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v Preface 
The idea of a conference on length-based stock assessment methods evolved through the in- 
creased use and development of the methods by several groups in various parts of the world over the 
last few years. In many instances this renewed attention given to length-based methodology was a 
direct result of either the difficulty or inability to age fish satisfactorily (a particular problem in 
tropical areas) or  the seeking of a more cost-efficient method of sampling fish populations for assess- 
ment purposes. In other cases, tile interest was generated by the rediscovery of a whole new set of 
stock assessment tools which had been generally underutilized or ignored (apart from the pioneering 
work of Rodney Jones in Aberdeen working with crustacean stocks) for the past thirty years. The 
opportunities for further refinement and development of the methodology were, and still are, signi- 
ficant particularly with the proliferation of computers in fisheries laboratories around the world. 
The theoretical model development and the problems of practical application to fish stocks 
came together initially through informal contacts and culminated in a conference on The Theory 
and Application of Length-Based Stock Assessment Methods which took place on 11-16 February 
1985  at the Istituto di Tecnologia della Pesca e del Pescato (ITPP) in Mazara del Vallo, Sicily, Italy. 
These proceedings are a report of that conference. 
Specific aims of the conference were: 
to identify the specific features of sampling schemes used to obtain length-frequency data 
for stock assessment; 
to review length-based methodologies for stock assessment of fish and aquatic invertebrates, 
with particular reference to their precision and accuracy; 
to review and test computer programs implementing length-based methods. 
The conference was jointly organized by the International Center for Living Aquatic Resources 
Management (ICLARM) and the Kuwait Institute for Scientific Research (KISR). The Food and 
Agriculture Organization of the United Nations (FAO) supported the attendance of several partici- 
pants, while the Italian research organization, Consiglo Nazionale delle Recherche, supported the 
conference through ITPP, the host institution. 
These proceedings include the twenty-two papers which were originally presented in addition 
to the reports of three of the four working groups formed during the conference. Also included are 
three contributions written immediately thereafter-the  chairman's overview by J.A. Gulland, a 
review of programs discussed at the conference, compiled by the editors of this volume, and a note 
on some aspects of the problem of length-to-age us.  age-to-length conversion, proposed by two 
workshop participants. 
This conference was the first ever to be devoted solely to length-based methods for stock 
assessment. In existence since C.G.J. Petersen's pioneering papers of 1891/92,  length-based methods 
were masterly used by T.W. Fulton, F.I. Baranov and others. Then, a period followed where length- 
based methodology was inappropriately used and which led to its disappearance from major fish- 
eries textbooks and to a gradual decline in its use, a trend which lasted until the mid-1950s, when 
R.J.H. Beverton and S.J. Holt proposed their now classic equation for estimation of total mortality 
from the mean length of fish in catch samples. 
Further development of the methodology was slow and it was not until scientists working in 
various tropical areas of the world (where routine aging of fish presents significant problems) began 
re-examining those earlier methods that the momentum of development and use of these length- 
based techniques increased. The work of J.L. Munro in Jamaica may be mentioned in this context 
along with work done in India and by staff of the French agency ORSTOM in West Africa. The present volume is based on and may be seen as representing the culmination of these 
earlier efforts and brings together the most recent and important theoretical model developments 
with examples of their applications. Listings and other details of computer programs are also given 
to allow the reader to  use, adapt or further develop the models. 
It was initially planned to present these proceedings in two volumes; the first was to include 
theoretical considerations, descriptions of methods and analyses, while the second was to consist of 
contributions related to the implementation of methods, program listings and user's instructions. 
As it turned out, not enough material was assembled for a second volume to be issued separately. 
The volume presented here has two parts, however, and they contain what we had originally ear- 
marked for the two separate volumes. 
We  hope that in a few years, another group will assemble, and critically examine, as we have 
done in Sicily, the wide range of length-based methods being used by workers in the field, as well as 
new developments. 
Finally, we would like to thank all those at ICLARM, KISR, FA0 and ITPP, in addition to all 
the participants who made the conference the pleasant experience that it was. 
D. PAULY 
G.R. MORGAN Methods of Size-Frequency  Analysis and Their Incorporation in 
Programs for Fish Stock Assessment in Developing Countries: 





Food and Agriculture Organization of  the United Nations 
Via delle Terrne di Caracalla 
001  00  Rome, Italy 
Csirke, J., J.F. Caddy and S. Garcia. 1987.  Methods of size-frequency analysis and their incorporation 
in programs for fish stock assessment in developing countries: FA0  interest in receiving advice, 
p. 1-6.  In D. Pauly and G.R. Morgan (eds.) Length-based methods in fisheries research. ICLARM 
Conference Proceedings 13,468  p. International Center for Living Aquatic Resources Management, 
Manila, Philippines, and Kuwait Institute for Scientific Research, Safat, Kuwait. 
Abstract 
FAO's task requires the adaptation of conventional methodologies developed in high latitudes for 
use in tropical situations and the development and further refinement of length-based methodologies. 
However, a number of problems need to be resolved before these methods can be applied on a grand 
scale. Questions for which FA0 requires detailed answers relate among other things to the following 
items: "quick and dirty"  us. elaborate approaches, problems with cohort separation, bias due to selecti- 
vity and heterogenous fishing effort, departures from steady state, sampling problems in multispecies, 
multigear fisheries, problems with very short-lived animals, appropriate trawl survey stratification for 
sampling length-frequency data, effects of sampling errors and biases on mortality and growth estimates 
from different methods, use of mean size statistics and translation of results from length-based models 
into management advice. 
Introduction 
Many questions have been raised over the last few years colicerning the methodologies appro- 
priate to stock assessment in developing countries, and in particular, the extent to which conven- 
tional methodologies developed in high latitudes may be adapted for use in the tropics. Along with 
other organizations, FA0 has advocated the use of length-based methodologies (by publishing rele- 
vant manuals, see, e.g., Pauly 1983 or Jones 1984) as one subset of the range of methodologies 
available for fisheries research. We  recognize that a precise evaluation of the strengths and weak- 
nesses of the various techniques of length-frequency analysis continually arising in the literature is 
still lacking, and that this question must be a focal point for the present conference. One further 
class of questions should not be neglected pertaining to  the ranking of  the various methodologies in terms of their content and use, and to the role they might play in an integrated program of stock 
assessment for developing countries. 
A brief review of what, in our opinion, are the more important questions is given here with 
brief annotations. These are respectfully addressed to the participants of this conference for their 
expert consideration. 
Short-Cut us. Long-Term Advice 
In some circumstances it may be useful to have available a methodology which, while not 
pretending to great accuracy, allows a "first cut" at estimating the parameters of, e.g., growth and 
mortality for the population in question. 
Circumstances where short-cut methodologies might apply are, for example, in the preliminary 
stages of development of an assessment program, or for a resource on which investigation is just 
beginning. 
Questions 
Is there some validity in dividing length-frequency methods into "short-cut"  or "quick and 
dirty" methods, and those more elaborate approaches appropriate to a long-term investigation? 
What are the appropriate (length-based and other) methodologies which should be recom- 
mended to fisheries departments of developing countries for use in long-term programs of fish stock 
assessment in their national waters? 
LengthBased us. Age-Based Methods 
COHORT SEPARATION 
The use of age-based methods and the preparation of age-length keys allow estimation of mean 
length at age and of its variance for each age group separately. 
These values can also be estimated by sequential modal separation for younger age groups 
provided mean length of different age groups are well separated and the variability in mean length 
is relatively small. 
Questions 
What sources of variability of the mean length-at-age may one expect in nature (e.g.,  for 
younger and older fish, or long- and short-lived species)? and how does variance change in age? 
(important for stochastic age-length simulation). What are the consequences for sequential modal 
separation? 
BIAS DUE TO SELECTIVITY AND FISHING EFFORT 
Growth studies of fish in the Northeast Atlantic were first based on length-frequency analysis, 
but this approach was abandoned when aging techniques using hard tissues (e.g.,  scales, otoliths) 
were developed and proved to be feasible and more precise (although more work intensive and 
costly). If proper sampling and subsequent age reading is possible, growth rate determination poses 
few practical problems. The main possible source of bias (as for length-based methods), is introduced 
by the selective capture of the larger sizes of younger age groups (due to gear selectivity) and the removal of the older age groups from the larger sizes (due to fishing mortality), which will reduce 
the  average age corresponding to a given length. These problems can be overcome by taking a random 
subsample for aging and construction of an age-length key. However, selectivity bias presents a 
serious problem for the use of length-based methods for estimating growth. Also, fishing gear com- 
monly used in artisanal fisheries (hook and line, traps, gill nets) may not have logistic selection 
curves as occurs, e.g., in trawls. 
Question 
What are the effects of gear selectivity and increased fishing mortality on the parameters and 
apparent shape of the von Bertalanffy growth equation estimated through sequential modal analysis? 
DETECTING DEPARTURES FROM STEADY STATE 
If  there are no crucial sampling problems, and steady-state conditions are satisfied (or are 
approximated by integrating over an appropriate period), most of the well-elaborated (theoretically 
precise) length-based methods should give results that are consistent with those that might be ob- 
tained through conventional age-based approaches. The problems start with departures from steady- 
state conditions. Age-based Virtual Population Analysis (VPA) and cohort analysis have demon- 
strated the interannual variability of year-class strength and of F for fish stocks of temperate (and 
some tropical) waters where aging has been possible. In fact, recent research has picked up recruit- 
ment variation and its causes as a key area of concern. For instance, there might be no problem in 
using Jones' length cohort analysis (for example, with shrimp) if  only one cohort occurs in the 
data, but problems arise when two or more cohorts are represented (e.g., two recruitment pulses). 
Variations in recruitment strength will then seriously bias F vectors when these are expressed as a 
function of length. 
Questions 
How can changes in recruitment, availability and growth, for example, be detected from length- 
frequency samples alone? If these changes cannot be detected, what are the types and the magni- 
tude of the errors that might be introduced into estimates of mortality obtained by length-converted 
catch curves or other length-based methods? Could a combination of length and, for example, a 
limited aging program be useful in coping with this problem? How intense should this combined 
sampling program be? What are the effects of changes in growth rate on the estimated mortality 
rates? Can these effects be detected? 
Robustness of Length-Based Methods 
Since all length-based methods assume some degree of stability or uniformity over time and 
ages, there are serious concerns about  the precisiodof the results obtained when there are departures 
from equilibrium conditions or discontinuities in the effects on the population. In general, variabi- 
lity in recruitment, growth rate, differential fishing mortality of "fully recruited" fish (such as those 
caused by bell-shaped selection curves), year-to-year changes in fishing effort,, etc. are all solwces 
of bias that may introduce errors into the estimates of Z. Since almost every fishery tends to show 
a certain degree of variability, it would be worth testing the robustness of different length-based 
methods to different types of departures from the ideal equilibrium conditions before encouraging 
their extended application as routine methods of analysis. Question 
How robust are the length-based methods in use to departures from the ideal conditions of 
equilibrium with time and uniformity of certain parameters with age? 
Sampling Problems 
MULTISPECIES, MULTIGEAR FISHERIES 
Length-based methods were offered as a replacement for catch-effort methods in multispecies, 
multigear fisheries because of the difficulty of defining effort in these cases. This benefit seems 
illusory since the same sampling problem occurs in both cases. 
Questions 
How does one correctly sample the catch or the population so as to obtain length-frequency 
distributions which represent either the size structure of the catch, or of the population? How is 
one to evaluate the degree of confidence to be given to the results of length-frequency analysis? 
SHORT-LIVED ANIMALS 
The use of length-based methods in short-lived animals (squid, shrimp) essentially involves a 
"dynamic  nonequilibrium"  situation. The annual catch size structure is "virtual",  since the size 
composition changes. Also, there is a need for adequate sampling in both space and time, since 
biomass as well as numbers change greatly on a seasonal basis. 
Question 
What is the optimum weighting of the samples in time? 
TRAWL SURVEY 
Little use has been made of length-frequency data from trawl surveys, and their use should be 
encouraged. However, it should be taken into account that sizes are usually not distributed at ran- 
dom in the population. Also the fact that different species of a multispecies resource may have 
different distribution patterns should be considered. 
Questions 
What are the characteristics and uses of length-frequency data from trawl surveys? 
How can the appropriate sampling schemes (e.g., systematic, nonrandom) that might be needed 
to account for nonrandom distribution of sizes, and the appropriate (post?) stratification scheme 
to account for multispecies resources, be accommodated while ensuring that the other important 
objective of trawl survey (i.e., estimating total biomass) is satisfied? SAMPLING ERRORS AND BIAS 
Length-frequency data are subject to  sampling errors and bias due to the particular properties 
of the sampled population and due to the sampling procedures and the characteristics of the fishing 
(sampling) gear used. 
Question 
What are the validity and typical errors and biases in the estimates of mortality and growth 
parameters using various length-based methods? 
Using Commercial Size Categories 
One of the most widely available sets of data in tropical areas is the commercial size category: 
fuller use of this data source is clearly desirable. It has been noted that converting from, e.g., mean 
weight to mean length and then to mean age involves reversing the independent (age) and dependent 
(length) variables when fitting a conventional growth curve. 
Question 
What are the appropriate procedures for using commercial size categories and the likely sources 
of error? 
Mean Size Statistics us. Length-Frequency 
Under certain circumstances it may be quicker and easier to obtain mean size data (e.g., as the 
reciprocal of the number of individuals per container holding a given weight) than a size-frequency 
distribution. In fact, commercial size categories may only allow computation of a mean size. 
Question 
Given an independent estimate of size-at-age,  what are the relative advantages and drawbacks 
of estimates (of, e.g., mortality) from mean size statistics in the exploited population as opposed to 
those based on length-frequency analysis? 
Integration With Other Approaches to  Stock Assessment 
Any method of stock assessment begins with data collection, leading through analysis, to 
conclusions on the state of the resource. Collecting length-frequency data on research or commercial 
vessels, in port, or in the market, needs to be integrated with other data collecting needs, methods 
of analysis and management conclusions. This is because in any science it is usual to check the 
validity of a hypothesis by using more than one independent set of data to arrive at tvvo  or more 
independent conclusions that can be compared. For developing countries, however, the collection 
of a large number of independent data sets (e.g., on catch, landings, catch rate, sizes, etc.) may be 
prohibitive in cost and manpower. What priorities should be given to length-based methods in these 
circumstances, and what other components will be needed for a stock assessment program? Question 
How should length-based methods be integrated with other approaches to stock assessment? 
Management Advice 
Independently of the method of analysis used in a stock assessment process, management 
advice will need to be given in terms that are understandable and usable by fisheries administrators. 
This may require the use of a yield model and the presentation of the final results in terms of an 
allowable catch (e.g., in terms of MSY, MEY, etc.), or its corresponding level of fishing effort 
(e-g.9  fMSY  fMEY 3  fO.l ,  etc.)- 
Questions 
How should parameter values resulting from length-frequency analysis be translated into man- 
agement advice? Which models does it seem most appropriate to apply for length-based assess- 
ments? What possible errors, biases and qualifications should be taken into account in the applica- 
tion of these approaches? 
Discussion 
We  believe that the answers to the questions posed above, both during the conference and in 
the follow-up work that will inevitably follow will greatly contribute to clarification of the validity 
and scope of  length-based methodologies, possibly by defining more clearly the limits of  their 
application. We  hope that the answers obtained will confirm our conviction that a more general 
and appropriate use should be made of length-frequency data, especially but not only in the tropics. 
These methodologies, particularly the short-cut methodologies are very suitable for use in and by 
developing countries in the present situation, and are very useful in promoting more work and in- 
volvement in stock assessment and if  necessary, the transition to methods more appropriate to long- 
term use. 
High latitude fishery science has developed up to now a high level of  sophistication, (physical 
inputs and trained manpower) that will not be available in the tropics for a few decades at least. 
In the meantime, scientists from developing countries, after obtaining their degree, are often not 
able to progress towards a global understanding of stock assessment and the provision of biological 
advice for national resource management since the methodologies proposed have until quite recently 
been largely nonapplicable, and sometimes irrelevant. 
By reducing the demand for more and more detailed data, and therefore by reducing costs, 
the length-based theory offers them a possibility of starting work and learning. The price to pay in 
exchange for this is to accept some risk and to buffer the risk by cautious management advice. 
However, the potential gain in the long term is enormous, as this process might finally start the 
development of tropical expertise, "locally grounded",  an essential condition for appropriate feed- 
back and development of a more relevant tropical fisheries science. 
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Abstract 
Some aspects of the history and present role of length-based methods for the study of the growth, 
mortality and recruitment of fish and invertebrate stocks are reviewed. The recently-developed ELEFAN 
(Electronic LEngth Frequency ANalysis) system of BASIC microcomputer programs is presented and 
some of its key features are discussed in detail. 
Examples of the use of the ELEFAN system are provided; these examples are used to  illustrate the 
need for further research on such length-based systems and to  emphasize the need for adequate sampling. 
Introduction 
Fisheries research emerged at the turn of the century, mainly in countries bordering the North 
Atlantic (predominantly the North Sea area). This had the effect, among other things, that research 
on cod, herring and similar long-lived fish became paradigmatic for the field as a whole (Cushing 
1983;  Gulland 1983). 
When fisheries research expanded after World War I1 to the developing countries of the Third 
World, many of the basic methods of "temperate"  fisheries biology were not applicable or did not 
seem to be applicable to tropical fish (Menon 1953;  Qasim 1973). 
This is especially true of methods for aging individual fish, which, being based predominantly 
on "annuli"  on scales, otoliths and other bony structures of fish, proved difficult to apply to tropi- 
cal fish in which seasonal fluctuations of their environment are usually less marked than in tem- 
perate waters. 
*ICLARM Contribution No. 232. Fisheries biologists working on tropical fish prior to Pannella's (1971) discovery of daily rings 
as an ubiquitous feature of tropical fish had to rely predominantly on length-frequency analyses 
to draw inferences on the growth of fish. Methods using length-frequency data to infer the growth 
patterns of fish can be traced to the work of Petersen (1891), who developed two basic techniques. 
The first of these, the "Petersen  method"  (sensu stricto), consists of the analysis of one 
sample at a time, with different (relative) ages being attributed to the fish comprising the prominent 
modes of a sample (Fig. la). 
Graphical, semi-graphical (Harding 1949; Cassie 1954;  Tanaka 1956;  Bhattacharya 1967) and 
computer-based methods (Abramson 1971; Yong and Skillman 1971)  for the separation of single 
samples into size groups have been widely used, often with mixed results (Mathews 1974). All of 
these methods assume the component of the distributions investigated to be normally distributed, 
an assumption which has been shown not to apply in a number of cases where it has been put to 
test (see, e.g., Morgan, Part I, this vol.). The separation of length groups (even when computer- 
aided) and the attribution of ages to these length groups are two distinct steps; the latter is purely 
arbitrary when no additional information on recruitment periodicity is available and can be very 
misleading when two recruitment pulses occur per year as is common in the tropics (Pauly and  -  -  - 
Navaluna 1983),  while only one is assumed or vice versa. 
I 
7  I year ? 
I  1 
Length 
Sample 
at  time  1 
Length 
Fig.  1. Basic  principles  involved  in  traditional methods for length-fre- 
quency analysis (from Pauly et al.  1984). a) Application of the Petersen 
Method (sensu stricto) to a length-frequency sample. Note that the time 
separating peaks must be assumed, a difficult task in animals which may 
or I  may  not  spawn  several  times  a year.  b)  Application  of  )modal 
class progression  analysis  to a set of  two samples obtained at known 
times.  Note  that the problem here is the proper identification of peaks 
to be  interconnected,  not  that  of  time separating modes (as was the 
case in a). The second of the techniques pioneered by Petersen (1891), now called "modal class pro- 
gression analysis", involves the use of several samples collected at different times, whose modes or 
the means of their component distributions are linked in a fashion thought to represent growth 
(Fig. lb). 
Various approaches exist for combining the two techniques. One, called the "integrated 
method" was proposed by Pauly (1978,1980a, 1983a and see Fig. 2). 
The Petersen method sensu stricto and the modal class progr&sion analysis were used rather 
extensively in the beginning of the century in the North Atlantic area, notably by Fulton (1904) 
and other authors cited in Thompson (1942). Indeed, the latter was so convinced of the superiority 
of length-frequency analyses in growth studies that he rejected the results of Lea (e.g., Lea 1911, 




Fig.  2.  An application  of  the 'integrated  method'  to a hypothetical set of 
length-frequency samples. Note that the attribution of a relative age to the 
third peak  of sample tl is confirmed by the modal class progression, which 
suggests a growth curve passing through the major peaks of samples tl,  t2, 
t3 and  through  the third  peak  of  sample tl repeated  after one year  (i.e., 
placed  at the appropriate place on the time scale, after sample t3). Thus a 
smooth growth curve can be  traced  which  explains most of the peaks of a 
set of  length-frequency  samples,  including those of earlier samples repeated 
once,  twice or more along the time axis. A certain  degree  of  reliability  is 
achieved  which  could not be  achieved by applying separately either of the 
two earlier methods (from Pauly et al. 1984). 1913)  who, based on scale studies, was able to elucidate major aspects of the life history of North 
Sea herring. The conflict between DYArcy  Thompson (who was quite wrong) and Einer Lea delayed 
major advances in European fisheries research for at least a decade (Went 1972) and may be one 
reason why many contemporary fisheries biologists working in temperate waters are now reluctant 
to rely predominantly on length-frequency data when conducting growth studies. 
The pendulum may have swung back too far, considering that most growth studies published 
in major journals now omit the validation of aging using independent methods or cross-validations 
(Beamish and McFarlane 1983). 
While well-conducted growth studies based on otoliths, scales or other hard parts should gener- 
ally lead to more precise inferences on growth than studies based on length frequencies only, length- 
based methods will remain extremely important, in the tropics at least, for the following reasons: 
(i)  a number of important aquatic organisms, such as shrimp, cannot be aged individually, 
leaving one no choice but the use of length or of the more expensive tagging-recapture 
data; 
(ii)  length-frequency sampling in fish markets is generally far cheaper than sampling say, for 
otoliths, because among other things, fish that are only measured need not be purchased; 
this is a factor limiting the work of fishery biologists in Southeast Asia; the phenomenon 
is also reported from Kuwait by Morgan (1983) and Mathews (Part I, this vol.); 
(iii)  estimating growth from length-frequency data is far less work-intensive than using hard 
parts; when the resource under study consists of small, short-lived fish that can be aged 
only by counting daily rings, routine assessments based exclusively on age-structured 
models seem quite impractical, especially in a multispecies situation; 
(iv)  large amounts of unanalyzed length-frequency data are available in most fisheries laborato- 
ries and often they are the only historical data available. Thus, for example, Ingles and 
Pauly (1982,1984)  were able to retrieve, from the files of various research institutions in 
the Philippines, length-frequency data covering more than one million measurements, 
from which inferences were drawn on the growth, mortality and recruitment of 56 species 
of Philippine fishes. Colleagues from various countries have had similar experiences and 
suggested that length-frequency data are probably the most underutilized type of informa- 
tion available on fish and other aquatic resources; 
(v)  the "ages"  used in many models are contrived because the process that is modelled is 
actually size-related. A number of biological and fishery-related processes involve sizes 
rather than ages such as predation (Ursin 1973),  food conversion efficiency (Pauly 1981), 
gear (mesh) selection, target strength (in acoustic surveys), recruitment to fishing grounds 
and, quite importantly, marketability and price. 
The ELEFAN  System 
INTRODUCTION TO THE SYSTEM 
The ELEFAN system (Electronic LEngth Frequency ANalysis) was developed at ICLARM in 
response to (1) the need for robust methods for analysis of length-frequency data; (2)  the avail- 
ability of cheap microcomputers. These two points provide some of the reasons why the system has 
found wide acceptance in developing countries, as was intended. 
The system, as it now stands, consists of five programs, ELEFAN 0,  I, 11, I11 and IV. 
ELEFAN 0 is used to create and modify length-frequency data files for use with the other 
four ELEFAN programs; the other ELEFAN programs have length-frequency data created by 
ELEFAN 0  as their main input (Fig. 3). 
ELEFAN I is used to estimate the growth parameters of fish or invertebrates. The growth equa- 
tion of which these parameters are estimated is a seasonally oscillating version of the von Bertalanffy 
Growth Formula (VBGF). ELEFAN I can thus be used to provide quantitative information on 
growth oscillations of fish and invertebrates, which can be correlated with oscillations of selected 
environmental parameters. ELEFAN I1 performs a variety of computations, of which the following are the main ones: 
-  estimation of total mortality (Z) and derived quantities from the straight, descending arm of 
a length-converted catch curve; 
-  estimation of probabilities of capture by length and mean length at first capture (LC)  from 
the ascending, left arm of a length-converted catch curve; 
-  expression of the seasonal changes in recruitment intensity in the form of a graphical "re- 
cruitment pattern" (which can be further subdivided into normally distributed recruitment 
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Fig. 3. Flowchart of the ELEFAN System, showing inputs, outputs and their subsequent analysis 
where appropriate. Definitions of parameters (Z, M, F, R, etc.) are given in the text, along with 
further details on system. ELEFAN I11 incorporates three types of virtual population analysis (VPA), coded here VPA 
I, I1 and 111. 
VPA I estimates standing stock (in numbers) and fishing mortalities by time intervals (month, 
quarter, year, etc.). VPA I1 is used to estimate standing stock (in numbers) and fishing mortality by 
length class in a stock with stable age distribution, as can be simulated by combining data for several 
years. VPA I11 provides estimates of standing stock and fishing mortality by month and by length, 
which is achieved by "slicing"  (pseudo-) cohorts through the catch-at-length data by means of a set 
of growth parameters. This approach assumes that little exchange occurs between the monthly 
"cohorts",  which applies mainly in short-lived animals, such as anchovies or penaeid shrimps, for 
which the VPA I11 routine has been specifically designed. 
ELEFAN IV is a program which, provided that gear selection is known (i.e., that probabilities 
of capture by length class are available), can be used to estimate M and probabilities of recruitment 
by length class from catch samples representative of an exploited population. 
Table 1  gives a summary of the necessary inputs and of the output obtained from the ELEFAN 
programs. Further details are given below. As might be seen from Fig. 3, the overall system depends 
Table 1. Inputs and  outputs of  the ELEFAN  system for the analysis of  length-frequency (L/F) and catch-ablength (CIL) data. 
Inputloutput  0 
necessary inputs  LIF  L/F  L/F, growth param-  L/F, monthly bulk  L/F, selection curve, 
eters (excluding  catch, M,  growth  growth parameters 
to)  parameters (ex-  (excluding to) 
cluding t  ),  length- 
wemt rePationship 
facultative inputs  selection curve  -  to (a growth param-  C/L data computed  - 
eter)  externally can 
also be entered 
and used 
output, given  files for use with  growth parameters 
necessary  ELEFAN I to  (including sea- 
inputs  IV  sonal growth) 
output, given  L/F  data cor-  - 
facultative  rected for se- 
inputs  lection effects 
(for use with 
ELEFAN I 
only) 
Total, naturala and  Fishing mortality  Total,  naturala  and 
fishing mortalities,  and population  fishing mortalities, 
approximate selec-  size by month  recruitment curve. 
tion curve, mean  and length group. 
length at first 
capture, seasonal 
pattern of recruit- 
ment into the 
fishery. 




--  -  -- 
a~~~~~~  11 and IV use different methods to estimate natural mortality; with ELEFAN 11,  M is estimated from equation (6). 
which is  built  into the program; with ELEFAN IV.  M is estimated from the left, ascendiug side of  a length-converted catch curve 
and the selection curve following a method devised by Munm (1984, and see text). 
critically on the availability of growth parameters (mainly L,  and K of the VBGF) or of length- 
frequency data from which these parameters can be estimated. The length-frequency type of data, 
on the other hand, while having to be representative of the stock from which they were sampled 
need not have been corrected for the effects of gear selection or incomplete recruitment. This is so 
because it is possible to first obtain preliminary growth parameter estimates from length-frequency 
data not corrected for selection effects; then the available L/F data are corrected for such effects 
using ELEFAN 0;  then growth parameters are re-estimated from the corrected L/F data (see below 
for an application example). The Conceptual Basis of ELEFAN I 
INTRODUCTION TO ELEFAN I 
The heart of the ELEFAN system is ELEFAN I, the program for the estimation of growth 
parameters from length-frequency data. The first version of ELEFAN I, developed in 1978  by the 
author with the assistance of H. Timmermann of Kiel University, consisted of two basic steps: 
(i)  separation of a number of samples into their normally distributed components using the 
NORMSEP program of Abramson (1971), 
(ii)  identification of the growth parameters generating the growth curve which minimized the 
sum of the squared deviations from the means of the component distributions. 
The program "worked".  However, it required as input the number of broods (or age groups) 
in each sample, in other words, it required as input the very information which was wanted as an 
output (but see Sparre, Part I, this vol.; Rosenberg and Beddington, Part I, this vol.). Methods do 
exist to get around this problem (e.g., using the ENORMSEP program of Yong and Skillman (1971) 
or the method of Bhattacharya (1967) as interpreted by Pauly and Caddy (1985) to provide pre- 
liminary estimates of the number of broods in each sample). However, ELEFAN I incorporates an 
algorithm which bypasses this step, and which fits the growth curve to peaks defined independently 
of any assumed underlying distribution. 
PRINCIPLES OF  FITTING GROWTH CURVES 
The method used in ELEFAN I to identify peaks and troughs in length-frequency histograms is 
a simple highpass filter, i.e., a running average which leads to definition of peaks as those parts of a 
length-frequency distribution that are above the corresponding running average and conversely for 
the troughs separating peaks (Fig. 4). The running average used in ELEFAN I is taken over five 
classes; analyses of the effect of the number of classes included in the running average on the results 
of ELEFAN I have been conducted only once, by K. Sainsbury, CSIRO (pers. comm.), who reported 
that the results are sensitive, but not strongly so, to changes in the number of classes included in the 
running average. 
Fitting of the growth curves is performed by ELEFAN I through the following steps: 
-  calculate the maximum sum of points "available"  in a (set of) length-frequency sample(s) 
(see Fig. 4c) ["available points" refers here to points which can possibly be "accumulated" 
by one single growth curve; see below]. This sum is termed "available sum of peaks" (ASP), 
-  "trace"  through the (set of) length-frequency sample(s) sequentially arranged in time, for 
any arbitrary "seed"  input of L,  and K, a series of growth curves started from the base of 
each of the peaks, and projected backward and forward in time to meet all other samples of 
the sample set and/or the same sample repeated again and again, 
-  accumulate the "points"  obtained by each growth curve when passing through peaks (posi- 
tive points) or through the troughs separating peaks (negative points) (see Fig. 4b and 4c), 
-  select the curve which, by passing through most peaks and avoiding most troughs best 
"explains" the peaks in the (set of) sample(s) and therefore accumulates the largest number 
of points. This new sum is called "explained sum of peaks" (ESP). 
-  decrement or increment the "seeded" values of L,  and K until the ratio ESP/ASP reaches a 
maximum, and gives the growth parameters corresponding to this optimum ratio. 
THE GROWTH MODEL IN ELEFAN I 
Although ELEFAN I could in principle be used to fit any type of growth curve, e.g., those 
proposed by Gompertz (1825) or Kriiger (1964),  only one type of growth curve, albeit a very versa- 
tile one, was incorporated into ELEFAN I. It is a seasonally oscillating version of the generalized von 
Bertalanffy Growth Function (VBGF) (sensu Pauly 1981)  of the form -1 .o t 
22  26  30  34  38  42  46  50  54  58 
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Fig.  4.  Length-frequency  data  on coral  trout (Plectropomus leopardus) caught near 
Heron  Island  (Great Barrier  Reef, Australia)  in October 1971. From Goeden (1978). 
a) Original  data:  the ages from  Goeden, with  question marks added; N = 319. Note 
inappropriately  small  class  interval  of  5 mm. b) Same data, replotted  in  2-cm class 
intervals to smooth out small irregularities,  showing running average frequencies (over 
5  length  classes) to emphasize peaks (shaded bars above running  average) and inter- 
vening  throughs.  c) Same data as in  b, after division of  each frequency value by the 
corresponding running average frequency, subtraction of 1 from each of the resulting 
quotients and subsequent minor  adjustments to remove potential sources of bias (see 
Pauly  et  al.  1980). Note that well-structured peaks have been alloted similar numbers 
of points, irrespective of the number of fish they represented.  Arrows show the points 
used in the computation of ASP or "Available Sum of Peaks"; see also text (from Pauly 
and David 1981). 
CKD 
-KD(t-to)+  2n  sin 277  (t -  ts))l/D 
Lt=L,(l-e 
where Lt is the predicted length at age t 
L,  is the asymptotic length, or the mean length the fish of a given stock would reach if  they 
were to grow forever; 
K  is a growth constant ("stress factor" in Pauly 1981); 
D  is another growth constant ("surface factor" in Pauly 1981); C  is a factor which expresses the amplitude of the growth oscillations (Fig. 5); 
to  is the "age"  the fish would have had at zero length if  they had always grown in the man- 
ner predicted by the equation; 
ts  sets the beginning of sinusoidal growth oscillation with respect to t = 0 (Pauly and Gas- 
chiitz 1979). 
Within ELEFAN I, equation (1)  is used with two of the original parameters replaced by others; 
thus ts is replaced by the Winter Point (WP), which designates the period of the year (expressed as a 
fraction of a year) when growth is slowest. In the northern hemisphere, WP  is often found in the 
neighborhood of 0.2, i.e., in Febmary,while WP  often has a value of 0.7 in the southern hemisphere. 
The Winter Point is related to ts  through 
The other parameter of equation (1)  which requires comment is to.  The significance of this 
parameter is often misunderstood. It may be described simply as a factor used to adjust a growth 
curve to an absolute age scale. Length-frequency data, by themselves, never allow the estimation 
of to and ELEFAN I is no exception. Within ELEFAN I a parameter called "TO"  is used internally 
which fulfills the usual role of to (that is positioning the growth curve along the time axis). In early 
versions of ELEFAN I this "TO"  was output, such as to enable users to draw their growth curves 
(e.g., White 1982).  Some users have misunderstood this output for a real to, however, which resulted 
in their growth equation generating "erroneous"  length-at-age data. To prevent further misunder- 
standings, therefore, the output of "TO"  is now suppressed, and a routine has been built instead 
Difference  between  summer 
and  winter  temperature (OC  ) 
Fig.  5. Relationship  between  the  amplitude  (C) of seasonal growth 
oscillations  in  fish,  penaeid  shrimp  and  squid  populations  and  the 
summer-winter temperature  difference  of their  habitat  (in OC).  The 
data  points  used  here  are  documented  in  Pauly  and  Ingles  (1981), 
Pauly  (1982; 1985a), Pauly  and  Gaschiitz  (1979) and  Pauly  et  al. 
(1984). Note that  values of C > 1 do not  imply  that the animals in 
question  shrink  in  the  winter  time,  but  rather that  they  undergo a 
period of non-growth (see Pauly and Gaschutz 1979). into ELEFAN I which computes and outputs length in given months, and thus allows the drawing 
of growth curves. 
The parameter C in equation (1) is dimensionless; when it has a value of zero, equation (1) 
becomes 
that is, the equation takes the form of the generalized VBGF (Pauly 1981)  which has only one 
parameter more (D) than the original equation (von Bertalanffy 1938). 
Equation (1) is defined such that growth ceases (at WP) only briefly, once a year, when C = 1. 
When 0 < C < 1,  growth oscillates seasonally, but is never completely halted. When C > 1, growth 
oscillates so strongly that the model predicts in winter a reduction of length. This latter case, it 
may be noted, should rarely happen in reality (as opposed to loss of weight). One paper referring 
to teleosts was thus found in which a significant decrease in length of 0.67 to  1.23% was reported 
after starvation (in captivity) for up to seven weeks (Nickelson and Larson 1974) which is unlikely 
to happen in nature. In most cases, therefore, values of C > 1  simply suggest sustained periods of 
nongrowth, such as may occur in cold freshwater habitats. 
Extensive work with ELEFAN I and with other programs incorporating equation (1) has 
shown that C is generally correlated with the difference between mean monthly summer and winter 
water temperature, that is, with the range of temperature to which the fish of a given stock are 
exposed (Fig. 5).  This rule may help in providing good "seed values" of C for use in ELEFAN I, 
although it must be restated here that C as well as WP  and the parameter L,  and K of the VBGF are 
outputs of and not inputs for ELEFAN I. 
The parameter D of equation (1)'on the other hand probably cannot be estimated from length- 
frequency data and ELEFAN I alone. When D = 1,  equation (3) becomes 
which means that it reduces to the "special"  VBGF, which is the normal VBGF used in fisheries 
research. 
When D # 1,  equation (3),  the generalized VBGF is actually a form of the curve proposed by 
Richards (1959),  used to model the growth of fish and invertebrates by e.g., Mathisen and Olsen 
(1968) and Ebert (1980,1981).  While these authors estimated the fourth parameter (equivalent to 
D) of Richards' curve from size-at-age  data, Pauly (1981,1982) showed that D expresses the growth 
of fish gills as related to their body weight  and also that D  decreases with the maximum size that 
they can reach. Rough estimates of D can be obtained therefore, from 
where W,,  is the maximum weight (in grams) reached by the fish of a given stock. Equation (5) 
is built into ELEFAN I. However, it should be used, along with values of D f 1  only when the 
arguments leading to the generalized VBGF are understood and agreed with (see Pauly 1981). 
The earlier version of ELEFAN I required estimated asymptotic length to be larger than the 
largest animal in the set of samples analyzed, or L,  > L,,  .  This requirement has been removed 
from more recent versions of the program; some of the consequences are listed in Table 2. 
THE PROBLEM OF  MULTIPLE COHORTS 
One question which seems to have caused a great deal of confusion among users of ELEFAN I, 
and indeed among fishery biologists generally, is the allegedly "continuous"  spawning and recruit- 
ment of tropical fish and invertebrates. In fact, several colleagues suspect that it is impossible for Table  2. Available  options for definition in  ELEFAN  I of  asymptotic length (L,)  in  relation to maximum  length 
in  samples (L,,),  with  a partial list of consequences (based on pers. obs. and various contributions in  this vol.). 
Options 
-  --  - 
Problem(s) solved  Problem(s) created 
L,  must be >  L,,  "Age"  and growth rate at L,,  are  Some  available empirical equations 
defined and hence VPA  and catch  for estimation of  M  (e.g., equa- 
curve can be used  for all size  tion  6)  and  to  may  produce 
groups; representation of  growth  biased estimates 
curve still reasonable (because 
L,  and K are inversely related) 
L,  <  L,,  possible  L,  and K estimates may be less 
biased; estimates of  M and 
based on empirical equations 
(e.g., equation 6) may be 
improved 
Another  set  of  growth parameters 
must  be  used  for  length-struc- 
tured  VPA,  and  catch  curve. 
(See also Jones, Part  I, this vol., 
and  Majkowski  et  al.,  Part  11, 
this vol.) 
any algorithm-including  that built into ELEFAN I-to  trace a single reliable growth curve through 
the jumble of modes generated by "continuous spawning".  However, consider the following: 
(i)  continuous spawning in the sense of spawning with constant intensity throughout the 
year has never been demonstrated for any fish or aquatic invertebrate, i.e., cases of "con- 
tinuous" spawning are actually cases where some females are reported in ripe conditions 
throughout the year, or  some eggs can be sampled throughout the year. The bulk of the 
females, however, do spawn within identifiable seasons, even in the tropics (Qasim 1973; 
Weber 1976;  Johannes 1978; Longhurst and Pauly 1987); 
(ii)  recruitment can oscillate seasonally even if  spawning is continuous. The oscillating 
transfer function between these two processes is also known as a "recruitment window" 
which opens only during certain parts of the year (Sharp 1980; Bakun et al. 1981); 
(iii)  if recruitment into a population of fish or invertebrates were continuous (i.e., did not 
oscillate seasonally), length-frequency samples would simply not contain peaks and 
troughs. 
For these reasons, length-frequency data obtained from fish or invertebrate stocks (unless they 
are collected with a highly selective gear) usually contain modes pertaining to one or two major 
cohorts per year, even when they are sampled from populations in which some females spawn 
throughout the year, such as by following a lunar/tidal periodicity (Johannes 1978). 
When two cohorts occur per year, ELEFAN I will, if  left to itself, fit a growth curve to the 
more prominent of these two cohorts. The parameters of a second growth curve can be fitted by 
selecting a prominent mode belonging to the second cohort, then letting ELEFAN I identify the 
best set of growth parameters for a curve forced through the selected mode. 
DEALING WITH GEAR SELECTION 
In simulation experiments constructed with perfect data, it has been observed by users at 
ICLARM and by others (P. Sparre, pers. comm.) that ELEFAN I recovers the growth parameters 
used to generate the length-frequency data (see Hampton and Majkowski, Part I, this vol.; Rosen- 
berg and Beddington, Part I, this vol.). Real length-frequency data, however, are obtained from 
populations with unknown growth parameters by means of gears that often select for certain sizes, 
a feature which is often aggravated by the migrations and/or schooling habits of the fish themselves. There are three approaches by which gear selection problems can be addressed in the context 
of the ELEFAN system, and each of them pertains to a different combination of gear type and 
structure of the length-frequency data as follows: 
(i)  length-frequency data (a)  collected with gill nets with single mesh size (or hooks of a 
single gap size), whose selection curve is not known and (b)  consisting essentially of the 
same size group of fish, with few or no shifts of modes through time. 
Solution: growth cannot be estimated using ELEFAN I. 
(ii)  length-frequency data (a) obtained from catches of a fleet of gill nets of different mesh 
size or from trawl or purse seines or other similar gears whose selection curve is not 
known and (b) showing a wide variability in the position of modes. 
Solution: preliminary estimates of growth parameters are obtained using ELEFAN I; 
then, using ELEFAN 11, approximate probabilities of capture are computed by length 
for the gear(s) used in sampling the available length-frequency data. These probabilities 
are used with ELEFAN 0 to correct the available length-frequency data for selection 
effect. ELEFAN I is then reapplied to the corrected data to obtain improved estimates 
of the growth parameters (see Fig. 3 and third application example below). 
(iii)  length-frequency data and gear as in (ii),  and selection curves of gears available, as obtained 
from a selection experiment. 
Solution: correct data for selection using appropriate routine in ELEFAN 0, then apply 
ELEFAN I to corrected data. Also, estimate M, Z and F and recruitment curve using 
ELEFAN IV. 
Certain behavioral and/or life-history features of fish and invertebrates can also prevent length- 
frequency data sets from being truly representative of the population sampled. Such features are 
emigration from fishing grounds or strong growth dimorphism, the former leading to overestimation 
of total mortality and the latter to biased growth parameter estimates, among other things. It is 
necessary, when interpreting results obtained through ELEFAN I (or any other program of the 
ELEFAN system) to consider all known aspects of a fishery and of the resources upon which it 
rests, and to realize that this all-important step cannot be replaced by the user's guide, however 
detailed, of a computer program. 
APPLICATIONS OF ELEFAN I 
The ELEFAN I program has been rather widely disseminated since 1980  and a relatively large 
number of papers and reports have been published which relied predominantly or at least partly 
on this program. Table 3 gives details on some of these applications. It will be noted that they cover 
a wide range of animals, from cold temperate to tropical, and from invertebrates to teleost fishes. 
With only one exception, these applications have not involved fatal misinterpretation of the pro- 
gram features and output, and have helped their authors extract more out of their data than if they 
had used classical paper-and-pencil methods. 
This is illustrated in the brief review below of typical applications of the ELEFAN I program 
as used by this author. 
The first example presented here pertains to the shrimp Penaeus kerathurus and is based on 
length-frequency data published by Rodriguez (1977). As might be seen (Fig. 6),  the seasonally 
oscillating growth curve fitted by ELEFAN I to the data at hand provides what appears to be a good 
fit. In fact, it appears necessary to reemphasize here that such a curve is derived by ELEFAN I with- 
out external input as to the age structure in the available length-frequency data. 
The second example presented here, pertaining to the squid Loligo pealei, features ELEFAN I 
as an alternative to subjective paper-and-pencil methods, illustrated in Fig. 7a. The figure demon- 
strates how such methods can (and often must!) lead to erroneous interpretations: 
(i)  the peaks linked by growth increments were selected in subjective fashion (also they were 
not linked by their bases as should be done); 
(ii)  seasonal growth oscillations were not considered; 
(iii)  no test was performed to determine whether the resulting growth increments identified 
led to an acceptable growth curve. Table 3. Some examples of applications of ELEFAN I as of early 1985.~ 
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Fig.  6. Growth of  females of the penaeid shrimp Penaeus kerathurus off Cadiz, Spain, based on length-frequency 
data in Rodriguez (1977) and the ELEFAN I program. The parameter estimates are: L,  = 21.0 (cm, total length), 
K = 0.8  C = 0.9. Winter Point = 0.8; the estimated ESP/ASP was 0.457. It is recalled that this growth curve 
was established  by ELEFAN I without any external input as to the age-structure of the population or to the relative 
age(s) corresponding to  any peak(s). 
Figs. 7b and 7c show an alternative interpretation of the same data through ELEFAN I. The 
resulting growth curves have parameters consistent with those of  other loliginid squids and the 
seasonal growth oscillations have an amplitude consistent with that of the oscillations of tempera- 
ture in the Western Gulf of Mexico (see Pauly 1985a). 
The third example pertains to the Peruvian anchoveta Engraulis  ringens (Northemicentral 
stock) and demonstrates the impact of correcting length-frequency data for the effects of gear 
selection on growth parameter estimates, using an iterative approach first applied to Rastrelliger 
brachysoma in Burma (see Pauly and Sann Aung 1984), and illustrated in Fig. 8. 40 -  n=6  WIN '76 
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Fig.  7. Two interpretations  of length-frequency data for Loligo pealei  from the Western Gulf of Mexico (original 
length-frequency data from Hixon et al. 1981). a) Original interpretation  (see text for comments). b) Restructured 
sample as created and used by ELEFAN I, with superimposed  growth curves. (Note that original length-frequency 
data  were  regrouped into larger  size classes  for the ELEFAN  I  analysis). c) Length-frequency samples of Hixon 
et al. (1981),  with superimposed growth curves as estimated using ELEFAN I (see text for comments). 
In a first pass, initial estimates of L,  and M obtained from the analysis of  several sets of 
length-frequency data were averaged and used, along with length-frequency data from the two 
months of each year from 1953  to 1982 with the smallest fishes (i.e., the month at which recruits 
enter the stock) to derive a length-converted catch curve (Fig. 8b). A selection curve was then 
derived (~i~:  8c) which provided the probabilities of capture by means of which the original length- 
frequency data (here October 1963 to September 1964  were corrected). Figs. 8a and 8d show the 
restructured samples for the uncorrected and corrected data, respectively. As might be seen from Fig. 
8d, the peaks related to the smaller fish here shifted downward, suggesting a more rapid growth 
(i.e., higher K) than would have been inferred from Fig. 8a. 
Other applications of the ELEFAN I program to penaeid shrimps and Philippine and Indone- 
sian teleosts are presented in Pauly et al. (1984), Ingles and Pauly (1984) and Dwiponggo et al. 
(1987). 
One important methodological result of these various applications is the identification of a 
flaw in the original version of ELEFAN I, which counted peaks everytime they were "hit"  by a 
growth curve, although each peak, representing one age group, ought to be hit only once by a 
well-fitting growth curve. 
This flaw has now been corrected (see Pauly 198513) and the points in a given run of positive 
values are counted once only when they are "hit",  which completely eliminates the "drifting"  of 
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Fig. 8. Steps used to correct ELEFAN I estimates of  growth parameters in Peruvian anchoveta, using the method of Pauly (1986). a)  Estimation of a preliminary 
set of  growth parameters for each cohort from 1954 to 1982 and averaging of the same. b) Derivation of a length-converted catch curve based on growth parameters 
estimated  in  (a) and an accumulated length-frequency file composed of data from the two months of  each year containing the smallest fish (such as to obtain a 
correction for gear selection covering a size range as  wide as possible; backward projection of catch curve to estimate number of fish that would have been caught, 
had it not been for gear selection and/or incomplete recruitment. c) Estimation of probabilities  of capture from the ratio of  fish caught to  virtual fish, by length, 
and division of all original length-frequency data by the appropriate probabilities of capture, and d) Re-estimation of growth parameters. The correction leads to 
much improved estimates of the von Bertalanffy parameter K (Palomares et al. 1987 and see text). ELEFAN I1 
INTRODUCTION TO ELEFAN I1 
ELEFAN I1 is a collection of routines which can be used, following the application of ELEFAN 
I to a given data set, to extract estimates of total, natural and fishing mortalities, information on the 
seasonality of recruitment and on probabilities of capture by length without catch data being avaiG 
able or  selection experiments having been conducted. The program thus differs from ELEFAN I11 
and IV in that it requires no inputs other than growth parameter estimates and length-frequency 
data. 
LENGTH-CONVERTED CATCH CURVES 
Total mortality in ELEFAN I1 is obtained via a length-converted catch curve, as described in 
Pauly (1980a, 1982, 1983a, 1983b, 1984a, 1984b). Important here is that, conceptually, catch 
curves based on length data are actually older than catch curves based on age composition data, 
with crude first estimates of mortality being obtained by Edser (1908),  Heincke (1913) and Baranov 
(1918).  Subsequent work has shown, however, that these early length-based catch curves were often 
biased and since then estimation of Z from catch curves has been based almost exclusively on age- 
structured catch curves (review in Ricker 1975). 
Only recently have length-based catch curves been proposed which provide unbiased estimates 
of Z (Pauly 1980a;  Gulland 1983). These "length-converted catch curves" have been shown to be 
far more versatile than age-structured catch curves, allowing for example, inferences to be drawn on 
the selection process of the gear used for sampling (Pauly 1984a, 198413 and see below) or, when 
used in conjunction with selection curves, the estimation of M from length samples (Munro 1984 
and see below). 
It is emphasized that the data used for catch curve estimates of  Z must be representative of an 
equilibrium, or stable-age distribution. This problem, which was reviewed in great detail by Ricker 
(1975) in conjunction with age-structured catch curves, also occurs with length-converted catch 
curves, i.e., the samples used to construct the catch curve must reflect average conditions during 
which recruitment has varied little or randomly such that total mortality can be considered constant 
(see Hampton and Majkowski, Part I, this vol.). 
One obvious way to simulate average conditions for construction of a length-converted catch 
curve is to pool length-frequency data from a longer period of time to smooth out recruitment 
pulses. Unfortunately, guidelines on the size of length-frequency samples suitable for the estimation 
of vital statistics are not presently available, although some rules of thumb have been suggested (see 
Munro 1982, Table 1  and Hoenig et  al., Part 11, this vol.). Research on this topic has been initiated by 
a number of authors and results should soon appear in the literature. For the time being, a routine 
has been incorporated into ELEFAN I1 which weights the samples by the square root of their size 
prior to combining them in a single sample for construction of the catch curve. This routine sug- 
gested by H. Lassen (pers. comm.) is based on (a) the need to use all the information incorporated 
in a given set of length-frequency samples (very small samples are not discarded as must be done 
with ELEFAN I) and (b)  the fact that the standard error of means (i.e., of the mean lengths of 
fish in the various broods) is proportional to the square root of the number of fish used in the 
computation. 
Obviously, schemes of sample weighting other than the dynamic range compression used here 
are feasible; two other approaches are incorporated in the ELEFAN system: 
(i)  when catch-at-length data are available (rather than only length-frequency data), a single 
"sample" can be obtained by simply adding up the catches by length class. A routine 
provided in ELEFAN I11 (see below) can be used for such purpose; 
(ii)  when sampling in certain periods is less intensive than in others, an adjustment can be 
conceived, as suggested by J.L. Munro (pers. comm.), such that those samples represent- 
ing a longer period are given a larger weight than those obtained from periods represented by many samples. Such an adjustment can be made using the appropriate routine in 
ELEFAN IV, where the "temporal  weighting factors" are simply the distance (in time 
units) between a given sample and the nearest sample that precedes or succeeds it. 
The ramifications of these various schemes to simulate equilibrium conditions have not been 
studied fully. Users of the ELEFAN system are invited to perform comparative studies of these and 
any other methods that might seem appropriate. 
ESTIMATES OF M. F AND E 
That the natural mortality (M) of fish and presumably also of invertebrates has a strong rela- 
tionship with their growth parameters has been known at least since the landmark paper of Bever- 
ton and Holt (1959). Many fisheries biologists have used their empirical relationships to obtain 
preliminary estimates of M in cases where other approaches could not be used. 
Pauly (1980b) extended the list of variables which can be used to predict M by showing that 
after accounting for the partial correlation between M and L,  on one hand, and M and K on the 
other, M was strongly correlated with mean environmental temperature. These interrelationships 
were then expressed in the form of a multiple regression which has the form 
and which can be used to obtain preliminary estimates of M, given L,  (total length, in cm), T =mean 
environmental temperature (in "C) and K (expressed, as is done throughout the ELEFAN system, 
on an annual basis). Equation (6) is built into ELEFAN 11. Readers interested in details of the 
derivation and of the appropriate use of this equation should consult Pauly (1980b) and Gulland 
(1984), respectively. 
Once Z has been estimated from a catch curve and M from equation (6),  preliminary estimates 
of F can be estimated by subtraction, i.e., F = Z -  M, while the exploitation rate (E)  is estimated 
from E = F/Z. This information is sufficient, given an estimate of mean size at first capture (LC,  see 
below) to perform a yield-per-recruit analysis using the method of Beverton and Holt (1966). 
Alternatively, if  it is accepted that the optimum value of F in a given exploited stock (Fopt) 
is about equal to M (Gulland 1971),  we also have 
Thus, using ELEFAN I1 as a follow-up to ELEFAN I, it is in principle possible to assess whether or 
not a stock is overfished, based solely on length-frequency data obtained from that stock. 
It must be emphasized that this is so only in principle. In reality, the estimates of Z will be 
biased one way or  the other by the sampling gear and by the behavior of the animals sampled. Also, 
the estimated value of M will be an overestimate or underestimate of the real rate of natural mortal- 
ity prevailing in the specific stock under investigation (see Gulland 1984). Finally, equation (7)  may 
not apply (as suggested by Francis 1974; Caddy and Csirke 1983;  Beddington and Cooke 1983). 
Still, the principle holds, and may serve as a rationale for attempts to improve the quality of a 
length-based system, including data collection. 
ESTIMATION OF PROBABILITIES OF CAPTURE 
The estimation of probabilities of capture from the ascending, left arm of length-converted 
catch curves goes back to an approach developed in 1981  (see Pauly et al. 1984)  and to 9 paper by 
Munro (1984) in which this approach was put on a more rigorous footing. Essentially, the method 
(see Fig. 9)  consists of extrapolating the right, descending left side of a catch curve such that fish 
that "ought"  to have been caught (had it not been for the effect of incomplete selection and/or 
recruitment) are added to the curve, with the ratio of those "expected"  numbers to  those that are 
actually caught being used to estimate probabilities of capture (Fig. 10).  This approach, which is 
related to work done by Jensen (1982)  and Hoydal et al. (1982),  has been found (Anon. 1982)  to  , II 
I 
P;'  Relative age 
Fig. 9. Schematic representation of method to derive probabilities of capture from 
the left, ascending  arm of  a length-converted catch curve. P1 identifies the first 
point from which on the probability  of capture is 1, and hence the points to its 
right hand side which  can be used for computation of Z.  Point "Po" represents 
the first  point  (when going from right to left) where the probability  of capture 
is 0;  the mortality corresponding to this point  is  M,  by  definition. With  M  at 
Po,  and  Z  at PI, intermediate mortalities  can be  interpolated, and population 
sizes  reconstructed  by  backward  extrapolation,  starting  from  point  PI. The 
probabilities of capture are then computed as the ratios between numbers caught 
and  numbers  expected. When  Z  =  M,  the method obviously  requires no inter- 
polation of mortalities and backward projection is done via the catch curve itself. 
The method also allows for mortality to be higher in small than in large animals; 
in this case, however, the value of M used is >  Z. 
provide reasonable estimates of mean size at first capture (LC).  Thus, it has the potential of making 
(some) mesh selection experiments superfluous, especially so when length-frequency data are avail- 
able that include very small fish,  i.e., covering the month(s) in which recruitment occur (M. Yahiaoui, 
pers. comm.)  . 
RECRUITMENT PATTERNS 
Since it is the pulsed nature of annual recruitment into a population which generates the peaks 
and troughs in length-frequency data, the converse also applies that, given a set of length-frequency 
data and growth parameters, one should be able to recover the pulsing of annual recruitment. 
A routine which performs this task was incorporated into ELEFAN 11; it produces what are 
here called "recruitment patterns",  i.e., graphic descriptions of the recruitment process that gene- 
rated the length-frequency data at hand. 
The approach gives approximate results because recruitment patterns, while allowing statements 
on the number of recruitment pulses per year and on the relative importance of these pulses when 
compared to each other, are based on two assumptions which will hardly ever be met in reality: 
(i)  all fish in a given data set grow according to the equation defined by the growth param- 
eters used; 
(ii)  one month out of twelve always has zero recruitment. Relative age (years -to) 
Relative  oge  ( years -to  ) 
0  5  10  15  20 
Total  length (cm) 
Total  length (cm) 
Fig. 10. Examples of length-converted catch curves and of the plots of probabilities of capture against length derived 
from  them. Above:  data on Sardinella  longiceps, with  estimated values of Z  = 5.77 (year1)  and LC  = 13.5 cm; 
below: data on Pornadasys argyreus with estimated values of Z  = 2.93 (year1)  and L,  = 8.1 cm (from Ingles and 
Pauly 1984). 
The first of these two assumptions is com'mon to all routines and programs in the ELEFAN system; 
its validity and overall impacts are discussed in Hampton and Majkowski (Part I,  this vol.) and Rosen- 
berg and Beddington (Part I, this vol.). As far as recruitment patterns are concerned, it should have 
relatively little impact on the result because the actual computation of these patterns assigns a very 
small role to older, larger fish and a larger role to smaller fish, whose deviations from the growth 
curve typical of the whole population are much smaller than in larger, older fish. 
The second assumption will probably never be strictly met, because (a) there may be more 
than one month per year in which no recruits enter a stock (especially in temperate fishes and inver- 
tebrates) or because (b)  some recruits may be entering a stock every month (especially in tropical 
fishes and invertebrates). 
Fig. 11 shows the match between a recruitment pattern as obtained by means of ELEFAN I1 
and the seasonal pattern of gonad maturity in a stock of Philippine groupers. This and a number of 
application examples (see Pauly and Navaluna 1983 and Fig. 12)  suggest that recruitment patterns 
obtained by ELEFAN I1 do contain useful information, from which legitimate inferences on the 
dynamics of fish and invertebrate stocks can be drawn. MAMJJASONDJFM 
4  I  year 
Fig.  11. Above:  seasonal  pattern  of  spawning condition  in  gonads  for six-banded grouper 
(Epinephelus sexfasciatus)  from the Visayan  Sea, Philippines (data normalized by expressing 
as zero the month with lowest mean gonadal stage). Below: recruitment pattern in the same  ; 
stock of  fish.  Note overall agreement  of shape, suggestive  of two spawning seasons and two 
recruitment pulses  per year. Note however that absolute time scale of recruitment pattern is 
unknown. From Pauly and Ingles (1981). 
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Fig.  12. Examples of recruitment patterns.  a) Rastrelliger  brachysorna  (see also Fig. 9). b) Stolephorus zollingeri 
(from Pauly and Navaluna  1983). c)  Loligo pealei (see also Fig. 8). Note in all three cases that annual recruitment 
consists of two pulses, one stronger than the other (see text). ELEFAN  I11 
INTRODUCTION TO ELEFAN I11 
ELEFAN I11 differs from ELEFAN I and I1 in that more data are needed to run the program 
than just length-frequency data. The added data which ELEFAN I11 requires are monthly catch 
data. Also, as is characteristic of most approaches based on Virtual Population Analysis (VPA), it is 
the entire catch from the whole stock which must be used, not only a part thereof. 
ELEFAN I11 consists of four major routines: 
(i)  the derivation of catch-at-length data from catch data and length-frequency samples; 
(ii)  ordinary (age-structured) VPA, termed here VPA I; 
(iii)  the VPA version of Jones' (1981) length cohort analysis, termed here VPA 11; 
(iv)  a routine to derive (pseudo-) cohorts from catch-at-length data, with subsequent applica- 
tion of age-structured VPA to these "cohorts";  this approach is termed VPA 111. 
The discussion below is limited to the principles behind these various routines and the reasons they 
were incorporated into ELEFAN 111; further details on ELEFAN I11 are given in Morgan and Pauly, 
Part 11, this vol.). 
VIRTUAL POPULATION ANALYSIS (VPA I) 
The principle behind VPA hinges around the concept of the "cohort",  i.e., a group of fish or 
invertebrates born or hatched and recruited at more or less the same time and sharing throughout 
their lives a common pattern of exploitation by their predators and a fishery. 
In most applications of VPA, the "exploitation"  by predators is expressed by a single value of 
the rate of natural mortality M, which is assumed to apply throughout most of the life of the cohort 
(i.e., from the time the animals in the cohort are recruited to the time the cohort is decimated). 
VPA, then, is a method to reconstruct a cohort (that is, to estimate the number of animals 
that were present in each age group or cohort) by using a value of M and the catch by the fishery in 
terms of numbers of each group in the cohort. The cohort is always reconstructed backward in time, 
starting with the last caught animals of a cohort (the "terminal catch"), which is used to obtain an 
approximation of the "terminal population" using a guessed value of the "terminal  fishing mortal- 
ity" exerted upon the "terminal population".  Then, successive estimates of the population sizes 
are obtained for each age group by "adding" the catch of the fishery to a previous estimate of popu- 
lation size, to which the number of fish caught by predators has also been "added". 
The method, which was formulated by Gulland (1965) has been reviewed by Pope (1972), 
Mesnil (1980) and Pauly (1984a). It is incorporated in ELEFAN I11 as VPA I to allow users of the 
ELEFAN system to  acquaint themselves with VPA in its original form and to perform age-structured 
VPAs whenever the data for such analyses are available. 
VPA I1 
Catch-at-length data differ from catch-at-age data (such as used in age-structured VPA or VPA 
I) in that they do not pertain-nor  can readily be made to pertain-to  a given cohort as defined 
above. 
Still, versions of VPA can be run with catch-at-length data. Two very different versions of VPA 
are incorporated in ELEFAN I11 which use catch-at-length data. The first of these (VPA 11) is con- 
ceived such that while it is not meant to help in reconstructing any given cohort, it can, given catch 
data covering the life span of several cohorts, reconstruct an average cohort. Thus, the results of 
VPA I1 are not structured in time; instead the population size and fishing mortalities which are 
typical outputs of VPAs are related to sizes (Table 4). These results, therefore cannot be used to 
manage a fishery in real time, nor to study temporal fluctuations of recruitment. Table  4.  Facsimile of  printout  of  VPA I1  results obtained with  the "Compleat  ELEFAN"  package. Data  refer to 
West  African hake Merluccius  merluccius  (see Morgan  and  Pauly, Part 11, this vol.) for details on program used, and 
source of hake data. 
VPA  I1 results 
LENGTH  CLASS 
Ccm> 
Total catch : 
Mean  E 
Mean  F 
for MERSEN78 
CATCHES  POPULATION 
59908  Naturalmbrt.  :  0.280  K  :  0.100 
0.620  Term.  F.  mort.:  0.280  Loo  :  130 ern 
0.457 
VPA  I11 
VPA I11 was devised to combine the advantages of both VPA  I and 11, to allow catch-at-length 
data as input data and still to run an "age9'-structured VPA, thus obtaining results that are struc- 
tured both in size and in time (Fig. 13). This was achieved by assuming that all fish in the popula- 
tion under investigation have the same growth parameters, as is also assumed in the other ELEFAN 
programs. The effects of this assumption on the within-year estimates of recruitment variability 
have not been studied in detail. Exercises with the method suggest, however, that the VPA  I11 
routine of ELEFAN I11 generates monthly estimates of recruitment that are strongly autocorrelated 
(see also Mendelsohn  and Mendo 1987)  and which probably underestimate true within-year recruit- 
ment variability. 
ELEFAN N 
THE ESTIMATION OF M 
The ELEFAN IV program shares with ELEFAN I11 the feature of requiring more information 
than just length-frequency data. However, rather than requiring catch data, ELEFAN IV requires 
selection curves, that is, probabilities of capture by length with the gear used to obtain the available 
samples and of the commercial gear exploiting the stock under consideration (the two gears may be 
the same, in which case only one selection curve is required). Given these, and a set of length-lre- 
quency data covering a period of at least one year, ELEFAN IV can be used to  estimate M and its 
standard error based on the method of Munro (1984) and also can be used to estimate probabilities 
of recruitment (by length) when recruitment overlaps with the selection range. 
The basic idea behind this approach is illustrated in Fig. 14,  which is based on constructed 
length data such as would be produced by a gill net fishery. I' ~erminal  slow-growing  Fast-growing  fishes 
Fig.  13. Schematic  representation  of  method to "slice"  pseudo-cohorts from length-frequency data. As suggested 
by  the arrows, the slow-growing fishes of a given pseudo-cohort will tend to be lost to preceding pseudo-cohorts 
and the fast-growing ones will tend to grow into the following pseudo-cohorts (from Pauly and Tsukayama 1983, 
redrawn). 
Relative age (t-to) 
Fig.  14. Left: length-converted catch curve for fishes exploited by a single size of gill net in which the values of R, 
(number caught/probability of capture) are plotted against relative age, and where the change of slope is due to mesh 
selectivity. Right:  plot of  Zi  (between successive  length groups) against probability  of  capture Pi  at the median 
between successive length groups. The intercept provides an estimate of M. (Both figures taken from Munro 1984). 
The values of M estimated via ELEFAN IV differ from those obtained through ELEFAN I1 in 
that the former are estimated from the length-frequency data at hand, rather than from a built-in 
empirical equation. Therefore, it should be possible using ELEFAN IV to estimate values of M  in 
different years, e.g., to follow the effects of predator removal on the natural mortality of a given 
stock of fish. Users of ELEFAN IV will notice that this program differs also from ELEFAN I1 in being able 
to handle data that have been obtained using very selective gears, such as gill nets and hooks. 
PRESENT PROBLEMS OF APPLICABILITY 
Two problems must be mentioned which occur in conjunction with ELEFAN IV as it presently 
stands: 
(i)  the method appears very sensitive to random variability in the length-frequency data 
used and reasonable estimates of  M will generally be derived only from data that have 
been obtained through a rigorous, well-planned sampling design; 
(ii)  because of (i)  and because the idea behind ELEFAN IV has been presented only recently 
(in mid-1984), no data set has been found in the literature which could be used to illus- 
trate the method, which therefore relies on a constructed example. It is therefore not 
certain that the approach implemented in ELEFAN IV will find wide applicability. 
Discussion 
The ELEFAN package of programs was developed to replace the suite of highly subjective 
"paper-and-pencil" methods which have been applied to length-frequency data since 1891. 
Several, highly sophisticated alternatives to the ELEFAN package already exist (Sparre, Part I, 
this vol.; Pope and Yang, Part I, this vol.) or are presently being developed, and some may turn out 
to be more reliable, more robust and more rigorous than the ELEFAN programs (see Rosenberg and 
Beddington, Part I, this vol.). 
Such programs, in order to become as useful and widespread as the ELEFAN package, will 
require, however, the following features: 
they should run (e.;,  in BASIC) on a widespread brand of microcomputer; 
their logic should be accessible to users without advanced degrees in mathematics and 
statistics; 
they should accommodate specific features of both temperate and tropical fishes and 
aquatic invertebrates, i.e., 
- seasonally oscillating growth 
- one or two recruitment pulses per year; 
they should not require more than easy-to-obtain data such as length-frequency data 
with possibly some age or tagging data included (see below); particularly they should not 
require data to be weighted by C.P.U.E.; 
they should accommodate data on incompletely selected and/or incompletely recruited 
animals. 
One method which fulfills all these criteria and hence goes beyond the ELEFAN I program is that 
developed by Morgan (Part I, this vol.). There, the ELEFAN I approach is combined with an ap- 
proach for the incorporation of age and/or tagging data such that a single set of growth parameters 
is estimated through simultaneous analysis of the combined length/age/tag returns data sets (or any 
paired combination thereof). It is probably approaches of this type, optimally using a variety of 
inputs, which will prevail in the future, since they would allow combining the wide availability of 
length-frequency data with the greater precision that can be obtained from age data. 
Postscript: since this was written (in late 1984),  numerous improvements of the ELEFAN approach- 
many of them based on inputs received from participants of this conference-were incorporated 
into ELEFAN I to IV. Only a few of these are discussed in this paper, which thus remains 
largely as originally presented; see Morgan and Pauly (Part 11, this vol.) for a discussion of 
programs incorporating these changes and improvements. References 
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Abstract 
When recruitment is periodic, average length in samples is smallest in the month of recruitment 
and largest in the month just before recruitment. The change in average length during a year is a function 
of growth and mortality parameters, which can be estimated by an iterative nonlinear regression tech- 
nique, using average length as the dependent variable and time since recruitment as the independent 
variable. The model presented here uses a constant rate of mortality and the Richards function to  model 
growth. Four parameters can be estimated: Z, the mortality coefficient; K, the growth constant; L,, 
asymptotic length ;  and n, the shape parameter. 
Two applications of the method are presented. A simulation demonstrates that parameters used 
to generate size distributions can be recovered by the iterative technique. Data for flathead sole (Hippo- 
glossoides elassodon) show both the sensitivity of the iterative technique to starting values for param- 
eters and the effect of changing the shape parameter, n, on the improvement of the residual sums of 
squares. 
Introduction 
Size structure of a population is a record of its recent past history. A size-frequency distribu- 
tion contains information on individual growth, mortality, recruitment, and within- and between- 
year variation of these attributes. Previously it was shown that if  average length is determined twice 
a year then, given certain constraints, it is possible to estimate two unknown parameters such as K, 
the growth constant of the von Bertalanffy equation, and Z, the mortality coefficient (Ebert 1973). 
The purpose of the present paper is to extend this system of two equations and two unknowns to 
one in which there are more measurements of average size than unknown parameters to estimate. 
This is a least-squares problem and not only parameters but also standard deviations for the param- 
eters can be estimated. This note also generalizes the growth equation so that the Richards function (Richards 1959;  Ebert 1980) can be used. The Richards function also is known as the generalized 
von Bertalanffy equation (Pienaar and Thompson 1973;  Pauly 1981). 
Methods 
The average length of individuals in a population at time t after annual recruitment is 
in which Ni is the number and lt+i  is the length of individuals in the ith age class. The value oft  is 
the time since recruitment and is expressed as a fraction of one year. Using t as a fraction of one 
year is a correction of the manner in which t was previously, and incorrectly, calculated; namely, by 
dividing months by 11 so t = 1  at the month just before recruitment (Ebert 1973). 
Because relative numbers rather than absolute densities are used, the index "i"  for numbers of 
individuals, N, does not have to be adjusted by time since annual recruitment. 
Number, Ni, and length, lt+i,  can be replaced by suitable mortality and growth functions: 
where 
Size at recruitment is defined as LR and is the mean of the first mode in the size distribution 
that was gathered on the date assigned t=O, which usually is the sample with the lowest mean. The 
mean of the first mode can be determined by eye or, more rigorously, the technique proposed by 
Macdonald and Pitcher (1979)  or others. 
Combining equations (2) and (3)  leads to 
When n, the shape parameter of the Richards function, is equal to -1,  that is, when the growth 
function is assumed to be of the von Bertalanffy type, equation (4)  is further simplified by making 
use of the convergence of a series of partial sums with negative exponents: 
Frequently, average length of individuals is estimated several times during a year and some- 
times several years of data are available. If annual recruitment is confined to a short period of time, 
such as one month, if  growth can be described by the Richards function and mortality by 9  simple 
exponential, and if  the population has a seasonally stationary age (and size) distribution (that is, 
r=O, neither growing nor declining), then the parameters Z, K, L,,  and n can be estimated by a 
least-squares technique. 
Equation (4) is not reducible to linear form. Damm (Part I, this vol.) has linearized a form of 
equation (5) and has used an iterative technique to estimate K and L,. There is a standard nonlinear approach that can be used to estimate parameters in equations 
(4)  and (5). Average size is selected as the dependent variable and time since annual recruitment is 
the independent variable, that is: 
Pennington (1965), Jennrich (1981) and Ralston (1981) were followed in developing the 
program for iterative estimation of parameters and standard deviations. 
Initial guesses must be made for each parameter. These are best estimates plus some unknown 
errors, Ej  : 
equation (6)  can then be rewritten: 
which can be expanded by Taylor's formula: 
Using initial estimates of parameters, residuals (Ti-f(ti ,Zi,Ki,Lmi,ni))  and partials are calculated 
for each data pair, (Tj,  ti).  A matrix, F, is constructed that contains the partials for each data value, 
If  $ is the transpose of F, e is the vector with errors (Ei)  and r is a vector with residuals, then: 
$~e  = $r  . . . 14) Multiplying F by its transpose, F creates a matrix, A, which is the sum of cross p~oducts  of the 
partials and is a matrix of the same order as there are unknown errors, Ei. With Fr = b, the matrix 
equation: 
provides a system of equations that can be solved for the Ei terms of the vector e. Matrix inversion 
of A and multiplication by b were used to obtain terms in the vector e, which are used to improve 
the estimates of Zi, Ki, Lmi,  and ni : 
The new values of Zi+ ,  Ki+  l,  and ni+  are used to calculate new partials and residuals and the 
procedure for calculating errors, El, E2,  E3 ,  and E4,  is repeated. 
As the iterative process is continued, the error terms become smaller and smaller and the pro- 
gram can be terminated at some arbitrary point. The point where all error terms were less than or 
equal to 0.0001 was chosen here as a suitable level of convergence. 
The error sums of squares, SS, is calculated by summing the squared residuals from the final 
iteration. The mean square, MS, has degrees of freedom equal to the number of data values, N, 
minus the number of parameters that are estimated, M: 
Asymptotic standard deviations of parameters are estimated from the MS and the inverted 
matrix of cross products, A', which has diagonal elements all, aZ2  . . .  amm  : 
The computer program to perform the nonlinear regression is written in BASIC for a 6502- 
based microcomputer (Apple II+).  A listing and user's instructions for the program are included in 
Morgan and Pauly (Part 11, this vol.); however, any nonlinear regression technique could be used. 
Other programs include the SIMPLEX method programmed for APPLE I1 microcomputers by 
Schnute (1982) or, on a mainframe computer, BMDPAR or BMDP3R (Dixon 1981). 
Results 
Two examples are used to illustrate how parameters are estimated by nonlinear regression 
with equations (4)  and (5).  The examples show the manner in which data are handled and also 
illustrate certain problems with the method. 
Example 1. 
A simulation to generate size distributions at  various times following recruitment was used. 
The growth parameters were n = -1,  K = 0.32, L,  = 10.0 and LR = 0.05. The mortality coefficient, 
Z, was 0.8. A size-age relationship was generated using time since recruitment, t = 0.2, 0.3, 0.5,0.7, 
0.9 and 1  .O, that is, the Richards function was used to calculate average length for each age class, 
lt+o,  lt+l,  etc. A standard deviation was selected for each age class lt+i  equal to O.l(lt+i).  Points 
on normal curves with means of lt+i  were calculated at intervals of 0.1 and areas estimated by the 
trapezoidal rule. Each area for  an age class was reduced using Z = 0.8 and equation (2).  One hundred age classes were used in a simulation and all normal curves were added together and then adjusted 
to equal 100%.  This is the model used previously (Ebert 1981)  and two simulated size distributions 
are shown in that reference. Table 1  shows the average size of all individuals in the population at 
various times after recruitment. 
Table 2 shows the results of estimating parameters using equations (4)  and (5)  and their asso- 
ciated partials, which are presented as an Appendix. In Table 2, section A, the final values are close 
Table 1. Simulated  average sizes (it)  of  an entire population following recruitment at t = 0. Growth parameters for 
the Richards function are: n = -1,  K = 0.32, L,  = 10.0, and L,  = 0.05; the mortality coefficient Z = 0.80; standard 
deviation for each age class, i, = 0.1 
Time (t)  Ave. size (it  ) 
Table  2.  Estimation  of  growth and  survival parameters  by  nonlinear  regression using data in Table 1. Section A 
shows estimation of all four parameters; section B shows estimation of just three parameters while holding the shape 
parameter constant at n = -1.0. 
Residual SS = 




-  Standard deviations 
Z  =  0.0013 
K  =  0.0093 









-1.0  (fixed) to the values used in the simulation but not exactly the same. All estimates are within one standard 
deviation of the parameters used in the simulation and differences probably can be accounted for by 
roundoff errors in the simulation (only three places were saved for average sizes), errors associated 
with the trapezoidal rule for approximating an integral, roundoff  errors associated with using a 
microcomputer with a 6502 microprocessor, and, possibly, errors accumulated by using summations 
in equation (4) and its associated partials with: 
Table 2, section B, shows the results of estimating just three parameters while holding the 
shape parameter constant at n = -1.  This provides a comparison of equations (4) and (5)  and is a 
partial test of the effects of the use of summations in the function and its partials. It is clear that 
the results differ only at the fourth decimal place. It can be concluded from this that the problems 
of deviation of the estimates from the parametric values are due to roundoff errors in the simulation 
or in the computer rather than with errors introduced by using summations in the regression equa- 
tion (equation 4) and its partials (see Appendix). 
Example 2. 
Data on flathead sole, Hippoglossoides elassodon (Miller and Wellings 1971)  were previously 
analyzed (Ebert 1973)  using just two average sizes to estimate two parameters, Z and K. Table 3 
shows additional data extracted from their paper and used in the present analysis. Maximum average 
length was attained during the fall and recruitment took place between October and December. 
November was selected as the month of recruitment but the average size for this month was not 
included because it appeared that recruitment was not complete until sometime between November 
Table 3. Average sizes (T, ) of normal male flathead sole (Hippoglossoides elassodon) from East Sound, Orcas Island, 
Washington,  1962-1967 (data reconstructed  from  Appendix  A in  Miller and  Wellings  1971). The average size of 
age-class 0 individuals in  November was 93.1 mm, so a reasonable estimate of  LR  is 90 mm with November taken 
ast=O. 
Month  Time (t) 
Ave. size (It  ) 
(mm) 






Oct  0.917  202.4 and December. Consequently, Table 3 does not have an average size for November, when t = 0, and 
December is assigned a time oft  = 0.08. Size of recruitment in November was 90 mm. 
An attempt to estimate all four parameters failed when starting values were K = Z = 1 yr-l, 
L,  = 290 mm and n = -1.  The change in the shape parameter n from one iteration to the next 
caused an increasing amplitude which failed to converge. Estimating all four parameters required 
selecting different initial values for the parameters. This was done by first fitting three parameters 
(Z, K, and L,)  while holding n constant at -1,  observing the residual SS and then repeating the 
procedure while fixing n at -2  and using initial values for other parameters equal to the final 
values obtained from the trial using n = -1.  The residual SS decreased and n = -25  was tried. 
Initial values for other parameters were the final values obtained with n = -2.  The Richards func- 
tion (equation (3))  approaches the Gompertz curve as the absolute value of n approaches infinity. 
Accordingly, the decrease in SS from n = -2  to n = -25  suggested that positive values of n might 
further decrease the residual sums of squares. The next trial was for n = +25 and then n = +l.  At 
n = +1,  it was again attempted to estimate all four parameters using initial values equal to those 
obtained as final values while fixing n = +l.  With these initial values, the system converged and 
provided estimates for all four parameters (Table 4). The average lengths together with the fitted 
line are shown in Fig. 1. 
It is clear that selection of initial estimates is very important in obtaining convergence as more 
parameters are estimated. 
Time 
Fig. 1.  Change in mean lengths in normal male flathead sole (Hippoglossoides elassodon) 
(data from  Miller  and Wellings 1971). Fitted line uses K  = 3.39, L = 206.6 mm, Z = 
2.01 and n = +0.97;  * data point excluded from analysis (see text). 
Discussion 
Using the models shown in equations (4) and (5),  it is possible to obtain estimates of growth 
and survival parameters from a time progression of average sizes. The nonlinear technique used is 
sensitive to starting values and for some data sets it is necessary to try a number of initial values 
before the system stabilizes and converges on final estimates. It is clear that at least four parameters 
can be estimated and, in principle, the technique can be extended to include other parameters, such 
as a shape parameter for the mortality curve (Pinder et al. 1978;  Caswell1982) or seasonally varying parameters (Pauly and David 1981).  As shown by Damm (Part I, this vol.) the technique can also be 
modified to accommodate more than one recruitment episode per year. 
Although many parameters can be estimated using the nonlinear technique presented here, it 
is worth noting the price that is paid for estimating many rather than few parameters with respect 
to the confidence that can be placed in the estimates. For example in Table 4, the residual SS 
obtained with n = +0.974 is 1,097.45 us. 1,104.67 with n = -1.0  and 1,097.45 with n = +1.0. 
Between the guess of n = -1.0  and the estimated value of n = 0.974, the residual SS decreased by 
only 0.6%. Because of the additional loss of one degree of  freedom, the estimated standard devia- 
tions all increased; sd for Z increased by 3.3%, while for K the increase was 593%(!) and for L,  the 
increase was 25%. Depending upon the nature of the questions being asked of the data, it may not 
always be worthwhile to try to estimate all four parameters, particularly when the data set is small. 
The technique can be used to estimate only one parameter, such as Z, when other parameters 
have been determined by more conventional methods. The method also would find application 
in estimating both growth and mortality parameters in cases where lack of time or money prohibit 
the application of traditional techniques. Such circumstances may include species in benthic surveys 
or exploratory fisheries and species in very rich biotas, such as tropical fisheries, in which popula- 
tion information is needed for management but resources of time and money are limited. 
Table  4. Estimates of growth and  survival  parameters for  normal  male flathead sole (Hippoglossoides elassodon) 
using data in Table 3 and taken from Miller and Wellings (1971); L,  = 90 mm. 





Parameter estimates with different shape parameters 
-25  (fixed)  +25 (fixed)  +1.0 (fixed) 
2.199  2.183  2.019 
2.479  2.544  3.364 
213.3  212.6  206.7 
8  8  8 
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Abstract 
Ebert's method for the analysis of average sizes in a population is discussed and its similarity to 
other methods for fitting a von Bertalanffy growth curve is pointed out. A simple fitting method is 
proposed. It is shown how this method can be applied to  the special case of two recruitments per year; 
the robustness of this approach is discussed. A BASIC program is presented which can fit the relevant 
function to a given set of data. 
Introduction 
Ebert (1973,1981  and Part I, this vol.), extending an approach by Green (1970), suggested a 
method to estimate growth and mortality parameters from the increment of average individual size 
in a population. Saila and Lough (1981) presented  equations which considerably simplified the 
computations needed to implement the method of Ebert (1973). 
In this paper, it will be shown that if the regression of average size on time is used, a simple 
technique of fitting the von Bertalanffy growth curve can be applied. Further, it will be demon- 
strated that the method is in principle applicable to the special case with two recruitment events 
per year. 
These considerations will be restricted to the case of the von Bertalanffy growth in length 
without seasonal fluctuations, although the method itself does not depend on a particular form for 
the growth curve. 
*Present address: Institut fiir Kiisten-und Binnenfischerei, Laboratorium Cuxhaven, Bei Der Alten Liebe 1, 
D-2190 Cuxhaven, Federal Republic of Germany. The Basic Concept 
When recruitment to a population is not constant but occurs in discrete groups (cohorts), one 
may imagine the average length of individuals in the population at a given time as being the average 
of the lengths of all cohorts which are present in the population, weighted by their absolute or 
relative abundance. 
Length and abundance at time are determined by the growth and mortality functions, respec- 
tively. Mean size increases between recruitment events because of individual growth, and decreases 
more or less sharply when a new cohort is recruited. A plot of average size on time should therefore 
look like a sawtooth function. The "teeth"  of the curve will be sharper, the shorter the recruitment 
period is. 
The basic idea of the method is that when average sizes within one recruitment cycle are 
known, these can be used to determine the parameters of growth and mortality. It is a necessary 
assumption that growth and mortality parameters are constant with size-at-age  and that the amount 
and timing of recruitment are constant between cohorts. In order to estimate mortality, size-at-age 
for cohorts (or individuals) must be known. 
Some practical constraints are that the population studied should have a short recruitment 
period, and a correspondingly long phase of undisturbed increment of average size, and that growth 
between recruitment events should cover a relatively broad size range, which tends to give more 
precise regression estimates. 
The Function 
Let lt, the length at time t of an individual or the average length of a cohort, follow a von 
Bertalanffy function 
and let Nt, the number of individuals of a cohort at time t follow an exponential decay function 
N~ = N,  eVz  .  .  .2) 
then lt, the average length in a population at time t is given by 
which when rearranged, is equation (5)  of Ebert (1973),  where N is the oldest age class and L,,  K 
and Z are parameters of the growth and mortality functions, respectively. No  has dropped out, and 
to is functionally replaced by LR,  "length at recruitment", which is the average length of the young- 
est cohort in the population at t = 0. 
The parameter LR is the same as Lo in the original formulation of the growth function by von 
Bertalanffy (1934), 
If any information is available on length-at-age (preferably at low ages) of cohorts or individuals, 
this may be used to derive a value of LR (see also Ebert, Part I, this vol.). The value oft  in equation (3) is the time which has passed since t = 0, which one may set at 
the time of recruitment, but this is arbitrary. It is important, however, that t = 0 be consistent with 
the LR value and that length increases from then on only. The unit of time is arbitrary as well, but 
has to be consistent with equation (3) where a constant time interval of one between recruitments is 
assumed. With annual recruitment, t should be counted in fractions of a year. 
When the summations in equation (3) can be done over an infinite number of cohorts (which 
in practice means that all cohorts are equally represented in the sample), one can use the relation 
(Ebert 1981).  Then equation (3) can be written as 
A Fitting Method 
Note that equation (6), which is the regression of It  on e-Kt,  takes virtually the same form 
as the basic equation which Allen (1966) proposed to fit the von Bertalanffy function, 
Kto  witha=Lmandb1=-L,e  . 
It can be seen from equation (4) that b = L,  -  Lo = L,  -  LR is different from "b"  as used by 
Ebert (1973,1981) which is equal to (L,  -  L,)/L,. 
With an appropriate value of K, equation (6) is a straight-line relationship between 7  and 
e-Kt  with intercept L,  and slope 
This can be solved for Z, yielding 
Consequently, when individuals grow according to a von Bertalanffy function, the average size in a 
population will also follow such a curve, the shape of which is completely determined by K and L,, 
while the level of average sizes is determined by Z. Once K and L,  have been estimated, the esti- 
mate of Z depends only on LR. If some value of the latter can be derived, Z can be estimated, otherwise not. Knowing K and L,,  any pair of values lt and t can be used to compute LR,  using 
equation (4), 
LR = Lo = L,  -  (L,  -  lt)eKt  .  . .lo) 
A fitting method can be used which searches for the value of K that gives the best straight-line 
relationship for equation (6) or (7)  and a set of values of 1  and t, such as the Newton method which 
Allen (1966)  uses in his algorithm. A simpler way might be to use a trial and error routine to find 
the best value of K, by minimizing the sum of squares of deviations, Once the optimum value of K 
is found, the intercept of the regression line gives L,  and the slope yields Z for a given LR.  Such a 
routine could also be implemented on a pocket calculator. Where the program with Allen's (1966) 
method is at hand, it should be easy to adapt it to accept a value of LR and give Z in place of to. 
Alternatively, Z could be calculated by hand, using equation (9) with -L,  eK  to instead of b, 
according to equation (7). It should be noted however, that calculating Z from a to value is only 
possible when the growth curve was fitted to average size in the whole population. 
Allen's (1966) fitting method was tried on one of Ebert's (1973 and Part I, this vol.) examples, 
i.e., on the data for flathead sole ("normal males") which stem from Miller and Wellings (1971). 
~heT~  values had to be recalculated, because Ebert (1973) did not split up the juveniles by sexes. 
When weighting the length values by sample size, the following results were obtained: 
L,  =  266.3  var (L,)  =  17656 
K  =  0.8501  var (K)  =  0.3747 
Z = .6567 for LR = 90, t = 0 in November 
Fitting a von Bertalanffy curve to  the aged sample gives L,  = 269.7, K = 0.7281, to = -0.5141. 
This looks like a good agreement, but the large variances indicate that this is partly coincidence. On 
another data set from the same source (flathead sole, normal females) the algorithm did not con- 
verge to positive values of K. 
Note that in calculating these examples, values have been included from times of the year 
when recruitment was still (or already) going on, which, strictly speaking is not allowed. 
The Special Case of Two Recruitments Per Year 
Pauly and Navaluna (1983)  identify a pattern of two recruitments per year, with different 
magnitudes of recruitment, as a typical case for fishes in Philippine waters. With some modifica- 
tions, the method discussed here may be used in such a situation. 
If  it can be assumed that the relative strength of the two recruitment pulses remain consistent 
over the years, then one may imagine the total population to  be composed of two subpopulations 
(say A and B), recruiting at different times. The average size in the total population would then be 
the weighted mean of the average sizes within subpopulations, 
where7  and&B is the average length in the respective subpopulation; p and 1 -  p are weighting  tA  factors, indicating the relative amount of each recruitment, and thus also the average fraction of 
each group in the total population. The parameter&, finally, is the resulting average length in the 
total population. Times tA  and tB are counted from their respective zero origin (say, the times of 
recruitment), with a phase shift between tA  and tB  ;  t is the time scale for the total population; 
for convenience, it will be set equal to tA. Average lengths within subpopulations are: 
with b as specified in equation (8). 
Equation (10) may be written as 
thus 
This is obviously the form of a multiple linear regression, i.e., 
with 
- 
-  -e -Ktg 
X1  -  e 
(L,  -L,)  (eK+' - 
b,=  b= 
e  1 
,K+Z -  1 
and 
Again the function may be fitted by searching for the value of K which gives the best linear relation- 
ship of equation (15) with a set of data. In the program "E2",  documented in Morgan and Pauly 
(Part 11, this vol.), this is performed by a simple direct search algorithm. Standard procedures of mul- 
tiple linear regression are applied for calculating the sum of squares of deviations to be minimized, and 
once the minimum is found (which indicates the optimum value of K),  the intercept gives L,,  while 
Z is estimated from b2,  and p = b, /b2.. 
The program has the option of either fitting the total parameter set (K, L,,  Z and p) to  the 
data, or only K, Z and p for a given L,,  or only Z and p for given K and L,  values. In the first 
case, the program searches for the K value that gives the best sum of squares, in the second case 
it searches for a K which produces an L,  value equal to the input value. In the third case, no itera- 
tion is necessary, since a solution can be obtained directly. 
In order to  find data to illustrate the method, Ingles and Pauly's (1982) compilation of length- 
frequency data was searched, since it had been the base of their study on recruitment patterns. 
It turned out, however, that no data set could be found which displayed the characteristic double 
sawtooth pattern discussed above. 
Therefore, synthetic data were constructed with L,  = 100, LR = 10,  p = 0.7, and a time lag of 
5 months between recruitments. A simulated error (C.V. of  1  = 10%)  was added to one of the two 
sets (Table 1). Data set I (see Table 1)  was found to be very sensitive to error; the K and L,  values with 
which it had been constructed could not be recovered when the length values were rounded with- 
out decimals. Values for Z and p, however, were very close to the expected values. The entire 
size range covered by this synthetic data set was only about 15%  of the total possible range (0-loo), 
so one should not expect good estimates of growth from such data. 
Data set 11, which spans a larger size range, was less sensitive, but adding an error term to the 
values prevented the program from converging onto a positive value of K. The amount of  errora 
standard deviation of 10%  of the lengthsis  arbitrary, but chosen to be realistic. Using the option 
of a fit with a given L,  value gave the results in Table 2. 
Table 1. Synthetic data sets used to illustrate the new method proposed here (see text). 
Data sets 
I  I1  111 
K=  0.5  I?  = 1.0  K = 1.0 
Z=  0.6  Z=  1.2  Z = 1.2 
-  - 
t (months)  It  It* 












*it  + random error with S.D. = 0.1 .  It. 
Table 2. Results of analysis of data set I1 in Table 1. 
Input 
LW  K  Z  P 
It was found that the parameter K fluctuated much with L,  and that p remained biased, but 
that the values of Z that were recovered were reasonably close to the "true"  value of 1.2. When the 
third option was selected-forcing  K = 1  and L,  = 100,  values of  Z = 1.21 and p = 0.60 were 
recovered. Thus, when a set of good growth parameters is available, one might be able to obtain 
reasonable values of Z and of p when the growth parameters cannot be estimated from the data 
because of sampling error. Discussion 
The case of more than one recruitment event per year poses particular problems for Ebert's 
method, First, when recruitment can occur more than once per year, there is the chance that it 
might be somewhat unpredictable in time and strength, or that the recruiting seasons might not be 
as sharply marked as would be necessary. 
Second, when there is little time between recruitment events, the increase in average size 
between these events will be rather small, hence resulting in regression estimates of little precision. 
The trials with synthetic data, though very few, gave some hope that under certain conditions 
(sufficiently high values of K and Z and well-marked recruitment seasons), reasonable estimates of 
Z could be obtained. It is disappointing, however, that real-life data to which this method could 
have been applied could not be found. This may partly be due to what I feel is a particular and 
very nasty source of sampling error: the clustering of  sizes in length samples, such that entire 
size groups may be over- or underrepresented. This feature, unfortunately may not be uncommon, 
being caused, e.g., by unequal distribution of size groups with depth. 
In such a case, only a very thoroughly planned sampling scheme, which covers the habitats of 
all size groups and allows the derivation of stratified estimates, might overcome the problems. 
Conversely, there is little hope that much can be concluded from sporadic or exploratory length- 
frequency samples, whatever the method of analysis. 
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Abstract 
Methods of using length-frequency statistics to estimate L,  and the ratio Z/K in steady-state fish 
stocks with von Bertalanffy growth and exponential mortality are studied. Several standard procedures 
applicable when mortality is constant are reviewed,  and new methods are introduced which have superior 
performance. The various methods are evaluated using Monte Carlo techniques. Problems of systematic 
bias are discussed, and remedial measures are suggested. Finally, a method is developed (but not yet 
evaluated) to estimate length-specific mortality rates under the steady-state model. 
Introduction 
The current revival of interest in length-frequency based stock assessment methods has led to 
several new techniques which provide fisheries biologists with alternatives to well-established proce- 
dures or allow analysis in situations where traditional age-based methods are infeasible. Because age 
estimation is often difficult  and usually expensive, length-frequency based methods may be the 
most efficient and reliable means for estimating some of the key parameters of fishery models 
(see Mathews, Part I, this vol.). 
Most of the new length-based procedures, like &he  graphical and manual methods they are 
designed to replace, are applicable to situations where spawning is periodic and the identity of 
cohorts is adequately maintained in the population's  length-frequency distribution. Under such 
circumstances, it is possible to estimate jointly parameters of growth, mortality and recruitment by 
fitting composite models to single length-frequency samples (e.g., Schnute and Foumier 1980),  or 
to sequences of samples taken over time (e.g., Pauly and David 1981).  Estimation and hypothesis 
testing are facilitated by adopting specific structural assumptions on the underlying processes and then maximizing likelihood functions or fitting model expectations to observed length class fre- 
quencies by least squares or other criteria. Solutions are found by iterative search techniques which 
take advantage of, and indeed require, the numerical power of computers. 
Less attention has been paid lately to the relatively simple methods applicable in situations 
where cohorts are not clearly distinguishable in catch length distributions, individual length-fre- 
quency samples are too small to be treated separately, first approximations are adequate, or sophis- 
ticated computer systems and optimization software are unavailable. Among these simple methods, 
probably the best known is the formula due to Beverton and Holt (1956): 
which estimates the total instantaneous mortality coefficient, Z, in a steady-state population with 
constant exponential mortality and von Bertalanffy growth, from the mean length,??-, in a random 
sample of fish above length LC.  In using (I),  it is assumed that LC  and the von Bertalanffy parameters, 
K and L,,  are given. If only LC  and L,  are known (or estimated from other information), slight 
rearrangement of (1) yields an estimate of the ratio 9 = Z/K, a component of many standard yield 
models and stock assessment procedures (see Gulland 1983). 
The Beverton-Holt formula represents a particular class of methods for computing analytical 
estimates of growth and mortality parameters on the basis of length-frequency data, procedures 
requiring rather strong assumptions but whose use is justified by their simplicity and their robust- 
ness under variable recruitment. This paper reviews three such methods reported in the literature, 
and introduces some new ones which require more computation but the same amount, or less, input 
information. First, the assumptions underlying the steady-state methods are given and a structure 
for length-frequency samples is described. Next, estimators based on the assumption of constant 
mortality rate are discussed, followed by a consideration of systematic biases. Next, the assumption 
of constant mortality is relaxed and methods for estimating length-specific mortality are developed. 
Finally, some Monte Carlo experiments on the constant-mortality methods are described; the con- 
cluding section offers advice on use of the various procedures. 
Basic Assumptions 
PROBABILITY DENSITY OF FISH LENGTHS 
In all the methods treated here, a steady-state population is assumed. Growth is assumed to 
follow the deterministic von Bertalanffy curve with parameters K  and L,.  The curve's location 
parameter, to,  usually included in modelling length at age, is omitted since it does not influence 
length-frequency distributions. Unless otherwise stated, mortality of fish above a knife-edge selec- 
tion size, LC,  is assumed to occur at a constant instantaneous rate, Z, and recruitment to this size 
to take place at a constant instantaneous rate, R. 
Under these conditions, the probability density (g (2)) of fish length in the sampled stock is On integrating (2),  the cumulative length-distribution function (G (9))  is seen to be 
and the mean and variance of length for fish above length LC  are 
and 
A convenient ancillary variable may be defined as X = Q/L,,  the actual length of a fish in propor- 
tion to its maximum possible length. By changing variables in (2) it is seen that the density for X is 
8  (I-X)@-~ 
h (X) =  . . .6) 
(1 -  xcP 
where Xc = Lc/L,,  and its distribution function is 
SAMPLING SCHEME 
It is assumed that a random sample of n fish is taken from g (Q)  above the minimum catchable 
size, LC,  with lengths Q1,  Q2,  .  . . ,  Q,  .  We  assume the lengths are observed without error. In practice 
this assumption is usually violated, bbt the consequences may not be serious unless measurement 
errors are very large. We  also assume, more critically, that there is no systematic measurement bias. 
Measurement error aside, observed fish lengths are recorded with various degrees of "accuracy ." 
As a result, sample length-frequency distributions range from the very sparse (multiple observations 
of a given length being uncommon in samples of moderate size) to  the highly aggregated (the  data being grouped into relatively few length intervals, each containing relatively many observations). To 
describe each data set we adopt a general scheme wherein the n. sample observations are grouped in- 
to r > 2 contiguous length-intervals, each fish in a particular interval being assigned a length equal to 
the interval midpoint. Let Qi denote themidpoint of the i-th interval of width Ai (i  = 1,  2, . . . ,  r).  We 
define Lmh as the loyer bound of the first lgngth interval and L,,,  as the upper bound of the last 
interval, i.e., Lmh =_  111  --  Al 12,  _and L,,  = Qr + Ar/2. A data set consists of a set of length in- 
terval midpoints { Ill,  Q2,  . . . ,  $)and  a corresponding set of frequencies  {nl, n2, . . . ,  nr}. (Note 
that the interval frequencies sum to the total sample size, n, .) 
Estimators 
The procedures used to estimate growth and mortality parameters from length-frequency 
samples differ in their statistical properties, the assumptions they require, and the amount of infor- 
mation they produce. In this section, assuming constant mortality, we review three established 
methods and explore several new approaches. We  first examine some methods applicable when 
both LC and L,  are known and only 8 is to be estimated. Then we consider the joint estimation of 
8 and L,  when only LC is given. 
BEVERTON-HOLT METHOD 
The classical formula for 6, given by rearranging (I),  is 
- 
6BH  - 
It was derived in a non-probabilistic way by Beverton and Holt (1956), from an expression for mean 
length in the catch. However, it is readily seen that GBH  is identical to the moment estimator based 
formally on the density at (2) and the resulting expected length (4). Further analysis with Taylor 
series shows that GBH  has a statistical bias approximately equal to 
8 (8  + 1) 
Bias (iBH) = 
n.  (0  + 2) 
and a large-sample variance of 
In constructing gBH,  L,  and LC  were assumed known. However, this is never true, so in apply- 
ing GBH  independent estimates of these parameters, or simply educated guesses, must be substituted. 
The statistical properties of  GBH  are consequently altered, so that (9) and (10)  no longer apply. 
This problem of systematic bias will be discussed in a later section. SSENTONGO-LARKIN METHOD 
Ssentongo and Larkin (1973) also assumed LC  and L,  were known. They developed an esti- 
mator for 8 by first deriving a moment estimator for Z, based on the mean age of fish in the sample, 
and then, given the assumed relationship between length and age, changing variables. The resulting 
expression, assuming fish lengths are measured and recorded exactly, is 
where 
and 
It may readily be shown that is, is also the maximum likelihood estimator based on the density at 
(6),  and is a special case of a more general maximum likelihood procedure discussed later. 
As Ssentongo and Larkin report, GSL  has a statistical bias of 
and a large-sample variance of 
Thus the bias of iSL  is greater than that of  gBH, but its asymptotic variance is smaller, as expected. 
As in the Beverton-Holt estimator, the properties of  OSL  are altered in practice, since L,  and 
LC  must invariably be estimated. Note further that the estimate of L,  must exceed L,,  ;  we return 
to this point later. 
POWELL METHOD 
Powell (1979) considered the problem of estimating both 0 and L,  in a more general context, 
in which the asymptotic lengths of fish in a population are regarded as random variables, h, with 
expectation L,  and variance of. Of various estimation schemes suggested by Powell, the most interesting is based on use of the first and second moments of the resulting probability distribution 
of II. Manipulation of Powell's results (Equations (4)  and (6)  in his paper) reveals that 
and 
We  suppose LC is given. Then, provided of is known, or the range of  X  is negligible compared with 
the expected maximum range of II  in the data (in which case set of  = 0),  E (II) and V (2) can be 
equated to the corresponding sample statistics and solved for 8 and L,.  LetT  denote the sample 
mean length for fish above LC,  and S;  the sample variance. Then the resulting moment estimators 
of  8  and L,  (when of  = 0) are 
and 
Since Powell's method makes use of additional information in the sample to estimate L,, 
4,  is a considerable improvement over GBH  and GSL  when accurate, independent information on 
L,  is unavailable. 
REGRESSION METHOD 
Another method for estimating 8  and L,  jointly may be developed by considering the equa- 
tion at (4),  and exploiting the fact that E (2) is a linear function of LC.  Let {wl ,  w2, .  . . ,  wm )be 
an increasing sequence of fish lengths in the interval (LC,  L,).  For a random sample of lengths in this interval, let Fj  denote the average length of the nj fish in the sample whose length exceeds 
w,. It follows from (4)  that 
i.e., E (r,)  is linear in wj. The idea of the method is to partition the length-frequency sample using a 
specified sequence {w } and estimate a and /3 in the linear regression model 
where the ej  are random errors with zero mean and covariance matrix A. Minimum variance un- 
biased estimates of a and /3  are found by weighted least squares, using the weight matrix A-l.  An 
estimate of A may be computed from the sample statistics, the (i, j)-th element being 
- - 
Aij = Cov (2  i,  2 ,) = of/ni  . . 
where a2is  the variance among the n. lengths in the smaller, "included"  sample, i.e., the variance 
J  among tke common elements in the 1-th and j-th partitions. 
Consistent estimates of 8  and L,  are then provided by 
and 
Although the choice of divisions in the length-frequency distribution is somewhat arbitrary, there is 
undoubtedly some optimal partitioning. To a degree, precision in parameter estimates is increased 
by creating more partitions (data points). One possibility is to let the observed length interval mid- 
points define a set of partitions, resulting in r data points for the regression, namely, 60 
and 
The drawback to this approach is that a large weight matrix must be inverted. The task is greatly 
simplified when fewer data points are created. In particular, if the divisions are not close together 
the covariances among the partitions are reduced. Acceptable results can then be obtained by ignor- 
ing the off-diagonal elements of A, and weighting the mean lengths by the reciprocals of their 
variances, or simply by the partition sample sizes. 
Asymptotic variances and covariances among the estimates of  8  and L,  are approximately 
and 
Another linear regression approach has been developed by Jones (1981). From (3),  observe 
that the probability of a fish length exceeding w is 
This may be estimated empirically by p (w),  the proportion of fish in the sample whose length 
exceeds w. Jones, assuming L,  and L,  are known, suggests plotting 1nP (wi)  vs. In (L,  -  wi), 
i = 1,2,  . . . ,  m and estimating 8  as the slope of a regression line fit to these points. We note that if 
this regression is fitted by least squares, an appropriate weighting scheme should be used to account 
for the correlated errors in the sequence of 1nP (w).  There are also unresolved questions related to 
choice of partitions. 
Some other regression methods are discussed in a later section. MAXWlUM LIKELIHOOD METHOD 
If n, fish are sampled from the density (2), and assigned to length interval midpoints as des- 
cribed above, the joint likelihood of the length-frequency sample is 
where 
is the probability of falling in the i-th length class interval. When the Ai are small, the exact interval 
probabilities may be approximated by 
- 
e (L,  -Qi)  0-I  Ai 
fl.= 
(L,  --LC) 
For any values of  8 and L,,  A'  is maximized by setting LC as large as possible. Therefore, 
under the sampling scheme adopted here, the maximum likelihood estimate of LC is Lmh. Further, 
when 8 = 1,  the maximum likelihood estimat:  of L,  is L,,  .  Except in this singular case, the joint 
maximum likelihood estimates of 8 and L,  (eML  and LL~~)  must be found numerically, applying 
iterative search methods to A or In &'  . If Newton-type methods are used, the asym@otic co- 
variance matrix for the estimates is also easily computed. Note that in the search for LwML,  L,, 
is a lower bound. Observe also that if both LC and L,  are assumed known, the maximum likelihood 
estimator of 8 is identical to the Ssentongo-Larkin estimator, hsL. 
Another likelihood model may be constructed by considering the conditional probabilities of 
the length class frequencies given the total sample. Such frequencies are multinomial with probabi- 
lities 
From (29), we have Given n, ,  Lmk, and L,=,  the likelihood of the sample is therefore 
and maximum likelihood estimates of L,  and 0 and their asymptotic standard errors may be found 
in the usual way by maximizing &'  or In X directly, or, for example, by fitting the expected length 
class frequencies to corresponding observations using an iteratively reweighted Gauss-Newton algo- 
rithm. In the latter approach, one finds 0 and L,  which minimize 
with weights wi equal to the reciprocals of the expected frequencies. The resulting maximum likeli- 
hood estimates will also be minimum chi-square estimates, and the minimized d  will be asymptoti- 
cally distributed as x2  with r -  3 degrees of freedom. 
In fitting the multinomial model, a question arises concerning the optimal choice of the length 
classes into which the data are grouped. Intervals of equal width are customary in length-frequency 
analysis, but as a rule of thumb observations are often pooled where necessary to  ensure an expected 
frequency of at least 5 in each interval. This is typically required in the right tail of the distribution. 
More specific guidance on grouping for a fixed number of intervals, r, may be offered if an optimality 
criterion is adopted. For example, one sensible choice would be to set the grouping intervals in such 
a way that the power of the usual multinomial chi-square goodness of fit test (or likelihood ratio 
test) for the null distribution is maximized with respect to some selected class of alternatives. 
Suppose we wish to test g (Q)  against the open (unspecified) class of alternative length-frequency 
-  distributions. In this situation it has been shown (Cox and Hinkley 1974)  that the optimal grouping 
is that which uniquely maximizes the expected "entropy"  of samples drawn from the null distribu- 
tion, namely, 
and that this is accomplished, in our context, by dividing the length range into intervals of equal 
probability under g (Q).  Thus the r "optimal"  length class intervals should have upper end points 
equal to the sequence of quantiles of the length distribution, of orders l/r,  2/r, . . . , 1. For our 
multinomial model these partitions are at In practice the unknown parameters would be replaced by estimates. We  have not evaluated this 
procedure. 
Because we would expect grouping of data to result in loss of information and reduced effi- 
ciency of estimators, the actual number of intervals used should in general be as large as possible, 
subject to the rule that expected frequencies in each length class exceed 4. This recommendation 
applies provided the assumed steady-state model is correct. In cases where recruitment is actually 
cyclic but the steady-state model is being used to estimate 0, simulation studies (S. Ralston, unpub- 
lished data) suggest that coarser grouping of data will have the effect of smoothing out recruitment 
fluctuations and increasing the precision of  8 (in the same manner that pooling of several samples 
taken over the course of a spawning cycle will render the steady-state model applicable). In such 
cases, trial and error will indicate the optimal grouping. 
Systematic Biases 
We  turn now to a consideration of systematic biases in the estimators, which arise when the 
underlying model assumptions are violated. In some situations serious biases result, in others the 
estimation procedures are robust and biases negligible. 
SUBSTITUTION OF  L,,  FOR LC 
Since LC  is a location parameter, and L,  a scale parameter, they have no bearing on the shape 
of the theoretical length distribution. This is determined solely by 8. Estimators of 8 based on 
samples drawn randomly from (2),  and assuming LC  and L,  are known, therefore have distributions 
unaffected by LC and L,,  and dependent only on 8  and n, .  However, in practice both LC and L, 
are unknown. In most of the procedures studied here an estimate of LC,  or of both LC and L,  must 
be substituted, and properties of the estimators are affected. 
We  consider LC  first. In one of the likelihood models, the multinomial, problems related to LC 
were circumvented  by treating it as a nuisance parameter and conditioning the length interval 
probabilities on the sample end points, i.e., on Lmin  and Lmax.  In all the other methods specifica- 
tion of LC is required. In these cases, LC (or wl  in the regression method) is typically set to Lmin, 
the lower bound of the sample length-frequency distribution. Indeed, in most applications the fre- 
quency distribution is formed by truncating a larger sample at a selected Lmin,  setting aside the data 
below this length, and retaining for analysis only the upper "descending" portion. Setting LC  equal 
to Lmin  in this manner is clearly reasonable. As pointed out in the section on Maximum Likelihood 
Method, doing so maximizes the likelihood of the sample under (2). Further, assuming continuous 
sampling (all Ai = 0), analysis of the relevant order statistics shows that 
so that for 8 greater than about 2, Lmin  is essentially unbiased as an estimator for LC,  even for fairly 
small samples. In virtually all cases, then, systematic biases due to estimating L,  by Lmin  will be 
negligible. 
A 
SUBSTITUTION OF  L,,,  FOR L,  IN 8,,  AND es, 
In the earlier sections, we noted that both iBH  and  were susceptible to systematic bias 
resulting from the replacement of L,  by an independent estimate or guess. To avoid the bias, one would need to apply one of the methods which estimate 0 and L,  jointly.  However, heretofore 
only Powell's method was available for this, and we are unaware of any situations in which it has 
been used. In the majority of cases, one of the simpler methods has been adopted instead. Except 
when reliable, independent estimates of L,  have been available from tagging or analysis of hard 
parts, the usual practice has been to set L,  = L,,,  the length of the longest fish measured, or the 
upper bound of the length distribution. When growth is deterministic with L,  the upper bound to 
length, as assumed in (2),  this substitution biases hBH and  GSL  downward, the degree of negative 
bias depending on 8, X, ,  and n. . 
If  0 is large and X,  small, very large samples are required for this sytematic bias to be negligible. 
Specifically, under (2)  it may be shown that the sample size required to ensure that L,,  is within 
1006%  of L,  with probability @ is the smallest integer exceeding 
For example, if X,  = 0.3 and @ = 0.95, we have the following results for n (6, 0): 
Thus for L,,  to be a reasonably accurate estimate of L,,  it must represent the longest fish in a 
sample of several thousand. This sample need not be the same one used to estimate 0. Indeed, if  the 
deterministic von Bertalanffy model is correct and samples are drawn under identical conditions, 
L,,  should represent the longest specimen seen in all the samples taken. 
To correct for this sytematic bias, it is often recommended that L,,  be adjusted upward by 
some arbitrary amount, typically about 5% (e.g., Pauly 1983,  who suggests dividing L,,  by 0.95). 
Depending on the true value of 0 and the size of the sample from which L,,  is derived, a 5% 
adjustment may be a fortuitous choice, but clearly some better procedure is needed. The obvious 
choice, as suggested above, would be to make fuller use of the sample information to estimate 0 
and L,  jointly, i.e., use Powell's method, the regression method, or a maximum likelihood proce- 
dure. In the same vein, an interesting alternative approach which accounts for the systematic bias 
explicitly is based on the following pair of equations in 0 and L,,  derived from (2): 
Substituting sample values of  and L,,  for their expectations and solving by iteration, one can 
compute joint moment-type estimates of L,  and 0. Sampling variances and other properties of the 
parameter estimates can be derived empirically using bootstrap techniques. Numerical evaluation of the bias term in (40)  shows that a simple 5% adjustment of L,,  (or 
division by 0.95) is rarely appropriate (Table 1).  In most fishery applications, where X,  is 0.5 or 
greater, the correct adjustment is apt to be anywhere between about 0.5% and 25%, depending on 8 
and n.. The consequences of using an incorrect adjustment may be judged by various criteria, one 
being the so-called "D-measure" described by Majkowski (1982). For example, a D-measure analysis 
of GBH  shows that the estimator is quite sensitive to errors in the estimate or guess of L,  (Table 
2). Since GBH  is linear in L,,  the relevant D-measure is directly proportional to the errors, and 
symmetrical. Combining the information in Tables 1  and 2, one can compute the expected bias in 
iBH  when a simple 5% upward adjustment is applied to L,,  (Table 3).  Obviously, too large an 
adjustment simply replaces the negative bias in  GBH  with an unknown positive bias. 
Table  1. Percentage negative bias in  L,,,  as estimator 
of L,,  as a function of X,,  8, and n,. 
Tabk  2. 
in  ~BH 
lases in  (B' 
* 
Percentage  carat,  i.e.,  L,  Dmeasure  biases  Table  3.  Percentage  bias  in  4,  when  L,  is  set  at 
?ue  to  systematic  errors  in  LAW  of  f 6%.  L,,,/0.95,  under  various combinations  of X,,  8,  and 
eBH  have same sign as errors in L,.)  n.. VARIABILITY IN ASYMPTOTIC LENGTH 
Another problem of systematic bias can arise if L,,  is substituted for L,  in the Beverton- 
Holt or Ssentongo-Larkin formulas but the deterministic von Bertalanffy model is incorrect. Specifi- 
cally, if the growth trajectories of individual fish converge on different asymptotic lengths, i.e., if 
2  ah > 0,  L,,  can easily exceed the expected asymptotic length, L,,  when derived from large 
samples. As Powell's model shows, the positive bias in L,,  as an estimator of L,  can be significant 
when rif  is relatively large and 0 is not. Subsequent estimates of  0 will also be inflated. 
Under such conditions, the maximum likelihood methods based on (2)  will also give biased 
A 
results, since L,,,  is regarded as a lower bound on LmM  Partial remedies might be to base estima- 
tion on the more realistic likelihood arising from the stosastic model of Powell, or to estimate L, 
by some statistic reflecting the average size of the largest fish seen in the catches. Using Powell's 
likelihood would entail estimation of a?  as well as 8  and Lm, and would require numerical approxi- 
mation of the theoretical length frequencies. 
We note that because the regression method at (19)  is based on fitting sample mean lengths to 
their expected values, which are unaffected by at,  the estimates of L,  it produces do not suffer 
from these types of bias. In contrast, Powell's estimators of 8  and L,  are derived assuming c?  = 0, 
so are presumably biased when this assumption is violated. 
VARIABLE RECRUITMENT 
Variability in recruitment violates a basic assumption of the methods, but is not particularly 
troublesome as long as the process is stationary, i.e., there has been no systematic trend in R. When 
spawning is periodic and reasonably regular, and survival of pre-recruits is stable, the effects of 
variable recruitment can be smoothed out by sampling the population on several occasions during 
a complete spawning cycle and pooling the individual length-frequency distributions. Distributions 
should be weighted by an index of population size, such as average catch per unit effort. When 
recruitment is trending up or down the smoothing procedure is ineffective, and serious bias in 
estimates of 8 can result from use of any of the estimators, the bias being in the same direction as 
the trend in R. 
VARIABLE MORTALITY 
If the simple, constant mortality models are applied to length-frequency data when in fact 
mortality is variable, subsequent population assessments and yield computations based on the 
estimates of 0 and L,  are likely to be biased. But since the robustness of the methods in such 
circumstances has not been studied, the specific ramifications are unclear. 
Nevertheless, several forms of variability may be identified, and some are more easily handled 
than others. One kind is temporal variability in mortality, caused, for example, by a systematic 
change in fishing effort or stock vulnerability. Accommodating this kind of variability would be 
relatively difficult, because the simplifying steady state conditions no longer exist. A second type 
of variation is that due to size (or age) dependence of mortality. Assuming such size-specificity 
is time invariant, construction of steady-state population models and parameter estimation proce- 
dures is straightforward. We  develop such procedures in the following section. 
Estimating LengthSpecific Fishing Mortality Rates 
When aging of the catch is feasible, the analysis of cohort catch histories is one of the chief 
methods of estimating virtual populations and age-specific mortality rates. When it is not, but the catch is known by length class interval, one may estimate population size and length-specific mortal- 
ity using a length-based analog of the cohort methods (e.g., Jones 1981;  Pauly 1984).  These are 
applicable under more restrictive assumptions than cohort analysis. Recruitment must be approxi- 
mately constant, or smoothed out by pooling catch-at-length  data, a growth model must be assumed, 
and mortality rates must be constant in time. 
The method developed by Jones and extended by Pauly is based on the deterministic von 
Bertalanffy growth model and a constant instantaneous natural mortality rate, M. Assuming M, the 
fishing mortality rate in the largest length class, F,, and the von ~ekalanff~  parameters K and L, 
are known, the length-based VPA proceeds recursively in the same manner as the popular age-based 
methods, beginning with the catch in the largest length class and working backward to estimate the 
sequence of length-specific population sizes and fishing mortality rates. Alternatively, if  only L, 
and the "exploitation rate" Ft/Zt in the terminal length class are specified (where Zt = Ft + M), 
estimates of M/K and the remaining Fi/Zi  may be found, there being in either case one parameter 
estimated for every data point, i.e., every length-interval catch. 
In this section we adopt the same steady-state assumptions, and describe an alternative proce- 
dure for estimating length-specific mortality rates, growth parameters and population size jointly 
from a regression analysis of catch by length class. This is simply an extension of the age-based 
catch curve models developed by Ricker (1948,1975)  and frequently applied to cohort analysis. 
Historically, in fact, the age-based catch curves were preceded by length-based methods due to 
Edser (1908), Heincke (1913),  and Baranov (1918). 
We  assume a steady state, with constant recruitment, R, constant natural mortality rate M, 
and knife-edge selection at age t,.  Beyond t,,  the fishing mortality rate F is described as a step 
function of age t,  namely 
F (t)  = Fi 
where ti  = t,  +  6 j-l  and the 6s are successive age increments (6,  = 0). Under these condi- 
i=  1 
tions, the number of fish caught in the i-th age class, (ti,  ti + ?ii),  during a time period of duration T, 
is 
=  Ci, say. 
Let the 6 i correspond, by virtue of a bijective growth model, to a specific sequence of length inter- 
vals into which the catch is conveniently grouped, say the sequence (wi,  wi + A,), i = 1,  2, . . . ,  r, 
i  - 
where wi = LC  +  2  AjWl = Qi -  Ai/2 and A,  = 0. If  the von Bertalanffy model is used, the 
j=1 
correspondence is established by the relation Making the subsitution of length for age, we have 
where Zi = Fi + My  Oi = Zi/K, and w,  = A,  = Z,  = 0. 
If the fishing mortality rate is constant after recruitment, (44) reduces to 
where C.  /r = R F/Z is the constant total catch in a unit time interval. Alternatively, (45) may be 
derived from the length density at (2), i.e., 
where N (Q)  is the number of fish of length Q in the steady-state population. Recalling the earlier 
discussion on maximum likelihood methods, Ci/C. is seen to be the probability that a fish taken 
at random from the population will be in the i-th length class interval, a function of LC,  L,,  and 
Z/K,  as in (29). 
As formulated in (44),  the length-based catch model is a set of r equations in r + 4 unknown 
parameters (R, My  K, L,,  and the Fi, i = 1,  2, . . . ,  r), so additional restrictions must be imposed to 
permit estimation. As usual, this may be done by making further structural assumptions about 
fishing mortality. One possibility is.to assume that fishing mortality rates are constant and distinct within m < r -  4 segments of the catchable length range. Another is to  relate fishing mortality rate 
to length class by a particular parametric model, such as the quadratic F (i) = a + bi + ci2. In the 
latter event the problem is reduced to estimating seven parameters from the r observed length class 
catches. 
With proper structuring, so that adequate degrees of freedom are available, the q-model param- 
eters can be estimated by iteratively reweighted least squares. When weights are set equal to the 
expected catches, this amounts to minimizin  the familiar Pearson chi-square statistic. For large  5  samples, this statistic will be distributed as  x  with r -  q -  1  degrees of freedom. The resulting 
parameter estimates will also be maximum likelihood estimates, and if  a Gauss-Newton algorithm is 
used in the optimization an estimate of their asymptotic covariance matrix will be readily available. 
For some purposes individual estimates of M, K and the fishing mortality rates may not be 
necessary, and in this event the catch models can be parameterized in terms of R, L,,  and the ratios 
M/K and Fi/Zi,  i = 1,  2, . . . ,  r. (In the structured mortality model, let Fi/Zi  = a' + b'i + c'i2).  In 
(44), for example, this is accomplished by replacing  Bi by the product 
In the models just described, it is assumed that the entire catch is taken by a single gear, so 
that estimating the length-specific fishing mortality rates is equivalent to estimating the selectivity 
curve for that gear with respect to the species under study. If more than one gear is significantly 
involved, then the catch data from all of them must be combined (properly weighted), and the 
analysis applied to the aggregate information. As in age-based VPA methods, gear-specific fishing 
mortality rates can be computed by allocating the fishing mortality estimate for each length class 
in proportion to the associated catch by each gear. 
We  have not yet applied these procedures, nor investigated their robustness and other proper- 
ties. Nevertheless, we would speculate that length-specific fishing mortality rates will not be iden- 
tifiable, or estimable with much precision, unless they vary fairly dramatically with length. Further, 
separation of natural mortality and the fishing mortality rates and useful precision in the mortality 
rate estimates will likely require that a substantial fraction of the total mortality be due to fishing. 
Thus, the model will probably not estimate fishing mortality rates well when applied to lightly 
exploited stocks. 
However, when adequate length-frequency data are available from virgin populations or very 
lightly exploited stocks, a regression model may be developed to estimate L,,  K and a set of length- 
specific natural mortality rates. Taking Ci to be a small sample proportional to T and the steady 
state population size in the i-th length class, we will have, corresponding to (44),  the model 
where 6  is the proportionality constant and Mi is the instantaneous natural mortality rate in 
. . .48) 
the i-th 
length interval. Again, further restrictions on-the parameters are necessary to allow estimation. 
Structural relationships among the Mi could be introduced, as above. If the segmented mortality 
model is adopted, such independent information as average size at maturity could be used to define 
points of change in the model. Note that the steady-state recruitment level, R, is no longer estim- 
able, and difficulty in estimating the mortality parameters can be expected unless the length-specific 
changes in mortality rate are striking. When variation in natural mortality rates is negligible, only 
L,  and 6  = M/K are estimable from the length-frequency information. Evaluation of Methods 
Four of the constant-mortality methods described above were compared by Monte Carlo 
procedures in situations where both 8 and L,  were to be estimated from length-frequency data 
and LC  was assumed known. Specifically, performance of the following procedures was examined: 
(i)  L,  was set equal to L,,  ,  and the classical Beverton-Holt estimator then applied to 
estimate 8. 
(ii)  Powell's method of moments was applied to estimated L,  and 8, given the sample mean 
and variance of R. 
(iii)  The weighted regression method, based on the linear relationship between P and LC, 
was used to estimate L,  and 0. 
(iv)  The continuous maximum likelihood method was applied to estimate L,  and 8. 
For specified values of X,  and 0 samples of lengths were drawn from (6) by the inverse trans- 
formation method, a well-known Monte Carlo procedure. Let u be a random variate uniformly 
distributed on (0, 1).  Then a corresponding random variate from (6),  x, is uniquely determined by 
A uniform random number generator was used to produce sets of ui and the associated random 
lengths, xi, i = 1,2,  . . . ,  n.. Except when the level of aggregation was being studied, experiments 
were conducted using the raw generated lengths. Thus a continuous distribution of the sample 
variates was assumed (all Ai = 0). Recall that use of the auxiliary variable, X, is equivalent to scaling 
the length axis so that L,  = 1.0. 
Performance of the estimators was measured by the coefficient of variation (CV), the relative 
bias (B), and the coefficient of error (CE). For a particular parameter 77, we define these as 
and 
Bias (7;) 
B (7j)  =  9 
77 
where MSE  (7;) is the mean squared error of 7;. For each set of experimental circumstances, these 
measures were computed with respect to LL  and 6 on the basis of 200 replicate samples. Trial 
simulations showed that this number of replicates was sufficient to describe the sampling distribu- 
tions of the estimators accurately. 
Experimental variables of primary interest were the level of  8  and the sample size, n.. Of lesser 
interest were 1 -  X,,  the proportion of the total possible length range selected in the sample, the 
level of aggregation in the data, and, in the regression method, the number of partitions and type 
of weighting used. Below we describe each particular simulation experiment, and the chief results. Experiment 1 
The performance of the four estimation procedures was compared at three levels of 0 (2.0, 
3.0,4.0) and three levels of n.  (200, 500,1,000), with X,  = 0. 
Results: The Beverton-Holt method produces estimates with the lowest CV, but these esti- 
mates have a substantial negative bias, especially with small n. and large 0 (Tables 4 and 5).  The 
Powell method, on the other hand, computes estimates with the highest CV of any method exam- 
ined, but generally with the smallest B (positive) as well. Estimates derived by the regression 
Table 4. Performance measures for various estimators of L,,  as a function of 0  and n.. 
-  -  - 
0 
2 .O  3.0  4.0 
Method  CV  B  CE  CV  B  CE  CV  B  CE 
Table 5. Performance measures for various estimators of 8, as a function of 0  and n.. 
0 
2  .O  3.0  4.0 
n.  Method  CV  B  CE  CV  B  CE  CV  B  CE method, with optimal weighting and 10  partitions, appear to have slightly greater bias than the 
maximum likelihood estimates (negative in both cases) and the Powell method, but are far superior 
to the Beverton-Holt estimates in this regard. In terms of precision, the regression method is almost 
as good as the maximum likelihood method. 
As expected, the maximum likelihood method, among the estimators examined, generally 
has the best overall performance in terms of mean squared error and CE, followed closely by the 
regression method. The maximum likelihood estimates of L,  almost always had the smallest CE. 
At 0 = 2, the Beverton-Holt procedure performed relatively well in terms of CE, virtually on a par 
with the maximum likelihood and regression methods, but it did comparatively poorly at higher 
values of 0. At 0 = 2, the Powell estimates generally had the largest CE of any method; otherwise, 
Beverton-Holt estimates tended to have the largest CE. 
In all methods, the effect of increasing 0 is to increase B, CV, and CE for both parameters 
estimated. As expected, increasing n. uniformly reduces B, CV, and CE. 
Experiment 2 
The effects on Beverton-Holt estimates of using a bias-corrected estimate of L,  were studied. 
In each generated sample, L,,  was increased by the theoretical bias term on the right side of (40), 
and this corrected estimate of L,  was used as a basis for estimating 0. 
A 
Results: Adjustment of L,,  for bias resulted in a significant reduction in  B (LmBH),  as 
anticipated, and also in B (6  ), and increases in CV for both parameter estimates. The CE's were 
BH  changed very little by the adjustment. In practice, the bias correction procedure would have to be 
implemented by iterative solution of (39)  and (40),  i.e., the bias term itself would have to be esti- 
mated, and the properties of the estimators would be affected. 
Experiment 3 
The effects of X,  on the performance of all methods was studied, with n. fixed at 200, and 8 
at 3.0. Samples were drawn from (6)  with X,  set at three levels (0.0,0.5,0.75) and estimators were 
applied with X,  assumed known. 
Results: As expected, increasing the value of X,  (with n. unchanged) reduced B, CV, and CE 
for L:  in all methods, but had no effect on estimates of  0. With respect to estimation of L,, 
increases in X,  have the same effect as increasing sample size with X,  fixed. On the other hand, as 
pointed out earlier, distributions of 6 are unaffected by the magnitude of X,  when X,  is known. 
The amount of information about 0 conveyed by the sample depends only on 0 and the sample size. 
(Note, for example, that in the regression model if  LC is known, 0 is completely determined by the 
slope of the regression line, the expected value of which is independent of X,.) 
Experiment 4 
The effects  of weighting schemes and the number of partitions on estimates produced by the 
regression method were studied. Weights were determined in three ways: (1)  the complete covariance 
matrix was inverted, (2) the diagonal elements only were inverted, and off diagonal elements neg- 
lected and (3) uniform weights were assigned. Under the diagonal weighting scheme, regression 
estimates were computed with both 10  and 20 partitions. 
Results: Use of the full covariance weighting produced the most precise estimates, as expected, 
but these estimates had greater bias than those produced with either diagonal or uniform weighting. 
However, the fully weighted estimates had the lowest CEs. When 10  partitions are used, diagonal 
weighting, or even equal weighting, appears to be satisfactory. 
Similarly, increasing the number of partitions (points) in the regression reduced the CVs at 
the expense of greater bias and resulting estimates had smaller CEs. Experiment 5 
Effects of aggregation were assessed by comparing estimates derived using continuous data 
(i.e., exact lengths) with those computed from data grouped by intervals of width L,/100. 
Results:  In most cases, aggregation at this level slightly increased the CVs and reduced relative 
biases (except for increases in bias of  Powell estimates). The CEs were increased slightly in all 
methods except the Beverton-Holt, in which case they were reduced. (Note that among the esti- 
mators studied, those of the Beverton-Holt procedure are distinguished by having their CEs com- 
posed mostly of bias. In the other methods, the variance dominates.) 
Conclusions and Recommendations 
Each of the methods outlined here has attributes which make it the method of choice in 
particular circumstances. 
The classical estimator of  e due to Beverton and Holt, for example, is the only one applicable 
when the available information is limited to the mean length in a sample of fish above LC and an 
independent estimate of L,.  The difficulty with the method, of course, is that considerable bias 
in fjBH  will result unless L,  is known accurately. As discussed earlier, estimating L,  by L,,  is 
advisable only if  a very large sample has been measured. Alternatively, the estimate of L,  (and K) 
can be derived independently by fitting the von Bertalanffy model to tag recapture data or to read- 
ings of hard parts, and then substituted into the Beverton-Holt estimator. Here, too, L,  is rarely 
determined with sufficient accuracy unless fish are aged, or tagged and recovered, over the entire 
length range and an asymptote is clearly evident. These conditions are difficult to achieve when 
there is a low probability that a tagged fish will survive long enough to approach the asymptotic 
length and be recaptured, or when otoliths and other hard structures are difficult to read and inter- 
pret in old fish. The result is often serious bias in estimates of L,  and K. However, since these 
biases are inversely related, some compensation occurs when the pair of parameter estimates is 
inserted into the Beverton-Holt formula to compute Z. 
If the variance among lengths in the sample is known in addition to the mean, a considerable 
improvement is afforded by Powell's method of moments, which provides joint estimates of 0 and 
L,  without reliance on independent information. If  tag recapture statistics or otolith data are 
available, they may then be used to estimate K with L,  fixed at L:  .  An estimate of Z follows 
immediately. 
P 
The weighted regression method is attractive for several reasons, and has proven to be the 
most dependable of the constant-mortality methods in practice. In statistical terms, it is very effi- 
cient, giving parameter estimates with almost minimum mean squared error. It also is insensitive 
to assumptions on L,,  which may be regarded either as an absolute upper bound to length, or as the 
expected asymptotic length in a stochastic von Bertalanffy growth process. Among the simple 
methods studied, only the Beverton-Holt procedure shares this robustness with respect to L,. 
Another reason for recommending the regression method is that it provides a simple graphical 
means of judging the appropriateness of underlying model assumptions; serious violations can be 
detected directly by comparing observed mean lengths above the specified cut-off points with those 
predicted by the model. 
Perhaps the only drawback to the regression method is the need to compute the covariance 
matrix A to achieve full efficiency. However, little is sacrificed by weighting simply by the partition 
sample sizes. 
From a theoretical standpoint, the maximum likelihood procedure is highly attractive, yielding 
estimators with greatest asymptotic efficiency and other desirable properties. However, it is not 
robust to violations of the assumption on L,,  and this has apparently been a source of difficulty 
in applications. In a number of cases, searches for L,  have converged on L,,  ,  suggesting overesti- 
mation of L,  and 0. Use of Powell's stochastic model (or a suitable variant) in a maximum likeli- 
hood context might be more appropriate, but we have not tried it. In the methods outlined here, estimators are based on length-frequency data entirely, or on 
combinations of length-frequency data and other information, applied sequentially. Where con- 
sistent information on growth and mortality  is available from several independent sources, e.g., 
from tagging, otolith analysis or length-frequency samples, it may also be used jointly to estimate 
the parameters of a common steady-state model. A maximum likelihood approach is most appro- 
priate here, provided one can specify the forms of  the various error distributions. An ancillary 
benefit of joint estimation is that the relative contribution of each type of information toward 
the mean squared errors of the parameter estimates can be determined, providing useful guidance 
for  research planning and allocation of resources. Examples of joint estimation of growth parameters 
from length-increment data and age-length data have been reported by Laurs et al. (1983),  who 
combined tag recapture results with counts of daily increments on sagittae of North Pacific alba- 
core, by Kirkwood (1983),  who pooled tag recapture data with information on "aged"  length- 
frequency modes in southern bluefin tuna and by Morgan (Part I, this vol.). Extension of such tech- 
niques to joint estimation of growth, mortality and recruitment parameters in more general con- 
texts is straightforward. 
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Abstract 
This paper describes a method and a FORTRAN program for the estimation of von Bertalanffy 
growth parameters, total mortality rates and gear selection/recruitment parameters from a time series of 
length-frequency samples weighted by catch per effort (e.g.,  numbers caught per hour by length class 
each quarter of the year). The length frequencies are separated into normally distributed components 
each of which represents a cohort. The mean values of the normally distributed components conform to 
a growth curve as suggested by various authors. Further, the solutions also conform to the exponential 
decay model and a gear selection/recruitment model. The chi-squared criterion as ameasure of goodness 
of fit is used. 
The method is constructed to allow for continuous, seasonally variable recruitment all year-round 
and is intended to be used especially for tropical and other fish stocks displaying an appropriate recruit- 
ment pattern. 
The method is illustrated by means of a simulated example, i.e., an example for which the true 
parameters are known. 
Introduction 
The type of analysis to be presented in this paper deals with fish stocks for which it is difficult 
and expensive to obtain direct measurements of age compositions. This is the case for many tropical 
fish stocks where otoliths or scales do not show a clear annual ring structure. Further, unlike fish 
stocks in colder waters the spawning seasons of most tropical fish stocks are not restricted to a rela- 
tively short period once a year, which makes the definition of age composition complicated. 
The present model assumes that only length-frequency samples over a period of time (e.g., a 
length-frequency sample per quarter of the year) are available. It assumes that recruitment occurs 
continuously all year-round, but is seasonally variable, with one or two peaks per year. In addition, 
the method requires some basic knowledge of the fish stock in question. The method works as an iterative process and the user has to provide initial guesses of the results (mortality rates, growth 
parameters, etc.). One may say that the method attempts to improve the user's opinion. 
Thus, this is not an entirely objective method. However, this author doubts that any objective 
method based entirely on length-frequency data will ever be developed. Of course, the higher the 
quantity and quality of data the less subjectivity is introduced in the analysis. 
This contribution is one in a long series of works on analysis of length-frequency data, the start 
of which dates back to Petersen's work on identifying age groups from modes in length-frequency 
data of Zoarces viviparus (Petersen 1892).  Pearson (1894) developed the first statistical theory on 
separation of overlapping component distributions. 
For many years paper-and-pencil methods have been used in most practical applications. The 
"probability paper method" of Harding (1949) and Cassie (1954) is probably the most commonly 
used. The "parabola method" (Hald 1952; Tanaka 1953)  is another example. The paper-and-pencil 
method preferred by the author is that developed by Bhattacharya (1967). All the paper-and-pencil 
methods are highly subjective and one often can get any result one wishes out of these exercises. 
Ideally one should test for each data set a large number of alternative solutions and then select the 
best one. 
For practical reasons it is necessary to use computers. HasselbIad (1966) developed the first 
computerized method. A number of computerized versions of length-frequency analysis have ap- 
peared since then (e.g., Tomlinson 1971; McNew and Summerfelt 1978;  Macdonald and Pitcher 
1979;  Schnute and Fournier 1980; Clark 1981). 
A quite different approach for using computers in conjunction with length-frequency analysis 
is the ELEFAN I program of Pauly and David (1981). While all the other works mentioned so far 
are based on traditional statistical theory (as presented in Kendall and Stuart 1961),  ELEFAN I uses 
a new statistical technique. This author was introduced to the field of length-frequency analysis by 
ELEFAN I. However, after some time with ELEFAN I, I found, although the basic ideas were good, 
that a lot of details could be considerably improved. The basic ideas behind the model of Schnute 
and Fournier (1980) are essentially similar to  those behind ELEFAN I, but the estimation technique 
is considered superior to that of ELEFAN I. The basic ideas behind this paper are thus adopted 
from Schnute and Fournier (1981).  They may be expressed as follows: 
Often analysis of length-frequency data has been separated into a number of steps, each of 
which were carried out independently of the others. 
Step 1  usually is the separation of the length-frequency data into normally distributed compo- 
ne&s. 
Step 2 is the interpretation of the components (or of some of them) as cohorts and the assign- 
ment of an age to each cohort. 
Step 3 is the derivation of growth parameters from age and mean length at age. 
Step 4 is the derivation of estimates of mortality rates from relative differences in the cohort 
sizes. 
Often this technique gave results that were ambiguous or made no biological sense. To avoid 
ambiguous solutions one can attempt to force a biological structure on the solutions. This requires 
that all steps are carried out simultaneously (e.g., only resolutions of the length-frequency samples 
into components whose mean values correspond to a von Bertalanffy growth curve are accepted). 
The work by Macdonald and Pitcher (1979) presents an excellent introduction to the statistical 
theory behind this approach to length-frequency analysis. However, the method they suggest may 
result in estimates of negative numbers in a cohort. Clark (1981) circumvents this problem by using 
the general technique of quadratic programming. In the present work the problem is solved by 
forcing the solutions to correspond to the exponential decay model, a solution which is along the 
lines suggested by Schnute and Fournier (1980) and was applied to a single sample problem by 
Fournier and Breen (1983).  Also, underrepresentation of small fish due to gear selection and recruit- 
ment is accounted for by forcing the solutions to correspond to the selection/recruitment model of 
Hoydal et al. (1982). 
The method presented here assumes that the available length-frequency data are expressed as 
catch per unit of effort (c/f) e.g., one sample each quarter of the year. From these data the method 
estimates: 
1.  Growth parameters of the seasonally oscillating version of the von Bertalanffy  growth 
equation presented by Pauly and Gaschutz (1  979). 2.  Total mortality rates in each period between two consecutive samples. 
3.  Gear selection/recruitment parameters after Hoydal et al. (1982). 
If  the available length-frequency data are not expressed on a c/f basis, the method can still be 
used to estimate growth parameters and gear selection/recruitment parameters. If only one length- 
frequency sample is available, the method remains applicable; but in this case, of course, seasonal 
growth oscillations cannot be considered. 
This paper differs somewhat from most other papers on the subject considered in that it con- 
centrates more on the actual FORTRAN programming of the method. The symbols and notation 
used are a mixture of computer language and ordinary mathematical expressions. The intention is to 
make the translation from the mathematics to the,computer program as easy as possible (see also 
Morgan and Pauly, Part 11, this vol.). 
INPUT DATA 
The present model assumes that NOS research cruises have been carried out. A single date is 
assigned to each cruise (e.g., the date when half of a given cruise was completed). 
Let S be the cruise index and let TIME(S) be the date associated with cruise no. S. If the date 
assigned to cruise no. S is in the format YEAR(S), MONTH(S) and DAY(S), then 
TIME(S) = YEAR(S) + (MO(MONTH(S))  + DAY(S))/365 
S = l,2,. . . ,  NOS. 
where MO(1) = 0,  MO(2) = 31, MO(3) = 89, . . . ,  MO(12) = 334. 
The time difference between two samples is defined by: 
DT(S) = TIME(S) -  TIME(S -  1).  S = 2,3, . . . ,  NOS. 
A cruise is considered a sample. Thus, a sample may be the pooled data from a number of e.g., trawl 
hauls. The basic data are numbers caught per unit of effort by length group. 
Let L be the length group index. Length group L consists of the fish of lengths between 
Lower limit : FIRSTL + DL* (L -  1) 
and 
Upper limit : FIRSTL + DL*L 
where FIRSTL is the lower limit of the smallest length grollp and DL is the length interval size. 
Let NOL be the number of length groups. Thus, the upper limit of the largest length group becomes 
FIRSTL+DL*NOL. 
The basic observations are: 
OBS (S, L) = The average number caught per unit of effort in sample S, belonging to length 
group L. 
S = l,2,. . . ,  NOS.  L = l,2,  .  . . ,  NOL. 
NOL 
OBSSUM(S) =  OBS(S, L)  =  total number of fish in sample no. S EXAMPLE : 
To illustrate the formulae a hypothetical example has been constructed (how this was done is 
explained further below). This example which will be used throughout this paper consists of four 
samples in Table 1,  collected at the dates given in Table 2. 
The length interval size is DL = 1.0 cm. The lower limit of the smallest length group is FIRSTL 
= 5.0 cm. The number of length groups is NOL = 50. Thus the upper limit of the largest length 
group becomes 55  cm. 
Table 1  shows the basic observations and Fig. 1  shows the bar diagrams corresponding to these 
data. 
BASIC ASSUMPTIONS 
It is assumed that each sample 
OBS (S, L),  L = l,2,  .  .  . ,  NOL;  S = l,2,  . . . ,  NOS. 
is a random sample of the fishable part of the stock. The fishable part of the stock is the part of the 
stock recruited to the area covered by the survey (the fishing grounds) and which consists of fish 
that would be retained if they entered the gear. Thus, every fish recruited to the fishing grounds 
which is too large to  escape trough the meshes of the gear in use should have the same probability 
of being sampled. 
The method takes into account that some fish belonging to the stock have smaller probability 
of being sampled than other fish because they are not fully recruited or because the gear has reduced 
catchability for them. By applying an "adjustment factor" to the observations they are transformed 
into a random sample. 
THE ESTIMATION PROBLEM 
The approach taken here is the traditional one, the theory of which can be found in many 
textbooks of mathematical statistics (e.g., Cramer 1961, chapter 30; Kendall and Stuart, Vol. 2, 
1961,  chapter 30; Rao 1965,  chapter 5; Draper and Smith 1981, chapter 10).  This method has been 
applied to analysis of fish length frequencies by several workers, e.g., Macdonald and Pitcher (1979), 
Schnute and Fournier (1980) and Clark (1981). 
Thus, there is nothing new in this section and the basic results of the general theory are pre- 
sented here primarily to  introduce the necessary notation for this special application: 
If we consider OBS (S, L) as a stochastic variable it may be written: 
OBS (S, L) = CFREQ (S, L) + e  .  . .l) 
where CFREQ is the mean value of OBS and e is a stochastic term with mean value zero. 
Suppose that we have a mathematical model of CFREQ (S, L), i.e., some mathematical func- 
tion of some dependent observations (e.g., the times of the sampling, TIME(S)) and a vector of 
NPAR parameters: 
THETA = (THETA(l),  THETA(2), . .  . ,  THETA(NPAR)) 
OBS (S, L) = CFREQ (S, L, TIME(S), THETA) Table 1. Basic observations (hypothetical length-frequency data, see also Figs. 1A-D). 
Lower limit 
of length class  15  Mar 75  20 Jul 75  12  Oct 75  5 Jan 76 
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aL = length class index. The basic estimation problem is to determine the value of THETA, which produces the best fit 
of the theoretical frequencies, CFREQ, to the observed ones, OBS. 
As a measure of goodness of fit, the so-called modified chi-squared criterion is used. 
CHI2  (THETA) = 
loss (s,  L) -  CFREQ (s, L, TIME(S),   THETA))^ 
OBS (S, L) 
{(S,  L) I  OBS (S, L) > 0) 
Table  2.  Sample dates  of  illustrative samples (see also 
Table 1, Fig. 1). 
- 
S  Year(s)  Month(s)  Day(s)  Time(s)  DT(T) 
Table 3. Structure of the four samples in Tables 1,2,  Fig. 1. 
Birth yr  Spring/ 
Sample  STRUC  fall  A  MEANL  SIGMA  SURV  Age  SEPIND 
no.  I  ,  4-  011  (s,  1)  (s, 1)  (S, I)  (S, I)  dist.  X*  Y*  = X/Y 
*X  = MEANL (S, I + 1) -  MEANL  (S, I); Y = (SIGMA (S, I + 1)  + SIGMA (S, I))/2. {(S, L)  I  OBS (S, L) > 0)is the set of all non-zero observations. Let NOBSP be the number of non- 
zero observations. 
The value of THETA which minimizes CHI2 is (for large sample sizes) the maximum likelihood 
estimator of THETA, i.e., the value of THETA which assigns maximum probability to the observa- 
tions. It can be shown that under certain assumptions CHI2 is asymptotically chi-squared distributed 
with NOBSP-NPAR-1 degrees of freedom (for large samples). 
The method applied to minimize the weighted sum of squares of deviations (equation 4), is 
presented further below. An introduction to the general theory of estimation in non-linear models is 
given in Draper and Smith (1981). 
Macdonald and Pitcher (1979) and Schnute and Fournier (1980) used another measure, 
namely : 
.* t  t 
OBS (S, L)*log(OBS (S, L)/CFREQ (S, L, TIME(S), THETA)) 
{(S,  L) I  OBS (S, L) > 0) 
However, as pointed out by the above-mentioned authors, this measure (and a few more 
alternatives) has asymptotically the same properties as equation (4). Thus, selection of a given 
function is merely a matter of taste and calculation convenience. 
THE EXPONENTIAL DECAY MODEL 
To define the model for CFREQ (S, L) in equation (I),  it is convenient to start by considering 
NOL 
and then gradually modify the model for this quantity until it is converted into a model for CFREQ. 
TOTSUR stands for total number of survivors. When the basic data are catch per unit of effort, 
TOTSUR (S) can be assumed proportional to the number of survivors from the stock a.t time 
TIME@). Equation (5)  expresses TOTSUR as the sum of length groups but for the present purpose 
another splitting is required, namely into broods (or cohorts): 
where I is index of cohort and SURV (S, I) is the number of survivors from cohort no. I at the time 
of sample S. (Actually, SURV is an index of number of survivors, which is tacitly assumed in the 
following). In the present model, one or two cohorts per year are assumed. As will be seen further 
below, the method is probably not capable of dealing with more than two cohorts per year. In the 
following two cohorts per year are assumed, as it is a simple thing to reduce the model to the case 
of one cohort per year. 
A cohort (or brood) may be defined in the following way: 
Spring cohort  :  All fish recruited from date TBO to date TB1 (designated as "0-cohort" or 
"spring"  cohort) 
Autumn cohort  :  All fish recruited from date TB1 to date TBO  (designated as "1-cohort" or 
"fall"  cohort) A cohort is thus identified by the time the fish in it were hatched, i.e., (hatch year, season). 
Thus to each index, I, in equation (6)  there is a corresponding pair: 
STRUC (S, I, 2) = hatch year 
if  I is a spring cohort 
STRUC (S, I, 2) =  . . . 
if  I is an autumn cohort 
The same cohort may be represented in several samples. The following connects the cohorts 
in the various samples: 
STRUC (S, I, 3) = index of cohort strength (to be explained below) 
of cohort I in the foregoing sample if  the cohort 
did not recruit between samples S-1 and S. 
STRUC (S, I, 4) =  ...  8) 
0, if  cohort I recruited between samples S-1 and S or if  S = 1. 
Each cohort has a strength, i.e., the value of SURV when the cohort appears for the first time 
in a sample. These cohort strengths constitute a part of the parameter vector THETA, and the index 
STRUC (S, I, 3) is used to identify this THETA-element, i.e., 
THETA (STRUC(S, I, 3) ) = SURV (SO, 10) 
where  STRUC (S, I, 1)  =  STRUC (SO, I0,l) 
STRUC (S, I, 2)  =  STRUC (SO, IO,2) 
STRUC (SO, IO,4)=  0 
(This is further explained in the example below). 
The connection between 
SURV (S-1,  STRUC (S, I, 4))  and SURV (S, I) 
in the case STRUC (S, I, 4) # 0 and S > 1  is the traditional exponential decay model: 
SURV (S, I) =SURV ( S-1, STRUC (S, I, 4) )*EXP ( -DT(S)*THETA(S  + S) )  . .  . 10) 
Recall that DT (S) = TIME(S) -  TIME(S-I), i.e., the time elapsed between samples S-1  and S. 
THETA (9  + S) is the instantaneous rate of total mortality (usually denoted Z). Thus, in the 
traditional notation equation (10) reads: 
The reason for defining the index 9 + S as it is, is that the first 10  elements of THETA are 
occupied by growth parameters and some other parameters which will be introduced further below. 
Mortality does not have a cohort index, only a sample index. This is so because in this model, 
all cohorts are assumed to be exposed to the same total mortality, as soon as they are fully recruited 
and under full exploitation. 
Fournier and Breen (1983) applied a similar model to analyze a single length-frequency sample. 
In this case, recruitment was assumed constant. 
EXAMPLE : 
The samples in the example above are composed of six cohorts with a structure as shown in 
Table 4. An alternative graphical description of the samplelcohort structure is shown in Fig. 2. Sample 3 Sample 4 
Fig.  2. Seasonally oscillating growth curves corresponding to data in Table 4  and illus- 
trating the "Sample-Type"  concept. 
Table 4. Example of a samplelcohort structure (see also Fig. 2 and text). 
Sample no.  1  2  3  4 
STRUC (1,  I, 1)  STRUC (2, I, 1)  STRUC (3, I, 1)  STRUC (4, I, 1) 
STRUC (1, I, 2)  STRUC (2, I, 2)  STRUC (3, I, 2)  STRUC (4, I, 2) 
STRUC (1, I, 3)  STRUC (2, I, 3)  STRUC (3, I, 3)  STRUC (4, I, 3) 
I  STRUC (1, I, 4)  STRUC (2, I, 4)  STRUC (3, I, 4)  STRUC (4, I, 4) Table 5 shows an example of the parameter vector. This vector, of course, will not be known 
at the present stage of the analysis since THETA is the final result of the exercise. However, the 
input data given in Table 1  are constructed so that the parameters are those given in Table 4. For 
the hypothetical example used the true parameters are thus known. We  may also consider Table 5 
as the user's initial guess of the parameters. With the parameters given in Table 5, the numbers of 
survivors become those shown in Table 6. 
Table 5. Example of (incomplete) parameter vector. 
I  THETA (I)  Explanation 
various parameters (to be introduced later) 
Total  mortality  from  TIME  (1)  to  TIME  (2) 
Total  mortality  from  TIME  (2)  to  TIME  (3) 
Total  mortality  from  TIME  (3)  to  TIME  (4) 
Strength  of  cohort  (1975,  0) (=  SURV  (1,  1)) 
Strength  of  cohort  (1974,  1) (=  SURV  (1,  2)) 
Strength  of  cohort  (1974,  0)  (=  SURV  (1,  3)) 
Strength  of  cohort  (1973, 1) (=  SURV  (1,  4)) 
Strength  of cohort  (1973,  0) (=  SURV  (1,  5)) 
Strength  of  cohort  (1975,  1) (=  SURV  (2,  1)) 
Table 6. Example of calculation of  the numbers of survivors, SURV. (THETA (S + 9) is the total mortality between 
samples S-1  and S and DT is the time period). 
S  1  2  3  4 
THETA (S + 9)  1  .O  0.8  1.2 
DT (S)  0.3479  0.2301  0.2329 
I  SURV (1, I)  SURV (2, I)  SURV (3, I)  SURV (4, I) 
NUMBER OF COHORTS IN A SAMPLE AND SAMPLE TYPE 
The present method is not capable of estimating the number of  cohorts represented in a 
sample. In case additional information is not available the user must guess the number of cohorts 
in each sample. If, e.g., subsamples of the length frequencies have been analyzed for age distribu- 
tion by reading in hard parts (otoliths, scales or bones), this can be used to estimate how many 
cohorts are present in a sample. If only length-frequency data are available, the user must provide a guess of the number of 
cohorts in each sample. Thus, this method is not a purely objective method, unless it is combined 
with additional information, 
The array STRUC (S, I), I = 1,  2 in Table 4 must be given as input. However, the program does 
not take STRUC directly as input. 
To secure a consistent samplelcohort structure, the program creates the array STRUC from the 
input parameters: 
BM  = maximum number of cohorts in any sample. 
STYPE (S, 1)  = type of sample S, S = 1,2,  . . . ,  NOS. 
The type of a sample can be 1,2  or 3 and is defined: 
Sample type 1  :  The youngest cohort represented in the sample is the 1-cohort  from the 
foregoing year. The number of cohorts is BM-1. (Sample no. 4 in Table 4 
is a type 1  sample). 
Sample type 2  : The youngest cohort is the 0-cohort of the sample year. The number of 
cohorts is BM. (Sample no. 1  of Table 4 is a type 2 sample). 
Sample type 3  :  The youngest cohort is the 1-cohort of  the sample year. The number of 
cohorts is BM.  (Samples 2 and 3 in Table 4 are type 3). 
The second element in STYPE is 
STYPE (S, 2) = number of cohorts in sample S  .  . .12) 
Table 7 illustrates the sample-type concept by the example of Table 4. 
Table 7. Illustration of  the sample type concept. (Compare Fig. 2 and Table 4). 
Sample, S  1  2  3  4 
TIME  (S)  1975.2027  1975.5507  1975.7808  1976.0137 
STYPE (S, 1)  type 2  type 3  type 3  type 1 
STRUC (1, I, 1)  STRUC (2, I, 1)  STRUC (3,1, 1)  STRUC (4, I, 1) 





STYPE (S, 2) LENGTH DISTRIBUTION  FOR GIVEN AGE 
In order to introduce length groups into equation (6) it is written 
NOL 
TOTSUR(S)  =  SURV (S, I)*CFREQl(S, I, L) 
where 
CFREQl(S, I, L) = the probability that a fish in sample S, cohort no. I belongs to length 
group L. 
Changing the order of the summations gives: 
NOL 
If CFREQ(S, L) of equation (1) is defined by: 
CFREQ(S, L)  =  SURV(S, I)*CFREQl(S, I, L), 
then equation (5)  has been converted into equation (1). 
CFREQl (S, I, L) as a function of L is assumed to be a normal distribution. That is, for given 
age (given I and S), the probability that a fish belongs to length group L is: 
CFREQl (S, I, L) = 
FIRSTL + DL*L 
FIRSTL + DL* (L -  1) 
We  assume that there exists a linear relationship between MEANL and SIGMA (Schnute and 
Fournier 1980)  : 
SIGMA (S, I) = THETA (5) + THETA (6)*MEANL (S, I)  .  . .17) 
The parameters THETA (J),  J = 1,2,  3,4,  7 and 8 are parameters of the seasonalized von 
Bertalanffy growth equation (von Bertalanffy 1934;  Pauly and Gaschiitz 1979). 
MEANL is a function of these growth parameters, the age of the cohort and the time of the 
sample. 
Let AGE (S, I) be the age group of cohort I at TIME(S). 
AGE (S, I) = O,1,2, 3, . . Let STIME(S) be the decimal part of TIME(S), i.e., 
Let 
A (S, I) = AGE (S, I) + STIME(S)  . .  .19) 
Thus, A is the age of cohort I relative to the start of the hatching year of cohort I. MEANL is 
considered a function of A and not a function of absolute age. Usually, absolute age is used as the 
independent variable in the von Bertalanffy equation, but this is not possible in the present case 
because the absolute ages are not known. 
MEANL is a function of 
A (S, I), STIME(S),  THETA (J),  J = 1,  2,3,4,7,8 and STRUC (S, I, 2) (= 0 for spring cohorts 
and = 1  for fall cohorts) 
Usually the von Bertalanffy growth equation in its simplest form is written: 
and in the seasonalized form (Pauly and Gaschutz 1979): 
where t is the absolute age of the cohort. 
In the Pauly and Gaschutz model K is assumed to be a function of time: 
K (t)  = KO (1 -  C cos (271. (t -  t,))) 
on the assumption that the cosine reflects seasonal oscillations of temperature, food availability 
and/or anything else influencing the growth rate. At time t,  (the winter point) K take its lowest 
value. 
The six growth parameters used in the present model are closely related to those defined by 
Pauly and Gaschutz (1979)  : 
THETA (1)  :  Asymptotic length (L,,  in the traditional notation) 
THETA (2)  :  Curvature parameter (KO) 
THETA (3)  :  Initial condition parameter for the spring cohort with average birthday Tbo 
((to  + Tbo)*Ko)) 
THETA (4)  :  Initial condition parameter for the fall cohort with average birthday Tbl 
((to + Tbl)*Ko)) 
THETA (7)  :  Amplitude of seasonal oscillation of K (C/(Ko*2n)) 
THETA (8)  : Winter point (t,). 
The absolute age is 
t = A (S, I) -  Tbo for the spring cohort 
t = A (S, I) -  Tbl  for the fall cohort 
The birthdays Tbo and Tbl  cannot be separated from to .in the present estimation procedure, 
and consequently they are not used as parameters. Alternatively the parameters THETA (3)  and 
THETA (4) which can be estimated are used in the growth equation. 
With the growth parameters given above the growth equation reads: 
MEANL (S, I) = 
THETA (3) 
THETA (l)* (1 -  exp {-THETA  (2)*A (S, I)  +  + 
THETA (4) 
+ THETA (7)*sin [2n*(STIME(S) -  THETA (8))l)) EXAMPLE: 
We  are now in a position to continue the specification of the parameter vector THETA initiated 
in Table 5. The extended parameter vector is shown in Table 8. 
Fig. 2 shows the growth curves for the two cohorts corresponding to the parameters given in 
Table 8. Fig. 2 is also used to illustrate the sample-type concept. 
Figs. 4A-D show examples of the separation of length-frequency samples into normally dis- 
tributed components (see also Table 3). 
Note that the youngest cohorts are underrepresented in Figs. 4A-D as compared to Table 6. 
The reason for this discrepancy is that the number of survivors has been adjusted to account 
for low catchability due to gear selection and recruitment as discussed below. 
Table 8. Example of extended (but still incomplete) parameter vector. 
-  ppppp  --  - 
I  THETA (I)  Explanation 
Asymptotic length, L, 
Curvature parameter, KO 
Initial  condition parameter  for spring cohort KO (to + Tbo) 
Initial condition parameter for autumn cohort KO (to + Tbl) 
Intercept in SIGMA 
Slope in SIGMA 
Amplitude in seasonal osc. CK/27?' 
Winter point, tw 
Gear selection parameter 
(To be introduced later) 
Total mortality from TIME (1) to TIME (2) 
Total mortality from TIME (2) to TIME (3) 
Total mortality from TIME (3) to TIME (4) 
Strength of cohort (1975, 0) (= SURV (1,l)) 
Strength of cohort (1974,l) (= SURV (1,2)) 
Strength of cohort (1974,O) (= SURV (1,3)) 
Strength of cohort (1973,l) (= SURV (1,4)) 
Strength of cohort (1973,O) (= SURV (1,5)) 
Strength of cohort (1975,l) (= SURV (2,l)) 
RECRUITMENTIGEAR SELECTION 
Some fish may have reduced probability of being caught because they are either not on the 
fishing grounds (i.e., the area covered by the survey) or because of the selectivity of the gear (e.g., 
they may be so small that they are able to escape through the meshes of trawl's cod end). 
A reduction factor expressed as a function of length of the fish (GCORR (L))  is thus defined: 
Probability of being caught in length group L 
GCORR (L)  =  . . .21) 
MAX { Probability of being caught ) 
L 
Thus, 0 < GCORR (L) < 1.0. 
It is assumed that GCORR is dependent only on L (and not on S). This implies that the ex- 
ploitation pattern of the stock is assumed to remain constant during the sampling period. The migration pattern is assumed to be a function of the length of the fish only, and independent of 
the season of the year. The model for GCORR (L) presented by Hoydal et al. (1982) is used here: 
GCORR (L) =(I  + exp [THETA  (9) + (FIRSTL + (L + 0.5)*DL)*THETA (lo)])-'  . . . 22) 
The parameters can be interpreted in the following way: 
Let L50% and L75% be the lengths at which the probability of being caught is 50% and 75% 
of the maximum probability, respectively. Then 
THETA (9) = log(3)*L50%/(L75%-L50%) 
and 
THETA (10) = -THETA  (9)/L50% 
As defined by equation 15  with no regard to recmitment/gear selection we have: 
OBS (S, L) 
=  GCORR (L) 
CFREQ (S, L) 
Thus, if  CFREQ is replaced by the adjusted value: 
CFREQ (S, L)*GCORR (L) 
the model is expected to give the best fit to the data. 
EXAMPLE : 
Table 9 shows the complete parameter vector, i.e., including the recruitment/gear selection 
parameters. 
Fig. 3 shows the recmitment/gear selection ogives corresponding to the parameter values given 
in Table 9, 
1 
6.5  8.5  10.5  12.5  14.5  16.5  18.5  20.5  22.5 
Length  (cm) 
1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19 
L (= length class index 
Fig.  3. Recruitment/selection ogive  as  used  to correct length-frequency data 
for effects of incomplete recruitment and or selection (see text). Table 9. Example of a complete parameter vector. 
I  THETA (I)  Explanation 
Asymptotic length, L, 
Curvature parameter, KO 
Initial  condition parameter  for spring cohort KO (to + Tbo) 
Initial condition parameter for autumn cohort KO (to + Tbl) 
Intercept in SIGMA 
Slope in SIGMA 
Amplitude in seasonal ox.  CKI2r 
Winter point, tw 
Gear selection parameter (L50% = 10  cm) 
Gear selection parameter (L75% = 13  cm) 
Total mortality from TIME (1) to TIME (2) 
Total mortality from TIME (2) to TIME (3) 
Total mortality from TIME (3) to TIME (4) 
Strength of cohort (1975,O) (= SURV (1, 1)) 
Strength of cohort (1974,l) (= SURV (1,2)) 
Strength of cohort (1974,O) (= SURV (1,3)) 
Strength of cohort (1973,l) (= SURV (1,4)) 
Strength of cohort (1973, 0) (= SURV (1, 5)) 
Strength of cohort (1975, 1)  (= SURV (2,l)) 
CONCISE MATHEMATICAL DEFINITION 
OF  THE ESTIMATION PROBLEM 
This section presents a stringent resum&  of the mathematics introduced above. Special reference 
is given to the functional relationships, which may be difficult to see through in the mixture of 
words and formulas used above. 
The estimation problem is defined as follows: 
Determine the value of the parameter vector 
THETA = (THETA (I),  THETA (2), . . . ,  THETA (NPAR) ) 
which for given values of BM and STYPE minimizes the object function: 
CHI2 (OBS, BM, STYPE, THETA) = 
-  2 
-  RES (OBS (S, L), TIME(S), BM, STYPE, THETA)  .  .  .24) 
{(S,L) IOBS(S,L)> 0  ) 
where 
OBS (S, L) -  CFREQ (L, S, TIME(S), BM, STYPE, THETA) 
RES (OBS (S, L), BM, STYPE, THETA)  =  . . .25) 
SQRT (OBS (S, L)) 
OBS (S, L) = observations: The average number caught per unit of effort in sample S, belonging to 
length group L. S = 1,2,  . .  . ,  NOS.  L = 1,2,  .  . . ,  NOL. 
BM and STYPE may come from an independent investigation or be based on a qualified guess. 
No general rule for selecting among competing solutions with different values of  BM and 
STYPE is given. In that sense the method is subjective. The theoretical frequency is defined by: 
STYPE (S, 2) 
7 
CFREQ (S, L, TIME(S), BM, STYPE, THETA) =  )  SURV (S, I, STRUC, THETA)* 
CFREQl (S, I, L, TIME(S), STRUC, THETA)*GCORR (L, THETA) 
I is a cohort index and is related to the vector STYPE as follows: 
BM  = maximum number of cohorts in any sample. 
STYPE (S, 1) =  type of sample S. 
STYPE (S, 2)  =  number of cohorts in sample S. STYPE (S, 2) is determined by the value of 
BM  and STYPE (S, 1): 
STYPE (S, 1) =  1: The youngest cohort is the autumn-cohort from foregoing year. STYPE 
STYPE (S, 2) = BM -  1 
STYPE (S, 1)  =  2:  The youngest cohort is the spring-cohort of the sample year. STYPE 
STYPE (S, 2) = BM 
STYPE (S, 1) =  3:  The youngest cohort is the autumn-cohort of the sample year. STYPE 
STYPE (S, 2)  = BM 
The vector STRUC is determined by BM, STYPE and TIME: 
hatching year of cohort I 
(0 if  I is a spring cohort 
STRUC (S3  I, 2, =  I if  I is an autumn cohort 
THETA-index of cohort strength, i.e., 
SURV (SO, 10)  = THETA (STRUC (S, I, 3) when 
STRUC (S, I, 1) = STRUC (SO, 10, I), 
STRUC (S, I, 2)  =  STRUC (SO, 10,2)  and 
STRUC (SO, 10,4)  = 0 
i 
index of cohort I in the foregoing sample if the cohort did not recruit 
STRUC (S, I, 4) =  between samples S-1 and S. 
0, if  cohort I recruited between samples S-1  and S or if S = 1. 
The adjustment factor for gear selection/recruitment: 
GCORR (L, THETA) =  (1  + exp 
-1  FA  (9)  + (FIRSTL + (L + O.S)*DL)THETA (lo)]  ) 
The probability that a cohort I fish in sample S belongs to length group L 
[FIRSTL + DL*(L -  I),  FIRSTL + DL*L], is: 
CFREQl (S,  I, L, TIME(S), STRUC, THETA) = 
FIRSTL + DL*L 
1 
SQRT (2*PI)*SIGMA ( -  ) 
ex.  (-.S  (xMEANL '  -  )2)  cIX  .  . -28) 
SIGMA ( -  ) 
FIRSTL + DL*(L -  1) 
where "( -  )" stands for "(S, I, TIME(S), STRUC, THETA)" 
The standard deviation of the length distribution is: 
SIGMA (S, I, TIME(S), STRUC, THETA) = 
.  .  .29) 
= THETA (5)  + THETA (6)*MEANL (S, I, TIME(S), STRUC, THETA) The  mean length of cohort I in sample S is given by the  seasonalized von Bertalanffy 
growth equation: 
MEANL (S, I, TIME(S), STRUC,  THETA) = 
THETA (1)*(1-  exp  (-THETA  (2)*A (S, I) + 
+  THETA (3)*(1-  STRUC (S, I, 2) ) + THETA (4)" STRUC (S, I, 2) + 
+  THETA (7)*(sin (2r*(STIME(S) -  THETA (8)))) 
where 
A (S, 1)  =  AGE (S, I) + STIME(S) 
AGE (S, I)  =  STRUC (S, I, 1) -  YEAR(S) 
STIME(S)  =  TIME(S) -  YEAR(S) 
TIME(S)  =  YEAR(S) + (MO(MONTH(S)) + DAY(S))/365. 
where MO(1) = 0,  MO(2) = 31, MO(3) = 89, . . . ,  MO(12) = 334. 
The  number of survivors in cohort I in sample S is: 
SURV (S-1, STRUC (S, I, 4), TIME(S), THETA)"  [  *exp (-DT(S)*THETA  (9 + S))  if STRUC (S, 1,4)  + 0 
= 
THETA (STRUC (S, I, 3)) 
where DT(S) = TIME(S) -  TIME(S-1). 
The  complete parameter vector is defined in 
if STRUC (S, I, 4)  = 0 
S = 2,3,. . . ,  NOS. 
Table 10. 
Table 10. Parameter vector. 
I  THETA (I) 
1  Asymptotic length, L, 
2  Curvature parameter, KO 
3  Initial  condition  parameter  for  spring 
cohort :  KO (to + Tbo) 
4  Initial  condition parameter  for autumn 
cohort :  KO (to + Tbl) 
5  Intercept in SIGMA 
6  Slope in SIGMA 
7  Amplitude in seasonal oscillation: CKo/ 
CKo/27r 
8  Winter point, tw 
9  Gear selection parameter: 
log(3)*L50%/(L75%-L50%) 
10  Gear selection parameter: 
-  THETA (9)/L50% 
11  Total  mortality  from  TIME  (1)  to 
TIME (2) 
I  THETA (I) 
12  Total  mortality  from  TIME  (2)  to 
TIME (3)  ...  . .  . . . 
9 + NOS  Total  mortality  from  TIME  (NOS-1) 
to TIME (NOS) 
10  + NOS  Strength  of  cohort  (STRUC (1, 1, I), 
STRUC (1,1,2)) 
11 + NOS  Strength  of  cohort  (STRUC (1, 2, I), 
STRUC (1,2,2)) 
12 + NOS  Strength  of  cohort  (STRUC (1, 3, I), 
STRUC (1,3,2))  .  . . . 
..e  ... 
NPAR~  Strength of cohort (STRUC (Sl, 11, I), 
STRUC (Sl,  11, 2)lb 
aNPAR = 9 + NOS + number of cohorts. 
b~l  is the index  for the last sample with a recruiting cohort. I1 is the index of the youngest recruit cohort in 
sample S1. BASIC ALGORITHM WITH CONSTRAINED ESTIMATION 
In the present context the algorithm which defines the residuals (equation 25) in the optimiza- 
tion problem (equation 24) is considered the "basic algorithm". 
The minimization of the object function (equation 4 or 24) might also have been considered 
the basic algorithm, but since this is a standard technique which can be used to minimize any sum 
of squares, it is not considered worthwhile to  go into detail about it in the present context. 
However, it should be noted that the minimization of the object function (equation 24) is 
solved by the NAG-subroutine E04FCF (NAG-Library 1981).  There exist a number of subroutine 
libraries containing subroutines similar to E04FCF, and any of these could have been used. 
The routine E04FCF is of the Gauss-Newton type and is based on the algorithm by Gill and 
Murray (1978). 
E04FCF does not require derivatives, but it assumes that continuous first and second deriva- 
tives do exist (this assumption is fulfilled in the present case). 
E04FCF requires from the user the subroutine which calculates the residuals and also an 
initial guess on the parameters, the algorithm being an iterative process. 
Before the basic algorithm for the calculation of residuals is presented, an outline of the main 
program is given : 
A:  Read observations, OBS, max number of cohorts, BM  and sample types STYPE. 
B:  Read initial guess on the parameters, THETA. 
C:  Calculate the residuals for the current THETA-value. 
D:  Calculate the object function, CHI2 (THETA). 
If CHI2 (THETA) is minimum then go to F. (D is performed by E04FCF.) 
E:  Change the value of THETA in a way which may lead to lower CHI2-value; go to C. 
(E is performed by E04FCF.) 
F:  Print results. 
So far THETA has been considered a variable, NPAR-dimensional vector of unknown param- 
eter values. However, the program allows for some of the THETA-elements to remain constant (i.e., 
known) or some elements to be proportional to other elements. For this purpose a parameter 
vector, PARAM, is introduced. Actually PARAM  is the parameter vector used in equation (24) 
instead of THETA. 
If we introduce the symbol CHI2P for the object function as a function of PARAM, then 
CHI2P (PARAM) = CHI2 (THETA) 
where 
THETA (I)  = PARAM (PPOINT (I) )*PFACTOR (I)  if  PPOINT (I) > 0 
THETA (I)  kept constant (= initial guess)  if  PPOINT (I) = 0 
PPOINT and PFACTOR are input to be selected and entered by the user. 
Suppose the total mortality remains constant for all periods, then 
PPOINT (11) = PPOINT (12) = . . .  = PPOINT (9 + NOS) = 11 and 
PFACTOR (11) = PFACTOR (12) = . . .  PFACTOR (9  + NOS) = 1.0 
would produce an estimate of "common"  total mortality, i.e., an estimation under the constraint: 
THETA (11)  = THETA (12) = . . .  = THETA (9  + NOS) 
Entering, e.g., PPOINT (11) = 1.0 and PPOINT (12) = 2.0 would produce an estimation of 
total mortality under the constraint that the total mortality between first and second sample is 
double that between second and third sample. 
Similar constraints can be imposed on the cohort strengths. The algorithm for calculation of residuals works as follows: 
A:  Select subset PARAM of THETA (equation 32) 
B:  S: = 1  (index of sample) 
C:  I: = 1  (index of cohort) 
D:  Calculate relative age of cohort I (equation 19) 
Calculate mean length of cohort I (equation 20 or 3Q) 
Calculate standard deviation of cohort I (equation 17  or 29) 
E :  Calculate theoretical frequencies (equation 26) 
G:  Correct for gear selection/recruitment (equation 22 or 27) 
H:  If I < STYPE (S, 2) then I: = I + 1;  go to D. 
I:  If  S < NOS then S: = S + 1;  go to C. 
J:  Calculate residuals (for  all samples) (equation 25). 
Morgan and Pauly (Part 11, this vol.) present the FORTRAN 77 program corresponding to this 
algorithm along with practical hints on how to run the program. 
SELECTING AMONG COMPETING SOLUTIONS 
The basic estimation problem was defined above as the minimization of CHI2 with respect of 
THETA (equation 4). 
However, the implication is not that in general the parameter set which minimizes CHI2 is 
necessarily the best one. In case the number of cohorts (BM) and the sample types, STYPE, are kept 
constant (and thus also the number of parameters, NPAR, kept constant), the minimum value of 
CHI2 can be used to select the best estimate of THETA. 
But CH12 for two competing solutions with different number of cohorts and, thus, different 
NPAR-values should not be compared. Usually (but not necessarily) a better fit is achieved the more 
parameters the model contains. To use the THETA value which minimizes CHI2 for all values of 
NPAR may lead to a very poor choice (Schnute and Fournier 1980). 
I am not in a position to suggest a solution to the problem as far as statistical testing is con- 
cerned. If I were, the analysis would not have the subjective component mentioned above. In fact, I 
do not believe that any statistical test exists, which would make a judgment based on biological 
considerations superfluous. 
Nevertheless, some guidance can be extracted from the CHI2-values for different NPAR-values. 
It can be shown that CHI2 is asymptotically chi-squared distributed with NOBS-NPAR-1 degrees of 
freedom. However, the distribution of CHI2 is usually unknown  (Cramer 1961). Schnute and 
Fournier (1980) recommend the chi-squared test for choosing among competing solutions. They do 
not consider it a final criterion, but a useful guide. 
Schnute and Fournier (1980)  did not apply expression (24) as the chi-squared statistics. The 
approximation of equation (24) to the chi-squared distribution becomes poor when some intervals 
contain few observations (say, less than three). They suggested, rather, the use of what they called 
the Br-statistics: 
CFREQ (S, L)  SMALLC 
where 
SMALLOBS  =  OBS (S, L) and  SMALLC  =  CFERQ (S, L) 
{(S, L)  I  OBS (S, L) < R)  {(S, L) I  OBS (S, L) < R 1 
and R is some small number, say 2,3  or 4. a Sample no. I  100 
15  March 1975 
OBSSUM (I)=2ll5 
STYPE (11.2  90 
TIME (1)=1975,2027 
-  .. 
L (= length class index) 
o  C  Somple no. 3  I  OC 
12 October  1975  0 
OBSSUM (3).  1439 
STYPE (3)=  3 
0 TIME (3)=1975,7808 
5  10  15  20  25  30  35  40  45  50 
L(=  length class Index) 
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Fig. 4. Separation of length-frequency samples into their normally distributed components (see text). Let N1 be the number of observations greater than or equal to R. Schnute and Fournier 
(1980) assume Br to be approximately chi-squared distributed with N1-NPAR degrees of freedom. 
However, rather than trying to find a solution in the theory of hypothesis testing, it is as 
important to search for solutions which make biological sense. 
If  we were so lucky that some results from direct estimation of  age composition (otoliths, 
scales or tagging experiments) were available from an earlier period or from another stock of the 
species in question and some estimate of the total mortality, we would have an estimate of BM  and 
the problem would vanish. If this is not the case, we are left with common sense as the only tool. 
The maximum number of cohorts represented in the samples is not only determined by the biologi- 
cal maximum longevity of the species but also the mortality. 
Related to the comparison of competing solutions are the variances and covariances of the 
estimate of THETA. Large covariances indicate that ranges of THETA-estimates may give nearly 
equal goodness of fit between observations and model. 
An exact expression for the variance-covariance matrix VAR (estim. THETA) does not exist in 
the general case. It can be shown asymptotically that (Kendall and Stuart 1961): 
VAR (estim. THETA)  =  (DT  *  D)-I  where D is the Jacobian: 
1  a CFREQ (s, L)  * 
SQRT (OBS (s, L)  )  a THETA (J) 
D is a matrix with NPAR columns and NOBS (= number of non-zero observations) rows. 
The Jacobian is calculated by E04FCF as a part of the optimization process, so technically it is 
easy to obtain estimates of approximate variances and covariances. 
Discussion 
The question to be discussed is not so much the validity of the model presented here. It does 
not contain any new or controversial approaches in fish stock assessment or statistical analysis. 
Rather, the question is whether the estimation techniques will work in practice. Even though the 
model is the best possible one, we may not be able to achieve the quality and quantity of data 
necessary for a dependable estimate of the parameters. 
The problem may be structured so that there exists a range of solutions all of which give nearly 
equal goodness of fit  to the observations, i.e., parameter estimates may be highly correlated. This 
obviously has something to do with how pronounced the structures representing the cohorts are. 
In case a cohort appears as a peak in the length distribution, there is no big problem (e.g., 
cohort no. 1  in sample 1,  Fig. 4A). But when they overlap considerably (as, e.g., the four oldest 
cohorts in sample 1,  Fig. 4A), very large unbiased samples are required. In case only one sample, 
e.g., sample 1,  was available it would simply not be possible to arrive at any safe estimate of the 
cohort components. For all four samples in the example only dependable estimates for the two 
youngest cohorts can be expected. 
In sample 4 (Fig. 4D) the two youngest cohorts overlap considerably, but because samples 1-3 
provided good estimates of them, they are not likely to create problems in sample 4. This example 
underlines the importance of collecting samples covering the entire length range. If  samples con- 
tained only fish from, say, 20 cm and onwards, the data would be of little use. 
The interesting quantity in this connection is the ratio between the standard deviation, SIGMA, 
and the difference between mean-lengths, MEANL, of consecutive cohorts, i.e., 
MEANL (S, I + 1) -  MEANL (S, I) 
SEPIND  =  .  .  .33) 
(SIGMA (S, I + 1)  + SIGMA (S, I))/2 SEPIND stands for separation index -  degree of overlapping. 
Hasselblad (1966) and McNew and Summerfelt (1978) have observed that if  this quantity is 
less than two, the estimation on the normally distributed components becomes poor. Clark (1981) 
using simulation techniques arrives at a similar result. 
The values of SEPIND (equation 33) are given in Table 3. Notice that in this example SEPIND- 
values greater than two produce peaks for the youngest cohorts. 
Fig. 5 shows the effect of a doubling and a halving of SEPIND. In this case THETA (5) = 0 (see 
Table 9) so that: 
SIGMA (S, I) = THETA (6)"MEANL (S, I) 
Thus, a doubling of THETA (6)  produces a halving of SEPIND and vice versa. 
The data simulated for THETA (6)  = 0.2Q and 0.05 are not subject to random noise as was the 
case for the data in Table 1  (and Fig. 1).  For comparison the graphs of Fig. 1  is also shown in 
Fig. 5. 
Obviously the values of SEPIND have a great influence on how precisely the cohort characteris- 
tics can be estimated. This is illustrated in Fig. 5 by the true growth curves (those corresponding to 
the parameters from which the data were generated). McNew and Summerfelt (1978) investigated 
Theta (6)  =O.O5  Theta (6)-=O.lO 
Fig.  5.  Illustration  of the effect of doubling (THETA (6) = 0.20) and halving 
(THETA (6) = 0.05)  the separation index SEPIND (see also Fig. 4A-D). the problems of separating length frequencies of Micropterus salmoides. Because ages were directly 
measured from scale reading the true age compositions were known allowing for an evaluation of 
the results of the length-frequency analysis. It would be verv interesting to carry out a similar study 
on a tropical fish stock (e.g., based on reading of daily rings in otoliths). 
Such investigations may give useful guidelines for planning of sampling schemes. Especially 
sample sizes and sample frequencies necessary for a reasonable safe estimation is of utmost impor- 
tance for the applicability of the method. 
However, as pointed out by Foucher et al. (1984), the age readings may be so questionable 
that one should rather use the length-frequency analysis to test the age readings. Foucher et al. 
(1984) compared results from age readings and length-frequency analysis (the Schnute and Fournier 
method) on Pacific cod and found a considerable discrepancy between results of the two methods. 
They concluded that the results from length-frequency analvsis in that particular case were the most 
reasonable ones. 
In case the data are not C.P.U.E. data, but length frequencies not associated with effort, the 
algorithm can still be applied, but in that case the estimates of the mortality rates and cohort 
strengths have no meaning. However, even if the values of the estimates are of no use, their use will 
ensure that the relatively large and the relatively small cohorts occur in the appropriate proportions 
in all samples. Even negative mortality rates may be useful tools to force a biological structure on 
the solution. 
In case of only one length-frequency sample, the model can still work. If the sample is entered 
twice-the  first time with actual sampling date and next time with a date one year later-constant 
recruitment can be assumed, and the growth parameters THETA (J),  J = 1,  2, 3, 4 can be estimated. 
Estimation of the seasonality parameters THETA (J),  J = 7, 8 requires at least four samples per 
year. Under the assumption of constant recruitment, this application of the algorithm provides also 
estimates of total mortality rates (as an annual average). 
In case only one annual recruitment period is assumed, the model isadapted to this assump- 
tion simply by assigning the fixed value 0 to every second cohort strength. 
Obviously, the reliability of parameter estimates decreases with the number of samples  and 
appropriate sampling schemes should include far more samples than are absolutely necessary. 
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A (S, 1)  :  age of cohort I in sample S relative to  the birth year of cohort S 
AGE (S, I)  :  age group of cohort I in sample 
BM  :  maximum number of cohorts in any sample 
Br  :  statistics for comparison on competing solutions 
C  :  amplitude in seasonal growth oscillation 
CFREQ (S, L)  :  theoretical frequency of length group L in sample no. S 
CFREQl (S, I, L)  :  theoretical frequency of length group L in sample no. S belonging to cohort no. I. 
CHI2  :  chi-squared criterion 
CHI2P  :  chi-squared criterion for constrained estimation 
P  :  Jacoby matrix for CFREQ with respect of THETA 
DAY (S)  :  day no. of sample S 
DL  :  length group interval size 
In  (S)  :  length of time period between samples 
e  :  stochastic term 
E04FCF  :  NAG-library minimization routine 
FIRSTL  :  lower limit of first length group 
GCORR (L)  :  adjustment factor for recruitmentlgear selection of length group L 
I  :  index of cohort. I = 1,2,. .  . ,  STYPE (S, 2). Also used as index for parameter 
K, KO  :  curvature parameters in growth equation 
L  :  length class index. L = 1,2, .  .  . ,  NOL 
Lo3  :  asymptotic body length 
L50%, L75%  :  selection/recruitment parameters 
MEANL (S, I) 













:  mean value of length distribution of cohort I in sample S 
:  day no. of the first day of each month 
:  month no. of sample S 
:  total number of nonzero observations 
:  number of length groups 
:  number of samples (or cruises) 
:  number of parameters 
:  sum of all observations 2 R 
:  number of fish in length group L in sample S 
:  total number of fish in sample S 
:  subset of the parameter vector THETA 
:  factor of proportionality between parameter no. I and its basic parameter 
:  3.1415926 
:  pointer from PARAM to THETA R  : lowest allowable number of observations in a length group allowing for the use of Br 
RES (S, L)  :  residual 
S 
SEPIND 




STRUC (S, I, J)  : 
STYPE (S, 1) 
STYPE (S, 2) 
SURV (S, I) 
index of sample (or cruise), S = 1, 2, . .  . ,  NOS 
separation index 
standard deviation in length distribution of cohort I in sample S 
sum of all OBS <  R 
sum of all CFREQ for which OBS <  R 
decimal part of TIME(S) 
sample/cohort structure 
J = 1 : birth year of cohort I in sample S 
J = 2  : 011-cohort (springlfall) 
J = 3 : THETA index for cohort strength 
J = 4  : index in foregoing sample (0 in the case of recruitment) 
sample type (1,2 or 3) 
number of cohorts in sample no. S 
number of survivors of cohort I sample S 
Tbo, Tbl  :  birthday 
to  :  von Bertalanffy growth parameter 
THETA  :  parameter vector 
TIME(S)  :  time of sample S (unit: year) 
TOTSUR(S)  :  total number of survivors at TIME(S) 
w  :  winter point 
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Abstract 
Two methods for estimating growth, mortality and cohort size parameters from time series of 
groundfish survey catch-at-length data are described. Examples of their use are given based on North Sea 
cod (Gadus morhua) data from English groundfish surveys. 
Introduction 
Total catch-at-length data and catch-at-length per unit of effort data are generally much easier 
and cheaper to collect than the corresponding catch-at-age based data sets, but they are more diffi- 
cult to interpret in terms of growth rates, mortality rates and cohort size. Perhaps as a result many 
of the methods of interpreting them have been kept as simple as possible. For example, it is com- 
mon to estimate growth rates and only then (if at all) to estimate mortality rates and cohort size. 
Very frequently such estimates are based only on one year's result or on a composite distribution 
achieved from averaging together several years' data. Such approaches do have several drawbacks. 
These are notably that (i) mortality rate estimates will almost certainly be correlated with growth 
rate estimates and (ii) where a single length distribution is used, assumptions about the stationarity 
of recruitment and mortality have to be made which may not be justified. 
This working paper investigates the possibility of developing some methods where growth 
rates, mortality rates and cohort sizes (relative sizes) are estimated from a time series of catch-at- 
length data. A Simple Generalized Linear Model 
(GLIM) Model of the Problem 
Dr. J. Shepherd (pers. comm.) has shown that catch-at-age data from groundfish surveys and 
total international catch-at-age data can be simply explained as an incomplete two-way analysis of 
variance in two multiplicative factors (year-class and age). A rather similar approach can be used for 
catch-at-length data as follows: 
Estimates of K, L,  and to for a von Bertalanffy growth curve are adopted and each length 
group given a putative age. Length groups are then assigned to cohorts and an analysis of variance 
carried out on the log numbers at length. As a refinement the cosine and sine of 2n  (age) might be 
included as covariates to account for recruitment having a seasonal distribution. The approach is 
simple and the factor estimates indicate the relative year-class strength and progressive total mortal- 
ity on different ages of fish. Reruns of the ANOVA procedure with different K, L,  and to give a 
sum of squares surface for these factors which can be examined for a minimum. In practice discri- 
mination of modes is best achieved for the smaller length groups. 
Since 
it follows that in this range 
Thus, we should expect the sum of squares to show a minimum for some particular value of K, L,. 
A simple example of this technique can be constructed using data from English groundfish 
surveys which are carried out in August-September each year in the North Sea. Table 1  shows cod 
catch rates from one of the subdivisions of the North Sea from 1980  to 1984. Examination of 
Table 1  suggests that catches of 5 and 10  cm fish are somewhat variable and a decision was made to 
remove all values less than 0.5 due to the extreme values they would receive under a logarithmic 
transformation. The remaining 43 points were transformed as follows: (i) the numbers at length to 
log number at length, (ii) the length to a putative age, (iii) the putative age and year to a putative 
year-class. For each K, L,,  to shown in Table 2, a two-way ANOVA of log numbers was performed, 
the factors being putative age and putative year-class. The sum of squares and degrees of freedom 
of these analyses are shown in Table 2.  The results indicate a weak minimum in the sum of squares 
function for 
L,  = 115;  K = .20; to = .6, 
for  L,  = 130;  K = .15; to = .3, 
and for  L,  = 145;  K = .15; to = .6. 
Although at best the fit only explains 60% of the total variation of age and year-class, effects 
are generally significant as can be judged from the ANOVA at K = 0.2, L,  = 130, to = 0 shown on 
Table 3. 
A second example was constructed for North Sea cod (Gadus morhua) using the catch rate in 
the same survey series for the entire North Sea. This data set is more extensive and is less variable 
than the previous one. However, because of the averaging of substocks' recruitment and growth 
rates it does not show the same clear year-class structure. 
Table 4 shows the catch rate (actually the total catch) of each survey from 1977  to 1981. A 
similar ANOVA procedure was adopted as for the first example and results are shown in Table 5. 
(The  results in the cells show the  minimum sum of squares obtained for any to value and the degrees 
of freedom. Residuals of  the fit for K = 0.2, L,  = 130,  to = 0 are shown in Fig. 1.  Table 5 shows that 
the sum of squares (and the degrees of freedom) both fell with reduced K and L,  and the lowest 
sum of squares result obtained is at a frankly unbelievable level of K = 0.05. These results are 
presumably due to the lack of clear year-class structure in the data and to the greater numbers of 
year-class and age factors fitted at lower K and L,  values. It is clear, therefore, that the results Table 1. Catch rate of North Sea cod (ICES Roundfish Area 4) from English groundfish surveys, 1980-1984. 
Year 
1982  1983 
Table 2.  Sum of  squares of  ANOVA  fits to cod catch-at-length data for various values of  K and L,  (to adjusted 
for minimum sum of squares) (ICES Roundfish Area 4,1980-1984). 
Sum of  Sum of  Sum of 
squares  d.f.  squares  d.f.  squres  d.f. 
Table 3. ANOVA  for K = 0.1  L,  = 130 cm, to = 0 for cod from Groundfish Area 4 (1980-1984). 
Sum of  Mean 




Total  42  69.59 
obtained from the sum of squares are essentially meaningless in this case and that the method 
breaks down when there are no prominent year-classes to observe. 
Table 6 shows the estimates obtained with L,  = 130 cm, K = 0.2  and to = 0.0 year and 
indicates that year-class effects are never significant and that age effects become increasingly nega- 
tive up to age 8. Note also that the differences in effect from age to age become reduced on the 
older ages suggesting that Z is for some reason being underestimated on these ages. This suggests 
that perhaps a more restrictive hypothesis about Z might be helpful and accordingly an analysis of Table  4. Catch rate  of North  Sea  cod  from  English groundfish surveys (1977-1981) (ICES Roundfish Area  4). 
Year 
1979 
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Fig. 1. Plot of residuals of ANOVA (using L,  = 130 cm and K  = 0.2 yearv1)  for data in Table 4. 
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0  2  4  6  8  10 covariance with age as the covariate and year-class as the factor was made. The estimate of the age 
effect is thus an estimator of the average Z on all years and ages. 
Table 7 shows the Z's for a number of combinations of K and L,  values. Although this analy- 
sis indicates clearly the correlation of Z on growth rate estimates the resulting sums of squares 
produced much the same results as the two-way ANOVA and K = 0.05  again gave the lowest 
sum of squares. This result is almost certainly due to the very small year-class effect detected in the 
ANOVA where the mean square of year-class effects was very similar to the residual variation. It is 
thus interesting that this second data set, although having only half the variability of the first, fails 
to produce the evidence for growth rate that is found in the first. It also suggests that a test for a 
significant year-class effect should be an essential part of the approach. 
Table 5. Sum of squares of ANOVA fits to cod catch-at-length data for various values of K and L,  (to adjusted for 
minimum sum of  squares) (all areas, 1977  -1981). 
K (year-'  )  L,  (cm) 
115  130  145 
Sum of  Sum of 
squares  d.f.  squares  d.f. 
Sum of 
squares  d.f. 
Table 6. GLlM estimates for North  Sea cod (all areas, 1977.1981)  (length = 5 cm; groups 5-100 cm; for K = 0.2 
(year-')  and L,  = 130 cm). 
#  Estimate  Standard error  Parameter 
Scale parameter taken as Table 7. Z-values from analysis of covariance fits to cod 
catch-at-length  data  for  various  values  of  K  and  L,. 
A Least Squares Approach to Estimating Growth Rates, 
Mortality Rates and Cohort Size 
In the GLIM model of the previous section each length group was assigned a putative age. 
An alternative approach is to assume a particular cohort structure, mortality rates and growth rates 
and then to use this to predict the catch in each length group. Estimates of  cohort structure, mortal- 
ity rates and growth rates can then be progressively altered to minimize the sum of squares of the 
difference between actual and predicted number per length group or some suitable transformation 
of them. 
A prototype method of this type was developed in order to identify the problems. This was 
designed to interpret groundfish survey type data and has the following assumptions: 
Cohorts. Annual cohorts of variable size are assumed, the size being specified for the cohort at 
its age in year 1  or at the youngest age group for cohorts which do not extend that far back. Each 
cohort has the same growth function (von Bertalanffy with the same K, L,  and to).  It was further 
assumed that the distribution of length at a particular age (a) is given by a Gaussian curve N(L,,  a,) 
where a,  might take various forms. For example, if  all fish grew to the same L,  then this would 
give o,+l = ~,e-~  and thus ow = 0.  However, since some fish do grow larger than L,  it seemed 
better to assume that o,  = constant so that only one value had to be estimated. Since it is not 
possible to consider an infinite number of cohorts each year a fixed number (g) was considered and 
the oldest cohort treated as a "plus"  group. 
Growth. Average growth in the model follows a simple von Bertalanffy curve for all cohorts 
but since observations fall only once a year at the same time this is compatible with seasonally 
varying growth. 
Mortality. Mortality rates are assumed to be constant for all ages but can vary from year to 
year. 
Catchability. Catchability in the survey is assumed to be equal to 1.0 for all lengths greater 
than some specified length so that catchability effects  have to be estimated for the smallest sizes 
only. 
Variability. Stochastic variation in the model and sampling error are considered jointly as error. 
Length distributions are split into b length groups specified by b+l  size delimiters Dl, D2 .  . .  Db+l. 
Within each such length group the total numbers are assumed to be distributed such that some 
simple transformation will cause the residuals to follow a normal distribution. For simplicity we will 
consider a square root transformation since this reduces the emphasis on the biggest numbers with- 
out overemphasizing the smallest numbers. The choice of Dl  . . .  Db+l could of cours2 be made 
partly with the intention of revealing cohort structure and partly to equalize variances of residuals. 
It would obviously make sense for the biggest length group Db,  Db+l to be large and to span the 
size range of the oldest (plus group) cohort. The sum of the squared residuals, of course, forms the 
objective function to be minimized. 
A computer program was developed to try out this approach to estimation. The procedure is 
as follows: estimates of population at age a in year y (P(ajy) are made by first assuming P(a, 1)  and P(1, y) (where age and year 1  indicate the youngest age and first year, respectively). Assuming total 
mortality Z(y) for each year then allows P(a, y) to be estimated progressively from the recurrence 
relationships 
for a < g, 
and 
Assuming values of K, L,,  t,  and a,  we specify the distribution of length at each age N (L,, 
0,). We  can now calculate the contribution of each cohort to population numbers at each size group 
i in each year as 
1  -  P(a, y) [ erf  (D(i) -  La) -  erf (D(i+l) -  L(a))]  . 
2  G  s2. 
where erf is the error function. 
Summing these contributions from all ages gives the population at each length group which 
can be converted to estimated survey catch numbers CeSt  (i, y) at length and year by multiplying 
by the catchability q(i)  of the survey for fish of the ith length group. 
The transformation (square root) of these estimates can then be compared to the transformed 
observed numbers at length to give a residual. In order to find estimates that minimize the sum of 
squares of these residuals a standard minimization routine (National Algorithm Library (NAG) 
E04FDF) has been used. This is a robust algorithm which requires a subroutine which only esti- 
mates the values of residuals for each length and year and is therefore convenient for getting a 
prototype running. It is, however, very restrictive in the number of parameters that can be con- 
sidered due to the large overhead storage requirement of the routine. In practice, solutions were 
restricted to six cohorts per year for five years in which 10  length groups are specified and catch- 
ability is only estimated for the two smallest length groups. 
With considerable correlation between the estimates of L,  and K and between the estimates of 
Z and L,,  K it seemed sensible to optimize other estimates for specified levels of K and L,  and 
thus to build up a sum of squares surface for these two parameters from successive runs with dif- 
f  erent levels. 
Even with this very restrictive model (18  parameters from 50 data points) the algorithm was 
slow and expensive in storage. Each run for a fixed K, L,  took about 30-60 minutes and a day was 
needed to produce a reasonably comprehensive sum of squares surface on K and L,.  The method 
will have to be speeded up and made portable before it can be regarded as a very helpful tech- 
nique but the preliminary runs do indicate the feasibility of this approach to estimating the various 
parameters needed to explain groundfish survey catch-at-length data. (One should also perhaps 
remember that 14  years ago it took the author a week to produce a virtual population analysis of 
North Sea plaice, so speed is not everything, even though it is obviously highly desirable.) The 
method has been tried out on exact test data for which it successfully recovered the initial input 
values and for the North Sea cod groundfish survey data shown on Table 1. 
Results from this method applied to the data of Table 1  are as follows. Table 8 shows the sum 
of squares estimated for each combination of K and L,  shown. This indicates the trend of the 
minimum from low K high L,  to higher K lower L,  with little to discriminate between the various 
possibilities. Table 9 shows the estimated catches and the residuals for K = 0.2, L,  = 130. 
Table 10  shows the estimates of the various parameters at this position. The results for mortal- 
ity seem particularly wild and a more restrictive hypothesis should be preferable on this data set, 
for example, a constant mortality for all years and ages. The fact that the algorithm has usually 
converged on this very rough data set is, however, encouraging. Apart from obvious improvements to the algorithm it would seem possible to extend the idea 
to a least squares separable analysis for total catch-at-length data. In practice this would not seem 
very likely to succeed in estimating all parameters unless catch-at-length data could be produced 
for finer subdivisions of time than a year in order to emphasize the growth of year-classes. In the 
absence of such data the method could still be used to estimate fishing mortality by year, partial 
recruitment at age and cohort sizes, given estimates of K, L,  and M. 
Table 8. Sum of squares of least squares fits to cod catch-at-length data for various values of K and L,.a 
K  L,  (cm) 
Sum of 
squares 
Sum of  Sum of  Sum of 
squares  squares  squares 
a~uns  marked * failed to converge completely according to the criteria of the algorithm. Extra *'s  indicate pro- 
gressively less confidence in the value of the sum of squares function. 
Table 9. Catch estimates and residuals using restricted least square model (see text). 
Length (cm) 
Catch estimates in year 
1980  1981  1982  1983  1984 
Length (cm) 
Residuals in year 
1980  1981  1982  1983  1984 Table 10. Estimates of parameters corresponding to L,  = 130 cm, K = 0.2 (year-1),  Sigma = 4.42 and to = 0.91 
(year), at best fit point of least squares analysis applied to North Sea cod (data from ICES Roundfish Area 4,1980- 
1984). 
Z (I) =  1.307  4.338  .528  1.488  1.000 
S (K) =  .03-.25  1.00-1  .OO  1  .OO-1.00  1  .OO-1.00  1.00-1.00 
R (I) =  56.32  5,894.75  19.43  359.86  3.70 
P (J) =  56.32  54.63  3.22  .93  2.03 
Discussion 
Both methods presented here appear capable of estimating growth, mortality and relative 
cohort strength from time series of groundfish survey length data. Neither, however, is likely to be 
able to estimate growth parameters with any great confidence due to the correlated nature of these 
parameters unless distinguishable cohorts can be detected in the data up to sizes approaching L,. 
In the absence of such information in the data the methods will only be able to estimate other 
parameters conditional upon growth rate estimates which might be obtained externally (e.g., from 
aging a few fish). This would, however, itself be useful as the methods make fewer assumptions 
about the nature of cohort size and mortality rate than do some simpler methods. Development 
and tests of these two methods would, thus, seem well worthwhile. A Weakly Parametric Method for 
Estimating Growth Parameters from 
Length Composition Data 
J.G. SHEPHERD 
Ministry of Agriculture, Fisheries and Food 
Directorate of Fisheries Research 
Fisheries Laboratory 
Lowestoft, Su  ffolk NR33 OHT 
United Kingdom 
Shepherd, J.G.  1987. A weakly parametric method for estimating growth parameters from length com- 
position data, p. 113-119.  In D. Pauly and G.R. Morgan (eds,) Length-based methods in fisheries 
research. ICLARM Conference Proceedings 13, 468 p. International Center for Living Aquatic Re- 
sources Management, Manila, Philippines, and Kuwait Institute for Scientific Research, Safat, 
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Abstract 
A new robust method for the analysis of length compositions in terms of the parameters of a speci- 
fied growth curve (e.g., von Bertalanffy) has been developed. It does not require the number or width of 
modes to  be specified and is insensitive to  sampling noise of the larger length groups. A goodness-of-fit 
measure is mapped as a function of growth parameters, which points out problems caused by multiple 
maxima and enables the size and shape of approximate confidence regions to  be estimated. Once growth 
parameters have been selected, these may be used to 'slice'  the length composition into age groups or 
as the basis for more sophisticated methods if required. However, the decomposition into age groups is 
highly  dependent on the choice of  L,  within the confidence region and it is probable that further 
analysis of length data directly is preferable to  methods relying on such a decomposition. 
Introduction 
A variety of methods has been proposed for the analysis of length compositions into age 
groups and particularly for the determination of the parameters of specified growth curves such as 
that of von Bertalanffy. The state of the art is probably best represented by the statistical poly- 
modal analysis developed by MacDonald (1980) and the method known as ELEFAN I (Pauly and 
David  1981). Neither of these methods is entirely satisfactory, however. The former normally 
requires some estimate to be provided of the number of modes and their widths (which is often 
difficult to do and subjective) and does not constrain the mode locations to conform to any growth 
function (which may be an advantage or not, depending on the application), nor assigns ages to the 
modes directly. ELEFAN I, on the other hand, is based on the goodness-of-fit  of the data to a 
parametric representation of a growth curve (usually von Bertalanffy), but the basis of the good- 
ness-of-fit criterion and the preliminary data treatment (compression and filtering) is arguably not ideal and the method sometimes converges to strange results. Also, the method gives little indica- 
tion of the confidence limits of the results. 
This paper describes a method which is conceptually very similar to ELEFAN I in that it is 
based on  the goodness-of-fit of the modes (if any) in one or more length compositions to  the loca- 
tions expected from a specified growth curve. This places a strong constraint on the possible loca- 
tions of modes and their relationship to one another, eliminating many infeasible interpretations of 
the data and yielding directly values of growth parameters, and an interpretation in terms of ages, 
without further analysis. 
The goodness-of-fit criterion used is akin to a correlation coefficient between the data and a 
test function constructed from a growth curve. The idea is similar to that used in the time series 
analysis technique known as complex demodulation (see, e.g., Bloomfield 1976).  The criterion is 
designed to take account of data in proportion to its quantity and likely reliability without pre- 
processing, and not to be unduly sensitive to possibly spurious modes created by sampling noise. 
These modifications are intended to result in a more robust method and this is further assisted 
by not automatically seeking the parameters yielding the maximum goodness-of-fit (since there may 
be several maxima), but simply mapping its value over a feasible range of parameter values and 
choosing the most appropriate values in the light of this information. 
We  attempt to interpret one or more length compositions (arising from data collected in dif- 
ferent years or seasons, perhaps) in terms of a single growth curve. For simplicity this is assumed to 
be that of von Bertalanffy, without seasonal modulation of growth rate, though more complicated 
formulations could be used if required. 
Given current estimates of the parameters L,,  K and to of the growth curve, the lengths where 
modes are to be expected in a season which is a fraction ts through the annual (or other) cycle are 
given by 
fort=O,  1,2..  . .etc. 
Thus observations occurring at or near these lengths may be considered as evidence in favor of 
the current parameter choices. Conversely, observations occurring at the intermodal lengths (given 
by t = 0.5,1.5, 2.5 etc.) constitute evidence against them. 
For any season one may construct a test function which is positive near the expected modal 
lengths and negative near the intermodal lengths. The sum of products of the observations with 
this test function then constitutes a criterion of goodness-of-fit: if  it is large and positive the data 
are consistent with the current parameter choices, whilst if it is large and negative they are not 
consistent. This sum of products may be computed for each length composition available (using a 
test function appropriate to the season) and an overall goodness-of-fit measure (or 'score') may be 
constructed by summing these totals, thereby using all available data efficiently. 
Two refinements of this idea are used in practice. First, because one may expect the numbers 
at length in any length interval to be roughly Poisson distributed, the square root of the numbers 
observed is used in the summation. This provides an appropriately modest degree of dynamic range 
compression so that numerous observations still carry more weight than rare ones, but not over- 
whelmingly so. 
Second, since modal lengths do not generally fall in the center of length intervals, and for 
length groups approaching L,  there may be several modes in a length interval, it is necessary to 
average the test function over the length intervals in use. A suitable basic test function is simply cos 27 (t -  t,) where t is just estimated age-at-length (measured from 1  January or whatever other 
origin is routinely used), i.e., 
where Lo = L,  { 1 -  exp (Kt,)  )  ...  3) 
For a length interval whose upper and lower bounds correspond to ages-at-length of t,,  and 
tmh,  it is easily shown that the average of this test function over the interval is just 
sin n  (t,,  -  tmh) 
T(Q)  =  cos 2n (f  -  t,)  .  . .  -  n (t,,  tmh) 
where f  is the average oft,,  and tmh.  The first term of this expression is the well-known Fraun- 
hofer diffraction function, which in this context allows for the number and placement of modes in 
the interval. It becomes small if there is more than one mode in the interval, thus correctly allowing 
for the obvious fact that observations in such an interval yield little evidence for modal positions 
and should be heavily discounted. 
The final form of the goodness-of-fit  (or 'score') function is then 
s = x z T  (Q,  i)  (2, i)  .  . .5) 
Q  i 
where Q indexes the length groups and i indexes the various distributions available. 
Noting that, because of equation (2a),  t,,  and tmi, and, therefore, alsot  and T(R)  are period- 
ic in to,  it is clear that S is similarly periodic (with a period of unity). It is therefore possible to 
determine very easily the value of to leading to a maximum of S for any choice of values for K and 
L,.  If we denote by A the value of S obtained with to set to zero, and B that obtained with to set 
to 0.25, it can be determined that 
and 
Thus, the full three dimensional mapping of S as a function of K, L,  and to may be reduced to a 
two-dimensional mapping as a function of K and L,  only, conditional on the choice of to given by 
(7) above. Since such a two dimensional mapping is easily displayed and interpreted (e.g., by con- 
touring) this constitutes a further technical advantage of this method. 
A concise algorithmic description of the full procedure follows: 
Read data. 
Select range of growth parameters (K, L,)  to be used. 
For each value of L,  .  .  . 
For each value of K .  .  . 
Fort,  = 0and0.25.. . 
Initialize score (to zero). 
For each length group .  . . Calculate ages corresponding to length group boundaries (tmh and t,,)  and At  = 
tmax -  tmin  sin n At  Calculate diffraction function D =  At  . 
For each length distribution .  .  .  - 
Calculate C = cos 2n (7 -  t,). 
Calculate AS = D*C*SQRT(N(L)) and add to score. 
Next length distribution. 
Next length group. 
Next value of to. 
Set A = Score for to = 0. 
Set B = Score for to = 0.25. 
Calculate maximum score for current values of L,  and K, S,,  = SQRT (A~  + B~). 
Calculate to to give max score as to = arctan (B/A)/2n. 
Next K. 
Next L,  . 
Tabulate results. 
A listing of the source code (in the Microsoft dialect of Fortran 77) is given in Morgan and 
Pauly (Part 11, this vol.). This should be suitable for running on many microcomputers, and may 
easily be translated into BASIC or any other suitable language if  required. 
Results 
Preliminary tests of the method have been carried out. A test data set for Raja clavata in the 
Irish Sea (courtesy of K. Brander) is given in Table 1. These data were obtained during routine 
groundfish surveys carried out three times per year and the numbers given are the total numbers 
measured in each season over several years. The data could equally well (perhaps better) have been 
analyzed as the individual distributions obtained from each survey. 
The results from the analysis are given in Table 2. It is apparent that the score function is not 
entirely smooth, having several local maxima within a broad band of high values and also a maxi- 
mum on the boundary of the region of  parameter space selected for investigation. Both these 
features could have caused problems if automatic maximization had been attempted. 
It  is also clear that (as expected) there is a wide range of almost equally good pairs of correlated 
values of K and L,,  lying between (0  .l4,l5O) and (0.26,100) and presumably beyond. The param- 
eter values (0.21,120) selected by Brander and Palmer (1985) on the basis of subjective modal 
analysis are very close to the center of this region of good parameter values. The optimum value for 
the (fractional part of) to is also strongly dependent on the choice of K and L,. 
The statistical properties of the score function are not known so it is not possible to determine 
proper confidence regions for the parameter values. However, it seems plausible that contours of 
constant score would coincide with the shape of the confidence region and these may easily be 
sketched or computed. As a rough approximation, one may guess that the score function relative to 
its maximum is probably analogous to a variance ratio and that the contour corresponding to half 
the maximum is associated with something like a 95% confidence level (since they are likely to be 
observations in several tens of length groups contributing to the total). 
A more detailed analysis of the basis of the solution corresponding to (K, L,)  = (0.20,120) is 
given in Table 3. It should be noted that because of the periodicity of the score function in to,  the 
values for this and the actual ages assigned to particular length groups, are indeterminate to the 
addition or subtraction of any whole number of years. Assignation of true ages is unlikely to be 
possible unless small mesh data (e.g., from research vessel surveys) are available, which permit the 
unambiguous identification of 0 or 1-group fish. It is also important to observe that almost all the 
positive contributions to the score function have been accumulated by length groups of less than 
50 cm. Thus, almost all the useful information about modes and ages is carried by the smaller length Table 1. Length-frequency data on Raja clavata, from the Irish Sea, used for testing method proposed here. 
Lower limit  Numbers at length 
of length class  Season (years) 
(a)  0.2  0.45  0.8 
Lower limit  Numbers at length 
of length class  Season (years) 
(cm)  0.2  0.45  0.8 
Table 2. Results of length composition analysis for Raja clavata (Irish Sea). 
A.  Table of score function 
Value of  K (llyear) 
- -- -  --  -  - 
B. Table of to values 
Value of  K (llyear) 
La  (cm)  .10  .12  .14  .16  .18  .20  .22  .24  .26  .28  .30 groups, as would be expected, because for older fish the modes become broader and closer together. 
For this reason commercial length compositions (which are usually truncated by minimum mesh 
and landing sizes) are much less useful for modal analysis than those from research vessel surveys. 
Indeed, for this same stock the commercial length compositions contain very few fish less than 
50 cm in length, and are virtually useless for this type of analysis (i.e., the determination of growth 
parameters). 
Finally, the numbers at age corresponding to the same choice of parameters are also given in 
Table 4. This has been obtained by simply 'slicing' the length composition at the intermodal values, 
with appropriate distribution between older and younger ages where necessary, and truncation to 
give conventional integer age groups referred to 1  January. Experimentation with the results ob- 
tained with almost equally good choices of parameter values shows (as would be expected) that 
the numbers in the youngest age groups are quite well determined, but those in the older age groups 
are strongly dependent on the choice of L,.  The utility of decomposition into age groups is there- 
fore in doubt, especially for any purpose which would subsequently involve any resummation over 
age groups. Since this includes many common assessment procedures (e.g., catch forecast and yield- 
Table  3.  Length  composition  analysis for Raja  clavata  Table  4.  "Age  composition"  of  data  in  Table  1, as 
from the Irish Sea. (Evaluation of solution for K = 0.2,  obtained through "slicing",  using L,  = 120 cm and K 
L,  = 120.0, to = .57).  0.2 (see also text). 
Length (cm)'  Age (years)  Cumulative score  Age  Numbers at age 
'Lower  limit of length class. per-recruit calculations), it seems likely that it would be preferable to seek equivalent computa- 
tional procedures which utilize length data directly, rather than relying on an uncertain division 
into age groups and subsequent recombination. For this reason the obvious possibility of improving 
the separation into age groups using a formal deconvolution procedure has not been pursued. 
Other tests of the method have also been carried out for stocks which can be aged and the 
results have been found to be in excellent agreement with those obtained by conventional methods. 
Further and more exhaustive tests are required, particularly in order to determine whether this 
method is indeed more robust and informative than alternative methods when used on difficult 
data sets as it is intended to be. 
Discussion 
The method which has been developed for the analysis of length compositions avoids the need 
to specify parameters which may be in doubt (e.g., especially the number and width of assumed 
modes), and provides a direct indication of  suitable values of K, L,  and to,  together with an indica- 
tion of their likely precision. Preliminary tests indicate that it works well on suitable data and the 
results are in good agreement with those from more conventional subjective methods and those 
based on age determination where this has been tested. The ability to determine growth parameters 
depends strongly on  the suitability of the data set, which must (of course) exhibit some modal 
structure. Data from research work using small mesh nets (especially from series of surveys using 
research vessels) are therefore usually much more suitable than that from commercial landings. It 
should be noted however that growth parameters determined from one sort of data (e.g., from RV 
surveys) cannot be used immediately to interpret data from other sources (e.g., commercial data), 
because of the differences of sampling bias (selection). 
It is possible to use growth parameters to 'slice' length compositions into age compositions. 
The results are however strongly dependent on the choice of  L,  within the likely confidence 
region, especially for older age groups. It is not therefore clear that it is useful to do this in order to 
use conventional age-based calculations and it seems likely that it would be preferable to develop 
alternative procedures based on the use of length compositions directly. 
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Abstract 
The suggestion  of some authors that linear methods of fitting von Bertalanffy growth curves 
generate biases may be premature, at least in one case discussed here, where the direction of the ob- 
served bias is explainable by the use of a predictive instead of a functional regression. When growth 
parameters are needed for length-converted catch curves or length-based cohort analysis, an  inverse 
regression (age on  length) may be appropriate. This can be computed through ordinary linear regression. 
An estimator for the total mortality, based on mean length, is derived for use when recruitment occurs 
periodically  rather than continuously. Surplus-production models employing total mortality as the 
independent variable may become tilted to  the left if natural mortality is compensatory. When growth 
parameters are unknown, surplus production can be modelled as a function of  Z/K. When available 
data are limited to a small portion of the surplus production curve, fitting curves by regression may give 
unreasonable results. In this case, one can constrain a parameter to the value of an independent estimate 
so that the other estimates become more reasonable. 
Introduction 
Surplus production modelling as a function of total instantaneous mortality Z, or as a function 
of Z/K, was proposed by Csirke and Caddy (1983)  as an alternative to collecting and calibrating 
data on fishing effort. Total mortality data can be obtained in a variety of ways, the simplest of 
which utilize data on mean length in a sample. 
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Linear  Methods of  Fitting  Growth  Curves
Vaughan and  Kanciruk  (1982)  suggested that  traditional  linear  methods  of  fitting  the  von
Bertalanffy  growth  equation  (e.g., the  Ford-Walford  plot)  be abandoned  in  favor  of nonlinear
regression because of bias in the  parameter estimates. If this is so, it places an added burden  on fish-
ery biologists  ,without  ready access  to  appropriate  computer  facilities.  However,  Vaughan and Kan-
ciruk  (1982)  used an ordinary  predictive  linear  regression instead 9f a functional  regression line
,
(D. Vaughan, pelS. comm.).  This resulted  in a)ower  value ofL~  and a~~he~, value of K than  if  a
functional  line had been used. Thus, the ditection  of the bias observed by Vaughan and Kanciruk
(1982)  is explainable  by the choice  of regression line. Monte  Carlo  simulation  studies are needed to
see if the magnitude  of the bias is accounted  for  by the type  of regression line.  Until  then,  it seems
premature  to  abandon the linear methods  for "Iittmg  the  growth  curve.
";';,,,\J  .,:,  '..,'::'  i.;':;'('  ;
Predicting Age from  Length
Estimates  of the time  ~t  requited  to  grow through  a given length  interval  are needed for appli-
cations  such as length-converted  catch curves and length-based  cohort  anal'jsis.  Given unbiased
estimates of the mean ages at the1imitsof  the length  interval,  it followsthatah  unbiased estimate
of the average time  to  grow through  the interval  ~tis  givenQY th~dif(erenceo{th~  two  mean ages
,  ,  "  '  -
since ~t  is a linear  function  of two  random variables. The  mean age at any length  L ~an ~e deter-
mined  by an inverse regression of the von Bertalanffy  growth  equation,  i.e.,
-~  -c  ,:c".:
t  -loge  (1  L/L~)  + eL  ...1)
K
,  "  '::" ::,,;,  ':  :.".'!',  ,:;,  ':"  "",:.  .'c  ,
,  ..,;  ..,  ,.  ,  :  ic"  .'.  i'i.:ic  :",  ..,  ' :
where eLc fsariU1;d9W,eqortermwhich  can be a.function  9f  L (ifc  ~O).;This,canbefitted  by
ordinary  least:squares lipearregression  if L~  is fixed.  One can then iteratively  search for  the value
of L~  which gives the  best fit.  Since the  linearization  does not  involve  transformation  ofthedepen-
dent variable, the assumed error structUre is unchanged. (The same is not true  when linearizing  the
von Bertalanffy  equation  by loge (1-  L/LOo) = -Kt+Kto'wheretistheindependentvarlable::ln
this case, assuming the  error  stroctuieiridependent  91 t implies  that  thevariabilit'y'in  leogthabout
,..  , age  decreases  with  age);  "  .,  "  ','"  '  "c
To examinethe1mportanceoftising  equatiori'(i)  inst~adoj  the'u~t:i~r~gre~~Qn"Qf.1~n~60n
,  ,C,",  age, growth  parameterswefu  estimated  by both  meth9ds ~sin~n9nli~e~  re~essio~1  !qr ,two"qat~
sets from the literature  (Table  1).  For the  butterfly  fish Chaetodon  miliaris,  K and L~  were both
about  20% lower  in  the  regression of  age on length.  For the  shark Carcharhinus  obscurus, the
residuals increased with  the  dependent variable so that weights, proportional  to the square of the
independent variable, were used. In this case, K was about 60% lower,  and L~  about 5% h~her
in the  regression of age on length than  in the:regressiori"of  length  on age.
To see  the  effect  of the difference  in growth  parameter estimates on a length-converted  catch
curve, an example  from  Pauly (1984)  was recomputed  using new growth  parameter estimates which
differed  from  the original  estimates by the percentages mentioned 'above. When K and L~  were ,  ,  "
both decreased by about..  20%, the values of~  t increased by 70% for the  smallest length class to  over
600% for the  h~hest  (Table 2),whilethe  estimated value of'Z' changed 1roIrt1.8"to  1.0."
'.  :
.';  "...,  '.:.1  '  "C...23
parison of two procedures for fitting  growth  "  c',:}  ciC ~.":  rJ:c;,:'
erfly  fish data from  Pauly (1984),  shark data  c,';;,  -.c"  ;',;;,.;';'"ii!  :;~.
(1979).
utterfly  fish (Chaetodon miliaris)
ge  Age on length  % changea  Table  2.  Effects  of  different  procedures  for  obtaining
-1  -1  growth  parameter  estimates  on  length-converted  catch
ay  K  .0024 day  -22.6  curve  computations.  Data are for  banded grouper (Epi-
L~  101 mm  -20.5  nephelus sexfasciatus)  from Pauly (1984).
s  to  6.0 days  -
Lower class  % increase
(Carcharhinus obscurus)  limit  (cm)  N  lita  litb  in litC
eb  Age on lengthb  % changea
-1 K 01 -1  4  5  .15  .26  71.5
K  .029 year  .2  year  -58.6  6  29"  .16  .29  76.2
~  481 cm  Loa 502 cm  +4.4 c,"-,.:  8  114"  .18  .33  82.1
to  -6.9  year  to  -6.9  year  -10  161  .20  .37  89.8
h C A I hc  07  a  12  143  .22  .44  100.5
Lengt  on age  ge on  engt  /0  change  14  118  .25  .53  115.4
-1  -1  16  61  .28  .67  138.2
K  .035 year  K  .013 year  -62.9  18  50  .33  .92  178.8
~  439 cm  L~  482 cm  +9.8  20  32  .40  1.46  267.8
to  -6.3  year  to  -6.4  year  -22  17  .50  3.83  667.7
\ "a  24  ,.'  4  .67  --
100 (2nd col.-1st  col)/lst  col.  26  4  1 03  -- bRegression  weighted by length squared.  .
CUnweighted regression.."  aBased  on L~  = 30.9 cm; K = .51 year-1.
,  r  I'  .,.  ..".C  t i ' " bRa d d . K b 22 607 d L 'b 20 507
",  ",;~  ,:t,jl.~ '1;.,!,i,:t,I.".'--!  ""-..,!  se  on  ecreasmg  y.  70  an  y.  /0'
.,;";-:;  ,.,..",  ;"-i:'""i;\_'(c~;,,i.,,,  ' K =
39474L = 245655 '  ~  ,
"  , c-.'  ',j...!.",  .lIt.. ,;LI.o..,,'  :/.";,,(i,,.I...«.1,..  I.e.,  .,  ~  ...
!J.:fj-;~~;:;:~:;  ("  ';;'"c  C% .increase in,  lit  =  100,  (2nd  estimat~lst)/lst.
;1'.:,[J
c't':.f,j~~,.  ;.  (;  j\!;;;"",::,  ~(~::;.::'lji
Estimation  of  Total  Mortality  from  Mean  Length
When  Reproduction  Occurs  Periodically
,
Methods  for  estimating  the  total  instantaneQus  mortality  rate,  Z,  from  length-frequency  data .
have  been  available  since  Beverton  and  Holt  (1956)  derived  the  formula
K  (L~  -L)  "
..Z  =.'  ~,=~;,:",..,;  ,c,'.iC,.  , ;
t t  -
~  where  K and  L~  are parameters  of  the  von  Bertalanffy  growth  equation,  L  is the  mean  length  of
f  fish  above  L "  while  L I is the  lower  limit  of  length  class in  which  the  animals  are  fully  .yulnerable  to
~  the  sampling  gear.  This. and  other  approaches,  which  ass~me contmuous  recruitmen~(i..e..,  through-
f  out  the  year),  were  reviewed  by  Pauly  (1983)  and  Hoemg  et al.. (1983)  (see alsoWetherall  et al.,
,  Part  I,  this  vol.).
When  recruitment  occurs  once  a year  as a discrete  event,  an analogous  model  can  be derived




.-method  can also be used when recruitment occurs with  other periodicity  if the quantities are
expressed  in appropriate time units (see  also  Damm, Part I, this vol.). Thus,
t / t  max  ffidX
L  =  L:::  NjLj  L  Nj
i = t'  i = t'
L  = ~  e-Zj  Lj / ~  e-Zi
. t'  . t' 1  =  1  =
(~e-Zj  Lj) (1 -e-Z)
=
,
e-Zt  -e-Z(tmax+1)  ...3)
~ where Lj is the mean length at age  i, N j is the number of animals  at ~e  i, and t' and tmax are the
youngest  and oldest ages  fully represented  in the sample.  Note that L, the sample  mean,  is the mean
of those fish whose ages  are fully represented  in the sample.  This implies that one should choose
a left truncation point (L')  that lies in a "trough"  between  two peaks  in a length-frequency  distribu-
tion.
Different growth models  may be substituted for Lj in equation (3), notably the seasonally
oscillating growth model of Pauly  and Gaschiitz  (1979).
If the simple, nonoscillating von Bertalanffy growth equation is selected,  one obtains
Loo  (l-e-Z)  (e-t'  (Z + K)-e-(tmax  + 1) (Z + K» eKto
L=L  -.
00 , (l-e-(Z  + K»  (e-Zt  -e-Z(tmax  + 1»
Finally, if there is no reason  to believe  the older age  groups  are underrepresented,  then tmax can be  I
taken to be infinite  and
,  .





Rearranging this to  eliminate  to gives
~~  =  1-e-(Z  + K)
L  -L  1-e-Z ~
which leads to the  estimator
(e-K  (L-L~)  +L~  -L' ) Z  =  log 4) e  ...
L-L'
Using equation  (2) as an approximation  to  (4) results in a positive  bias whose severity increases
in absolute and relative  magnitude  as L'  approaches L  (Table 3).
Table 3.  Effect  of using an estimator assuming  continuous recruitment  when recruitment occurs at discrete (annual)
intervals. K  = 0.3 year-I;  L~  = 40 cm;  to  = 0 year. Table gives estimates of Z derived from equations (2) and (4).
L' 0 I  I = 1  cm  L  = 15 cm  L  = 20 cm
L  eq. (2)  eq. (4)  % biasa  eq. (2)  eq. (4)  % biasa  eq. (2)  eq. (4)  % biasa
..15.0  1.5  .83  80.7  20.0  .60  .42  42.9  1.20  .71  69.0  ---
25.0  .30  .23  30.4  .45  .33  36.4  .90  .57  57.8
30.0  .15  .12  25  .20  .16  25  .30  .23  30.4
a%  bias = (eq. (2) -eq.  (4»  x 100
eq. (4)
Production  Modelling  Using Mortality  Estimates
Derived  from  Mean Length
If  natural  mortality  rate is compensatory,  then a plot  of  equilibrium  yield  versus total  mortal-
,  ity  rate  may be expected  to  be asymmetrical  and shifted  to  the left.  In this case, transforming  the
~  data may produce  a more  appropriate  model (J. Caddy, pers. comm.).  However, problems  with  param-
f  eter estimation  can artificially  distort  the shape of a production  curve.
If the  Beverton-Holt  mortality  estimator  is used when the periodic  spawning model is more
appropriate,  the  effect  will  be to  widen  the  curve (Fig.  1). The  estimates of  MSY  and natural
mortality  rate (the  left  x-axis intercept)  will  remain relatively  unaffected  but the value 9f  Zo  t can
be~eatly  overinflated.  The curve will  be flatter-domed  making  it  harder to locate  Zopi. ThePvalue
of  Lopt  will  remain unchanged, however.  .
When growth  parameter estimates are unknown,  production  can be modelled  as a function  of
Z/K  by simply plotting  equilibrium  yield  versus (L~  -L)/(L  -L')  (see Csirke and Caddy (1983)  and
Pauly (1984».  A sensitivity  analysis reveals that  errors in the value of L~  are somewhat magnifiedTotal  mortality 
Fig. 1. Production curves generated using two models for estimating mortality. Curve A 
represents the model YEQ = 42'  + 6Z  -  .5.  Assuming that L,  = 40,  K  = 0.3 and L' = 
10,  Z  values were converted to mean lengths using equation 4.  Curve B was generated 
by converting the mean lengths back to Z values using equation (2)  and represents effect 
of  assuming  recruitment  to be continuous and using  estimator (2)  when the estimator 
for discrete recruitment (4)  would be appropriate. 
when estimating Zopt/K: a 10%  increase in the value of L,  caused an 18%  increase in (Z/K)opt 
(Fig. 2). 
Optimum length can be obtained from Zopt/K using the relationship (Pauly 1984)  : 
Thus, Z/K  and  Z?K 
Fig.  2.  Sensitivity  analysis for the value of L,  in the relationship Z/K = 
(L,  -  L)/(L -  L').  One curve uses a value of L,  which is 10% greater 
than  the other. MSY  is little affected while (Z/K),pt  increases by about 
18%. 
Replacing Zopt  by any value of Z allows one to establish the relationship between Z (or Z/K) and 
the mean length of animals above L' in the catch. 
When stock production data are limited or overly noisy, it may be necessary to incorporate an 
independently derived estimate of one parameter in the estimation procedure in order to obtain 
reasonable estimates of the other parameters. For example, the production curve can be constrained 
to have height equal to an estimate of MSY obtained independently from a comparative study. Or, 
the production curve can be forced to have a left X-axis intercept equal to a given value of M or 
M/K. 
Let the production parabola be described by 
where X denotes either Z or Z/K. The parabola has a maximum height of 
-  bZ2 /4bl  + b3 which will be constrained to a value of d using the method of Lagrange multipliers. 
The task is to minimize 
where h is a Lagrange multiplier, by setting the partial derivatives with respect to each parameter 
equal to zero. The resulting system of four equations can be solved simultaneously using Newton's 
method (Hoenig and Hoenig 1986). 
Discussion 
Length-based surplus production modelling is an important new tool for fisheries biologists. 
However, careful attention to technical details is required to avoid insidious systematic errors, 
which will remain undetected if a simple goodness-of-fit criterion is used to assess the validity of a 
model. 
If an inappropriate mortality model or a poor estimate of L,  is used, the stock production 
model may be distorted in shape or shifted in location. Even so, the MSY  can be estimated. If the 
methodology used does not change, then the fishery can be managed on the basis of the relationship 
between equilibrium yield and the X variable since it will remain a simple function of the true 
mortality rate. Difficulties arise, however, when estimates derived from such a production curve, 
such as Zopt and M or Zopt/K and M/K, are taken out of this context and used for other purposes. 
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Abstract 
Methods are presented for estimating F and M from the proportions by length or age of each sex in 
a fish catch, and information on  the total mortality coefficient and of the age at first capture for each sex. 
When dealing with seasonal fisheries, the additional data required are the ages at the end of the first fish- 
ing season and the duration of the fishing season. The methods are supported by programs for HP  67/97 
calculators. 
Introduction 
Sanders (1977 and unpublished data) presented methods for estimating the mortality coeffi- 
cients from data for which the sexes differ in mortalities and/or age at first capture. The data 
requirements include the overall proportions of  each sex in the catch. A development of these 
methods is presented which makes fuller use of the data when the proportions of each sex are 
known for each length or age class. 
The additional data requirements are the total mortality coefficient and age at first capture for 
each sex. When dealing with seasonal fisheries, the ages at the end of the first fishing season and the 
fishing season duration are also required. Programs based on these methods and suitable for use with 
HP 67/97 calculators are listed (see Morgan and Pauly, Part 11, this vol.), along with some worked 
examples based on data simulated from known parameter values. 
Theory 
The methods as programmed are associated with the basic assumption that the sexes share the 
same values of the natural mortality coefficient and/or the fishing mortality coefficient, that is, Fm = Ff or Mm = Mf. Other assumptions are that the mortality coefficients remain constant for 
each time period under consideration and the stock numbers at zero age for each sex and cohort 
are the same. 
Nonseasonal Fishery Method 
The multiple-cohort catch number, Ctd,tm,  of individuals whose ages are equal and greater 
than td,  can be described by the equation 
where F, M and Z are the fishing, natural and total mortality coefficients, No is the number of pre- 
recruits at zero age, tc is the age at first capture and tm is the maximum age (Fig. 1). 
Subscripting separately for males (m) and females (f), the catch number ratio is given by 
(z~-M~)/z~-N~  exp (-~~t:  -  Zf (t:  -if  )) 
-  -  ...  2) 
cm 
d+t rn 
(Zm-Mm)/Zrn  -Nr  exp (-Mm  ty -  Zm (t:  -  ty  )) 
for which it is considered reasonable to assume that N:  =  ~f,  .  This equation can then be used for 
the estimation of catch number ratios for each observed value of both ty and  from predeter- 
mined values of Z,,  Zf,  t:  and t,f ,  and trial values of M when M,  = Mf = M are assumed, or trial 
values of F when Fm = Ff = F are assumed. 
Fig.  1. Diagrammatic representation of  the  changes  in stock  numbers with  age  for a 
multiple of cohorts where the No  for each cohort is constant. The extent of proportional "correlation"  between the estimated and observed catch number 
ratios is used to determine which of the trial values of M or F is the best choice. The parameters 
estimated for this purpose are the coefficient of determination (r2),  the y-intercept (u)  and slope 
(v) as obtained from a linear (geometric mean) regression analysis, and the sum of the squared 
differences between the estimated and observed catch number ratios (XD~).  Ideally, the best choice 
is presumed to occur when the r2 is maximized, u is zero, v is unity, and the CD~  is minimized. 
Seasonal Fishery Method 
For seasonal fisheries it is convenient to consider three separate time periods: from the age at 
first capture to the end of the first fishing season immediately following reading the age at first 
capture; from the end of this season to the end of the next; and from then to maximum age. 
The equations enabling estimation of the catch numbers for each period are as follows: 
Ctd+ts  =  (z-M)/(z-M(I  -  A~)).N,  exp (-M~,-(z-M(I  -  nt))(td -  t,)). 
At 
(1 -  exp(-  (Z-M(l  -  At)) (ts -  td))) 
in which td = t, when td >  t,; 
in which td=ts+(l  -At)  when td < t,+(l-At);  and td-(ts+(l-At))=At  when 
td > ts+1; 
C 
ts+l+t, 
=  (Z-M)/Z.No  exp(-Mtc-(Z-M(l  -  At))(ts -  t,)-  -  3 M(1-  At) 
At  2 
-  (ZM(1  -  At)) -  Z (td-(t,+l+(l -  At)))) 
2 
in which td = ts+l+(l  -  At) when td <  t,+l+(l -  At), 
2  2 
ts is the age at the end of the first fishing season, and At  is the season duration (Fig. 2). Z-M 
Ct~-t~'~-~(~-  nt)  (Ntd NtS) 
Fig.  2. Diagrammatic  representation of  the changes in stock  numbers with  age for 
a multiple of cohorts where the No for each cohort is constant. 
Subscripting separately for the males and females, and combining the catches for the three 
periods gives 
This equation enables estimation of  the catch number ratios for each observed combination of 
t$'  and ti  from predetermined values of Z,,  Zf, t:,  t,',  t:,  t,'  and At  (taken as the same for each 
sex), and trial values of M when Mm  = Mf  = M are assumed, or trial values of F when F,  = Ff = 
F are assumed. 
Again the extent of proportional "correlation"  between the estimated and observed catch 
number ratios is used to determine which of the trial values of M or F are the best choice values. 
The ideal values are presumed to occur when the r2 is maximized, u is zero, v is unity, and the 
ZD~  is minimized. 
Application 
Each of the methods was applied to data simulated from known parameter values. The model 
used for the simulations was such as to enable the life history for each sex to be considered as the 
sum of many small time intervals, each of which could be associated with different parameter 
values. 
The simulations firstly involved estimating the stock numbers at the end of each time interval 
as for a single cohort, from 
N2 = N,  exp (-  (F+M)  At)  .  .  .7) where N1  and N2 are the stock numbers at the beginning and end of the chosen interval of duration 
At. The catch numbers during each interval were then estimated from 
C = F/Z (N, -  N,)  ...  8) 
The number (No) at the beginning of the first time interval was taken as 10,000. 
These estimated catch numbers for each sex, plus known parameter values (Z,  ,  Zf, t::  t:,  etc) 
were used with the relevant program to  provide estimates for the natural and fishing mortality co- 
efficients. The validity of the methods was then judged on the basis of a comparison of the esti- 
mated and known values for F and M. 
Results 
The known parameter values used with respect to  each data simulation are given in Tables 
1  and 2, along with the estimates obtained for the mortality coefficients. In Examples 1,3,  5 and 
7 where the  M,  = Mf assumption is valid, close agreement was established between the known and 
estimated M values. Similarly, in Examples 1,2,  5,6  and 8 where the F,  = Ff assumption is valid, 
close agreement was established between the known and estimated F values. 
In all cases where the assumptions were invalid, such as Examples 2,4,6 and 8 in the M,  = 
Mf assumption, and Examples 3 and 7 in the F,  = Ff assumption, obviously unrealistic estimates 
were obtained for the mortality coefficients. No solutions were possible in the case of Example 4 
where F,  = Ff is assumed. 
The "correlation"  parameters which proved most useful for identifying the best choice esti- 
mates for the F and M values were v and ZD2.  The single exception was for Example 8 where F, 
= Ff is assumed, and for which the best choice was decided entirely on the value of v. The param- 
eters r2 and u were found not useful in isolation from the other parameters. 
Discussion 
On the basis of these results, it appears that both the non-seasonal and seasonal methods are 
useful in providing estimates of the mortality coefficients, provided the underlying assumptions are 
adequately met. The only situation in which it was not possible to obtain solutions occurred when 
tz = ti with the F,  = Ff assumption in Example 4. 
The latter can be readily understood from the simplification of equation (2). When F,  = Ff 
and ty = tr ,  this equation becomes 
f 
Ctc+tm /CYC+tm = Z,  IZ,.N~/N;  exp (zrnt7 -  zft;) 
for which the right hand side is constant for all values of F. 
The above limitation does not apply to  the method applied to a seasonal fishery. In Example 
8, t?  = t:  with the F,  = Ff assumption, yet a solution could be obtained for F. It is suspected, 
however, that in most cases where t?  = t:  ,  problems will occur when identifying the best choice 
F and M values. As mentioned earlier, the parameter ZD2 was not a good indicator for Example 8, 
whereas it had been for all the others. 
A positive aspect of the method is that the results themselves provide a basis for deciding 
whether the assumption F,  = Ff or M,  = Mf is valid. In all the examples where one of the assump- 
tions was known to be invalid, obviously unrealistic best choice estimates were obtained in associa- 
tion with the invalid assumption, and correct estimates in association with the valid assumption. 
In Examples 4 and 8 where each of F,  = Ff and M,  = Mf were valid, correct best choice 
estimates for the mortality coefficients were obtained in both assumptions. Although this was not 
tested, it is suspected that when neither assumption is valid, this may not always be indicated by 
the output of obviously unrealistic estimates of the mortality coefficients. In such circumstances it will not be possible to determine a single best choice solution for the 
mortality parameters. It is possible to obtain an array of solutions, many of them being clearly 
unrealistic, The approach would be to apply the method (based on equation 2 or 6 as appropriate) 
with a range of realistic values for, e.g., M,  ,  and by trial and error determine the associated values 
of Mf (and hence F,  and Ff) for which there is agreement between the estimated and observed 
length- or age-frequency distributions. 
Concerning the other assumptions, it is important that the No  for each sex and cohort be 
reasonably constant; a somewhat similar method by Caddy (1984) is less restrictive in this sense. 
Table 1. Known parameter valuesa and estimated mortality coefficients associated with applying the non-seasonal 
fishery method. 
-  - - -- -- -- 
Estimated mortality coefficients 
Known parameter  when 
General  values  M  = Mf  assumed  F  = Ff assumed 
description  Males  Females  M~KS  Females  ~aKs  Females 
Example 1 
Fm =  F 
f 
Mm  =  Mf 
t:  # t: 
Example 2 
Fm  =  Ff 
Mm '  Mf 
t;  # t: 
Example 3 
Fm  * Fi 
Mm  =  Mf 
t;  # tf 
Example 4 
Fm =  Fi 
Mm '  Mf 
t;  =  tf 
solutions unrealistic 
solutions unrealistic 
tc=1.166  'solutions  unrealistic  'no  solutions 
all examples (see Morgan and Pauly, Part 11, this vol.), where the catch numbers are grouped by length inter- 
vals, the values used for the von Bertalanffy growth constants were: L,  = 25.0, K = 0.4 and to = -0.5. Table 2. Known parameter valuesa and estimated mortality coefficients associated with applying the seasonal fish- 
ery method. 
Estimated mortality coefficients 
Known parameter  when 
General  values  M  = M,  assumed  Fm = Ff assumed 
description  Males  Females  ~acs  Females  Males  Females 
Example 5 
Example 6 
Fm =  F, 
Mm  +.  Mf 




ty  =  tb  ts=1.916  ts=1.916  solutions unrealistic 
At = 0.666 
solutions unrealistic 
'In  all examples (see Morgan and Pauly, Part 11,  this vol.), where the catch numbers are grouped by length inter- 
vals, the values used for the von Bertalanffy growth constants were: L,  = 25.0, K = 0.4 and to = -0.5. Equal numbers of males and females at zero age would seem to be reasonable in respect to a single 
cohort. Where it is not reasonable between cohorts, an attempt should be made to minimize the 
likely error by applying the methods to the catch number distributions for a combination of years. 
This combining of data should be for years in which F, M, t,,  etc. have remained reasonably con- 
stant. 
Problems with the No not being the same will be most acute for fisheries based on few cohorts. 
Where the number of cohorts represented in the catches is large, differences in the No is likely to 
have a negligible effect on the estimates for the mortality coefficients. 
Another safeguard from using catch numbers relevant to a relatively large time interval (at 
least a year) is to ensure that the observed proportions by sex in the catches accurately reflect the 
proportions in the sea. This would be necessary when the sexes exhibit short-term differences in 
their vulnerabilities to capture. 
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Abstract 
A technique is described which enables data on length-at-age to be incorporated into the ELEFAN 
I method of length-composition analysis. It is shown that by utilizing this additional information in 
a single assessment method, several important advantages result.  Firstly, the resolution within the 
ESP/ASP response surface of ELEFAN I is improved, resulting in the ability to identify parameter values 
even when the response surface has extensive "plateaus"  or multiple peaks. Secondly, a test of con- 
sistency between the length-at-age and the length composition is possible and one such test is described. 
As an example of the application of the new technique, data on hamra (Lutjanus coccineus) taken 
in Kuwait waters in 1983 has been used and the optimal sampling strategy for this species considered. 
Introduction 
Length-based stock assessment methods are being increasingly used in fish stock assessment, 
not only in instances where age composition is unavailable (Morgan 1985)  but also where age com- 
position either exists or is easily collected. The rationale behind this latter use of length-based 
methods is that it is generally assumed or has been shown (Morgan 1984)  that assessment based 
on easily collected length composition samples is more cost-effective than those based on the more 
tedious and time-consuming methods of fish aging, although as J.A. Gulland (pers. comm.) points 
out, comparisons between the costs of assessment based on length composition data and those based 
on age composition data should take the relative precision of the two approaches into acccount. 
The division of assessment methods into those based on length composition data and those 
based on age composition data is essentially an artificial one since, if  data on both parameters 
*Present address: c/o  W.A. Marine Research Laboratories, P.O. Box 20, North Beach 6020, W.A., Australia. exist, transformation of the various equations from length-based to age-based is, mathematically, 
a trivial conversion. Such conversion, in practice, is carried out via some type of growth equation 
(usually von Bertalanffy) relating age and length. Kirkwood (1983) has used joint maximum likeli- 
hood estimation procedures to estimate growth curve parameters from length increment and age- 
length data. 
The continued separation of assessment methods into these two largely artificial classes also 
has important practical disadvantages. 
Firstly, and most importantly, by treating age and length-based assessments as independent 
entities, a loss of information and consequent loss of precision in the assessment results when com- 
pared with an assessment which uses all the information available on length and age. If both age 
and length data are available, separation of the two assessment procedures, therefore, results in two 
less precise assessments (from which the fisheries biologist usually has to choose the most "realistic") 
rather than a single more precise assessment. 
Secondly, separation of the assessment techniques does not allow a direct comparison of the 
length and age composition data for consistency. If  the two data sets are very inconsistent, the 
separate assessments based on these data will probably diverge significantly, again leaving the choice 
of the most realistic assessment to the judgment of the fisheries biologist. 
Thirdly, separation of the assessment techniques does not allow an evaluation of the most 
appropriate mix of data to be collected for stock monitoring and assessment purposes. For example, 
estimates of the resultant increase in precision of the various growth and mortality parameters used 
for assessment can be made if  the sampling intensity of age composition data is increased. Likewise, 
some estimate of increased parameter precision can be made if  sampling intensity of length com- 
position data is increased (although this is generally more difficult). However, the separate assess- 
ment approaches do not allow an examination of the effects on parameter estimation of simul- 
taneous changes in collection intensity of age and length composition data. The optimum sampling 
strategy for assessment of a particular fish stock cannot, therefore, be easily determined. 
The purpose of this contribution is, therefore, to examine ways by which age composition data 
can be incorporated into the various length-based assessment methods to produce estimates of the 
growth parameters (and, therefore, the mortality rates) of a fish stock. As an example of the appli- 
cation of this integrative method, length and age composition data of red snapper or hamra (Lutja- 
nus coccineus = L. malabaricus?) from Kuwait has been used to derive estimates of the growth 
parameters necessary for stock assessment purposes. In addition, the question of optimal sampling 
strategy for stock assessment purposes is examined. 
Methods 
Two of the more common length-based stock assessment methods are the length-based cohort 
analysis and virtual population analysis (VPA) techniques (Jones 1979  and 1981;  Pauly 1984)  and 
the ELEFAN I program of Pauly and David (1981).  The first of these methods uses catch at length 
data from one instant in time to produce estimates of ~opulation  size and mortality rates while the 
ELEFAN programs utilize a restructured time series of length-composition data to estimate both 
growth parameters and mortality rates (see Morgan and Pauly, Part 11, this vol. and other contribu- 
tions in this volume for other aspects of the ELEFAN package). 
Pauly (1984) has shown that VPA can be easily modified to accommodate catch-at-length data 
and, more importantly, points out why such length-related VPA should be used in preference to the 
approximate (but, computationally  simpler) length-related cohort analyses technique of Jones 
(1979). It is likely, however, that the conclusions reached with respect to length-related VPA will 
also apply to its approximation, cohort analysis. 
If  two data sets are available (one catch-at-age with x age intervals and one catch-at-length with 
y length intervals), these may be combined with length converted to  age using the appropriate growth 
equation. This, however, results in a combined data set of x+y+l  intervals with x+y values of catch. 
Values of catch for each interval in this combined data set cannot, therefore, be calculated from the 
information on catch in each agellength interval contained in the two data sets. However, if  the two sets cover different ranges of the agellength composition of the catch (so 
that the total catch for the range considered in each data set is different), the totals of the two data 
sets may be used to produce x+y+2 values of catch for x+y+l intervals. This set of  simultaneous 
equations may, therefore, be solved to produce a catch for each interval of the combined data set. 
Data on age at length can also be usefully incorporated into the ELEFAN technique in several 
different ways. 
First, the data can be used to calculate an absolute value of to rather than a relative value. 
This may be done by using the inverse of the seasonally oscillating von Bertalanffy growth equation 
although it should be recognized that, if  there is an extensive distribution of ages-at-length, such a 
technique may give a quite different (and inappropriate) value of  to than that calculated from 
length-at-age data. Jones (1981 and Part I, this vol.), Laurec and Mesnil (Part I, this vol.) and 
Majkowski et al. (Part 11, this vol.) have provided useful discussions on the errors in growth param- 
eter estimation generated by the two-dimensional distribution of ages and lengths. If there is more 
than one point estimate of age and length available, perhaps the most appropriate method of esti- 
mating to is to utilize the other (known) von Bertalanffy growth parameters K, L,,  C, WP  and D 
(see Pauly and David (1981) and Pauly (Part I, this vol.) for parameter definitions) to determine, 
using an iterative technique, the value of to at which the sums of squares of the deviations of the 
length-at-age  data is minimized. This technique has been used in the example following. 
Second, the point estimates of age and length can also be used in an analogous way to the 
series of length composition data to estimate, for any set of growth parameters, the proportion of 
the total agellength observations through which the growth curve passes. This is equivalent, in 
Pauly and David's (1981) terminology  of estimating an ESPIASP ratio for the agellength data. 
The growth curve which provides the best fit to both the length composition and the age/ 
length data sets will, therefore, be that curve which maximizes not the length-related ESPIASP ratio 
but that which maximizes the expression (ESPIASP + Pa) where Pa is the proportion of the total 
agellength data through which the curve passes. 
Table 1. Age and length data for hamra (Lutjanus coccineus) taken in Kuwait 1983. Tests of normality were carried 
out by using a chi squared distribution to test the differences in observed and expected (on the basis of a normal 
distribution) frequencies. NT = test not possible; * = significantly different at 5% level; **  = significantly different 
at 1%  level; NS = not significantly different. 
Age at length  Length at age 
Length  Mean  Standard  Normality  Age  Mean  Standard  Normality 
group  age  deviation  test  group  length  deviation  test 
(cm TL)  (em) This technique avoids the statistical complications of comparing stochastic age-at-length with 
length-at-age data although the distribution of, particularly, ages-at-length needs to be considered 
in providing an adequate sample of the agellength data. This will be further considered below. 
Thirdly, a test for consistency between agellength data and the set of length composition data 
can be devised. Since the two data sets should be related through a growth curve, it follows that any 
given growth curve should, if the data sets are consistent, fit both data sets equally well (or badly). 
A simple test for consistency is then the correlation between the goodness of fit of a series of 
growth curves to the length composition data (from the ESP/ASP ratios) and to the agellength data 
(from the values of Pa). Such a test can be carried out in the course of the iterations preceding the 
identification of the maximum value of (ESPIASP + Pa). 
The agellength data can also be used to test some of the assumptions inherent in the ELEFAN 
and other techniques. For example, recent methods of  size composition analyses (Schnute and 
Fournier 1980; Fournier and Breen 1983)  involving simultaneous estimation of growth and mortal- 
ity parameters assume a normal distribution of length-at-age. For Lutjanus coccineus taken in 
Kuwait in 1983,  this was shown to be an unrealistic assumption although age-at-length data were 
normally distributed (Table 1). 
Similarly the ELEFAN I program assumes that the peaks in a series of restructured length com- 
position data represent age groups (usually year classes). Such an assumption can be tested if  age/ 
length data are available and more importantly, if  shown to be invalid, the age/length data can be 
utilized to dissect a peak into its component age groups. 
This dissection can be done in several ways but perhaps the simplest is to first use the age/ 
length data to estimate the distribution of ages in the length sample. If this is normally distributed 
(Table 1  indicates that such age-at-length data are normally distributed in catches of Lutjanus cocci- 
neus taken in Kuwait in 1983),  then the expected cumulative number of age groups, Ai, in length 
interval i will be a function of the deviation D from the mean age, the sample standard deviation, 
S and the sample size, n, according to the t distribution (or the normal deviate if  n is large). Since 
tp,,  = D/S, it follows that 1-p of the age groups within a length class will fall within 2Stp,,  of the 
mean. Weighting of the raw, restructured frequencies by l/Stp,,  (or 1/S if  sample sizes are suffi- 
ciently large), therefore, takes into account the possibility that the frequency of any length class 
comprises contributions from a number of different age groups. 
Other tests of assumption according to specific requirements may also be devised. 
Application of the Modified ELEFAN Technique to Data 
from Kuwait's Snapper Fishery 
Both monthly length composition data and age/length data are available for hamra (Lutjanus 
coccineus), a red snapper which is taken commercially by fish traps in Kuwait and for which land- 
ings over the last few years have averaged around 1,000 tonnes, representing some 18%  of Kuwait's 
total fish landings. Harnra is characterized by being a very long-lived species with fish up to 46 years 
old (as determined from otoliths) having been recorded. The growth rate is such that at the larger 
sizes a 5-cm length interval may consist of up to 25 separate year classes, although a 5-cm length 
interval at the smaller sizes after recruitment usually consists of a single year class (see Table 1). 
As a result, modes in the length composition samples are not clearly defined and the additional 
information provided by the age/length data might, therefore, be expected to reduce the uncertainty 
inherent in the application of a purely length-related approach to assessment of such a stock. 
A modified version of the ELEFAN I program was used in a joint analysis of the length com. 
position and agellength data by incorporating into the ELEFAN I program a routine for maximizing 
the value of (dl .  ESP/ASP + d2  Pa) where Pa is the proportion of the total agellength data points 
through which a given growth curve passes, ESP and ASP are as defined (Pauly and David 1981  and 
Pauly, Part I, this vol.) and dl and d2  are weighting factors which determine the relative influence 
of the length composition and agellength data. The value of dl is set either at 0 (which results in 
length composition data being ignored) or 1. If dl = 0 then d2  = 1  and if  dl = 1  then d2 2  0. A value of  d2  = 0  and  dl = 1  results in 
length data being ignored in the analyses while dl = d2  = 1  results in equal weighting being given to 
the two data sets. The values of dl and d2  are required inputs into the maximization routine and, 
in the present example, dl was set at 1  and d2  values of 0 to 2 in step sizes of 0.1 were tested. 
Measures of the degree of consistency between the length composition and the agellength data 
sets were calculated from the linear correlation coefficient between dl ESP/ASP and d2  Pa for a 
series of growth curves as described earlier. 
VPA analyses were not used with the hamra data sets since the extension of length-related 
VPA to include agellength data appears trivial. 
Computer programs in HP BASIC, designed to run on an HP 9845 microcomputer, are avail- 
able for the joint analyses of length composition and agellength data using this modification of 
ELEFAN I.a 
Results 
LENGTH COMPOSITION AND AGEILENGTH DATA 
Age and length data were available for 519 fish taken during 1983  covering a size range of 
15-80 cm total length (TL).  Table 1  presents the essential characteristics of this data set. Ages were 
adjusted to take into account the sampling month relative to a nominal birthday of 1  January, so 
that, for example, a 2+ fish sampled in February was assigned an age of 2.125 years. From Table 1, 
it is apparent that in the majority of cases, age data were normally distributed within a length class 
whereas length data were generally not distributed normally within year classes. 
Length composition data were available for each month of 1983  with monthly sample sizes 
ranging from 115  to 656 fish. The data were grouped into 5-cm length intervals for further analysis. 
APPLICATION OF THE ELEFAN TECHNIQUE 
TO SIZE COMPOSITION DATA 
The value of d2  was set at 0 and dl at 1  for this analysis. The modified ELEFAN I program, 
when applied to the 1983 monthly set of  length composition samples of  hamra, resulted in an 
optimum value of the ESPIASP ratio of 0.711 with the following parameters: 
These parameters differ somewhat from those previously calculated using data for 1982 
(Morgan 1984) with the differences probably reflecting sampling errors in the collection of the 
length data. 
aEditor's note: Brey and Pauly (1986) have developed versions of this routine for Apple I1 (CP/M), or IBM 
PC and their compatibles (see Program Number 5 in Morgan and Pauly, Part 11, this vol.). CALCULATION OF GROWTH PARAMETERS 
USING LENGTH-AT-AGE DATA 
The value of d2  was set at 1  and dl at 0 for this analysis. This resulted in a growth curve with 
the following parameters: 
[WP and C refer to seasonal growth oscillations; see Gaschiitz et al. (1980) and Pauly, Part I, this 
vol.] 
At this point, the value of Pa was 0.353. 
JOINT ANALYSIS OF  LENGTH AND AGE DATA 
With dl set at 1.0, values of d2  between 0.1 and 2.0 were tested and the parameter combina- 
tion which maximized the value of (dl .  ESP/ASP + dB  Pa) identified for each d2  value. 
Table 2 presents these parameter combinations together with those for the length composition 
and agellength data. It is apparent from Table 2 that even small weightings of agellength data (i.e., 
Table 2.  Parameter combinations which maximized the value of (dl  ESPIASP + d2 Pa) for various values of dl and 
d,.  See text for symbol explanations. 
d1  d2  K  L,  (4  WP  c  to  Comments 







Only age data 
aEqual weighting of age and length data. 
values of d2  > 0.3) result in the optimum parameter combination moving away from that identified 
on the basis of length data alone, to rapidly reach values more in accordance with those based on 
the agellength data set. This, therefore, indicates that even a small amount of agellength data would, 
in combination with the length composition data, be sufficient for improving the resolution within 
the ESPIASP response surface. The most appropriate weighting of length composition and agellength data has, in this instance, 
been taken as dl = 1  and d2  = 1  (i.e., equal weighting of the two data sets). The parameter combina- 
tion which maximized the value of (dl . ESP/ASP + d2  Pa) at these values of dl and d2  was, from 
Table 2: 
At this point, the value of the ESPIASP ratio for the length composition data was 0.694 (com- 
pared with the optimum of  0.711 when the length data were considered alone) and the value of Pa 
for the age composition data was 0.267 (compared with 0.353 for the parameter combination at the 
point of best fit of the length-at-age data). This low value of Pa no doubt reflects the high variability 
of length-at-age data, particularly for ages 2 to 6 (Table 1). 
As a test to determine whether the value of Pa for any given growth curve reflects the good- 
ness of fit of that curve to the length-at-age data, a number of growth curves were fitted and both 
the value of Pa and the proportion of variation accounted for (R2) by the curve calculated. The 
relationship between these two quantities is shown in Fig. 1  from which it is apparent that the value 
of Pa is closely related to the variation accounted for (R~  = 0.907, df = 20, P < 0.001) and, hence, 
provides an adequate measure of the goodness of fit of  a growth curve to the agellength data. 
Using the correlation between 15  sets of ESPIASP ratios and values of Pa for a range of growth 
parameters, a test of consistency between the two data sets was carried out as previously described. 
This resulted in a value of R, the correlation coefficient, of 0.798, indicating that the two data sets 
were consistent with each other at the 5% level. 
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Fig.  1. The relationship between Pa  (the number of length-at-age data points accumu- 
lated  by  a single growth curve expressed as a proportion of the total number of avail- 
able  data points) and  R~ (the amount of variation accounted for) for various growth 
curves of hamra Lutjanus coccineus taken in Kuwait in 1982. The significant relation- 
ship indicates that Pa  is an adequate measure of the goodness of fit of a growth curve 
to the length-at-age data. The importance of carrying out this test over a suitably wide range of growth parameter values 
(particularly K and L,)  was highlighted during preliminary running of the program when restricting 
the parameter values to narrow ranges sometimes resulted in the two data sets being indicated as 
significantly inconsistent. This Was  a result of either or both data sets being constrained to areas 
where local optima existed, hence  giving spurious results. It, therefore, appears important to con- 
duct the test of consistency over as wide a range of realistic growth parameter values as possible. 
Fig. 2 shows the growth curve estimated from the two data sets together with the set of size 
composition data and the observed mean lengths-at-age for the dominant year classes. 
Fig.  2. Seasonally oscillating growth  curve  fitted  to the combined length  composition and 
length-at-age data for hamra Lutjanus coccineus taken  in Kuwait  in  1983. The monthly size 
composition data are  shown along the vertical axis while the mean lengths-at-age (based on a 
varying number of observations) each month are indicated by a dot. 
Discussion 
The estimation of growth parameters is critical in the application of any length-based stock 
assessment procedure since it is this growth curve which provides the link between length data and 
the time base. Its use in converting lengths to either relative or absolute ages enables subsequent 
estimation of time-related mortality rates, essential inputs for fisheries stock assessment purposes. 
The estimation of these critical growth parameters from length composition data for hamra 
(Lutjanus coccineus) in Kuwait provided values which were not in accordance with observed data 
on length-at-age. The reason for this discrepancy is readily apparent when the values of the ESP/ 
ASP ratios derived from the ELEFAN technique for various growth parameter inputs are examined 
(Table 3). The response surface, of which Table 3 shows a part, has a broad "plateau"  over a range 
of K and L,  values with a series of local optima. The maximum value of the ESPIASP ratio selected Table 3.  Values of the ESP/ASP (x 1,000) ratio derived using the ELEFAN I program  of Pauly and David (1981) 
for various values of growth parameters, K and L,  of hamra  (Lutjanus  coccineus)  taken in Kuwait in 1983. Values 
of the other growth parameters are  C = 1.0, WP  = 0.1. Dotted line indicates the extensive "plateau" in the ESP/ASP 
response surface. 
-  -  --  - 
L,  (cm TL) 
86  88  90  95  100  105  110 
by the ELEFAN I program was one of these local optima which was marginally higher than some of 
the other local optima (see also Rosenbergand Beddington, Part I, this vol.). Unfortunately, the point 
selected did not reside in the region of the correct growth parameter values. The value of incor- 
porating the additional information provided by the agellength data into the analysis was that these 
data could be used to identify which of the local optima of the ESPIASP response surface more 
closely corresponded to the correct growth parameter values. 
The identification of the "correct"  local optimum on the ESPIASP response surface could not 
have been achieved for hamra without some length-at-age data since the large number of year classes 
and the variability of length within a year class (Table 1)  tended to obscure definitive peaks in the 
length composition data and so lead to "plateausy7  in the ESPIASP response surface. Such a prob- 
lem might not be so important in fish where either the variability in length within a year class is 
small and/or there are few year classes. For example, the ELEFAN I program identified almost 
identical growth parameters as those calculated from length-at-age data for the short-lived, fast- 
growing newaiby (Otolithes argenteus) in Kuwait (Morgan 1984). 
The question of how much and what type of length-at-age data is required to support an 
analysis based on ELEFAN I of length composition data (or more broadly, what mix of length and 
age data is desirable to evaluate growth parameters) requires further examination. 
Firstly, if  only a single point of length-at-age data is available or if  multiple observations of 
length at essentially the same age exist, little can be achieved apart from calculating a value of to. 
However, if  observations of length at  various ages are available, these data can be incorporated into 
the ELEFAN I program as described earlier. 
The degree to  which such length-at-age data is useful in describing the growth curve will depend 
not only on the number and range of observations available but also on the variability of length at 
any age. At ages where length variability is great, a greater number of observations of length at that 
age will be needed to adequately define the distribution of length while, conversely, a smaller num- 
ber of observations should be required to define the length distribution at ages where length variabi- 
lity is small (usually the younger ages). 
Therefore, the first steps in designing a sampling program to gather growth information might 
usefully be a large-scale, shortduration collection of  length-at-age data designed to measure the variability of length-at-age  as well as an examination of the ESPIASP response surface derived by 
the ELEFAN I program from the length composition data. If  such a response surface has extensive 
plateaus, it may reasonably be assumed that definition of the growth parameters will rely more 
heavily on the length-at-age  data than it would if  the surface showed an obvious peak. Data on length 
variability at age and the number of age groups in the population can then be used to determine 
the number of samples needed to define the growth curve to the required level of precision. 
It should be noted that, unless the length composition and length-at-age data are inconsistent 
(which indicates a sampling problem), the ESPIASP response surface should include the "correct" 
growth parameter combination in a plateau or peak. The role of length-at-age data might, there- 
fore, be viewed as locating, within that pleateau or peak, the most appropriate set of growth param- 
eters and, hence, improving the resolution of those parameters. Sampling intensity of length-at-age 
data, therefore, need only be sufficient to identify the growth parameter combination within the 
range encompassed by the ESPIASP plateau and, if, as is usual, variability in length at the younger 
ages is small, collection of a small amount of length-at-age  data for the younger age groups may 
well provide sufficient information to achieve this.  I 
The final choice of an adequate sampling system will obviously be species-specific  and should 
take into consideration not only the sampling intensity for length composition and length-at-age 
data (after taking into account the variability of length-at-age)  but also the costs involved in collect- 
ing such data. However, by combining length and age composition data into one analysis, the 
sampling intensity required to reach any given level of precision will be less than that required in 
carrying out separate analyses on the two data sets. 
The incorporation of length-at-age  data into length-based assessment methods (principally the 
ELEFAN I program) has, therefore, allowed a more realistic identification of growth parameters for 
hamra in Kuwait waters than was possible using length data alone. The technique appears efficient 
in that it makes use of a large proportion of the information content in the length and age data 
and, hence, provides significant advantages (such as data consistency tests and possible reduction 
in  sampling intensity) over treating the two data sets as independent entities. Further work is 
needed both to extend this technique to mortality estimation procedures and to examine the use 
of joint maximum likelihood methods in analyzing combined sets since the general principle of 
data integration and joint analyses appears worthy of further investigation. 
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Abstract 
A review of the biology and stock assessments of three species of shrimps important in Kuwait 
(Penaeus semisulcatus, Metapenaeus affinis  and Parapenaeopsis stylifera) is presented, with emphasis on 
their growth parameters and mortality rates, and on the use of ELEFAN I and I1 for estimation of these. 
The major result obtained is the evidence for a relative stability of growth parameters, and for a strong 
dependence of natural mortality rate on predator stock sizes. 
Of all methods used to  date in Kuwait, the ELEFAN programs were the most flexible and provided 
the most reliable estimates of growth and mortality. However, successful application of the programs 
presupposes and must rest upon a good understanding of the biology and life-cycle of the species studied. 
When such previous knowledge does not exist, preliminary inferences based on application of ELEFAN 
I and I1 must be confirmed by subsequent biological studies. 
Introduction 
Assessment of stocks of short-lived aquatic organisms, such as squid (Pauly 1985) and shrimp 
(Mathews and Abdul-Ghaffar 1986) presents special problems. These are particularly acute when, 
as in the case of shrimp, it is impossible to carry out aging by examining the harder parts of the 
body. In spite of these difficulties, it is often necessary to provide timely and accurate advice on 
the management of such stocks, many of which are very valuable. This is particularly true when 
there is strong evidence of a long-term decline in recruitment, as has been shown for Kuwait's 
shrimp stocks (Morgan and Garcia 1982). Mathews and Abdul-Ghaffar (1986) describe the results of shrimp stock assessments carried 
out in Kuwait. A two-pronged approach was adopted: catch-and-effort data obtained from inter- 
views with fishermen and from fishing companies' records were used to construct a surplus yield 
model. At the same time, biological data were used to provide estimates of growth and mortality 
parameters and a dynamic pool model was applied to the shrimp populations. Results showed that 
management advice obtained independently by application of these two models was similar even 
though the databases and analytical techniques employed were entirely different. This analysis 
pinpointed the levels at which biomass yield and economic yield could be optimized (-6,500  and 
-3,000  standard days fishing per year, respectively, which is much less than the present level of 
-10,000  to 12,000 days per year). The dynamic pool analysis used was based on estimates of 
growth and mortality rates obtained by a combination of techniques (Mathews and Al-Hossaini 
1984),  most of which have been used in other fisheries with varying degrees of success. In 1982, 
it was decided that ELEFAN-based techniques (Pauly and David 1980; Pauly 1982) should be 
applied to Kuwait shrimp, together with the techniques used traditionally. The object of this paper 
is to report on some of the results of the work conducted since. 
Methods 
TRADITIONAL METHODOLOGY 
Growth rates were determined using traditional modal progression analysis (Mathews and Al- 
Hossaini 1984). Von Bertalanffy growth curves were fitted to size-at-age  data so obtained. Matura- 
tion of  female shrimp was quantified using gonadal index (Al-Hossaini 1981; Shoushani 1985). 
These data were combined with data obtained from sea surveys of R/V Oloum I, and with data on 
catch,  effort and catch per unit effort obtained through monthly interviews from 1978  to 1984. The 
life cycles of Penaeus semisulcatus, Metapenaeopsis affinis and Parapenaeopsis stylifera were studied 
by Mohammed et al. (1981b),  Mathews (1982b, 1982c),  the Food and Agriculture Organization 
(FA0 1982), and Mathews and Al-Hossaini (1984). Using the data presented in these reports, it 
was possible to determine the number of shrimp of each sex and species in each cohort for each 
month from 1978  to 1981  after catch rates in the artisanal fishery were adjusted for the effort ex- 
pended in each month. Time at recruitment was fixed for each cohort, usually in April or May for 
the "spring"  spawning cohort. The resulting plots were then used for estimating total mortality by 
fitting a semi-logarithmic regression. However, Mathews and Al-Hossaini (1984), who carried out 
this work, expressed dissatisfaction with the results obtained and were concerned with possible 
biases in estimates of growth parameters (particularly K) and the effects that these might have on 
estimates of M obtained by Pauly's (1980)  technique. Attempts to estimate M by a plot of Z on 
total effort failed because the data produced an apparently random scatter. All commercial size 
categories referred to below were converted to carapace length using morphometric data in Farmer 
(1980). 
RECENT SIZE-BASED TECHNIQUES 
OTHER THAN ELEFAN 
The need for size-based assessments in fisheries research was noted by Mathews and Mead 
(1971). Mathews (1974) tried various techniques, including analysis by the methods of Cassie 
(1954) and the NORMSEP computer program (Abramson 1971).  Mathews found these techniques 
useful but less satisfactory than aging by established techniques. The need for more reliable size- 
based assessment techniques led to the development of a size-based cohort analysis (Jones 1981) 
which was applied, following a suggestion by A.S.D. Farmer, to Kuwaiti shrimp data by Jones and 
van Zalinge (1981). 
The technique of Jones and van Zalinge (1981) is based on the availability of L,  and K esti- 
mates. The appropriate von Bertalanffy parameters derived for P. semisulcatus and M. affinis by 
modal progression analysis were used in each case. This procedure was applied to the dhow and 
industrial fisheries separately and combined, so the effects on the resulting estimates of including the dhow landings could be determined. The authors had excluded the dhow landings from their 
analysis. Because of this, their technique provided mortality estimates that theoretically apply only 
to a very narrow size range (-5  mm CL). It was hoped to widen the size range and to obtain mortal- 
ity estimates applicable to the whole of Kuwait's fisheries and shrimp species, not just the industrial 
landings and P. semisulcatus. 
ELEFAN-BASED ASSESSMENTS 
The size-based stock assessment techniques called ELEFAN 0, I and I1 have been described 
by Pauly and David (1980) and Pauly (1982b), while Pauly (1980) should be consulted for his 
method for estimating M from values of L,  and K (the  von Bertalanffy growth parameters) and 
the mean water temperature (T). The ELEFAN package of methods has been applied by Morgan 
(1985), Samuel and Morgan (1984) and Baddar and Morgan (1984)  to Kuwaiti fish populations; 
Mathews (Part I, this vol.) discusses the results of stock assessment of long-lived organisms (5-45 
years) separately. Estimates of natural mortality obtained by Pauly's equation are here referred to 
as Mp while the symbol M is reserved for natural mortality measured using the traditional tech- 
niques (e.g., through a plot of Z  on effort, or using Z -  F). 
Results 
GROWTH RATES AND LIFE CYCLES 
OF KUWAITI SHRIMP 
Table 1  presents growth parameters obtained using model class progression analysis for P. 
semisulcatus, the dominant species in Kuwait's landings, and for M. affinis and P. stylifera, the two 
other commercially important species. 
Fig. 1  depicts the growth of male and female P. semisulcatus in Kuwait. Two spawning seasons 
and two cohorts occur annually; spring recruits enter the fishery in May and June and spawn in 
Table 1.  Von Bertalanffy growth parameters for Kuwait's three main commercial species of shrimp for the 1978-1979  to 1981-1982 
growth seasons, based on modal progression analysis. Adapted from El-Musa (1984)  and Mathews (1982a). 
1978-1979  1979-1980  1980-1981  1981  -1982  Mean values 
K  K  K 
Summerwinter 
d  24.2  0.9774  -  -  27.5  0.3861  -  25.8  0.68 
0  30.0  0.4197  -  -  25.2  0.9774  -  -  -  1  27.7  0.70 
M. affinis 
Spring 
d  -  -  -  -  29.9  0.4214  31.3  0.3022 
0  30.9  0.2792  34.4  0.2295  34.0  0.5312  27.3  0.3680 
28.6  0.34 
32.8  0.38 
P.  stylifera 
d  -  -  -  -  25.0  0.1493  29.0 
0  -  -  -  -  30.1  0.1709  29.9  0.1485 
Summerwinter 
d  31.2  0.2300  33.4  0.9054  -  -  -  32.6  0.57 
0  39.7  0.2282  -  -  -  -  -  -  -  I  39.7  0.23 
30.0  0.16 
P.  semisulcatus 
Spring 
d  33.3  0.2941  34.4  0.1670  39.8  0.2185  37.6  0.1685 
0  54.5  0.1180  58.1  0.0932  -  -  72.7  0.0892 
36.3  0.20 
56.3  0.10 September to  October, whereas autumn recruits enter the fishery in September, October or Novem- 
ber and spawn the following April or May. This life cycle is discussed fully in Mathews (198213)  and 
FA0 (1982).  Data from 1981  to 1984  confirm these results. 
Fig. 2  shows a schematic life cycle for M.  affinis based on available data on the life, growth 
and spawning of this species. M.  affinis females mature sexually at sizes greater than -  20  mm cara- 
pace length (CL)  and recruit from May to August at 18-20  mm. Selection experiments using a cod 
end cover of full mesh size -  5 mm provided large samples of small shrimp during April, May and 
June in 1980  and 1981;  large numbers of M. affinis were taken on the main fishing grounds at 
Rixa, but all were at or above the 18-20  mm (CL)  size range. Other species, e.g., P. stylifera, were 
taken at sizes as small as -5 mm (CL)  in these nets and the absence of M. affinis  below 18  mm CL 
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Fig.  1. Different cohorts for male  and  female P.  semisulcatus  in  Kuwait's  fisheries (data from  the  artisanal and 
industrial fisheries combined). 
- 
Male 
-  -0' 
,D * 
32  ,P 
0 Female  /o--  1~ I  -0' 
,O-  ,o--  -33--e 
- 




%  Catch/effort  Catch /(effort. 10)  Temperature 
FMAMJ  JASONDJ 
6'  (dhow fishery)  (industrial fishery) 
P  0'  0' 
Z 
u  Occurrence of Metopenaeus  Occurrence  of Metapenaeus  Occurrence of Metapenaeus 
eggs in plankton  eggs  in plankton  eggs in plankton  o 
40  r  180  1 
FMAMJ  JASON  J  F  MA  MJ  J  A  SO  N 
Month 
L.-----1978  - -  -  1979  A  -  1980 
Fig. 2. Summary of information (growth, spawning, recruitment) on the life cycle of Metapenaeus affinis  in Kuwait 
waters (see text). suggests that it recruited to the fishing grounds in Rixa at or above this size. Much smaller M. affi- 
nis have been taken in trawls in the winter months, especially in the discards and landings of the 
artisanal boats. This suggests that small shrimp occur on the Rixa fishing grounds from around 
October to February. 
The spring cohort recruits to the Rixa fishing grounds around May  and June at a size of 
-18  mm CL and grows steadily until the shrimp leave the fishery during the following May or June; 
they stay on the fishing grounds for -12  months, during which they are fished continuously. Even 
during the closed season, fishing mortality occurs because shrimp taken while trawling for fin fish 
are discarded at sea. There has also been a limited fishery on  M. affinis during the closed season 
since 1983. 
A second cohort is recruited to  the population from August to October, but at a much small- 
er size (-13-15  mm CL);  the autumn recruiting cohort stays in the fishery until the following June 
or July, and then leaves the fishing grounds (or is fished out of existence at the same time as the 
spring recruiting cohort). Abdul-Ghaffar (1984) showed that M. affink recruitment was very low in 
July while in August recruitment to the smaller size groups occurred. In September and October, 
very heavy recruitment of small M. affinis occurred, but the larger M. affinis were foundonly in 
small numbers. M. affinis spawned from April to October, but showed major peaks in MayJune and 
September-October according to Al-Attar (1982, 1984b), who studied the incidence of eggs of 
Metapenaeus spp. in the plankton. Although eggs of M. affinis cannot be distinguished from those 
of M. stebbingi, the only other species of the genus taken in commercial landings, it is likely that 
M. affink (the  major species found in the landings belonging to this genus) dominates the  Meta- 
penaeus spp. egg plankton, which may, therefore, be taken as an index of spawning in M. affinis. 
Peak spawning periods coincide with the two recruitment periods, and probably also with the 
presence of sexually mature cohorts in the population, especially during the spring recruitment 
period. Peak spawning periods also coincide with temperature levels at -22-28°C;  the onset of 
spawning in spring and the end of spawning in autumn occur at -20°C. 
Entry to the fishery occurs over the size range 11-14  mm CL, because 11 mm is the 50% 
retention length for dhow shrimp nets (full  mesh size 32-35 mm) and -  14  mm is that for industrial 
mesh (44-46 mm, full mesh size;El-Musa 1982).  Al-Hossaini et al. (1984) suggested that recruitment 
occurred over a wide range of sizes. 
Because M. affinis of 18-20 mm CL recruit to the fishing grounds in spring (May to June) at 
the same time as older and larger M. affinis spawn, spring recruits are almost certainly the product 
of autumn spawning. It is also probable that autumn recruits are the product of spring spawning, 
although the possibility cannot be excluded that an early peak in autumn spawning (perhaps during 
years with cooler summers) might provide some late autumn recruits. Entry of spring recruits in 
large numbers to the fishing grounds appears to occur from outside Kuwait waters, probably to the 
north of the Rixa and Bubiyan areas. Mathews (1982b) noted a significant inverse correlation 
between numbers and hours of fishing of M. affink in Rixa and Bubiyan and in Kuwait Bay. He 
suggested that small shrimp are recruited from Bubiyan to Rixa, but M. affinis tended to avoid 
Kuwait Bay. These data are in agreement with the migration of small M. affink  towards Kuwait 
waters, perhaps from the Shatt Al-Arab area and the northeastern part of the Gulf. Analysis of a 
larger data series than is presently available is necessary to confirm this observation. 
The description of the life cycle of M. affink given here is similar to that given by FA0 (1982), 
based largely on data from Kuwait and Saudi Arabia. Perez et al. (1984a, 198413) studied the life 
cycle and population dynamics of Cuban pink and white shrimp (Penaeus notialis and P. schmitti). 
They reported the same type of life cycle as found in Kuwait's shrimp, although recruitment and 
spawning tended to be more continuous than in Kuwait. They also noted that for both Cuban 
species, spring recruitment was stronger than autumn recruitment; the same observation was made 
for Kuwaiti shrimp by Mohammed et al. (1981a), Mathews (1982~)  and FA0 (1982). Sivasubra- 
maniam and Ibrahim (1982)  reported essentially the same life cycle for P. semisulcatus in Qatar as 
was recorded for Kuwait. 
It is likely that the type of life cycle found in Kuwaiti shrimp is general in penaeids: two 
distinct cohorts, one with spring recruitment and autumn spawning (the stronger cohort), the other 
with autumn recruitment and spring spawning. More work is needed to further elucidate this life 
cycle, which has the paradoxical feature that the major spawning and recruitment episodes occur 
in spring, while the major (spring) recruitment results from the minor (autumn) spawning (FA0  1982). MORTALITY 
Estimation by the Technique of 
Jones and van Zalinge (1981) 
The method assumes that the fishery is based on a single unit stock. For application to Kuwait's 
shrimp stocks, Jones and van Zalinge (1981) assumed that over 90% of the industrial landings were 
P.  semisulcatus during the period of the fishery (principally from July to January). Dhow landings 
were excluded from their analyses because these were known to contain substantial quantities of 
other species. The data used by Jones and van Zalinge were obtained from the industrial landings in 
each commercial size grade (tail counts), which were converted to numbers landed by length groups. 
Van Zalinge et al. (1981) subsequently extended this method to cover the fishery from 1972 
to 1979  and obtained estimates of Z for each year and each sex. In July 1981, a new sampling 
system was introduced (Bedford 1982)  allowing a full breakdown by species, size, sex and gonadal 
phase of the Shuaiba industrial fishery. Using these data, Abdul-Ghaffar (1984) showed that approxi- 
mately 50% of the industrial landings were M.  affinis in 1981  and that the unit stock assumption of 
van Zalinge et al. (1981) was violated. In subsequent years, a much smaller portion of the industrial 
landings were composed of M.  affinis because of a change in fishing strategy. The opening of a 
separate fishery from April to June on the M. affinis stock caused the industrial fishery to confine 
effort to the P. semisulcatus stock during the remainder of the year. Nevertheless, it is clear that 
M. affinis was an important component of Kuwaiti landings in the 1970s, as it was in 1980 and 
1981. 
Because of these difficulties, the method of Jones and van Zalinge (1981) was applied to the 
dhow and industrial fisheries separately. Mean values of L,  and K used for three species are shown 
in Table 1.  Abdul-Ghaffar (1984) provides the necessary data on the number of each species and 
sex in the industrial fishery. These data were used to produce estimates of Z/K from the slope of 
logarithmic plots of numbers landed per size grade (ordinate) and L,-Lt  (abscissa) for each sex 
and species in each fishery, and for fisheries and species combined, according to the technique 
of Jones and van Zalinge (1981). Table 2 shows typical results, while full results for all years and 
cohorts are given by Mathews and Al-Hossaini (1984). This procedure allowed the following: 
Estimating mortality for each fishery separately to test whether mortality rates differed 
between the fisheries and whether bias was likely if  data for only one fishery were used 
(e.g., the industrial fishery only, van Zalinge et al. 1981). This also allowed mortality 
rates to be determined for each sex separately. 
Expanding the size range used in mortality estimates. Jones and van Zalinge (1981) found 
that their estimates of Z were obtained for a very narrow size range, i.e., 28-23 mm cara- 
pace length. 
Testing the assumption that all shrimp landed belonging to one species tends to cause bias 
in the estimates of Z. 
Fig. 3 above shows a typical set of curves for P. semisulcatus from the dhow fishery with a 
linear middle section from which the slope, a direct estimate of Z/K, may be obtained for values of 
L,-Lt  ranging from 26.5 to 18.4 mm, corresponding to a carapace length of 29.8-37.9 mm (see 
Table 2, female P.  semisulcatus). The upper parts of the curves have a declining slope because small 
shrimp are underrepresented in the landings due to selectivity or because recruitment of  small 
shrimp to the fishery is incomplete in these size classes. However, recruitment to the fishery is 
probably completed within the 20-21 mm carapace length size range. 
The same figure shows the data for P. semisulcatus for the industrial fishery and for both fish- 
eries combined; the rectilinear curves generated are similar (see also Table 3). The curves are not 
smooth but a rectilinear section needed to estimate Z/K can be distinguished in each case. 
Data  for'^. affinis in the two fisheries are shown in Fig. 3 (central part). Only three or four 
points are available for females and two for males (not shown) because the values of L,  are much 
lower, and relatively coarse size grades are used. The technique of Jones and van Zalinge (1981), 
depending on the use of commercial size grades, is, therefore, not as useful for M.  affinis and other 
small shrimp such as P.  stylifera, as it is for P. semisulcatus. 
Results for all species combined, i.e., combining total landings of P. semisulcatus, M.  affinis 
and P. stylifera, were obtained by assuming that the growth parameters of P.  semisulcatus could Table  2. Estimates of Z  for P. semisulcatus from the dhow fishery for 1981-1982 using the method of Jones and 
van Zalinge (1981). 
Males (L,  = 36.3 mm;K = 2.4 per year) 
Market  Carapace  Numbers  Cumulative  k.3-L 
category  length (mm)  landed  landings (no.) 
Females (L,  = 56.3 mm; K = 1.2  Per year) 
Market  Carapace  Numbers  Cumulative  b-L 
category  length (mm)  landed  landings (no.) 
be applied to such a mixed population. The curves are similar to those for P.  semisulcatus but are 
dissimilar to those for M. affinis (see Fig. 3). 
For P. semisulcatus estimated values of Z are close for both sexes regardless of the fishery 
from which they were obtained or whether the data from the two fisheries were combined (see 
Table 3). However, values for females are much lower than for males. Values for M.  affinis  are 
generally much higher for both sexes. For this species, there were no strong differences between the 
sexes, and estimates from the different fisheries (single or combined) were similar. 
Estimates for the different fisheries using all species combined were more variable but were 
generally comparable to those for P.  semisulcatus when P. semisulcatus growth parameters were 
used. Combining fisheries did not seem to affect the estimates of Z. 
This contrasts with the results obtained when the data for all species combined were analyzed 
assuming M. affinis growth parameters. This gave estimates of  Z of 1.9 for females and 57.9 for 
males, i.e., very much larger than when the same data were analyzed using P. semisulcatus growth 
parameters. It thus seems that the method of Jones and van Zalinge (1981) is particularly sensitive 
to variations in the values of L,  and K. It follows that estimates of  Z based on application of growth 
parameters from one species to a fishery based on two or more species with different growth param- 
eter estimates may be erroneous. The estimates of van Zalinge et al. (1981) and of van Zalinge 
(1984) were almost certainly based on mixed landings of P. semisulcatus, M. affinis  and P. stylifera, I  dhow  fishery  I  industrial fishery  both  fisheries 
C 
0 
0  z  dhow  fishery  industrial fishery  both fisheries 
10  I0  10 
All  species 
both fisheries 
Fig.  3. Plots obtained  through  application of the method of Jones and Van Zalinge (1981) for various 
species of Kuwait  shrimp,  and  two d.ifferent fisheries (the plot for all  species used growth pxameters 
derived from data on P. semisulcatus);  = d  ;  0  = 9  . Table 3. Mortality estimates obtained by applying the method of Jones and van Zalinge (1981) to  Kuwait's shrimp 
population, for the 1981  -1982 fishing season (see also Fig. 3). 
Size used 
Fishery  Species 
range  &  K  -  1  z 
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M. a  ffinis 
All species combineda 
All species combineda 
All species combineda 
All species combineda 
All species combineda 
All species combineda 
All species combined  b 
All species combined  b 
- 
a~sing  growth parameters for P. sernisulcatus. 
growth parameters for M.  affinis. 
'~ote  that these values all appear to  largely overestimate total mortality (see text). 
with the growth parameters from P.  semisulcatus being applied to a fishery frequently composed of 
less than 50% of this species. Their results were thus probably erroneous. While the method of Jones 
and van Zalinge (1981) itself is not in question, it is evident that it can only be applied to a single 
species population, or to a population consisting of species with similar growth parameters. This 
is not the case for Kuwait's shrimp. 
The very high mortality rates obtained by means of this technique, even for data pertaining to 
one species only (see Table 3), are also suspiciously high and suggest that some of the basic assump- 
tions may be violated. 
Estimates of Mortality from Survival Curves 
Survival curves were obtained for male and female P.  semisulcatus from spring cohorts and for 
those autumn cohorts for which sufficient data are available (Fig. 4). Good fits were obtained for 
the spring cohorts although very low catch-per-effort values were found for some cohorts in the 
winter months. Such data points were excluded from the analysis because, at very low temperatures, 
very low catch rates were recorded by Mathews and Samuel (1982),  who noted a significant rela- 
tionship between catch per effort and temperature. For the autumn cohorts, only male shrimp in 
1979-1980  give a useful survival curve. 
For M.  affinis, acceptable survival curves could only be obtained for the 1978-1973  cohorts; 
other cohorts showed a clear pattern of increasing catch per effort of both sexes with time, suggest- 
ing strong and increasing recruitment from July to at least November. A similar, although less 
marked, pattern was observed for the two cohorts of P.  stylifera for which data could be obtained 
(Fig. 5). Table 4 presents the estimates of total mortality based on Figs. 4 and 5. Spring  cohorts 
7  C 
Autumn  cohorts 
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Fig. 4. Temporal change in relative abundance of  P. semisulcatus, as used 
to estimate their total mortality (see text and Table 4). 
M. of  finis 
IL  0 








Fig.  5. Time  series  of  catchleffort  for male (0)  and  female  (0) 
Metapenaeus affinis and Parapenaeopsis stylifera. Only one of these 
plots  (M.  affinis  1978)  could  be  interpreted  as  survival  curve 
(circled points excluded from regression). Table 4. Total mortality estimates in two species of Kuwaiti shrimp, based on the survival curves in Figs 4 and 5. 
Significance 
Z  )  df  level 
P. semisulcatus 
















Estimates of Natural Mortality (Mp) 
Based on  Pauly's Empirical Equation 
Estimates of Mp for the Kuwait P.  semisulcatus stocks were provided by FA0 (1982),  which 
suggested that M = 3 for both sexes of P. semisulcatus, based on the equation 
(Pauly 1980)  where, Mp = natural mortality estimate, L,  (total length, cm) and K are parameters 
of the von Bertalanffy growth equation, and T is the mean water temperature (in "C). These esti- 
mates, however, were based on  van Zalinge et al. (1981) who used carapace length instead of total 
length as the units of measurement for L,.  Values of M,  for all Kuwaiti species and cohorts for 
which growth parameter estimates based on modal progression analyses were available, were com- 
puted. Values obtained varied from 5.0-16.0 for P.  semisulcatus, 13.0-20.0 for M.  affinis and 
7.0-8.0 for P. stylifera, for different sexes and cohorts (1978-1981). These were comparable to, or 
in excess of, the values of total mortality obtained from cohort analysis or survival curves for P. 
semisulcatus. The estimates of Mp were also higher than any values of M reported in the literature 
for shrimp populations (Mathews 1981).  This can probably be attributed to the use of parameters 
which did not account for the strong growth oscillations depicted by P. semisulcatus in Kuwait, 
and which lead to overestimates of K, i.e., to values of K much higher than would have been ob- 
tained, had seasonal growth oscillations been considered explicitly. Table 5 summarizes mortality 
(M  ) estimates based on the growth parameters using equation (1).  Estimates of M  are substan- 
tiaAy lower than estimates of Z (see below), and are much lower than estimates of % obtained using dates based on modal progression analysis (i.e., growth estimation which exclude temperature 
and other environmental effects on growth). This emphasizes the need to estimate Mp only when 
reliable growth parameter estimates are available (see text below and Table 6). 
Table 5. Mean growth parameter estimates for the three species of Kuwait shrimps, as estimated using ELEFAN I; 
the table also presents estimates of natural mortality (Mp) based on these parameters, a temperature of 23.2  C and 
the empirical equation of Pauly (1980) (see text). 
Parameter estimates 
(95%  conf. interval) 
P. semisulcatus 
d  9 
M. affinis 
d  9 
P.  stylifera 
d  9 
Table  6. Comparison of  growth  parameters  and  natural mortality  estimates in  uninfested  and  infested male P. 
semisulcatus in Kuwait (based on data for 1979-1984),  as obtained from using ELEFAN I and the empirical equa- 
tion of Pauly (1980),  respectively  .a 
CL, (mm)  K  Mp (year-'  ) 
(95%  conf. interval)  (96% conf. interval)  (95%  conf. interval) 
Uninfested males only  b 
Infested + uninfested males  48.2  0.96  1.8 
(f  2.0)  (f  0.05)  (f  0.07) 
a~ith  T = 23.2'~. 
b~btained  by deletion of infested males and of a few extremely large males thought to have lost their parasites 
and have moulted (see text). 
GROWTH PARAMETER ESTIMATES 
BASED ON ELEFAN I 
The following data were analyzed: 
Size-frequency distributions from monthly samples for male and female P.  semisulcatus, 
M. affinis and P.  stylifera for the dhow fishery from 1979 to 1984. 
Size-frequency distributions obtained from monthly cruises on R/V Oloum I in 1979; 
these samples were considered to be similar to industrial landings because R/V  Oloum I 
is similar to  the industrial vessels fishing in Kuwait and covered the same fishing grounds, 
at least for P. semisulcatus. Size-frequency distributions for industrial landings obtained by sampling at the Shuaiba 
shrimp processing plant. Weight frequencies and species compositions were obtained for 
several size packs in each commercial size grade. Weight of the monthly landings was 
provided by the fishing company for each size grade. Combining these data with those on 
shrimp morphometrics provided by Farmer (1980), it was possible to derive monthly 
length frequencies of the shrimp landed in the industrial fishery. These data, obtained 
each month, were also analyzed for each species and sex from July 1981  to 1983. 
A total of 45 data sets (covering 6 years for 3 species and 2 sexes) were analyzed. For male P. 
semisulcatus, extra analyses were conducted because growth was probably affected by the presence 
of a parasite (see below). 
In these analyses, the values of ESP/ASP varied from 0.167 to 0.960, but were often over 0.4. 
Although growth parameter estimates varied between data sets for the same species and sex, the 
results show that the estimates of L,,  K, WP and C vary by a relatively small amount. For L,,  the 
95% confidence limits vary from -2-5%  of the mean (Table 5). The mean values of the various 
growth parameters (for each species and sex) obtained over the six-year study period provide good 
fits to all the data and can be used to describe growth for any year with acceptable accuracy. This 
implies that the growth parameters of  the shrimp populations investigated here may vary little 
from year to year. 
Table 5 presents mean growth parameters for each sex and species studied, on the assumption 
that annual values for each parameter vary randomly from year to year, although the randomness 
may be apparent only and may indeed conceal the effects of environmentally driven variations. 
The estimates of K and C were more variable from year to year than those of other parameters. 
It is likely that K and C vary from year to  year with key environmental variables, probably tem- 
perature. 
INFLUENCE OF PARASITES ON GROWTH 
ESTIMATES OBTAINED BY ELEFAN I 
P. semisulcatus individuals of both sexes are often infested by Epipenaeon elegans (Chopra). 
This bopyrid parasite occurs in the gill chamber of the shrimp and appears to prevent females from 
spawning successfully. Infested females do  not reach gonad stages I11 to IV and tend to reach much 
larger sizes than uninfested males. It is possible that infested males are physiologically castrated 
and grow as if they were females (Rheinhard 1950).  Mohammed et al. (1981b) reported that in- 
fested male P. semisulcatus in Kuwait reached a maximum carapace length of 44 mm. Branford 
(1980) reported that male P. semisulcatus infested by E. elegans also grew larger than uninfested 
males: 38.3 mm for  infested males and -30  mm for uninfested males. El-Musa et al. (1981) described 
the effects of E. elegans on  P. semisulcatus in Kuwait. 
Analysis of size-frequency data by sex and degree of infestation showed that infested males 
are more common in large size groups (15-100%  shrimp > 30 mm in 1979)  than in small sizes 
(1  .l-  4.2% for shrimp from 13  - 30 mm). Large infested male P. semisulcatus were sometimes accom- 
panied in catches on R/V Oloum I by occasional large males or females that had shed their parasite, 
but which had the typically distended and swollen gill chamber that accompanies infestation by a 
parasite. It is likely that the very large uninfested male P. semisulcatus were infested previously but 
had lost or shed their parasite, perhaps because of completion of its life cycle. When such shrimp 
moult, all signs of infestation may disappear, except for the fact that their previous growth history 
was influenced by the parasite. 
Size-frequency data for male P. semisulcatus were analyzed from 1979 to 1984. Data sets 
including all male P. semisulcatus, i.e., whether carrying a parasite or not, and definitely uninfested 
males were contrasted. Table 6 presents the results; as might be seen, the mean values for K and MP 
were not very different but the mean values of L,  were. 
The versions of ELEFAN I and I1 used in the present analysis were based on the assumption 
that L,  > L,,,  the largest individual in the sample. It seems likely that adjustment of these pro- 
grams such that L,,  may be less than L,  would eliminate the types of bias discussed here (see 
Hampton and Majkowski, Part I, this vol. and Pauly, Part I, this vol.). MORTALITY ESTIMATES 
Table 7 presents estimates of Z, F (= Z -  Mp) and Mp values for spring cohorts of the 3 species 
of shrimps investigated here, based on the lengthconverted catch curve routines of the empirical 
equation of Pauly (1980),  both of which are part of ELEFAN 11. These values complement the 
values of Mp in Table 5. As might be seen, these mortality estimates appear throughout far more 
realistic than those obtained using alternative techniques, particularly tagging which overestimated 
M by one order of magnitude. 
Table  7. Selected estimates of mortality for Kuwaiti shrimp (data for spring cohorts only; all mortalities are on a 
per year basis). 
Size-based  Survival curves  ELEFAN  I1 (with 95% 




However, changes in effort during the study period were considerable (Table 8). There is, 
for P. semisulcatus, a significant negative correlation between Z and F, and an increase of total 
effort. Data for the other two species are too scattered to show a trend but are consistent with a 
constant value of Z. 
These results are incompatible with the assumptions of (a) proportionality of effort and fishing 
mortality and/or (b) constant natural mortality, and in fact, suggest that natural mortality of 
Kuwait shrimp stocks has drastically declined during the period covered here (see Discussion). Table 8. Estimates of total mortality (Z)  for males and females combined, based on the length-converted catch curve 
routine of ELEEAN 11,  and total effort in Kuwait's shrimp fisheries. 
P.  sernisulcatusa  M.  affinis  P.  stylifera  Effort (standard 
Year  Z (year-'  )  z  Z (year-'  )  days fishing) 
a  The correlation between Z and total effort is significant (P <  0.001)  for P.  semisulcatus, but the correlation 
has a negative sign (see text). 
REPRODUCTION AND RECRUITMENT 
TO THE FISHERY 
Fig. 6 summarizes the available data on seasonal changes of mean gonadal stages for the three 
major shrimp species in Kuwait. 
Recruitment of P. sernisulcatus to  the fishery as estimated by changes in catchieffort probably 
peaks in July and August and decreases rapidly to low levels in October and November. 
In P. semisulcatus, the proportion of mature female shrimp is generally very high from about 
November to February, and starts to decline in March. Assuming that the shrimp recover from 
spawning fairly quickly (i.e., in a few days), the rather high proportion of mature shrimp from 
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Fig.  6. Seasonal progression of  gonadal maturation stages in the females of the 
three species of shrimp reported on here. November to February is consistent with a peak spawning in December and January. However, Al- 
Attar (1982,1984a) and FA0 (1982) noted that there were two peaks of spawning in P.  semisul- 
catus, one in spring (April to June) and one in autumn (September to November). It may be argued 
that mature shrimp are ready to spawn but do not do so until March, when increasing temperatures 
trigger spring spawning (Al-Attar and Ikenoue 1974). Thus, the high proportion of mature females 
in December would not indicate spawning. Spawning may increase in autumn, perhaps because 
summer temperatures are too high. Similar consideration should also apply to M.  affinis and P. 
stylifera. 
Fig. 7 shows the pattern of recruitment to the fishery as derived from catch-and-effort data 
and "recruitment patterns"  obtained through ELEFAN I1 and which it must be emphasized pertain 
to "recruitment"  at size zero (and, hence, should be related to the plots in Fig. 6). 
Overall, the impression emerging from Figs. 6 and 7 is that use of ELEFAN I1 to estimate 
recruitment patterns may give a less reliable picture of recruitment than gonad maturation and/or 
planktonic studies (Al-Attar 1982,1984b; FA0 1982)  which showed clear peaks in numbers of 
benthic post larvae (-4  mm CL) in February, March and April of 1979,1980  and 1981, with peak 
numbers of P. semisulcatus generally occurring in February. Winter growth rates are likely to be 
very low and these shrimp could be the results of autumn (September or October) spawning. Over- 
wintering of young shrimp could occur, with growth suspended from about December to February 
when temperatures are low (-14°C)  compared to summer temperatures (28-33OC). Shrimp recruit- 
ing to the fishery at different times could be of similar sizes and different ages, and this might 
confuse recruitment patterns estimated by means of ELEFAN 11.  Research designed to obtain 
direct estimates of recruitment at earlier and smaller stages than those studied here is under way 
(J. Bishop, KISR, pers. comm.) and is aimed at further clarification of  recruitment patterns of 
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Fig.  7. Patterns of recruitment of penaeid  shrimp in  Kuwait,  as inferred from relative abundance data and from 
ELEFAN I1 (see also text and Fig. 6). shrimp in Kuwait. The estimates of size at entry into the dhow fishery (24-27 mm CL) for male 
and female P. semisulcatus; (about 20 mm for female M. affinis and about 16  mm for female P. 
stylifera) obtained using ELEFAN I1 through analysis of the left side of length-converted catch 
curves were, on the other hand, similar to those obtained through monthly biological sampling. 
Discussion 
The ELEFAN I and I1 programs produced the most reliable estimates of growth and mortality 
parameters for the three species that are important components of Kuwait shrimp stocks. The pro- 
grams indeed produced the only reliable estimates for two of these species. No estimate for the 
comparative cost effectiveness of the ELEFAN approach was made but it was certainly no more 
expensive and was much more flexible than any of the other techniques applied. 
While ELEFAN I appears to be a much more flexible and robust analytical procedure than 
any hitherto applied to the study of growth in shrimp populations, it is not always objective. The 
general growth patterns that emerged from this analysis were detected in spite of some anomalies. 
For instance, in several cases, the growth parameters giving the highest value of ESPIASP in a given 
year were quite different from those obtained for other years. In such cases, a set of parameters 
closer to the others for that species and sex was used, even if  the corresponding value of ESPIASP 
was lower. On one occasion, a high value of ESP/ASP (-0.5)  was obtained when C = -2.25;  this 
implies marked negative growth or, in view of the sinusoid nature of the growth equation in ELEFAN 
I, a five-month period of zero growth. A much worse fit (ESP/ASP = 0.20) was, therefore, accepted 
because the population clearly did not display such a long growth stop. Occasionally, values of WP 
were anomalous compared with size-frequency distributions. In these instances also, a more biologi- 
cally realistic value of WP  was chosen. Thus, successful application of ELEFAN analysis for growth 
and mortality estimates presupposes and must rest upon a good understanding of the biology and 
life cycle of the species studied. On the other hand, if no such knowledge is available, ELEFAN I 
and I1 could be used to determine the growth and life cycle of the species studied on a provisional 
basis. Conclusions obtained would then need to be confirmed by biological observations. 
It appears from our work that the growth parameters of shrimp populations remain similar 
between years and do not change as the level of exploitation increases. The growth pattern shown in 
the population may be viewed as the result of interactions between genetically fixed growth rates 
of individual shrimp and environmental factors. It appears to be largely independent of biomass, 
as influenced either by a fishery or by natural predators. However, infestations of many shrimp 
parasites may bias growth rate estimates, and care should be taken to exclude infested individuals 
from the analysis. This observation may be true for other short-lived animals. Although growth rates 
of longer-lived animals may change, the biases may be smaller if  the parasite's life cycle is short. 
Mathews (1981  and unpublished data)  and Pauly (1982a,  1982b,1984)  showed that M probably 
decreases as fishing mortality increases in penaeid shrimp fisheries in the Gulf of California (P. 
vannamei) and in the Gulf of Thailand, respectively. The possibility that M a  1/F  in Kuwait also 
exists; Z could be approximately constant and F could increase at the same time as M decreases. 
This would explain why Z remained approximately constant where effort (and presumably  F) 
increased by a factor of 4'  (see also Munro 1980,  Fig. 2). The equation of Pauly, (1980) being tied 
to growth parameters which do not seem to vary much, tends to generate values of Mp that are 
fairly  constant for a given stock-independently  of any compensatory changes in its real value 
of M.  For this reason, the usefulness of this equation will be limited in casessuch as in Kuwait- 
where massive changes of natural mortality may be expected. 
The use of ELEFAN I1 to estimate recruitment at size zero (i.e., spawning) was compared 
with field data on the seasonal patterns of entry to the fishery, with maturation patterns and with 
published estimates of the numbers of individuals in various planktonic stages. It was found that 
minor errors in growth parameter estimates could lead to a major shift in the peak of the recruit- 
ment pattern along the time axis. Biological work (Al-Attar 1982,1984a, 198413) (Fig. 3) suggests 
two spawning seasons of equal strength for both M. affinis and P.  semisulcatus, with a major spawn- 
ing period in spring. The recruitment patterns obtained using ELEFAN I1 program often displayed 
only the major recruitment peak. It is also possible, however, that recruitment of the autumn cohort occurs in a different area 
than that of the spring cohort (eg., in deep waters of the central Gulf for P. semisulcatus), and 
this could  explain the generally weaker recruitment in autumn. More work on the biological 
aspects of recruitment and spawning is needed before the use of recruitment patterns obtained from 
ELEFAN I1 can be fully appraised. For the time being, recruitment studies based on ELEFAN I1 
should be used whenever possible, but results should be complementary to and not a substitute 
for biological studies of shrimps. 
ELEFAN analysis, finally, may be used to control the quality of sampling systems. In Kuwait, 
shrimp are sampled in two ways: 
1.  Dhow boat landings are sampled regularly for size frequency, species composition and 
gonadal maturation (van Zalinge et al. 1981; Bedford 1982). 
2.  The shrimp populations at sea are sampled from the R/V  Bahith. 
A comparison of the results by ELEFAN I1 analysis shows that the dhow sampling system 
consistently provides samples covering a wide size range and probably provides generally more con- 
sistent results. 
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Abstract 
A method has been developed for combining a time series of length compositions and estimates of 
growth parameters to produce estimates of future length compositions in the absence of mortality. This 
is the kernel of the problem of making short-term forecasts of catch rates (and hence catches). Various 
methods for estimating and allowing for mortality are possible, but the most suitable has yet to be 
determined. 
Introduction 
Methods of assessment based on length compositions have hitherto tended to be of essentially 
two types. Firstly, there are methods (e.g., MacDonald 1980;  Pauly and David 1981; Shepherd, 
Part I, this vol.) for use in the estimation of growth parameters which attack the interpretative 
rather than the assessment end of the whole spectrum of methods. Secondly, there are methods 
such as those of Jones (1981)  which do attack the assessment problem but only at the expense of 
averaging over time to produce results appropriate to an approximate steady state. It is feasible to 
base certain other standard assessment calculations on length-based data and some estimate of 
growth parameters. Woolner and Pope (unpublished data) have for example developed such a 
method for the computation of yield and biomass per recruit. The ELEFAN I11 program (see Mor- 
gan and Pauly, Part 11, this vol.) performs several standard assessment procedures (including cohort 
analysis), but only by using the growth parameters to "slice"  the length compositions into age com- 
positions, a process which is rather parameter dependent and probably unnecessary for many pur- 
poses (Shepherd, Part I, this vol.). 
A central problem of fishery management is the forecasting of catch rates (and hence catches) 
one or two years ahead. Recent work on simple methods for catch forecasts (Shepherd 1984;  Anon. 
1984) has shown that very simple methods which distinguish only between adults and recruits can perform quite well for this purpose. It is, therefore, most likely that a method with even better 
performance can be devised using length compositions without explicitly reinterpreting these as 
age compositions. Such a method could in many ways be similar to  that of Jones (1981), but should 
avoid the need for averaging and the restriction to steady-state conditions, as it would be intended 
to  take account of large and small year-classes (modes) in the length composition, and estimate 
their propagation rather than averaging over them. 
Method 
It is here assumed that one has available a time series (not necessarily a long one) of length 
compositions which may be taken to be indicative of population abundance together with estimates 
of the parameters of a suitable growth equation for the stock. The length compositions should 
therefore be of catch per unit effort or from a research vessel survey; for convenience it is assumed 
that they all relate to the same season or annual average. For simplicity it is assumed in what fol- 
lows that the growth relationship is that of von Bertalanffy, the parameters of which may be esti- 
mated in various ways such as that of Shepherd (Part I, this vol.). 
Given the growth relationship the future length of any individual fish can be estimated at 
any time; in particular, of course, it can be estimated at the time for which a forecast is required. 
For simplicity we assume that this is for one year following the last data available. The method may 
be repeated as often as required if  necessary. This growth information is the essence of what is 
required for the forecasting process. It is very easy to estimate the forward propagation of individual 
lengths or length group boundaries, using the Ford-Walford relationship 
where  p = exp (-  KAt)  .  .  .2) 
However, it is desirable that the future estimated length composition shall have the same form 
as the historic ones, i.e., that it should be based on the same length intervals. It is obvious that 
growth moves the boundaries of length groups and that the new boundaries will not in general coin- 
cide with the old ones. Furthermore, it is clear from equation (1) that the size of length intervals is 
reduced by growth. The length groups are thus also compressed. If L(Q,  t) is the lower length limit 
of the fth length group at time t, 
and therefore Thus (coincidentally), for the von Bertalanffy growth relationship all length intervals are 
compressed by the same factor (p). 
The most convenient way to represent the transformation of one length composition into 
another is by means of a transition matrix so that 
Here the transition matrix A must depend on the effects of both growth (as outlined above) and 
mortality. Although these processes occur concurrently, we assume that for practical purposes they 
can be separated as the product of two terms, i.e., 
Here the matrix G represents the effects of growth in the absence of mortality, S represents the 
effects of mortality (survival) and also of  selection to the sampling gear. 
The matrix G can easily be estimated and the procedure proposed is to use this to estimate 
from each length composition what the next one would be expected to be in the absence of mortal- 
ity and selection and then to compare observed and expected to estimate these effects. 
The elements of the matrix G are simply the proportions of each initial length group k which 
contribute to each final length group Q.  Referring back to equation (I),  the length Z(R)  at time t 
corresponding to the lower length boundary L(Q)  of the Qth length group is 
where h = L,  (1 -  p). 
The matrix G is then calculated as 
G(Q,k)=  {L(~+I)-L(Q)  )/AL  ifL(k)<Z(Q)<L(k+l) 
G(Q,  k) = 1.0  if  Z(Q)  < ~(k) 
and L(k + 1)  <  (Q  + 1) 
~(g,k)=  {Z(Q+~)--~(k)  )/AL if~(k)<Z(~+l)<~(k+l) 
G(R, k) = o  if Z(Q  + 1)  < ~(k) 
where AL  = L(k + 1) -  L(k) is assumed to  be constant for all k. The first, third and fifth cases are 
obvious, and the second and fourth have the effect of distributing numbers in accordance with 
linear interpolation on length. To allow for the (usual) case in which the final length group is, in fact, a plus group one should 
also set 
if  I1  = Q,, 
and Z  (2) < L(k) 
An example of this matrix is shown in Table 1. It has elements which are mostly zero but 
otherwise less than or equal to one. The non-zero elements lie below the diagonal in a fairly narrow 
band not parallel to the diagonal. This matrix is just the counterpart of the usual age composition 
transition matrix which is so simple that it is hardly ever written down as such, i.e., a subdiagonal 
matrix with unit elements on the subdiagonal 
It may also be regarded as a matrix representation of the Ford-Walford equation (the slope 
of the non-zero subdiagonal band is just  p). It should be noted that the elements sum to 1  down 
the columns (because they are proportions) and sum to l/  p along the rows (because of the com- 
pression effect). 
Once the G matrix has been estimated, it is possible to compute for each length composition 
N(Q,  t)  available the next composition N(Q,  t + 1)  in the series in the absence of mortality and 
partial selection. The ratios (more generally, the relationships) between these "predicted"  com- 
positions and those actually observed may then be used to estimate the combined effects, since for 
each t,  N(I1, ~)/N(Q,  t) provides an estimate of S(I1). 
The best way to make use of these estimates is not yet clear. They clearly may be interpreted 
to provide estimates of mortality and this is a possibility which needs to be explored. 
Table 1.  Length-based catch  forecast for North Sea Groundfish Survey cod RF Area 4 for L,  = 110 cm and K = 0.2 per year. 
Transition matrix 
(cm)  5.  10. 
5.  .o  .o 
10.  .o  .o 
15.  .O  .O 
20.  .2  .o 
25.  .8  .5 
30.  .O  .5 
35.  .o  .O 
40.  .O  .O 
45.  .o  .o 
50.  .O  .O 
55.  .O  .o 
60.  .O  .O 
65.  .O  .O 
70.  .O  .O 
75.  .o  .o 
80.  .O  .O 
85.  .O  .O For the present, however, the operational task of simply using the numbers available to make 
some sort of forecast by a simple ad hoc procedure will be discussed. The methods are presented 
below in the context of an example. 
Results 
The method has been applied to data from the English Groundfish Survey of the North Sea. 
Annual mean catch per hour by 5-cm length groups was extracted for each of the eight years 
available for Roundfish Area 4 (D. Harding and J. Casey, pers. comm.). The data are tabulated in 
Table 2,  and were analyzed by a new method (Shepherd, Part I, this vol.) to provide estimates of K 
and L,.  The transition matrix (G) is given in Table 1  and has been discussed above. The raw "predic- 
tions" based on applying the G-matrix to the data are given in Table 3. The predictions are zero 
Table 2. Actual catches of North Sea cod (see also Table 1). 
Length  Age group (year) 



















for the first three length groups because the growth parameters indicate that these relate to fish 
appearing in the length composition for the first time. They are, therefore, new recruits in this 
context and prediction of their abundance must be based on information other than previous length 
compositions. Results for the first non-zero length group (the fourth in this case) must also contain 
a contribution of recruits (the  row sum of the G-matrix is less than the usual value of eK)  and must 
be regarded as suspect, especially in view of the clear indication in the data that mode locations are 
variable to the extent of at least one length group. The ratios (see Table 4) for the remaining length 
groups show some consistency with time tending to be large for smaller (and presumably partially 
selected) length groups and generally less than one for longer length groups where mortality is 
dominant. There is, however, much variation about the mean ratios. For this reason it is not clear that simply using the mean ratios (or even weighted mean ratios) 
would provide a useful basis for prediction. It seems possible that the ratio may depend (inter  alia) 
on the size of year-class involved, and for practical purposes it would also be desirable to strive for 
a more accurate prediction of the larger year-classes. A regression of actual catches on the catches 
expected in the absence of mortality would allow for both these factors and this has been tried out. 
The program used incorporated a regression subroutine which permits (amongst other things) the 
regression to be forced through the origin if  required, thereby approaching the mean ratio method 
and also permits a variety of weighting schemes to be used if  desired. 
Table 3. Expected catches of North Sea cod in absence of mortality (see also Table 1). 
Length  Age group (year) 



















Table 4. Catch ratios of North Sea cod (see also Table 1). 
Length  Age group (year) 
class (cm)  2  3  4  5  6  7  8 So far the method has been tested using (a) a normal unweighted predictive regression (Table 
5);  (b) an unweighted predictive regression forced through the origin (Table 6);  (c) a regression 
through the origin whose slope is the ratio of mean numbers at length (Table 7). The first two cases 
implicitly assume that the variance of numbers is constant, which (since in practice it is probably an 
increasing function of numbers) effectively gives undue weight to the largest numbers which may be 
desirable for a forecasting procedure. 
These results may be summarized in a more intelligible way by constructing an index of survey 
catch rate, by simply summing the numbers at length multiplied by  (length)3,  a surrogate for 
weight at length, This is labelled "biomass" in the tables, and the results for this index are illustrated 
in Fig. 1.  They may perhaps be described as encouraging but not impressive. All the predictions 
increase between 1978 and 1979 and none correctly forecasts the major feature, the peak in 1983. 
Table 5. Regression analysis (normal predictive regression, see text). 
L-GRP  INTCPT  GRADIENT  RSQUD  XBAR  YBAR  RESSQ  SXX  SXY  SYY  CV 
Predicted catches of cod from regression. 
Biomass It is arguable whether any of these forecasts would be of any use in practice or offer any significant 
advantage over the use of the average as a predictor. 
Discussion 
The forecasts presented above were made using the most obvious ad hoc procedures and it is 
doubtless possible to construct superior estimators. Close examination of all the results does, how- 
ever, suggest that the major discrepancies arise b.ecause of the variability of the data and could not 
Table 6. Predictive regression forced through origin (see text). 
Length 
class (cm)  Gradient  RSQUD  XBAR  YBAR  RESSQ  SXX  SXY  SYY  CV 
Predicted catches from regression 
Length  Age group (year) 















Biomass be much reduced by fine-tuning the methodology. Any such forecasting procedure is necessarily 
limited by the quality of the data available and it is entirely possible that this data set (derived from 
single annual surveys of a small part of the North Sea) is simply not adequate for the job. Further 
tests on other data sets are obviously necessary. Nevertheless, it is clear that length-based methods 
of forecasting are feasible and one must now seek for practical methods and establish the quality of 
data necessary on which to base them. 
Table 7. Use of weighted mean ratios (see text). 
Length 
class (cm)  Gradient  RSQUD  XBAR  YBAR  RESSQ  SXX  SXY  SYY  CV 
Predicted catches from regression 
Length  Age group (year) 
class (cm)  1  2  3  4  5  6  7  8 X----  x Predictive regression with 
zero intercept 
Year 
Fig. 1. Comparison of actual catch-rate indices and forecasts by various methods. 
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Abstract 
Phalanx analysis (multispecies length cohort analysis) is described. This method calculates fishing 
mortality and population numbers at length, given information on the growth and feeding characteristics 
and the catch length distributions from a multispecies fishery. The approach can also be adapted to 
provide a method for calculating the steady-state yields which would result from a change in fishing 
patterns. It is thus a multispecies extension of Jones' length cohort analysis. 
An example of the use of phalanx analysis is shown based on constructed data which represent the 
North Sea roundfish. This illustrates the results obtained and also indicates that the method might be 
used in consideration both of changes in overall size compositions resulting from changes in fishing 
patterns and of size dependent mortality rates. 
Introduction 
In recent years the need for fisheries management to consider multispecies effects has been 
more clearly perceived and the state of the art of multispecies management has been reviewed, 
notably in Mercer (1982). 
A common problem is that multispecies fisheries models are apt to require large data sets if 
they are to be used successfully. Models based on catch-at-age data are particularly demanding in this respect. This makes them difficult to use even for developed fisheries such as those in the 
North Sea, and it makes them virtually impossible to use for areas where catch-at-age data have not 
been routinely collected for the most numerous species for a number of years. For the fisheries of 
many areas a more realistic alternative to such a data set would be average catch composition by 
length. It follows that developing extensions of Jones' length cohort analysis to a multispecies 
fishery would be highly desirable. Jones (1974,1976) shows how cohort analysis can be adapted to 
assess numbers-at-length data and how to reverse this model to assess the effects of changes in mesh 
size and of fishing effort. The same approach can be used to convert Pope's (1979) multispecies age 
cohort analysis to a multispecies length cohort analysis. One method of extending length cohort 
analysis called phalanx analysis is described in this paper. 
Development of Phalanx Analysis 
Pope (1972) developed a method of retrospective analysis of catch numbers-at-age data usually 
called "Pope's cohort analysis". The results of this method closely approximate the results obtained 
from Virtual Population Analysis (VPA) (Gulland 1965) and from the equivalent cohort analysis of 
Murphy (1965) provided the natural mortality M per time period is less than about 0.3 and that 
fishing mortality F per time period is less than about 1.2. The basic formula of this method is 
Nt = Ct exp (M12) + Nt  +  exp (M)  . . . 1) 
where Nt is the number of fish from a cohort alive at age t and Ct is the catch number of fish of 
age between t and t + 1. 
Jones' length cohort analysis (Jones 1974) is based on the extension of Pope's cohort analysis 
formula to variable time intervals (At) which modifies equation (1)  and gives the form 
Then assuming von Bertalanffy growth, Jones modifies this to the form 
where N1  and N2 are the numbers in the sea at length L1  and L2,  respectively; C1,2  is the catch 
number in the interval L1 -  L2 and K and L,  are the parameters of the von Bertalanffy equation. 
Jones' length cohort analysis enables catch-at-length data to be used instead of catch-at-age 
data in a cohort analysis. The drawback is that the method requires the data to come from a group 
of cohorts where fishing mortality and recruitment have been in a steady state, since although 
equation (3)  applies strictly only to cohorts these cannot be easily identified in the length distribu- 
tion. 
In practice steady-state conditions are approximated by averaging the catch-at-length data for 
a number of years and only average results can be obtained. Nevertheless, the method is useful 
as a quick summary of events which can be based on fewer years' data than an annual (VPA) or 
cohort analysis. 
A practical criticism is that when the interval L1 -  L2 lies close to L,  then (Atl) may become 
large. In these circumstances M Atl  may become sufficiently large (> 0.3) to render the cohort 
analysis approximation to VPA inaccurate. In practice therefore a VPA formulation of the problem 
will be preferable to equation (2) in a computer algorithm. Equation (2) is, however, far simpler to 
understand and provides a better basis for developing the multispecies extension of Jones' method. 
This development may, of course, easily be converted to the more accurate but less comprehensible 
VPA formulation. (Pope 1972 shows details of the VPA equivalent to equation (1)  which may be easily adapted to the variable time form of equation (3),  to the multispecies form of equation (4) 
and to the variable time multispecies form of equation (5)  shown below.) 
Given catch-at-age data for several species it is possible to develop multispecies extensions to 
VPA and cohort analysis which take some account of predation as a source of natural mortality. 
Such methods were developed by Forney (1977),  Pope (1979),  Helgason and Gislason (1979) and 
Majkowski (1981) and discussed by Ursin (1982).  They are often described as "legion  analyses". 
Pope (1979) gives as the basic formula of his method 
where Dt is the number of fish of the cohort devoured by cohorts of fish species for which catch-at- 
age data are available and which are included in the analysis. Dt may be thought of as the catch 
taken by fish included in the analysis, while M1  is natural mortality from causes other than this 
predation. 
Formula (3)  may be converted into a multispecies length cohort form which we will call the 
phalanx analysis formula 
where Dl12 is the number of fish eaten by other fish included in the analysis between length L1  and 
L2.  This can be straightforwardly calculated as in Pope (1979)  using estimates of predatorlprey size 
ratio and food preference developed in the next section. This approach to feeding which considers 
other food to be a constant proportion of diet was considered by Ursin (1982) to be less realistic 
than other approaches but also described as "charmingly simple", As such, it is most appropriate 
for  the first explanation of a phalanx analysis. It could, however, be modified if  this were considered 
desirable. 
Calculating the Numbers of Fish Eaten 
DlI2 may be more conveniently written as D (i, l), the number of fish eaten on average of the 
Ith length group of the ith prey species (hereafter called prey  (i, 1). Clearly 
D (i, 1) =  2  2  d (i, 1, I, L) 
all I  all L  ...  6) 
where d (i, 1, I, L) is the average number of fish of prey (i, 1) eaten by the Lth length group of the 
Ith predator (hereafter called predator (I,  L). In turn we may write 
d (i, 1, I, L) = B (i, 1, I, L) R  (I, L) At (I, L) N  (I, L)/Wt (i, 1)  . . .7) 
where Wt  (i, 1) is the average weight of an individual prey (i, l), where N  (I, L) is the average num- 
ber of predators (I,  L),  At (I, L) is the time an average individual predator takes to grow through 
the Lth length interval, R (I, L) is the ration (in weight) per unit time that it eats from all possible 
prey (i, 1) included in the analysis and B (i, 1, I, L) is the proportion (in weight) of this ration that 
it takes from prey (i,  1). Formula (6),  thus, states that the biomass of prey (i, 1) eaten by predator 
(I, L) equals the proportion of prey (i, 1) in the diet of predator (I, L) multiplied by the aggregate 
consumption of all prey in the analysis and divided by the weight of prey (i, 1) to convert the bio- 
mass to numbers. WEIGHT AT LENGTH AND TIME IN EACH LENGTH INTERVAL 
In the formula all the terms except N  (I, L) and B  (i, 1, I, L) which is partly a function of 
(i, 1)  may be written as relatively simple functions of length. Clearly Wt  (i, 1) may be simply 
expressed as a length-weight relationship 
Wt  (i, 1) = a (i) Lt (i, I)~  (i)  ..8) 
where Lt (i, 1)  is the average length of prey (i, 1).  A similar formula holds for Wt  (I, L). Similarly 
At (I, L) may be given, following Jones (1974) as 
where K (I)  and L,  (I)  are the von Bertalanffy parameters for stock I and where L1  (I, L) and L2 
(I,  L) are the initial and final lengths of the Lth length group for predator (I, L). A similar formula 
holds for At  (I, L). 
INDIVIDUAL RATION 
The ration (R (I, L))  may conveniently be taken in two parts. The first part is a total ration 
given by a power function of the mid-length of the interval (Lt) 
f (I) Lt (I, L)g (I)  . . .lo) 
where f (I) and g (I) are parameters which characterize predator stock (1)'s feeding requirements per 
unit time. An example of such a function is given in Daan (1973) who suggests the formula 
2 x average food in stomach 
a)L  = 
stomach depletion time  . . . lla) 
which he takes as 
cPL  = 0.00533 ~t~  . . . llb) 
for North Sea cod, where Lt is in cm and  a)L  is daily ration (g). 
The second part of R (I, L) is the proportion of the total diet satisfied by all the possible prey 
(i, 1)  in the analysis. This may be simply expressed as a logistic ogive 
where p (I), q (I) and r (I) characterize the rate of rise, 50% point and maximum height of the ogive, 
respectively. Sparre (1979) shows an ogive of feeding proportion for North Sea cod. 
RATION PROPORTION TAKEN FROM PREY (i, 1) 
The factor B (i, 1, I, L) in equation (6),  the ration proportion taken from prey (i, j) is perhaps 
themost difficult factor to understand. It is in fact the ratio that preference for prey (i, j) multiplied 
by the available biomass of prey (i, j) has to  the sum of this product for all prey. Hence 
- 
N (i, 1) At (i, 1) Wt  (1, 1) A (1, 1, I, L) 
B (i, 1, I, L) '=  - 
2  C  N (i, 1) At (i, 1) Wt  (i, 1) A (i, 1, I, L) 
all i  all 1 Using an Inverse of Phalanx Analysis to Consider the Effects of 
Mesh Changes and Effort Changes 
One very useful feature of Jones' length cohort analysis is that the results may be used to 
consider the effects of mesh and/or effort changes. 
Jones (1976) considers the effect of a mesh change or effort change on catch-at-length data 
using an approach based on Jones (1961). This approach is not possible with the phalanx analysis 
because a change in the coefficient of fishing mortality will lead to a change in the coefficient 
of natural mortality. The inversion problem can, however, be solved as follows. The numbers in the 
smallest length group of each species are held constant. The numbers at each successively greater 
length are then calculated using preliminary estimates of total mortality based on the new level 
of fishing mortality and the natural mortality obtained in the phalanx analysis. These population 
sizes are used to calculate predation levels which in turn are used to calculate better estimates of 
natural mortality due to predation. It is then possible to recalculate the population numbers at 
length using the improved estimates of total mortality which can be used to improve the predation 
estimates. This cycle of calculations is repeated until changes in the total mortality estimates are 
less than some specified level. Details of calculations are shown in a flow chart in the mathematical 
appendix (Fig. A2). 
An advantage of this method is that it would be simple to extend this approach by including 
a stock/recruitment relationship in these calculations. This would modify the numbers in the 
smallest length group of each species in line with the biomass of fish of spawning size. This might 
be simply included in the iterations indicated above. 
Worked Example of Phalanx Analysis and Its Inverse 
The absence of published tables of international catch-at-length data made it difficult in the 
short term to present a detailed analysis of the North Sea fisheries using phalanx analysis. Moreover 
such a detailed example would be inappropriate to a first description of the method. An illustrative 
example has, therefore, been constructed based on the North Sea roundfish. Thus, species A, B and C 
in the results are somewhat like cod, haddock and whiting. Table 1  shows the input values used for 
the various coefficients of growth, mortality and feeding. Tables 2, 3 and 4 show the results of the 
phalanx analysis for species A, B and C, respectively. These results may be used as inputs to the 
inverse form. As an example of this, reducing the fishing mortality by 50% on all species results in 
changes in the predation levels. As an example, the effects of this change are shown for species 
A in Table 5. By making a series of such changes yield curves can be constructed (see Fig. 1)  for the 
three species. In this case these are somewhat artificial because two of the species obtain food at 
the expense of smaller fish sizes of the same three species, there being no smaller food species in 
the example (e.g., sandeels). Thus, the yield curves tend to increase sharply with increasing fishing. 
The lack of a stock/recruitment relationship is also a clear defect in the model in its current form. 
An interesting feature of phalanx analysis and its inverse is that they provide a method for 
investigating overall size distributions and some size-related processes. It has been suggested that 
regular particle size distributions may be a consistent feature of marine ecosystems (Sheldon et al. 
1977).  In the North Sea some regularity of overall size distributions has been observed (Pope and 
Knights 1982). Thus, an ability to investigate overall size distributions may prove to be the most 
valuable feature of the phalanx model. As an example of this feature, the length distribution 
obtained from the phalanx analysis is compared with the aggregate length distributions for the 
North Sea obtained from English groundfish surveys (Fig. 2) (see Pope and Knights 1982). The 
change in numbers with length can be seen to be rather similar in these two series, and, while this 
result may be coincidental, it certainly does indicate that phalanx analysis can be used to describe 
aggregate length distributions. Similarly, the inverse of phalanx analysis could be used to model 
how overall length distributions might change with changes in exploitation patterns. Table 1. Stock specific coefficients. 
- 
Symbol in 
Property  Species A  Species B  Species C  appendix 
1 LW  130.00  85  .OO  55.00  Lw (i) 
2  K  0.10  .I25  .I25  K (i) 
3  Natural M1  0.10  0.10  0.10  M1  (i) 
4  F/Z for L max  0.70  0.70  0.70  F/Z (9 
5  Wtllength A  0.000010  0.000009  0.000008  a 6) 
6  Wtllength B  3.0  3.0  3.0  b 6) 
7  Av. preylpred  -4.60  -4.60  -4.60  P  (0 
8  Sd. preylpred  1  .OO  1  .OO  1  .OO  0  0) 
9  Ration coeff.  0.000020  0.000000  0.000016  f 0) 
10  Ration power  3.00  3.00  3.00  g 6) 
11  Food ogive p  0.50  0.50  0.50  P (i) 
12  Food ogive q  30.00  30.00  30.00  S (0 
13 Food ogive r  0.50  0.50  0.50  r (i) 
14  Largest len.  120  8 1  5  0 
15  No. of len. S  23  24  40 
16  Length inc.  5  3  1 
17  a (a, I)  1  .O  1.0  1  .O 
18  a(b,  I)  1  .O  1.0  1  .O 
19  a(c, I)  1  .O  1.0  1  .O  - 
Table 2. Phalanx analysis results for species A. 
Length 
(cm)  Population  Catch  Predation  Z  F  M2  AT Table 3. Phalanx analysis results for species B. 
Length 
(cm)  Population  Catch  Predation  Z  F  M2  AT 
Table 4. Phalanx analysis results for species C. 
Length 
(cm)  Population  Catch  Predation  Z  F  M2  AT Table 5. Results for species A, where fishing mortality is reduced by 50%  on all length groups of all species. 
Length 
(cm)  Population  Catch  Predation  Z  F  M2  AT 
- -  -- -  -  - -  -- 
Change in  F = .50  Catch weight = 157,331 
Species  B 
Species  C 
Species  B 
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Fig. 1. Yield curves for species A, B and C when all fishing mortalities 
are changed in the same proportion. In the example the only preferences predators have for different species are based on weight 
differences. Consequently, the predation mortality at length is much the same for the three species 
considered, as can be seen from Fig. 3. This also indicates that for this data set the predation 
mortality estimates declined exponentially with length in a very regular fashion and thus that 
phalanx analysis provides a means of investigating this feature of a fish ecosystem besides having 
obvious uses for fisheries assessment. 
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4  Multispecies length 
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Fig.  2. The total  length  distribution  from phalanx analysis compared to those 
observed from groundfish surveys of the North Sea. 
ASpecies  A 
 species  6 
Species  C 
Length  (cm ) 
Fig.  3. Phalanx  analysis:  predation  mortality  in  the  example 
as a function at length. Discussion 
The model presented of a multispecies length cohort analysis has essentially the same virtues 
and drawbacks as Jones' (1974) length cohort analysis. It is less demanding of data than the equiva- 
lent multispecies age cohort models but it may be sensitive to nonstationary data. There would 
seem some prospect of using such a model on a little documented tropical fishery where average 
catch length and growth parameters might be inferred but where annual catch-at-age data are not 
practical to estimate. It will also be worth developing the model for the North Sea fisheries where 
it can be contrasted with age models and where its 'simple structure should help the development of 
insight in multispecies model development. Where necessary, extra realism might be introduced into 
the version presented here. More realistic feeding models (see Ursin 1982)  could certainly be devel- 
oped. Similarly, stock recruitment effects and possibly density dependent growth effects might be 
introduced into the inverse of phalanx analysis. 
Since the method gives mortality components and population  sizes by length it should be 
useful in interpreting the structures of biomass size distributions in the North Sea. The method 
should also be of value in obtaining insights into the relationship between growth parameters and 
natural mortality. 
Phalanx analysis may, thus, be seen as both a possible assessment tool and a possible bridge 
between age-structured, functional approaches to the analysis of  complex fisheries systems and 
system overviews based on an empirical approach. In our present state of knowledge this latter 
aspect of phalanx analysis may prove to be of greater utility than its parallel use of  providing 
another bookkeeping model of multispecies fisheries. The next stage is, therefore, to develop a 
full phalanx analysis to the North Sea which should provide a stimulus for further simplications 
in our models of the North Sea fisheries. 
Other fisheries biologists may, however, see the method as a way to integrate their knowledge 
of their fisheries, using the data they have accumulated from standard studies of fish biology such 
as growth and feeding. 
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Mathematical Appendix 
The sequence of calculations performed in making a multispecies length cohort analysis is 
shown in Appendix Fig. Al.  The (supposed) consequences to species yield caused by altering fishing 
mortality rates result from the calculations shown in Appendix Fig. A2. This figure should be 
regarded as an extension of Fig. A1 where many of the basic variables are calculated. 
In these charts the variables shown in Tables Al,  A2 and A3 are used. In general, these are 
expressed in terms of the following: fish stock is designated by the index i or, in the case of a 
predator, by the index I;  length interval is designated by the index 1  or, in the case of a predator, by 
the index L; all lengths of all species are regarded as potential predators; all but the greatest length 
of each species are regarded as potential prey; at present the fish of the greatest length group of 
each species are regarded as exempt from predation for the sake of simplicity; the largest lengths of 
each species are designated by the index l,,  and the smallest by lmi,. 
Predation in the model is considered to consist only of predation by those length groups (L) 
of species (I) for which catch data are input. This source of mortality creates the M2 (i, 1) com- 
ponent of natural mortality of the prey species i of length L. The M1 (i) component is that part of 
the natural mortality of stock i caused by predation by species external to the model or from other 
causes. At present it is set at an arbitrary low value of 0.1 for all lengths of each species. 
Table Al.  Stock variables: The following stock variables are used for all lengths of each species (i) of predator (I). 
Together with catch-at-length data by species they form the basic inputs to the multispecies length cohort analysis. 
Variable  Use 
kx, 0)  Von Bertalanffy coefficients for stock i used 
K (0  to calculate At (i, 1) 
M1 (i)  Non-predatim mortality of stock i 
F/Z 0)  F/Z ratio for largest length group of stock i 
a (9  Weight-length relationship coefficients for 
b 0)  stock i used to calculate Wt  (i, 1) 
f (1)  Ration requirement coefficients for 
g (1)  stock I 
P (1)  Proportion of ration taken as predation. 
S (1)  Coefficients of ogive for stock I used 
r 0)  to calculate proportion 
Food size preference coefficients for 
stock I 
General preference matrix of stock I 
for stock i 
used to calculate 
R (1, L) 
used to calculate 
A 0, 1,  1, L) Table A2. Stock length variables: the following variables apply to the length interval 1 of stock i or in the case of 
predators to  the length interval L of stock I. 
Variable  Use 
N (4 1)  Population numbers at beginning of length interval 
- 
N (i, 1)  Average population numbers in the interval 
c (4 1)  Catch numbers in the interval (ClI2 in equation 3) 
D  (4 1)  Predation numbers in the interval (DlI2 in equation 5) 
At (i, 1)  Time spent in the interval (see Jones 1974) 
F (i, 1)  Fishing mortality rate in the interval 
F' (i, 1)  New level of fishing mortality rate for yield assessment 
M2 (i, 1)  Predation mortality in the interval 
z (i, 1)  Current total mortality in the interval 
Z' (i, 1)  Total mortality in previous iteration 
Lt (i, 1)  Average length in the interval 
Wt  (i, 1)  Average weight in the interval = a (i) Lt (i, I)~  (') 
Predators'  ration  from fish in  analysis taken  here  as f  (I) Lt (I, L)~  (I) x r (I)/(1.0 + 
exp I -  P (1) (Lt (1, L) -  q (1) 1) 
Table  A3.  Predatorlprey length  variables:  the following variables link predators of length interval L of stock 1  to 
their prey of length 1  of stock i. 
Variable  Use 
A (i, 1, I, L)  Preference  of  predators (I,  L) for prey  (i, 1). This could be a matrix (see Pope 1979) 
but here it is taken as 
B  4 L)  is diet proportion of predator (I, L) coming from prey (i, 1) which is  take^, as 
N  (i, l)*At (i, l)*Wt  (i, l)*A (i, 1, I, L) 
d (i,l, 1,  L)  is number of prey (i, 1) devoured by predator (I, L) Start  7 
for all i and 1 
Calc. At (i, l), Wt (i, l), R (i, 1)  for all i and 1 
1 
for all i and 1 
1  N (i,j) = C (i,j)*~  (i,I)/z (i,i)  1  for all i and 1 
I  -  r 
N (i, 1) = N (i, l+l)*exp [MI (i, I)*&  (i, l)] + [C (i, 1)+D (i, l)]*exp  [MI (i, I)*&  (i, 1)/2] 
[ Z (i, 1) = ln [N (i, l)/N (i, l+l)]/At (i, 1)  1  for all i and 1 
- 




F (i, 1) = [Z (i, 1) -  Ml (i, l)]*C (i, l)/[C (i, 1) + D (i, 1)]  for all i and 1 
I 
M2(i,l)F(i,l)*D(il)/C(i,l)  foralliandl  + 
t 
d (i, 1, I, L) = B (i, 1, I, L)*R (I, L)*At (I, L)*N (I, L)/Wt (i, 1)  for all i, 1 and I, L 
for all I and L 
I  ZSQ = [Z (i, 1) -  Z (i, I)]'  1  for all i and 1 
+ 
z  (i, 1 = Z (i, 1  for all i and 1 
I 
-- 
1  End of multispecies length cohort analysJ 
Appendix Fig. Al.  Multispecies length cohort analysis. Continued from multispecies length cohort analysis 
1 
I  F' (i, 1) = F (i, l)*Change (i, 1)  I  for all i and I 
I 
for all i and 1 
for all i 
N (i, 1+1)  = N (i, l)*exp [Z (i, l)*At (i, l)]  for all i and for 1 >  lmi,  n 
JI  - 
N (i, 1) = [N (i, I) -  N (i, l+l)]/ [Z (i, l)*At (i, 1)]  for all i and 1 
I 
for all i and 1 
*  I  d (i, 1, I, L) = B (i, 1, I, L)*R (I, L)*R (1, L)*R (I, L)*At (I, L)/Wt (i, 1) 1  for all i, 1 and I, L 
1 D (i, 1) = Z;  (i, 1, I, L)  1  for all I and L 
2  (i, 1 = F  (i, 1  (i, 1  (i, 1  for all i and 1 
for all i and 1 
for all i and 1 
Is ZSQ less than 0.00001?  -  no 0 
el  (i) = C  (i, 1  i  1  for all i and 1 
SIR relationship could be put in here. 
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Abstract 
This paper describes a simulation model for generating catch length-frequency data for a hypo- 
thetical population and associated fishery. Such a model can be used to test the reliability of commonly 
used mathematical procedures for estimating, from catch length-frequency data, population parameters 
important to fisheries management. Data generated by the model, which correspond to a population and 
fishery of known characteristics, can be used as input information to these procedures. The reliability 
of the estimation procedures can then be assessed by comparing parameter estimates derived by these 
procedures with their "true"  values (i.e.,  those used for the simulation model). The model is illustrated 
by an application to a hypothetical tropical population and fishery. 
Introduction 
Catch length-frequency data from a fish population often provide the basis for estimating 
important parameters, such as rates of growth and mortality, age composition and abundance of 
that population. Several mathematical procedures (e.g., Pauly 1980; Schnute and Fournier 1980; 
Jones 1981;  Pauly and David 1981; Pope, Part I, this vol.; Shepherd, Part I, this vol.) are commonly 
used for estimating such parameters. However, the reliability of these procedures remains largely 
untested (see review in Gulland 1983),  despite the importance of the estimates in making fisheries 
management recommendations. 
The estimation procedures can be tested with the aid of a simulation model for generating 
catch length-frequency data (for examples, see Jones, Part I, this vol.; Rosenberg and Beddington, 
Part I, this vol.). By selecting values for input parameters of the model, length-frequency data can 
be generated for a hypothetical population and fishery of known (i.e., assumed) characteristics. 
These data can then be used as input information for the procedures for estimating the parameters of that hypothetical population. Subsequently, the derived estimates can be compared with their 
"true"  values (i.e., those used for the simulation model). By varying the input parameters of the 
simulation model, an indication of the reliability of the estimation procedures can be obtained for 
a variety of exploited fish populations. 
In this paper, a simulation model for generating catch length-frequency data is described. 
Features of the model include an allowance for a relatively long spawning period with one or more* 
peaks of activity (common in tropical populations) seasonally oscillating growth with variation 
amongst individual fish, a variable number of fish recruited to the fishable stock each year (referred 
to throughout this paper as "cohort  strength"),  time-, age- and size-independent instantaneous rates 
of natural mortality and encounter with the fishing gear and size-selective  exploitation resulting 
from a sizedependent rate of escape from the fishing gear. Although these features of the model 
were incorporated specifically to examine the reliability of the ELEFAN package (see Hampton 
and Majkowski, Part I, this vol.), other features could easily be included as required for specific 
purposes. 
General Description of the Model 
In the model, each cohort (i.e., all fish hatched during a particular year) is considered sepa- 
rately. Each fish in a cohort is treated individually in terms of time of hatching, growth and death 
from fishing or natural causes. By  sampling from probability distributions which describe these 
processes, the life of each individual fish is followed until (i) death occurs or (ii) the age of the 
fish becomes such that this fish is no longer subject to fishing (justification for this condition is 
given below). When an individual is identified as caught, the time of capture and its length and 
age at capture are recorded for later compilation. 
Processes Simulated 
RECRUITMENT 
It is assumed that no fish are caught before all fish from the cohort considered are hatched. 
This condition is introduced for the convenience of computations and model presentation. The 
time (To) of recruitment of a given cohort to the fishable stock is defined as the earliest moment 
from which any fish of that cohort has a probability of capture greater than zero. The cohort 
strength (N,) is assumed to be a random normal variate characterized by a mean and a standard 
deviation denoted by N, and 6 N  r, respectively. 
The distribution of times of hatching (Th)  is represented by n normal distributions. The age 
(t,) of a fish at the time of recruitment is calculated as the difference between Th and the time of 
recruitment (To).  The probability density function (Ph)  associated with fish hatching at the moment 
Th is, therefore, equal to the weighted sum of the probability density functions of the n normal 
distributions having means and standard deviations denoted by xi and ai, respectively (i = 1, .  . .  n). 
Each component distribution density function is multiplied by Pi (a weighting factor specifying 
the  relative contribution of each component distribution to the cohort). Consequently, 
*Two such peaks can often be identified in tropical fish populations (Editors' note). and 
To determine Th for a given fish, a pseudo-random number (s) from the range [0,1] is generated 
by a computer. The fish is assumed to be associated with distribution k if,  t 
The age (t,) at recruitment is then determined by generating a random normal variate from dis- 
tribution i. 
GROWTH 
Growth of an individual is assumed to follow a von Bertalanffy growth equation modified for 
seasonal oscillations (Pauly 1982)  : 
where lt is the length at age t and L,,  K, to, C and t, are parameters. L,,  K and to are the standard 
von Bertalanffy growth parameters. C determines the magnitude of seasonal growth oscillations and 
t, refers to the age at which conditions are most favorable for growth during the first year of life 
(usually assumed to correspond to mid-summer). In all model implementations, To is assumed to 
correspond to the middle of winter. Hence 
if  age is expressed in years. As t, varies among fish, t,  is also variable. L,  and K are assumed to vary 
randomly among individual fish and their values are sampled from the bivariate normal distribution 
defined by mean values of these parameters and a variance-covariance matrix. The parameters to 
and C are assumed to take the same values for all fish. 
DEATH WHEN FISHING IS NOT SIZE SELECTIVE 
Initially we shall assume the instantaneous rate of fishing mortality (F)  to be independent of 
fish size (as well as time and age). When tracing individual fish in the population, the time of death 
for each fish is a random variable conforming to the constraints imposed by the values of F and the instantaneous rate of natural mortality (M). This is accomplished using a technique described by 
Kleijnen (1974),  who showed that a valuex can be sampled from its cumulative probability distri- 
bution f(x) by using the inverse of the function f (f  l) and a pseudo-random numberr from the 
range [0,1] so that 
The cumulative probability distribution of time of death, t,  of recruits is denoted by f(t). It can be 
calculated by the equation (Hearn et al., in press). 
By applying equation (5),  we can put f(t) equal to the pseudo-random number I  and solve for t, 
i.e., 
and 
Equation (8) can be used to generate a time of death for each fish in the cohort. Note that equation 
(8) makes no distinction between death from fishing and death from natural causes. The probability 
(Pf)  that a given death is due to fishing is determined by the equation 
The cause of death can be identified by generating a pseudo-random number d  from the range 
[0,1]. If d < Pf,  the fish died from fishing; if  d > P, the fish died from natural causes (Heam et al., 
1987). ). 
From equation (8) it can be seen that t  can take values ranging from To to  .  However, for 
computational reasons (computer time and storage capacity), it is necessary to specify an upper 
limit (T,,)  on 1  which would still encompass the majority (say, 95%) of generated capture 
times. Then, only fish caught during the period [To,  T,,]  are considered in terms of their con- 
tribution to catches. As long as a sensible selection of T,,  is made, this is a very minor condition 
which could only have a small effect on the extreme upper end of the catch length-frequency dis- 
tribution. 
When dl  fish of a cohort are treated in this way, a number (C') of them will have been deemed 
to have been caught. C'  is approximately equal to C as given in the equation where N,  is the number of fish alive at time To. Differences between C' and C are due only to 
sampling errors involved in the determination of C'. 
DEATH WHEN FISHING IS SIZE SELECTIVE 
In the foregoing description of determination of capture time, it was assumed that there was 
no size selectivity of the fishing gear. However, for many fisheries there is a sizedependent probabi- 
lity of capture following encounter with the fishing gear (Gulland 1983). For example, small fish 
are more likely than larger fish to escape through the meshes of  a trawl. To incorporate size selecti- 
vity into the simulation model, some modifications are necessary to the above method of deter- 
mining t's.  The simulated distribution of 1's  should reflect the possibility of (i) fish escaping 
after encountering the gear and (ii) subsequent encounter(s) with the gear. 
Let us redefine F in equation (8) as the instantaneous rate of encounter with the fishing gear. 
Then, the time (tl  ) of first encounter or death from natural causes can be calculated on the basis 
of the following equation 
The encounterldeath-from-natural-causes decision can be reached as described previously. For those 
cases where tl  represents a time of encounter, an additional decision must then be made as to 
whether or not the fish is retained by the gear. The logistic curve is used to model size selection (see 
Pope 1966). The probability (P,) of retention, therefore, can be calculated from the equation 
where lt is the length at the time of first encounter (calculated from equation (I)),  and a and b are 
parameTers of the logistic curve. The magnitude of P,  in relation to a generated pseudo-random 
number Q from the range [0,1] determines whether or not the fish is retained (retention if g < P,; 
escapement if  g > P,). If  the fish is retained, information on its age, length and time at capture 
is stored as before. In the case of escapement, allowance must be made for the possibility of future 
encounter. Therefore, the time of next encounter or death due to natural causes is calculated for 
this individual from the equation 
and decisions are again made regarding encounterldeath-from-natural-causes and capturelescape. 
This procedure is repeated until (i) the fish dies from natural causes; (ii) the value oftj.  (the  time 
of the  j-th  encounterldeath-from-natural-causes) is greater than T,,  ;  or (iii) the fish is caught. 
It is clear that if  It  is such that P,  is smaller than one, the real instantaneous rate of fishing 
mortality, F' (F' = FPJ,  of fish of this size will be somewhat smaller than the instantaneous rate of 
encounter, F. However, as It  increases, P, approaches 1  and F' approaches F. This results in the 
catch number (C') being leg  than that predicted by equation (lo),  which is valid only if there is 
no size selection. Whilst it may be possible to develop modifications of equations (8) and (10) 
that allow for size selection, their solution would require the use of complex numerical methods 
that would probably negate any advantages of the analytical formulation. Therefore, this approach 
is not dealt with in this paper. Implementation of the Model 
The sequence of steps during a run of the simulation model is as follows. 
1.  Determine the cohort strength (the number of fish at time To),  N,. 
2.  For each of the N,  fish: 
(i)  Determine a time of encounter/natural death,t,  from equation (8). 
(ii)  If  t  > T,,,  disregard this fish and return to step 2(i) to consider the next fish; 
otherwise, continue. 
(iii)  Decide whether this individual died from natural causes or encountered the 
fishing gear. It it died from natural causes, return to step 2(i) to consider the next 
fish; otherwise, continue. 
(iv)  Determine the age (t,) at time To. 
(v)  Determine the age at encounter ( a  = t, +t). 
(vi)  Determine the growth parameters L,,  K and t,. 
(vii)  Determine the length (lt ) at encounter from equation (3). 
(viii)  Determine the pr0babil3~  (P,) of retention by the gear from equation (12). (P, is 
equal to 1  if  no size selectivity is assumed). 
(ix)  Decide if  the fish is caught or it it escapes. If it is caught, store a,  and t  and 
return to step 2(i) to consider the next fish; otherwise, continue. 
(x)  Determine the time of next encounterlnatural death from equation (11). Repeat 
steps 2(ii), (iii), (v) and (vii) to (x) until the individual lives beyond time T,,  , 
is caught, or dies from natural causes. 
3.  Assign caught fish to specified time intervals of capture and construct catch length- 
frequencies for each time interval for that cohort. 
4.  Repeat steps 1  to 3 for as many cohorts as required and aggregate individual cohort 
length-frequencies into a total length frequency. 
Potential Extension of the Model 
Various extensions of  the model described are possible. The mathematical description of 
recruitment could be extended to include a stock-recruitment relationship. This would require the 
calculation of the biomass of mature females at the time of spawning. Also, the parameters xi, 
oi, and pits  could be made random variables, changing from cohort to cohort. Density-dependent 
mechanisms, e.g., in relation to growth parameters, could also be introduced. Changes in M and F 
with time and a dependence of M upon fish length, age or population abundance and age structure 
could also possibly be incorporated. Whilst these extensions may add to the realism of the model, 
they would also add substantially to computer time and memory requirements and, therefore, would 
only be added for specific simulation requirements. 
Example 
The following example demonstrates results obtainable using the simulation model. A hypo- 
thetical fish population having the following characteristics is considered. SPAWNING ACTIVITY 
Spawning takes place in two activity peaks represented by overlapping normal distributions. 
The more intense of the two peaks is centered at midsummer and has a standard deviation of one 
month. Therefore, the mean age at time To (midwinter) of fish contributed by this spawning peak 
(75% of all recruits) is six months. The other peak is centered two months before the first* and 
hence the mean age at time To of fish contributed by this peak (the  remaining 25% of all recruits) 
is eight months. It also has a standard deviation of one month. 
COHORT STRENGTH 
Ten cohorts are simulated, with the cohort strength (Nr)  at time To being sampled from a 
normal distribution with a mean of  10,000 and a standard deviation of 2,000. 
GROWTH 
The non-variable parameters (to and C) of the seasonally oscillating growth curve take values 
of 0 year and 0.4, respectively. Mean values of L,  and K are 50.0 cm and 0.5  respectively. 
Their variances are 8.0 crn2 and 0.0002 year2,  respectively, and they have a covariance of -0.01. 
The parameter ts depends on tr,  the age at  time To (see equation (4)). 
MORTALITY 
The instantaneous rates of encounter and natural mortality are both 0.3 year-'.  The fishery is 
assumed to operate on individual cohorts for five years (i.e., Tm,  -To  = 5 years). 
SIZE SELECTIVITY 
The parameters a and b in equation (12) take values of -10  and 0.67 cm-l,  respectively. This 
means that few fish less than 10  cm long are caught, while almost all of those longer than 20 cm are 
caught if  they encounter the fishing gear. 
Information on fish length, age and time of capture for ten cohorts is generated and aggregated 
into monthly periods. 
Cohort strengths for the ten cohorts are shown in Table 1. Note the relative weakness of 
cohort 4. 
Length-frequency histograms of  fish caught during 13  successive one-month periods are 
presented in Fig. 1.  Each of the first five cohorts simulated has contributed to catches in the first 
12  one-month periods presented in Fig. 1,  i.e., cohorts 1  to 5 provide age-classes 4 (fish aged 4 to 
5 years) to 0, respectively. In the thirteenth period, new recruits have been introduced into the 
fishable population from cohort 6, fish from cohorts 2 to 5 have graduated to the next age-class and 
cohort 1  has left the fishable population. The effects of size selectivity, seasonally oscillating growth 
and the weakness of cohort 4 (represented by age-class 1  in periods 1  to 12  and age-class 2 in 
period 13)  are very apparent. There is also some evidence of the bimodal spawning activity assumed 
in the simulations. Although age-class 0 has a well-formed mode and age-class 1  generally can be 
discerned, it is clearly impossible to separate by eye the remainder of the distribution illto age- 
classes 2,3  and 4. 
*This two-month period separating the two spawning peaks is not intended to simulate a realistic situation, in 
which the period between two peaks of activity would  usually be between five and seven months (Editors' note). Table  1.  Cohort  strength  for  ten  simulated  cohorts. 
Cohort number  Cohort strength 
0  10  20  30  40  60 
Length (cm)  Length (cm) 
Fig. 1. Example of monthly length-frequency "samples", generated as described in the text. Because of the nature of the simulation model presented, it is necessary to consider sufficiently 
large numbers of (i) fish in each cohort at the time of recruitment to the fishable stock and (ii) fish 
caught during each period for which length-frequencies are constructed. This is to ensure that 
errors associated with sampling during the implementation of the model do not change the assumed 
characteristics of the hypothetical fish population and associated fishery. To verify this condition, 
the characteristics of the simulated population and fishery have to be assessed. 
Fig. 2 shows a plot of the natural logarithm of catch number against period of capture for 
cohort 1.  Full recruitment to the fishery occurs after about the seventh month. The application of 
ordinary least squares regression to the data for months 8 to 60 gives the instantaneous rate of 
total mortality equal to 0.593 yea<1,  a value very close to that assumed. In a similar way, other 
characteristics of  the simulated population and associated fishery can be examined. Spawning 
activity, individual variation in growth and size selectivity of the fishing gear all show characteristics 
in the simulated population and associated fishery consistent with the assumptions of the simula- 
tion model. 
Fig.  2.  Natural  logarithm  of catch  numbers  against  period  of capture for a simulated 




ii  n 
I' 
Acknowledgements 
**  **  ** ** 
***.* 
*'.  ** 
** 
**'  ** 
*me 
** **  ' 
Drs. John Caddy (Food and Agriculture Organization, United Nations, Rome, Italy) and John 
Gulland (Imperial College, London, England) suggested the development of the model described 
in this paper. Partial financial support for the project was provided by the Food and Agriculture 
Organization of the United Nations. Mr. William Hearn (CSIRO Division of  Fisheries Research, 
Hobart, Tasmania, Australia) and Dr. Ron Sandland (CSIRO Division of Mathematics and Statis- 
tics, Lindfield, New South Wales, Australia) reviewed the mathematical procedures in the model 
and made helpful suggestions. 
5  .* 
C  **  a 






I  I  I  I  I  1 
10  20  30  40  50  60 
Time period (months) References 
Gulland, J.A.  1983. Fish stock assessment: a manual of basic methods. FAO/Wiley Series on Food and Agriculture. 
Heam, W.S.,  R.L. Sandland and J. Hampton. 1987. Robust estimation of natural mortality in a completed tagging 
experiment with variable fishing intensity. J. Cons., Cons. Int. Explor. Mer 43(2): 107-117. 
Jones, R. 1981. The use of length composition data in fish stock assessments (with notes on VPA and cohort analy- 
sis). FA0 Fish. Cric. No. 734. 55 p. 
Kleijnen, J.P.C.  1974. Statistical techniques in simulation. Marcel Dekker, New York. 
Pauly, D.  1980. A selection of simple methods for the assessment of tropical fish stocks. FA0 Fish. Circ. NO. 729. 
54 p. 
Pauly, D.  1982. Studying single-species dynamics in a tropical multi-species context, p. 33-70. In D.  Pauly and (3.1. 
Murphy  (eds.) Theory and management of tropical fisheries. ICLARM Conference  Proceedings 9, 360 p. 
International Center for Living Aquatic Resources Management, Manila, Philippines and Division of Fisheries 
Research, Commonwealth Scientific and Industrial Research Organisation, Cronulla, Australia. 
Pauly, D. and N.  David. 1981. ELEFAN I, a BASIC program for the objective extraction of growth parameters 
from length-frequency data. Meeresforsch. 28(4): 205-211. 
Pope, J.A.  1966. Manual of methods for fish stock assessment. Part 111.  Selectivity of fishing gear. FA0 Fish. Tech. 
Pap. No. 41.41  p. 
Schnute, J. and D. Fournier. 1980. A new approach to length-frequency analysis: growth structure. Can. J. Fish 
Aquat. Sci. 37: 1337-1351. An Examination of the Reliability of the ELEFAN Computer Programs 
for Length-Based Stock Assessment 
J. HAMPTON 
J. MAJKOWSKI 
Division of  Fisheries Research, Marine Laboratories 
Commonwealth Scientific and Industrial Research Organisation 
GPO Box 15.38,  Hobart, Tasmania 7001,  Australia 
Hampton, J. and J. Majkowski. 1987. An examination of the reliability of the ELEFAN computer pro- 
grams for length-based stock assessment, p. 203-216. In D. Pauly and G.R. Morgan (eds.) Length- 
based methods in fisheries research. ICLARM Conference Proceedings 13, 468 p. International 
Center for Living Aquatic Resources Management, Manila, Philippines, and Kuwait Institute for 
Scientific Research, Safat, Kuwait. 
Abstract 
Catch length-frequency data generated by a computer simulation model are analyzed by the 
ELEFAN programs and the resulting parameter estimates compared with their true values (i.e., those 
assumed in the simulation model). Four experiments were devised and ten replicate data sets (with 
differences caused by random sampling only) produced for each. In experiment 1,  the data are charac- 
teristic of a fishery in which exploitation is size selective and there is relatively high variation in the 
von Bertalanffy growth parameters, L,  and K. In experiment 2, the data from experiment 1  are truncated 
such that the largest length-class is one length-class interval less than the true value of L,.  In experiment 
3, fishing is size selective, but the individual variation in growth parameters is relatively low. In experi- 
ment 4, data characteristic of a fishery with low individual variation in growth parameters and size- 
independent fishing are analyzed. In all experiments, recruitment is assumed to occur in two activity 
peaks per year which are approximated by normal distributions. The number of recruits per year is 
assumed to be a normal random variable. 
ELEFAN I overestimates L,  by 11-23%, and underestimates K by 16-36%  in experiments where 
fishing is size selective (1  to 3). In experiment 4, where fishing is size-independent and growth parameter 
variation is low, these estimates are almost exactly correct. In experiments 2 and 3, where no samples 
included fish larger than the true mean value of L,,  the biases are reduced by employing a procedure 
that corrects the data for size-selection. This procedure is ineffective in experiment 1  because of the 
presence in the samples of fish larger than the true mean value of L,. 
The two estimates of the instantaneous rate of total mortality (Z) given by ELEFAN I1 are both 
positively biased in experiments 1  and 2 (by about 20% on average) but are generally quite accurate in 
experiments 3 and 4. Variation in year-class strength is shown to be a serious potential source of error in 
estimates of Z.  Patterns of recruitment derived by ELEFAN I1 slightly overestimate the temporal spread 
of recruitment and patterns of selection derived by the same program may underestimate the true 
probabilities of retention by length-class. 
ELEFAN 111 gives reasonable estimates of average recruitment, with the observed bias (about 10% 
on average for experiments 1  and 2) being mainly due to the bias in the previously derived Z estimates. 
However, the instantaneous rate of fishing mortality (averaged over the fully recruited length classes) is 
overestimated by as much as 100%  in some cases and appears to be quite sensitive to the selection of the 
terminal length-class. Introduction 
The management of fisheries in many countries is handicapped by a lack of information neces- 
sary for applying standard stock-assessment models, inadequate manpower for data collection and 
analysis and limited access to  modern, high-speed computers. In an attempt  to circumvent these prob- 
lems, a package of computer programs named ELEFAN (Electronic LEngth Frequency ANalysis) 
was developed (Pauly, Part I,  this vol.). These programs are written in BASIC for operation on small, 
low-cost microcomputers. The only input data required are relatively easy-to-collect catch length 
frequencies, preferably in a time series (e.g., samples for each month of a year). 
The version of the ELEFAN package tested by the authors consists of four main programs. 
ELEFAN 0  (David et al., unpublished data) is a program for creating and editing data files for input 
to the ELEFAN I, I1 and I11 programs. It is not discussed in this paper. 
ELEFAN I (Pauly and David 1981; Pauly, Part I, this vol.) is a program that enables von Berta- 
lanffy growth parameters to be extracted from a set of length-frequency samples arranged sequen- 
tially in time. Under certain assumptions, the asymptotic length (L,),  the growth constant (K), the 
coefficient reflecting the magnitude of seasonal growth oscillations (C) and the parameter indicating 
the time of year at which growth is slowest (the so-called winter point, WP) may be estimated. 
Given estimates of L,,  K, C and WP  and compliance with various assumptions, ELEFAN I1 
(Pauly 1982 and Part I, this vol.) evaluates the instantaneous rate of total mortality (Z). Two esti- 
mates of Z are provided by this program, one based on length-converted catch curves (see Pauly, 
Part I, this voI.) which are similar to the catch-curve method of Robson and Chapman (1961) and 
the other based on the mean length of fully recruited size-classes (Beverton and Holt 1956).  Given 
an independent estimate of the instantaneous rate of natural mortality (M), ELEFAN I1 can also be 
used to derive fishing gear selection patterns by backwards projection of the descending, right limb 
of the catch curve. Recruitment patterns may be estimated using ELEFAN I1 by backwards projec- 
tion of the length-frequency data on the time axis. This procedure, when used with an independent 
estimate of the parameter to,  provides a graphic representation of the monthly fluctuation into the 
stock under investigation; when reliable estimates of to are not available, the method can still be 
used to show seasonal changes in recruitment. However, no information is then provided as to when 
recruitment occurs. 
ELEFAN I11 (Pope et al., unpublished data; Pauly and Tsukayama 1983) consists of three 
routines, each being a form of virtual population analysis (VPA). VPA 1  is a conventional age- 
structured VPA  (Pope 1972). VPA  2 is a version of Jones' (1979, 1981) length-cohort analysis 
(Pauly 1984, Chapter 7). Each of these routines requires independent estimates of M and the 
instantaneous rate of fishing mortality (F) upon the last age or length group represented in the 
samples. This latter quantity is usually referred to as "terminal  F" and has the symbol Ft. 
The availability of the ELEFAN programs for use in stock assessment has attracted the interest 
of many workers in this field (Pauly, Part I, this vol.). However, to establish whether the programs 
can be used with confidence, their accuracy must be assessed and possible biases identified. For this 
purpose, a computer simulation model for generating catch length-frequency data for a hypothetical 
population and associated fishery was developed (Hampton and Majkowski, Part I, this vol.). By 
selecting values for input parameters to this model, catch length-frequency data can be generated 
for a population and fishery of known characteristics. These data can then be used as input informa- 
tion for the ELEFAN programs and the derived parameter estimates compared with their true values 
(i.e., those used in the simulation model). By changing the seed values for the various number gener- 
ating routines (for random or normal deviates), a number of independent data sets associated with 
identical population and fishery characteristics can be generated and the effects of sampling errors 
evaluated. 
In the descriptions of the simulation experiments that follow, it is assumed that the reader has 
a working knowledge of the ELEFAN programs and is familiar with the terms used in their docu- 
mentation. It is also assumed that the description of the catch length-frequency simulation model 
(Harnpton and Majkowski, Part I, this vol.) has been read. In this paper, the reliability of a number of the more important procedures which are parts of 
the ELEFAN system are examined. There is no attempt to investigate the efficiency (from a pro- 
gramming point of view) of the computer programs themselves; concern is solely with the models 
and the assumptions underlying them. 
General Characteristics of the Simulation Model 
For full details of the catch length-frequency simulation model, Hampton and Majkowski 
(Part I, this vol.) should be consulted; only a brief outline of the model is presented here. 
Cohorts are treated individually. The life of each recruit to the fishable stock is traced from 
the time of recruitment to the time of death (from fishing or natural causes) or until the fish is 
assumed to no longer be a potential contributor to the catch. The processes simulated are: recruit- 
ment (which is influenced by a relatively long spawning period with two peaks of activity and 
variable cohort strength); growth (which is seasonal and variable amongst individuals); tirne-, age- 
and size-independent instantaneous rates of natural mortality and encounter with the fishing gear; 
and size-selective exploitation resulting from a size-dependent rate of escape from the fishing gear. 
The time of death of an individual is a random variable subject to the constraints imposed by the 
instantaneous rates of encounter and natural mortality and the process of size selection. 
Methods 
THE SIMULATED POPULATION AND FISHERY 
For the simulation experiments described below, a standard population and fishery was con- 
sidered, as follows: 
Spawning takes place in two activity peaks represented by overlapping normal distributions. 
Themore intense of the two peaks (75% of all recruits) is centered at midsummer and has a standard 
deviation of one month. Recruitment of an entire year-class to the fishery (i.e., the moment when 
the probability of capture for each fish from that year-class is greater than zero) is assumed to be 
instantaneous at midwinter; therefore, the mean age at recruitment of fish contributed by this 
spawning peak is six months. A minor peak is centered two months earlier than the major peak; 
hence, the mean age at recruitment of fish contributed by this peak (the  remaining 25% of recruits) 
is eight months. It  also has a standard deviation of one month. Cohort strength (total number of 
recruits) is sampled from a normal distribution with a mean of 10,000 and a standard deviation of 
2,000. 
A seasonally oscillating von Bertalanffy growth curve (Pauly 1982) is assumed to describe the 
growth, in length, of individual fish. All fish have individually determined values of L,  and K. 
These are sampled from a bivariate normal distribution having means of 50 cm and 0.50 
respectively. Two levels of variation in L,  and K are tested; they correspond to coefficients of 
variation (C.V.s) of  10%  and 2% for both parameters.  L,  and K are assumed to be correlated 
(r = -0.8). 
The instantaneous rates of encounter and natural mortality are both set at 0.5  In 
simulations where size selection is assumed not to occur, the instantaneous rate of encounter is equal 
to F. Where size selection is assumed, it is described by a logistic curve with the a and b parameters 
equal to -10  and 0.67 cm-l,  respectively (see equation 12  in Hampton and Majkowski, Part I, this 
vol.). This effectively results in few fish smaller than 10 cm being caught, while causing almost all of 
those longer than 20 cm to be caught if they encounter the fishing gear. These processes are used to 
define a probability density function from which the time of death by fishing or natural causes for 
each fish may be determined by random sampling. For computational simplicity, the maximum 
time from recruitment that fish are assumed to contribute to the fishery is set at five years. Less than 1%  of the initial recruits would remain alive after five years with the above mortality levels. 
This, however, does slightly reduce the probability of very large fish being caught. The possible 
effect of this is discussed in later sections. 
DATA GENERATED BY THE SIMULATION MODEL 
The length-frequency data generated by the simulation model for analysis by the ELEFAN 
programs have the following features: 
1.  Fish contribute to the fishery for a maximum of five years. 
2.  Caught fish are grouped into 2 cm length-classes. This results in the total number of length- 
classes being 20 to 25. 
3.  Six year-classes are generated and combined such that there are two complete years of 
catch data, each comprising five age-classes. 
4.  Fish are aggregated into 24 monthly samples according to their dates of capture. This is 
the maximum number of samples that can be analyzed by the version of ELEFAN used 
in this study. 
ELEFAN TESTING PROCEDURES 
Two aspects of fish population dynamics and a data treatment procedure that could affect the 
performance of the ELEFAN programs were considered. 
1.  The magnitude of growth parameter variation for tropical fish stocks has never, to these 
authors' knowledge, been precisely quantified. However, Sainsbury (1980) has shown that 
the variation in L,  may be approximated by the variation in length-at-age of very old fish. 
As can be seen from data in Ingles and Pauly (1984), this variation may be considerable 
for many tropical species. Simulated length-frequency data with two arbitrary levels of 
growth parameter (L,  and K) variation were tested to assess the effect of this variation 
on ELEFAN performance. 
2.  Simulated length-frequency data were routinely generated on the assumption that fishing 
is size-selective,  i.e., F is sizedependent. To see whether or not this affects the performance 
of the ELEFAN programs, simulated length-frequency data generated assuming size-inde- 
pendent fishing were also analyzed. 
3.  Because the higher level of growth parameter variation results in fish with lengths greater 
than the mean L,  in the length-frequency samples, the effect of truncating the samples at 
one length-class below the mean L,  was investigated. In data so treated, the midpoint of 
the largest length-class becomes 47.5 cm. This is done to remove large fish as a source of 
bias in the estimation of L,.  Although this procedure is artificial and would be difficult to 
implement in reality, these authors wanted to see whether or not it is possible for ELEFAN 
I to arrive at  the correct estimate of L,  in the absence of this biasing effect. 
Using different seed values for the number-generating routines in the length-frequency simu- 
lator, ten data sets were produced for each of the four experiments. The characteristics of the data 
for these experiments are summarized in Table 1. 
The ELEFAN package has facilities to provide a variety of population parameter estimates. In 
this paper, we have restricted ourselves to examining the reliability of the following procedures: 
ELEFAN I-Estimation  of L,  and K (ten replicates per experiment); 
ELEFAN 11-Estimation  of Z (ten replicates per experiment), the pattern of recruitment (one 
replicate for experiments 1, 3 and 4) and the pattern of size selection (one replicate for 
experiments 1  and 3); 
ELEFAN 111-Estimation  of steady-state recruitment and average F using VPA 2 (ten replicates 
per experiment). Table 1. Characteristics of the simulated data produced for the four experiments. 
Experiment 
Characteristic  1  2  3  4 




Size-selective fishing  Yes  Yes  Yes  No 
EXECUTING THE ELEFAN PROGRAMS 
The ELEFAN programs were installed and executed on a Digital Rainbow 100  microcomputer. 
The procedures were as follows: 
ELEFAN I-Data  sets consisting of 24 length-frequency samples were analyzed. For all rep- 
licates of each experiment, the true values of C (0.4) and WP  (0)  were used. In order to 
identify the L,  and K combination resulting in the maximum ESPIASP ratio for a particu- 
lar set of data, a systematic searching technique was adopted. Values of L,  ranging from 
the lowest possible value to 65 cm were searched with a step size of 0.5 cm. For each value 
of L,  searched, the best (i.e., that resulting in the maximum ESPJASP ratio for that value 
of L,)  K value was determined. K values were searched in the range 0.30 to 0.60 year1 
with a step size of 0.01 
ELEFAN 11-Using  the optimum values of L,  and K as derived above, estimates o'f  Z based on 
the mean length of fully recruited caught fish (Z,)  and a length-converted catch curve 
(Z,)  were obtained for the 10  replicates of  each experiment. All 24 length-frequency 
samples were used. For Z,  estimates, the first fully recruited length-class is assumed (as 
recommended by Pauly (1983  and 1984, Chapter 5) to be that immediately to the right 
(on the catch curve) of the length-class containing the highest catch number. Because of 
the variability of catch numbers in the largest length-classes and its pronounced effect on 
the Z,  estimate, the largest length-class included in the regression was 44.5-46.5 cm. All 
fully recruited length-classes were included for the calculation of the Z,  estimate. The 
pattern of recruitment was determined for the first replicate of experiments 1,  3 and 4, 
assuming a valbe for to of zero (its true value). The pattern of size-selection was deter- 
mined for the first replicate of experiments 1  and 3 assuming a value of M equal to half the 
derived value of Z,. 
ELEFAN 111-The  VPA 2 routine is employed to obtain estimates of steady-state population 
numbers and F by length-class. The derived estimates of L,,  K and Z,  and the 24 length- 
frequency samples (assumed to represent the entire catch) were used as input to VPA 2. 
A direct comparison of actual and estimated steady-state recruitment is not possible here 
because recruitment in the simulation model is a discrete event with respect to time. The 
known number of recruits is not readily comparable with the estimates of population 
number by length-class given by VPA 2. As an approximation, the population number of 
the length-class which includes the actual mean length of recruits (length class 10.5-12.5 
cm; actual mean length of recruits was 11.87 cm) was compared with the known number 
of recruits given by the simulation model. We assumed that both M and Ft were equal 
to half the calculated value of Z,.  The true F was compared with the estimated average F 
for fully recruited length-classes (the same length-classes as used for the calculation of Z, 
were included in the average). Results and Discussion 
ELEFAN I 
The estimates of L,  and K derived using ELEFAN I are given in Table 2. In experiment 1, 
L,  is substantially overestimated (by 14%  on average), while K is substantially underestimated (by 
22% on average); 
A critical assumption made in the ELEFAN I program is that "all fishes in the samples have 
the same length at the same age, and therefore, differences in length can be attributed to differences 
in age"  (Pauly and David 1981, p. 209). However, as Pauly and David (1981) recognized, fishes of 
identical age do vary in length. The original derivation of the von Bertalanffy growth model con- 
sidered only the growth of an individual (von Bertalanffy 1938), although it is commonly applied to 
describe the mean growth of a group of animals (Sainsbury 1980). When this is done, the growth 
parameters are usually assumed to show variation between individual animals, so the estimates, 
whether derived from length-at-age,  length-increment or length-frequency data, represent the mean 
values of these parameters for the group of animals being considered. 
Table 2. Estimates of L,  (cm) and K (year-')  derived using ELEFAN I. Their real values (input to the simulation 
model) are 50.0 cm and 0.50 year-',  respectively. 
Experiment 
Replicate  1  2  3  4 
LK  Lw  K  Lw  K  Lw  K 
Mean  57.0  0.39  56.0  0.40  55.5  0.40  50.5  0.50 
However, in ELEFAN I, L,,  K, C and WP  are assumed not to  vary between individuals. Depend- 
ing on sample size, the amount of individual variation in L,  and the levels of F and M, any repre- 
sentative set of  length-frequency samples is likely to contain some fish that are larger than the mean 
L,  of the population. Because individual variation in growth is a feature of the simulation model, 
the length-frequency samples generated in  experiment 1  (where 10% C.V.s  for L,  and K are 
assumed) include fish 3-10 cm longer than the true mean L,  of 50 cm. However, these authors' 
version of ELEFAN I requires that the computed L,  be at least one length-class interval above 
the midpoint of the length-class containing the largest fish in the set of samples. This requirement 
alone would result in the biased L,  estimates in experiment 1. (It is possible, in fact, that this bias 
is slightly underestimated in experiment 1  because only fish up to five years after recruitment were 
considered .) 
To overcome this problem (if only artificially), experiment 2 was devised to truncate the 
length frequencies from experiment 1  such that the midpoint of the largest length-class considered 
was at least one length interval smaller than the true mean L,.  This produced little improvement in 
the L,  and K estimates (Table 2). The reduction of the C.V.s of L,  and K from 10%  to 2% (Table 2, experiment 3) also had little effect. In contrast, the estimates of L,  and K in experiment 4 
(Table 2) were almost perfect. The only difference between experiments 3 and 4 is the operation 
of size-selective fishing in experiment 3 and size-independent fishing in experiment 4. As explained 
by Pauly and Sann Aung (1984) and Pauly (Part I, this vol.), size selectivity favoring the capture of 
larger fish should cause a negative bias in estimated K and a positive bias in L,  (because the gear 
initially selects the faster growing fish from the new recruits). This means that the midpoint of the 
first peak is somewhat larger (in length) than it would have been without size selection. In succeed- 
ing time periods, the effect of gear selection becomes less and less; hence, the slow growers will now 
also be represented in the catch. Therefore, the change in length over time of the midpoint of the 
first peak will be less when size selection operates. Clearly, this will cause K to be underestimated, 
and, because they are negatively correlated, L,  to be overestimated. 
Pauly and Sann Aung (1984)  and Pauly (Part I, this vol.) describe a method for correction of the 
effects of size selection. The L,  and K estimates obtained in an initial run on the data are used to 
derive a length-converted catch curve from which the probabilities of capture by length-class are 
determined using ELEFAN 11. These probabilities are used to correct the original length-frequency 
data and a new set of growth parameters is derived. In the limited number of trials undertaken, we 
found that this procedure can, in some circumstances, result in more accurate estimates of L,  and 
K. The results of applying the procedure to replicate 1  of experiments 1, 2 and 3 are given in 
Table 3. For experiment 1,  only a very slight improvement in the estimates was obtained because 
a lower limit (55.5 cm) was imposed upon L,  by the largest length class in the samples (midpoint 
53.5 cm). This not only restricted the estimate of L,,  but also, because of its high negative cor- 
relation with K, reduced the estimate of  that parameter. However, in experiment 2 the length- 
frequency data used in experiment 1  were truncated (midpoint of the largest length-class considered 
was 47.5 cm), consequently allowing more improvement in the L,  and K estimates. Similarly in 
experiment 3, where growth parameter variation is low (the largest length-class had a midpoint of 
47.5 cm), more accurate estimates of these parameters were obtained. 
These results suggest that the application of the correction procedure described by Pauly and 
Sann Aung (1984) and Pauly (Part I, this vol.) may result in more reliable estimates of L,  and K so 
long as the selection pattern can be accurately estimated (see section below) and the length-frequency 
samples exclude (either naturally or by truncation) fish of lengths greater than the true value of 
mean L,.  The difficulty in a real situation is, of course, that one does not know if these conditions 
are satisfied. The selection of an appropriate length for truncation is a problem for wnich there is no 
easy solution. A useful procedure may be to exclude successive length-classes from the analysis 
and see whether the L,  and K estimates stabilize. This procedure was undertaken for the data, 
corrected for size selection, in replicate 1  of experiment 1  (Table 4). In this case, there was little 
change in the estimates after the exclusion of the largest length-class (midpoint 53.5 cm). This indi- 
cated that, for this data set: (1) truncation of the data did not adversely affect the growth parameter 
estimates and (2)  growth parameters can be obtained that, almost certainly, are not biased by the 
presence of large fish in the samples. 
Table 3. A comparison of L,  (cm) and K  esti- 
mates  for replicate 1 of experiments 1, 2 and 3 before 
and  after  correction  of length-frequency data for size 
selection. 
Before correction  After correction 
Experiment  L,  K  LW  K 
Table  4. Estimates of L,  (cm) and K (year-1)  derived 
using ELEFAN I for data truncated at different points. 
The  data,  for  replicate  1 of  experiment 1, have been 
corrected for the effects of size selection. 
Midpoint of the 
largest length-class  L,  K 
53.5  (all data)  55.5  0.43 
51.5  53.5  0.46 
49.5  53.5  0.46 
47.5  53.5  0.46 
45.5  55.5  0.46 
43.5  55.5  0.46 
41.5  53.5  0.48 
39.5  53.0  0.47 An aspect of ELEFAN I that has not been dealt with specifically in this paper, but which 
deserves mention, is the certainty with which ELEFAN I might arrive at the maximum ESPIASP 
ratio for a particular set of data. It  was clear from our use of the program that the maximum ESP/ 
ASP could not always be identified from a single ELEFAN I run. The L,  and K values giving the 
maximum ESP/ASP can only be verified by examining the ESP/ASP response surface over a suitable 
range of L,  and K. Fig. 1  shows the response of the ESP/ASP ratio in replicate 1  of experiment 1 
to different L,  and K. For clarity, only three values of L,  are considered in Fig. 1;  a wider range 
of values is recommended in practice. There are clear maxima in the ESPIASP ratio for specific 
values of L,,  but the overall maximum (i.e., when different values of L,  are considered) is less 
distinct. It is strongly recommended that users of  ELEFAN I examine response curves, such as 
those shown in Fig. 1,  over a suitable range of both K and L,. 
0.30  0.35  0.40  0.45  0.50 
K (year -'I 
Fig. 1.  ESP/ASP response to different values of K and L,  in replicate 1 
of experiment 1. 
ELEFAN I1 
The estimates of Z, derived using ELEFAN 11, for the ten replicates of experiments 1  to 4 
are given in Table 5. The estimates based on a regression of the fully recruited segment of the length- 
converted catch curve (Zr)  showed a strong positive bias in experiments 1  and 2 (+ 19%  and +20% 
on average, respectively). The Zr estimates for experiments 3 and 4, on the other hand, were gener- 
ally quite accurate. The estimates derived on the basis of the mean length of fully recruited length- 
classes (Zm  ) performed similarly to Z,  in each experiment. 
The much better performance of both estimators in experiments 3 and 4 suggests that the 
higher growth parameter variation in experiments 1  and 2 was the cause of the large positive bias in 
those experiments. There is no obvious reason why this should be so; further work is required to 
resolve this question. 
An important assumption of the ELEFAN I1 procedure and indeed of all catch curve or mean 
length-based estimation of Z is that cohort strength is constant both before and during the period 
over which the fish are sampled, or varies,only randomly. In applying ELEFAN 11, or any similar 
method, to estimate Z, one needs to be wary of non-compliance with this assumption. Even if 
cohort strength varies only randomly, problems may still arise, particularly if  few cohorts are re- 
presented in the samples. As an example, consider replicate 7 of experiment 2. As for all the repli- 
cates, 5 age-classes are present in any given sample. Since the data analyzed consist of 2 years (24 
monthly samples) of length-frequencies, the total number of year-classes represented in the data Table 5. Estimates Z  using the regression (Z,)  and mean length (Z,)  routines of ELEFAN 11.  The corres- 
ponding estimates of L,  and K derived by ELEFAN I (Table 2) are used in the ELEFAN I1 procedures. The real 
value of Z input to the simulation model is 1.0 
Experiment 
Replicate  1  2  3  4 
zr  zm  zr  zm  zr  z*  zr  z, 
Mean  1.19  1.19  1.20  1.23  1.02  1.13  1.01  0.97 
is six. The number of recruits for each of these year-classes and the age-classes they represent in 
the 24 samples is shown in Table 6. By chance, 2 of the year-classes (1  and 3) from which the older 
fish in the samples are derived are very weak. In contrast, those that make up the younger fish in 
the samples (year-classes 4, 5 and 6)  are strong. This would have the effect of positively biasing 
both estimators of Z. In Table 5,  we see that this is indeed the case, with estimates of 1.30 and 
1.35  for Z,  and Z,  ,  respectively. 
To confirm that this bias has been at least partially caused by the chance sequence of year- 
class strengths, we reversed the order of the year-classes, i.e.,  the weak year-classes now contribute 
the younger fish in the samples and the strong year-classes contribute the older fish. The analysis 
was repeated (using the same L,  and K as before) and produced Z,  and Z,  estimates of 0.98 and 
1.09  respectively. This indicates that the error introduced by variable recruitment may be 
considerable. However, recruitment variability alone cannot fully account for the observed bias 
in the original total mortality estimates (otherwise, the above reestimates should have been con- 
siderably less than 1  .OO  ). 
Table 6. Details of the year-classes occurring in the samples associated with replicate 7 of experiment 2. The age- 
classes represented in the samples are denoted by the number of completed years since recruitment. 
Age-classes represented 
Year-class no.  No. of recruits  Samples 1-12  Samples 13-24 
Given an independent estimate of to,  ELEFAN I1 may also be used to estimate temporal recruit- 
ment patterns by projecting the length-frequency data backwards in time using the growth param- 
eters derived by ELEFAN I. This procedure was undertaken for replicate 1  of experiments 1,3  and 
4, the results of which, along with the actual pattern as derived from the simulation model, are presented in Fig. 2 as frequency histograms of time (month) at age zero. Note that the patterns 
determined by ELEFAN I1 overestimate the spread of the recruitment period as determined in the 
simulation model. This occurs because ELEFAN I1 attributes all variation in length to variation in 
age, whereas in the simulated data, some of the variation in length is due to variation in growth (as 
would be the case in reality). Therefore, the variation in age at a particular time, or vice versa, is 
overestimated by ELEFAN 11. Also, any error in the assumed value of to will cause identical errors 
in the times of recruitment of all fish. 
"1  Experiment  I 
+
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Fig.  2. Pattern of recruitment  estimated  by ELEFAN  I1  for  replicate  1 of experiments 1, 3 
and 4. The pattern derived from the simulation model is given for comparison. 
ELEFAN I1 is also able to provide estimates of the pattern of size selection by the fishing gear 
(i.e., approximate probabilities of retention, by length-class) by projecting backwards the descend- 
ing limb of the catch curve and calculating the difference between observed and expected catches 
(see Pauly,Part I, this vol.). This procedure is subject to two main sources of possible error. The first 
arises from the assumption regarding the mode of recruitment to the fishery. The ELEFAN system 
assumes that fish are recruited by length. This means that, if  there is no size selection, the smallest 
fish in the catch would be the most numerous. The alternative to recruitment by length is recruit- 
ment at a specific time. Here, recruitment could be triggered by a change in some environmental 
factor or the lifting of a management regulation such as a closed season. In such a case, the lengths 
of the new recruits would be variable because of differences in times of hatching, and therefore, 
the length-frequency of the recruits would appear as a peak, with the abundance of the very small- 
est fish in the catch tailing off to zero. This latter scheme was assumed in the simulation model 
(Hampton and Majkowski, Part I, this vol.). 
This type of recruitment makes the interpretation of the selection curve derived by ELEFAN 
I1 (and also the application of the length-frequency correction procedure) difficult because the 
tailing off of the catch of the very smallest fish would be assumed by ELEFAN I1 to be the result 
of size-selection by the fishing gear. This would lead to underestimates of the probabilities of reten- 
tion for these fish. Secondly, any error in the estimate of the slope of the catch-curve regression 
line and in the estimate of M (which cannot be derived from length-frequency data alone and is, in 
may cases, highly uncertain) will, of course, result in errors in the estimates of probabilities of reten- 
tion. Mainly because of the first source of error, we might expect that ELEFAN I1 would tend to 
underestimate the probabilities of retention, and hence, overestimate the effect of size selection. This seems to  be the case in experiments 1  and 3, where the pattern of size selection derived by 
ELEFAN I1  is compared with a typical pattern generated directly from the simulation model 
(Table 7). 
ELEFAN I11 
The VPA 2 routine of ELEFAN I11 appears to provide, with few exceptions, quite reasonable 
estimates of average recruitment. The observed errors (Table 8) seem to be directly related to errors 
in the estimates of Z derived using ELEFAN 11. 
The values of F averaged for the fully recruited length-classes show strong positive bias (Table 
9). This is due to very high values of F being generated for the three or four largest length-classes. 
The terminal length-class used for these calculations was 44.5-46.5 cm. The bias is even stronger 
than that indicated in Table 9 if  larger length-classes are assigned as the terminal length-class. This 
Table 7.  Selection patterns for replicate 1  of experiments 1  and 3 as determined by ELEFAN 11, and the real selec- 
tion pattern as defined in the simulation model. The corresponding estimates of L,  and K derived by ELEFAN I 
(Table 2) are used in the ELEFAN I1 procedure. 
Midlength  Probability of retention 
(cm)  Experiment 1  Experiment 3  Actual 
Table 8.  Comparisons between  the mean recruitment levels determined by the simulation model (Rs) and by the 
VPA 2 routine of ELEFAN I11 (Re). The percentage difference is shown in parentheses. The corresponding estimates 
of L,  and K derived by ELEFAN I (Table 2) and Z,  derived by ELEFAN I1 (Table 4) are used in the VPA 2 proce- 
dure. We  assume M = Ft = Z,/2. 
Replicate  1 
Rs  Re 
Experiment 
2  3 
Rs  Re  Rs  Re 
Mean Table 9. Estimates of average F derived using the VPA  2 routine of ELEFAN  111.  The corresponding estimates of 
and K derived by ELEFAN  I (Table 2) and 2,  derived by ELEFAN I1 (Table 4) are used in the VPA 2 procedure. 
We  assume M = Ft  = 2J2.  The real value of F for fully recruited length-classes input to the simulation model is 
0.5 
Replicate  1 
Experiment 
2  3 
Mean 
may be due, at least in part, to the artificial termination of the fishery at five years after recruit- 
ment. This could have led to the larger length-classes being slightly underrepresented, particularly in 
experiments 1  and 2 where growth variation is high. If the terminal length-class is underrepresented 
in this way, the preceding length-classes with larger catches could have F values that are much larger 
than the terminal F used. This indicates the need to ensure that: (1)  fish from the terminal length- 
class are properly sampled and (2)  an optimum length-class interval is chosen so as to minimize the 
variation within length-classes while retaining most of the between-length-class information. 
The remarks made here probably also apply as well to Jones' length-cohort analysis (Jones 
1979, 1981), which has properties similar to the VPA  2 routine of ELEFAN I11 (Pauly 1984, 
Chapter 5 and Jones, Part I, this vol.). 
Concluding Remarks 
In the analysis of the simulated data, we occasionally had to make assumptions that might be 
much more difficult to make in practice (e.g., those regarding the values of to and M). In addition, 
some of the assumptions of the simulation model itself were, for the sake of simplicity, somewhat 
optimistic (e.g., 100%  sampling of the catch and no variation in M or the instantaneous rate of 
encounter). Therefore, we might expect that the analysis of real data would include additional 
complications relating to these assumptions. Nevertheless, the results of this study have highlighted 
a number of points regarding the ELEFAN system. They are briefly summarized as follows: 
1.  Unless one is quite confident that the largest length-class included in the analysis is smaller 
than the true mean L,,  ELEFAN I should not be used to estimate this parameter. If this is 
not the case, the best (or least biased) estimate of L,  that ELEFAN I can provide is one 
length-class interval larger than the midpoint of  the largest length-class in the samples. 
2.  Truncating the data might help to overcome the problem described in (I),  although where 
the point of truncation should be is debatable. The deletion of successive length-classes 
from the samples in the hope that the L,  and K estimates will stabilize may be a sensible 
course of action, but this procedure requires further validation. 
3.  Size-selection by the fishing gear also causes ELEFAN I to underestimate K and over- 
estimate L,.  This may be at least partially compensated for if  accurate estimates of the 
probabilities of retention by length-class can be used to correct the length-frequency data for this effect. While ELEFAN I1 can provide such estimates, there may be problems with 
this procedure if  fish are not recruited strictly by length and/or there are substantial errors 
in the estimates of Z and M. 
4.  ELEFAN I1 tends to overestimate Z in experiments where the growth parameters are 
highly variable. Also, normal (or random) variation in year-class strength can cause substan- 
tial errors in Z estimates. 
5.  The temporal spread of recruitment is overestimated by ELEFAN 11; however, its peak can 
be identified with reasonable accuracy if the correct value of to is provided. 
6.  ELEFAN I11 provided reasonable estimates of  mean recruitment (as measured in these 
experiments). As with all other forms of VPA, accurate estimates of M and terminal F are 
necessary. 
7.  The estimates of average F provided by ELEFAN I11 are positively biased, probably due to 
a combination of factors, including fish being subject to exploitation for five years only, 
individual variation in growth and the difficulty in identifying a correct value of  Ft. 
The ELEFAN system incorporates empirical equations to obtain values for parameters which 
usually cannot be estimated from length-frequency data alone (to and M). Their robust estimation 
requires supplementary data (eg., age-at-length, tag-recapture and/or fishing effort data). We  did 
not make an assessment of the methods incorporated in ELEFAN I1 for estimating these parameters, 
but, as recognized by Pauly (Part I, this vol.), they should only be used where superior methods are 
not available. 
We  strongly recommend that thorough sensitivity analyses (see reviews in Majkowski 1982, 
1983;  Majkowski and Hampton 1983) be undertaken when using the ELEFAN programs. The 
ranges for the various parameters to be used in sensitivity analysis will vary for different data sets, 
but our experiences in working with simulated data would suggest the following minimum ranges: 
L,  *20%, K *30% (for input to ELEFAN I1 and 111) and Z *40% (for input to ELEFAN 111). Also, 
the sensitivity of results to uncertainties in to and M should be addressed. This approach would 
allow management advice that takes into account the shortcomings of the methods used. 
This paper has identified several areas that warrant further investigation. These include the 
effects of truncating the length-frequency data to remove bias; the effects of larger variations in 
growth parameters and recruitment than used in this paper upon estimates of L,,  K and Z; and the 
reliability of the procedure for correcting for size-specific selection. Information on these topics is 
required before the ELEFAN system can be confidently recommended for routine use. 
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Abstract 
This paper summarizes the results of applying two kinds of length composition analysis to simu- 
lated length compositions. The kinds of analyses investigated are length coh&  analysis for determining 
the long-term effects of changes in exploitation pattern and methods of converting the right hand limb 
of a length composition to a straight line for estimating Z/K or Z -  K. 
Length compositions were simulated by combining length compositions derived by following five 
cohorts with different growth parameters throughout their lives, and combining sets of normally dis- 
tributed length compositions-at-age for a number of age groups. For both approaches, the effect of 
selectivity on the relative proportions of small individuals was allowed for using a logistic selection curve. 
Introduction 
This paper presents an investigation of the effects of changes in growth and mortality param- 
eters on the results of length cohort analysis and Z or Z/K estimates for length composition data 
based on simulated catch-at-length data. The aim of this investigation is to provide practical guide- 
lines for the application of methods such as those presented in Jones (1984)  and Pauly (1984). 
SIMULATION OF  CATCH-AT-LENGTH DATA 
Simulation of a single cohort 
A single cohort can be simulated quite simply, either by following a year class throughout its 
life or by simulating a steady-state ,length composition given constant recruitment throughout the year. For a cohort followed through its life, the number removed from any length interval 
L1 -  L2 will be equivalent to: 
where tl = (-1/K)  In (1 -  L1/L,)  and t2  = (-1/K)  In (1 -  L2/L,).  Note that tl and t2  refer 
simply to relative ages (i.e., "to" can be ignored). 
Alternatively a steady state length composition can be simulated by assuming, as in Fig. 1, 
that during some time interval, all individuals previously in an interval L1 -  L3 will grow to lie 
within an interval L2 -  L4. L2 can be calculated from Ll, and L4 from Lg using the same von 
Bertalanffy relationship. Simulations show that both methods lead to results  which are identical 
within the limits of computational accuracy. 
Fig.  1. Basic  assumption in  a simulated set of catch-at-length 
data:  all  individuals  in  an  interval  L,-L3 will  grow  to lie  if 
they survive within an interval L2  -L4. 
Simulation of growth curves-whether to vary L,  or K 
In practice, the variance of lengthat-age tends to increase with increasing age, and the indica- 
tion is that fish grow according to different growth curves throughout their lives. Variation in K, 
but not in L,,  would lead to length compositions for which the variance of the lengths increased 
with age up to a point, and then gradually decreased to zero (Fig. 2). It is, however, more realistic 
to assume that variation is largely due to variations in L,,  as indicated in Fig. 3. 
Two approaches to length composition simulation 
From the considerations above, two methods have been adopted for length composition simula- 
tion. One, as indicated in Fig. 4, was to assume a normal distribution of lengths-at-age.  Mean lengths- 
and numbersat-age were calculated using von Bertalanffy and exponential relationships in the usual 
manner. This method is suitable for generating length composition representative of the stock. Fig. 2.  Growth curves that would result if variations of 
K  were  strong,  while  variation  of  L,  were  zero  (see 
text). 
Fig. 3. Basic growth model used for simulation: all fish 
grow  according to different  growth curves. Their  indi- 
vidual  growth  parameters,  however,  remain  constant 
throughout life. Variance of length-at-age is assumed to 
increase with age. 
Fig.  4.  Schematic  representation  of  method 
used  for  constructing  simulated  population 
length-at-age data (see text). 
The second method was to use equation (1) to determine length compositions for five cohorts 
and then to combine these by simple addition or by weighting. This method (numerical examples 
are given below) is suitable for generating length compositions representative of catch. 
Table 1  shows the mean and variances of North Sea haddock for ages 1-7. Also shown are the 
values of each mean + the standard deviation and the values of each mean + twice the standard 
deviation. If von Bertalanffy curves are fitted to the mean lengths at age it is found that the L, 
for the mean lengths is 58 and the value of K is 0.42. For the values of mean + once and twice 
the  standard deviation the corresponding von Bertalanffy curves have different values of L,  but 
similar values of K. 
To allow for variations in growth rate two approaches have, therefore, been used: 
i.  computing the normal distribution of lengths for each age group using the means and 
variances in Table 1  and combining these into a single length composition (Table 2); 
ii.  simulating several cohorts, each based on equation (I),  but with different values of L,. 
Several examples are given in Tables 3-5. 
Tables 3-5 allow for various combinations of possibilities. In Tables 3 and 4 the values of K 
and M are relatively high (0.42 and 0.63, respectively). In Tables 5 and 6 the values of K and M 
are relatively low (0.15 and 0.225, respectively). For all four tables, however, the value of M/K = 
1.5. 
To allow for differences in the relative proportions of fish with different values of L,,  the 
individual cohorts have been combined in two different ways. In Tables 3 and 5, the numbers per Table 1. Input data for simulating length compositions using variances-at-length for North Sea haddock. 
Mean  Mean  Mean  Mean  Mean 
Age  length  Variance  SD  -  SD  + SD  +2SD  -2  SD 
* = Assumed values. 
SD = Standard Deviation. 
Table 2. Simulated length compositions based on summations of normal distributions at each age. Mean lengths-at- 
age and variances are as eiven in Table 1 for L,  = 58 cm and K = 0.42  for ages from 1 to 16 years, with variance- 
at-age = 25 for ages > =5  years. 
Length 
@ouE  Z 
(cm)  0.1  0.5  1  .O  1.4  1.6  2.0 
--  --  - 
a~ower  class limit. cohort have been adjusted so that the initial numbers at the smallest lengths are in the proportions 
6:24:40:24:6. 
In Tables 4 and 6,  the numbers per cohort have been adjusted so that the weight of fish above 
a certain length (here taken as 28 cm) is the same for all five cohorts. This simulates a situation in 
which the potential reproductive output is the same for all five cohorts. Without some condition 
such as this, there would presumably be strong selective pressure for that combination of growth 
parameters that consistently favored the maximum reproductive output. 





































Numbers in sea at a length of 6 cm 
Simulated length compositions The effect of selectivity on the smaller individuals has been allowed for by using a logistic 
selection curve with a selection factor of 3.0 and a slope at the 50% length of 0.1. 
Investigations based on both principles have been carried out and preliminary results are 
presented later. 
Table  4.  Simulated catch-at-length data  (as in  Table  3 but  initial numbers adjusted to equalize biomass of fish 





































Numbers in sea at a length of 6 cm 



















Numbers in sea at a length of 5 cm 
6,000  24,000  40,000  24,000  6,000 
Simulated length compositions 
INVESTIGATION OF LENGTH COHORT ANALYSIS 
Cohort analysis (Pope 1972 and see Fig. 5) is a simple approximation of the virtual population 
technique in which an exponential survival curve is replaced by a "step function", by assuming that 
(a) the whole of the catch for an age group is taken at exactly the middle of that age interval and 
(b) only natural losses occur continuously on an exponential basis. Pope's cohort formula can then 
be derived quite simply by proceeding backwards in time from the oldest to the youngest ages. 
Thus, let Nt+l =number in sea at sea age t + 1  (point D in Fig. 5) and let M =the  instantaneous 
loss rate due to natural causes. 
Then by proceeding backwards in time, the number in the sea at the middle of the age interval, 
just after the catch has been taken, is given by: 
~,+~e~~~  (point C in Fig. 5) Fig.  5. Showing  how, in  cohort  analysis,  a negative 
exponential  decay curve is replaced by a step function. 
Table 6. Simulated catch-at-length data based on growth parameters for Faroe Haddock  (as for Table 5 but initial 
numbers adjusted to equalize biomass of fish  > 28 cm. 
Total  16,920 
Input parameters: 
Numbers in sea at a length of 5 cm 
Simulated length compositions Also, at the middle of the age interval, but just before the catch is removed, the number in the 
sea is given by: 
~~+~e~;~  * Ct (point B in Fig. 5) 
where Ct = catch during age interval. 
Next by proceeding back in time one more step to the beginning of the interval, the number in 
the sea at age t is given by: 
Nt = (~~+~e~~~  + ct)eMi2 (point A in Fig. 5) 
where Nt = number in sea at age t. 
Numerical analysis proceeds by first determining the number in the sea for the oldest age, and 
then successively applying this formula for determining the numbers in the sea at successively 
younger ages. 
Further details and numerical examples are given by Jones (1984). 
Fig. 6 shows the relationship between length and real time for a number of cohorts each 
derived from eggs that hatch on different days. Cohort number 1,  for example, may grow from L1 
to Lz over one time period. Cohort number 4 grows through the same length interval considerably 
later in real time. The time intervals between the different curves depends partly on the different 
hatching times and partly on different growth rates prior to the attainment of the reference length 
L1  cm. 
Fig. 7 shows the relationship between length and real age for the same cohorts as in Fig. 2. It is 
assumed that each cohort is assigned a zero age at  the time of hatching. There will be differences in 
growth rate prior to  the attainment of the length L1  and consequently each cohort will grow from 
L1  to Lz cm over a different age range. The differences in hatching time will be eliminated, how- 
ever, and one would expect these curves to be much closer together than those in Fig. 2  differing 
only due to  differences in early growth rate. 
Real  time 
I 
Real age 
Fig.  6. Relationship  between  length  and time  for  Fig.  7. Relationship  between  length  and  age 
cohorts born at different times.  for cohorts  in which  length  L1  is reached at 
the same age. 
Fig. 8 shows the relationship between length and relative age for the same four cohorts. By 
"relative" age is meant age relative to the age at the time of attainment of a particular length, 
such as L1. Over a small length interval, it is to be expected that much of the variability would be 
removed, and that the differences between the various curves would be relatively small. The cohort 
length analysis is based on  this assumption, i.e.,  it is assumed that the variation in time needed to 
grow from L1  to La cm is small, compared to the variations in the ages or real times involved. For small and medium fish it may be reasonable to assume that there is not a very large varia- 
tion in the time required to grow through a particular length group. For very large fish, however, 
this assumption will be less valid. 
Fig. 9 shows the relationship between length and relative age for a length grouping of large 
fish. In this situation, some individuals may continue to grow throughout the length interval (cohort 
A) whereas others may actually stop growing and never reach a length of L2 (cohort B). In this 
situation the individual variability is clearly very large, and the adoption of an average growth rate 
to apply to all individuals can be only a poor approximation. 
To some extent this should be compensated for by the fact that large individuals usually make 
up a relatively small proportion of the total catch. Errors, due to the greater variability of growth 







Fig.  8.  Relationship  between  length  and  rela-  Fig.  9. Relationship between  length  and 
tive  age  for cohorts with the same  relative age  relative  age  for  large  individuals. Within 
(here  0)  at  some  specified  length  (here  L1).  length  group  L,-L2,  individual  A  is 
still  growing,  while  individual  B  has 
stopped growing. 
For length composition analysis it is important to note that the values of  L,  and K obtained 
from the best fitting von Bertalanffy growth curve, may not necessarily be the best values to use. 
This is because in reality, there are two underlying relationships (Fig. 10).  One is the relationship 
between length and age (i.e., corresponding to each age there is a mean length and the relationship 
between these constitutes a conventional growth curve--curve  (a). With this relationship the value 
of L,  may be smaller than the largest individuals in the length compositions (as shown in Fig. 11). 
The other is the relationship between age and length (i.e., corresponding to each length there is 
a mean age). This relationship provides a different growth curve with different values of L,  and K 
(curve (b) in Fig. 10).  With this relationship, the value of L,  will not be smaller than the largest 
length. 
Investigation of mean ages per length group 
As part of the preparation of the length compositions shown in Table 2, it has been possible 
to calculate mean ages for each length group and hence to prepare curves of mean ages on length. 
This leads to a whole set of curves, each depending on the value of Z adopted. The results are sum- 
marized in Fig. 12.  In this example, the curves of age on length tend to an asymptotic age rather 
than an asymptotic length. This appears to be a consequence of including the right-hand limb of 
the oldest age groups in each curve in the figure. However, the slope of the right-hand limb of any 
age group using this method of simulation is not a function of growth and mortality but a property 
of a normal distribution. Fig. 10.  Schematic representation of difference between 
the curves resulting  from  a plot  of length  on age (a) 
and age on length (b)  (see text for details). 
Fig.  11. Growth  curves for fast growing (a), and slow 
growing  (b) fish,  and  the  relation  between  average 
length  and age  (dotted). The figure shows how some 
fish  can  be  larger  than  the  L,  of  the  population. 
If the tails of the distribution in Table 2 are neglected, the curves of age on length appear to be 
quite close to the underlying curve of length on age but not identical. 
This investigation shows that curves of age on length do not conform to any one growth model 
and are not likely to be readily predictable in practice. Because of this, some other way of choosing 
values of L,  and K is required. One procedure is to first choose a value of L,  that is greater than 
the largest length group in the sample and then to adopt a value of K that is compatible with it. 
Determination of compatible values of L,  and K 
It is important, when choosing a value for K, to make sure that this is compatible with the 
value of L,  adopted. One way of doing this is to relate values of L,  and K to a particular growth 
increment by means of a Ford-Walford plot. Fig. 13 shows an example for the situation where 
animals grow from 42 to 46 cm in one year. This determines point C in Fig. 13.  A second point 
(A) is then determined by arbitrarily choosing a value for L,  greater than the largest length group 
in the samples. Here a value of 70 cm has been adopted. A straight line can be drawn through point 
C and through point A from which it is possible to calculate values of L,  and K that are compatible 
with the observed growth increment. Thus the slope of this line is equivalent to AB/BC, i.e., 
The value of K is therefore -  In 0.86 = 0.15. 
Other lines can be drawn for other values of L,.  In this way values of L,  and K can be 
obtained that are compatible with the observed growth increment. 
If various lines are drawn it is clear that the larger the value of L,  the smaller the slope and 
hence the smaller the value of K. 
For length composition analysis, therefore, it is appropriate first to choose a value for L,  and 
then to determine a value for K that is compatible with this and with one growth increment. The 
choice of growth increment is necessarily arbitrary, but a useful procedure is to adopt a growth 
increment that happens to  coincide with growth in the region of the modal length of the population. Underlying curve of 1 
length on age J 
Length 
Fig.  12.  Effect  of  total  mortality  (Z)  on  the 
growth  curve  resulting  from  a  plot  of  age  on 
length (see text). 
-K  - 
Lt 
slope =e  -(Lao-Lt+,  )/(La-  Lt 
hence  K = In C(Loa-Lt)/(La-Lt+I  )I 
Fig.  13. Method  for  estimation  of a value of K  com- 
patible  with  a  given  growth  increment  and  a  pre- 
selected value of L,  (see text for details). 
Principle of determination of percentage 
change in steady-state catch 
Fig. 14  shows the relationship between the steady-state numbers-at-length in the catch and the 
steadystate numbers-at-length in the sea for a given pattern of fishing. 
Length cohort analysis can be used to determine the percentage change in steady-state catch 
for some other pattern of fishing. 
One way of doing this would be by converting length groups to relative age groups and then 
employing conventional age-related techniques. Alternatively, the various computational steps can 
be combined into a single sequence that makes use of the values of F At  obtained from cohort 
analysis. This permits an assessment of the long-term effects of a change in exploitation pattern to 
be made without any further input data being required. The results are numerically almost identical 
to  those obtained by converting lengths to ages and applying conventional age-related techniques, 
but fewer input assumptions have to be made. In fact, the only difference is that numbers caught 
are calculated from F AtNL instead of from R  Stocks in sea 
Catch 
'-1  '2  '-3  '4  '-5  '-1.2  '-~.3'-3-4~45 
Length  Length group 
Fig.  14. Relationships  between  steady-state number-at-length in  the sea  and  the 
catch resulting from a given pattern of fishery. 
where 
NL is the number at a length corresponding to the middle of a length group 
NB is the number at a length corresponding to the beginning of a length group and 
At  is the time needed to grow through the length interval 
The choice of either formulation is not likely to affect the results significantly. 
Results and Discussions 
INVESTIGATION OF  THE EFFECT OF CHANGES IN EXPLOITATION 
PATTERN (BASED ON COHORT ANALYSIS) 
Estimates of the long-term effect of changes in exploitation pattern have been made using the 
simulated length composition data in Tables 3-6.  In each instance, cohort analysis has been applied 
to sets A...E combined and the results compared with the results obtained for sets A...E separately. 
LONG-TERM EFFECTS OF A 
40%  REDUCTION IN EFFORT 
Table 7a shows the long-term effect of a 40%  reduction in effort on sets A...E separately from 
Tables 3 and 4. M/K = 1.5, final F/Z = 0.56. 
Two weighted means are given. One of -5%  was obtained by using the numbers at the foot of 
Table 3 as weighting factors. The other of -8%  was obtained by using the corresponding numbers 
at the foot of Table 4. 
The object of this study, therefore, is to determine the effect of the 40% reduction in effort on 
the combined length composition (A ...  E) from Tables 3 and 4) and to compare these with the 
values -5%  and -8%,  respectively. For comparison with the mean value of -5%,  Table 7b below shows the percentage changes in 
weight for a 40% reduction in effort for A...E combined, from Table 3 for three options. 
Comparison with the correct value of -5%  shows that with a mean value of L,  = 58 cm all 
three options underestimate the long-term benefit. For values of L,  = 70 and 90 cm, options 1  and 
2 overestimate the long-term benefit but option 3 underestimates it. 
Table 7c shows the result of similar calculations using the data in Table 4 for comparison with 
the value of -8%. 
The results of this comparison are the same as those above, i.e.,  compared with the correct 
value of -896,  all three options underestimate the long-term benefit for L,  = 58 cm. For L,  = 70 
and 90  cm, options 1  and 2 overestimate the long-term benefit but option 3 underestimates it. 
SECOND INVESTIGATION OF A 
40% REDUCTION IN EFFORT 
Tables 8a, 8b  and 8c show the results of a similar investigation using the simulated length 
compositions in Tables 5 and 6. 
For comparison with the mean value of +25% in Table 8a, Table 8b below shows the percent- 
age changes in weight for a 40% reduction in effort for sets A...E combined from Table 5 for three 
options. 
Comparison with the correct value of +25%  shows that with a mean value of L,  = 83  cm all 
three options underestimate it but not by very much. For larger values of L,,  the tendency is for 
options 1  and 2 to overestimate the correct value but for option 3 to underestimate it. 
For comparison with the correct value of +18% in Table 8a, Table 8c shows that for all three 
options, the tendency is to overestimate the long-term benefit. 
LONG-TERM EFFECTS OF AN INCREASE 
IN MESH SIZE TO 90 MM 
Tables 9 and 10  show the effect of an increase in mesh size to 90 mm using data from Tables 
3-6. 
For comparison with the value of +9% in Table 9a, Table 9b shows the results of calculations 
for sets A...E combined from Table 3 for three options. 
Compared with the correct value of +9%, the mean value for L,  = 58 cm underestimates the 
long-term benefit for all three options. For larger values of L,  options 1  and 2 overestimates and 
option 3 underestimates the long-term benefit. 
Compared with the correct value of +6% in Table 9a, similar results were obtained in Table 
9c as for Table 9b. 
SECOND INVESTIGATION OF THE EFFECTS 
OF AN INCREASE IN MESH SIZE 
Tables 10a, lob  and 10c  show the results of a similar investigation using the data from Tables 
5 and 6. 
For comparison with the mean value of +30% in Table 10a,  Table lob  shows the results for 
sets A...E combined for three options. 
Comparison with the correct values of +30% shows that with a mean value of L,  = 83  cm all 
three options agree very closely with it (i.e., 31% compared with 30%). For larger values of L,, 
options 1  and 2 overestimate and option 3 tends to underestimate the correct long-term benefit. 
For comparison with the correct value of +28% in Table 10a, Table 10c shows that for all 
values of L,  and for three options, the long-term benefits are overestimated. The results of this very limited study appear to point to  the following conclusions, as far as 
estimates of the long-term effect of changes in exploitation pattern are concerned: 
1) If the correct or mean value of L,  is used along with the correct value of M/K, long-term 
effects  may be still under- or overestimated. 
2)  If larger values of L,  are used along with the correct values of  M/K, long-term effects are 
liable to be underestimated. 
3)  If large-values of L,  are used along with values of M/K based on compatible values of L, 
and K,  long-term effects may or may not be overestimated. In general, an overestimate 
appears to be likely, if  K is calculated from L,  plus a growth increment for small fish. 
If the growth increment is based on growth over a mid-sized range of individuals, the likeli- 
hood of overestimating the long-term benefits appears to be considerably reduced. 
Table 7. Investigation of the long-term effects of a 40% 
reduction  in  effort, based  on  simulated data in  Tables 
3 and 4. 
a) Analysis  based  on data  sets A-E (separately), from 
Tables 3 and 4; M/K = 1.5 and F/Z = 0.56. 
Data set  L,  % change in weight 
weighted mean for Table 3 
weighted mean for Table 4 
b) Same as (a), but based on data sets A-E (combined) 
from  Table  3  and  three  combinations  of  growth 
parameters. 
L,  Option 1  Option 2  Option 3 
Option 1 : L,  varied, M/K = 1.5, F/Z = 0.56. 
Option 2  :  L,  varied  and  K  selected  to  correspond 
to L,  and an annual  increment  of  15 to 
30 cm, M = 0.63, F/Z = 0.56. 
Option 3  :  L,  varied  and  K  selected  to correspond 
to L,  and an annual  increment  of  40 to 
46 cm, M = 0.63, F/Z = 0.56. 
c)  Same as (b), but based on data in Table 4. 
L,  Option 1  Option 2  Option 3 
Table 8. Investigation of the long-term effects of a 40% 
reduction  in  effort, based  on simulated data in  Tables 
5 and 6. 
a) Analysis  based  on  data  sets A-E  (separately), from 
Tables 5 and 6;  M/K = 1.5 and F/Z = 0.78. 
Data set  L,  % change in weight 
weighted mean for Table 5 
weighted mean for Table 6 
b) Same as (a), but based on data sets A-E (combined) 
from  Table  5  and  three  combinations  of  growth 
parameters. 
L,  Option 1  Option 2  Option 3 
Option 1 :  L,  varied, M/K = 1.5, F/Z = 0.78. 
Option 2  :  L,  varied  and  K  selected  to correspond 
to L,  and  an  annual increment  of  25  to 
33 cm, M = 0.225, F/Z = 0.78. 
Option 3  :  L,  varied  and  K  selected  to correspond 
to L,  and  an  annual increment  of  50 to 
54.5 cm, M = 0.225, F/Z = 0.78. 
c) Same as (b), but based on data in Table 6. 
L,  Option 1  Option 2  Option 3 Table  9. Investigation  of  the  long-term  effects of  an 
increase  in  mesh  size  from  70 to 90 mm,  based  on 
simulated data in Tables 3 and 4. 
a) Analysis  based  on data  sets A-E  (separately),  from 
Tables 3 and 4;  M/K = 1.5 and F/Z = 0.56. 
Data set  La  % change in weight 
weighted mean for Table 3 
weighted mean for Table 4 
b) Same as in (a), but based on data sets A-E (combined) 
from  Table  3  and  three  combinations  of  growth 
parameters. 
LO  Option 1  Option 2  Option 3 
Option 1 :  L,  varied, M/K = 1.5,  F/Z = 0.56. 
Option 2 : L,  varied  and  K  selected  to  correspond 
to L,  and an annual increment  of  15 to 
30  cm, M = 0.63,  F/Z = 0.56. 
Option 3  :  L,  varied  and  K  selected  to correspond 
to L,  and an annual increment  of  40 to 
46  cm, M = 0.63,  F/Z = 0.56. 
c) Same as in (b), but based on data in Table 4. 
Table  10. Investigation  of  the long-term  effects of  an 
increase  in  mesh  size  from  70 to 90 mm,  based  on 
simulated data in Tables 5 and 6. 
a) Analysis  based  on  data  sets A-E (separately),  from 
Tables 5 and 6 ;  M/K = 1.5 and F/Z = 0.78. 
Data set  LW  % change in weight 
weighted mean for Table 5 
weighted mean for Table 6 
b) Same as in (a), but based on data sets A-E (combined) 
from  Table  6  and  three  combinations  of  growth 
parameters. 
Lw  Option 1  Option 2  Option 3 
Option 1 :  L,  varied, M/K = 1.5,  F/Z = 0.78. 
Option 2 :  L,  varied  and  K  selected  to  correspond 
to L,  and an  annual  increment of  25 to 
33  cm, M = 0.225,  F/Z = 0.78. 
Option 3  :  L,  varied  and  K  selected  to correspond 
to L,  and an  annual  increment  of  50 to 
54.5 cm, M = 0.225,  F/Z = 0.78. 
c)  Same as in (b), but based on data in Table 6. 
LW  Option 1  Option 2  Option 3 
LO  Option 1  Option 2  Option 3 
OTHER APPLICATIONS OF LENGTH COHORT ANALYSIS 
Use of yield-isopleth diagram 
Length cohort analysis can be used without having separate values of M and K to determine 
the current value of F/Z. This can be applied to a yield isopleth diagram directly, if  this is prepared 
using the tables of yield functions provided by Beverton and Holt (1964).  They showed that their 
yield equation can be written with the principal part as a function simply of the three variables E, 
c and M/K, where E equals F/Z, and c equals L,/L,. Investigations have been carried out using the data sets in Table 5. These extend over a reason- 
able length range and F and Z are not influenced by selection for small fish. For sets A...E sepa- 
rately, cohort analysis correctly estimates F/Z = 0.78 for all length groups above the selection 
range when the correct input parameters are used (Table 11).  This is as expected. Investigation also 
showed that if  L,  is overestimated, F/Z is overestimated and if  L,  is underestimated, F/Z is under- 
estimated. 
An L,  of 83  cm corresponds to the mean of the values of L,  used for sets A...E separately in 
Table 5.  Using this value for L,  the values of F/Z for fully exploited length groups obtained by 
cohort analysis above tended to be less than the correct value of 0.78 although not by very much 
(Table 11). For larger values of L,,  larger values of F/Z were obtained for option 1. Option 2 gave 
values of F/Z quite close to 0.78 and option 3 gave values that were a little smaller. 
Table  11. Cohort analysis based  on estimates  of F/Z  for two different values of L,  (83 and  150 cm) and three 
options (see Table 8b) based on catch-at-length data in Table 5. 
L, 
lower length  Option la  Option 2  Option 3 
class limit (cm)  8  3  150  83  150  83  150 
5  0.01  0.02  0.01  0.01  0.01  0.004 
10  0.08  0.17  0.08  0.07  0.08  0.04 
15  0.39  0.61  0.39  0.36  0.39  0.25 
20  0.70  0.86  0.70  0.69  0.70  0.57 
25  0.76  0.90  0.76  0.76  0.76  0.67 
30  0.76  0.90  0.76  0.78  0.76  0.68 
35  0.75  0.90  0.75  0.78  0.75  0.69 
40  0.74  0.90  0.74  0.79  0.74  0.70 
45  0.72  0.91  0.72  0.79  0.72  0.70 
5  0  0.70  0.91  0.67  0.80  0.67  0.72 
5  5  0.67  0.91  0.67  0.80  0.67  0.72 
60  0.64  0.91  0.64  0.80  0.63  0.72 
65  0.62  0.92  0.61  0.81  0.61  0.74 
7  0  -  0.92  -  0.82  -  0.75 
7  5  -  0.91  -  0.81  -  0.74 
a~ee  footnote to Table 8b. 
Methods based on the determination of Z/K or (Z -  K) 
Cohort analysis provides estimates of F/Z and FAt for each length group and is a suitable 
method of analysis when mortality is not constant with age. A different kind of  approach is to 
assume that mortality is constant with age or length. 
This can be done by a modification of the classical "catch curve" approach. When dealing with 
species that can be aged, a plot of the natural logarithms of the numbers-at-age against age gives a 
relationship for which the right hand part has a slope of -Z. 
For species that cannot be aged, the equivalent plot of log (numbers-at-length)  against length is 
not likely to be linear, but forms a curve for which the slope at any point is a function of mortality 
rate and growth rate (Fig. 15). 
There are various methods for analyzing curves such as those in Fig. 15. The simplest and the 
ones considered below are all based on an assumption of a deterministic relationship between length 
and age from which it is possible to derive estimates of the ratio Z/K or of (Z -  K). Length (L  ) 
Fig.  15.  Relationship  between  catch  numbers  and  length  under  steady-state con- 
ditions. 
Investigations using simulated data-transformation 
to a straight line 
For this part of the study, investigations have been carried out using data from Tables 2-6. In 
each instance, to linearize the right hand part of each length composition, log numbers-at-length 
were plotted against the logs of L,  -  L', where L' refers to the center point of each length group. 
In theory, this should provide straight lines with slopes of  (Z/K) -  1. 
When real data are used, a plot of log numbers against the logarithms of L,  -  L' should be lin- 
ear over at least the central part of the range. The slope of this portion should be equal to (Z/K) -1. 
The curve is likely to depart from linearity due to the non-representative sampling of small fish, and 
due to the fact that the growth characteristics of large fish are likely to be atypical. 
Fig. 16 shows an alternative method, not further discussed here, for estimated Z/K. 
Estimates of Z/K (from slope of right-hand part 
of each length composition in Tables 2-6) 
Estimates of Z/K were obtained from the plots of log numbers against (L,  -  L') by adopting 
the maximum slopes at  the inflexions of the curves in those instances where the curves were sigmoid. 
Table 12  shows results for different values of L,  using data from Table 2. 
For the correct value of L,  = 58 cm, the estimated value of  Z/K was close to the expected 
value. For larger values of L,  the estimates of Z/K were close to the expected values provided K 
was calculated from L,  and a growth increment near to the mid-part of the length range (i.e., 
option 2 in Table 12). 
Table 13  shows the results of  similar calculations using the combined length compositions 
A+B+C+D+E  from Tables 3-6. 
In each instance, the mean value of L,  was adopted (i.e., 58  cm for Tables 3  and 4 and 83  cm 
for Tables 5 and 6). Using these values of L,,  the estimated values of L,  were close to the expected 
values for Tables 3  and 5, but larger than the expected values for Tables 4 and 6. Table 12. Estimates of z/Ka from the maximum slopes of transformed data (see Fig.  lb  and text). 
Input values  Expected values  Estimated  Size range 
~b  K~  Z/K~  Z/K' 
values  z 
included 
L,  of Z/K  in plot (cm) 
a~ased  on simulated catch-at-length data in Table 2. 
b~alues  of K selected as consistent with L,  and an annual increment of  15  to 30 cm. 
C~alues  of K selected as consistent with an annual increment oL40 to 46 cm. 
Table 13. Comparison of  expected values with  estimates of  Z/K  from the maximum slope of  transformed  data 
(see Fig. lb  and text). 
Data source  Lm  Expected values  Estimated values  Size range included 
(Table #)  (cm)  of Z/K  of Z/K  in plot (em) 
Method of Beverton and Holt (1956) 
Beverton and Holt (1956) show that for the right hand part of Fig. 15,  an estimate of Z/K is 
given by: 
Z/K = (L,  -  E)/(E  -  LC)  ...  3) 
where  is the mean length of individual in the range LC  ...  L,  and is calculated from 
- 
L = fL'/~f Fig.  16. An  alternative  approach  for  estimation  of Z/K, 
which is equal to the slope of the central, linear section of 
a plot  of cumulative numbers >L us.  log,  L,  -  L (from 
Jones 1984). 
L' being the mid-point of each length group and f the number of observations in each length group. 
LC is any length on the right hand part of a curve such as that in Fig. 15. LC is often referred to as 
the length at first capture. This is likely to be misleading, however, since it may cause one to adopt a 
length on the left hand part of the curve (i.e., to the left of X in Fig. 15).  To avoid bias, LC should 
be chosen somewhere on the right hand part of the curve. In practice, as much as possible of the 
right hand part of the curve should be included in the calculations, so that LC should be as close 
to X as possible as seems reasonable for the data concerned. 
Estimates of Z/K (using Beverton and Holt formula) 
Estimates of Z/K were obtained from the data in Table 2 using the Beverton and Holt formula 
(equation 3). The results are shown in Fig. 14. Table 15 shows similar results using data from Tables 
3-6. 
For all data sets, estimated values of Z/K were reasonably close to the expected values when 
mean values of L,  were used (i.e., 58 cm for Tables 3 and 4 and 83  cm for Tables 5 and 6). For 
larger values of L,,  the estimated values of Z/K can also be close to the expected values. The results 
show, however, that this result is critically dependent on the part of the length range from which a 
growth increment is selected for determining K. 
Overall, results for estimates of  Z/K lead to similar conclusions to  those reached in the previous 
section. Reasonable estimates of Z/K can be obtained. However the derivation of Z  from Z/K  is 
critically dependent on the choice of value of K for a given input value of L,.  If K is estimated 
from L,  along with one annual increment, this increment should relate to growth over the mid-part 
of the length range. Table 14. Comparison of  expected values with estimatesa of  Z/K based on the Beverton and Holt mean length 
formula (equation 3). 
Input values  Expected values  Estimated values 
Lm  K~  K~  z  z/eb  Z/K~  of ZIK 
a~ased  on catch-at-length data in Table 2; all fish considered 2 42 cm. 
b~alue  of K selected as consistent with L,  and an annual increment of 15  to 30 cm. 
'value  of K selected as consistent with Lw and an annual increment of 40 to 46 cm. 
Table 15. Comparisons of  expected values with estimates of Z/K from maximum slope of transformed dataa (see 
Fig. lb  and text). 






a~ased  on catch-at-length data in Tables 3-6,  and on fish > 30 cm. 
b~alues  of K selected as consistent with Lm  and annual growth increment from 30 to 40 cm. 
'values  of K selected as consistent with Lm  and annual growth increment from 35 to 41  cm. References 
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Abstract 
Taylor's expansions offer an efficient tool to investigate some of the sensitivity problems encoun- 
tered in the estimation of mortalities from length distribution when a von Bertalanffy growth model is 
assumed. 
It was found that large class intervals had a very negative impact on the results and should be 
replaced by smoothing wherever possible. 
Risk of bias associated with sampling and estimation error of K, L,  and of catch-at-length data 
is usually moderate, except near L,.  The same is true for individual variabilities in growth parameters. 
This and related problems should be investigated when conducting a length-based analysis, for 
each specific case; the method presented by the authors allows such investigation and can be generalized 
to applications involving yield-per-recruit calculations. 
Introduction 
Sensitivity analyses are now generally conducted by stochastic simulations. The power of such 
tools has been widely demonstrated. Approximations through Taylor's expansion, when feasible, 
can also be very useful. Of course they do not give exact results, but they can offer an analytical 
understanding of the results, which are only observed by simulations. 
This paper is devoted to  an extensive use of Taylor's expansions to address a number of sensi- 
tivity problems arising in the estimation of fishing mortalities from length-frequency distribution of 
catches. Von Bertalanffy growth curves will be assumed. 
The first part considers the simple situation where mortalities at length are constant. The 
second and larger part deals with Jones' length-cohort analysis. Simple microcomputer programs 
have been developed to provide numerical illustrations which, in the present case, are based on a 
widely published data set (Jones 1979;  1981). Several equations have been considered important enough to be given a number, while other 
equations which are "locally" important are associated with capital letters (A, By  . .  .) and are only 
referred to  within the section where they appear. 
THE SIMPLE CASE:  BEVERTON AND HOLT'S  FORMULA 
Beverton and Holt's formula is based on  the relationships: 
or its equivalent 
1,  being the length at first capture, and i  the mean length in the catches. 
Theseequations are valid in general provided that: 
1  is accurately known, free of sampling error, and without any discrepancy due to the 
approximation of a continuous length distribution by a histogram with finite step. 
Growth of all fish larger than 1,  is adequately described by the von Bertalanffy formula 
(the suitability of which is not discussed here), in which the parameters K and L,  are 
supposed to be perfectly known, no individual variability being allowed for (see below). 
Impact of ~iscretisationl 
A histogram being given with discrete bounds li, i = 1  . . .  I + 1,  the use of the mean lengths 
within each interval (li,  li+ ), as estimated by 
- 
1. =  li + li+  1 
2 
* 
can only yield an approximation T  to the truel, and the v:ider  the grouping intervals, the larger 
the difference can be. 
It ii  possible however to define the true relationship between f  and Z, and thus to deduce 
Z from T . 
The number N (1;) of individuals attaining the length li  is given by 
'our  attention was drawn on the importance o:  this effect by our colleague, Y. Morizur (pers. comm.) 
(Centre IFREMER  de Brest, B.P.  337 29273, Brest Cedex). The number of individuals the size of which falls within the interval [li, li+l]  is equal to: 
c  [(L  -  li)ZIK - 
Ca  (L,  -I~+,)z/K]  fori=  I,. . .,I. 
(L,  -  lc)Z/K 
As 11+  2  L,  on the last interval the number is: 
Those individuals are given the average length 
1,  + L, 
2 
Thus : 
which can be viewed as a function g (Z). 
Approximations can be used but K and&,  being known, it remains possible to solve numeri- 
cally the equation g (Z) =T  for an observed 1.  -  K 
When the width of the intervals (Ii, li+l)  decreases to 0, i  approaches7 = 1,  + 
+
 
(L,  -  1,)  and we are back with Beverton and Holt's formula. 
With K -  = 0.5 and L,  = 70 (see Nephrops-like data set, Table I),  Fig. 1  was built to ghow the 
effect upon 1  of varying the length-class width.7 (Z) (solid line) is plotted together with I calculated 
for a width of 1  (dashes and dots) and of 5 (dashes). 
When Beverton and Holt's formula is used without taking account the length grouping step, 
the difference between the curves is merely neglected although it can be quite considerable for large 
values of Z. 
Sampling Errors on-i- 
Let /i  be a sample estimate for7, and 2 the estimate of total mortality calculated on this basis. 
Formula (1) can be rewritten as: 
A 
1 -7 
where  = -- 
1 -1, Z  =  True mortality. 
,-., 
3, 
=  Apparent mean length using a length-class width of 1. 
2  =  Apparent mortality corresponding toTl.  - 
Z5 
=  Apparent mean length using a length-class width of 5. 
2,  =  Apparent mortality corresponding to&. 
Fig. 1. Plot of  P us. 2. Comparison of actual values from Beverton and Holt's equation and results 
observed for two different length grouping intervals. Table 1. The standard data sets used in the examples. 
Step :  1 
L  Catch  At 
Step :  2 
L  Catch  At 
Step :  5 
L  Catch  At 
-  Catches in number at length reconstructed from Jones (1979,1981). 
-  At: time required to  grow  from lower to upper limit of each group as calculated with the parameters: L,  = 
70; K = 0.5. 




1  A  Z+K 
-  (E  (Z)-  Z)  = -  z  z 
var (2) 
which shows the existence of a (generally small) bias. In the same way: 
~ar  (i)  2 (Z + K)~  Var (&) 
Var (x)  is thus the critical parameter. It can be calculated from Var (7) since 
A 
If pi is the true frequency in the interval (li,  li+l)  and pi  the estimated one, then: 
A  A  - - 
1  =  Z fii Ti  and  Var ( 1  ) =  Z  1  1  Cov  (Bi, &)  J 
1  i, j 
As an example, one can take the case where7 is estimated from a simple random sample of 
size n. 
A  1 
In this scheme  :  Var (pi) = - . pi  (1  -pi)  n 
A  A  1 
Cov(p,,p.) = - -  pi 
J  P  j  for i # j 
n 
-  1 
therefore  li2-(X pi. T~)~]  =;  [Z  p~i2-~2 
This variance can be approximated in a simplified approach whereby the effect of discretisa- 
tion is neglected. This leads to the formulae given by Hoenig et al. (1983), Wetherall et al. (Part I, 
this vol.) and Hoenig (Part I, this vol.): 
1  A  1  Z+K 
Thus  -  (E  (Z) -  Z)  = - 
Z  n  Z+2K and 
Coming back to the example given in 1.1 with K  = .5, Z  = .8 
1  A  .72  var (i) 
- 
1.25 
-(E  (Z) - Z)  - - and  - - 
Z  n  z2  n 
A 
With n = 100  the bias is very small (.0072) and the coefficient of variation of Z  close to 11%. 
When 1  is too close to 1,  a first order Taylor's expansion may lead to poor approximations 
(Majkowski 1982). 
Higher order expansions may, thus, be necessary, for instance: 
A 
Z  =-K+(Z+K)(l-8  +a2  +A3  -A4)=Z+(Z+K)(-8  +A2-E3  +E4) 
Since ? is an arithmetic mean, normality can be used as an approximation, so that: 
E (A3) 2 0  and E (E4) = 3 (E (82))2 
1  this leads to:  In the case of simple random sampling where: Var (1  )  = _ zx 
A  1  z  3  +-  z 
E (Z)  =  Z +  (Z+K) (- - 
n  Z  + 2K  n2  (Z + 2~)~ 
) 
1  A  (Z + K)  3  +-. 
Z  (Z + K) 
-  (E  (Z) -  Z)  -  (C) 
Z  n (Z + 2K)  n2  (Z + 2  K)~ 
3  The term 7  .  (Z 
+
 K,  is negligible when sample size increases. This suggests that 
n  (Z +  2 K)~  3  .96 
formula (A) is a robust approximation. In the previous example 7  .  Z(Z+K)  = 
n  (Z+2K)  (100)~ 
which is negligible. Similar derivations suggest the robustness of formula (B). 
Uncertainty Regarding K and L, 
A  A  A 
Let K  and L,  be estimates of K  and L,,  and Z  the estimate of total mortality rate Z  given by 
equation (1). 
Formulas for expected value of a product imply that: 
1  A  A 
E  (2)  =  Z +  Cov (K, L,) 
-  1,) 1  A  h 
where the bias is equal to  Cov (K, L,) 
appears. Further developments show the relationship: 
h  h 
E (2)  -  Z  Cov. (K, L,) 
A very simple Taylor expansion yields: 
A  1  A  -  A  A  - 
Var  (Z)  -  Var (L,)  + 2 (L,  -  ~).K.COV  (K,  L,)  + (L,  -  1)2  ~ar  (K) 
(i-  -  lC)2  I 
or  a squared coefficient of variation: 
VARIABILITY IN THE GROWTH PATTERNS 
Individual Variability 
We  consider that each individual within the population has its own pair of values K and L,, 
and that the distribution of K  -  and L,  follows a density function w (K, L,).  The mean length corre- 
sponding t_o given K and L,,  1 ,  is also a function of K and L,.  The overall mean in the population 
is written i  = E (i)  and  andz,  stand for the expected values of each parameter, respectively. Z 
is assumed to be constant. Calculating the expectations of both sides of equation (2)  yields 
For any given distribution function 12  (K, L,)  it is possible, at least numerically, to calculate 
the right-hand side. Generally it will not be equal to 
as the nonlinearity introduces a bias. 
In other words, the problem of individual variability is generally not solved by directly apply- 
ing Beverton and Holt's formula using K and L,. 
It should be noticed that the problem does not arise directly from L,.  If the variability in K 
cancels out, equation (A) turns to: 
-  1  K 
(i-1,)  = -.  E  (L,  -1,)  = - 
Z+K 6, -  lc) 
I+& In this case the variability in L,  affects in similar fashion both (i  -  1,)  and L,  -  1,). 
Coming back to the general case, we write: 
By Taylor's expansion, we get: 
-  -  -  1  a2f  a2f  1 a2f 
1-1,  =  f  (K,L,)+  - -  Var (K) +  Cov (K, L,)  + - -  var (L,) 
2  a~~  a~.a~,  2 a~~, 
and it can be shown that: 
and 
therefore: 
z  z  - 
+  Cov(K, L,)  -  (L,  -  1,)  . Var (K). 
(Z  + K)2  (Z  + El3 
or, with the notation: 
= - 
A simple application of equation (1) with a given set 1, K and  would yield an apparent 
total mortality rate: 
also given by Using formula (B) and another approximation: 
we get: 
If K and L,  were independent, (C) would be simplified into: 
-  i-z  K  Var (K) 
-  --.  - 
z  z+K  K2 
This shows first that the bias is positive, and secondly that it is moderate. Even with a coeffi- 
cient of variation of 20% for K and thus 
Var (K)  Z-  Z  -  - 
.04  = .04 )  ,  <  .04 
K2  z  I+Z 
- 
z-z  If for example K = 0.5 and Z  = 0.8, -  z  comes to about 1.5%. 
Variability Between Sexes or Subsets 
In cases where males and females have different growth curves but are affected by the same 
mortality rate Z, the mean lengths will differ between sexes. Write K1, L',  and 1  (resp. K2,  L2, 
and i2)  for the values pertaining to the males (resp. to the females). 
Equation (2) leads to two relationships: 
-  - 
The proportions pl and p,  of males and females in the catches being known, we have:  1 = 
pl  T1  + p2  1  and the relationships (A)  and (B) can be combined to yield: 
If we put K:  = K; = K, this leads to: Equally, an analogy to the basic formula is found when  = pl . L',  + p,  . LL,  a result 
already observed when individual variability only affects L,. 
However, when K'  # K2 there is no simple means to find an analogy with equation (1)  that 
would be free of error. 
In any case, the difference should be moderate. To illustrate this, use an example with Z = 0.8, 
1,  = 14,  L,  = 70,  K'  = 0.5  K2 = 0.3 and  = p2 = 0.5. 
One can verify that 1  = 35.54, and  1 ,  = 29.27, and thus r = 32.4. Applying formula (1) and 
taking an average  = 0.4 would result in an apparent total mortality Z = 0.817 instead of 0.8. The 
bias is small. It can also be noticed that formula (C) above is applied, the variability between sexes 
being considered as one case of individual variability with Var (K) = .01, formula (C) would predict 
Z = 0.816. This formula, thus, seems to provide a good approximation. Overall, it appears that 
Beverton and Holt's formula seems quite robust with respect to growth variability. 
Cohort Analysis 
THE BASIC EQUATION 
Equation Using Time 
Although it was certainly not the authors' intention, Jones' length-cohort analysis is sometimes 
thought of as a derivation of Pope's (1972) cohort analysis. As such, it would seem to  be dependent 
on the latter's approximation. In order to clarify the issue, restart from the basic equations. 
Let N,  be the size in numbers of a cohort at age t,.  The catches from age t,  to t will be noted 
C (t)  (bold letter) as opposed to the instantaneous rate c (t)  where c (t)  = d c ( t )/  d + 
Likewise the instantaneous rates of mortality F (t) and M (t)  will contrast with F (t) and M (t) 
integrated over ages t,  to t. Beyond age T, F (t)  and M (t), then Z (t)  considered as constant, will 
be noted F+,  M+, z+.  Lastly, the cumulated catches beyond time T will be noted c+.  E = F+/z+  is 
the terminal exploitation rate, assumed to be constant, or more generally the ratio between N (T) 
and C+ . 
E = C+ /N (T) 
In this context, the basic equation can be written: 
To prove this: 
c (t) = F (t)  N (t) 
and Thus 
Since, by definition, F (t)  = d F  (t)/dt,  the term under the integral is simply the derivative of 
--e-F  (  ) and thus: 
T 
Thus, the second term in the right hand side of equation (1) is equal to: 
N,  . e-  F (T 
and this establishes the proof. 
If  M is a constant, then M (t)  = M  (t -  t,)  and equation (1) reduces to 
If the integration is carried out on discrete steps instead of the continuous function, expres- 
sions similar to Pope's simplified equation can be obtained. 
Moreover, equations (1)  and (2) can be used to  develop convergence formulas with respect to 
variations in E as was done by Pope. 
Consider variations A  (E) or, equally A  (l/E).  Since only the last term is subject to such varia- 
tions, one gets: 
or, in relative terms: 
where the convergence is again demonstrated to depend on the term in cumulative fishing mortality 
,F  (T). Since F  (t)  = -  (t)  a similar expression can be obtained for the fishing mortalities: 
N (t) 
In both formulas, t,  can be replaced by any age t and the general relationship for I?  (t)  written 
as: 
where F (t,  T) is the cumulative fishing mortality from age t to  T. 
Equation Using Lengths 
By simply changing variables, equation (1)  can be expressed in terms of length. 
If 1,  is the length of fish at some reference age t,,  we obtain from the von Bertalanffy growth 
model 
Equation (2)  (constant M) then becomes: 
Stock numbers at  length 1  and c' (1) being given, one can derive the corresponding instantaneous 
rate of fishing mortality: 
cl(l)  F(I)=  K.  (L,-I). - 
N (I) 
The proof of this can be developed starting with the relationship: 
Here again convergence formulas can be established: 
where F (1, L) = F (L) -  F (1) is the cumulated fishing mortality from length 1  to L. 
L being the length corresponding to age T. 
IMPAm OF DISCRETISATION 
Length intervals (li, li + l)  will be considered, with l1  = 1,  and l1 = L. Generalities 
In general, the density c' (1) is unknown and can only be approached through the histogram 
{Ci  )fitted along length intervals (li, li  i = 1,  . . . ,  I. Ci designates the catches over the interval 
(li, li +  and is written in bold letters in order to avoid confusions with density. The quantity 
may be seen as an apparent mean density but the true distribution c' (1) within the interval (li, 
li +  ) remains unknown. In our opinion, this makes the difference between Virtual Population 
Analysis based on equations (2) or (3)  and cohort analysis based on catch equations. 
The catch equations can then be solved sequentially without Pope's approximation used by 
Jones by: 
0 
where the fishing mortality Fi is assumed to be constant over the time interval (ti,  ti :,  corres- 
ponding to the length interval (li,  li +  For simplification, the natural mortality M is assumed to 
be constant at all ages. The assumption of constancy of F within each interval can also compensate 
for our ignorance of "within intervals" fluctuations of c' (1). The above equation can also be written 
in terms of length as: 
0 
which can be solved for Fi by any iterative method as is done for backwards computation in ordi- 
nary VPA. 
Formulas for demonstrating the convergence are no longer appropriate for this equation in 
which relationships between A  (E) and A  (F)  cannot be explicitly developed. However, simulations 
carried out using the formulas stated previously prove that these remain valid. 
Generally speaking, the effects of discretisation are more important when the steps (Ii, li + ,) 
are larger. In a trial to bracket the maximum error, consider the catches to occur at either end of 
the interval (li,  li +  ). 
The corresponding virtual populations estimated at some initial length lc are given by: 
M/K .ci  and  ai2=  La - lc 
Leo - li+l 
Hereafter, adopt the average definition: 
Lm - 
M/K 
.ci  with  li  =  li + li+l 
2 
Through a Taylor's expansion, one can easily obtain an estimate of  ai' - ai  and 'Ji2- ai 
with a constant step A1  = li +  -  li, the error can be larger as 1  approaches L,.  This is related to the 
increase of time intervals At  as growth in length slows down. When the lower bound of the last 
interval (I1 = L), is far enough from L,,  which is preferable for a number of reasons (Pereiro 1984), 
serious errors are unlikely. Furthermore, a massive aggregation of the catch lengths right on the interval bounds is quite 
unlikely in practice. The actual density distribution c' (1) should be regular since length distribu- 
tions used for analysis often are averaged over the year and, thus, bound to be smoothed as a conse- 
quence of individual variability in growth.2 
Actually, except in the vicinity of L,,  the size of the length intervals used correspond to time 
lapses which are quite short when compared to the time units (generally the year, quarters some- 
times) currently used for age-structured VPA. Thus, it is natural that the effects demonstrated here 
are not as big as those evidenced by Sims (1984). 
The Basic Approximation 
Consider the scale of sizes (li, li +  i = 1  . .  .  I, the ultimate size class having no upper bound. 
Ci designates the catches in number over the interval (li,  li +  ). In default of the true density c' 
(1) within the interval, approach it by a mean density Ci/li+l -  li. Replaced in equation (3),  this 
becomes : 
Integrating this formula makes no problem and gives explicit results. However, for consistency 
with traditional VPA, computations of stock sizes at the beginning of the classes, and of fishing 
mortalities within intervals, were carried out by solving iteratively the generalized form (equation 4) 
of the catch equation. 
However, for sensitivity analysis and assessment of the effects of individual variations, the equa- 
tion established in this paper proved easier to use with an approximation to the middle of the length 
classesq = (li + li+  1)/2 as was done by Jones (1974) and Pope (1972).  - 
In this context, equation (3)  provides an approximation  N1  of El  : 
I 
(A)  1  Vi.Ci 
i=l 
where  M /  K 
,  i=l,  ... 1-1 
Lm - li 
and  M/K 
VI  =  +- (-) 
The last coefficient is different from the others. From C+ = CI one directly derives a number of 
survivors CI/E at length 11,  which corresponds to a "virtual"  number of survivors at lengthll 
equal to: 
From equation (A) an estimate of the fishing mortality is given by: 
'when  the length-frequency histograms are fitted on narrow steps and appear to be locally irregular, it is 
preferable to smooth them instead of grouping over larger steps. A narrow step reduces the side-effects of discretisa- 
tion while smoothing is known to reduce sampling variances, although it introduces a bias which can be larger as the 
true histograms in the population demonstrate marked inflexions. For the reasons above, such local accidents should 
be uncommon and the risk of bias sufficiently low. 254 
Table 2. Results of length VPA on the standard data sets (solutions of the generalized catch equation). 
L  F  Numbers 
- - -  --  -  - 
L  F  Numbers  L  F  Numbers 
Terminal  E  =  0.7 
&  =  70. 
M  =  0.2 
K  =  0.5 Formulas similar to formulas (A) and (B) can be used to define fii and Fi at any length interval 
(Ii, li + 
-  M/K 
with  dj =  (La-$  )  while  j ,<  1-1  ; i =  1, ... I - 1 
'-a  - 
and  . 
E 
i =  1, ... I-  1 
La  - 
The approxjmatio_ns  (5) and (6)  are essential for the subsequent sections. They give explicit 
expressions for Ni  and Fi, from which it will be possible to get explicit expressions for their partial 
derivatives. Equation (5) is linear in Cj. Both equations are simple enough not to make the calcula- 
tions too tedious. Usually, they give results close to those obtained by solving the catch equations. 
They are not suggested as an alternative to the solution of the exact catch equaotions, however. 
Rather, the sensitivity, the bias or the variance of the fishing mortality, noted Fi, obtained through 
the catch equations will be approximated by the corresponding sensitivity bias or variance of Fi. 
This in fact is the basic idea for the fojlowing sections. 
It must be pointed out that the Ni  cannot be compared directly to the stock numbers calcu- 
lated at the beginning of any length interval. They refer to the middle-of  such intervals. However 
they are used mainly as intermediate steps for the calculations of the Fi. If one is directly interested 
in stock numbers at the beginning of length intervals, a better approximation at length li would 
be given by 
Sequential Calculations 
Applying directly equation (5) would make it necessary for each lengthli to build a loop for 
j>  i. Making use of the Vi previously defined this can be avoided. It can be verified that:  bj. 
Thus, with the notation  u  =  C v  .  C,  ,  J  fl 
j3i 
This way, a backward calculation will provide  JJi  for each interval, using the recurrence formula 
Ui = Ui + ,  + Vi C,  and UI = VI CI. From Ui, Ni  can be calculated through equation (7), and Fi 
through equation (6). If one is interested in stock numbers at the beginning of length intervals, one 
can use expressions Ui/Wi,  where: EFFECTS OF  UNCERTAINTIES IN Ci 
The General Case 
In order to distingu$h +e  true values fro?  the sample _estimates,  we shall u$e the symbol ^. 
Thus, Ci is,estimated  by Ci; Ni is estimated by Ri and Fi by Fi.  In the same way Fi would be esti- 
mated by Fi. As pre~iously  mentioned, no direct calculation will be conducted on the expecAation 
and the variance of Fi. Any bias or variance will be approximated from those calculated on Fi. 
From the previous sections, we take: 
Notice by the way that if the bj  are unbiased the $Ij  also are. So, only the variances will be con- 
sidered. 
n  A 
We  assume that the matrix of variances-covariances Cov (Ci,  C.) = 0.  . is also known. 
1  1,  J  With these notations: 
During a sequential computation, the quantities are collected: 
k,m>i 
using the recurrence: 
Wi  =  wi+, + vi2Qi,i  + 2.Vi  Vk-Bi,k 
k>i  n  n 
For the calculation of the moments of Fi,  we need one more approximation. Fi is given by: 
by Taylor's expansion?  we get: 
and by a similar process: 
h  K.(L,  -  li) 
Var  ( Fi  =  (  Ali 
n 
3~t  must  be noticed that if the variability of gi  is too high, this expansion will lead to poor approximations. Making use of the usual approximation for the variance of a ratio yields: 
and consequently: 
Var (a,)  is given by equation (8)  and Var (&) = 8. . ,  SO we still have to solve Cov (ti,  hi): 
1,  J 
thus 
n  A 
As compared to the expression for 
~ar  tfii)  ~ar  ( ri  ,  equation (9)  for 
(Ni  l2  ( Fi12 
introduces an additional term: 
which, in most cases, should play a major part due to the dominancf  of  ( c i)  .  As a matter of 
fact, the variability of Pi will generally be lafger than is the case of Ni, the latter taking advantage of 
a buffering effect upon the uncertainties in Cj when j>i. This is not true for the Ci. As will be seen 
later, the narrower the interval width, the larger  Var ( ti) 
a  (ciP 
Each individual Fi can be affected by a large amount of uncertainty. This does not ipply that 
the overall pattern and level of fishing mortality is,similarly  affected. If for example, the Fi array is 
smoothed, the variance of the smoothed estimate F should be lower, and an increased stability may 
be observed: 
Let  P =  gi . Ci  and  pi =  1 
II  ?.  ?. 
Var  (F)  =  x  gi2.~ar  (Fi) +  x  gi .  g,  .  Cov ( Fi ,  Fj  ) 
i  i+  j 
At this point, one needs to know the covariances in addition to the variances developed 
previously, and again the same type of approximation is used to  derive: Cov ( ei ,  e, 1 
and  Qi ,  j  =- 
Ci  a  Cj  Ci-Cj 
The other terms are simple to obtain, When i <  j: 
I 
where estimates of the variances 8.  are used whenever the true values are unknown. 
1, j 
Simple Random Sampling 
Obviously, circumstances in which the catches ei  are sampled through a simple random design 
will rarely occur in practice. However, to give a simple illustration, it is supposed that this case oc- 
curred here. It is also assumed that the total catch in number C is known without error. 
For a sample of size n: 
1  Ci  Cj  or  gi,, =-- '  c~.c,  for  i  #  I 
nCC  n 
In this context, formulae of the previous section are simplified into: 
A 
var  ( iJi )  = -  (c-  ,=i  6  vj2* c, 




Var  ( Pi)  c 
A 
Var  (Nil 
Fi2  Ki2 n 
This also yields an estimation of the bias in Fi when replaced in the equation: 
(estimates of gi  were proved to be unbiased) 
Example 
Results of calculations based on the variance formulae given above are presented  in Table 
3. Most dramatic is the decrease of the (squared) coefficient of variation of Ni as the computa- 
tion proceeds backwards from the largest to the smallest length groups. The low variability in 
stock numbers of small individuals is due to  the concentration of the bulk of the catches over a 
limited range of classes, mainly from 25 to 40, and also depends on the assumption that the total 
catch is perfectly known. 
Table 3 suggests that large biases in the fishing mortalities are not likely. 
The larger variability of the fishing mortality estimates is obvious as well. It can be observed 
that the relative variance decreases first with decreasing l$ngths, then increases over the smallest 
classes, in spite of the decreasing contribution of Var (N~)/%?.  This pattern demonstrates the 
importance of the relative uncertainty in the catches when these are low. Thus, even in the length 
groups with the lowest variances, large samples are required. For the class 32, for example, with 
a sample size of 1,000, the coeffiAent OF variation is  .\/0.015  = 12%. 
However one is generally more concerned with the overall pattern of the F array than with 
the precision of individual values, so again the problem of calculating variances for F is addressed. 
Simple random sampling allows for tractable expressions. 
One may verify, for  j > i: 
n  n 
This gives, for the average % (P32 + P33)  for example, a coefficient of variation reduced to 
8.7% when the sample size is 1,000. 
EFFECTS OF  UNCERTAINTIES IN K, L,  OR M 
Generalities 
Sensitivity of  stock numbers at length 
Starting again with equation (3): 
L Table 3. Variance components when catches at length are drawn by simple random sampling. designate 
This corresponds to the Vi defined earlier.4 
Nc is a function of M, K and L,  which can be developed using such derivatives as: 
(Possible problems which may occur when deriving under the integral sign were not examined.) 
In the same manner, get the first derivatives in M and L,,  and the second derivatives based on 
the corresponding first derivatives. These derivations raise no particular difficulty. Logarithmic 
derivatives, and their equivalent for second derivatives, were actually used since they provide simpler 
expressions, especially for computation. 
It can be shown in this context that:5 
1  a+  M  (A) . -.-  =  =  - . 
O  aK  a;(  K2 
-  - 
 h he following sections use functions such as @ (l,il, M, K, L,),  ~ithi~instead  of lc. Equations (A) to (0) 
of this section can be directly adapted, lc being here replaced byil. 
5~uch  computations can take benefit of the easily demonstrated relations: a2+  a24 
aK  aM  and  aM  a L,  are equally possible to obtain but are of little interest. 
The ability to  calculate the derivatives of N,  with respect to  the parameters provides an oppor- 
tunity to make use of Taylor's expansions. In the first place, these allow to investigate directly the 
sensitivity of N,  with respect to K, L,  and M by means of such quantities as: 
or, preferably: 
These are still easier to use when expressed in relative terms, such as: 
and the equivalents in M and L, 
1  aN, 
A coefficient such as AK = -  . -  . )  will be called a sensitivity coefficient of first order. 
Nc  aK 
I  a2NC 
AKK = (&  ?)  12  is a coefficient of second order. 
AL and ALL are defined in a similar way for L,. 
AKL  could be called a coefficient of "cosensitivity".  It is defined by: 
As  for the sensitivity with respect to M,  one may wish to take into account the additional 
effect of M upon E for a given terminal F+.  Since E = F+/(F+  + M), this consists of adding to the 
expressions given above a term: 
Taylor's expansions can also be used to  derive estimates of the expectation and variance of  v,  bastd on the variances of the papmeters K, L,  and M. Consider for example that field estimates 
K and L,  are available from which N,  is estimated. Then 
A  A  1  a2NC  A  +  Cov (K,L,)  + - -  Var ( L,) 
a~  a~,  2  a~,,,2 
Here again, the deviations are expressed in relative terms: When unbiased estimators are available for K and L,,  the only bias will be due to the second order 
coefficients. This explains why a secopd order expansion has been performed. On the other hand 
if one is interested in the variance of N,,  a first order expansion will provide useful terms, while 
those associated with higher orders will generally be much smaller and difficult to calculate. For the 
basic approximations only the first order coefficients will be used; for instance: 
A 
+  (  -.-  I  aNc .mi'  Var  ( L, 
N~  a~,  L  00 
The formulas given in this section for the initial length 1,  are straightforward to generalize for 
any intermediate length. 
Sensitivity of  mortality rates 
N(l) being the stock number, and c' (1) the catch density at length 1: 
which is a function of K, L,  and M through N (1) in the one hand, and K (L,  -  1) in the other. 
First and second derivatives can thus be developed easily from those of N (I), giving 
and : 
1  aF  1  aN  . -.--  =--.- 
F  aM  N  aM Discretisation 
As mentioned previously, when considering discrete intervals, use the following relationships: 
i=l  , .....  1-1 
where : 
vi  =  4  (TI ,-ii,~,~,,  M 
Then: ail  -- 
I  av. 
-  C 2. 
aK  j=l  aK  i 
The same holds for the derivatives in the other parameters and the second derivatives, which 
all follow from formulas given above, and the same process could have been used for the derivatives 
of the Ni and Fi, with help of the relationship: 
The formulas given above could be directly applied. It would require for each length interval 
a whole set of  calculations. In order to simplify the computer program, another approach was 
preferred. It is based on the relationship:  Gi  =  ( ui / vi ) 
As a matter of fact, backwards sequential computation proceeds with calculations of the first and 
second derivatives of the Vj for each internal, so that the derivatives of the Ui are obtained by 
simple sums. For example: 
It ccrresponds to the recurrence formula: 
Ui = Ui +  + Ci Vi, previously given. 
Here again take the logarithmic derivatives which simplify the expressions: 
In the ultimate class  aUi / aK  is calculated by adapting equation (A) and the definition: 
Then, for each length, aVi /  aK is calculated using the same ad hoc formula. Equation (A) from 
this section will give a u I /aK .  Equation (B) will give  1  a Q  -.- 
Ei  aK It can be noticed that this scheme will make it possible to obtain all the  ( 1 / ii  ( aii  /aK) 
within a single backward sequential calculation. 
The same calculations can be applied to the other first derivatives. 
The calculations of the second derivatives will also proceed from a similar scheme. 
Equation (C)  a 2  u  a 2u + ,  a2vi  gives a recurrence formula. 
-=  +  Ci - 
a ~2  a ~2  a ~2 
a2~~  /aK2  is obtained by an adaptation of formula (D) above. At each step  a2vi  /aK2  is 
obtained through this same process. Then  1  a2E  is given by:  -.- 
i  aK2 
1  a*Ri 
By the same means, we get  7=-. - 
1  a2fii 
and  -.- 
N~  a~,2  ii a~z 
9  and 
The derivatives related to the fishing mortalities Fi are derived from those calculated on the 
Ni. This can be done through the formulas given earlier. 
Example 
The results are illustrated in Tables 4,5 and 6, based on the standard data set given in Table 1. 
Table 4 makes it possible, for length 40 chosen as an example, to check the quality of the approxi- 
mations derived from the second order Taylor's expansion. These expansions offer direct approxi- 
mations of AF/F  and Abi,  used in fact as approximations for  A;  f  and  AN  / N .  For instance, a 
change  AK/  K  = 10%  from the reference value K = .5 will lead to  a value 8 = 1.751 instead of the 
reference value 1.57,  while the approximations suggest 8'= 1.7502. An overall view of Table 4 shows 
the quality of the approximations. 
Table 5 gives the sensitivity coefficients of the estimated stock numbers, R,  defined previously. 
Table 6 is the equivalent table for fishing mortalities. 
Considering again length 40 in Table 6, a change AK  /K = 10%  will create a change Ae/F" 
approximated at first order by 1.089 x .l,  at second order by 1.089 x .10 ;  0.002 x (.1012. 
Consider now a situation where the pair (K, L-) is estimated by (%, 4).  The uncertainty in 
the growth parameters will affect F4,,.  From Table 6: 
n  n 
Var  (k) 
A 
Cov  (K,L,)  Var  (L, 1  -  0.002.  + 5.507.  - 3.53. 
~2  K*  Lm  L, 
If unbiased estimators are available for K and L,  only the second order coefficients will appear. The variance of P'40, and then fi40 can also be approximated. Only the first order coefficients 
will be used, so that: 
A  A 
When only thf  varianAce  in K is considered, the coefficient otvariation of F40 will be simply equal 
to 1.089 cv (K),  cv (K,) beingfithe  coefficient of variation of K. However, due t~ the senerally high 
correlations between K and L,  it is wiser to refer to the joint uncertainty of  K and L,. 
It can be noticed in Table 5 that AK = -  AM.  This corresponds to the fact that in the formulas 
only KIM appears, It can also be noticed that the coefficients AL remain moderate for small and 
medium lengths, but increase very rapidly when the length comes close to L,. 
INDIVIDUAL VARIABILITY IN THE GROWTH PATTERN 
General Background 
Following are comments on the general approach and successive steps used. 
It is assumed that the rate of natural mortality is constant, and that the fishing mortality 
F (1) equally affects all the individuals of length 1, whatever their age at that size. This assumption 
deserves some discussion. In particular, it implies that the behavior and distribution of all the 
animals of a given size is independent of their age. 
Table 4.  A comparison between 'true' P, s$ution  of the catch equation for class 40, step = 1, k  and $  calculated 
by expansions about the reference value of F, for various relative errors in the parameters. 
.., 
K  L  M  P  F  +* 
Reference  0.50  70.0  0.20  1.578  1.497 Table 5. Effects upon estimated stock numbers of uncertainties in the parameters. 
%, A,,  AM and  All,  designate the first order sensitivity coefficients associated, respectively, with K, L,  M 
and 1IE. 
sK,.AL,, AMY  designate the second order sensitivity coefficients associated with K, L,  and M. 
AK ,  is the coefficient of crossed sensitivity associated with K and L,. 
Terminal E  = 0.70, K = 0.50, L,  = 70.0,M = 0.20. 268 
Table 6. Effects upon fishing mortalities of uncertainties in the parameters. 
Terminal E = 0.70, K = 0.50, L,  = 0.70, M = 0.20. As mentioned earlier, a population in which the K and L,  are distributed according to a joint 
distribution $2  (K, L,)  is still considered. Again the means of K and L,  are notedX  andL,  respec- 
ti~el~;~  the squared coefficient of variation of the individual K is noted VKK,  and that of the indi- 
vidual L,  VLL,  while the coefficient of covariation between the individual K and L,  is noted: 
COV  ( K  ,  La, 
VKL =  -- 
K  a  Lm 
S (K, L,,  1) designates the survival rate from 1,  to 1  of all the individuals having given pararn- 
eter values (K,.L,).  The number of fish from a cohort surviving at length 1 is thus: 
(1)  (K,La,IS  S(K,La,,l)dK  dLm 
This number differs from the number that would be observed if  all the individuals were grow-  -  -  - 
ing with the same K (= K)  and L,  (= Em),  which is  (1) = N,  . S, where3  = S (K, L,,  1) (it is not 
an arithmetic mean).  - 
N(I)  - N(I) 
The discrepancy is expressed in relative terms as:  - 
N  (I) 
Making use once more of second order Taylor's expansion, of S (K, L,,  l), as a function of K 
and L,,  one can approximate the true N (1) by the quantity N* (I),  the asterisk being hereafter 
associated with the approximations obtained through Taylor's expansion. The discrepancy will be 
approximated through [~*(1)-N(l)]/m(l)  which will be expressed as a linear function of the coeffi- 
cients of variation-covariation. 
At length li, we have N (li)  = N,,N  (1,) =xi  and N* (li)  = N*i, 
and: 
and similarly 
for the middle of the length intervals. 
The coefficients 0  . and pi, are similar to those previously defined as sensitivity coeffi- 
I''  cients. They will be called  discrepancy coefficients". 
The discrepancy affecting the number of survivors at length will in turn give rise to a discrep- 
ancy in the estimate of catches over the corresponding length intervals. The true catches c (1) will 
again be approximated by the quantities c* (1). As a matter of fact, if F (1) is constant and equal to 
Fi within the interval (l,, li + ,), 
Fi  c*~  = -  (N*i - N*i+ 1) 
Fi +M 
- - 
An additional set of discrepancy coefficients will therefore be defined to estimate (C* -C)/C 
(where cis  the catch predicted whenx  andL  hold for all the individuals) by a linear relationship: 
The coefficients  Om, i, /3;,  and p:,  i, are used in the first part of the analysis of the influence of 
individual variability in growth. Assuming that the  fishing mortalities at length are known, we want to 
 he  values K and L,  are generally different from those given by a direct regression of length on age (Sains- 
bury 1980). assess the effects on the number of survivors at each length and on the catches at length, as com- 
pared to what would be obtained had all the individuals a common pair of growth parameters (K, 
L,).  These aspects are addressed below. 
Afterwards, attention will be paid to the fishing mortalities estin-iated through length cohort 
analysis. In practice, the catches at lengtb C (1) are analyzed as if  they were associated with common  - 
K and  for all animals. The solutions Fi to the catch equations for observed Ci generally differ 
from the true Fi, unless there is no individual variability in growth, 
It is not possible, however, to analyze_simply the differences Fi -  Fi. The reconstructed num- 
bers Ri and the derived fishing mortalities Fi presented earlier should be considered. Reconstructed 
numbers (see equation 5) are the N (1) derived at each length from catches over larger length intervals. 
Again, this cannot be done directly. We  must use an additional approximation fi* (1) derived 
from the C* (1) obtained bj  Taylor's expansion as indicated by the asterisk. N* (1) will in turn be 
comparecj to the n_umberE  (1) which would be obtained in the absence of individual variability in 
growth, N*  (1) -  N (1) being associated with coefficients ON,, (m = 1,2,  3). 
The discrepancy in the reconstructed stock numbers is not of major concern here, but is an 
intermediate step tv assess the errors %ffecting  the fishing mortalities. In fact, instead of the dif- 
ferences Fi -  FL= F zq  (where the Fi are produced by a usual cohort analysis of the ci),  consider 
the differences Fi -  F,  or more preciselyNF*i -F;.  The F*i are derived from the ratios of the C*i 
and the fii*. When the discrepancy Ni -Ni  is moderate, it will be possible to use an additional 
approximation, leading to number F**i and the relationship: 
These considerations on reconstructed stock numbers and fishing mortalities are developed 
below. 
To summarize, here are two sets of estimates:  -- 
N (li)  = number of survivors at the middle of length interval (li,  li + I ) when  and  are 
common to all individuals 
N c~  = true number of survivors 
N* (li) =  approximation through second order Taylor's expansion of S (K, L,,  1) 
and  -  -- 
N &) 
=  stock number reconstructed from the  - 
N (l&  =  stock number reconstructed from the Ci 
fi* (li) = stock number reconstructed from the C*i  (derived themselves from the N*  (li)). 
and the relationships: 
Discrepancies in the Number of Survivors and Catches at Length 
Survivors in the continuous case 
The number of fish surviving at length 1  is: By means of Taylor's expansion, we find an approximation N* (1)  of N (1): 
-  -  - - 
1  K ,Lm,  I)  a2s(~,Lm,  I) 
N(I)  = N*(I)  =  Nc  s (x,im,1)  + -.  Var  (K) +  Cov  (K,  L,) 
2  a ~2  a~.  a~, 
1  a%  ( K,Zm,  I  +  -*  Var  ( Lm) 
2  a~~  2 
At that point, we have to develop the derivatives, whence: 
I 
The first factor corresponds to a function the derivatives of which have previously been 
presented. 
and the second one will be noted  Y (  I ,  I,  ,  K ,  L, 
The derivations are carried out by combinations of derivatives of  @ and $. 
Those of Y  are easy to obtain 
Thus: 
1  a2s  1  a20  1  a2y  1  a4  1  alu  .=-.-  +-.-+2  -.-a  -.- 
s(K,L~,I) a~~  4  a~2  Y  a~2  4  aK  Y  aK Survivors in the discrete case 





With these notations, at length li: 
$Ki, $Li, $KKi, $KLi and $LLi  are defined similarly by derivation of 4. -  -  - 
In addition, note: gi = S (K, L,,  li)  andNi = N,  .  Si (these are not means, but quantities cal- 
culated using the means of K and L,). 
Thus 
and :  93,  i 
Var(K)+g2,i.  Cov(K,L,I  +-  N(li)zNY =ii  (1 + -  Var ( L,)) 
2  2 
In order to assess the effects of individual variability, reference will again be made to the quan- 
tities  NY  -Ni  and  Var(K)  c~~(K,L,)  '  Var(L,) 
- 
K2  - - 
Ni  K. L,  i,  2 
This implies that one is to consider the coefficients  (72  / 2  9 ,  ,  , TT  - i, .  g  2,  and 
(im2/2)  43,i respecti~elynotedp~,  i,p,,  andps, i. 
Catches at length 
An approximation of the numbers caught can follow directly, using the relationships: 
r.  ' I  ci  =  C?  =  (~7-  N;+~).-  , for  i=  1  ,. . . ., 1-1 
and 
Fi+M 
CI  z  C;  =  NT .  '1'  =  N~.E 
FI  + M 
thus 
where 
-  -  for i = 1, .  . . ,  I and, by convention, gl, I +  -  g2, I +  -  gg,  I  +  = 0. 
is the estimate of catches at length i based on survival rates corresponding toxandz,. - - 
As in previous sections, we are interested in the relationships between (CT-  Ci)/Ci and the 
coefficients of variation-covariation  of K and L,,  thus: 
Reconstructed Stock Numbers and Estimated Fishing Mortalities 
Reconstructed stock numbers 
If  a cohort analysis is carried out using the Ci, it will not provide the actual Ni and Fi, even if 
the terminal F;  is exact. If there is no individual variability, it estimates: 
-4 
The differences between the3  and the true Fi stem from the approximations due to  the dis- 
cretisation which were studied in previous sections. 
When individual variability in growth occurs additional biases occur due to the discrepancies 
between Ci and q. 
The stock number reconstructed at length7 is: 
which is approximated by: 
and 
..,  jy-@  C -  "'  ( cy-ci ) 
j>,i  vi 
?.,  ,"  - - 
In order to obtain the relative deviation (fit -  Ni)/Ni,  as dealt with previously, estimate the 
coefficients: Mortalities 
--  -  c  7  1 
Finally, we have:  =  K  ( La - l  i -  . 
i;rT  (li+q-1i) 
and 
ii*-  jji 
When (and only when)  2  is small enough compared to 1,  an additional approxima- 
tion can be used:  Ni 
It will lead to a new approximation, gi**,  the approximate term of relative deviation being 
expressed as: 
where 
In fact since we areointerested  in the fishing mortalities Pi obtained from the catch equations, 
we shall define Fi* and Fi** by: 
Example 
An illustration is given in Tables 7,s  and 9, based upon the basic data set of Table 1. 
Table 7 is devoted to catches at length, and gives the values of the corresponding coefficients, 
as discussed above. The risks of discrepancies appear low up to a length of 50. With a coefficient 
of variation of 0.2 (which appears quite large) for K,  under 50, the maximum relative bias will 
be about 4%. Discrepancies are slightly bigger for L,,  for the same coefficient of variation (which 
may not be the case). For both parameters, individually, and when taking into account the co- 
variation effect, the problems increase sharply with lengths beyond 50. It is also worth noticing 
the overall pattern of the coefficients. They introduce negative biases for medium lengths, where 
most of the catches are concentrated, and positive biases on both sides. In other words, individual 
variability in the growth parameters tends to smooth the dome-shaped distribution. 
Table 8 is associated with the numbers of survivors at a given length. Several coefficients 
appear in the different columns. S  Comparing Dm,  and 0 z,  makes it possible to appreciate the effect of  the discrepancy 
between the real numbers of survivors and the reconstructed numbers, Dm,  = 6;  -  0 $  i. 
Table 8 shows that significant differences may appear between N,.S  and the red numbers of 
survivors, again mainly beyond length 50, It also shows that the differences between the real num- 
bers and the reconstructed numbers from the real catches will be much smaller; the coefficient 
S 
0,  and /3 2, are quite similar. The Dm,  are small. However, for the largest lengths, significant 
differences may appear. 
Finally Table 9 is devoted to the possible discrepancies in fishing mortalities. The coefficient 
6;  i, deqned aboy  described the influence on the difference between Pi and the corresponding 
estimate Fi  * * and Fi  * *.  ..,  &.  - - 
As mentioned, when the discrepancy (fi -  N)/N becomes too large, the approximations used 
to define the 0:  become poor. 
Since several approximations have been used, the overall quality of the results has to be 
checked. Complete simulations would be useful. Very simple ones have only been used here. They 
consider that two equally numerous com  onents exist. In the first component the growth param- 
eters are K'  and L',  ;  they are K2 and LEw in the second one. 
K'  + ~2  - 
=  K  =0.5 
2 
With 
Three combinations have been used: 
In the first one,  K'  = .56, K2 = .44, L',  = L~  = 70 
In the second one,  K'  = K2 = .50, L',  = 61., LC  = 79 
In the third one,  K'  = .56, K2 = .44, L',  = 61, L~,  = 79 
The approximations using the coefficients previously defined appear as very satisofactory up to 
1  = 50. For instance at length 40, the real fishing mortality being equal to 1.578, and Fi** being 
defined by 
Fie+  Fi*e 
-=-  ..,  ;  - 
Fi 
ai** = 1.556 while ti  = 1.554 in the first combination  ri**  = 1.468 while Fi = 1,480 in the second one, and 
Fi** = 1.616 while Fi = 1.612 in the last one. 
The discrepancies bec~me,~as  predicted by the discrepancy coefficients, much larger beyond 50. It 
is no more possible to use Fi** since  R  i+ - E.  is too large. 
I 
For the interval 55-56 (median 55.5) the real fishing mortality Ti is 1.97. A VPA  neglecting 
the individual variability associated to combination 1  would lead to Fi = 1.10. The discrepancy is 
lpge since ti  - Fi /  Fi = -446.  Using f13Fi  would lead to predicted discrepancy equal to -706, with 
Fi** = .59. This is a poor approximation; due to the fact that i  i+ - Ki / ai is equal to 1.05. How- 
ever, the approximations for the catches and numbers remain good since, for instance, the predicted 
catches are equal to 35.8, while the real ones are 36.1 (and those that would be obtained with no 
variability 28  .O).  i *  E;r ,*  Fi*  ,.,  F 
Deriving Fi* from  -  and  from .a  = -  -  ..,  gives a better approximation 
CI  Ni  Fi  Fi - 
with Pi* = 1.23, not so far from Pi = 1.10. In any case, the difference between Fi and Fi suggests 
that it will be difficult to  get an excellent approximation of Fi from an approximation of Fi. 
The possibility of correcting the Fi, in order to  take into account the individual variability 
through the approximations presented here has not been checked. It would require further examina- 
tion, and some estimate of Var (K), Var (L,)  and Cov (K, L,).  In any case, it is useful once some 
estimates of Fi have been obtained to calculate the discrepancy coefficients defined here. They can 
be used as an indicator of the length ranges where big discrepancies are (or are not) likely to occur. 
The example treated here suggests that individual variability in growth, especially the variability 
in L,,  may create serious problems for the estimation of fishing mortalities for length close to L. 
These problems do  not necessarily affect the estimation of the fishing mortalities in smaller lengths. 
Among the possible sources of variability differences between males and females can be a major 
one, when a single length distribution is considered with both sexes pooled together. This should be 
avoided when possible, especially when length-specific fishing mortalities are calculated, and even 
if  the mortalities are similar at the same length for both sexes. 
Discussion 
Taylor's expansions, properly used, offer a powerful tool for addressing several problems. They 
could be combined with simulations, and offer a synoptic view of several sensitivity problems, and 
sometimes a mathematical understanding of the results observed by simulations. They could be 
applied not only to the estimation of fishing mortalities, but cover yield-per-recruit or spawning 
biomass-per-recruit calculations as well (Laurec and Mesnil 1985). 
It is possible to  the sensitivity analyses on a microcomputer; the computer programs 
developed by the authors are quite simple. It would be wise to conduct such analyses systematically. 
Large length grouping intervals should be avoided when possible. Smoothing is preferable. 
It can be performed on the basic length distribution of the catches, or on the calculated fishing 
mortalities at length. The choice between these possibilities, or their combination, has not yet been 
analyzed. 
Risks of bias associated with sampling and estimation errors on K, L,  and on catches at length 
are generally moderate. Major problems may, however, occur when approaching L,.  The same is 
true for individual variabilities in growth parameters. In length cohort analyses the last length 
interval must have an initial length much smaller than L,.  In our example it must not be larger 
than 70% of L,.  This is quite close to what is suggested by Pereiro (1984). This problem can and 
should be however investigated for each specific case. Monte-Carlo Testing of Two Methods for 
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Abstract 
In the first section of this paper we consider how variability in length at age can arise assuming 
von Bertalanffy growth. The variance in length at age is written as a function of age and the mean and 
variance of the growth parameters for the cases where L,,  K and to are random variables. When L,  is 
a random variable, variance in length at age increases monotonically with age. With K variable, variance 
in length first increases, then decreases at older ages. The inflection point is at the end of the period of 
rapid growth. Variation in to produces high variance at the youngest ages which decreases rapidly with 
age. The results for L,  random are then applied to  provide a simple necessary condition for the distribu- 
tion of length frequencies in adjacent age groups to have two distinct modes. General predictions for the 
determination of growth parameters from length-frequency data are made. 
Monte-Carlo tests of two methods for the determination of growth parameters from length- 
frequency data were performed. The ELEFAN I procedure appears to be able to adequately estimate K 
only if the true value of K is known to  within about 25%. In this way it is very sensitive to  the range of 
values to be scanned chosen by the investigator. 
A mixture distribution method for analyzing length frequencies requires a much larger amount of 
input information than ELEFAN I. It performs well provided initial cohort strengths (relative), mortal- 
ity and the form of variance in length at age can be approximated on input. Both ELEFAN I and the 
mixture method are sensitive to increasing variance in length at age, ELEFAN I more so. ELEFAN I con- 
sistently underestimates the true value of K while the mixture model tends to  underestimate L,.  The 
implications of underestimating K for the estimation of total mortality and the calculation of potential 
yield are discussed. Introduction 
The recent resurgence of interest in the use of length-frequency information for stock assess- 
ment has been directed toward the development of techniques which can be applied when more 
conventional methods based on age data are inappropriate or unfeasible. Age information is noto- 
riously time consuming and costly to obtain (see Mathews, Part I, this vol.). For many tropical and 
crustacean fisheries no  suitable methods for aging animals are available. Because of this, length-based 
methods such as the ELEFAN programs (Pauly 1982)  have rapidly gained acceptance for deter- 
mining growth, mortality and recruitment in exploited stocks. 
Two major problems arise in the use of methods such as ELEFAN or the more statistically 
formal techniques employing maximum likelihood or related estimators (MacDonald and Pitcher 
1979;  Schnute and Fournier 1980)  : 
1) There has been little testing of the accuracy of the methods and their sensitivity to input 
parameters; 
2)  There is no guide for the user to judge when a particular method is appropriate for the 
data in hand. 
Testing accuracy and sensitivity of a proposed method is an essential step before its use can be 
widely advocated. This requires applying the model to  data whose characteristics are known. Simula- 
tion of length-frequency data and Monte Carlo tests of the ability of the method to describe the 
underlying structure of the simulated data can indicate under what conditions a method will or will 
not perform acceptably. It is also relevant to consider general conditions for obtaining useful esti- 
mates from length-frequency data. 
In the next section we consider how variability in length-at-age can arise assuming von Berta- 
lanffy growth. The implications of these results for the analysis of length-frequency data are dis- 
cussed. Then, Monte Carlo sensitivity tests of the ELEFAN I (Pauly and David 1981)  and a mixture 
distribution method for determining von Bertalanffy growth parameters from length-frequency data 
(MacDonald and Pitcher 1979; Schnute and Fournier 1980; Sparre, Part I, this vol.) are described. 
The sensitivity of the two methods to data quality and input parameters is investigated. The con- 
tributions of Hampton and Majkowski (Part I, this vol.) should be consulted for a parallel investiga- 
tion of the properties of ELEFAN I. 
Sources of Variability in von Bertalanffy Growth 
The von Bertalanffy growth equation is the most commonly applied growth model for fish 
populations. In its simplest form, termed the special von Bertalanffy equation by Pauly (1982),  we 
write the length at time t as 
where L,  is the asymptotic length attainable, K is a growth constant with units of l/time which 
determines the shape of the curve, and to is the time at which the fish had length zero (the time 
origin of the curve). Equation (1) is most often used to describe the mean growth of a population. 
However, we may also consider that individuals in the population are growing according to (I),  such 
that variability in lengthat-age of fish in the population results from differences  between individuals 
in their values of L,,  K and to.  Sainsbury (1980) has given the mean and variance in length-at-age 
when L,  is a normal random variable and when K is a gamma random variable. It is useful to con- 
sider the effects of variations in L,,  K and to separately. 
For L,,  distributed as N(L,,  S2  L)  with K and to constant, mean length-at-age T is given by 
where E denotes expected value. The variance in lengthat-age is Mean length at age,varying  parameters 
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Fig.  1. Patterns of variation  in length-at-age induced by allowing von 
Bertalanffy  growth parameters to  be random variables.  For this exam- 
ple L,  = 70, K,  = .7, t,  = 0. 
Variance in lengthat-age will increase monotonically with age to a limiting value of s~~  when L,  is 
the only source of variation (Fig. 1).  The coefficient of variation in length will be constant. For L, 
random, the variance in length-at-age increases with age and length. Variation in length-at-age in 
nature is usually thought to increase with age (Schnute and Fournier 1980; Sparre, Part I, this vol.; 
Jones, Part I, this vol.), which may indicate that variation in L,  between individuals is most impor- 
tant. However, increased error in age determination for older fish (i.e., the tendency for fish of the 
same size to be assigned the same age) could produce a similar effect. 
When L,  and to  are constant and K has a gamma distribution with parameters (A, B) where 
A = k2,  /S2k and B = ~~~/k~ 
and The gamma distribution was used because it is always positive and provides a flexible two parameter 
distribution for K (Sainsbury 1980). In this case, variance in length-at-age first increases and then 
decreases (Fig. 1).  The point of inflection in variance is at the end of the fast growth period (De- 
Angelis and Mattice 1979). The maximum variance in lengthat-age under variable K is given by 
which can be solved numerically to give the age at which the variance in length-at-age starts to 
decrease. Below are three examples which are indicative of the general pattern. 
Age of maximum variance 
Km  S~K  in length-at-age 
Finally, when K and L,  are constant but to is N(tom,  s~~) 
and 
Here, the variance in length-at-age  is high for the younger age groups and then decreases rapidly 
with age (Fig. 1). 
The distribution of length-at-age  at a given age will be normally distributed if  variable L,  is 
the major source of variation. To detect two separate age groups or cohorts it is necessary that the 
combined distribution of adjacent length groups be bimodal. Behboodian (1970) has given a simple 
sufficient condition for unimodality of a mixture of two normal distributions as 
where U1  and U2 are the means and S1  and S2 are the standard deviations of the two distributions. 
Substituting the results given above for random L,  and reversing the inequality we obtain 
[L,  exp  -K(t -  t,)~(e-~-l)  > 2 S2  (1 -  exp (-~(t  -  to)))2  ...  3) 
to give a necessary condition for bimodality for the mixture of the frequencies of two adjacent 
cohorts. 
We  can determine the point at which adjacent cohorts will have distinct modes by equating 
the two sides of the above inequality and plotting the coefficient of variation in L,  against age. 
This has been done for a set of values of L,  and K characteristic of several widely exploited species 
using the values given in Beddington and Cooke (1983). The pattern for all the species looks similar 
(Figs. 2 a-f).  Over a wide range of variation in L,  only the first few age groups are distinguishable. 
Only at a very low coefficient of variation in L,  do adjacent older age groups show bimodality. 
The question is, how much do the fish have to grow for the age groups to be detectably dif- 
ferent in the histogram? This condition for bimodality assumes that the underlying population has 
been well sampled and that the distribution of length-at-age  is normally distributed. The condition 
as presented here is a necessary condition for bimodality and is conservative for separating modes 
in length-frequency distributions. The condition is not sufficient for bimodality. In other words, 
sampling variation or other noise in the data could still obscure the bimodal pattern even if  the 
condition was fulfilled. On the other hand, the ability of a method to follow modes in the length- 
frequency distribution may be improved in a sequence of samples through time when, occasional, Clupea harengus(b=30  cm, K.0.38)  Gadus morhuo(  ~~132  cm, K=0.2) 
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Fig.  2a.  Bimodality  conditions  for  Clupea harengus,  Gadus morhua  and Trachurus trachurus,  using  the growth 
parameters given  in Beddington and Cooke (1983;  see also Table 1).  The coefficient of variation in L,  is plotted 
on age. The solid line  indicates the locus for bimodality versus unimodality for mixtures of  adjacent age groups. 
Values of the C.V. of L,  falling below the curve give bimodality for the appropriate age groups. 
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Fig.  2b. Bimodality condition for Scomber scombrus, Pleuronectes platessa  and Engraulis ringens, using the growth 
parameters given in Beddington and Cooke (1983 ;  see also Table 1  for S. scomber and P. platessa). The coefficient of 
variation in L,  is plotted on age. The solid line indicates the locus for bimodality versus unimodality for mixtures of 
adjacent age groups. Values of the C.V. of L,  falling below the curve give bimodality for the appropriate age groups. very large year-classes occur. But methods for length-frequency distribution analysis necessarily 
operate on the assumption that the means of adjacent age groups are different (i.e., the fish are 
growing) and a guide to how much the separation needs to be for a particular species is required. 
There is little ipformation concerning the robustness of this condition to departures from normality 
although a simple plotting exercise for a range of parameter values when the distributions are not 
normal indicates that it is in fact quite robust. 
The distribution of length-at-age  when K or to varies is strongly skewed to the left. Indications 
of departures from normality for certain species may be a result of the importance of these other 
sources of variation. 
Predictions 
Some simple predictions concerning the sensitivity of methods for analyzing length-frequency 
data to either ihput parameters or characteristics of the data can be made. The expressions for 
variance in length-atage when the parameters of the von Bertalanffy curve are random variables and 
the conditions for bimodality of adjacent age groups should be used as a guide by the investigator 
in interpreting length-frequency data. Obviously, one does not have estimates of the variances of 
L,,  K or to between individuals for a population in nature. However, given an estimate of the mean 
parameter value we must ask how variations in length arise to produce a particular pattern in the 
length-frequency histogram. 
It is possible to calculate the coefficient of variation between years or between populations for 
some species by examining published estimates of growth parameters (Table 1).  The coefficient of 
variation in L,  between years seems to be quite small, but these estimates are made by taking the 
mean of the mean size at age in the oldest age group, or by averaging several estimates of L,.  We 
expect the resulting coefficients of variation to be smaller than the true value for the variation 
among individuals in a cohort. If these values are compared with the corresponding figures for the 
bimodality condition (Fig. 2) it appears that for several of the stocks, at least three or four year- 
classes will be distinguishable as separate modes in the length-frequency distribution. This is an 
encouraging result for the analysis of length-frequency data even though the method assumes the 
population is well sampled and L,  is the only source of variation in length-at-age. 
Table 1. Rough estimation of the coefficient of variation in L,  for several exploited stocks. Method refers to means 
taken between populations (1) or within a population between years (2). N is the number of years or populations 
used in the calculation. C.V. is the coefficient of variation. 
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de Veen (1978) 
In general, it will be difficult to distinguish modes in the length-frequency histogram for more 
than the first few age groups unless there is very little variation in L,  between individuals. This 
means that methods which try to estimate mean growth parameters from length-frequency data will 
necessarily rely on the movement of the modes of these groups. There will be little information available for growth at older ages and this may influence the estimation of L,  and K. However, on 
the positive side, it appears that the first age group is distinct under a wide range of variation in L, 
which gives some hope for the estimation of early growth at least, in most stocks. 
When K is large, it will be difficult to distinguish the variance due to to varying from that due 
to varying K. In other words, for rapidly growing fish, it will be difficult to separate variations in 
growth from those in recruitment times. Estimation of both K and the pattern of recruitment such 
as attempted by several length-frequency analysis methods may not be possible or should be inter- 
preted cautiously in these cases. 
Under varying recruitment timing, older ages may be more distinct, while variable L,  will have 
the opposite effect. The effects of varying growth rates are more complicated because variance in 
length-at-age is not a monotonically increasing or decreasing function of age. 
Simulation Model 
Monte Carlo simulations of length-frequency data from a hypothetical fish population were 
performed to  assess the accuracy and sensitivity of the ELEFAN I and mixture distribution methods 
under a variety of conditions. The simulation uses a modification of Breen and Fournier's (1984) 
program. The length-frequency data obtained from a hypothetical fish population is assumed to 
be a finite mixture of normal distributions, each component of which is centered around a mean 
size-at-age  determined by an input von Bertalanffy growth curve plus a normal random error term. 
Although any growth curve can be used, here we used the simple form of the von Bertalanffy curve 
and concentrated on estimating L,  and K. The standard deviation of length-at-age for a given age is 
a linear function of age. 
We  assume a constant mortality rate Z. Recruitment varies through the year as a gamma func- 
tion, so that the shape of the recruitment curve can be altered from knife-edge to near normally 
distributed (Fig. 3). The size of the recruiting year-class is a normal random variate centered on a 
recruitment factor, R. Recruitment is distributed through the year by multiplying the total recruit- 
ment for the year by a gamma variate defined by 
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Fig. 3. Shape of the gamma distribution for several values of 
the  parameter q (see text for formulation). X  is the quarter 
of the year. where G denotes the gamma function and q controls the shape of the distribution and x is the 
period of the year in which the sample is taken. 
Fish are sampled from a population with the input characteristics described above. Each fish 
in a sample is first assigned to an age class in proportion to the underlying population age structure. 
It is then assigned a length at the given age, and tabulated in the appropriated length class in the 
frequency distribution. The input sampling parameters for the simulation are: sample size, the 
number of age groups, the number of samples taken and their spacing in time. Here, the sample size 
was 1,000  fish from 0.25 to 4 years old. Four samples were taken a year. 
The von Bertalanffy parameters L,,  K and to  were input along with the parameters governing 
the change in variance with size, A the intercept and B the slope. The variance of the means around 
the von Bertalanffy curve and recruitment variance were fixed for all runs. Finally, the total mortal- 
ity rate Z was input. 
The program outputs four (or a specified number of) sets of length frequencies for input to 
an analysis program. Two samples are shown in Figs. 4 and 5. 
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Fig.  4. Example  of length-frequency histogram  generated by 
the program  with  low values  of  the  parameters controlling 
variance in  length-at-age.  R  was  50, q = .5, k = .7, L,  = 70. 
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Fig.  5. Example  of length-frequency histogram  generated by 
the program  with  high  values  for the parameters controlling 
variance  in  length-at-age. Other parameter values were  as in 
Fig. 4. ELEFAN I Simulation Tests 
The ELEFAN I method has been well documented elsewhere and we will not repeat a lengthy 
description here. The program used was a slight modification of  Sparre's version (Sparre, pers. 
comm.) written in Fortran 77. Basically, the program seeks to score peaks and troughs in a set of 
length-frequency histograms as positive and negative, respectively. The sum of the scores is defined 
as the Available Sum of Peaks (ASP). Trial von Bertalanffy growth curves are projected through the 
data and accumulate points according to the numbers of peaks (positive) and troughs (negative) 
the curves pass through. This gives the Explained Sum of Peaks (ESP). The growth parameters with 
the highest ESP within a range considered reasonably by the investigator are selected as the best fit 
to the data. 
An additional criterion is used for the estimation of L,,  which must be greater than or equal 
to the largest size group in the data. In most of our trials, the L,  value chosen on the basis of the 
scoring function was smaller than the largest size group in the data, and so the ELEFAN I estimate 
of L,  was the largest size group. In other words, ELEFAN I was actually only estimating K by 
means of the scoring function. This is not to imply that choosing the largest size group in the data 
is unreasonable as an estimate of L,  for a well sampled stock. However, we have focused on the 
estimation of K for this reason. The simulation was not designed to include sampling variability, 
so the estimate of L,  by selecting the largest size group is usually close to the true L,. 
ELEFAN I is a curve fitting procedure but requires as input a range of values to be scanned 
for the best estimate of K (and L,  given the proviso above). For the program to estimate the true 
parameter, the range must encompass the true K. An assessment of the importance of the critical 
choice of range is given below. For the simulations presented here, with a K value of 0.7, a range of 
0.2 to 1.1  was scanned by the program in steps of 0.05. 
The tests considered variation in 3 parameters: A, the intercept for the relationship between 
standard deviation of length-at-age and age; R, the recruitment factor and q the parameter of the 
gamma distribution for recruitment times. Each parameter set was run 10 times and the mean 
squared error (MSE) and bias computed as 
MSE  = (estimated -  true)2/10 
and 
Bias = (estimated -  true)/lO 
for the 10  runs. Although sample size is small, repeated runs of 10  indicated change in the results 
was no greater than 10%. 
Data with low variance in length-at-age and knife edge recruitment should provide a realistic 
baseline for the ELEFAN I program since peaks and troughs will be well defined. Note this is not 
perfect, but good data. It still contains a stochastic component. Tables 2 and 3 indicate that both 
MSE and bias are still substantial for this parameter combination. The coefficient of variation is 
about 70% with a negative bias of 30%. As variance in length-at-age increases, both MSE and bias 
also increase. Note that ELEFAN I consistently underestimates the true value of K. This was a 
constant feature of the trials. 
As recruitment is spread out over the year, simulated by increasing q with low variance in 
length-at-age (Table 2), the effects on the ability of ELEFAN to accurately estimate K are similar 
to the effects of increasing variance in length-at-age controlled by the A parameter. 
The effects of variable recruitment (Table 3) are very similar to those for variance in length- 
at-age. As R increases, the bias in 10  runs surpasses 50% of the K value. A large recruiting year 
class will have a very high contribution to ASP. Its effect will be that of an outlier in the data, 
having a disproportionately large influence on the ESP. 
In each run, the maximum size of the bias is determined by the input range of parameter values 
to be scanned. With K of 0.7 and a lower limit of the scanning range of 0.2 the bias cannot be greater 
than -0.5  and MSE of 25. If the range is narrower or wider, the effect is obvious (Table 4). Table 2.  Simulation tests of  ELEFAN I: response to variance in  length-at-age and varying recruitment  times. A. 
denotes the intercept for a linear relationship between variance in length-at-age and age and q is the parameter of the 
standard gamma distribution controlling  the distribution of  recruitment  through  the year.  The input parameters 
were K = 0.7, R = 50, B = 1. The first number in each pair is the MSE of the estimate of K for 10  runs of the simula- 
tion. The second entry in each pair is the bias in estimating K in the 10 runs. 
Table 3.  Simulation tests of  ELEFAN I: response to increased recruitment variability. R is the recruitment multi- 
plier. q is the parameter of  the gamma distribution of recruitment times. The input parameters were K = 0.7, A = 1, 
B = 1. The first entry in each pair of numbers is the MSE  for the estimates of  K in 10  runs of the simulation. The 
second number in the pair is the mean bias in the estimates of K for the 10 runs. 
We  examined the results of several trials of ELEFAN I in terms of the ESP tables for each 
parameter combination. In fact, there is often a peak in the ESP surface at or close to the true value 
of K, even when the variance in length-at-age is large. However, this peak is usually a local maximum 
only. For example, in many runs, if  the range of values given to ELEFAN I was between 0.55 and 
1.0 say, the program would find the K value close to the true 0.7. However, trial values below 0.55 
have higher ESP values and there may be other local maxima. In other words, the program usually 
estimates the growth parameter K very well when it is already known to within about 20-25% of 
its true value. Table  4. Simulation tests  of  ELEFAN  I: response at different  K values and increasing variance at age. The first 
entry in each pair is the MSE  for estimating K in 10 runs. The second entry is the bias in the estimates of K in 10 
runs. The input parameters were R -50,  q = 1,  B = 2. 
With respect to L,,  the ESPIASP criterion usually underestimates the true value and so the 
size of the largest length group is chosen as the estimate of L,.  Sparre (pers. comm.) has noted that 
there may be difficulties with choosing L,  as the largest age because several of the growth curves 
projected through the data will pass through this length class and overinflate the ESP value such 
that the ratio ESPIASP is greater than 1. Since this ratio is supposed to be analogous to a coeffi- 
cient of determination or lack of fit statistic a value greater than 1  has no meaning and the esti- 
mates should be rejected. Although this is easy to detect in the resultant estimation run, the remedy 
for the problem has only recently been incorporated in the ELEFAN I program (see Appendix I and 
Pauly ,  Part I, this vol.). 
Mean squared error and bias do not show the whole picture. Individual runs sometimes esti- 
mated K quite accurately. In our simulation we have assumed that the results were obtained by a 
naive user. That is, it is not possible to analyze each run individually as a practitioner would do for 
his or her own data. Subjective decisions by the investigator cannot easily be incorporated into the 
analysis of each data set in the simulation. 
For a set of runs the ELEFAN I method does not appear to reliably estimate growth parameters 
from length-frequency data unless the input parameter range is narrow and the true value lies within 
this range. The explained sum of peaks surface appears to have multiple maxima, so that, while a 
maximum often occurs near the correct parameter value, other values could be selected with no 
clear means of distinguishing between multiple solutions. ELEFAN I is particularly  sensitive to 
increased variance in length-at-age or increased variance in recruitment times. With respect to the 
objectivity of the method, it is sensitive to the input parameter range to be scanned. Of course, the 
same input parameters and data should give different investigators the same answer. 
Recent modifications to the ELEFAN I method improve its performance. Runs of the model 
with the modified method, which corrects for the projection of growth curves through a peak more 
than once, remove the tendency for ELEFAN to drift toward low K values. The results still indicate 
some bias in the parameter estimates, however (Appendix I). 
Mixture Distribution Method Tests 
One way of statistically treating the problem of estimating the growth parameters of a fish 
population from length-frequency data is based on the idea that a length-frequency sample can be conceptually thought of as a mixture of probability distributions for length-at-age. That is, at each 
age we hypothesize that the lengths of the fish in that age class (or cohort) are normally distributed 
with mean given by the von Bertalanffy or similar function and the variance by a specified form 
(MacDonald and Pitcher 1979;  Schnute and Fournier 1980). To follow the progression of a cohort 
through time, samples are linked by the growth curve, mortality rate and initial cohort strengths 
to calculate where each cohort should fall in the next sample and how large its contribution to the 
overall mixture distribution should be. The growth curve gives the means of the distributions and 
the variances are often assumed to be some function of the means. The cohort strengths and mortal- 
ity rate give the mixing proportions for the sample. The expected frequencies computed from a set 
of input parameter values can then be compared with the observed frequencies via a statistical 
criterion such as chi squared or a (quite similar) maximum likelihood estimator. 
One difficulty with this method is that the number of parameters to optimize over becomes 
very large if  cohort strengths, mortalities and growth parameters are included. Parameters in the 
set can be fixed to reduce the dimensionality in the problem. 
A second constraint on the use of the method is that the number of cohorts in each sample 
must be specified as input. This information will not be available for many fish stocks for which 
growth studies have not already been done. MacDonald and Pitcher (1979) note that older age 
groups can be grouped together without adversely affecting the results. Schnute and Fournier 
(1980) suggest some goodness of fit tests similar to a likelihood ratio statistic, which can be used 
to choose between solutions using different numbers of cohorts. However, the need to specify 
the number of cohorts is a limitation of this method. 
In the tests presented below we have focused on the estimation of L,  and K for comparison 
with the results for ELEFAN I. To this end the cohort strengths, parameters describing the variance 
in length-at-age and mortalities were fixed and optimization using a chi squared criterion was per- 
formed over the two parameters L,  and K. Some care is required in choosing the fixed values of 
the cohort strengths and mortality parameters. In our trials cohort strengths which conformed to 
the pattern of mortality (negative exponential) were input, but they were not the exact cohort 
strengths from the simulation program. In general, the results given below hold as long as the pattern 
is correct and the magnitudes are similar to the true cohort strengths and mortality. A modification 
of Sparre's (Part I, this vol.) program written in Fortran 5 was used with a Gauss-Newton optimiza- 
tion routine from the NAG subroutine library. 
The mixture method was most sensitive to variance in length-at-age (Tables 5 and 6). As the 
intercept for variance in length-at-age (A) increased, the quality of  the estimates of L,  and K 
deteriorated. Note that the value of variance in length-at-age at which the mixture method breaks 
down is well above that for ELEFAN I. By comparison to ELEFAN I, the mixture method is in- 
sensitive to  variation in recruitment times. However, because the cohort strengths and mortalities 
are given for these trials, the mixture model contains much more information as input than the 
ELEFAN I method. Also, the method seemed to perform better at high values of K than at low 
values (Table 8). 
The need to input the number of cohorts in each sample seems a major limiting feature of the 
mixture method. However, simulations when the input guess at the number of cohorts was incor- 
rect (Table 7) indicate that this factor may not be as crucial as usually assumed. Underestimating 
the number of cohorts seems to have a more drastic effect than overestimating. 
The results of the mixture method were independent of the starting values for the estimation 
procedure as long as they were in a permissible range (K non-negative). For example, starting values 
of K = 0.2, L,  = 40 when the true values were (0.7, 70) performed as well as starting values of 
(0.6,60). 
Discussion 
The bimodality condition given in (3)  provides a guide for determining when either ELEFAN I 
or a mixture distribution method can accurately estimate growth parameters from length-frequency 
data. For example, consider the two histograms shown in Figs. 4 and 5. If we assume that the 
variance in length-at-age results from variation in L,  only,  we can solve (2) for s~~  given knowledge Table 5. Simulation testing of  a mixture distribution method of  length-frequency analysis: response to variance in 
length-at-age and variation in recruitment times.  Symbols and format as in Table 1. The first entry is the MSE  over 
10 runs in the estimate of  L,.  The second entry is the mean bias over 10 runs for the estimates of L,.  The input 
parameters were L,  = '10, K = 0.7, B = 2, R = 50. 
Table 6. Simulation testing of a mixture distribution method for length-frequency analysis: response to variance in 
length-at-age and varying recruitment times in the estimation of K.  See Table 5 for input parameters and explana- 
tion. 
\  4  6 -----  8  -----lo-----  12 ----- 
'I! 
I  0.005  0.026  0.105  0.181  0.479 
0.5  f  -.013  0.136  0.316  0.421  0.687 
of V[lt]. Using (3)  we predict that at least 3 modes should be evident in Fig. 4 but only 1  in Fig. 5. 
In this sample case, it is obvious that there are clear modes in the first histogram. For many data 
sets it will not be so obvious and the condition can indicate whether the underlying structure of the 
length-frequency histogram is such that analysis for the growth parameters can be fruitful. 
Both ELEFAN I and the mixture method are limited in applicability. ELEFAN I seems to 
require very good starting estimates of K to find an acceptable value. The mixture method requires 
information on the number of age groups although perhaps less critically than previously thought. 
In addition, the relative initial sizes of the cohorts and mortality must be approximated. Table  7. Effect of  mis-estimating the number of  cohorts in  the sample on  estimates of  K by  the mixture method. 
The  input parameter were  A = 4, B = 1, R = 50 and q = 1. The  true K equal to 0.7. The  true number of  cohorts 
was 4. 
Input number of  cohorts 
MSE  0.119  0.036  0.008  0.004  0.007 
Bias  -.I24  -.I51  -.060  -.023  0.022 
Table 8. Simulation testing of mixture distribution method  for length-frequency analysis: performance at different 
values of K. The input parameters were  A = 4, B = 1,  R = 50, q = 1, L,  = 70. The first entry in  each set is the MSE 
of the estimates of L,  for 10 runs. The second entry is the bias for L,,  third is the MSE  in the estimate of  K and 
fourth is the bias in  the K estimates. 
1 
MSEL,  824.54  103.23  26.81  82.91 
Bias  L,  f  -28.47  -8.27  -4.46  -9.06 
I 
I 
MSEK  0.118  0.023  0.008  0.012 
Bias  K  I  0.330  0.110  w.064  -.086 
Both methods are most sensitive to variance in length-at-age, ELEFAN I more so than the 
mixture method. The general reason for sensitivity to variance in lt is explicable in terms of the 
bimodality condition (3).  Distinct modes in the length-frequency histogram result from two factors, 
small variance in length-at-age and wide separation of the mean lengths of adjacent ages. Therefore, 
methods which try to separate adjacent ages (peaks and troughs in ELEFAN I terms) will be sensi- 
tive to variance in length-at-age and to the value of K. This is the pattern of the simulation results. 
The mixture method is less sensitive than ELEFAN I because the pattern of variance in length-at-age 
is explicitly taken into account as input. 
Why is ELEFAN I more sensitive to recruitment parameters than the mixture method? This is 
in lvge part due to the additional input information for the mixture method. But also, ELEFAN I 
will give greater weight to well-structured, large peaks and so depend heavily on the information 
from the recruiting year-class. The mixture method will give weight to age classes depending on the 
departure from initial cohort size. If, as done here, the cohort sizes are governed by the exponential 
mortality rate the influence of the recruiting year-class will not be disproportionate. In addition, 
the mixture model responds less to recruitment spread through the year because the number of 
cohorts in the sample is fixed on input. 
Overall, the mixture method seems more accurate and robust over a range of data qualities, 
but the information required for its use is substantially greater. ELEFAN I requires less input, but 
cannot be counted upon to produce accurate estimates without substantial subjective input by the 
user. Note that this is not the same as producing estimates that appear reasonable when the true 
values are unknown. ELEFAN I has the potential to produce accurate estimates because the scoring 
function often (but not always) contains a local maximum near the true value. Recent modifica- 
tions to ELEFAN I may improve the ability of the program to choose between multiple maxima 
(Appendix I and see Morgan, Part I, this vol.). It is interesting to note that the mixture model as 
implemented here was the more economical in terms of computer time. Implications for Stock Assessment 
The estimation of the parameters of growth is not the end product of investigations of the 
length-frequency data from fish. Usually, such data are used to estimate other demographic pararn- 
eters which together determine the potential yield and dynamics of the stock. For example, a 
common method for estimating the total mortality of the stock is using the age distribution of 
the sample. Typically the estimation proceeds in two stages. First, using the estimated growth curve, 
the length sample is converted to an age structure. Variations on such techniques, e.g., Clark (1981) 
use essentially the same procedure. The mortality rate is then estimated from the age distribution 
of the catch (Chapman and Robscn 1960). 
Applying this method to typical data generated from the ELEFAN I program yields the results 
indicated in Table 9. The MSE and bias indicate that there is both substantial uncertainty and a 
strong tendency to underestimate the level of mortality. This would imply, for stock assessment, a 
considerable problem. For example, if  VPA is used, terminal F values would be underestimated and 
hence starting population sizes overestimated. Similarly, yield per recruit calculations will be biased 
and estimates of the potential yield derived from simple Beverton and Holt or Schaefer type models 
will be in error. 
Table  9. Simulation testing of ELEFAN I: MSE  and bias in the estimation of total mortality Z. These simulation 
runs are the same as from the top line of Table 2. 
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Appendix I 
An important modification to the ELEFAN program was proposed by D. Pauly zt the February 
1985  conference. He suggested that problems of bias in the estimation of K may be in part corrected 
by ensuring that as growth curves are traced through the data to calculate the ESP, peaks are flagged 
when the curve hits them. Then, additional curves striking any part of a flagged peak are not counted 
in the ESP. 
The program we used was modified in this fashion and a small number of additional runs 
(sets of 10)  made after the conference. The results for the estimation of K are presented below. For 
these runs, K was 0.7, L,  = 70, R = 50 and B = 1. The variance in length-at-age as controlled by the 
A parameter was varied. The table below should be compared with Table 2. The range in A was 
wider for these additional runs simply because the program performed better and still gave meaning- 
ful (although biased) estimates at A = 7. It may be also mentioned that the modification tested here also has the advantage of suppressing 
"drifting"  toward impossibly low values of K, as can occur during the analysis of some data sets 
(see also Pauly, Part I, this vol.). 
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Abstract 
A method is presented for estimating the von Bertalanffy growth constants relevant to determining 
length from age and age from length. Programs based on this method and suitable for use with HP 67/97 
calculators have been prepared. 
Introduction 
The traditional use of the von Bertalanffy grovrtth constants is to estimate mean length from 
age. When it is necessary to estimate mean age from length, the same values for the constants are 
usually used (see Gulland 1969;  Pauly 1980). It is now believed that the latter procedure is invalid 
(except when considering the growth of a single fish). When considering a number of fish, the 
relationship between mean length and age is associated with a lower L,  and higher K, than for the 
relationship between mean age and length (Jones 1981). 
In this paper a simple method is presented for estimating the growth constants relevant to 
determining length from age and age from length. It is based on the reasoning that the best choice 
values for the constants will be those providing estimates of the mean length at age (or mean age at 
length) in closest agreement with the observed data (but see Rosenberg and Pope, Part I, this vol.). Method 
A rearrangement of the von Bertalanffy equation provides the linear relationship : 
where Rt  is the length at age t,  and L,,  K and to are the growth constants. Hence when L,  is 
known or assumed, undertaking a linear (least squares) regression analysis of  loge (1 -  IltlLm) 
against t provides estimates of K (= -  slope) and to (= x axis intercept). The method was first 
proposed by von Bertalanffy (1934) for the estimation of K, and by Beverton and Holt (1957) and 
Ricker (1958) for the estimation of K and to. 
The amendment proposed here is to  assume a preliminary value of L,  ,  undertake the linear 
regression analysis described above, and then to use the L,,  K and to combination to obtain 
estimates of the mean length for each observed age (or the mean age for each observed length). A 
linear (geometric mean) regression analysis is then undertaken of the estimated against the observed 
mean lengths (or ages). 
Identifying the best choice combination of L,  ,  K and to (or L,',  K'  and ti  ) is based on the 
values obtained for the slope, y-axis intercept and coefficient of determination. The ideal is when 
the slope is unity, the y-axis intercept is zero and the coefficient of determination is maximized. 
This procedure for identifying the best choice is preferred to that referred to in Pauly (1984), 
based on maximizing the coefficient of determination from the relationship of loge (1 -  RtlL,) 
against t. The procedure is repeated with a new value for the assumed L,  ,  until the best combina- 
tion of the constants can be recognized. 
Prior to applying the method, it is necessary to arrange the length and age data appropriately. 
When estimating the growth constants relevant to determining length from age, the input data 
should be expressed as mean lengths at age. If the constants relevant to estimating age from length 
are required, however, the input data should be expressed as mean ages at length. These require- 
ments presuppose the availability of data in the form of an age-length key. 
HP programs based on this method are given in Morgan and Pauly (Part 11, this vol.). The user 
instructions are the same for both options; option 1  provides estimates of the constants relevant to 
length at age, and option 2 gives estimates of the constants relevant to age at length. 
Application 
The method was applied to the length and age data for the Pacific bonito (Sarda chiliensis), 
quoted in Bartoo and Parker (1983) and originating from Campbell and Collins (1975). These data 
are reproduced as mean lengths at age and mean ages at length in Table 1. Only the mean ages for 
Table 1. Length and age data for Pacific bonito (Sarda chiliensi~).~ 
Length at age 
Mean 
Age  lengths  Standard 
groups  (cm)  deviations  n 
Age at length 
Mean 
Length  ages  Standard 
groups  (yr)  deviations  n 
aFrom Campbell and Collins (1975). (and including) the lengths 58  to 76 cm were used as input data. The mean ages of smaller fish 
were excluded as being biased, there being no length distribution given for the 0 age category. The 
mean age for the > 76 cm group was excluded, again on the basis of presumed bias, since there were 
too few fish in the group. 
Results 
The best choice combination of the growth constants relevant to estimating lengths from ages, 
to the nearest whole number value of the asymptotic length, is L,  = 75, K = 0.81 and to = -0.40. 
This was determined on the basis of the values for the associated y-axis intercept (u = 2.4186) and 
slope (v = 0.9675) being closest to zero and unity, respectively. The maximization of the coefficient 
of determination (r2  = 0.9821) was taken to be a less useful indicator of the best choice combina- 
tion in this example. 
The best choice combination of the growth constants for estimating ages from lengths to the 
nearest whole number for the asymptotic length, is L,'  = 89 cm, K' = 0.29 and to' = -2.13,  and 
L,'  = 90 cm, Kt  = 0.27 and toJ  = -2,25  yr. Again this is based on the values for the associated 
y-axis intercept (u = -0.0707) and slope (v = 1.0246) being closest to zero and unity, respectively. 
The coefficient of determination (r2  = 0.9525) was also maximized with this combination. 
A plot of the two relationships is given in Fig. 1  and the results of the estimations are given in 
Tables 2 and 3. 
90 
Age (years) 
Fig. 1. Plots of (A) mean lengths at age and (B)  mean ages 
at length  for Pacific  bonito  (Sarda  chiliensis);  see Table 1 
for source of data. (These plots suggest  the possibility of 
some  large  fish  of ages  1  and  2  having  been  attributed 
erroneous ages. Editor's note.) Table  2. Estimates of the growth constants (L,,  K and to  ), mean lengths at age and regression/correlation  parameters. 
Observed  Observed  Estimated lengths (cm) when 
age  mean  L,  = 74.0  75.0  76.0  77.0 
groups  lengths  K  =  1.4626  0.8082  0.6519  0.5595 
(years)  (cm)  to  =  0.5651  -0.4025  -0.8048  -1.1056 
y-axis intercept, u 
slope v 
coefficient of determination,  r2 
Table 3. Estimates of the growth constants (L,',  K' and to1),  mean ages at length and regression/correlation  param- 
eters. 
Observed  Observed  Estimated ages (years) when 
mean  length  $'  =  86.0  88.0  89.0  90.0  91  .O  95.0 
ages  groups  K  =  0.3381  0.3018  0.2865  0.2604  0.2205  0.2728 
(years)  (cm)  tot =  -1.7432  -2.0103  -2.1359  -2.2516  -2.3641  -2.7691 
y-axis intercept, u  -0.0719  -0.0708  -0,0707  -0.0707  -0.0709  -0.0721 
slope, v  1  .0250  1.0247  1  .0246  1.0246  1.0247  1.0251 
coefficient of determination,  r2  0.9517  0.9524  0.9525  0.9525  0.9524  0.9516 
Discussion 
The underlying basis of the method (apart from the assumption of von Bertalanffy growth) is 
that the best choice combinations of the growth constants are those which give estimates of the 
mean lengths at age (or mean ages at length) in closest agreement with the observed data; this also 
assumes that the quality of the observed data is sound. 
Unfortunately, with respect to determining the growth constants relevant to estimating ages 
from lengths, the limitations imposed by practical considerations are likely to be substantial. The 
principal problem is in obtaining mean ages at length having satisfactory precision and minimal 
bias. To improve precision, sets of length and age data should be collected for as many short time 
intervals as practical. These should then be separately incorporated within a single age-length key; 
from these, mean ages can be determined for each length. 
The estimated mean ages at length will be dependent on the number of pairs of length and age 
data in each time interval. If the number in a particular time interval is much larger than for the 
other intervals, the ages represented in that sample will be over-represented in the means. Minirniz- ing this bias requires the number in each time interval to be proportional to the stock abundance, or 
some index of abundance such as catch per unit effort. The less valid alternative would be to have 
the same numbers in each time interval (which may be achieved indirectly by converting the nurn- 
ber in each interval to percentages). 
The method as presented relates to the input of data as mean lengths at age (or mean ages at 
length). It is equally valid when the inputs are the lengths and ages of individual fish, although only 
for determining the constants relevant to estimating lengths from age. With respect to determining 
the constants for estimating ages from lengths, undertaking the linear regression oft  against log, 
(1 -  &/LA) gives K'  (=: -  l/slope) and th  (= y axis intercept). 
The use of data for individual fish does not avoid the practical problems mentioned earlier in 
this section. Furthermore, it increases the possibility of encountering lengths greater than L,  (or 
L;  ), in which case the method fails. 
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Abstract 
Two views of the problems related to the estimation of the time interval (At) between two length 
groups by means of growth parameters (L,  and K) are presented. The first of these views leads to  an 
equation useful for correcting estimates of At close to L,.  The second leads to  the suggestion that the 
classical estimation from the regression of length on age should continue to be used for estimating age 
from length based on a calibration experiment. 
Introduction 
The contributions of Hoenig (Part I, this vol.) and of Sanders (Part I, this vol.), which both 
presented methods for the estimation of growth parameters suited to computation of At  values 
(mainly for use in length-cohort analysis and related methods) resulted, at the conference in a rather 
excited discussion, and the opportunity was offered to the participants of this discussion to submit, 
after the conference, comments to be consolidated into a brief paper and included in the proceed- 
ings. Two such written comments by A.A. Rosenberg and J.G. Pope were received by the time this 
volume was completed, and they are presented below (the Editors). J.G. POPE 
It was noted that using a von Bertalanffy growth curve fitted to the average length-at-age data 
will cause bias in estimates of  At  if K and/or L,  are subject to  variation. Sainsbury (1980)  gives a 
general description of the problem of estimating von Bertalanffy curves subject to individual varia- 
tions in K and L,  and both Jones (Part I, this vol.) and Laurec and Mesnil (Part I, this vol.) consider 
the problem in the context of bias in the length-cohort analysis. Laurec and Mesnil (Part I, this vol.) 
provide formulae for the calculation of biases due to such variation in L,  and K. Clearly, it would 
be a sensible practice to use these formulae when attempting a length-cohort analysis. In what fol- 
lows, to understand the problem a little more clearly, I have assumed a rather simpler form of varia- 
tion in parameters and worked out the size of biases that these would create. These suggest that by 
avoiding a specified region close to L,  it is possible to reduce the biases substantially and this may 
allow length-cohort analysis to be used without serious error. This finding is, of course, very similar 
to that of Laurec and Mesnil (Part I, this vol.) but, being based on a more limited study of the prob- 
lem, is perhaps easier to grasp. 
Assumptions 
To keep assumptions about growth changes simple, I have only considered the case where 
the distribution of length at age has a rectangular distribution about the average length at age Lt in 
the range Lt -  R to Lt + R. I assume that individual fish remain at the same distance from the 
average growth curve throughout time and that all fish have a constant mortality rate of Z. The 
same distance assumption means that all the fish at age t have the same growth increment as the 
average-sized fish. With a rectangular distribution of  size about the mean length at age, fish of 
length L2 can be found between ages ta and tb where 
within this range the probability distribution of fish of length L2 is 
A fish of len  h L2 at  time t will have grown from length L1  in time At. It  ma  be thought of as the 
survivor of eg~t  fish of length L1. We  need to compute the average value of eL~t  to  give the 
appropriate multiplier for the numbers of fish of length L2 to convert them to equivalent numbers 
of length L1  fish. This multiplier will be given by 
converting the variable of integration from t 
enables the integration to be performed by series expansion in X. Both the denominator and the 
integrand yield odd valued power series in R and, thus, writing the multiplier = A.  + A2 R~ + A4 .  . . 
etc. we may evaluate Ao, A2 etc. by inspection. which is, of course, Jones result and which would be the answer if  R = 0. 
If  we consider that M fi K as is often the case, then this becomes 
which suggests that the correction will be strongly dependent on the value of 
R 
and dependent on the size of 
(L2 -  L1)  Z-2K 
and 
L,  -L,)  K 
Since from the rectangular distribution (-R,  +R) the variance 
we may consider the corrected multiplier of the survivors where K = M as 
This is so, provided we ignore the terms A4 etc. of the expansion. 
It is clear that if we keep (L,  -  La) > 3 a and (La -  L,) < a then the correction will be no 
more than which should be small for most realistic levels of  Z. It, thus, seems that by avoiding the close 
proximity of L,,  we can reduce the bias problem to fairly minor levels at least for the survivors 
part of the equation. 
Discussion 
From this rather simplified model of variable growth-at-age and mortality, it is possible to find 
expressions for the bias in the survivorship multiplier of the length-cohort analysis. This could be 
used directly as a correction but perhaps it would be more sensible to use it to decide on a sensible 
largest size for initiating a length-cohort analysis. The size of correction suggests that starting cal- 
culation at a largest. length group of at least 3 times the standard deviation of length at age smaller 
than L,  and also keeping size classes smaller than this standard deviation should serve to reduce 
bias to acceptable limits. This result applies to the survivors and an equivalent result for the catch 
multiplier needs to be developed. Better still is obviously to use the more detailed results of Laurec 
and Mesnil (Part I, this vol.). 
A.A. ROSENBERG 
The question of whether the regression of length on age or that of age on length should be 
used to predict the time necessary for a fish to grow from lt to  is a problem of calibration. 
A substantial literature exists on the statistics of calibration methods, albeit most of it concerns 
linear calibration (see Hunter and Lamboy (1981) and accompanying discussion for review). 
A general calibration problem can be described as follows: we wish to determine a quantity 
which is difficult or impossible to measure directly. There are two (or more) available measurements 
we can make. One of these is difficult and expensive but quite accurate; and the other is cheap 
and simple but contains substantial measurement error. We  perform a calibration experiment, where 
both measurements are taken for a set of samples, and produce a calibration curve of y on x. 
A fudher set of samples is then taken and only y is measured. How can we best estimate the under- 
lying quantity of interest? 
For the case where all relationships are linear, discussion in the statistics literature over whether 
the regression of y on  x (the classical estimator) or of x on y (the inverse estimator) should be used 
was instigated by Krutchkoff (1967). He concluded that the inverse estimator had smaller mean 
squared error than the classical estimator. However, for the linear case, the inverse estimator is not 
unbiased while the classical is (Williams 1969). Furthermore, Lwin (1981) has shown that the 
inverse estimator is affected by departures of the residual distributions from normality while the 
classical estimator is insensitive. Lwin (1981) has provided more detailed comparisons of the two 
estimators. Of particular interest is the observation that the inverse estimator performs more poorly 
(in the mean square error sense) than the classical as the point x to be estimated gets farther away 
from the mean value of x, and that sample size will not alleviate this problem. 
For the fisheries problem of interest here, the  calibration of length and age is more complicated 
because of non-linearity. We  can consider the calibration experiment is performed by measuring 
and aging (e.g., with otoliths) a sample of fish. The otolith readings are costly and difficult and the 
length measurements are easy and cheap. The underlying quantity we want to know about is time. 
Otolith readings measure age fairly accurately we hope and so can provide a time scale, but length 
measurements are non-linearly related to age and are in addition highly variable estimates of time. 
Many of the results from the study of linear calibration problems apply to the non-linear case. 
Scheffb (1973) has provided an approach to non-linear calibration problems which uses the classical 
estimator. Much of his paper is devoted to the construction of interval rather than point estimates. 
An example is given in Knafl et al. (1984). The inverse estimator has not been used for non-linear 
calibration. Based on the results for linear calibration and Scheffe"~  method the classical estimator from 
the regression of length on age should continue to be used for estimating age from length based 
on a calibration experiment. 
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Abstract 
Data from one year sampling of sardines (Sardina pilchardus) in a port of the Adriatic Sea are used 
to introduce a new method to design sampling "as sampling goes on". 
The method is based on modification of Pauly's ELEFAN I program, used in conjunction with an 
estimator related to the jackknife technique. Potential uses of the proposed method are discussed. 
Introduction 
Analytical models in fish population dynamics depend critically on the estimates of parameters 
of the growth equation, especially K and L,  .  It appears of some interest to assess the influence of 
the number of samples used to estimate these parameters on the confidence of their estimates. 
We  propose here to use estimates generated by a modified version of the ELEFAN I program 
and jackknifed estimates of parameter changes (A%) to  decide whether sampling should be carried 
on. A comparison of estimates obtained with and without reference to our new estimator (A%) is 
also presented. 
*Present address: Istituto di Istologia e Embriologia, ~niversitk  di Palermo, Palermo, Italy. Material and Methods 
MATERIAL 
Length data, represented by 79 samples of sardines, Sardina pilchardus, (Table 1)  collected 
from the landings in the port of Cesenatico, Central Adriatic, in 1976 (Levi et al. 1985),  were avail- 
able (there were 115  samples originally, but the data of samples collected the same day were pooled 
resulting in the 79 samples in Table 1). 
The port of Cesenatico was selected because it provided most samples on the stocks of small 
pelagic fish of the Northern and Central Adriatic since 1974. For further information on the sam- 
pling program see Levi (1978). 
METHODS 
We define here as "optimum sampling" a situation where the withdrawal of any sample from a 
set of samples has no influence on  the estimate of a parameter. An estimator of the adequacy of 
sampling can then be defined which is equal to the percentage difference between the parameter 
estimated once from all available samples (n) and the same parameter estimated as the mean of n 
estimates, each based on all samples minus a different sample. 
This estimator is related to the  jackknife method; in fact the estimator can be expressed as: 
(St -  lPn-i)  X 100 
A% =  -  .  . .l) 
pn-i 
where St is the desired statistic (i.e., the growth parameter estimate) based upon the complete 
sample (Sokal and Rohlf 1981),  and TnRi  is the average of the successive parameter estimates 
based on  all samples minus one. 
We now define sampling as optimum when the above estimator is equal to  @ (not in mathe- 
matical terms, obviously, but as a "computer-@"  allowing for rounding errors in the calculation 
procedures for parameter estimation). The higher the percentage difference (= the estimator), the 
less satisfactory will be the sampling. 
To calculate the desired statistics, St, the parameters K, L,  and "to" on n samples, the ELE- 
FAN I program (Pauly et al. 1983)  was used, after it was modified to eliminate any "at least partly 
human-aided optimization procedure".  Note that the "to "  discussed throughout this contribution 
is a relative measure and pertains to a birthdate set at 1  January. It is not a "real"  to (see Pauly, Part 
I, this vol.). 
The modifications introduced in ELEFAN I (translated into Fortran IV) were: 
-  allowing K and L,  to vary between given boundaries, obtained from the paper by Pauly 
(1980) as characteristic of the family to which the sampled population belongs (i.e., Clu- 
peidae); 
-  automatically identifying the maximum ESPIASP ratio found for all possible combinations 
of the three parameters K, L,  and to within the boundaries of K and L,  . 
These modifications were paid, as predictable, in terms of computer time, although there is 
still a lot to be done to improve fitting procedures beyond the original version of the program, e.g., 
by optimizing through the program itself the selection of  the appropriate step sizes in iterative 
search. 
To run a modified ELEFAN I associated with the above jackknife-like procedure on 79 samples 
required about 1,664 min. on an IBM 3033, while about 391 min. were necessary to process 48 
samples. Hence an increase of number of samples of 1.63 involved an increase of 4.25 in computer 
time; this suggests that beyond a limited number of samples it is necessary to use powerful com- 
puting facilities. Table 1. Length-frequency data of Sardina pilchardus sampled from Cesenatico, Central Adriatic Sea, 1976. 
Date  511  1411  1711  2311  412  1112  2612  2712  313  1613  1713  2213  2513  614  I314  l4I4  l6I4  2214  2314  2614 
Sample  No.  1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20 
Length 
classes (em) 
Total  237  181  214  207  373  217  200  177  384  399  129  173  613  391  218  111  152  140  215  199 
Date  2814  515  615  7/5  1015  1315  1815  2015  2615  2815  116  1516  1816  2116  2316  2516  3016  217  817  l6I7 
Sample No.  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40 
Length 
classes (cm) 
Total Table 1. Continued. 




Date  3111  4111  5/11  9/11  10/11  11/11  17/11  24/11  25/11  26/11  30111  7\12  9/12  19/12  14/12  16/12  17/12  21'12  22112 
Sample No,  61  62  63  64  65  66  67  68  69  70  71  72  73  74  75  76  77  78  79 
Length 
classes (cm) 
Total  255  112  279  138  285  119  295  211  120  115  354  160  270  116  216  119  129  167  273 Results 
A first exercise was to run the above procedure on all available samples, under the assumption 
that year 1976 had been, as a whole, oversampled. Estimates of growth parameters so obtained 
appear to be very reliable. Our estimator (A%),  defined as the difference between a single run of 
the modified ELEFAN I on all samples and the average of 79 runs dropping a sample in turn (thus 
expressing the average variability introduced by different samples) was = 9 for all three parameters: 
i.e., taking out any sample had no influence on the final estimation (Table 2). 
Table  2.  Values of  annual growth  parameters (L,,  K, "to")  calculated with modified ELEFAN I (St), with jack- 
knife method ( 7 = St), and precisition estimators (A%, C.V.)  for different monthly sampling rates and for all avail- 
able samples. 






'Columns  (A) to (D) correspond to sampling rates of one to four times per month. 
b~olumn  (E) is based on all samples of Table 1. 
'n  = number of samples. 
d~t  = best estimated obtained through ELEFAN I applied to all samples. 
e7  = jackknifed estimate. 
*A% = percent difference between St and the average of all pseudovalues (equation (1)). 
gC.V. = coefficient of variation of jackknifed estimate (equation (2)). 
We  then estimated the reliability of growth parameter estimates based on different monthly 
rates of sampling dtring the year. The outputs of the modified ELEFAN I and of jackknifed esti- 
mates (i.e., St and St  = 7)  are summarized in Table 2, together with their A% and the jackknifed 
coefficient of variation: 
z (ei  ' 
C.V.  =  i  n(n-1,  100 
for monthly sampling rates of one to four times a month evenly spaced in time (i.e., every first 
week; every first and third weeks; first three weeks; every four weeks). In the rare case when one 
week had not been sampled, the two nearby weekly samples were interpolated. If more than one 
sample was available in a given week, frequencies were pooled and the resulting sample was given 
the date of the first sample in the week. It is quite evident that, in real life, a simple increase of sampling intensity does not provide a 
parallel increase of reliability of estimates. The improvement depends very much on the amount 
of variation introduced by new samples every month. There will be "stable"  months, where the 
length-frequency distributions do not change very much from one sample to the other, and con- 
versely months when the variability is so high that any new sample introduced in the calculations 
calls for further sampling. Hence, monthly sampling rate should be variable. 
A closer look at what happened within months seemed, thus, necessary. A comparison of A%s 
was attempted between estimates obtained on all samples available in a given month and estimates 
obtained by increasing the number of samples from two up to the maximum number of samples 
available in that same month. Results are summarized in Tables 3A-C (A for L,,  B for K and C for 
"t,").  The values for a given parameter reported in the last row of each table are the estimates of 
that parameter which would have been obtained if all samples available in that month  had been 




J  F  M  A  M  J  J  A  s  o  N  D  samples"  za 
n  4  8  13  21  30  37  43  47  54  60  71  79  79 
2  4.44  0.00  2.22  0.00  1.10  7.87  0.00  0.00  1.08 
3  1.44  0.00  0.00  1.47  1.43  5.11  2.94  0.00  1.46 
4  0.53  3.87  1.10  0.55  5.26  1.59  0.00  0.00  3.78 
5  0.44  0.00  4.96  4.80  0.00  2.54 
6  0.00  2.22  1.41  0.00  0.74 
7  0.00  2.64  1.20  2.64 
8  0.00  2.56 
9  1.58 
10 
11 
Ge L,  23.875  26.125  22.100  23.00  28.111  25.714  22.00  23.00  28.857 
Std&  23.50  23.50  22.50  23.00  25.00  24.00  22.00  23.00  25.00 
= cumulative number of samples over time. 
bi@timate  based on all samples in Table 1. 
:St  =jackknifed estimate using all samples of a Biven month (or all 1976  samples in lnst column). 
St = estimate using all samples of that month (or all 1976  samples in last column). 




J  F  M  A  M  J  J  A  s  o  N  D  samples"  za 
Lz  = cumulative number of samples over time. 
Estimates based on all samples in Table 1. 
c&  =jackknifed estimate using all samples of a given month (or all 1976  samples in laat column). 
*st = estimate using all samples of a given month (or all 1976  samples in last column). Table  3C.  Percent difference between estimates of "to" obtained by using an increasing number of the samples available in a given month (n = 2, 
3 .  .  .  11). 
All 
2  12.97  22.74  87.93  4.52  58.69  81.91  93.73  48.12  75.82  93.71  25.70 
3  3.09  16.40  0.61  45.91  59.98  42.66  91.93  52.71  8.44  4.37  0.15 
4  4.02  7.29  75.30  31.67  11.60  2.77  1.48  51.39  42.72  26.02  0.12 
5  83.56  23.76  9.32  50.63  1.43  32.39  15.20  0.09 
6  19.05  73.82  44.39  8.44  2.78  23.22  1.40 
7  15.89  5.76  40.89  21.04  0.07 
8  43.49  83.26  0.06 
9  16.86  0.05 
10  0.05 
11  6.17 
&  "to'7  -1.018  -0.896  23.497  -94.384  0.422  15.788  -0.440  1.293  -0.394  0.366  -1.031 
St  "to"  -1.163  -1.173  -1.215  -30.236  -0.679  -5.011  0.817  -0.595  0.236  -0.715  -0.652 
Lx = cumula&ive  number of samples over time. 
Estimates based on all samples in Tabie 1. 
'&  =jackknifed estimate using all samples in corresponding and preceding month(s) (or whole of 1976 in last column). 
d~t  = estimate using all samples in that month (or whole of 1976, in last column). 
used as input for the modified ELEFAN I program. The row before the last reports parameters 
obtained through the modified jackknife method. The last column reports the best estimate of the 
same parameter obtained by running the program on all samples (79) available in that year. In most 
cases, these values are different between months, and between monthly and yearly estimates. Thus, 
the values of  A% can be viewed as estimators of goodness of  sampling only within a month. Months 
where A% remained high or suddenly increased again, should have been sampled more. Conversely, 
sampling could have been stopped earlier without loss of information when A% had quickly ap- 
proached @ for all three growth parameters. 
rl) 
Discussion 
It may not be fully clear at this point why we trust the parameter estimations on 79 samples 
taken along the year more than those based on monthly samples alone. The reason is very simple. 
In the case of 79 samples, 79 pseudovalues, computed such as to provide "an unbiased estimate" 
of the growth parameters, are practically all the same ("to"  is a minor exception; 7 is -2.476 
while St is -2.459).  Within each month, on the other hand, the pseudovalues keep fluctuating, 
sometimes with one order of magnitude. Such large fluctuations seem likely to be due to the fact 
that our modified version of ELEFAN I has not yet incorporated a routine to eliminate the com- 
putation of ESPIASP ratios higher than one, corresponding to unreasonably small values of K and 
incredibly large "to"s,  by putting "flags"  on peaks already counted once (see Pauly, Part I, this vol.). 
In fact in all cases where ESP/ASP is smaller than one (e.g., January, February, August, Sep- 
tember, October, November, December of Table 3 and columns (I),  (2), (3) of Table 2), the values 
of K, L,  and "tow  are acceptable. The month of May is an exception, showing anomalous values for 
to with ESPIASP still < 1,  but there the K value is very low indeed. 
The consequenc_e  is that the standard deviation remains very high, and so does the coeffi- 
cient of variation of St. In those months when this fluctuation does not occur, however, both the 
jackknifed estimate and the St obtained through ELEFAN I are, for all parameters, very different 
from the yearly estimate (see, e.g., the November values in  Table 3). 
These are also the reasons why we devised the new estimator A% for use within each month. 
The jackknife could not be used traditionally as suggested by Pauly et al. (1983) to estimate the 
variance of the parameters being calculated, as it is both sensitive to sampling error influence when dealing with few samples, and to the number of observations when dealing with many samples. This 
can be shown by transforming Tukey's equation as given by Sokal and Rohlf (1981) into: 
Table 2 shows that the differences between S^t and St can only be explained by A%. In these 
cases ESP/ASP ratios are always < 1,  n is fairly high, yet the jackknifed estimates (&) produce 
unacceptable values. 
This phenomenon is also apparent, although for smaller differences, in Table 3 (see values for 
February, August, September and November). 
From the above remarks one could easily reach the conclusion that the sampling design for 
sardines landings in Cesenatico in 1976 was not very good, and that one should try to better allo- 
cate between months the sampling effort. This is the use commonly made of examination (generally 
by ANOVA) of historical data (e.g., Gulland 1955).  However, that contribution does not propose 
a method for use when no historical data are available. 
A sampling design cannot be planned once forever; rather, it should be changed when the esti- 
mated parameters vary in time. 
In developing fisheries, explicit consideration of the variation in time of biological parameters 
is necessary if  parameters are to be properly estimated, rather than guessed. 
Based on the experience presented in this paper, we would like to propose the following proce- 
dure to optimize sampling "as  sampling goes on". 
I - Start sampling in a given month. 
Run the ELEFAN I program on samples collected, and calculate St. Also calculate 
pseudovalues and their average. Go on sampling and stop when the A% between the 
mean of pseudovalues and St is close to  @ and does not fluctuate. 
I1 - When sampling is reinitiated the following month for continuous spawners, possibly 
after several months for other fish, step I is repeated, but, also, modified ELEFAN I 
is run on all s  les available so far. Sampling is then stopped when St and St (=P)  T  converge while  % tends to decrease. 
Convergence should occur when the cycle of changes in the population structure 
begins to repeat itself and has been captured. This should rarely occur in less than a 
year. 
I11 - When the method proposed here is applied to data obtained from trawl surveys, 
"stratum"  might be substituted for "month". 
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Abstract 
This paper reviews growth and mortality analyses presently completed or underway in Kuwait  and 
shows how the use of a combination of purely size-based and age-length-key  based approaches has en- 
riched stock assessment work and produced more flexible, cost-effective and timely output, without 
detracting from the longer-term work  required for successful application of classical age-based tech- 
niques. 
Introduction 
Stock assessment has traditionally been based on the techniques initially developed in northern 
Europe from the turn of the century onwards. These techniques rely heavily on the aging of fish 
by means of examination of scales, otoliths and other hard parts, sometimes after simple cleaning, 
sometimes after much careful preparation. The work on aging of fish has generated a copious litera- 
ture which lies outside the scope of this paper. Holden and Raitt (1974),  however, give a useful 
summary of the techniques used, while Williams and Bedford (1974) examine the aging of otoliths 
in some detail. Christensen (1964) first reported the use of heat in preparing otoliths for examina- 
tion. Other parts of fish, e.g., vertebrae, opercular bones and spines have also been used, including 
especially scales which are particularly useful in the case of many highly priced species such as 
salmon that cannot be sacrificed or bought for age determination. In spite of the development of 
a widely accepted technology for age determination (Bagenal1974), this approach has been general- 
ly difficult to apply in tropical and equatorial waters because many fish in these areas tend not to 
form annual marks. Marks are either absent, or they are present but are formed irregularly. They are 
usually also much more difficult to distinguish than the annual marks found in the hard parts of 
temperate species. 
A new approach was developed by Panella (1974) who showed that marks were formed in 
otoliths at daily intervals; a rigorous demonstration of the daily occurrence of microstructures in 
otoliths was provided by Brothers et al. (1976) who applied this technique to the validation of aging 
by means of annual marks in a tropical species of hake. This technique, suited for tropical and warm water fishes, has been used for stock assessment purposes, but only with difficulty because high 
quality equipment and well-trained personnel are needed, and because it is laborious and costly. 
In general, the high cost of establishing a system for fish aging, coupled with general difficul- 
ties of applying this approach in tropical countries, most of which are economically less able to 
support costly research, has caused great difficulties in carrying out stock assessment in tropical 
and equatorial waters. Morgan (1983) provided provisional cost estimates for aging fish and noted 
how expensive aging by means of otoliths could be. 
The difficulties in aging fish by means of their hard parts lead to  work being done on the 
separation of age groups by other techniques. One of the earlier attempts to do this on fish was 
carried out by Cassie (1954) who separated age groups by means of otolith examination; Mathews 
(unpublished data) carried out a similar analysis for a population of Epinephelus morio from the 
Campeche Bank, Mexico, and found that one age group was overlooked because one of the inflec- 
tion points used to separate the age groups was difficult to distinguish. Abrarnson (1971) developed 
a computer-based technique for separating age groups but the NORMSEP program he developed 
required  as input information the limits of the age-specific size-frequency distributions and this 
limited its usefulness since the age limits chosen for each age group must often be based on subjec- 
tive considerations. Mathews (1974) compared growth rates for four species of tropical fish deter- 
mined by these techniques of mathematical separation and by means of studying otoliths. He con- 
cluded that the study of hard parts was usually more reliable, but that a combination of techniques 
was often very helpful. 
More recently, Pauly and David (1981)  and Pauly (1982) have developed a package of pro- 
grams (ELEFAN) which, in its various forms, provides an exceptionally versatile tool for stock 
assessment, and has been since applied to data from tropical fish and shrimp populations. Pauly (Part 
I, this vol.) discusses the methodology for obtaining estimates of growth, total mortality and other 
relevant parameters required for population analysis from size-frequzncy data only. If the empirical 
equation of Pauly (1980) can be relied upon to provide estimates of  natural mortality, then a 
complete assessment of a fish stock may be carried out by analyzing only a suitable set of size- 
frequency data. This potential makes the ELEFAN techniques particularly attractive for applica- 
tion to warm-water populations in developing countries. 
The Establishment of a Fisheries Management and Stock 
Assessment Capability in Kuwait 
Work on shrimp stocks in Kuwait was initiated in 1978, and on fish stocks in 1980. Results of 
work on shrimp have been reported elsewhere (see Mathews et al., Part I, this vol.). Catch-and-effort 
data on finfish are obtained routinely through monthly interviews of fishermen at landing places 
(Morgan 1982a). In 1981, routine measurements of samples of some species of fish in the markets 
were introduced on a monthly basis, and were extended to cover more species in 1982. Data on size 
frequencies have been obtained regularly at sea on R/V Oloum 1  since 1978;  although it was only 
possible to sample fish populations from 4 to 8 times per year, these cruises provide a useful source 
of data for additional assessment work. 
Starting in 1981,  a capability for aging fish was introduced in Kuwait. Aging of grouper or 
"hamoor"  (Epinephelus tauvina), red snapper or "hamra"  (Lutjanus coccineus) and croaker or 
"newaiby"  (Otolithes argenteus) has been carried out routinely and Age-Length Keys have been 
constructed according to the classical approach of Holden and Raitt (1974). Because Age-Length 
Keys are actually based on  age and length,  catch-and-effort data,  they will be referred to  here as "age- 
length catch-effort keys" (ALCEKs) as the term "age-length key" is deceptive in this context. This 
work now proceeds routinely. Reliable ALCEK analyses have, however, only started to become 
available in late 1984,  whereas assessment advice was required much earlier. Therefore ELEFAN- 
based analyses were carried out on  several stocks. These include pomfret or "zobeidy"  (Pampus 
argenteus) (Morgan 1985) and newaiby (Otolithes argenteus), both of which are fast growing 
species; hamoor, a slow growing species (Baddar and Morgan 1984);  and hamra, a very slow growing 
species (see Morgan, Part I, this vol.). Actually, the ELEFAN technique should not have been used 
in conjunction with these last two, high-longevity species (Pauly 1982), but it was in fact applied in 
an effort to obtain preliminary evidence of the condition of the stocks. Mathews and Samuel (1985a, 1985b) have updated the age-based work on hamoor, hamra and 
newaiby and present assessments based on ALCEKs after full validations of the ages (Holden and 
Raitt 1974).  However, these assessments were produced two years later than the size-based assess- 
ments. 
The object of this paper is to review work presently completed or underway in Kuwait, and 
to show how the use of a combination of purely size based, and of age and age-length key based 
approaches  has enriched stock assessment work in Kuwait and has produced more flexible and 
timely outputs, without detracting from the higher precision and longer-term work required for 
successful application of the more established and better known age-based techniques. 
The methodology for size-based estimation of growth parameters using ELEFAN I has been 
described by Pauly and David (1981) and Pauly (1982 and Part I, this vol.), while Morgan (1985 
and Part I, this vol.) has described fully its application to Kuwaiti fish stocks. Mathews and Samuel 
(1985a) describe the application of age validation techniques to hamoor, hamra and newaiby while 
Mathews and Samuel (1985b) provide ALK-based stock assessments for these species. Prices quoted 
here are 1983  weighted annual means, derived from data supplied by the Central Statistical Office, 
Kuwait, converted to US$ at exchange rates valid in October 1984. 
Results of Stock Assessments Carried Out in Kuwait 
Various species of fish have been studied. Table 1  summarizes some of the data on the key 
stocks in Kuwait. 
ZOBAIDY 
This fish provides a substantial proportion of the total finfish landings (7.7% in 1984),  is very 
high priced (-  $5.07/kg) and is one of Kuwait's preferred species. Otoliths were examined and 
found to provide few identifiable marks (Bedford 1982;  Williams 1986). Examination showed that 
these are unreliable for age determination. The otoliths are thin, fragile and generally unsuited for 
traditional age determination. Morgan (1985) carried out an ELEFAN-based analysis, and was able 
to determine L,,  K, selectivity length, age and size at first entry to the fishery, and to construct a 
yield surface for the fishery. He concluded that it was operating near optimum size and age at entry 
to the fishery, and that increases in effort would be unlikely to increase landings. He also noted 
that the structure of the yield surface would lead to a decrease in yield per recruit if  size at entry 
were increased. The growth curve suggests that fish may reach up to  -3 years. 
NEWAIBY 
This species has large, very easily readable otoliths which however, need to be broken and 
ground (Bedford 1982;  Williams 1986);  it was, therefore, the first species to be aged routinely. 
Samuel and Morgan (unpublished data) provided ELEFAN-based analysis and also carried out a 
preliminary age-based analysis by comparing growth data derived from the mean lengths of samples 
of known age with an ELEFAN-based growth curve. Very similar estimates of growth and mortality 
parameters were obtained, Because both age and length data were available from only a single year 
(1982), mortality rates were based on catch curve analyses only. Results of provisional age and of 
complete length-based analyses were very similar, and suggested that purely length-based assess- 
ments were feasible for newaiby. 
Mathews and Samuel (198513) presented an ALCEK-based analysis, with a yield surface. Their 
data confirmed previous work which showed that length-based assessments were reliable. Newaiby 
reaches 5 years, but most of the fishery is based on 1-  and 2-year olds with only a few 3- and 4-year 
olds being taken. They found that the fishery was situated fairly near the eumetric curve and that 
increases in effort  would provide little or no increases in yield, while only a slight benefit would be 
provided by increasing age and size at entry to  the fishery. These results confirmed the previous Table 1. Species selected for stock assessment in Kuwait ;all are commercially important.a 
Main gear used  Maximum  Estimated  Stock assessment 
Latin  English  Arabic name  Resource  in landing  length  maximum age  technique 
name  name  in Kuwait  type  the species  (4  (years)  used 
Silver 
pomfret 
-  - 
Zobaidy  Pelagic 
- 
Gillnets  Pampus 
argenteus 
3 1  3  Size-based only (1981- 
1983). Aging not 





Newaiby  Demersal  Trawls,  55  5 
gill nets 
Size-based and prelimi- 






Hamoor  Demersal, asso- 
ciated with reefs 
but occasionally 
trawled 
Fish traps  -110  (reported  26 
(pots)  outside Kuwait 








-45  Preliminary size-based 
(1982-1983). ALCEK- 
based (1984). 
Hamra  Demersal, asso- 





Acanthopagrus  Yellow- 
latus  finned 
black porgy 
Sheim  Demersal  Trawl nets, 
set nets 








Acanthopagrus  Silvery  Sobaity  Demersal 
cuvieri  black porgy 
"14  Preliminary age-based 
only (1984). 
Nakroor  Demersal  Pomadasys  Silvery 
argenteus  grunt 
Fish traps 
(pots) 
-20  Preliminary size-based 
(1983). Both age- 
and size-based 
methods difficult to 
apply  - 
Arius  Giant sea  Chim  Demersal  Trawls and  -  65  -13-14  Age-based only (1983- 
thalassinus  catfish  gill nets  1984). 
a~ll  names according to Kuronuma and Abe (1972); all lengths are total lengths, except for Parnprts argenteus, of which fork length is 
measured because the lobes of the caudal fin are often damaged. 
the method of Morgan, (Part I, this "01.). ELEFAN-based analyses. It was particularly significant that cohort-based estimates of Z, taken from 
ALCEKs and mortalities obtained via the length converted catch curve routine of ELEFAN I1 were 
similar. 
About 4% of the 1983  fish landings were newaiby; they have fluctuated from -350  to -580 t 
during the last 3 years. Newaiby is also a moderately priced fish (US$3.63/kg); therefore, it was 
decided to suspend aging work temporarily, and to use available manpower for working on other 
species about which less was known. Data available, however, suggested that further work on 
newaiby by means of quarterly ALCEKs would be justified  in the future because growth rates 
varied between cohorts by amounts sufficient to cause potentially serious biases in growth estimates, 
and probably also in mortality estimates. 
HAMOOR 
This species provided 18%  of the 1983  landings (the single biggest contribution by weight for 
any one species) and is traditionally one of Kuwait's most prestigious food species. It is relatively 
high priced (US$4.09/kg) and much attention was, therefore, given to stock assessment of this 
species. Measurement of regular monthly length samples was started in late 1981  and has been car- 
ried out since then. The otoliths of this species are large and heavy and need to be broken, ground 
and heated in an alcohol flame for annual marks to be distinguished successfully. Although markedly 
less easy to read than newaiby, age determination is feasible. It was demonstrated that annual marks 
are formed, and that hamoor may reach over 2Q  years. Formal age validation was not completed 
until early 1984 (Mathews and Samuel l985a). 
Baddar and Morgan (1984) carried out a preliminary ELEFAN-based assessment in 1983, using 
the first full year of length measurements (1982),  at a time when the aging of this fish was still in 
doubt. They concluded provisionally that changes in size and age at entry were unlikely to provide 
a significant change in yield per recruit, while increases in effort might provide -40%  increases in 
yield per recruit. They compared results of ELEFAN-based analysis with growth data based on the 
mean lengths of samples of fish of known (but unvalidated) age, and this suggested some deviation 
of the growth curve obtained from ELEFAN I from these observed data, which justified further 
work. 
Mathews and Samuel (198413) provided ALCEKs, estimates of growth and mortality parameters 
and were able to obtain both catch-curve and cohort-based mortality estimates. These differed 
substantially (Z = 0.89 for cohort-based, and 0.23 for catch-curve based estimates, in both 1982 
and 1983). These authors also derived a yield surface and stock assessment advice based on ALCEKs 
and showed that small changes in age and size at entry or increase of effort would not cause any 
change in yield per recruit. 
The hamoor fishery in ~uwaii  is situated very near the eumetric curve and at a suitably high 
level of effort.  This confirms earlier work of Morgan (1982b) who, using an effort index based on 
variability in catches, suggested that increases in effort were unlikely to increase landings of harnoor. 
Because harnoor is Kuwait's most important fishery both by volume and total value of the 
landings and because it is now definitely known to be a long-lived species unsuitable for purely size- 
based analysis, stock assessment by means of ALCEKs will be continued for the next 3-4  years. 
HAMRA 
This species is the  second most important by weight (18.0%). It  is a cheap species (US$1.5l/kg), 
and is regarded by some Kuwaitis as a poor food species. Nevertheless, it is widely eaten in Kuwait 
by the foreign and lower income section of the population and this, together with the large weights 
landed, justified detailed stock assessment of harnra. Regular monthly measurements were initiated 
in late 1981  and have been continued since. Preliminary length-based analysis (Morgan 1984) showed 
that serious deviations between derived growth curves based on ELEFAN I and growth based on 
samples of fish of known age occurred, so that this type of analysis was discontinued until harnra 
aging was formally validated. Mathews and Samuel (1985a) showed that hamra form annual marks 
and it was confirmed that these fish probably reach up to 45 years old. Mathews and Samuel 
(1985b) provided an ALCEK-based assessment with a yield surface. They showed that increases in 
size and age at entry would be likely to provide some increases in yield per recruit, while increases of effort-at  the present size at entry-would probably decrease yield per recruit. The fishery ap- 
peared not to be situated close to the eumetric curve. 
Because of its importance, this stock also needs to  be studied for the next 3-4 years by means 
of ALCEKs. The cohort-based mortality estimates gave Z = 0.242 while catch-curve based estimates 
gave a value of Z = 0.089 and 0.101 for 1982  and 1983,  respectively. Samples of large and old fish 
are difficult to obtain and further work on the older fish is required so as to confirm the mortality 
estimates in particular, and indeed the whole assessment. The older, larger fish presently contribute 
-40%  of the landings. 
SHEIM 
This species provided only 2% of Kuwait's landings in 1983,  but (with the exception of sobaity) 
is the most expensive fish landed (US$5.24/kg). Although landings are always low, this is a very 
important species because of its desirability to some Kuwaitis. Routine monthly measurements were 
established at the beginning of 1983. Otolith collections were established at the same time. 
Unlike the other species so far studied, for which landings occur in all months of the year, 
sheim is seasonal: landings are negligible from December to February so that neither length measure- 
ments nor otoliths can be collected in adequate quantity for this period. However, the otoliths are 
large and easy to read. They may be aged whole or by means of a polished edge (Bedford 1982;  Wil- 
liams 1986).  The omission of the three winter months is not crucial for aging since otoliths usually 
grow by means of marginal accretion in the summer months, Preliminary otolith reading shows that 
growth at the margins of otoliths occurs from April-May to September-October. Formal validation 
is being completed and ALCEKs will, if validation proves (as expected) positive, be constructed 
within a year. Preliminary age-based growth curves and mortality estimates have already been ob- 
tained (Samuel, unpublished  data). Preliminary aging indicates that sheim reach  12-14  years so 
that reliable growth estimation based on ELEFAN I may not be possible. Nevertheless, an assess- 
ment based on Morgan's method for the simultaneous analysis of length and age data (Part I, this 
vol.) was produced in 1984 (Morgan, unpublished data) and will be used to provide provisional 
assessment advice when needed. 
SOBAITY 
This species provides less than 1%  of the landings. Nevertheless, its high price (highest for 1983: 
US$6.27/kg) justified attention. However, even more so than is the case with sheirn, sobaity is high- 
ly seasonal, being taken mainly in November, December and January. It is rare and usually only a 
few (2-3  to 10-20)  fish are landed in any one day. Often fishermen sell the fish directly to consumers 
without going through the market. Data must, therefore, be supplemented where possible by means 
of  specimens obtained directly by fishing with hook and line. Reliable size-frequency data are, 
therefore, unobtainable and only age data can be used to obtain estimates of growth parameters. 
Only rough estimates of Z may be obtained, Work on the assessment of this species continues. 
Samuel and Bawazeer (1985) summarize available data for this fishery. 
NAKROOR 
This species is also traditionally preferred by the established population in Kuwait and provided 
10%  of the landings in 1983,  It is moderately expensive (US$3.62/kg). Because of the large volume 
and high value of the landings, monthly size-frequency data were collected in 1982 and 1983, while 
otoliths were collected for a full calendar year from 1982 to 1983. A preliminary ELEFAN-based 
analysis was applied and suggested that nakroor reach up to 20 years (Morgan, unpublished data) 
but this work was not continued because the longevity of the species makes successful ELEFAN 
application unlikely. Study of the burned otoliths showed clear marks but these marks were irre- 
gular in their incidence. The growth patterns typical of annual marks were conspicuously absent. 
Attempts to validate tentatively estimated ages failed, and it was possible to show that opaque and 
hyaline zones accrued to the margin at irregular intervals and at various times of year. Formal 
validation showed that the marks were not annual. Fig. 1  shows the size-frequency distributions obtained in two successive years. It may be seen that peaks and troughs for the two years did not 
coincide, which suggests that the data are unsuitable for size-frequency analyses. An additional 
problem arises with the taxonomy of  this species, as it is likely that two similar species occur 
together and cannot presently be separated. 
Since both size and ALCEK-based analyses appeared to be inapplicable to nakroor, attempts 
to study this stock were temporarily suspended. In July 1983, measurement and otolith collections 
for nakroor were stopped. 
It will be necessary to construct growth curves using daily marks in the otoliths of this species 
before reliable assessment can be provided. 
Total  length (cm) 
Fig. 1. Size-frequency distribution of nakroor (Pomadasys 
argenteus) sampled  in  Kuwait  waters in successive years. 
CHIM 
This species is one of the most abundant in the catches obtained on R/V Oloum during the 
time span 1978-1983,  when regular exploratory cruises have been conducted. However, chim tend 
to occur in schools of different sizes and they are also a highly seasonal species, being more abundant 
in summer (May-October) than in winter. Adequate samples for size-frequency analyses were diffi- 
cult to obtain. Apparently reliable growth estimates have been obtained, and may be used for stock 
assessment once aging is validated. Work continues on this species because Mathews and Samuel 
(1984a) estimated that chim catches could reach 1,500-2,000 tlyear, which could provide a substan- 
tial volume of very cheap (-US$l.BO/kg)  fish for human consumption. 
Costs of Age and Length-Based Assessments 
Morgan (1983) provided some estimates of costs based on 1982  data, prior to full establishment 
of the aging capability. He concluded that age-based analyses were substantially more expensive 
than length-based analyses. Table 2 presents a full analysis, including hidden costs. Personnel costs 
include housing and home leave transportation (where supplied by KISR) and are broken up into 
junior and senior staff. Actual 1984  salaries were used. Variation in personnel costs arises because 
staff of different experience and seniority were allocated to different activities at different times. 
Foreign consultants were hired to assist in areas where crucial work required extra inputs, and con- 
sultant costs include honoraria, housing and board in Kuwait, and transportation.- 
Table 2 shows that personnel costs increased up to a relatively constant level of US$66,000- 
70,00O/year by 1982, although total costs increased slightly because of steady increase in fish Table  2.  Personnel and  other costs for the establishment of a stock assessment capability in Kuwait. Personnel in 
person-monthslyear, costs in US$/year; 1984 costs were used in calculations except for fish purchases, for which the 
actual cost in each year and the conversion rate from Kuwaiti dinars to US$ for that year were used. (Prices of fish 
changed markedly in Kuwait from 1981  to 1984). 1984 personnel cost, for fist 9 months only. 
Year  Totals 
1981  1982  1983  1984 
A.  Fish measurements 
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C.  Fish purchases 




























































































'consultant. purchases required for biological (age-related)  work. The biological work is broken up into valida- 
tion, routine aging and construction of age-length keys, programming and analyses. Validation is 
divided into formal validation, i.e., following the detailed procedures of Holden and Raitt (1974) 
and informal validation, i.e., preliminary examination and determination of the pattern and appear- 
ance of marks in otoliths, and the likelihood of marks being annual. Management advice should not 
be given without formal age validation although preliminary assessment advice sometimes needs to 
be provided on the basis of informal validation only. If only length-based assessment techniques 
had been used, the only costs required would have been those needed to carry out fish measurements 
and some programming and analysis costs, for a total of about $30,000, i.e., -10%  of the total 
expended, Total capital costs are not included but Morgan (1983) showed that they were negligible 
(~$1,300). 
No capability for aging fish by means of daily marks has been established in Kuwait. This 
needs to be done if all stocks are to be aged successfully, and capital costs will be higher (at least 
$10,000). 
Training cost was a significant element during the first three years' work, and this is likely to 
be true elsewhere. One weakness of the Kuwait project appears in the high cost of constructing 
ALCEKs. This type of work is still carried out manually. The work is slow, demanding and be- 
comes tedious once initial training is over and staff are able to carry out calculations accurately. 
The work can be drastically reduced if  it is computerized, and there is a plan to do this in the near 
future in Kuwait. 
This analysis excludes all costs associated with running the project's research vessel, and estab- 
lishing and maintaining the land based monitoring system for obtaining catch-and-effort data, 
both of which are essential and expensive elements in any fisheries management project. 
It is expected that the eventual costs associated with aging fish will decline substantially. 
In 3-4 years, essential data on growth and at least some data on mortality are likely to be avail- 
able for all species and stocks which are commercially significant or which could become so in the 
foreseeable future. It will also be possible to choose the species for which ALCEKs need to be 
constructed routinely. The application of the method for simultaneous analysis of length and age 
data developed by Morgan (Part I,  this vol.) and of the method's likely extensions will probably allow 
reductions of fish purchases to lower levels in the next 3-4 years. 
In retrospect, it is clear that age validation and ALK mortality estimation for older hamoor 
and harnra, would have been more precise if  larger numbers had been sampled. Extra expenditure 
on long-lived species may be required in the immediate future; scientists planning such work should 
ensure that abundant fish samples are taken for long-lived species. 
Timely Stock Assessment Advice 
Optimal use of ELEFAN (and, where appropriate, other size based techniques) and ALK and 
other age-based procedures must be decided on a stock by stock basis. Where a hitherto unstudied 
stock needs to be managed, speedy assessments will always be better than none at all and greater 
accuracy may be sacrificed in the short run so as to  obtain quick outputs. 
For instance, in Kuwait the possibility of introducing management of several stocks by means 
of establishing size limits for landings was considered in late 1983, at a time when no age validations 
had been completed. Only ELEFAN-based analyses were available. Table 3 shows proposed size 
limits, approximate ELEFAN-based estimates of optimum size at entry, and accurate estimates of 
optimum size at entry made later on by means of ALK-based assessment. Only the first two columns 
of data were available at the time. The estimated value of size at entry for nakroor is questionable 
because neither ALCEKs nor ELEFAN are likely to produce reliable estimates of growth parameters 
(although this was not known in late 1983), but both estimates for values of optimum size at entry 
for newaiby are very close, and for zobeidy, ELEFAN-based estimates are likely to be reliable. For 
the long-lived hamoor, the ELEFAN technique was thought unlikely to provide reliable stock assess- 
ments (Pauly 1982), but in fact little difference was found in optimum size at entry estimated by 
the two techniques. For hamra, ALCEK estimated optimum size differed from the ELEFAN esti- 
mate. However, the data shown in the columns A and B of Table 3 justified the need for further research before the introduction of new size limits, so that the application of the ELEFAN tech- 
niques, even to very long-lived fish populations, helped in the management of Kuwait's fisheries. 
Data of the kind shown in columns A and B of Table 2 are too weak to justify major changes in 
management policy but may often be sufficient to show the need for prudence in introducing 
radically new measures without conducting sound supporting research. 
Table  3. Optimum sizesa  and  size limitsa proposed  for various Kuwaiti stocks in 1983. Data in columns (A)  and 
(B)  are from Mathews and Samuel (1984b). 
Proposed  Approximate  ALCEK-based  Actual size 
limit  optimum sizeC  optimum size  at 
Species  A  B  C  entry 
-  -  - 
Zobaidy  20  16  N A  -1  8 
Newaiby  27  33  -33  -25-26 
Nakroor  43  40  NA  -40 
Hamra  40  26  40-45  -40-45 
a~ll  lengths refer to cm below and total length, except for Zobaidy, which is  measured in terms of fork length. 
b~ough  estimates based on the size-frequency distributions of the landings. 
'AS  obtained from ELEFAN-based analyses. 
A Strategy for Optimizing the Benefits of Length- 
and AgeBased Stock Assessment 
Fisheries management studies were initiated in Kuwait in 1978, with the establishment of a 
series of annual fishing cruises which are being continued. In 1980, monitoring of fish catch and 
effort was established and annual fishing statistics have been published ever since (Morgan 1981a; 
Baddar and Morgan 1984;  Hakim et al. 1983  and 1984). Previous experience of size-based analyses 
(Mathews 1974; Morgan 198213) showed that, useful as they were, they had many weaknesses. 
At this stage, it was decided to pursue ALCEK stock assessments and at the same time, to attempt 
to develop new and quicker methods of stock assessment. Because no effort data existed then, 
Morgan (1982b) established an effort index based on catch variability which allowed approximate 
surplus yield curves to be constructed. Morgan (1981) also attempted to provide stock assessment 
advice for Gulf fish stocks on the basis of length-frequency data. 
In 1982,  the full impact of the contributions of Pauly and David (1981) and Pauly (1982) was 
felt in Kuwait. They showed that the ELEFAN technique was much more powerful and flexible 
than other previously used size-frequency based analyses, but their ideas were still untried. A 
two-pronged strategy was, therefore, adopted; stock assessments by means of ELEFAN I and I1 
would be attempted as soon as possible, starting on Kuwait's main stocks (zobaidy, hamra and 
newaiby) and traditional ALCEK methodology, already initiated, would be continued until reliable 
independent estimates were obtained. Provisional stock assessments by means of ELEFAN would 
be confirmed by ALCEK studies and after some years of using both approaches, choices as to 
which were most appropriate for each stock would be made. This strategy has been successful. 
The Kuwaiti experience suggests that the following approach should be tried wherever an 
assessment capability is to be established for stocks that are previously unstudied. 
1.  Establish a catchleffort data collection system suitable to  the area (in Kuwait, a system 
based on interviews of fishermen was the best option). 
2.  On the basis of one year's worth of catch-andeffort data, consumer preferences, industry 
and government priorities (if these can be ascertained), choose the main species for which 
stock assessment is required. 3.  Establish a system for collection of monthly size frequencies involving at least 500 fish of 
each species being studied per month. 
4.  Carry out provisional ELEFAN analysis after 12  or more monthly samples for each species 
have been collected. 
5.  Carry out provisional stock assessments based on ELEFAN. Where ELEFAN-based assess- 
ments suggest that the status quo is at or near optimum effort and age and size at entry to 
the fishery, the assessment may be used as a justification  for maintaining the status quo. 
Morgan (1985) showed that the zobaidy fishery was harvested at an optimal size and effort 
and suggestions that size at eetry for this fish be increased were successfully resisted. 
If  the ELEFAN-based assessments were to suggest that a radical change in the man- 
agement of a fishery is needed, the assessment should be used as a justification for further 
research, but no major management changes should be made on the basis of the assessment 
alone. This caution would be particularly necessary if t,,  calculated by ELEFAN was 5 
years or over (Pauly 1982). 
6.  Conduct formal age validation by means of annual marks in otoliths or other hard parts 
(Holden and Raitt 1974;  Williams and Bedford 1974;  Williams 1986). 
7.  If validation is successful, carry out full stock assessment using ALCEK-based technology, 
and provide catch curve and cohort based estimates to total mortality, Z. If the results 
of ALCEK-based stock assessments differ markedly from those of ELEFAN (e.g., hamoor, 
hamra), reject ELEFAN-based assessments and discontinue application of  purely size- 
based approach (stocks reaching over 5-10 years old). Continue assessments on the basis 
of annual (or, if necessary semi-annual or quarterly) ALCEKs. 
If ALCEK assessments provide essentially similar results to ELEFAN-based analyses, 
two options exist: 
a.  For small stocks, use only ELEFAN-based assessments. For newaiby in Kuwait, 
the landings of which fluctuate from 350 to 580 t/year, this procedure was 
adopted. The stock was too small to  justify continuous research because cohort 
(ALCEK) and catch curve (ELEFAN 11) estimates of  Z for the one year for which 
sound data are available (1982) showed very similar values (Mathews and Samuel 
198513). The stock was too small and the fish too low-priced to justify continuous 
research. 
b.  If  the stock is sufficiently important, repeat ALCEK assessments over several 
years and substitute cohort mortality estimates for earlier catch curve estimates. 
After 3-4 years, reappraise the situation. If ELEFAN-based and ALCEK estimates 
are similar, and if  recruitment is relatively constant, ELEFAN-based analyses 
could be chosen as the basis for assessment provided they are significantly cheaper, 
but not otherwise. (This procedure, however, can be dangerous because in the 
event of subsequent changes in landings the biological base necessary for accurate 
and detailed assessment is likely to be absent; exclusive use of length-based assess- 
ments in an important stock is not prudent). If changes or trends in mortality 
rates are noticed after 3 -4  years, ALCEK estimates should be used all the time for 
stock assessment. 
8.  If  neither ELEFAN-based nor ALCEK-based approaches seem likely to provide reliable 
assessments (e.g., for nakroor in Kuwait), stock assessment must be suspended until a 
growth curve may be established on the basis of daily marks occurring in the otoliths. This 
technique should eventually be applied to any stock which is being assessed on the basis of 
ELEFAN only, so as to demonstrate conclusively that the ELEFAN-based advice is sound, 
and to estimate to reliably. 
9.  To complete ELEFAN-based and ALCEK assessments, Pauly's (1980) technique for esti- 
mating M (natural  mortality) needs to be applied unless independent methods of estimating 
M are available. However, independent estimates should be obtained whenever possible. 
10.  Morgan (Part I, this vol.) has proposed a combination of ELEFAN I and age-based analyses 
which allows assessment to be made without the catch-and-effort data required for con- 
struction of ALCEKs. His technique is likely to be particularly useful in the early stages of a fishery, when the catch-and-effort data collection system is still new and untried. This 
new technique is very flexible and it will be applied to and tested on Kuwaiti populations 
by contrasting results of the new with the traditional techniques; it will also be used to 
reduce the cost of sampling where possible. 
Discussion 
The steps followed in developing Kuwait"  assessment and management capability suggest that, 
in essence, the prudent manager will follow a strategy of conservative common sense. He or she may 
stop after almost any step from 1  to 10;  the progression shows a change from quite timely but 
potentially inaccurate or even erroneous assessments to more and more accurate, but more costly 
results, which also take longer to achieve. It takes a long time to establish a capability for producing 
ALCEK-based assessments; however, once established, the capability may provide timely results. 
It is in the crucial early stages of installation of a capability that ELEFAN- and other size-based 
techniques will prove most useful, especially in areas where aging of fish can be done only by 
means of daily marks. In this case ELEFAN I will probably be the standard method, especially 
if Morgan's (Part I, this vol.) modification of the original approach can be applied routinely. 
The Fisheries Management Project in Kuwait has been relatively costly because of the decision 
to apply traditional and new methods simultaneously, so as to compare them and to ensure maxi- 
mum precision and prudence in carrying out assessments and in providing management advice. New 
projects may draw on this experience. For instance, it might be possible to establish an assessment 
project initially on the basis of length data only and a minimal aging capability. This minimal 
capability could be used (perhaps on a consultancy basis) to separate stocks reaching up to 4-5 
years from all other stocks. Then the project could confine its attention to stocks of fish reaching 
1-5  years. At a later stage, once the administrators are convinced of the usefulness of stock assess- 
ment advice for the fast-growing fish stocks, the project could extend the aging capability to cover 
all stocks. 
If such a policy is to be considered, one important step should be taken: the minimal aging 
capability should ensure that all major stocks where assessement is thought eventually to require 
age-based analyses, should be subjected to as intense a sampling program as feasible. When, after 
perhaps 4-5  years, a full-scale aging capability is installed, a backlog of biological material will be 
available for training, validation and routine aging. This material should include stocks of potential 
as well as actual importance, if  at all possible. This step would provide an invaluable perspective 
to age-based analysis: instead of having to spend 3 years establishing this capability and waiting 
for the first ALCEK analyses to become available, it would be possible to produce a number of 
ALCEK cohort-based mortality estimates for different species after the first 2 years of aging work. 
These results would include 4-5 cohort-based estimates of Z for each species, instead of only one 
estimate. This relatively speedy response would be likely to produce better, more timely manage- 
ment advice and to obtain more support more quickly from administrators. Again extension of 
Morgan's (Part I, this vol.) method may allow ALCEKs to be replaced for some stocks of longer- 
lived fish and so could lead to a reduction in the number of fish to be aged. 
Kuwaiti personnel and fish prices are very high. Both personnel costs and fish prices vary 
enormously from country to  country; the technical basis for the different types of stock assess- 
ments, however, is likely to  remain similar in different areas. Personnel costs given in Table 2 in 
person-months, may be used together with personnel costs in different areas to estimate the likely 
overall costs for each area. Total expenditure on fish samples may be estimated by assuming that an 
absolute minimum of 50 fish/month should be obtained for each fish species whose age is to be 
validated (100 fish/month would be better) while routine aging may require 500 fish/year for each 
species, once aging is validated (more will be required for any long-lived species). These numbers, 
together with local fish prices, can be used to estimate the total budget required for purchasing 
adequate numbers of fish in different areas. In Kuwait, it is also a market requirement that fresh 
fish be sold whole and uncut. In some areas, it may be possible to open the body cavities of fish and 
to remove otoliths without altering the market value; if  so, it will be possible to reduce fish pur- 
chases to low levels. Stock assessment studies  in Kuwait were started in 1980 and by 1984  size- and age-based assess- 
ments of major stocks were available. Management advice was provided in late 1984  on Arabian 
Gulf fish stocks for the first time (Mathews and Samuel 198413). However, Kuwait waters are small, 
and it is probable that most fish stocks are shared with neighboring Gulf countries. 
In the long-term, successful management of Kuwait's fisheries without obtaining catch-and- 
effort data from neighboring Gulf countries will be difficult; only if effort expended on each fish 
stock in Kuwait is a constant fraction of total effort expended will mortality rates estimated from 
year to year in Kuwait be unbiased, A tagging program is being established in Kuwait as one means 
of determining Gulf-wide mortality rates. However, a detailed knowledge of catch and effort ex- 
pended in the whole Gulf is needed. Furthermore, events in Kuwaiti fisheries will be deeply in- 
fluenced by events in neighboring fisheries outside Kuwait's control. Nevertheless, Kuwait's demon- 
strated shrimp and finfish assessment capability provides the first step towards assessment and man- 
agement for fisheries in the Gulf. With this experience, and with cooperation from other Gulf coun- 
tries through the Gulf Cooperation Council and the Food and Agriculture Organization (FAO), the 
technical capability established in Kuwait can be extended to the Gulf stocks and fisheries as a 
whole; only then will effective management of Kuwaiti and Gulf fish stocks be possible. 
This paper does not address the uses of and need for research vessel data in fisheries assess- 
ment and management projects. However, in Kuwait, trawl surveys have been carried out since 
1978  and will be continued. The surveys have provided data which show that demersal fish popula- 
tion abundance has decreased markedly over the seven-year period studied and these data have been 
used to provide estimates of the bycatch of the shrimp fleet (Mathews and Samuel 1984a). The 
species composition of the demersal populations has not yet been studied in detail, but it is likely 
that this also will change and may affect the whole fish community. A fisheries assessment and 
management project would be much cheaper and easier to run without a research vessel, but it 
would provide less useful assessments in the long run. 
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Abstract 
This note summarizes, from the personal and possibly prejudiced viewpoint of the chairman, some 
of the salient points arising from a discussion at the conference on the "Theory and Application of 
Length-Based Stock Assessments" held on 11-16 February 1985, in Mazara del Vallo, Italy. The back- 
ground to the meeting-the  increasing costs and technical difficulties in making the large number of age 
determinations required in traditional age-structured approaches to stock assessment, and the need for 
simpler and quicker methods particularly in developing countries-is  first described. This is followed 
by discussion of the results of the four working groups on sampling, estimation procedures, sensitivity 
analysis and computer hardware and software. 
The basic sampling problems remain those of using an efficient sampling design and of allocating 
sufficient resources to  routine sampling work. Several estimation procedures are now available to esti- 
mate growth and mortality, separately or together, from length data, with or without supplementary 
information. Many methods are highly sensitive to  the input data, and confidence regions or similar 
indications of the range of possible estimates should be given. 
Finally, some comments are given on research policy and on the situations where length-based 
methods are likely to be most useful. 
Background 
Scientists assessing fish stocks with the aim of advising governments or industry about the 
status of exploited fish stocks have traditionally followed, singly or in combination, one or two 
general techniques. These are the use of either production models (treating the population as a single mass) or analytic models which examine the composition of the population, treating it as the 
aggregation of the recruitment, growth and mortality of the individual fish. In the dawn of the age 
of fish population dynamics, some of the earliest analytic models (e.g., Baranov 1918)  looked at the 
composition of the population in terms of length, but since then for more than half a century 
analytic models have been based almost exclusively on age. There were good reasons for this; the 
mathematical expressions and the resulting computations are much easier with a parameter (age) 
that is a simple linear function of time. In most of the fisheries it was possible, using scales or oto- 
liths, to determine the ages of regular large samples of individual fish. 
This situation is changing. With the widespread use of computers, simplicity of calculation is 
no longer essential and for many stocks, particularly in the tropics, it has often proved difficult 
to determine the age of individual fish. Where seasonal variations are not marked the traditional 
annual rings are indistinct or absent. Recently developed techniques have shown that it is possible 
to count daily rings on the otoliths of most fish, but this is very time-consuming. It can only be 
used for a few fish and is, therefore, a method for determining the general growth rate and checking 
other estimates rather than for application to regular large-scale sampling. 
Increased attention is, therefore, being paid to the use of length-frequency data in analytic as- 
sessment. To some extent this was undertaken because of the difficulties of age-structured methods, 
and was accompanied by a feeling that length-structured methods were in some way second rate, 
and at best only approximations to proper age-structured methods. However, there is now a recog- 
nition that there may also be good theoretical justifications for preferring lengths. 
Analytic methods of stock assessment are concerned with the interactions of  changes in 
numbers through recruitment and mortality and changes in weight through growth. Many of the 
important biological or fishery characteristics, e.g., fecundity or selection by nets with different 
mesh sizes are much more closely related to size than to age. 
This theoretical advantage of size over age might seem to apply most strongly if  size is measured 
in terms of weight, rather than length. However, there are problems with using weight. Measuring 
the lengths of large samples of fish is quicker and more reliable, especially at sea, than large-scale 
weight sampling. If there is marked seasonal variation in condition factor, the weight of an individual 
fish may decrease for a period. Though it seems that Antarctic krill may also shrink in length, this 
rarely happens for fish. There may be occasions, e.g,, handling statistics of  commercial shrimp 
landings recorded in count-per-pound categories, when weight data may be used but in most cases 
collecting and using length data will be much more convenient. 
The time was, therefore, ripe for an examination of the use of length-structured approaches to 
fish stock assessment, a review of the validity and precision of some of the existing methods of 
using length composition data and providing advice, particularly to developing countries that are 
considering the collection and analysis of length composition data on their program of research. 
The meeting which had the task of making this examination and review was organized jointly 
by the International Center for Living Aquatic Resources Management (ICLARM) and the Kuwait 
Institute for Scientific Research (KISR), which are two of the bodies which have been greatly 
concerned in length-structured methods. ICLARM has been particularly active in developing length- 
structured methods and encouraging their use in tropical countries, while KISR is one of the na- 
tional research institutes where length-methods are being increasingly used as the practical alterna- 
tive to traditional age-structured methods. 
The first part of the meeting was devoted to the presentation and discussion of papers. These 
covered a listing by FA0 staff of a number of questions raised in  the possible application of length- 
based methods in developing countries, descriptions of several of the length-based methods used in 
stock assessment, examination of the sensitivity of a number of these methods to the assumptions 
made concerning data and parameter values and discussion of  some of the sampling and other 
practical problems met in applying length-structured methods (see Csirke et al., Part I, this vol.). 
During the second part of the meeting the participants divided into four working groups 
discussing sampling problems, the analytical procedures involved in different methods of assess- 
ment using length data, the sensitivity of these methods, and the computer hardware and software 
involved in their application. Preliminary reports were presented to  the meeting at the end of the 
week. The final reports were agreed to in correspondence after the meeting (see reports Part 11, this 
vol. by Hoenig et al., Shepherd et al. and Majkowski et al.; see also Morgan and Pauly, Part 11, this 
vol.). Parameter Estimationsenera1 
The process of assessing fish stocks in order to provide advice on, e.g., long-term effects on 
catch rates and total catches of adding new vessels to a fishing fleet, can seldom be done in a single 
operation. When using analytic models it is necessary to estimate certain basic parameters of the 
population (e.g., growth and mortality rates) before using these values in models (e.g., of yield 
per recruit) to provide the necessary assessments and advice. Some of the stages involved (sampling 
of  catches by research vessels or by the commercial fishing fleet or calculating yield-per-recruit 
curves) are in principle the same whether age or length is used as the basic input to the analysis. 
Growth Alone 
The most important change that has to be made in using a length-based approach is in the way 
that growth is estimated and how von Bertalanffy or other growth curves are fitted. Much of the atten- 
tion of the meeting was, therefore, focused on the various methods of fitting growth either alone or 
describing the mean growth pattern of individuals in the population in combination with the esti- 
mation of related parameters (mortality or the relative strengths of  different year-classes). This 
should not be taken as implying that in any research program lesser priority should be given to the 
other steps involved-collection  of basic data, studies of the biology of the different species, uses of 
growth and other parameters to estimate the current state of exploitation of the stock, etc.-but  as 
far as these processes are involved no major new principle is introduced when changing from age to 
length and the problems involved have been examined at other meetings. 
A number of methods of estimating growth were presented (see papers by Pauly, Shepherd and 
Sparre, Part I,  this vol.). The general principles followed were similar. First, individual length samples 
are examined to identify modes. These modes are taken as representing peaks in spawning (and 
hence, presuming no big differences in individual growth rates, also in recruitment)-once  annually 
in the case of temperate fish but possibly more in the case of tropical fish. A range of alternative 
sets of growth parameters are then examined to deteimine which set best fitted the observed modes. 
The methods differ in the way of identifying the position of the modes, the growth curve used (e.g., 
whether a factor for seasonal changes in growth rates is included) and the way in which the fit of 
data is scored. These differences and other differences as in the power or user-friendliness of the 
various computer programs are discussed in more detail in Morgan and Pauly (Part 11, this vol.). 
Under favorable circumstances, with good sampling and clear modes that progress from sample 
to sample in a consistent manner, all methods work well. With poor data and poor differentiation 
between modes few work well. For most methods there is usually a banana-shaped plateau covering 
a range of values of parameters (e.g., the K and L,  of the von Bertalanffy equation) over which the 
scores (fits of data) obtained differ little. Though there will be one specific set that gives the highest 
score (e.g., the highest ESP/ASP ratio using the ELEFAN I program), there is little significance, in 
the statistical or biological sense, to  distinguish this set from other combinations of parameter values 
within the central plateau of the response surface. 
This is not surprising. The progression of modes gives the absolute rate of growth (as cm per 
year) over only the range of sizes within which clear modes can be distinguished. This can be small, 
excluding the pre-recruit fish, and the larger sizes for which the distinction between adjacent modes 
become indistinct. The rate of growth can be expressed as dl/dt = KL,  (1 -  It/L,)  and if 1/L,  does 
not vary much, all that can be estimated well is KL,.  For example if  1/L,  = 0.5, then the rate of 
growth will be 0.5 K.L. To give a proper idea of the range of possible values, and to avoid undue 
attention being paid to one particular set of parameter values, it is desirable to express the results 
of any analysis that fits growth curves to length data in the form of response surfaces (see Shepherd, 
Part I, this vol., Table 2). 
Any additional information that can sharpen the peaks in the response surface, particularly 
one that tends to produce separate estimates of K and L,,  or to give rise to a ridge in the response surface that lies at right angles to the elongated plateau ("banana")  generally produced by length- 
frequency data, is therefore welcome. Guesses of L,  from the sizes of the biggest fish have proved 
useful. Most useful are agedeterminations of the oldest fish, even if  they are very few-as  might be 
the case of a program of counting daily rings. It must be admitted that there is a logical impracticabi- 
lity in the preceding sentence. The question of whether agedeterminations of the largest fish (which 
are the only ones that can be identified before aging) does in fact tell one much about the oldest 
fish or  only something about the fastest growing fish is not trivial. Methods for the formal incorpora- 
tion of length-at-age data obtained, e.g., from otolith readings, into length methods such as ELEFAN 
are described by Morgan (Part I, this vol.). Long-term tagging returns should be useful but short- to 
medium-term returns may give information only on the rate of growth of fish in the size range 
already well-covered by length-mode analysis. 
During the meeting, little attention was paid to some methods of sharpening the distinction 
between adjacent modes by considering the departures of an observed length distribution at a 
particular moment from the typical or average distribution over a long period. This approach is of 
little value when sampling is poor or covers only a short period but is likely to be particularly useful 
when there has been a good long-term program of length sampling, and where the year to year 
changes in year-class strength are large (see, e.g., Gulland 1983,  page 86 and example 4.1). 
Mortality and Growth 
The slope of the right hand side of any length distribution can tell something about the mortal- 
ity. The higher the mortality, the fewer old (and presumably large) fish, and the steeper the slope 
of the right hand limb. The principles involved in estimating mortality from a length composition 
are basically similar to those in using the slope of an age-composition (i.e., a catch curve) but are 
more complex. 
The numbers in a length interval of a given width (e.g., a 2-cm group) depend not only on the 
mortality rates but also how long, on the average, it takes a fish to grow through the length interval, 
i.e., how many year-classes are represented in the interval. This will increase as the fish approach 
their maximum size. 
The question of the correct age-length relation to use in this and similar situations is not 
simple. As pointed out by Sanders (Part I, this vol.) the curve of mean length at a given age is not the 
the same as that of mean age at a given length, especially near L,,  or where there is considerable 
variability between the growth curves of individual fish. It is, however, not clear which curve, if  any, 
is best to use. The matter was not resolved at the meeting (see ~osenberg  and Pope, Part I, this 
vol.) and for the present any relation should be used with caution. In practice the only relation 
likely to  be obtainable when using length-based methods will be an estimate of mean lengths at age, 
e.g., from progressions of modes. 
In any case, the immediate output from any examination of a length-composition, e.g., mean 
length or slope of the right hand limb, will be influenced by both growth and mortality. An accu- 
mulation of fish near L,  can occur either because mortality (Z) is low, or because the fish grow 
quickly towards their limiting size (i.e., K is high). More exactly stated, estimates of K and Z are 
likely to be highly correlated. Analyses of the right hand part of any length composition will be 
better at estimating the ratio Z/K rather than Z or K separately. This situation is analogous to the 
progression of modes among the smaller fish, which produce better estimates of the product KL, 
than of K or L,  separately. 
Because of the interactions of growth and mortality it may be advantageous to use methods 
of analysis that estimate growth and mortality simultaneously, that is, to examine sets of values of 
K, L,,  to and Z (and also if  necessary, Nt, the strength of recruitment in different years) to deter- 
mine which set gives the best fit (see papers by Sparre and Pope, Part I, this vol.). This approach 
might be expected to give some improvements in the estimate of growth, as compared with the 
simpler methods (see Rosenberg and Beddington, Part I, this vol.). By putting constraints on the 
probable relative magnitudes of successive modes (from Z), as well as on their location (from  K and 
L,),  it should be possible to reject some of the combinations of growth parameters and their asso- 
ciated modes. The disadvantage of most of these methods is that they have to make the assumption of steady 
state, i.e., that Z does not change with time. This is unfortunate, because one of the biggest prob- 
lems in stock assessment is in determining the impact of fishing on the stock to separate the co- 
tributions of natural and fishing mortalities (M and F) to the total mortality (Z). The assessment 
scientist therefore often hopes for the maximum possible variation in F, and hence in Z, so as to 
generate the strongest possible signal. 
One method that does not depend on an assumption of constant Z is the length-based version 
of cohort analysis. This follows the same principles as the age-based version and like it can be ex- 
tended to a multispecies situation to take account of predation (see Pope and Yang, Part I, this 
vol.). The major practical problem of estimating terminal fishing mortality, natural mortality and 
composition of the total catch are the same in the length-based and age-based version, though the 
former also has the problem already mentioned above of knowing the appropriate length-age rela- 
tion to use in dividing the length-composition up into "cohorts". 
Assessments 
In general the final stages of producing assessments and advice to managers are exactly the 
same whether the original data on the composition of the catches or the stock are in the form of 
length or age. Parameters of growth, selection, mortality, etc. are used to estimate, for example, 
the effect of increasing fishing effort by 10%.  However, there are some occasions when length com- 
position data can be used directly. This has been the case for one method of calculating the effect 
of changes in mesh size (Gulland 1961).  Shepherd (Part I, this vol.) gives a method of predicting 
next year's stock (and hence catch rate) directly from the length composition in the current year 
using a modification of a Leslie matrix. 
Since these methods eliminate some intermediate steps and consider processes (selection, 
amount of growth from one year to the next) which are probably more closely related to length 
than to age, they should be more reliable as well as simpler than methods to obtain the same result 
using age-based methods. Thus, age-structured methods of predicting the 1986 stock from 1985 
data have always suffered when the weight of say, a five-year old fish in 1986 is appreciably larger 
or smaller than average. To the extent that an unusually large five-year old fish in 1986  was also an 
unusually large four-year old fish in 1985,  and, therefore, grows in accordance with the normal pat- 
tern of a fish of that size, this particular problem is avoided. In these and other cases it can be seen 
that the use of length-structured methods is an improvement rather than an unavoidable approxima- 
tion to the ideal method. 
Sampling 
In many developing countriesand  in not a few developed countries-the  biggest single obstacle 
to the effective application of length-structured models, or any other kinds of models for that mat- 
ter, is the absence of adequate samples. When there are doubts about, for example, how to match 
an observed mode at 15  cm in samples in January to later modes at 23 cm and 28 cm in July, 
additional samples say in March and May are much better than the most sophisticated models or 
the most powerful computer. 
In general, therefore, the first and most important action to be taken in connection with 
length-structured methods is to ensure that there is adequate sampling. This will almost always 
imply an increase in the amount of sampling, often without too much concern about dsveloping a 
sophisticated sampling design. Provided the sampling is carried out in a sensible manner, being well 
spread out to give a good coverage in time and space and, if  a knowledge of the total catch is impor- 
tant, also coverage of catches by all types of gear, the actual sampling design is not of high priority. 
At some stage, however, attention should be given to the design of the sampling scheme. Is 
enough (or perhaps too much) sampling being done? Is what sampling that is being done carried out in the most efficient manner? These are not, or at least should not be, new questions. When 
age-structured models have been used, the basic age-composition data have usually been obtained 
in two stages by applying an age-length key to an estimated length composition. It has sometimes 
been assumed that because the numbers of length samples usually greatly exceed the number of 
agedetenninations, the sampling errors in the age sampling contribute the greatest amount to the 
final variance and thus sampling errors in the length sampling are of  a minor importance. This 
should, however, not be taken to imply that they can be ignored. 
If a particular use for length sampling is assumed, e.g., application of the ELEFAN package, 
then there are methods (e.g., the  jack-knife) to determine when further samples add no further 
information (see Levi et al., Part I, this vol.). This gives an absolute upper limit to the amount of 
sampling. In practice sampling should probably be stopped earlier at the point at which the addi- 
tional contribution to the precision of the final output (e.g., management advice) of  additional 
samples is less than the additional precision that would be achieved by putting the resources (e.g., 
personnel) required for the additional length sampling to other purposes, e.g., improving the statis- 
tics of catch and fishing effort. 
Some guidance on desirable levels of sampling were suggested by Hoenig et al. (Part 11, this 
vol.) but because of the differences between fisheries in the degree of variability in space and time, 
the nature of the length composition (one or many modes, clear or indistinct),  the costs of sampling, 
alternative uses of the resources used in sampling and the uses to which the samples and the analyses 
will ultimately be put, these suggestions can be no more than rough rules of thumb. There are limits 
below which sampling is so poor that it would be dangerous to draw more than the most tentative 
conclusions and above which further sampling would be hardly worthwhile. These limits are in- 
distinct and wide and the values suggested are only indications though any research scientist using 
results from data towards the lower suggested limit should always give serious attention to increas- 
ing the intensity of sampling. 
Suggestions were also made for the sampling design. These follow well-known principles. Most 
sampling for length is the result of several stages. Measurements are made of a number of fish taken 
from one of several boxes or baskets of fish landed by one of several vessels landing at one of 
several ports on a particular day. Because the between-ship or between-port variance is normally 
much more than the within-ship or within-port variance samples should be small and frequent. 
A lower limit on the size of the individual sample is set by the difficulty in taking a truly 
random sample from a large pile of fish. The natural bias is to take the bigger fish, though anyone 
aware of this may over compensate and take too many small fish. This bias is best avoided by 
sampling complete boxes or baskets of fish. In routine sampling the best sample size may be around 
50 fish or less (if this corresponds to the typical number of relatively large fish in a box), but in 
the early stages of an investigation it may be desirable to let each sample stand by itself. In that case 
it may be better to have larger samples, eg,  200 in which the modes, if  any, will be clearer. 
Research Policy 
The meeting showed clearly that the analysis of length composition data is a powerful and 
potentially reliable method of assessing fish stocks. What then should the director of research do? 
Should future research work in the field concentrate on massive length sampling, backed up by the 
use and development in the office of the type of models discussed at this meeting? If  so, what 
additional scientific observations, if any, are needed? Alternatively, bearing in mind the cautions 
expressed during the meeting, should collection and analysis of length data be given lower priority 
than other methods? What are the conditions under which one or another approach should be 
followed. These questions were looked at during the meeting, especially by working group 11, and 
some clear general guidelines emerged. 
First, a preliminary set of length samples should be taken, spread as far as possible throughout 
the fishing season in all major areas and taken from all the important types of fishing gear. This 
need not be a big task. For a simple fishery without a great variety of gears and not spreading over 
a large area, one or two samples a month would be perfectly adequate. This preliminary set of samples should enable each fishery to be placed in one or other of the 
entries in a 2 x 2 table (see Shepherd et al., Part 11, this vol.). The two classifications are whether or 
not there is a great range of sizes of fish in the fishery and whether or not there are clear modes with 
a clear progression. If there is a big range in sizes, e.g., the biggest fish are ten times or more the 
weight of small fish, obviously there should be favorable opportunities for management schemes 
(e.g., closure of nursery areas or mesh regulation) that protect small fish in order to increase the 
catches by catching bigger (though fewer) fish later. Such schemes will be directly related to the 
sizes of fish caught, e.g., on the nursery areas and the output from length-structured analysis is 
likely to be of immediate value to the manager. If the modes are clear and progress in a reasonable 
manner, then it should be relatively easy to use age-structured methods. 
The most favorable situation is therefore where the size range is wide and the modes clear (Type 
A, see Shepherd et al., Part 11, this vol.). In this situation it should be possible to obtain most of the 
information needed for stock assessment including growth and mortality estimates. For such a fishery 
it would be reasonable to set up an extensive program of length sampling for two years (to allow for 
possible year-to-year differences) in the expectation that the analysis of the data obtained would 
provide many of the answers required. At the end of two years it would be possible to review prog- 
ress and identify what important question remain unanswered and modify the program accordingly. 
It is likely that the length sampling could be reduced perhaps to a level providing no more than 
routine monitoring with the main attention switched to other lines of research. The choice of line 
will vary from fishery to fishery. 
If the size range is large but modes indistinct (Type B), it will be more difficult to use length- 
based methods but any output is likely to be useful. A long period of continuing observations has a 
better chance of producing results (e.g., by following modes or anti-modes due to unusually strong 
or weak year-classes) than a short period of intense study. Length sampling should therefore be 
given priority over several years but only on such a scale as can reasonably be carried on without 
interference with other programs. Among these, priorities should be given to those likely to provide 
independent estimates of growth, e.g., tagging or otolith readings, even if the latter can only be done 
by counting daily rings on the otoliths from a few fish. 
If there is a single narrow mode that does not progress sensibly and in the extreme case stays in 
the same position month after month (Type D), use of length-based methods is difficult and can 
often be misleading. The observed catches are clearly a highly selected sample of the population of 
fish in the sea either because of gear selection and/or due to the behavior of the fish. [Gear selection 
is highly unlikely to be the whole explanation. Fishermen will not use a very selective gear unless 
the fish available to them are already tightly selected by behavior into a narrow length range]. 
With such selected sampling, examination of length data is not likely to tell one much about 
the underlying population though some information may be estimated if  sampling is very intensive 
(see Levi et al., Part I, this vol.). Length sampling should probably be given low priority except for 
occasional samples to  check whether the position of the mode is staying roughly the same and atten- 
tion given to other methods. 
Situations in which a single narrow mode progresses in apparently sensible manner (Type C) 
probably belong to  one or other of two distinct subtypes corresponding to either Type A or Type D. 
Good examples of the former are provided by many penaeid shrimp stocks in which recruitment is 
concentrated in a short season. At least when heavily fished, few shrimp live to more than one year 
old so that when the new year-class enters the fishery, few of the previous year-classes are left alive. 
Nevertheless for a short period there should be two well-separated modes and most of the conclu- 
sions for Type A apply. The exception concerns mortality rates. Since each size group will be 
taken predominantly at one particular time of year, when considering changes in catch per unit 
effort it may be difficult to separate the effects of mortality from those of changes in seasonal 
availability. 
In this favorable subtype, the progression of modes is discontinuous, or saw-toothed, with a 
regular increase through most of the year and an abrupt return to a minimum as a new batch of 
recruits enters (see Ebert, Part I, this vol.). In the other subtype the progression is less logical and 
only matches the natural growth of a pulse of recruitment for at best part of the year. This is really 
a less extreme version of Type D and as in that type length-based analysis should be done with 
caution and collection of length data probably deserves low priority. d. Ikhtic  Baranov, F.I.  1918. On the question of the biological basis of fisheries. Nauch Isle 
128. (In Russian) 
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Abstract 
Sampling design considerations and sampling effort for length-based stock assessment are often as 
demanding as those for traditional age-based assessment. Four factors have been identified which should 
be considered in designing a program for collecting length-frequency data: 1)  period of time over which 
data are aggregated, 2) width of length interval for grouping data, 3) span of time over which data are 
collected (i.e., length of study) and 4) uniformity of sampling frequency. Guidelines are presented for 
collecting length data. 
*Present address: RSMAS/CIMAS, University of Miami, 4600  Rickenbacker Causeway, Miami, Florida 33149, 
USA. Introduction 
Working Group I on data acquisition was requested to formulate advice on sampling procedures 
for users of length-based assessment methods. The guidelines which follow are based on a review of 
the  data requirements of the principal methods. No attempt was made to formulate specific sampling 
designs. For this the reader is referred to standard fishery manuals (Gulland 1966;  Banerji 1974; 
Bazigos 1974,1976;  FA0 1981) and sampling texts (Mendenhall et al. 1971; Cochran 1977). 
Length-based assessment methods are sometimes proposed as simpler and shorter-term alter- 
natives to assessment methods based on age frequency and catch-per-unit-effort  data. However, in 
terms of sampling design and required sampling effort, length-based assessment is often as demand- 
ing as age-based assessment and can be equally or even more demanding than assessment based on 
catch-per-unit-effort information. 
The length structure of a population is likely to vary with geographic area, habitat, and over 
time due to behavioral factors and/or the dynamics of the population. Sampling schemes must 
produce results which are representative of the statistical population of interest. This means that 
proper weights and procedures should be used to combine samples. For example, in a research trawl 
survey designed to obtain an estimate of the mean length in the population using stratified random 
sampling, samples from different strata should be combined using weights which reflect the size of 
the strata. Thus, estimates from different strata should be combined using weights proportional to 
the product of (geographical extent of stratum) x (catch per unit effort in stratum). If sampling 
effort in each stratum is proportional to the geographical extent of the stratum (i.e., if the same 
number of hauls is made at each station, a constant percentage of each haul is measured, and the 
number of hauls is proportional to the area of the stratum) then the estimates are self-weighting 
and the CPUE is (implicitly) accounted for. Similarly, in studying the length composition of the 
commercial catch, length frequencies from different sampling units should be weighted by the 
total catches in the units. Thus, length-based assessment does not necessarily avoid having to collect 
catch and catch-per-effort data. 
Use of modal analysis to estimate growth parameters can impose a different set of constraints 
on  the collection of length-frequency data. For example, a species which occurs over a wide geo- 
graphical range may have different growth rates and/or different spawning periods in different 
areas. Combining samples from different areas may obscure or create additional modes. Further- 
more, behavioral characteristics of some species lead to schools of fish with nearly uniform body 
size. This means that a given cohort of fish might separate into schools on the basis of body size, 
and a given school of fish may contain several age groups, all of which have approximately the same 
body size (Fr6on 1984,1985). In this case it may be necessary to define the statistical population 
of interest in a narrow manner as a subset of the biological population of ultimate concern. 
From the above, it can be seen that sampling for length frequencies requires care. The intended 
use of the data has a direct bearing on how the data should be collected. Studying variability between 
samples is of interest for its own sake but should also be used to define the population under study. 
The preceding discussion is not intended to discourage the use of length-based assessment but 
rather to caution the reader about some of the pitfalls. The main goal should be to measure some 
fish and make assessments. Improvements in sampling design can be made on an ongoing basis. 
Strategies 
The first steps in setting up an assessment program are generally to review the available infor- 
mation, formulate goals and design a research program. A pilot survey is extremely useful in refining 
or altering the above and can be used to help identify minimum data requirements for both imme- 
diate and long-term assessments and to design the sampling programs. For example, a few length- 
frequency samples may suggest whether modal analysis is likely to be useful (see Guidelines sec- 
tion). 
Different methods of assessment require different data inputs. The assessment methods to be 
tried should be carefully considered in designing the research program. It is well to collect data with 
future data needs in mind, If no pilot survey is available to aid in designing sampling and research programs, the course of 
action will be dictated by the urgency of the need for information and the availability of personnel 
and funds. One strategy is to begin by collecting data for the most demanding assessment procedures 
and models and assess the utility/adequacy of the data as they accumulate. This might include 
collecting otoLths in case they are needed in the future. This strategy may be expensive but it 
enables the research program to begin immediately and maximizes the chances for success. An alter- 
native strategy, when personnel or other resources are limited, is to attempt to obtain the minimum 
data required  for assessment and then use this information to design future research programs. 
Research programs for assessment should in general have the additional goals of learning about 
the  variability in the fish population and the fishery. This allows one to  evaluate the efficiency of the 
sampling design, to relate variability in sampling results to variability in assessment results, and 
ultimately to formulate rules of thumb for deciding when an assessment might work, how much 
sampling effort is needed and how sampling should be conducted. 
Variability in the system can be studied using analysis of variance and variance components 
to estimate effects of various factors (and interactions of factors) and to  test for significance. For 
this, the sampling scheme used must be well specified and should be as simple as possible. The jack- 
knife procedure can also be used to analyze complicated survey designs. (For an introduction to 
the jackknife technique, see Sokal and Rohlf 1981;  Pauly 1984; for advanced theory see Gray and 
Schucany 1972;  Miller 1974;  Efron 1982; for applications in fishery biology and ecology see Levi 
et al., Part I, this vol.; Smith 1980; Heltshe and Fomester 1983; Pauly 1984). 
Survey results can be evaluated as sampling is being conducted. For example, for estimating 
mean length of the catch in a fishing port, one can continue visiting ships (chosen at random) until 
the estimate becomes stable. (Again, the sampling scheme must be considered in the evaluation). 
It is difficult to know what precision in length data is required to have a given precision in 
various final assessment estimates. Levi et al. (Part I,  this vol.) proposed a jackknife-like procedure to 
to determine when enough samples have been collected that ELEFAN (L,  and K) estimates are 
stable. The key point is that no simple statistic has yet been found which predicts the stability of 
ELEFAN I estimates. As experience accumulates, it may be possible to formulate simple rules of 
thumb for predicting stability from the coefficients of variability of various simple ancillary statis- 
tics like the mean, mode, median, etc. 
When the uses for the data are not clearly specified in advance, it is impossible to know what 
precision is required. The group felt that a rough rule of thumb might be to attempt a 10  to 50% 
coefficient of variability in the percentage of fish in each length interval of interest. The acceptable 
range of variability will depend on the relative importance of the species. This guideline is arbitrary 
and is intended as a starting point rather than as a fixed rule. It reflects the precision the group felt 
might be attainable rather than the expected reliability of the assessment. 
Mathews (Part I, this vol.) and Morgan (Part I, this vol.) discuss strategies for designing and 
modifying assessment programs which utilize ELEFAN I and I1 as key components. They suggest 
situations in which supplemental length-at-age data are indicated or essential. 
Data Requirements 
Data requirements of the length-based assessment methods must be considered when designing 
a sampling program. The following factors have been identified as important: 1)  aggregation period; 
2) length interval; 3) time span of study; and 4) uniformity of sampling frequency. 
When sample sizes are small, it may be necessary to pool or aggregate samples collected over a 
period of time in order to have an adequate sample. Similarly, if  it takes a long period of time to 
cover a geographic stratum then the stratum sample will be smoothed over time. For modal analysis, 
this means that modes will become progressively more blurred as the aggregation period is increased. 
For some types of analysis it is important to record lengths either as raw measurements or in a 
histogram with narrow length intervals. For example, the results from the ELEFAN I program will 
vary as the width of the length interval is varied. Since it is currently impossible to know in advance 
which interval width is best, it is best to preserve the option of experimenting with intervals of 
different widths by recording data as precisely as possible. Also, the validity of certain approxima- 
tions in lengthconverted catch curve and length cohort analyses depends on the width of the length classes used (see Pauly 1984).  To avoid the necessity of using iterative methods for these analyses, 
the length intervals must be kept narrow. (Increasing the number of length intervals does not how- 
ever, improve the backward convergence of a VPA or cohort analysis (Jones 1984)). 
Some methods require length data representing the average composition over an annual (or 
other) cycle. For example, in length-based cohort analysis, the total catch by length group is re- 
quired. This means that sampling must be carried out over the entire cycle (though not necessarily 
with constant sampling effort if proper sampling and weighting is used). For modal analysis, there 
can be temporal gaps in sampling but the time span of the study should be long enough to allow 
examination of the progression of modes. Similarly, Ebert's (Part I, this vol.) and Damm's (Part I, 
this vol.) regression techniques require observations of mean length to be obtained at several times. 
Data requirements of four classes of assessment models are summarized in Table 1. 
Table 1. Sampling requirements for four classes of length-based assessment model. 
Mean length type mortality estimators  Modal analyses for growth study 
-  Length-frequency data representative of the fish 
population are needed. 
-  Total catch data are not needed. 
-  Samples  representative  of  the  fish  population  or 
commercial catch are not needed provided the modes 
are  evident  and  representative of  age  classes.  (For 
mortality  estimation, the  relative  frequencies must 
represent the population.) 
-  Sampling plan depends on model to be used: 
-  Total catch data are not needed. 
Aggregate over a year for Beverton-Holt con- 
tinuous spawning model. 
Sample one month for discrete spawning model. 
Sample several times spread out over a year for 
Ebert-Damm methods. Samples do  not need to 
be uniformly spaced. 
See also section on sampling shrimp landings. 
-  A single sample can be used, but it is better to have 
sequential  samples. Samples need not be taken accord- 
ing to any particular time schedule. 
-  Samples should not  be pooled  over long periods of 
time as this blurs modes. 
-  Lengths should be  measured and recorded precisely. 
Length-converted catch curves  Length-based VPA and cohort analysis 
-  Length-frequency data representative of the fish 
population are needed. 
-  Samples representative of  the catch must  be taken. 
-  Total  catch  data  (including  discards)  are  needed.  -  Total catch data are not needed. 
-  Continuous spawning model is assumed; thus, it 
is best to sample over a whole year (or longer) to 
smooth curve. 
-  If  lengths are grouped into narrow length intervals 
then simple, approximative methods can be used 
to estimate Z; otherwise, for wide intervals iterative 
techniques should be used (Pauly 1984). 
-  Estimated catches at length should pertain to entire 
annual (or other) cycle. 
-  If  lengths  are grouped  into narrow length intervals 
then  the cohort analysis approximation can be used; 
otherwise, for wide intervals the iterative length-based 
virtual  population  analysis should  be  used  (Pauly 
1984). 
-  The number of  length classes used  (i.e.,  the width of 
the intervals) does not affect the convergence proper- 
ties of the cohort analysis (Jones 1984). Guidelines 
The following guidelines apply in general: 
1) Collect and preserve raw length measurements if possible (i.e., length of individual fish). 
A stem-and-leaf plot (Tukey 1977;  Chambers et al. 1983) is a convenient way to record 
data in great detail with a minimum of writing (see Fig. 1)  and enables a quick, visual 
analysis of the data at the time of collection. If data must be collected as a histogram, use 
as narrow a length interval as possible. It is always possible to regroup data into longer 
length intervals at the time of data analysis. If data are stored as summaries of  pooled 
Fig.  1. Example of a stem-and-leaf diagram for recording detailed length-frequency data in a compact form. Digits to 
the left of the vertical line (stems) are the leading digits of the observations; digits to the right (leaves) are the indi- 
vidual trailing digits. Thus, the line marked with an arrow represents the four lengths: 301, 302, 302 and 306 mm. 
This diagram contains 184 digits whereas writing out each number would require 408 digits. See Chambers et al. 
(1983) for variations. 
samples, one loses the opportunity to arrange the data into shorter length intervals and 
to pool data over different periods so as to, for example: a) try new methods with more 
demanding data requirements; b) study further hypotheses that may arise; c) study variabi- 
lity in the system and evaluate changes in sampling design. 
2)  When collecting commercial catch data, document the fishery including, if possible, target 
species, number and type of gear, mesh size, fishing location and quantity and description 
of discards. Individual vessel trip catch rates may also be collectible. When discards are 
substantial (e.g., Saila 1983) gear selectivity parameters may not be adequate for adjusting 
length-frequency distributions. The sampling scheme used should also be documented. 
3)  Variability between sampling units is almost universally greater than variability within 
units. Thus two boxes examined from each of two ships is generally better than four boxes 
examined from one ship. 
4)  Provide the person doing the sampling with simple, objective rules for choosing sampling 
units so that errors and biases are kept to a minimum. For example, if only half of each box of fish is to  be measured, have the sampler always examine the right side of the box. 
If fish are examined at sea, the sampler can draw randomly placed circles on the deck and 
measure only those fish which fall on a circle. Care must be exercised in formulating rules 
and sampling instructions should be simple and clear. Instructions should be pretested 
before being employed in an actual sampling program, In one case, port samplers were 
told that a minimum of 50 fish had to  be measured for the data to be usable. The samplers 
therefore only measured certain fish species when they could be sure of  obtaining 50 
lengths. This happened to occur primarily when there were a lot of small fish present 
which biased the results (D. Pauly, pers. comm.). 
5)  Monitor sampling results regularly (e.g,, by graphing the data). If data are plotted soon 
after collection, one can modify the sampling plan in response to unexpected findings. For 
example, one might wish to increase the sampling frequency to be able to monitor the 
progression of an unusual recruitment event (a peak) through a series of length-frequency 
samples. Whenever possible, one should graph the data at the  time of analysis to  get a 
feel for the relationships and to  visually check assumptions. The most common types of 
plot for length-frequency analysis are the plain histogram and the histogram smoothed by 
a running average. An alternative method of smoothing and presenting the data would be 
a density trace (see Chambers et al. 1983). 
For modal analysis, the following guidelines are suggested: 
1) Normally, one can pool samples collected within a given time period  (e.g., a month, a 
quarter year) to boost sample sizes, but for very small (i.e., short-lived) species like shrimp 
one may need smaller time intervals to avoid missing important events in the life history. 
Thus, use an estimate of the life span or, if  not available, the maximum length as a guide to 
the aggregation period. 
2)  For protracted spawners, it is most important to keep the data summarized by short time 
intervals since modes will be more subtle and aggregating samples over time blurs modes. 
3)  Usually, the bigger the maximum size the more age groups and, hence, the more length 
intervals should be used to record the data. (During analysis, length intervals can always be 
combined if desired.) 
4)  The larger the maximum size the larger the sample should be (though this is admittedly 
difficult). 
5)  Check for heterogeneity among different samples of schooling fish and fish which occur 
over a wide geographical area (see Introduction). 
6)  The group felt that the heuristic sampling recommendations shown in Table 2 (modified 
from Pauly 1984) appear to be appropriate. Mathews (Part I, this vol.) also recommends 
monthly samples of 500 lengths be collected for 12  months or more. 
Table 2. Suggested sample sizes for modal analysis. (After Pauly 1984 based on Munro 1980). 
Total sample 
size (no. fish)  Tie  (in months) over which data for total sample were accumulated* 
0  =  not usable 
1  =  poor 
2  =  fair 
3  =  good 
4  =  very good 
5  =  excellent 
*It is here assumed (1) that the samples cover a wide range of lengths, (2) that gear selection is accounted for and 
(3) that the sizes of the monthly samples are more or less equal if the total sample is accumulated over more than 
one month. 7)  A better idea of the likelihood of success of modal analysis can be obtained if one or more 
preliminary samples are available. Four patterns may be identified (see also Shepherd et al., 
Part 11, this vol.) : 
a)  a single mode is evident which appears stationary over time; 
b)  a single mode is evident but the mode seems to progress over time; 
c)  the length distribution is clearly polymodal; 
d)  the length distribution appears to be vaguely polymodal or nondescript. 
Pattern (c) is the ideal situation for modal analysis and requires few samples. Pattern (b) is 
usable but requires samples to be collected over a longer span of time to see the modal 
progression. Pattern (d)  and to a lesser extent (a) can also be utilized but with more diffi- 
culty. If  samples are taken over a period that is long enough, one may observe an unusual 
recruitment event (i.e., extra high or low recruitment) which puts a "marker"  in the length 
distribution. This marker may then be followed over time. 
8) The bigger an individual sample, the more likely it is to reflect accurately the population 
length frequency (assuming sampling is done in an appropriate manner). However, two 
samples taken, say, six months apart describe two different statistical populations. Both 
populations are important for the ELEFAN I analysis and the samples could be given 
equal weights even though one sample may provide more precise information than the 
other. The easiest and probably the most satisfactory procedure would be to use approxi- 
mately uniform sample sizes (and uniform weighting). However, sampling dates separated 
from other sampling dates by large temporal gaps should probably receive extra sampling 
effort since isolated dates will tend to have a high influence on the ELEFAN I estimates. 
9)  Users of modal analysis techniques should be aware that immigration or emigration of 
segments of a population can change the shape of a length-frequency distribution in a 
manner that may resemble modal progression due to growth and mortality. This is diffi- 
cult to guard against but may be approached by collecting and examining separately 
samples from different areas. 
Multispecies/Multiple Objectives 
In general, it will not be possible to  design a sampling scheme which is optimal for each of 
several objectives (e.g., species) or even for some clearly specified but complex goal involving several 
objectives. In these situations one may be best off stratifying the sampling simply for convenience 
(e.g., for logistic or  administrative reasons) and using proportional allocation. One can then use 
post-stratification to increase precision of estimates. Cochran (1977) points out that the strata to  be 
used in post-stratification must be decided upon in advance to avoid human bias. 
Strategies for the dual goals of sampling lengths and ages are discussed in Morgan (Part I, this 
vol.) and Mathews (Part I, this vol.). Age data appear to be most critical for long-lived species which 
can be identified by having a longevity of five or more years predicted by preliminary ELEFAN I 
(or other modal) analysis or on the basis of life history characteristics (large size, predaceous habits, 
etc.). 
Age data can be incorporated into an ELEFAN I data set (Morgan, Part I, this vol.), used to 
validate or extend ELEFAN I results, or  used to  develop an age length key. If large fish are examined 
so that there is a reasonable estimate of longevity, the longevity can be used to estimate mortality 
directly (Alverson and Carney 1975; Hoenig and Lawing 1983;  Hoenig 1983). 
The Special Case of Commercial Size Categories 
The catch statistics for some groups of animals, such as shrimp, are often repcrted as weight 
landed in each of several commercial grades, e.g.,  number of tails per pound or kilogram. These 
statistics may constitute an important part of the available database. Thus, it is important to con- 
sider how to collect and analyze this type of catch data. 
When possible, the best procedure would be to  use stratified random sampling and sample 
each commercial size category (stratum) independently for length frequencies. An overall length- 
frequency distribution could then be obtained by combining the length frequencies from each stratum using weights proportional to the size of the stratum (i.e., proportional to the quantity 
landed in the stratum). 
The simplest method would be to  estimate the mean weight in the catch by 
where w(i) is the total weight in the i-th size category and s(i) is the number of tails per unit weight 
in the i-th size category. 
The sample mean weight can then be equated with the expression for mean weight of animals 
older than some age t, 
where W,,  K and to are the von Bertalanffy growth parameters, Z is the total instantaneous mortal- 
ity rate, t,  is the mean age of first capture, and Un = 1,  -3,3,  -1  for n = 0,1, 2,3, respectively 
(Beverton and Holt 1957). This is solved iteratively for Z as suggested by Munro (1980) and Pauly 
(1984). Since weight at any time t is 
W,  = W,  (1 -  exp (-K(t -  ...  3) 
it follows that the weight at time t,  is 
This can be solved for K(t, -to)  giving 
Substituting the above into the expression for mean weight gives 
113 n 
3  Un(~-(WclW,)  1  w  =  zw,  C 
n=O  Z + nK 
which eliminates the need to know t,  and to. 
There are two difficulties with this approach. First, like other estimators based on sample 
moments, it is not possible to check assumptions with a goodness-of-fit test or by graphing a rela- 
tionship. Second, it is difficult to know what value of W,  to  use. One possibility is to eliminate the 
smallest size group and use W,  corresponding to some value between l/(size group eliminated) 
and l/(new first size). Regardless of the value of W,  used, the resulting mortality estimates will 
be a function of the true mortality rate. That is, the mortality rates computed as above can be used as an index of mortality provided the selectivity of the gear and the value of Wc used in the 
computations are not changed. An index of mortality is sufficient for some assessment models 
(Hoenig, Part I, this vol.). Mortality estimates from the mean weight method should not be used in 
conjunction with estimates obtained by other methods without first performing a sensitivity analysis 
of the importance of Wc. 
It is tempting to try to convert mean weights in size classes to mean lengths using the allo- 
metric formula. Since weight is not a linear function of length, converting the mean weight to 
length does not give an unbiased estimate of mean length (Pienaar and Ricker 1968;  Houghton 
and Flatman 1978;  Nielsen and Schoch 1980).  However, over a short interval of weight, length 
is an almost linear function of weight and thus converting shrimp weight classes to length may not 
cause a serious bias provided there are enough weight categories. The bias will depend on how finely 
the shrimps are graded and how accurately the shrimps are sorted into the appropriate weight 
categories. 
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Abstract 
A classification of methods for the analysis of length-frequency data, and their main advantages 
and disadvantages are discussed. 
Two broad classes that emerged were: (1)  analytic methods (i,e., methods for the estimation of 
growth from shifts in length-frequency distributions, estimation of mortalities from catch composition 
- 
*Present address: c/o  W.A. Marine Research Laboratories, P.O. Box  20, North Beach 6020, W.A., Australia. 
353 data, etc.) and (2)  synthetic methods (i.e.,  yield-per-recruit  models and catch prediction models). A com- 
parison of length-based and traditional (i,e., age-based) methods is presented. Recommendations are 
given regarding the choice of analytical methods appropriate for four different, idealized types of length- 
frequency data sets. 
Introduction 
Methods for the assessment and utilization of length composition data may be divided into 
a broad classification according to their purpose. First, there are methods which are essentially 
analytic, i.e., intended for the determination of vital parameters such as rates of growth and mortal- 
ity, and the elucidation of population structure. Second, there are methods which are primarily 
synthetic, i.e., those intended for the combination of raw data and vital parameters to produce 
estimates of quantities of interest for practical purposes such as assessment of catch rates, the 
effects of mesh changes, determination of long-term yields, etc. 
The analytic methods in practice may be subdivided usefully into those which determine only 
growth parameters, and those which also determine quantities related to population size and its 
changes (mortality). The second class of synthetic methods may also be subdivided into those 
which assume or are only applicable to steady-state calculations, and those which are intended to 
take account of transient effects (such as short-term catch forecasts). 
In practice, and largely for historical reasons, the first subclass in each case (i,e., analytical 
methods for determination of growth parameters, and steady-state methods for stock assessment) 
has been more highly developed, but there is no compelling reason for this situation, and it is now 
changing quite rapidly. Several papers presented here document this recent trend towards more 
balanced development of the whole spectrum of potential methods (see, e.g., Sparre, Part I, this 
vol.; Shepherd, Part I, this vol.; Pope, Part I, this vol.). 
The methods of assessment available are summarized in some detail in Table 1.  A more detailed 
discussion of the most important points is given below, concentrating particularly on those which 
emerged during the discussions at this conference. 
Methods of Assessment: Analytic 
Until recently the principal methods available for the determination of  growth parameters 
from length compositions were those based on the method of mixtures, originally due to Hasselblad 
(1966),  developed and described by Abramson (1971), but epitomized by the work of MacDonald 
and Pitcher (1979). These essentially analyze the content of length compositions without reference 
to biological constraints and, thus, whilst versatile require considerable interpretative skill and care if 
they are to provide credible results. The only significant competitor to these techniques (other than 
subjective analysis of modal sequences using pencil and paper) has been the method developed by 
Pauly and David (1981) known as ELEFAN I. This is quite different (see Pauly, Part I, this vol.), 
relying on the optimization of a criterion of goodness-of-fit of assumed growth parameters and the 
data, based on coincidences of expected and observed modes. 
More recently Schnute and Fournier (1980) and Fournier and Breen (1983) have developed an 
extended version of the method of mixtures which constrains the modal sequence to conform 
(more or less) to a specified growth model, thereby greatly stabilizing the technique and reducing 
the scope for error. Their work has been further developed by Sparre (Part I, this vol.) and Pope 
(Part I, this vol.) who have allowed for the analysis of several (sequential) length compositions 
simultaneously and, thus, also for the reliable estimation of cohort sizes as well as mortality. This 
work brings the method of mixtures to a high state of development and the results obtained seem 
to be quite reliable. These methods are characterized by being quite highly parametric (requiring a Table 1. Characteristics of some methods for analysis of length-freauency daka 
Hardware 
Parameters estimated  Aesumptions and data requirements  requirements  RemPrhs 
Pulse  Samples 
Author  Stable  Gen.  Normal  season  needed  C/f  Other 
and lor  Seasonal  Recruitment  age  v.  Bert.  length  recruit-  st least  or  input 
method  K  L,  to  growth  Z  L,  pattern  strength  dirt.  gmwth  at age  ment  one  regular  Cat L  parameters 
ELEFAN I  + 
ELEFAN I1  - 
ELEFAN 111  - 
(VPA 11) 
ELEFAN I11  - 
(VPA 111) 
ELEFAN N  - 
Wetbed et al.  +  +  -  -  +  -  -  + 
Pope I  +++  -  +  +  -  + 
Pope(AN0VA)  +  +  +  -  +  -  +  + 
Shepherd's  +  +  +  -  - -  -  - 
SRLCA 








CPUE at L 
CPUE at L 
















Needs seanonal samples 
to estimate seasonal 
growth-ELEFAN 
I and I1 provide most 
information for Y/R 
assessments 
Estimates F at length 
Estimates F at length 
and F over time 
Estimates M (& s.e.) 
Mean length instead of 
length distribution re- 
quires parameter esti- 
mates dependent on 
number of samples 
A variety of  methods 
based on  stable age 
distribution 
Also requires estimate 
of number of cohorts 
in a sample 
Simultaneous estimate of 
parameters 
Estimate Z by length 
gmup 
Seasonal growth exten 
sion may be possible 
Calculator  Estimates (ZIK) or Z; 
estimates yield1Z or 
yield IF given M 
Lee  Multispedes model 
Continued Table 1. Continued 
Parameters estimated  Awmptions and data requirements 
IIPrdware 
reauirements  Remarks 
Fuhe  Samples 
Author  Stable  Gen.  Normal  seaan  needed  Clf  Other 
andlor  Seaanal  Recruitment  age  v.  Bert.  length  recruit-  at least  or  input 
method  K  L,  to  mwth  Z  LC  vattern  strength  did.  mwth  at age  ment  one  regular  Cat L  parameten 
Shepherd's  ---  -  - -  -  -  Y  Y  N  N  Y  N  Y  Gmwth  Micro 
predictive 
sanders'  - - -  -  - -  -  -  Y  Y  N  N  Y  N  y  Z,Smwth.  Calculator  Can also accommodate 
sex ratio  cateh-at-length  seuod  fishery wlth 
by sex  additional information 
on age at end of leuon; 
splits Z  into F and M 
Schnute and  +  +  +  +  +  + 
Foumier 
Length VPA  ---  -  +  -  -  -  Y  Y  N  N  Y  N  Y  L,,M/K  Calculator  Estimates Z.  F  at length; 
simple assaasmeut of 
management options 
Sanded age  +  +  +  +  - -  -  -  N  Y  Y  N  n.a  N  N  Age/length  Calculator  Seuolul  growth version 
at length  available: analyses mean 
length8 at age and mean 
ages at length 
%  = yes; N = no; + = parameter & estimated: -  = parameter is not estimated; n.a = not applicable; Clf = catchleffort data; C at L = catch-at-age data. fairly large number of assumptions about-for  example-the  number and normality of modes, and 
constancy or otherwise of mortality). The method of Sparre, for example, may require ten or more 
parameters to be determined, many of them incidental or "nuisance"  parameters. This is not a 
particular disadvantage in principle, but it does consume degrees of freedom and also means that 
such methods tend to be quite computationally demanding. The need for efficient minimization 
routines also means that they are most easily implemented on minicomputers, although they could 
be implemented on fairly powerful microcomputers preferably with a floating point coprocessor. 
At the other end of the computational spectrum, ELEFAN I requires very few assumptions 
to be made about the structure of the data, and can be run (in BASIC) on almost any microcom- 
puter. However, several users have reported difficulty in obtaining convergence on some data sets, 
and the method seems to have a tendency to underestimate L,,  and possibly also K. Shepherd (Part 
I, this vol.) has recently developed a method which is very similar in spirit to ELEFAN I, but uses a 
different criterion for the quality of modal matching. This method has not yet been subjected to 
extensive testing "in  the field", but the tests carried out at this meeting (e.g., Table 2) suggest that 
although it may have a slight tendency to overestimate K and L,,  it performs quite reliably even 
on fairly "difficult"  data sets. The method does not yet allow for seasonal growth, but the modifica- 
tions should be possible and further tests are to be encouraged. The method is presently available 
only in FORTRAN 77 (see Morgan and Pauly, Part 11, this vol.), but could be run on any of the 
many microcomputers for which a suitable compiler is available, or translated into BASIC if neces- 
sary. It may well prove useful as a preprocessor for the more elaborate (and informative) methods 
such as those of Pope (Part I, this vol.) and Sparre (Part I, this vol.). 
There is also a whole class of methods, ranging from extreme to moderate simplicity, depend- 
ing essentially on the interpretation of the mean length in the stock as related quantities. Such 
methods invariably assume a steady-state (equilibrium) age composition, which usually requires 
both constant mortality with both age and time, and constant recruitment. Situations where these 
conditions are all fulfilled are fairly rare, and since these methods are quite sensitive to violations of 
the assumptions, their use cannot be generally recommended except under especially favorable con- 
ditions or for very preliminary estimates, for which they are of course still useful. 
It has been remarked by several authors that when analyzing length compositions alone it can 
be quite difficult to choose between different and apparently equally plausible alternative inter- 
pretations. It is indeed clear (see Table 2) that most of the methods really determine only the prod- 
uct of K and L,  at all accurately even in favorable circumstances. The selection of L,  in particular 
may have a major effect on the estimation of mortality on larger fish and, thus, the addition of even 
a limited amount of agellength data may have a considerable benefit. Thus, aging a selection of the 
largest fish may (if they prove to be old relative to 1/K)  rapidly give a reasonable estimate or a lower 
limit L,  while Wetherall et al. (Part I,  this vol.) provide a rigorous method for estimation of L,  with- 
out growth data. Morgan (Part I, this vol.) has also developed a method for combining limited age/ 
Table 2. Length composition analysis by the SRLCA program of Shepherd (Part I, this vol.) for Otolithes argenteus 
data of 1982: table of score function. 
Value of K 
L,  0.10  0.15  0.20  0.25  0.30  0.35  0.40  0.45  0.50  0.55  0.60 length data with length compositions, which shows considerable promise and warrants further inves- 
tigation. 
It has become apparent that a single point estimate of the growth parameters rarely results 
from the analysis of size composition data but rather a range of K and L,  values are produced 
over a plateau on the goodness-of-fit criteria response surface. 
As an example, Table 2 presents the response surface produced when Shepherd's method is 
applied to monthly 1982 size composition data of Otolithes argenteus from Kuwait. Three plateaus 
result (indicated in the table) from which it is not possible to distinguish the correct growth param- 
eter combination on the basis of the length data alone. Additional data are, therefore, required in 
this example in order to locate the plateau upon which the correct parameter combination may be 
found. On the basis of length-at-age data, the correct combination appears to be in the region of 
L,  = 60, K = 0.28. 
It is interesting to note that in Table 2, successive plateaus are produced about multiple values 
of K. This harmonic property of Shepherd's method appears common and may be a result of mis- 
matching modes. The evaluation of such mismatching may be examined if  a knowledge of the num- 
ber of recruited cohorts per year is available, or if  other (e.g., age-at-length,  tagging) data exist. 
It is, therefore, apparent that an examination of the goodness-of-fit response surface is an essen- 
tial element in any assessment technique utilizing size composition data (and should also be exam- 
ined for data sets which utilize age or tagging data) since this surface will contain at least qualita- 
tive information on the confidence region of the parameter values and their degree of interdepen- 
dance. 
The more elaborate methods such as those of Sparre (Part  I,  this vol.) and Pope (Part I, this vol.) 
have the apparent advantage that mortality and population size may be estimated simultaneously 
(perhaps  in accordance with some more or less restrictive model such as constant Z with age or time). 
Where growth parameters only are estimated (using e.g., ELEFAN I or the SRLCA programs), they 
must be used as input parameters to further computations of population structure and, thus, Z and 
cohort size. There are various methods for doing this, notably the use of length-converted catch 
curves (Pauly 1984),  or cohort slicing and the application of catch curve or log ratio methods. These 
are relatively straightforward, but were not actively pursued at this meeting and are not discussed in 
detail here. If total international catch compositions are available, traditional VPA techniques may 
be applied (as in ELEFAN 111, see Pauly, Part I, this vol.). An interesting development is the use of 
linear factorial modelling ("analysis of variance") techniques, using the computed ages determined 
from length data, as presented by Pope (Part I, this vol.). This effectively provides a catch curve cor- 
rected for  varying cohort size, and is potentially a powerful method worthy of further investigation. 
It is not yet clear whether the simultaneous or sequential methods of proceeding are prefer- 
able. The former have the merit of intellectual rigor and convenience, whilst the latter are computa- 
tionally simpler and, requiring human intervention at a critical stage, may be more informative 
(especially of problems with the data). 
There is also a class of methods (see Table 1)  generally only applicable if  a stable age com- 
position can be assumed validly, which do not estimate growth and mortality coefficients separately 
but only in combination (e.g., as Z/K). These are distinctive in that they do not rely on modal 
analysis, but regrettably are of limited application because of the rarity of stable age compositions. 
Finally, a method based on analysis of sex ratios was presented by Sanders (Part I, this vol.). 
This is clearly only applicable where sex can be easily determined during sampling, but in such cases 
provides a quite distinctive and possibly valuable approach. 
Methods of Assessment: Synthetic 
The techniques for computing quantities such as yield and biomass per recruit once growth 
parameters and selection curves have been determined are classical (Beverton and Holt 1956;  Ricker 
1975;  Gulland 1983) and seem to be perfectly adequate for the purpose. The utility of yield-per- 
recruit as a tool for management is, however, being increasingly questioned in temperate areas, and 
there is no reason to suppose that it is any more useful elsewhere. As discussed, above techniques 
are now available which would permit the analysis of time series of research vessel survey or CPUE length composition to provide time series of indices of stock and recruitment, and it could well be 
that these, together with analysis of the tradeoff between catches in the short term and catch rates 
in the long term (using biomass-per-recruit estimates) could be more useful. A discussion of some 
nonparametric methods for interpretation of stock and recruit data may be found in the reports of 
the ICES working group on the Methods of Fish Stock Assessment (Anon. 1983,1984). 
Methods for the preparation of short-term forecasts of catches or catch rates seem not to have 
been much developed unless they have been forgotten, but present no great technical difficulties. 
The simple procedure proposed by Shepherd (Part I, this vol.) is not yet ready for practical applica- 
tion, but requires only to be made more sensitive to signal and less sensitive to noise in the data, 
which should be possible. Whether such calculations are of use for management or advice to fisher- 
men is not clear. 
Comparison with Traditional (i.e.,  Age-Based) Methods 
As a brief and obviously nonexhaustive test of some of the length-based methods, monthly size 
composition data on newaiby (Otolithes argenteus) from Kuwait and North Sea haddock (Melano- 
grammus aeglefinus) were examined. In addition, age-length keys for the two species were available 
for comparison of growth and mortality parameter estimates. 
Application of some of the simpler analytic length-based methods for growth parameter estima- 
tion provided response surfaces which included the "correct"  estimates as derived from age-at-length 
data although these estimates were commonly at local maximum and rarely at the global maxima. 
From the length-based methods alone it was, therefore, not possible to distinguish the correct 
parameter combination unless additional information (e.g., age-at-length data, independent estimates 
of L,)  was available. 
It should be emphasized that the data sets used in these cases were such that modes in the size 
composition were not readily apparent (e.g., see Fig. 1  for newaiby data) and it is expected that the 
better the separation of modes in a sample, the less extensive the plateau in the associated response 
surface would be, resulting in better estimates of the growth parameter values. It has been shown 
both at the meeting and previously (e.g., Morgan 1983) that at least the ELEFAN I technique 
provides almost identical growth parameter estimates to traditional age-at-length methods when 
modes in the length sample are well separated. 
Fig.  1. Size  composition  of  newaiby  (Otolithes argenteus)  from 
Kuwait, 4th quarter 1982. In the examples studied, mean size did not change significantly with time (e.g., Fig. 2) and 
this limited the usefulness of Ebert's regression method in providing growth parameter estimates. 
While not tested, the mixture models of Sparre (Part I, this vol.) and Schnute and Fournier 
(1980) might have been expected to also produce estimates within the correct region for these data 
sets. However, it should be recognized that both of the methods require additional inputs (e.g., 
number of cohorts present in the sample) for separation of the cohort structure. 
Because of the absence of well defined modes in the data, none of the methods for the simul- 
taneous estimation of mortality and growth parameters (e.g., Pope, Part I, this vol.; Ebert, Part I, 
this vol.) appear likely to give adequate results with the data sets examined. It was, therefore, essen- 
tial in this instance to have external inputs of growth parameters for mortality rate estimation. 
However, with these additional inputs, the methods examined all gave realistic and consistent esti- 
mates of mortality. 
Brief examination of effects of incomplete sampling was undertaken by truncating the size 
distributions at the lower and upper ends, adjusting the age distribution accordingly and re-analyzing 
the data. In general, the effects on the length-structured models of such perturbation were limited 
when the  distribution was truncated at the upper end, thus reflecting the relatively poor information 
content of these larger fish. The estimates of growth and mortality parameters from the age-struc- 
turd  models were more influenced by this length truncation (simulating selection) since the older 
(and larger) cohorts contained relatively more information than the equivalent size distribution. 
Truncation of the size distribution at the lower end has profound effects on the ability of the 
size-related methods to identify parameter values while this effect was not so pronounced with the 
age-based methods. This effect apparently results from the larger information content for length- 
based analysis of the smaller size groups (where the modes were more distinct) when compared 
with the information content of the smaller (and younger) size groups for age-based analyses. 
It was, therefore, generally concluded that when using length-based methods, information on 
the smaller size groups (where the modes are usually more distinct) is of greater importance for 
growth and mortality parameter estimation than it is for age-based methods where, apart from 
generally declining sample sizes, the age structure of  the older fish has equivalent information 
content as the age structure of the younger fish. 
In this context, length-related assessment methods may be particularly appropriate to situa- 
tions such as survey data which often have more information on the smaller and younger group 
than commercial catch data. 
Fig.  2. Mean length of newaiby (Otolithes argenteus) landings in Kuwait 
in 1982. Conclusions 
For assessment purposes, length-structured models have an important role in providing some or 
all of the information necessary for management purposes. The application of length-related tech- 
niques and the reliability with which these techniques will perform is, however, closely linked to the 
characteristics of the data available from a fishery and their quality. 
Fig. 3 attempts to summarize, in simple terms, the possible variations in sequences of size 
composition data. Type A involves data where there is only one observable mode in the data and 
this mode does not change with time; Type B represents data where a single mode is observable but 
this mode shifts with time as fish grow. This type of data is usually a result of a short recruitment 
period and one cohort per year. In Type C data a situation occurs where there are obvious multiple 
modes in the size distribution which correspond to cohorts while type D is the situation of multiple 
overlapping cohorts such that no distinct modes in the distribution are apparent. 
It should be emphasized that these four possible data types represent extreme situations and in 
practice there will be a gradation between each type. 
The proper roles of length-based assessment techniques in these four instances will differ and 
are summarized as follows: 
Priorities for data  Most appropriate length-based 
Data  collection  method for estimating: 
type  Length  Other type  Growth  Mortality 




B  High  Low  -  Growth, mortal-  ELEFAN I, SRCL  Ebert if stable-age 
ity recruitment  and similar methods  assumption reason- 
period data  able 
C  High, intensive  Low  -  Growth data  Mode separation tech-  Length-converted 
for one year  for confirma-  niques, ELEFAN I,  catch curve, mean 
tion  Sparre, Pope, etc.  length methods, 
Pope, Sparre, etc. 
D  High, extensive  High -  Growth informa-  Sparre, Pope, Morgan,  Length-converted 
over many years  tion  Schnute/Fournier  catch curve, Pope 
and Sparre 
Catch and fishing effort data have not been included in the table since these data are usually 
essential information for management purposes and are collected as a matter of course in most fish- 
eries. However, where additional information is required to support purely length-based methods, 
catch-at-length data provide valuable information on mortality rates in particular. 
The table highlights the critical position of the growth parameters in length-based assessment 
techniques since in the instances where supporting information is desirable for length-based assess- 
ments such data are always the growth parameters (or at least growth increment data). Obviously, 
in instances where length-based assessment methods do not contribute greatly to assessment tech- 
niques, growth and mortality need to be estimated independently although given the growth param- 
eters, size composition data can be a useful tool for estimating mortality rates. Length  Length 
Length  Length 
Fig. 3. Types of size composition data. 
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Abstract 
The sources of errors related to the application of a number of length-based stock assessment 
methods are reviewed. The methods reviewed include approaches for estimating seasonal growth param- 
eters, total, natural and fishing mortalities, yield per recruit and for making yield predictions. Available 
techniques for examining the sensitivity of length-based methods are simulation modelling, sensitivity 
analysis, jackknife and bootstrap procedures and the examination of response surfaces. The applicability 
of these techniques to length-based stock assessments is discussed. Introduction 
The objective of this paper is to report on the deliberations of the working group created 
during the conference to discuss the sensitivity of length-based methods for stock assessment and 
procedures for examining this sensitivity. 
Length-based stock assessment is defined here as determining, from catch length frequencies, 
the present biological state of a population (i.e., the present abundance, age structure and parental 
biomass compared to those under pre-exploitation conditions), predicting the effect of different 
fishing regimes on future population states and resulting catches, and determining biologically 
optimal fishing regimes. The group examined methods for estimating growth parameters, mortality 
rates, population abundance and yield per recruit, as well as some methods originally developed for 
age-based stock assessment but which can be used for length-based stock assessment in some cir- 
cumstances. 
The group considered the sensitivity of the methods from a broad perspective, including 
responses to (i)  using input data collected in various ways (including incomplete, inaccurate, biased 
or noisy data) from fisheries systems having different types of characteristics, (ii) making imprecise 
or incorrect assumptions regarding the systems studied and (iii) applying input values of parameters 
imprecisely estimated, uncertain, incorrectly assumed or stochastically variable. 
In this report the sensitivity of the stock assessment methods is discussed first. A review of 
procedures for examining this sensitivity then follows. 
Methods for Estimating Growth Parameters 
General Comments 
The first step in length-based assessment of a fish stock is usually to estimate growth param- 
eters. Sometimes this is done simultaneously with the determination of other parameters, such as 
the number of fish caught from individual age classes or mortality rates (for examples, see Powell 
1979;  Jones 1981;  Wetherall et al., Part I, this vol.). 
Successful estimation of growth parameters trom catch length frequencies alone is highly 
dependent on the extent to which the modes associated with individual cohorts (i.e., year-classes) 
in these frequencies are distinguishable. As the cohorts are usually assumed to be represented by a 
weighted sum of overlapping normal distributions, we can formulate a necessary condition of the 
separability of two cohorts as 
where pi and ai are the mean length and the standard deviation, respectively, associated with 
cohort i (Behboodian 1970;  Rosenberg and Beddington, Part I, this vol.). 
The separability of cohorts is most difficult for older fish, which may grow more slowly and be 
more variable in length at a given age than younger ones (Sainsbury 1980;  Jones, Part I, this vol.; 
Rosenberg and Beddington, Part I,  thisvol.). Methods vary in their effectiveness in extracting growth 
parameters from catch length frequencies, but if cohorts in length frequencies are not distinguish- 
able, at least for young fish, all of them will fail. 
We  believe that the inclusion of those parts of catch length frequencies that fail to satisfy con- 
dition (1)  will not improve the estimation of growth parameters, because sampling errors may create 
artificial peaks. These peaks may lead to a considerable bias in the estimates. As preliminary knowl- 
edge of pi's and oi's is necessary for the exclusion of the above-mentioned parts of length frequen- 
cies, an iterative procedure for estimating growth parameters may be appropriate. 
It is very important that as much reliable a priori  biological information as possible is taken 
into account in the estimation of growth parameters. For example, because growth of fish seems 
to be often sufficiently approximated by the von Bertalanffy curve modified for seasonal oscilla- 
tion (see Pitcher and MacDonald 1973;  Pauly 1982, Part I, this vol.), we suggest a constraint in the 
form of this curve be included where appropriate. If catch length frequencies are associated with different seasons of the year, it is important to 
account for seasonal oscillations in growth. By doing so, we increase the number of growth param- 
eters but these additional parameters may sometimes be determined or constrained on the basis of 
apriori biological knowledge. If possible, we strongly recommend fixing or constraining them in 
the process of estimating growth parameters, thereby reducing the number of parameters to be 
estimated on the basis of length frequencies. 
The less easily cohorts are distinguishable in catch length frequencies, the more pressing is the 
need to include information on fish growth that is independent of the length frequencies. This 
information can be provided by tagging experiments or reading hard parts for age determinations 
(see review in Prince and Pulos 1983).  The improvement in growth parameter estimates based on 
length frequencies may be substantial, but only if  the independent information on growth rates is 
provided for ages that are associated with poorly distinguishable age class modes in the catch length 
frequencies. 
The selection of curves having more parameters than the von Bertalanffy curve, such as the 
Richards (1959) curve, is not recommended, even if modified for seasonal oscillations, unless growth 
of a particular species is described considerably better (in the statistical sense) by such a curve. 
It is usually difficult to uniquely determine the parameters of the von Bertalanffy curve modified 
for seasonal oscillations; the inclusion of more parameters may worsen the problem. 
Because the L,  and K estimates of the von Bertalanffy curve are strongly correlated, they are 
difficult to estimate uniquely, even if  age class modes are easily distinguishable in catch length fre- 
quencies, unless some independent information on growth is available. Usually several combinations 
of L,  and K values can be nearly equally well fitted to length frequencies. Not having unique values 
of L,  and K may only be a major problem if  either the growth curve is used for the extrapolation 
of the observed growth pattern or the L,  and K values are utilized for the estimation of the instan- 
taneous rate of natural mortality, M, on the basis of Pauly's (1982) formula. In recognizing the 
problem, we must warn against the common practice of using the values of L,  and K in these ways. 
NONPARAMETRIC METHODS 
Nonparametric methods for estimating growth parameters, unlike the parametric methods 
(see below), utilize only a part of the information contained in catch length frequencies, namely, 
the number and positions of apparent peaks in these frequencies. 
ELEFAN I (see Pauly and David  1981) is a now commonly used computer procedure for 
estimating the von Bertalanffy growth parameters from catch length frequencies. Estimates result- 
ing from this technique may be strongly influenced by (i) sampling errors, (ii) variation in growth 
rates among individual fish and among cohorts, (iii) variation in the time of recruitment of indi- 
vidual fish, (iv) size-selective fishing and (v) the way the length measurements are grouped in length 
classes, and time intervals for the analyses. Some of these influences are addressed by Hampton and 
Majkowski (Part I, this vol.) and Rosenberg and Beddington (Part I, this vol.). Here, we note only 
that Pauly and David's (1981) criteria for fitting the growth parameters cannot be fully justified on 
statistical grounds. 
Morgan's (Part I, this vol.) modification of ELEFAN I can be applied if  growth information 
independent of the length frequencies is available. It may lead to a considerable improvement in the 
estimation of growth parameters, especially if  reliable information on growth is available for old 
fish. Otherwise, all the above comments on ELEFAN I also apply to Morgan's modification. 
Year-to-year variability in recruitment and variability in growth parameters will influence the 
reliability of results of Shepherd's (Part I, this vol.) method. Growth parameter estimates derived by 
this method, as it stands at the moment, could be significantly biased by seasonal oscillations in 
growth if  catch length frequencies for different seasons of the year are used as input data. However, 
this bias could be eliminated by modifying the method. Sampling errors will affect estimates derived 
from the method, but possibly to a lesser extent than those obtained from ELEFAN I. PARAMETRIC METHODS 
Parametric methods utilize not only information on the number and positions of apparent 
peaks in catch length frequencies, as do the nonparametric methods, but also information on their 
shape. In other words, these methods utilize more information contained in length frequencies than 
do the nonparametric methods. 
Parametric methods usually assume that age class peaks in catch length frequencies can be 
approximated by normal distributions. The validity of this assumption has been questioned by some 
authors (for  example, by McNew and Summerfelt 1978).  The log normal distributions can also be 
easily used, but the validity of this approximation can be similarly questioned. 
Nonparametric methods may be suitable for estimating growth parameters only. The para- 
metric methods to be reviewed in this section additionally provide estimates of the variance of 
lengths within individual age classes, the number of fish caught from each age class and, in the case 
of more sophisticated methods, the instantaneous rates of fishing and natural mortalities, the popu- 
lation abundance and some other population parameters. 
The graphical and computer methods developed and applied by Harding (1949),  Cassie (1954), 
Bhattacharya (1967), Hasselblad (1966),  MacDonald (1969,1975),  Abramson (1971),  Kumar and 
Adams (1977)  and MacDonald and Pitcher (1979)  do not constrain fish growth by any curve. We 
believe that the lack of this constraint often makes the estimation of growth rate more difficult and, 
in some cases, less reliable. 
The method developed by Schnute and Fournier (1980) takes into account a priori informa- 
tion on the form of a growth curve, the form of the relationship of the variation in length at a given 
age to age and their parameters. For this reason we consider this method to be superior to the 
methods considered above in this section, provided such apriori information exists and such assump- 
tions are appropriate. The Schnute and Fournier (1980)  method does not allow for year-to-year 
changes in the temporal pattern of recruitment. The Pope (Part I, this vol.) and Sparre (Part I, this 
vol.) methods are similar to that developed by Schnute and Fournier (1980). The last method is ex- 
tended by Fournier and Breen (1983) and Breen and Fournier (1984) tc simultaneously estimate 
mortality rates as well. 
The parametric methods discussed, unlike some nonparametric methods, have criteria for 
fitting growth and other parameters which are fully supportable from the statistical point of view. 
In practice some of the theoretical conditions justifying these criteria may not be fulfilled  (for 
example, simple random sampling). But if not optimal in the precise statistical sense, these criteria 
will likely remain reasonable for most applications. 
All parametric techniques mentioned in this section result in large numbers of parameters 
being simultaneously estimated. Hence, the precise estimation of these parameters may be difficult, 
especially if the plausible ranges of the parameters to be estimated are very wide or entirely un- 
known. On the other hand, it should be realized that these methods utilize more information from 
length frequencies than do nonparametric ones, which may compensate for the larger number of 
parameters to be estimated. Their main advantage is that they allow for the variability of lengths at 
a fixed age in the estimation process. 
Methods for Estimating Mortality Rates 
METHODS ASSUMING CONSTANT MORTALlTY 
The Ebert (Part I, this vol.) and Damm (Part I, this vol.) methods require only information on 
the changes of mean length over time. Hence, they do not fully utilize all the information in catch 
length frequencies. However, sometimes only information on mean length is available and in such a 
case we recommend using these methods, if  all assumptions associated with them are satisfied (which 
is unlikely for many species). 
Several methods have been proposed for estimating from catch length frequencies, the instan- 
taneous rate of fishing mortality (F)  or  the quantity Z/K, where Z is the instantaneous rate'of total 
mortality and K is a parameter of the von Bertalanffy growth equation. These methods are reviewed in detail by Wetherall et al. (Part I, this vol.). The reliability of the Beverton and Holt estimator of 
Z/K is strongly dependent on the difference of the mean length, E, from either L,  or LC,  the length 
at recruitment to the fishable stock. As  approaches either of these limits, the method's ability to 
estimate Z/K decreases rapidly. The sensitivity of the method to uncertainties in the input param- 
eters L,  and LC  was examined by Majkowski (1982a) for a tropical fish species. 
The effect of individual variability in fish growth on results of the methods for estimating Z/K 
has not been extensively studied. Laurec and Mesnil (Part I, this vol.) show that the Beverton and 
Holt estimator is quite robust to individual variability, because it utilizes only z.  Studies carried 
out by Jones (Part I,  this vol.) suggest that methods that transform the right-hand part of length 
frequencies may give biased results. Further studies on the reliability of the methods for estimating 
F and Z/K are required. 
Sanders' (Part I, this vol.) sex-ratio methods for estimating natural and fishing mortality rates 
require quite strict conditions to be applied. However, in particular situations when these require- 
ments hold, these methods may provide useful estimates. Their sensitivity to input parameters, 
sampling or  individual variability has not been investigated. 
LENGTH-BASED COHORT ANALYSIS 
On the basis of catch length frequencies, the von Bertalanffy growth parameters, and the 
instantaneous rates of natural and so-called terminal fishing mortalities, length-based cohort analysis 
(Jones 1974,1981,  Part I, this vol.; Pauly, Part I, this vol.) estimates both the number of fish by 
length class and the instantaneous rate of fishing mortality by length class. The sensitivity of the 
method to uncertainties in the instantaneous rates of terminal fishing and natural mortalities is ex- 
pected to be similar to that for age-based cohort analysis (Pope 1972;  Hampton et al. 1984).  It is 
always strongly advisable to use sensitivity analysis (see below) in conjunction with cohort analysis. 
Problems will arise with the method if length frequencies of samples do not fully reflect the 
characteristics of the entire catch (Jones, Part I, this vol.; Laurec and Mesnil, Part I,  this vol.). If 
there are substantial errors in catch length frequencies estimated on the basis of sampling, the esti- 
mation of the instantaneous rate of fishing mortality and the fish abundance may be very unreliable, 
especially at lengths close to L,.  This is partially due to low frequencies of large fish in the catch. 
In some circumstances smoothing the data may reduce these problems. Smoothing may also be 
justified under the assumption that the fishery is operating at a steady state. 
Results of length-based cohort analysis are sensitive to changes in the input estimates of the 
growth parameters L,  and K, but an uncertainty in the value of to is not important to this analysis. 
Laurec and Mesnil (Part I,  this vol.) have approximated the effects of uncertainties in L,  and K on 
the estimation of the instantaneous rate of fishing mortality. Estimates of F for length classes asso- 
ciated with small fish are robust to uncertainties in these growth parameters as long as the values of 
L,  and K are compatible (see above). However, estimates of F for lengths close to L,  are strongly 
affected, which confirms previous conclusions (Pereiro and Sallares 1984).  One way of determining 
the extent of the problem in a particular application is to analyze the catch data systematically 
over a plausible range of growth parameter values. 
Preliminary analyses of the sensitivity of the method to individual variability have been carried 
out by Jones (Part I, this vol.) and Laurec and Mesnil (Part I, this vol.). Estimation problems arise in 
the region close to L,,  which emphasizes the necessity of defining a terminal group whose upper 
bound is sufficiently smaller than L,.  Further studies are required on this problem. Pronounced 
individual variability in growth will make it difficult to use length-based cohort analysis when the 
fishery is not in a steady state. Individual or  year-to-year variability in growth will result in prob- 
lems in separating cohorts and, consequently, tends to  smooth year-to-year fluctuations in recruit- 
ment and F. In this case, only general trends (such as a moving average) may be observed. The 
extent to which these estimates may be smoothed is unknown at present. 
The sensitivity of length-based cohort analysis to changes in the length interval is caused by 
sampling noise. Smoothing the length frequencies may help alleviate this problem. There is no 
apparent advantage to wider grouping versus smoothing particularly  in steady-state conditions. Methods for Predicting Future Yields 
and Estimating Total Allowable Catches 
YIELD-PER-RECRUIT ANALYSIS 
The relative sensitivity of results of yield-per-recruit (Y/R)  analysis to uncertainties in input 
parameter values may be different from the sensitivity of intermediate results of length-based stock 
assessment to the same uncertainties. A bias in an estimate of a parameter used in the Y/R analysis 
may propagate through the assessment procedures with the ultimate effect that the Y/R calculation 
may be magnified or reduced. This process can be illustrated by assuming M to be overestimated 
and analyzing its effect on Y/R predictions in the case of increasing a mesh size. The overestimated 
M will cause this effect to be underestimated. Also, as a consequence of the overestimated M, F will 
be underestimated by length-based cohort analysis. The underestimated F will cause this effect to 
be even further underestimated. Therefore, the final effect of overestimating M on the Y/R calcula- 
tion will be magnified. 
To our knowledge, there had been no systematic investigation of the sensitivity of Y/R results 
derived in length-based assessment before this conference but subsequently this problem has been 
addressed by Laurec and Mesnil (Part I, this vol.). The problems anticipated involve biases and in- 
accuracies occurring in the estimation of input parameters to Y/R analysis. We would like to note 
that the uncertainty in to,  while unimportant for most analyses, may affect Y/R because to deter- 
mines the age at recruitment. This is only true if the age at first capture is not equal to the age at 
recruitment. 
OTHER METHODS 
In the previous sections we have reviewed the sensitivity of stock assessment methods devel- 
oped specifically for analyzing catch length frequencies. Here, we would like to note that all tradi- 
tional methods developed specifically for analyzing catch age frequencies (see reviews in Ricker 
1975;  Gulland 1977,1982)  may also be applicable to catch length frequencies, if these frequencies 
can be reliably transformed to age frequencies. 
Length frequencies can be transformed to age frequencies using the methods reviewed above. 
Alternatively, age for each fish caught can be deterministically estimated on the basis of a length-age 
relationship, if parameters of such relationship can be estimated. The last method is described and 
its reliability examined by Majkowski and Hampton (1983a, 1983b).  This method is routinely used, 
for example, for southern bluefin tuna (see Majkowski 1982a; Hampton et al. 1984) and for tuna 
stocks relevant to the International Commission for Conservation of Atlantic Tunas. Note that the 
length-age relationship is not necessarily  the same as the age-length relationship (see Kirkwood 
1983).  The problem with this aging method is related to individual variability in growth, which is 
not accounted for and which may lead to the underestimation of the instantaneous rate of fishing 
mortality for large fish. 
Traditional age-based stock assessment methods include age-based cohort and classical Y/R 
analyses, least-square stock assessment methods, simulation methods used  for predicting future 
catches and population parameters and procedures for estimating total allowable catches (e.g., 
maximum sustainable yields, catches stabilizing the level of parental biomass). These methods have 
been routinely applied for analyzing catch length frequencies of, for example, southern bluefin 
tuna (see Murphy and Majkowski 1981;  Majkowski and Hampton 1983c;  Hampton et al. 1984; 
Majkowski and Caton 1984;  Majkowski 1985;  Hampton and Majkowski 1986). 
Although the age-based methods have been applied for a much longer period than the length- 
based methods, their sensitivity has not been extensively studied either. Some examples of such 
studies include Mandecki (1976), Mohn (1979), Orth (1979), Moreau (1980), Majkowski and 
Hampton (1983c),  Hampton et al. (1984) and Hampton and Majkowski (1986). Procedures for Examining the Sensitivity of Length-Based Methods 
Various procedures of very different complexity may be used for examining the sensitivity of 
length-based stock assessment methods. They include simulation modelling, so-called sensitivity 
analysis, jackknife and bootstrap techniques and examinations of response surfaces. 
SIMULATION MODELLING 
Simulation modelling techniques can be used for examining responses of length-based stock 
assessment methods to using input data collected in different ways (including incomplete, inaccu- 
rate, biased or  noisy data) from fisheries systems having different types of characteristics and making 
imprecise or incorrect assumptions regarding the systems studied. Simulations incorporating some 
stochastic processes (for example, see Jones, Part I, this vol. and Rosenberg and Beddington, Part I, 
this vol.) may be appropriate for investigating the effects of specific sources of errors, such as differ- 
ent sampling schemes, on particular methods. The approach of holistically simulating a fish popula- 
tion (i.e., following individual fish through their lives) incorporating a number of stochastic processes 
(for an example see Harnpton and Majkowski, Part I, this vol.), whilst time consuming, may be used 
to assess the overall reliability of various methods of analyzing length frequencies. 
When using simulation techniques, it is important to reconstruct, as closely as possible, the 
sampling scheme that occurs in the real world. The simulation model should define strata and 
clusters within those strata for the purposes of sampling. Oversimplistic assumptions may result in 
misleading conclusions. If the real sampling scheme is stratified, simulated simple random sampling 
that ignores stratification would result in overestimates of variances of parameters. If clustering 
occurred and it was neglected in simulations, these variances might be underestimated. 
If the exact sampling scheme cannot be simulated, simulations with simple random sampling 
may provide an approximate indication of the robustness of a particular method. Certainly, if the 
lack of robustness of a method is indicated by using simple random sampling, it would prove to be 
even less robust if the exact sampling scheme with a strong clustering effect could be reproduced 
in the simulations. 
SENSITIVITY ANALYSIS 
Sensitivity analysis is a technique developed for examining the sensitivity of results of mathe- 
matical models or procedures to applying input values that are imprecisely estimated, uncertain, 
stochastically variable or incorrectly assumed (see reviews in Majkowski 1982b, 1983;  Majkowski 
and Hampton 1983a).  This technique involves simple, repetitive executions of mathematical models 
or procedures with parameter values perturbed (for example see Majkowski and Hampton 1983~; 
Hampton et al. 1984;  Hampton and Majkowski 1986),  Monte-Carlo simulations (for example see 
Majkowski and Hampton 1983b) or their analytic approximations usually based on Taylor expan- 
sions (for  examples, see Majkowski et al. 1981;  Majkowski and Hampton 1983a;  Laurec and Mesnil, 
Part I, this vol.). The use of such approximations may be quite adequate if  values of input param- 
eters are relatively well known, but even in such cases they may lead to misleading results (for an 
example, see Majkowski and Hampton 1983a).  When using approximation techniques, it is highly 
desirable to validate them (for the methods see Majkowski et al. 1981;  Majkowski and Hampton 
1983a). 
JACKKNIFE AND BOOTSTRAP TECHNIQUES 
The jackknife and bootstrap techniques may be used for reducing the bias in and evaluating 
the statistical accuracy of estimates from length-based stock assessment methods. They can be 
quite powerful, if correctly applied (see Efron 1982; Levi et al., Part I, this vol.). In applying the jackknife and bootstrap techniques it is important to take due consideration 
of the sampling scheme involved. For example, one must jackknife according to some specific 
source of variability and remove, in turn, all samples relating to a particular stratum. Thoughtless 
jackknifing of single elements of data will provide little information and prove computer time-con- 
suming. Care must be exercised in the selection of the units for elimination in the jackknife proce- 
dure to ensure that the assumption of identical distributions of observations eliminated is met. 
The method may be very sensitive to violation of this assumption, and seasonal observations if 
growth is seasonally varying may provide a significant violation. The computer time necessary to 
employ the jackknife and bootstrap techniques may be considerable (see Levi et al.,Part I, this vol.). 
EXAMINATION OF RESPONSE SURFACES 
The examination of response surfaces may be a useful technique for the evaluation of effects 
of different parameter combinations (for example, L,  and K). Even if  they cannot be used to 
construct confidence limits, they will always be useful for demonstrating the nature of correlation 
problems. 
Conclusions 
Not recognizing the existence of errors likely affecting any length-based stock assessment 
involves three types of risk: 
(i)  wrong advice on fisheries management may be given due to inaccuracies of results of 
analyses which are unknown or ignored; 
(ii)  conversely, data collections may be unnecessarily  too intense (oversampling) and the 
methods of their analysis may be too complex resulting in the accuracy of results being 
better than that required to eliminate the possibility of providing wrong advice; and 
(iii)  the system used for data collection and analysis may not be most optimal for the type 
of advice required. Other less expensive schemes may lead to more reliable advice. 
The costs involved in biological programs, especially field data collections, are sufficiently high to 
justify  a careful examination of their effectiveness and cost-benefit relationships. Various new 
methods for length-based stock assessment are still being developed without such rigorous examina- 
tions being made. It is impossible to determine their superiority/inferiority to the existing methods 
without these examinations carried out for both existing and new methods. 
The need for more adequate procedures for examining the sensitivity of methods of length- 
based stock assessment also exists. Such procedures range from simple recalculations of stock assess- 
ment results using possible alternative values of selected input parameters (such as the instantaneous 
rate of natural mortality) to the estimation of probability distributions of "target quantities" such 
as the yield per recruit. Even a very approximate determination of the sensitivity is better than 
completely ignoring the problem. Some approximations and, from a more general point of view, 
pragmatism will often be required in determining the sensitivity. Whatever the technique used for 
examining the sensitivity, it will be productive only if consideration is given to the entire stock 
assessment process from the data collection to the calculation of final results. 
Any examination of the sensitivity of length-based stock assessment will require some specific 
input information in addition to that essential for stock assessment. At least, a range of possible 
values for input parameters for stock assessment will be required. If possible more elaborate inputs 
such as an estimated variance/covariance matrix or probability distributions of input parameters 
should be used. Acknowledgements 
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Abstract 
The computer and calculator programs far the analysis of length-frequency data presented by 
various authors at the ICLARM/KISR Conference on the "Theory  and Application of Length-Based 
Stock Assessment" held at Mazara del Vallo, Sicily, Italy, on 11-16 February 1985, are documented, 
based in part on the work and report of Working Group IV (Chairman: J.G. Pope) of that conference. 
Given are, for each of the thirteen programs documented here, (1) author(s) and (their) address(es), 
(2) key reference(s), (3) a brief program description, (4) implementation language, (5) hardware and 
memory requirements and (6) sources of listings and test data. Complete listings in BASIC, FORTRAN 
or HP 67/97 calculator codes as well as test data are given for six of the programs documented here. 
General recommendations regarding program implementation are provided. 
Introduction 
Use of length data to provide information for management goes back several decades, but 
analysis has tended to be by hand and frequently has involved tedious book-keeping techniques 
*ICLARM Contribution No. 400. 
aPresent address: c/o W.A. Marine Research Laboratories, P.O.  Box  20, North Beach 6020, W.A., 
Australia. using probability paper. The recent availability of modestly priced microcomputers has provided 
the appropriate environment for estimation and extension of methods of  analysis. Most of the 
programs in this contribution can be implemented on the Apple I1 or IBM PC  and their compatibles 
or similar machines. 
There are problems with very small computers and if  sufficient funds are available, larger 
microcomputers or small mainframe machines (minicomputers) may be considered. The points 
to keep in mind are not just initial costs of the computer but also supporting hardware such as disk 
drives and a printer, software costs such as buying programming languages (BASIC, FORTRAN, 
PASCAL), operating costs such as buying printer paper, discs, salary for an operator (if a mainframe 
computer is purchased), and availability of local support for the computer. Operation and support 
of a large computer is expensive. 
The faults of small computers on  the other hand, are that they are slow in operation compared 
with mainframe machines, and that because they store fewer significant figures during number 
manipulation, they may accumulate errors in programs that do large numbers of mathematical 
operations. However, even with their obvious problems of relatively slow speed, possible accumula- 
tion of errors, and relatively small memory, microcomputers are very sophisticated machines that 
are capable of carrying out  data analysis in minutes that would have been virtually impossible just a 
few years ago. 
Fisheries management of stocks in tropical areas of the world is complicated  by the high 
species diversity in the catches and by a lack of resources, including time, for using traditional 
methods of tagging or aging fish from hard parts. Here, length-frequency analysis is required and 
small computers make it possible. The programs in this contribution are offered in the spirit of 
improving management of complex fisheries by improving analysis of length-frequency data. 
The computer programs contained in this paper are, to the best abilities of the contributing 
authors, error-free. It is naturally recognized that such a goal is seldom obtained and some problems 
must be expected. The contributing authors have attempted to anticipate difficulties by including a 
short introduction to each program that provides details concerning data preparation, restrictions 
on types of data that can be used, and their experience with resolving problems that they have 
experienced. 
During the conference, a computer working group (Working Group IV, Chairman: J.G. Pope), 
was established which was responsible for running as many as possible of the methods described in 
Part I of this volume. This was done in order to both service Working Groups I to 111 and to gain an 
appreciation of the software available at the meeting. The problems facing the group in implement- 
ing the various methods on a PDP, an Apple II+, an Apple IIc and an ACT Apricot computer and on 
various programmable calculators gave an appreciation of the problems to be expected in practice. 
Similarly, the problems of running the various programs gave some appreciation of how user-friendly 
and fast or slow the various programs were. A distinct impression was formed that much of the 
software was at a development stage where more concern had been given to the methodology than 
to its ease of use. If software is to be safely exported, professional standards of documentation, test 
data and user instructions are essential. While international organizations such as ICLARM or FA0 
can provide a useful extension service, the ultimate responsibility must lie with authors. They 
should try to regard adequate packaging of their techniques as essential if  they want them to be 
extensively and safely used. This is particularly important for techniques that may be used by less 
xitical users than those usually found at working group meetings of the major international fishery 
:ommissions. The current problems are to some extent a natural feature of a rapidly expanding 
subject area but consolidation is important as well as innovation. 
Working Group IV, whose report was incorporated into the present contribution, prepared 
Table 1  which shows the author, language, implementation, development level, distribution, support 
available, input and output and underlying model of programs designed to process a number of the 
length-based techniques. This is intended to provide a quick reference to potential users of what is 
available and what chances they would have of a succepful implementation. 
If you encounter problems that cannot be resolved, the usual cause will be improper program 
or data entry. To aid you in getting a program running, the contributing authors have provided 
sample data sets together with output so you can test your implementation of their program. Table 1. Summary of aoftwlve for n number of length-hued ~.te.8mat  methods dtcusred and/or run  at oonferenes. 
- 
(Senior) author1  Devdopment  Additional  Underlying  zmc Method  vmgram  L.nsuaSe  Implementation  level  documentation  Dirtrlbution  Support  hput  Output  model  Frisndhess 
ELEFAN I  Pauly and David 
ELEFAN I 
BASIC  Sweral micm 
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77 
+  Many versions exist. 
*  Run8 
A  Available 
NA  Not avlilahlelNot applicable 
**  Recent final version  P  Poor 
*** Version tested by  several users.  G  Good 
VG  Vely good 
diruwed  hem. see  D. Pauly and J. Caddy (1985). A modification  of ~hpttpcharya's  method for the separation of normal distributions.  FA0 Ftsh. Cire.  781. Rome, 16  p. (with Errata sheet) Program Number 1 
Title 
Authors 
First Author's Address 
ELEFAN I 
D. Pauly and N.  David 
Daniel Pauly 
International Center for Living Aquatic Resources Management 
(ICLARM) 
MC  P.O. Box 1501,  Makati, Metro Manila, Philippines 
References Pauly, D. and N. David. 1981.-ELEFAN  I, a BASIC program for the objective extrac- 
tion growth parameters from length-frequency data. Meeresforsch. 28(4): 205-211. 
Brey, T. and D. Pauly. 1986.-Electronic  length-frequency analysis: a revised and expanded user's 
guide to ELEFAN O,1  and 2. Ber. Inst. f. Meereskd. Univ. Kiel, No. 149,76  p. 
Brey, T. 1986.-Estimation  of annual P/B-ratio and production of marine benthic invertebrates 
from length-frequency data. Ophelia, Suppl. 4: 45-54. 
Pauly, D.-A  review of the ELEFAN system for analysis of length-frequency data on fish and 
aquatic invertebrates. Part I, this vol. 
Description ELEFAN I can be used to estimate values of the parameters of a seasonally oscillating 
version of the von Bertalanffy growth function, given well-structured length-frequency data represen- 
tative of a population of fish or aquatic invertebrates. The data need not have been sampled at 
regular time intervals, nor need to be weighted by CPUE. However the sample(s) investigated must 
contain at least four "peaks" representative of successive cohorts (age groups). Detailed descriptions 
of the program's mode of operation, assumptions and pitfalls are given in the references above, and 
in other papers cited therein, ELEFAN I is used in conjunction with a separate routine for data 
entry called ELEFAN 0 (Pauly, Part I, this vol. and see Table 1). 
Listing Notes 
Language. Various versions of ELEFAN I exist in various dialects of BASIC and FORTRAN. 
The versions supported by ICLARM (see below) are all written in BASIC. 
Implementations. ELEFAN I has been implemented by various authors onto a wide range of 
computers from a tiny Radio Shack TRSSO Model I to a CRAY I1 Supercomputer. The versions 
of ELEFAN I presently supported by ICLARM, which incorporate all improvements suggested 
at the conference of which the present volume is the proceedings, are: 
i)  the "KIEL Package" for IBM PC and compatibles, written in BASICA and compiled using 
Microsoft Quickbasic. The package, (available from ICLARM for US$15 to cover costs)** 
consists of one diskette (with both compiled and uncompiled codes) and the manual of Brey 
and Pauly (1986). A revised, second edition of this manual will be issued in early 1988. 
ii)  the "KIEL Package" for the Apple I1 family of computers and their compatibles (CP/M 
version). This package, which runs in compiled MBASIC costs the same, and consists of the 
same elements as the package in (i). A complementary diskette implementing high resolu- 
tion graphics for this package (Liew 1986)" is available for US$15.** 
iii) the "KIEL Package" for Radio Shack TRS 80  Model I (with 32 K Expansion Interface) or 
Model 111. Same costs and manual as versions in (i) and (ii) except that program is not com- 
piled (and hence rather slow). 
*The references to this and other citations in Program Numbers 1-5  may be found on p. 394. 
**Cheque must be drawn to a US.  bank; UNESCO coupons (obtainable from UN outlets) are acceptable from 
countries where foreign exchange restrictions prevent issuance of US$ cheques. Table 1. Example of  a length-frequency data file entered in  the ELEFAN  0 program  of  the "Compleat ELEFAN" 
package as output through this same program  (data from Corpuz et al.  1985); ML refers to "midlength",  i.e.,  class 
midpoint. 
Filename: MUMOR2 
















iv)  the "Compleat ELEFAN" for IBM XT and compatibles; a fully integrated package imple- 
menting ELEFAN I, all other routines discussed in Pauly (Part I, this vol.) and many more, 
and structured around hi-resolution graphics for screen, printer and plotter output (see Figs. 
1  and 2). Consists of 12  diskettes (US$50) and a manual (date of issue: early 1988). 
c.  Hardware Requirements. The "KIEL Package" (IBM PC, Apple II(CP/M) and TRS-80 versions) 
require two disk drives, video display and a printer (optional). The printer must be capable of 
printing graphics if  the complementary diskette of the Apple I1 version is to be used. 
The Compleat ELEFAN requires two 360 K disk drives or (preferably) one 360 K drive and 
one hard disk, a video display (with either a Hercules card or a color graphics adapter, or their 
compatibles), a graphics-capable printer (optional) and/or a two-pen plotter (HP7470A or IBM 
7371, optional). 
d.  RAM Requirements. For the "KIEL Package", the RAM requirements are as follows: 
Version  RAM 
IBM PC  102  K 
Apple I1 (+,e,c)  40 K 
(with CP/M card) 
TRS 80  Model 11111  38K 
The RAM requirements for the "Compleat ELEFAN" are 512 K for all routines except 
VPA I11 of ELEFAN I11 (see Program Number 3). 
Listing Earlier versions of ELEFAN I (and related programs) were disseminated in the form of 
photocopies of BASIC listings. This has now been abandoned, due to the length of the programs. 
Interested users may generate listings of the "KIEL Package" from the supplied disk(s). The 
Compleat ELEFAN is supplied only in compiled form, and readers are encouraged to report prob- 
lems and/or bugs such that the master listings kept at ICLARM can be improved and/or corrected. 16 
n 









Speci  es  name  r  -us  AV/W~/;S 
Other  labels  r  RAGAY  GULF  1980  GROWTH  PARAMETERS 
F i  1  enamo  t  MUMOR2  (1)  (2)-  - 
Samp 1  e <s)  r  7  LOO  r  20.8  cm  20.8  cm 
K  r  0.8  0.  8 
Class eize  1  1 cm  CtO  0 
Largest HL  r  18.5cm  WP  r  0  0 
SS  r  1  6 
Smallest  ML  r  5.5  cm  SL  9  cm  11.8  cm 
Rn  r  0  .42  0.093 
Fig.  1. Facsimile of a plotter output obtained  with the ELEFAN I program of the "Compleat  ELEFAN" package and representing growth 
curves of  Upeneus moluccensis as  estimated  by ELEFAN  I  and  superimposed  on the "restructured" length-frequency data. Note presence 
of secondary growth curve (dotted line), pertaining to minor cohort. Based on length-frequency data in Table 1. Speci  ee name  r 
Other labels  r 
Fi  lename  r 
Samp  1  e  <s)  t 
Class size  I 
Largest ML  r 
Smallest ML  r 
@meus &e.uc-./k 




18.5  cm 
5.5  cm 
GROWTH PARAMETERS 
Loo r  20.8  cm 
K  I  0.8 
CrO 
WP  r  0 
SS  r  1 
SL  r  9  cm 
Rn  r  0  .42 
Fig. 2. Facsimile  of a plotter output obtained with the ELEFAN I program of the "Compleat ELEFAN" package and presenting a growth curve for 






Dr. Daniel Pauly 
International Center for Living  Aquatic  Resources Management 
(ICLARM) 
MC  P.O.  Box 1501, Makati, Metro Manila, Philippines 
References Pauly, D.  1982.-Studying  singlespecies dynamics in a tropical multispecies context, 
p. 33-70. In  D. Pauly and G.I. Murphy (eds.) Theory and management of tropical fisheries. ICLARM 
Conference Proceedings 9. 
Pauly, D., J. Ingles and R. Neal. 1984.-Application  to shrimp stocks of objective methods for the 
estimation of growth, mortality and recruitment-related parameters from length-frequency data 
(ELEFAN I and 11), p. 220-234. In J.A. Gulland and B.I. Rothschild (eds.) Penaeid shrimpstheir 
biology and management. Fishing News Books, Farnham, England. 312 p. 
Pauly, D.-A  review of the ELEFAN system for analysis of length-frequency data on fish and 
aquatic invertebrates. Part I, this vol. 
Description ELEFAN I1 is a collection of routines for analysis of length-frequency data following, 
or immediately preceding estimation of growth parameters using ELEFAN 11.  The version of 
ELEFAN I1 included in the "KIEL  Package"  (see description of program number 1)  includes: 
estimation of total mortality using length-converted catch curves and mean length in catch 
samples (Fig. 3) 
estimation of length-specific probabilities of capture based on detailed examination of 
ascending, left side of length-converted catch curves 
estimation of L,  and Z/K using a modified version of the method of Wetherall et al. (Part I, 
this vol.). 
derivation of recruitment patterns as well as some miscellaneous other routines, e.g., for 
aggregating samples. 
The version of ELEFAN I1 incorporated into the "Compleat ELEFAN" includes, in addition to the 
routines mentioned above (see Figs. 3,4,5  and 6)  yield-per-recruit analysis for use with any pattern 
of selection (i.e., knife-edged, logistic, etc., see Fig. 7). 
Listing Notes  1 
a.  Language 
b.  Implementation 
c.  Hardware Requirements 
d.  RAM Requirements 
Listing 
same as for 
'  ELEFANI 
(see Program Number 1) 
Test Data  J LENGTH - CONVERTED  CATCH  CWE 
F  i  1  en-  r  MUMOR2 
Loo a  20.8  cm 
K r  0.8 
to  r  0 
Cutoff length (L') 
8  12  cm 
Mean length (from L') 
1  13.6  cm 
Z from mean length 
r  3.612 
Mean temperature (C) 
r  26.5 
Natural mortal  i  ty  (M) 
r  1.666 
Fishing mortal  ity  (F) 
3.067 
Total mortality  (2) 
r  4.733 
Exploitation rate (E) 
t  0.648 
I  I 
0  1  2 
Re  11  at ve age (yr-to) 
Fig. 3. Facsimile of a plotter output obtained with the ELEFAN  I1 program of the "Compleat  ELEFAN" package and pertaining to a length-con- 
verted  catch curve based  on the data in Table 1. Note that the natural mortality value used here was obtained through the empirical equation of 
Pauly (1980),  which was incorporated into the "Compleat  ELEFAN" package. PROBABILITIES OF CAPTURE 
f  i  1  ename : MUMOR2 
Loo : 20.8  cm 
K : 0.8 
to  a  0 
Smallest midlength 
: 5.5  cm 
Largest midlength 
: 18.5  cm 
Claee interval 
: 1  cm 















Length  (cm) 
Fig. 4. Facsimile  of a plotter output obtained  with  the ELEFAN  I1 program of the "Compleat  ELEFAN" package and pertaining to a resultant 
curve (the  product of a selection and a recruitment curve), as derived from the left side of the length-converted catch curve in Fig. 3. RECRUITMENT  PATTERN 
Fi  lename a  MUMOR2 
Loo a  20.8  cm 
K  a  0.8 
Ca 0 
WP  a  0 
to a  0 
Smal  lest midlengtha 5.5  cm 
Largest midlength a  18.5  cm 
Class interval  a  1 cm 
No.  of classes  a  14 
I 
Caution r 
Recruitment patterns as 
generated by  ELEFAN  11% 
1)  suggest that recruitment 
pulses have a wider '  spread' 
in time than they really do. 
I 
2)  allow for differentiating 
1 or 2  recruitment pulses per 
year and not more.  I 
Fig. 5. Facsimile  of a plotter output obtained with the ELEFAN I1 program of the "Compleat  ELEFAN" package and pertaining to a recruitment 
pattern (as defined in Pauly, Part I, this vol.). Based on data in Table 1. Note caveats concerning interpretations of this output. MODIFIED  WETHERALL  PLOT 
Fi  1  ename : MUMOR2 
Smallest midlength 
: 5.5  cm 
Largest midlength 
1  18.5  cm 
Class interval 
1  1  cm 
No.  of classes 
: 14 cm 
Estimate of Loo 
: 19.45  cm 
Estimate of Z/K 
1  3.808 
Cutoff 1  ength (L' a cm) 
Fig. 6. Facsimile of a plotter output obtained with the ELEFAN I1 program of the "Compleat ELEFAN" package and presenting a modified Wether 
all Plot (see Wetherall  1986, Pauly 1986 and Wetherall et al., Part I, this vol.) based on data in Table 1. Note that deviations from linearity by right- 
most points of this plot have little effect on results, due to ponderation scheme (which follows Wetherall et al., Part I, this vol.). Initial estimate of 
L,  obtained using  this routine can be "fixed"  in ELEFAN  I, thus reducing the number of  "free"  parameters to be estimated by that program. YIELD  AND  BIOMASS  PER  RECRUIT 
SELECTION a 
Knife-edge  [XI 
 el. curve  Cl 
WARNING  r  YYR  and BYR  are 
overestimated- especially 
at high values of exploi- 
tation rate (€1-  when the 
'knife-edga'assumption  is 
unrealistic  (which  will 
most  often be the case).  0  0.2  0. 4  0.6  0. 8  1 
Exploitation rate (E=F  /Z) 
Fig. 7. Facsimile of  a plotter output obtained with the ELEFAN I1 program of the "Compleat  ELEFAN"  package. This routine for (relative) yield- 
(and biomass)-per-recruit computations can take account of logistic (or other) selection patterns (as shown in Fig. 4)  using a model presented in Pauly 





J.G. Pope, F.C. Gayanilo, Jr., D. Pauly 
J.G. Pope 
Fisheries Laboratory, Ministry of Agriculture,  Fisheries and Food 
Lowestoft, Suffolk NR33 OHT 
England 
F.C. Gayanilo, Jr. and D. Paulya 
International Center for Living Aquatic Resources Management 
(ICLARM) 
MC  P.O. Box 1501, Makati, Metro Manila 
Philippines 
References Pope, J.G.,  D. Pauly and N.  David. 1981.-ELEFAN  111, a BASIC program for the 
detailed analysis of catch at length-data using Virtual Population Analysis. ICLARM (MS). 
Pauly, D., M.L. Palomares and F.C. Gayanilo, Jr. 1987.-VPA  estimates of the monthly popula- 
tion, length composition, recruitment, mortality, biomass and related statistics of Peruvian ancho- 
veta, 1953  to 1981,  p. 142-166.  In D. Pauly and I. Tsukayama (eds.) The Peruvian anchoveta and 
its upwelling ecosystem: three decades of change. ICLARM Studies and Reviews 15,  Manila, 351 p. 
Pauly, D.-A  review of the ELEFAN system for analysis of length-frequency data on fish and 
aquatic invertebrates. Part I, this vol. 
Description ELEFAN I11 as presently available only as a part of the "Compleat ELEFAN" package 
and can be used to run three different forms of Virtual Population Analysis (VPA), i.e. 
VPA I: the original version of (age-structured) VPA, as formulated by J.A. Gulland in 1965 
(Fig. 8) 
VPA 11: the VPA equivalent of R. Jones' length cohort analysis (Fig. 9) 
VPA 111:  an age-structured VPA run on "catch-at-age" data obtained by "slicing"  from a 
catch-at-length matrix a set of "pseudocohorts",  using growth parameter estimates obtained 
with ELEFAN I (Figs. 10,ll) 
The references given above give further details, notably on  data requirements, assumptions and 
potential pitfalls. 
Listing Notes  1 
a.  Language 
b.  Implementation 
c.  Hardware Requirements 
d.  RAM Requirements 
Listing 
Test Data 
same as "Compleat ELEFAN" 
version of ELEFAN I 
same as "Compleat ELEFAN" 
version of ELEFAN I 
(see Program Number 1) 
whom all correspondence concerning this program should be addressed. File ID  - Sardine (Mor.  I 
Natural mortality  - 0.8 
Term. f.  mortal  i ty  - 0.8 
Time interval  - 0.25 
No.  of ago grps.  - 17 
LEGENDS:  -  catch 
1-1  Nat. losses 
eurvi  vors 
fishing 
mortal  i  ty 
VIRTUAL  POPULATION  ANALYSIS I 
6  11 
AGE  GROUPS 
Fig. 8. Facsimile of a plotter output generated  by the ELEFAN 111  program of the "Compleat ELEPAN" package, and representing a standard age- 
structured VPA (here VPA  I). The data used (from Anon. 1978a, Table 1, p. 33) pertain to Moroccan sardine Sardina pilchardus. Note that rates and 
the time interval refer to one year. VIRTUAL POPULATION ANALYSIS I1 
F  i  1  ename  - MERSEN78 
Natural mortality  - 0.28 
Term. 9. mortal  i  ty  - 0.28 
L-infinity  (Loo)  - 130 cm 
K growth constant  - 0.  1 
Mean E  - 0.620 
Mean F 
=  0.457 
LEGENDS:  -  catch 
1-j  Nat. losses 
survivors 
fishing 
mortal  ity 
36 
LENGTH  (cm) 
Fig. 9. Facsimile of a plotter output generated by the ELEFAN I11 program of the "Compleat ELEFAN" package, and representing a form of VPA 
analogous  to R. Jones'  length-cohort analysis. The data used (from Anon. 1978b, Table 6, p. 78) pertain to a West  African hake Merluccius mer- 
luccius  stock. Note that rates are annual. VHRTUAL  POPULATION  ANALYSIS  I11 
FILENAME : VPA3TEST 
COHORT #  :  1 
Loo :  20.  5 cm 
K  :  0. 86 
C  : 0.36 
WP  : 0.62 
M  :2 
Ft  :  2 
POPULATION 8 F  BIOMASS 
(in tonnes.  10-6) 
Month 
1  60 
Month 
Fig.  10. Facsimile  of a plotter output generated  by the ELEFAN I11 program of the "Compleat  ELEFAN" package, and representing a "pseudo- 
cohort"  of Peruvian  anchoveta (Engraulis ringens)  sliced by ways of  a set of  growth parameters from a matrix of catch-at-length data. Left upper 
box summarizes input parameters, central and right upper boxes present monthly population, F and biomass estimate for this pseudocohort. Com- 
plete analysis involves successive analyses of all adjacent pseudocohorts (see references for details on method). VIRTUAL  POPULATION ANALYSIS  III 
FILENAME :  VPA3TEST 
MONTH  : 5 
YEAR  :  1969 
Loo :  20.5  cm 
K  :  0.86 
C  :  0.36 
WP  :  0.  62 
Lr  :  3.75  cm 
POPULATlON  8  F 
,  F  N(10-6) 
Lenqth 
Cum.  biomass:  1.  517551E+07  (t) 
Total catch :  73044.  13 
Total pop.  :  4498185 
Mean  F  : 0.17 
W  =  aLAb 
a  =  0.00797 
b=3 
Lmin 
:  5.  75  cm 
:  18.75  cm 
:  3.75  cm 
:  18. 79  cm 
BIOMASS 
(in tonnes. 10a6> 
Fig. 11. Facsimile of a plotter output generated by the ELEFAN I11 program of the "Compleat  ELEFAN" package, and representing a reconstruc- 
tion of the population structure of the Peruvian anchoveta (Engraulis ringens) during May 1969, as obtained by combining the population estimates 





J.L. Munro, F.C. Gayanilo, Jr., M. Soriano and D. Pauly 
J.L. Munro 
ICLARM South Pacific Office 
P.O. Box 438 
Honiara, Solomon Islands 
F.C. Gayanilo, Jr., M. Soriano and D. Paulya 
International Center for Living Aquatic Resources Management 
(ICLARM) 
MC  P.O. Box 1501, Makati, Metro Manila, Philippines 
References Munro, J.L.  1984.-Estimation  of natural mortality rates from selectivity and catch 
length-frequency data. Fishbyte 2(1) :  11-14. 
Pauly, D.-A  review of the ELEFAN system for analysis of length-frequency data on fish and 
aquatic invertebrates. Part I, this vol. 
Description This program uses length-frequency data representing a steady-state population (as can 
be obtained, e.g.,  by pooling a long series of monthly samples) and selection curves obtained from 
selection experiments to estimate the total natural and fishing mortality rates of stocks of fish and 
invertebrates. (See Pauly, Part I, this vol.). The program is available only as a part of the "Compleat 
ELEFAN" package. 
Listing Note  1 
same as "Compleat ELEFAN" 
version of ELEFAN I 
(Program Number 1) 
a.  Language 
b.  Implementation 
c.  Hardware Requirements 
d.  RAM Requirements 
Listing  J 
> 
Test Data Presently, only an artificial data set is available to test and demonstrate the program. The 
manual of the "Compleat ELEFAN" will contain, however, at least one set of actual data (courtesy 
J. Moreau, Toulouse) to illustrate both the versatility and the potential pitfalls of the program. 





G.R. Morgan, M. Soriano and D. Pauly 
G.R. Morgana 
Kuwait Institute for Scientific Research 
P.O. Box 24885 Safat, Kuwait 
M. Soriano and D. Pauly 
International Center for Living Aquatic  Resources Management 
(ICLARM) 
MC  P.O. Box 1501, Makati, Metro Manila, Philippines 
References Morgan, G.R.-Incorporating  age data into length-based stock assessment methods. 
Part I, this vol. 
Brey, T. and D. Pauly. 1986.-Electronic  length-frequency analysis: a revised and expanded user's 
guide to ELEFAN O,1 and 2. Ber. Inst. f. Meereskd. Univ. Kiel No. 149,76  p. 
Description As originally developed and implemented by G.R. Morgan, this program allows for the 
joint analysis of length-frequency data and length-at-age data. The original implementation is avail- 
able in the form of HP 9845B and IBM PC programs from G.R. Morgan. 
A slightly modified version of G.R. Morgan's program has been incorporated in the "KIEL 
Package" (see Programs Number 1  and 2).  The package thus allows entry and analysis (jointly with 
L/F data) of length-at-age data and/or tagging-recapture data. 
The ELEFAN V program as such is a part of the "Compleat ELEFAN" package, structured 
around the estimation of growth parameters through joint analysis of length-frequency and growth 
increment data. Growth increment data may come from three sources: 
i)  tagging-recapture experiments, 
ii)  transformed length-at-age data, 
iii) successive mean lengths of age groups identified through separation of length-frequency 
samples into normally distributing components. 
A routine for entry and manipulation of data in (i) and (ii) is incorporated in the ELEFAN 0 
routine of the "Compleat ELEFAN", which also contains a routine ("Modal Progression Analysis" 
or MPA) for decomposition of multimodal length-frequency samples into their normally distributed 
components (Fig. 12). 
a~resent  address: c/o  W.A. Marine Research Laboratories, P.O.  Box 20, North Beach 6020, W.A.  Australia. BHATTACHARYA'S  METHOD  OF  SEPARATING  NORMAL  DISTRIBUTIONS 
Filename 
=  TEST 
Sample no. 
=  1 
Biggest midlength 
=  51.5 cm 
Smallest midlength 
=  12.5  cm 
Class interval 
=  1  cm 
No.  of classes 
=  40  51.  5 
Length (cm) 
Group  Population 
No.  (N) 
Mean  Standard 
(XI  dev.  (s.  d. I 
Separation 
index  (S.  I. ) 
Chi-square =  6. 438 .  d. f.  =  23 .  at 95% confidence limit.  fit is significant 
Fig.  12. Facsimile of a plotter output generated by the MPA program  of the "Compleat  ELEFAN" package, and showing the decomposition, using 
the method of Bhattacharya (1967), of an artificial length-frequency sample into its component normal distributions. Note summary of information 
on decomposition, allowing quality control (separation index should be >  2 and X2  lower than critical value). The ELEFAN V program also allows estimation of growth parameters from growth increment 
data only (i.e., without simultaneously using L/F  data). The appropriate routinesseveral of them 
new developments--allow  explicit consideration of seasonal growth, and estimation of standard 
errors for all parameter estimates. 
Listing Notes 
a.  Language 
b.  Implementation 
c.  Hardware Requirements 
d.  RAM Requirements 
Listing 
Test Data 
Consult G.R. Morgan for 
documentation of original 
(HP9845B)  version, and 
see ELEFAN 1  (Program 
Number 1)  for details on 
the package of which 
ELEFAN V is a part 
Literature Cited (Program Numbers 1-5) 
Anon. 1978a. Report of the ad hoc Working Group on Sardine (Sardina pilchardus Wald.).  CECAFIECAF Ser.1 
78/7,35 p. FAO, Rome. 
Anon. 1978b. Report of the ad hoc Working Group on Hake (Merluccius merluccius, M. senegalensis, M. cadenati) in 
the Northern Zone of CECAF. CECAFIECAF Ser./78/19.93 p. FAO, Rome. 
Bhattacharya, C.G.  1967. A simple method of resolution of a distribution into Gaussian components. Biometrics 
23: 115-135. 
Corpuz, A., J. Saeger and V. Sambilay, Jr. 1985. Population parameters of commercially important fishes in Philip- 
pine waters. University of the Philippines in the Visayas, College of Fisheries. Tech. Rep. Dept. Mar. Fish 6. 
99 p. 
Liew, H.C.  1986. ELEFAN with hi-res graphics for Apple I1 (CP/M). Fishbyte 4(3): 10-12. 
Pauly, D. 1986. On improving operation and use of the ELEFAN programs. Part 11:  improving the estimation of 
L,.  Fishbyte 4(1): 18-20. 
Pauly, D.  1980. On the interrelationships between natural mortality, growth parameters and mean environmental 
temperature in 175  fish stocks. J. Cons., Cons. Int. Explor. Mer 39(3): 175-192. 
Pauly, D. and M.  Soriano. 1986. Some practical extensions to  Beverton and Holt's relative yield-per-recruit model, 
p. 491-496. In J.L. Maclean, L.B.  Dizon and L.V. Hosillos (eds.) The First Asian Fisheries Forum. Asian Fish- 
eries Society, Manila. 
Wetherall, J.A.  1986. A new method for estimating growth and mortality parameters from length-frequency data. 




ZKAN and ZKA E2 
T.A. Ebert. Modification by U. Damm. 
Dr. T.A. Ebert 
Department of Biology 
San Diego State University 
San Diego, California 98182 
USA 
and 
Dr. U. Damm 
Institut fiir Kiisten-und 
Binnenfischerei 
Laboratorium Cuxhaven 
Bei der Alten Liebe 1 
D-2190 Cuxhaven 
Federal Republic of Germany 
References Ebert, T.A.-Estimating  growth and survival parameters by nonlinear regression using 
average size in catches. Part I, this vol. 
Damm, U.-Some  modifications of Ebert's method to calculate growth and mortality param- 
eters from average lengths in a population. Part I, this vol. 
Description Ebert's program uses the change in average size during a year to estimate, using a non- 
linear approach, growth parameters and the total mortality rate of a population when recruitment 
is periodic. Mortality rate is assumed constant over the period considered while the growth param- 
eters estimated are those of the generalized Richards function with the von Bertalanffy parameters 
being a special case. The data must be a sequence of sizes that show a positive slope; average size 
must increase with time. The month with the smallest average size usually should be selected as the 
time of recruitment, t = 0 and the estimated mean of the first mode of the size distribution of this 
same distribution  should be selected as the size at recruitment, LR.  Other times of recruitment are 
assigned as fraction of a year relative to t = 0, 
Damm's modification utilizes a linear regression of average size against time to estimate the 
parameters of the von Bertalanffy growth equation in addition to allowing for the possibility of 
two recruitment episodes per year. 
Listing Notes 
a.  Language  Applesoft BASIC (DOS 3.3) 
b.  Implementation  Apple 11+ 
c.  Hardware Requirements  Single disk drive, video display, printer (optional). If a printer is used 
the card is assumed to be in slot number 1,  the disk controller card is 
assumed to be in slot number 6. 
d.  RAM Requirements  Ebert about 38 K, Damm about 26 K. Listing ZKAN 
The following listing is for the version of the program revised March 1985 for running on an 
Apple 11+ machine. 
Program can be compiled with a TASC compiler (Microsoft). The program provides error codes 
and the line where the error occurred. The codes refer to p. 136  in the 1981  APPLESOFT I1 BASIC 
Programming Reference Manual, APPLE product #A2L0006 (030-0013-E), or Table C-1 (p. 331) in 
APPLE I1 User's Guide by L. Poole, M.  McNiff and S. Cook (1981) published by Osborne/McGraw- 
Hill, Berkeley, California, USA. Common error codes are 53  (illegal quantity), 69 (overflow), 133 
(division by zero). 
Fig. 13. Program Listing ZKAN. 
10  REM  LlNE 30 IS  AN ACT\  VE REM USED BY  THE TASC COMPILER. 
20  REM  LlNE 30  IS NOT  NEEDED FOR  AN  INTERPRETED BASIC. 
30 REM I INTEGER  I,N,R,Cl,J,KK,L,ICJID,IE,IGJM 
40  D$ =  CHR$  (4) 
50  DIM T(SO),S(50),F(50,6),A(6,4),M(6,6),B(6,6),E(6),C(50) 
60 ONERR  GOT0  1800 
70 HOME  : VTAB  t 0: HTAB 3: PRlNT "PROGRAM TO  ESTIMATE 2, K, 
ASYMPTOTIC" 
80  HTAB 3: PRlNT "SIZE, AND  THE  SHAPE PARAMETER OF  THE" 
90  HTAB 3: PRlNT "RICHARDS FUNCTION BY  NONLINEAR" 
100 HTAB 3:  PRINT "REGRESSION." 
110 PRINT 
120 HTAB 5: PRINT "T. A.  EBERT,  JANUARY  1984 
1 30 PRINT : PRINT : INPUT "<RETURN>  TO  CONTINUE ....";  F$ 
140  HOME  : VTAB 10 
150 MG  =  - LOG (.00001) 
160  PRINT "DO  YOU  WANT TO  ENTER DATA FROM DISK (Dl" 
1 70 l  NPUT "OR  KEYBOARD (K)? (D/K)  ";Y$ 
1 80  IF Y$  = "D" GOT0 270 
190  HOME : VTAB 3:  INPUT "NUMBER OF  DATA PAIRS = ";N 
200  FOR I =  1 TO  N:  PRINT : INPUT "AVERAGE SIZE a ";S(I) 
210  INPUT "AT T = ";T(I):  PRINT: NEXT  I 
220 ME  : VTAB 10: INPUT "DO YOU  WANT DATA STORED ON  DISK? WN) "; 
Y$ 
230 IF Y$  = "N" GOT0 340 
240 PRINT: INPUT "FILENAME FOR  DATA = ";F$:  INPUT "ON DRl VE  NUMBER  a "; 
D 
250  PRtNT D$;"OPENn;F$;",D1';D:  PRlNT D$;"WRITEW;F$: PRlNT N:  FOR  I =  1 TO 
N:  PRINT S(i 1:  PRlNT T(1 1:  NEXT I: PRINT D$;"CLOSE";F$ 
260  GOT0 340 
Continued Fig. 13. Continued 
HOME : VTAB  1 0 
l  NPUT "NAME OF  F I  LE W l  TH DATA? ";F$ 
l  NPUT "ON DRl VE  #? ";D 
PRINT D$;"OPEN";F$;",D"  ;D 
PRt NT D$;"READN;F$ 
INPUT N: FOR  I =  1  TO  N: I  NPUT S( I  1:  l  NPUT T( I  ): NEXT  I 
PRINT D$;"CLOSE";F$ 
HOME  : VTAB 10 
PRl  NT "DO YOU  WANT TO  CONTINUE":  1 NPUT "WITH THl S SAME DATA SET 
(Y/N)?  ";F$ 
IF F$ = "Y"  GOT0 400 
HOME  : VTAB  1 0: PRl  NT "DO  YOU  WANT TO  CONTINUE": l  NPUT "WITH A 
NEW FILE (Y/N)? ";F$ 
IF F$ = "Nu GOT0  1 850 
GOT0 140 
IC = 0:ID = 0:IE = 0:IG = 0: HOME  : VTAB 10 
R = 0:  INPUT "DO YOU  WANT TO  ESTIMATE Z (Y/N)?  ";Y$ 
IF Y$  = "Y"  THEN  IC = R +  1:R = R +  1 
HOME  : VTAB 10 
INPUT "DO YOU  WISH TO  ESTIMATE K (YN?  ";Y$ 
IFY$ ="YWTHENID=R+  l:R=R+  1 
HOME  : VTAB  1 0 
INPUT "DO YOU  WANT TO  ESTIMATE ASYMPTOTIC SlZE (Y/N)? ";Y$ 
IFY$ ="YUTHEN  IE =R+  1:R=R +  1 
HOME : VTAB 10 
INPUT "DO YOU  WANT TO  ESTIMATE N,  THE SHAPE PARAMETER? (Y/N) "; 
Y$ 
IF Y$  = "Y"  THEN IG = R +  l:R = R +  1 
HOME : VTAB 5 
HTAB 5: PRINT "INITIAL VALUES OF  PARAMETERS" 
HTAB 10: INPUT "Z = ";Z:  HTAB 10: INPUT "K = ";K 
HTAB 10: INPUT "MAXIMUM SlZE = ";A 
HTAB 10: INPUT "SIZE AT RECRUITMENT = ";SR 
HTAB 10: INPUT "SHAPE PARAMETER, N = ";NR 
REM  F( I  ,C  I  ) IS  S(I ) - F, THE  VALUE OF  THE FUNCTION 
REM  F(I,IC)  ISTHEPARTIAL WITHRESPECTTOZ 
REM  F(I ,ID)  IS  THE  PARTIAL WlTH RESPECT TO  K 
REM  F(I  ,IE)  IS  THE  PARTIAL WITH RESPECT TO  A,  ASYMPTOTIC SlZE 
REM  F( I, I  GI IS  THE  PARTIAL WlTH RESPECT TO  N,  THE  SHAPE 
PARAMETER 
Continued Fig. 13. Continued 
630  HOME  : VTAB 10 
640  PRINT "DO YOU WANT RESULTS SENT TO  A:  INPUT "PRINTER? (Y/N)  "; 
P$ 
650 IF P$ <  >  "Y" THEN  GOT0 680 
660 HOME : VTAB  10: INPUT "TURN ON  PRINTER, THEN <RETURNjU;Y$ 
670  PRl  NT D$;"PR#  1 " 
680 C1 =R+  1 
690  ZS  =  1000:KS =  1000:AS =  1000:NS = 1000 
700 HTAB 5: PRINT "ESTIMATES OF  PARAMETERS" 
710 HOME  : PRINT  SPC(  3);"Z"; SPC(  8);"K";  SPC(  8);"AM,  SPC(  8);"N" 
720  PRINT 
730 P1 =  EXP(Z) - 1:P3= 1 -  EXP( - Z) 
740 D=  -1/NR 
750 A9 =  LOG  (A / SR):A8 = (A / SR)  A  ( - D) 
760 FOR  I =  1  TON: FOR J = 0 TO  Cl,F(I,J)  = 0: NEXT J: NEXT  I 
770 B=(AaD-SR^D>/A*D 
780 KK =  INT (MG / Z + S) 
790 FOR J =  1  TO  N 
800  FOR  I = 0 TO  KK 
810  A1 =  EXP(-Z*I) 
820  A6 =  EXP ( - K * (I  + T(J))) 
830  B1 =  1 -B*A6 
840  A2=B1  ^(-NR) 
850  F(J,C 1 ) = F(J,R  +  1) + A1 *  A2 
860 A3=I*Al 
870 F(J,IC> = F(J,IC)  + A3 *  A2 
880  A4=B1  "(-(NR+ 1)) 
890  A5 = (I  + T(J)) * A6 
900  F(J,ID)  = F(J,ID)  + Al *  A4* A5 
910  F(J,IE)  = F(J,IE)  + A1 *  A6 * A4 
920  A7= - LOG(B1) 
930 F(J,IG)  = F(J,IG)  + A1 *  A2 *  (A7 + A6 * A8 *  A9 / (NR *  B1  1) 
940  NEXT I 
950  F(J,IC)  = A *  (F(J,R  +  1) - PI *  F(J,IC)) /  EXP (2) 
960  F(J,C 1 1  = P3 *  F(J,C  1 
970 F(J,ID)  =  - A* NR *  B * P3 *  F(J,ID) 
980  F(J,IE)  =  - A *  P3 / SR *  (A / SR) ^  (1 / NR  - 1) *  F(J,IE)  + F(J,Cl 
990  F(J,IG)  = A *  P3 *  F(J,IG) 
1000  F(J,C  1) = S(J) - A *  F(J,C 1) 
1010  NEXTJ 
Continued Fig. 13.  Continued 
1020  REM  MULTIPLY THE MATRIX F BY  ITS TRANSPOSE. 
1030  FOR I  =  1 TO  R:  FOR J =  1 TO  Cl:A(I,J)  = 0: NEXT J: NEXT  I 
1040  FOR1 =  1 TOR:FORJ= 1 TOCl:FORL= 1 TON 
1050  A(I,J)  = A(I,J)  + F(L,I) *  F(L,J):  NEXT L: NEXT J: NEXT I 
1060 GOSUB  1160 
1070  FOR  I = 0 TO R:E( I)  = 0.: NEXT I 
1080  FOR  I =  1 TOR 
1090 FORG= 1 TOR 
1100  E(t)=E(l)+B(I,G)*A(G,Cl):NEXTG:NEXT  I 
11  10  ZrZ+  E(IC):K=K+ E(lD):AZA+  E(IE):NR=NR+ E(IG) 
1120 PRINT  INT (2 * 10000 + .5)  / 10000; SPC(  3); INT (K * 10000 + .5)  / 
1 0000; SPC( 3); I  NT (A * 1 0000 + .5) /  1 0000; SPC( 3); I  NT (NR * 
10000  + .5) /  10000 
1 130  IF  ABS (ZS - Z)  < ,00001 AND  ABS (KS - K) < .00001 AND  ABS (AS - 
A) < ,0000  t  AND  ABS (NS - NR)  < ,0000  1 THEN  GOTO  1340 
1140  ZS=Z:KS=K:AS=A:NS=NR 
1150 GOTO  730 
1 160 FOR  1  =  1  TO R: FOR J =  1  TO  @:EN1  ,J) = 0: NEXT J: NEXT  1 
tl7O  FORJ= 1 TOR 
1180  B(J,J> =  1: NEXT J 
1190  FORJ-  1  T0R:FORI =JTOR 
1200  IF A(I,J)  <  > 0 THEN  1230 
1210  NEXT l 
1 220  PRl  NT  D$;"PR*OU: PRl  NT "SINGULAR MATRIX": GOT0  1 770 
1230  FORM= 1 TOR 
1240  S = A(J,M);A(J,M)  = A(I ,M):A(I,M)  = S:S = B(J,M):B(J,M)  = B(I ,M):B(I ,M) = 
S: NEXT M 
1250  T =  1 / A(J,J) 
1260 FOR M =  f  TO R:A(J,M)  = T * A(J,M):B(J,M)  = T *  B(J,M):  NEXT M 
1270 FORC= 1 TOR 
1280  IF L = JTHEN 1310 
1290  T =  - A(L,J) 
1300  FOR M =  1 TO  R:A(L,M)  = A(L,M)  + T *  A(J,M):B(L,M)  = B(L,M)  + T * 
B(J,M):  NEXT M 
1310 NEXTL 
1320  NEXT J 
1330 RETURN 
1340  PRINT: PRINT "- - - - - - - - - - - - - - - - - - -  ". PRINT : PRINT 
SPC( 1 0);"FINAL  VALUES" 
1350 IF 1C  > 0 THEN  PRINT "Z = ";Z 
Continued Fig. 13. Continued 
1360  IF ID <  > 0 THEN  PRINT "K = ";K 
1370  IF IE <  > 0 THEN  PRlNT "A = ";A 
1380  IF IG <  > 0 THEN  PRlNT "N = ";NR 
1390  PRINT : PRINT 
1400  IFN-R<  1 GOT0  1530 
1410  SS=O 
1420  FOR  I =  1 TON:SS = SS  + F(IJC1)*F(IJC1): NEXT  I 
1430  PRINT "RESIDUAL SS = ";SS 
1440  MSsSS/(N-R) 
1450  PRINT : PRINT "MEAN SQUARE ERROR  = ";MS 
1460 FOR  I =  1  TO  R:M(I,I)  =  SQR (B(l,l)  *MS):  NEXT  I 
1470 PRINT : PRINT "STANDARD DEVl  ATIONS OF  PARAMETERS": PRlNT 
"WITH ";N - R;"  DF" 
1480  PRINT : PRINT 
1490  IF IC <  > 0 THEN  PRINT "SD FOR  Z = ";M(IC,IC) 
1500  IF ID <  > 0 THEN  PRINT "SD FOR  K = ";M(ID,ID) 
1510  IF IE <  > 0 THEN  PRINT "SD FOR  A = ";M(IE,IE) 
1520  IF IG <  > 0 THEN  PRlNT "SD FOR  N = ";M(IG,IG) 
1530  IF P$ = "Y"  THEN  PRINT: PRINT: GOT0  1560 
1540  PRINT : INPUT "<RETURN>  TO  CONTINUE ...";  F$ 
1550  HOME : VTAB 5 
1560 PRINT"  VALUES FOR  PLOTTING": PRINT 
1570 PRINT "  TIME","  SIZE0 
1580  PRlNT 
1590  FORJrOTO  11 
1600 F =0 
1610 FOR  I = 0 TO  KK 
1620  A1 =  EXP ( - Z * I) 
1630 A6= EXP(-K*(I  +J/  12)) 
1640  B1 =  1 - B*  A6 
1650  A2-61 ^(  -NR) 
1660 F = F + A1 * A2: NEXT I 
1670 F=F*P3*A 
1680 PRlNT  INT (J/ 12* 100 + .5) / 100,  INT (F * 1000 + S) /  1000 
1690  NEXT J 
1 700 IF P$ = "Yn THEN  PRINT : PRINT : GOT0  1 730 
1 7  1 0  PRINT : INPUT "<RETURN>  TO  CONT I  NUE ...";  F$ 
1720 HOME  : VTAB 5 
1730 PRINT "  RESIDUALS": PRlNT 
1 740 PRl  NT "OBS" ,"CALCm  ,"RESI D." 
Continued Fig. 13. Continued 
1750  PRINT : FOR J =  1  TO  N:R 1  =  INT (S(J) * 1000 + .5) / 1000:R2 = S(J) - 
F(J,C 1 ):R2 =  INT (R2 * 1000 + .5) / 1000:R3 =  INT WJ,C 1) * 10000 
+ $52  /  10000 
1760  PRINT R1 ,R2,R3:  NEXT J 
1 770  PRINT D$;"PR*Q" 
1780  PRINT : PRINT 
1790  GOTO  350 
1800  PRINT "SYSTEM WILL NOT CONVERGE.": PRINT : PRINT "TRY OTHER 
INITIAL ESTIMATES" 
1 8 1 0  PRl  NT "OR  FIX ONE  OR  MORE  PARAMETERS" 
1820  POKE 2 16,O:ER  =  PEEK (222): PRINT "ERROR  NUMBER  IS ";ER:PK  = 
PEEK (2  19)"  256  +  PEEK (2  18): PRINT "IN LINE NUMBER ";PK 
1830  PRINT : PRINT : PRINT : INPUT "<RETURN>  TO  CONTINUE ...";  Y$ 
1840 GOT0340 
1850 END 
Test Data ZKAN 
Test data are provided in Ebert (Part I, this vol.) and a test run is provided here using data for 
female shrimp (Penaeus semisulcatus) in Kuwait (Mathews et al., Part I, this vol.). The data are 
presented in the accompanying table. The 1981  data werefirst run and they converged on solutions 
for three parameters, Z, K and L,;  n was fixed at -1  (i.e., von Bertalanffy curve). The estimate of 
L,  was 55.0 mm, K = 1.31  yearv1  and Z = 3.72 year-l.  The 1979  data would not converge on 
simultaneous estimates of three parameters but by fixing L,  = 55 mm, Z and K could be estimated 
as shown in the sample output: Z = 2.473  and K = 0.725 
Because estimates are found numerically, initial guesses are required and these initial values can 
be very important in achieving convergence. With the 1979  data, initial estimates of Z = 2 and K = 1 
lead to a solution as will Z = K = 0.1. However, Z = K = 2 will not lead to convergence. 
If parameter estimates show divergence over several iterations and Z or K become negative 
then try new initial estimates using the average of your initial guesses and the results of the first 
iteration. Frequently these new guesses will prevent overshooting the solutions with increasing 
amplitude. 
If there is a clear directional trend in the  changes in parameters and convergence is not achieved, 
then a unique solution probably is not possible and it will be necessary to fix one or more of the 
parameters. The first parameter to fix probably should be n, the shape parameter. Fix it at -1  so 
the growth model is von Bertalanffy. The second parameter to fix probably should be L,,  which 
can be done using the largest observed size or some independent estimate, as obtained e.g., using the 
method of Wetherall et al. (Part I, this vol.). The  sample  output  provides printer output  for data and solutions  for the 1979  Penaeus  semi- 
sulcatus data shown  in the table below. 
Data  for female Penaeus  semisuicatus in  the Kuwait fishery (Mathews et al., Part I, this vol.),  = mean length, 
n  = number in  sample, t  = time since recruitment, which is the time since the minimum mean size for the year, 
recruitment length, LR, is  22 mm for the 1979 data and 26 mm  for the 1981 data, L,  = 55 mrn was estimated 














Sample  Output 
Program to estimate Z,  K,  asymptotic 
size, and the shape parameter of the 
Richards function by nonlinear 
regression. 
T.  A.  Ebert, January 1984 
Return to continue.... 
Do you want to enter data from disk (D) 
or keyboard (K)?  (D/K) K 
Number of data pairs =  8 
Average size =  23.639 
atT=O 
Average size =  25.266 
at T =  .08333 
Average size =  27.983 
at T =  .I6667 
Average size =  28.590 
at T =  .25000 
Average size =  29.467 
at T =  .33333 
Average size =  30.513 
at T =  .41667 Average size =  32.327 
at T =  .50000 
Average size = 36.275 
at T  =  .58333 
Do you want data stored on disk? (Y/N)  Y 
Filename for data = P.semisulcatus F79 
on drive number =  1 
Do you want to continue 
with this same data set (Y/N)?  Y 
Do you want to estimate Z  (Y/N)?  Y 
Do you wish to estimate K  (Y/N)?  Y 
Do you want to estimate asympltotic size (Y/N)?  N 
Do you want to estimate N, the shape parameter? (Y/N)  N 
Initial values of parameters 
z=2 
K=l 
Maximum size =  55 
Size at recruitment =  22 
Shape parameter, N = -1 
Do you want results sent to a 
printer? (Y/N)  Y 
Turn on printer, then return 
estimates of parameters 
Z  K  A  N 
Final Values 
Z  = 2.4727882 
K  =  .724702148 
Residual SS =  7.14000006 
Mean square error =  1.19000001 
Standard deviations of parameters 
with 6  DF 
SD for Z  =  .543618308 
SD for K  =  .0795544698 Values  for plotting 
Time  Size 
0  23.496 
.08  25.342 
.17  27.08 
.25  28.717 
.33  30.257 
.42  31.707 
.5  33.072 
.58  34.357 
.67  35.567 
.75  36.706 
.83  37.778 
.92  38.787 
Residuals 
Obs .  Calc.  Resid. 
Listing E2 
The program "E2"  was written for an "Apple II+" microcomputer in "Applesoft"  BASIC. 
Beyond the input formatting, no use is made of special features of this version of BASIC. On line 
202, a logical expression (T (i) > = D) is used in a calculation, which might not be supported by 
all versions of BASIC. This expression needs to be 1  if true, and 0 if false. 
The program prompts for the input values; note that all time-related inputs are expressed in 
fractions of a year; correspondingly, output values of K and Z are in year-'. 
Weights may be given to the data points; this can reduce variability due to small sample size. 
If weighting is not desired, weights of 1  can be entered. 
The search algorithm which is applied is rather straightforward. K is incremented in steps of 
1  and the response function is calculated. When the response increases, i.e., when the desired mini- 
mum is surpassed, the search direction is reversed and the step size is reduced by an arbitrary 
amount. The procedure is repeated until the search reaches a minimum. This algorithm is simple 
and rather robust, though not very fast. It may come to a premature stop in the case of a wide, ill- 
defined minimum, where function response depends largely on rounding errors. This, however, is a 
difficult case for any minimization algorithm. During the iteration, the current value of K is printed 
on the video screen, along with the corresponding value of the response function, which may be 
the sum of squares of deviations or the difference between the current value of L,  and the input 
value--depending on the option chosen. Test Data E2 
Full test data and outputs are given in Damm (Part I, this vol.). 
Fig. 14. Listing Program E2. 
LISTING  PROGRAM E2 
1  REM  PROGRAM  E2 
2  REM  PROGRAMMER  U. PAIW  DECEMBER  1984 
1t:)  DIM L !3r:!!  ,  T (3:))  ,  W !3!5) T2  !3r:t! 
20 HOME  : PRINT  "THIS  PRDGRAM ESTIMATES  GROWTH  AND  MORTA~::PRINT 
2 1  PR I  NT  "  L I  TY  PARAMETERS  FROM  THE  FtEGRESS I  ON OF  " :  PR 11\17' 
22 PRINT  "AVERAGE  POPULATION  LENGTH  ON  T1ME":PRINT 
23 PRINT  "FOF:  THE  CASE  !IF  TWO  RECRUI  TMENTS  PER  " :  PRIhI'T 
24 PRINT  "YEAR,  AND  GIVES  THE  AELATIVE  AMOUNT  OF  " :PRINT 
25 PR I  NT  "EACH  RECEC!I TMEhlT.  " : PRINT 
26 PRINT  "BERTAL-ANFFY  GROWTH  IN  LENGTH  IS  ASSUMED" : PRINT 
27 F'RINT  "  AblP  LENGTH  AT  RECRLII  TMENT  MUST  BE  I.':NUWN.  " 
29 PFi INT  +!  81 
30  PR INT : INPUT  "NUMBER  OF  DATA  POINTS  7" ;  N 
40 HOME  : PRINT  "EPITER  TIME,  LENGTH  AbID  IJEIGTHING  FACTOR" : PRINT 
41 PRINT  "TIME  MUST  FE  GIVEN  IN  FRACTIONS  OF  A":  PRINT 
42 PRINT  "YEAH,  T=O  AT  TIME  OF  FIRST RECRUITMENT. " : PRINT 
43 PRINT  "WEIGHTING  FACTOR  MAY  BE  SAMPLE  SIZE":  PRINT 
44 PRINT  "OR  MAY  BE  1  IF WEIGHTING  IS  NOT  WANTED.":  PRINT : PRINT 
50  FOR I  =  1  TO  N 
51 1NPUT"T  =  ":T(I) 
e  r) 
&L  VTAB  PEEK  (37!  :  HTAB  12:  INPUT  "L=  " ;  L.  t I  ! 
53  VTAB  PEEK  137)  :  HTAB  24:  INPUT  "W=  ' ;  W (I  1) 
55 NEXT 
60SW =  0: FOR I  =  1  TON : SW  =  SW  +  W(I!  : NEXT 
62 FOR  I  =  1  TO  N:  W!I)  =  W(I)  /SW  +  N:  NEXT 
133  PRINT : PRINT  "YOU  MAY  HAVE  ":  PRINT 
134 PR I  NT  TAB ( 9  )  ;  "EST I  MATES  OF  ALL  PARAMETERS  1  1  " 
135 PRINT  TAB!@!  ;"ESTIMATES  FOR  A  GIVEN  L-INF.  (2)" 
136 F'RINT  TAB(4)  "ESTIMATES  FOR  GIVEN  L-INF.  AND  K!3)":PRINT 
137  INPUT  "WHAT  DO  YOU  LIKE ?";a 
138  IF  >3 @R 0  .<:  1  THEN  137 
139  HOME  : ON  B  GOTO  145,  141,  140 
14(:)  INPUT  "K=  "-  ,  K 
141 INPUT  "L-INF=  ";L8 
145 PR1NT:PF:INT:F'F:INT"TIME  FROM  FIRST TO  SECOND  RECRUITMENT  =  ":INPUT  D 
13:)  IF  =  3  THEN  20r) 
I&[!  SS  =  ~(:N:!(:)(:N:!!:!!  :K :.  !:)  :LU  =  1(:)Ct(:!r:!(:)c:!!  :ST  =. 1 
18(:)  S(I)=!:)  :S1  =r):S2  =O:P!:)  =C!:  P1 =[I):  F'2  =0:  P3 =  (1):  P4 =iI):P5  =t:):P&  =!I) 
190  IF  =  1 THEN  CD =  SS 
191  IF  a  =  2  THEM  co =  ABS  cL.8  -.- I-il? 
192 PRINT  K,CO 
1  9  3  1.:::  =  t::: 4- ST 
200 FOR I  =  1  TO  N 
202 T2(I) =  1 -(T(Ij  ) =  D)  +  TII) - D 
21!:)  El  =  EXP  !-t::  +  TI  I)  ) 
Continued Fig. 14. Continued 
22(3  E2 =  EXP  (-C::  *  T2(I)) 
225  X1 =  El -E2:X2  =  E2 
97 -  L.A SC)  =  SO  +L!I)  *W(I) 
240 S1 =  S1 +  Xi  *W(I) 
254:)  '32  =  S2  +  X2 ww (1) 
260 PO  =  PO  +  LIZ) * LII) *  W!I) 
270 P1 =  P1 +  X1 *  X1  *  W(I) 
280 P2 =  P2 +  X2 it  X2  +  W(1) 
29(:)  p3  =  p3 +  L(I) +  X1  +  W(I) 
300 P4 =  P4 +  L(1) *  X2  *  W(I) 
31(:)  P5 =  P5  +  Xf  *  X2 +  W(1) 
390 NEXT I 
400 Q(:)  =  P(:>  - SO  *  SO  /  N 
428  Q1 =  Pi - S1 +  S1 /  N 
430 82  =  P2 - S2  +  S2  /  N 
440 Q3 =  PJ  - SO  +  S1 /  N 
450 84 =  P4 - SO  *  S2 /  N 
460 85 =  P5 - S1 *  S2  /  N 
50O  CC  =  81  +  Q2  - 05 +  65 
510 B1 =  (83 * 82 - 84 *  05)  /CC 
520 B2 =  (84 *  B1 - 83 *  Q5)  /  CC 
530 DD  =  B1 +  03 +  B2 +  04 
r7  a.~1  IF ABS  (LU - L8)  .:::  CO  THEN  180 
540 R2 =  DD  /  QO 
600 LU =  !SO  - B1 *  Si - B2 *  S2)  /  N 
610 SS  =  PO+  N  *  LU *  LU +  B1 *  B1 * P1 +  B2 *  E2 * P2 
62(:)  S  =  -LU*Si:)-Bl+P3-~2+P4+LU*Bl*Sl+LU*B2*s2+Bl*B2*P5 
621 SS  =  SS  +  S  +  S 
629  IF  Q  =  3  THEN  LU =  L8 : IF  Q =  3  THEN  640 
630  IF  Q  =  1 THEN  633 
631 IF ABS (LU - L8)  .::  CO THEN  180 
632 GOTO  634 
633  IF  SS  .::  GO  THEN  180 
634  ST  =  ST  *  -7  /  19 
635  IF  ABS  (ST  )  .::  .  (:100000 1  THEN  640 
636 GOTO  180 
640 P  =  Hi /  82 
650  PRINT : PRINT : PRINT 
651 PRINT  "C::=  I' ;  1:::;  "  L-INF.=  ";LU:  PRINT 
653 PRINT  "FIRST  RECRUITMENT  : ";P*  100;"  %":  PRINT : IF  Q  <> 1 THEN  660 
654 PRINT  "SUM  SQUARES  =  " ;  SS;  "  R"3=  " ;  R2 
660 PRINT : PRINT : PRINT  "ENTER  A  LENGTH-AT-AGE  DATA  PAIR WHICH" 
661 PRI  NT  I'  WILL  BE  CONVERTED  TO  LR  (LENGTH  AT  T  =O) " 
664  INPUT  "T  =  ";T 
665 VTAB  PEEK  (37):HTAB  15:  INPUT  "L=  ";L 
670 LR  =  LU -  (LU --  L) *  EXP  (K *  T) 
680 VTAB  PEEK  (37) : HTAB  25:  PRINT  "LH=  ":  LK:  PRINT 
690  Z  =  LOG  I! - B2 - EXP  (K)  *  (LU - LR)) /  (  - B2 - LU +  LR))  -E 
700 PRINT  "Z  =  ";Z 
800  PRINT : PRINT  "DO  YOU  WANT  TO  " : PRINT 
801 PRINT  "  SEE  INPUT  TIMES  AND  LENGTHS  (1)" 
802 PRINT  "SEE  EXPECTED  LENGTHS  AND  RESIDUALS  (2)" 
803 PRINT"  TRY  OTHER  PARAMETER  VALUES  (3)" 
804 PRINT  TAB(26);"TERMINATE  (4It1 
810 PRINT : INPUT  Q 
820  IF  Q i  1 OR  Q  3  4  THEN  810 
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Reference Sparre, P.-A  method for estimation of growth, mortality and gear selection/recruitment 
parameters from length-frequency samples weighted by catch per effort. Part I, this vol. 
Description The program utilizes data from multiple length-frequency samples (in form of catch per 
unit of effort) to estimate the von Bertalanffy growth parameters, total mortality rates and gear 
selection/recruitment parameters for any given fish stock. 
The length frequencies are separated into normally distributed components and the mean 
length values of each normally distributed component used to estimate the growth parameters. A 
measure of goodness of fit is provided using a chi-squared criterion. 
The method allows for continuous recruitment to the stocks although a pronounced season- 
ality in recruitment is required in order to separate components of the length-frequency samples. 
Listing Notes 
a.  Language  FORTRAN 77 
b.  Implementation  VAX 111750 
c.  Hardware Requirements  Printer 
d.  RAM Requirements  Large in VAX version but can be reduced to microcomputer capabi- 
lity by replacement of the NAG minimization subroutine E04FCF. 
Listing Because of the length of this program and since many subroutines are available as NAG 
library functions, a complete listing of the program is not given here. 
A comprehensive user's manual is available upon request from the author. 
In order to present the salient features of this program, a detailed flowchart of the operations 
involved is included here (Figs. 15,16,17 and 20). 
Flowchart 
The central part of the LGTFRQ program is formed by the NAG  minimization subroutine 
E04FCF and the subroutine LSQFUN which defines the object function to be minimized by 
E04FCF. 
Subroutine LSQFUN is extensively described in Sparre (Part I, this vol.) and will not be further 
discussed here. 
Some features of E04FCF are given a superficial discussion here. For a comprehensive descrip- 
tion the reader is referred to the NAG-library manual. However, a detailed knowledge on the 
method behind E04FCF is not required for running LGTFRQ. The present version of the LGTFRQ program constitutes about 30 pages of FORTRAN code. 
The major part of this deals with input and output, and it is not considered worthwhile to re- 
produce the complete program here. 
The essential part of LGTFRQ is the subroutine LSQFUN. 
Fig. 15  shows a summary flowchart for the LGTFRQ program. 
START 'i 
subroutine : INPUTDATA 
Read input data from file on disk 
response 
surface 
subroutine : E04FCF  subroutine : TESTRANGE 
Estinate parameters by  calculate a table with responce 
minimizing the csi**2zriterion  surface points. Select the lowest 
point for the graph subroutines 
subroutine : GOUTPUT.  Print graphs and tables 
of results 
I 
Fig. 15. Flowchart for the main program of LGTFRQ. 
Input 
Fig. 16 shows the flowchart for the main input subroutine, INPUTDATA. Except for the sub- 
routine by which the initial guesses of parameters are read, PARAMETERS, these subroutines are 
quite simple ones. The subroutine PARAMETERS is further explained in the flowchart of Fig. 17. 
The "status"  of a parameter can be one of the three alternatives: 
1.  Basic parameter; 
2.  Fixed parameter; and 
3.  Parameter proportional to a basic parameter. 
A "basic parameter" is a parameter the value of which is estimated by minimizing the chi- 
squared criterion. The user must supply an initial guess on a basic parameter. The final value of a 
basic parameter is calculated by the NAG-subroutine EO4FCF. 
A "fixed"  parameter will not have its value changed by EO4FCF, e.g., LGTFRQ allows for an 
estimation of some growth parameters while other growth parameters are kept constant. 
A parameter proportional to a basic parameter is a parameter the value of which is estimated 
by E04FCF, but under the constraint that it is proportional to a basic parameter. For example, we 
may estimate the cohort strengths under the constraint that all spring cohort strengths are equal and 
that all autumn cohort strengths are equal. 
The concept of a proportional parameter may also be applied to the assumptions relative to 
total mortality. For some of the growth and selection parameters, the proportionality concept may 
be useful as well. START  F  . 
subroutine : OPTIONS 
Read  run-options 
\  of  input data 7 
subroutine : INLIMIT 
subroutine : IBOBS 
Read  observations 
subroutine : 
SIMDATA create 
input file of 
simulated data 
subroutine  : STRUC 
Create samplelcohort  structure 
/ 
subroutine  : PARAMETERS 
Read or create initial guess on parameters  / 
subroutine : (part of)  TESTRANGE 
Read ranges of  parameters for responce surface 
subroutine : PRINPUT.  Print graphs and tables of 
input data 
I 
CONTINUE  e 
Fig. 16. Flowchart for the main input subroutine, INPUTDATA. 
Calculations 
The following is a superficial description of some basic features of the model behind the 
minimization routine E04FCF and some guidelines for running the program. 
E04FCF minimizes a sum of square. In the present application this sum is the sum of squares 
of residuals (see Fig. 18 and Sparre, Part I, this vol.). The sum of squares is also called the object 
function. 
The object function is a function of the parameters specified as basic parameters (cf. section 
on input). 
The estimation problem may be considered as that of finding the lowest point on the response 
surface in the (n + 1)  dimensional parameter space (Fig. 19),  where n is the number of basic param- 
eters: 
{CHI* *  2 (PAR  AM), PAR AM  ) 
Where PARAM is the n-dimensional vector of basic parameters (PARAM is a subvector of 
THIZTA). 
E04FCF works in an iterative manner which may be considered a "walk"  in the response 
surface in search of the lowest point. 
Fig. 20 shows the flowchart for the search on the response surface. C 
read growth-  and selection/rec~itment  parameters 
and their status 




read constant value of  read recruitment for each 
recruitment for spring-  and  cohort appearing  in  the samples 
autumn cohort and their status  and their status 
1  check ranges and cotuistency 
of the parameters  entered  1 
NO 
k  print error mesage 
u 
(correct data and try  again) 
Fig. 17. Flowchart for input of parameters, subroutine PARAMETERS. 
Output 
There are two kinds of output: 
1.  Tables and graphs of input data. (Not processed or slightly processed observations and' 
initial guesses of parameter values). This is performed by the subroutine PRINTPUT. 
2.  Tables and graphs of output data. (Estimates of parameters and the estimated dynamics 
of the fish stock in question). This is performed by the routines PRRESULTS, GOUTPUT 
and TESTRANGE. 
Tables and Graphs of Input Data 
The subroutine PRINTPUT can produce the following output: 
a.  Table of raw data (length frequencies). 
b.  Graphs showing the length frequencies as bars. 
c.  Sample/cohort structure. 
d.  Initial guess on parameters. It also shows the status of the parameters and the correspond- 
ing THETA-index. 
Tables and Graphs of Results 
Subroutine PRRESULTS prints a table with the estimated basic parameters, in case the option 
for that was chosen. 5  10  15  20  25  30  35  40  45  50 
L(=length class index 1 
Fig.  18. Showing  residuals, i.e., difference  between observed and pre- 
dicted frequencies; the routine EO4FCF is used to minimize the sum of 
the squares of these residuals. 
Subroutine TESTRANGE produces a table with response surface points, in case the option for 
that was chosen. The subsequent uses of the graph subroutines will be based on the lowest point on 
the response surface found in the table. 
Subroutine GOUTPUT produces three types of graphs together with tables. They are all printed 
on a lineprinter. The graphs offered by GOUTPUT are: 
a.  Growth curves. 
b.  Resolution of frequencies into normally distributed components. 
c.  Graphs showing the residuals together with the original observations. 
The program may provide a large number of messages on input errors or warnings on sus- 
picious input values. These are self-explanatory and are not shown here. 
Test Data 
Test data for the program are provided in Sparre (Part I, this vol.) and also in the user manual 
available from the author. Fig.  19. Schematic representation  of the minimization of chi- 
squared using the NAG, subroutine E04FCF (see text). 
START  v  + 
_B  (1) =  initial guess 
I 
t 
evaluate LSQFUN for  estimation of partial derivatives: 
i.e.,  calculate XZ(B(1)) and X2(8(1))  + h(i)) 
I 
f 
calculate direction and size of next step on the response surface, 
I.e., 
calculate J@(1))  and HW1 @(I)) and a 
f 
/  print monitor information on the step  / 
f 
print estimate of basic parameters 0 (1 ) 
I 
CONTINUE  el 
Fig.  20. Flowchart  for the estimation  process  (see also Fig.  19), "the 
walk on response surface". The stop criterion "epsilon" may be specified 
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Reference Shepherd, J.G.-A  weakly parametric method for estimating growth parameters from 
length composition data (Part I,  this vol.). 
Description The program fits growth curves to the modes in !a  time series of length composition 
data to  estimate the parameters of the von Bertalanffy growth equation. A goodness of fit criterion, 
which is similar to a correlation coefficient between the data and a test function constructed from 
the growth curve is used to select the growth curve which most appropriately describes the data. 
The criterion is designed to take account of data in proportion to its quantity and likely reliability 
without pre-processing, and not to be unduly sensitive to possible modes created by sampling noise. 
Listing Notes 
a.  Language  FORTRAN 77 
b.  Implementation  Apricot 
c.  Hardware Requirements  Printer 
d.  RAM Requirements  About 48 K 
Listing 
Fig. 21  gives a complete listing of the SRLCA program. 
Fig. 21. Listing Program SRLCA. 
PROGRAM  SRLCA 
C 
C  LENGTH  COMPOSITION  ANALYSIS  PROGRAM 
C  WRITTEN  BY  J  G  SHEPHERD,  SEPTEMBER  1984 
C  (PERFORMS  SIMILAR  ANALYSIS  TO  PAULY'S ELEFAN  I) 
C 
C  WARNING : PROGRAM  UNDER  DEVELOPMENT 
C  NQT  GUARANTEED  BUG-FREE 
C  USE  AT  YOUR  OWN  RISE 
Continued Fig. 21. Continued 
C 
REAL  TS(12) ,LENG(SO)  ,NUM( 12,SO)  ,LINF( 11) ,TZEffO(2)  ,LMIN,KK 
REAL  K(11)  ,SCOHE(11,11)  ,TMIN(51) ,NUMA(21,12)  ,NUMT(21)  ,DISCR(121 
REAL  INC,LLINF,LLZERO,CUMS(50) ,LZEHO,TSCORE(2)  ,TZ(ll, 11) 
INTEGER  AGE,  AGE 1 
CHARACTER  FILENAME*lO,EXPLORE*2,ANSWER*l,TITLE*80 
COMMON  NL,LENG,PI,CUMS,NDIST,TS,NUM,RK,TMIN 
PI=Z.  14159 
LP-6 
0PEN(6,FILE='PRN1 ) 
WRITE(*,'("  ENTER  NAME  OF  DATA  FILE  ")') 
READ(*,  '(A) ') FILENAME 
OPEN(200,FILE=FILENAME) 
READ(200,  ' (4) '1 TITLE 
READ(200,*)LMIN,NL,  INC 
READ(200,*)NDIST,  (TS(I), I=l,NDIST+) 
DO  810  L=1,NL 
READ (200, *)  LENG (L) ,  (NUM (I,  L) , I=i,  NDIST) 
810  CONT I  NUE 
LENG (NL+1) =LENG (NL)  +INC 
CLOSE ( 200) 
C 
1OOO  WRITE(*,'("  DATA  IS  FOR  ",A801  ')TITLE 
WRITE(*,  ' (A) '1 '  Explore or  Evaluate?' 
READ (*, ' (A) '  )EXPLORE 
IF (EXPLORE.EQ.  'EX')  THEN 





WRITE(*,'("VALUES  FOR  L-INFINITY  ?'I)') 
READ(*,*)  (LINF(I), I=l,NLINF) 
C 
NLZERO=2 
DO  100  I=l,NLZERO 
TZERO(I)=O.25*(1-I) 
100  CONT I  NUE 
C 
IF (EXPLORE.EQ.  'EX')  THEN 
WRITE(*,  '("NO.  OF  VALUES  FOR  K  ?  ")') 
READ (*,  *)  NK 
ELSE 
NE= 1 
END I  F 
WRITE(*,'("VALUES  FOR  K  ?  ")') 
READ(*,*)  (K(1)  ,I=l,NK) 
IF  (EXPLORE. EB.  'EV '  THEN 
WRITE(*,  '  (A) '1  'VALUE  FOR  T-ZERO  ?' 
READ(*,*)  TZ(1,i) 
ENDIF 
Continued Fig. 21. Continued 
IF(EXPLORE.EQ.  'EX')  THEN 
DO  200 I  L I  NF= 1, NL I  NF 
LLINF=LINF( ILINF) 
DO  300  IK=l,NK 
KK=K (IK) 
DO  500  ILZERO=l,NLZERO 
CALL  SUMPHD (KK, LL I  NF, TZERO (TLZERO ,  TSCORE ( I  LZERO) 
CONTINUE 
A=TSCORE ( 1  1 
B=TSCORE (2  ) 
SCORE ( ILINF, IK)  =SQRT (A*A+B*B) 
PHI=ATAN2 (B, A) 
TTZ=PHI/  (2*PI) 
IF  (TTZ. LT. 0)  TTZ=TTZ+l 
TZ (ILINF, IK)=TTZ 
300  CONT I  NUE 
20C1  CONTINUE 
c  -----------------------------------------------------------.-------- 
WRITE (LP, ' ( ' '  LENGTH  COMFOS I  T I  ON  ANALYSIS  BY  SRLCA  FOR "  ,  A80 
8zT I  TLE 
WRITE(LP,  '(20X,  "TABLE  OF  SCORE  FUNCTION")  '1 
WR I  TE  I LP  ,8000  1 
WRITE (LP,8OlO)  (K  (IK) ,  IK=l ,  NK) 
WRITE(LP, ' (/I ') 
DO  801  ILINF=l  ,NLINF 
WRITE (LP, 8020)  LINF  (ILINF) ,  (SCORE (ILINF, IK) ,  It?:) ,  IP:=l, NK) 
80 1  CONT I  NUE 
WHITE(LP,  ' (1H0/,20X9  "TABLE  OF  T-ZERO")  '1 
WRITE ( LP  ,8000) 
WRITE (LP, 8OlC)) ,  (K  (IK) ,  IK=1, NK) 
WRITE(LP, ' (/) ') 
DO  800  ILINF=l,NLINF 
WRITE(LP,8021)LINF(ILINF), (TZ (ILINF, IK), IK=l?NK) 
800  CONT I  NUE 
END IF 
IF (EXPLORE-EB.  'EV'ITHEN 
CALL  SUMPRD(K(1) ,LINF(l),TZ(l,l)  ,SUM) 
WRITE(LP,'("l  LENGTH  COMPOSITION  ANALYSIS  BY  SRLCA  FOR  ",A801 
&TITLE 
WRITE  (LP, 6CK)O)  K (1  ) ,  LINF  ( 1  ) ,  TZ (1,l) 
LLINF=LINF (1 
LEASTAGEzINT  (TMIN  ( 1) -0.5) 
INCAGE=l-LEASTAGE 
DO  900 L=  1,  NL 
IF (LENG(L+l) .LT.LLINF)  THEN 
TMAX=TMIN (L+1) 
DO  901  ID=l,NDIST 
AGEMIN=TMIN(L)-TS(ID)+O.S 
AGEMAX-TMAX-TS  ( ID)  +O. 5 
MINAGE=INT(AGEMIN) 
MAXAGE-INT  (AGEMAX 
NAGEzMAXAGE-MINAGE+l 
Continued Fig. 21. Continued 
DO  902  AGE=MINAGE,  MAX AGE 
FRACT= 1 
IF (NAGE.GT.1)  FRACT=l.O/(AGEMAX-AGEMIN) 
IF (NAGE.GT.  l.AND.AGE.EG!=MINAEE) 
%r  FRACT=(MINAGE+l-AGEMIN)*FRACT 
IF (NAGE.GT.l.AND.AGE.EQQMAXAGE) 
&  FRACT=(AGEMAX-MAXAGE)*FRACT 
AGEl=AGE+INCAGE 
IF (AGEl.GT.20)  AGE1=20 
NUMAIAGEl, ID)  =NUMA(AGEl,  ID)  fFRACT*PJUM(  ID,Ll 
NUMT (AGE  1  ) =NUMT  (AGE 1  1 +FRACT*NUM  < ID  ,  L  ) 
'3 (1) 2  CONT I  NUE 
90 1  CONT I  NU€ 
WHITE  (LP, 6W:)l)  LENG  (L..) ,  TMIN  (L) ,  CUMS (L) 
&  ,  IIMT(0.5*!TMIN(L>+TMII\JIL.+l)  ~-TSIXD~+C)-5)  ,  IE=19NDIST) 
END IF 
900  CONT I  NUE 
WRITE (LP, 6002) 
DO  9 10  AGE= 1  ,20 
WRITE(LP,6U(:)3)AGE9  !b.lUMA(AGE,  ID)  ID=1 ,  PIEISTI 
DO  920  ID  =  1,PlDIST 
NUMACAGE,  ID) =  0.0 
920  COMT I NUE 
9 10  COPIT I  NUE 
END  IF 
WRITE!*,'("  DO  MORE  ?  "I*! 
READ(.,,  ' (A) ')  ANSWER 
IF (ANSWER.EB.  'Y')  THEN 
GOTQ  10!:)(:1 
END  IF 
STOP 
999  WRITE{*,  ' <  ' 'ERROR  OPl  OPENING  FILE IS ' ',  131 ' j IOS 
bOOO  FORMAT ( ./ / I,  '  EVALUAT  IQN OF  SOL-UT I  ON  FOR  ' 
$<, /, '  =  *,Flf:)*3 
&, /, 'L.-INFINITY  =  ' ,F1C).  t 
%,/,  'T-ZERO  =  ',F6.2 
$(,  / / ,  '  L-ENGTH  GRP  AGE  CUM.  SCORE' 
?.:,  '  AGE--GF:OUP  PLUS  C1F:  MI  NUS  N  YEAKS ' ) 
6OO 1  FORMAT IF  i  0.  1  ,2F8.2,  1  ZI8) 
6002  FORMAT(///,'  AGE  COMPOSITION',///,'  AGE  NUMBERS  AT  AGE') 
6003  FORMAT ( 14, l2F6. 1  j 
9020  FORMAT ( 1  WO/ ,  FS. 1  ) 
8:  FORMAT(lHC)/,2OX,  '  VALUE  OF  b::  ') 
8  FORMAT (1H0, 4X,  'L.-INF  ' ,  1  lFb. 2) 
8020  FORMAT(1H  ,3XqF6.2),11F6.1) 
8021  FOHMAT(1H  ,3X,F6.2,11F6.2! 
END 
C  -------------------------------------------------.-------------------- 
SUBROUTINE  SUMPRD(KK,LLINF,TZERO,SUM) 
REAL  LENG(Sf:)),TS(12)  ,NUM~12,5~:)l,TMIN~51),LLINF,LLZERO,cUMs~~f~)) 
%,DISCR(12)  ,KE 
COMMON  NL,LENG,PI,CUMS,NDIST,TS,NUM,Rb::,TMIN 
RK=1  /Kg 
LLZEROzLL  XNF*  ( 1  -EXP  <KK*TZEFi'O) 
Continued Fig. 21.  Continued 
SUM=(:).  O 
DO  400 L=  1 ,  NL+ 1 
IF ILENGIL).LT.LLINF)  THEN 
TMI  N (L)  =Rt:::*ALOG  ( (11.. I  ]\.IF-LL.ZERO1 / (LL  INF-LEhfG !  L..  1 !  ) 
ENDIF 
4 0  0  CONT INUE 
C ----------------------------------------.-------.---.---  -  ...---..".  ------.-.------ 
DO  600  L=  1, NL 
IF ILENG(L+l).LT.L-LINF)  THEN 
TMAX=TMIN (I....+l) 
DELT=TMAX-TMIN  I L 
TEAR=.  S* ITMAX+TMIN (LH 
DIFFN=SIN (F'I*DELT) / IFI*DE:L.T'! 
CLJMS I  L  ) -O .  O 
DO  700  ID=  1 ,  ND I  ST 
DISCK (ID)=DIFFN+COS (2*F'I* (TEAR--7s  t ID1  1  > 
DELTAS=SQRT (MUM I  ID, L?  *D ISCF: I I  D) 
SUM=SUM+DELTAS 
CUMS (L  1  =CUMS (1.- 1 +DELTAS 
7  (1) (1)  CCJNT I  NUE 
IF (L.GE.2)  CUMS(L!=CUMS!L.)+C:I.IMS(L--1) 
ENDIF 
6  r:,  0  CONT l NUE 
RETURN 
END 
Test of Shepherd's Method (SRLCA) 
The method proposed by Shepherd (Part I, this vol.) had not been extensively tested before 
the meeting, and was run on various data sets during the meeting in order to acquire a better under- 
standing of the virtues and vices of the method. 
Tests on simulated data are preferable to real data for testing purposes, since the correct 
answer is known unambiguously. Unfortunately it was not possible to get any of the simulation 
programs working in time for new data to be generated, and simulated data were in short supply. 
However, tests were possible on the crudely simulated data of both R. Jones and P. Sparre (Part I, 
this vol.), as were tests on data where age information is also available (North Sea Haddock and 
Kuwaiti Newaiby), which constitute a good second best. Various tests of sensitivity were also con- 
ducted. 
TEST ON SIMULATED DATA 
Jones' Simulation Based on  North Sea Haddock 
Simulated population length compositions for a haddock-like stock had been presented in 
Table 2 of the paper by Jones (Part I, this vol.). These simulate a steady state under several levels of total mortality, assuming constant recruitment and Z, but some variation of length-at-age. The data 
are therefore quite well-behaved and should not present any problem for any useful method (real 
data will almost certainly be less well-behaved than this). 
SRLCA was run on the single length compositions for Z = 0.5,l.O and 2.0, to examine the 
sensitivity for Z under steady-state conditions. In each case 11 values of L,  were specified for the 
exploratory phase, with K running from 0.1 to 0.6 and L,  from 40 to 90 cm. 
In each case a well-defined ridge of high values of the score function was obtained, running 
from high K, low L,  to low K, high L,.  This typical behavior indicating the strong correlation of 
the parameters is discussed repeatedly in various parts of this volume. 
In some cases there were weak local maxima on the ridge, but as discussed elsewhere, these 
are of little significance. The results in the text table below therefore indicate the best values of K 
in each case for a variety of values of L,,  together with the true values. 
Value of K for various selected L,  values. 
Combined  Approx. 
L,  Z=0.5  Z=l  Z=2  data  K-L, 
Clearly the level of Z has little effect on the results, and since the true value of K is 0.42 for 
L,  = 58 cm, the results in the second row are quite close to the correct results (true confidence 
intervals cannot be given but are almost certainly wider than the + 0.05 to which K can be deter- 
mined from the tables used here), although it may well be that K is being overestimated by about 
10%  even if  L,  is specified correctly. 
As a further test, the three length compositions were combined as though they were three 
individual sequential estimates in a single data set. This very crudely simulates the effect of changing 
Z slowly and taking samples at appropriately long intervals of time. The results for these combined 
data are also given in the table, and are for practical purposes identical to those obtained on the 
individual compositions. 
The available version of SRLCA only provides imputed age compositions by the simple cohort 
slicing method, but these were for completeness compared with the known true age compositions: 
the results are given in the text table below. 
Comparison of age compositions. 
SRLCA  True  SRLCA  True 
L,  = 55,  L,  = 60, 
"Age"  K = 0.5  K = 0.45 
SRLCA  True 
L,  = 75, 
K = 0.35 In each case, values of K and L,  were taken from the "ridge"  of good solutions giving a high 
score. For the first few age groups the agreement is rather good, generally to about 10%  or so, 
becoming worse in relative terms as age increases, exactly as would be expected, since numbers at 
age for large fish must be highly dependent on the value of L,  used. Very similar results were ob- 
tained from the combined data set. 
These results indicate that SRLCA is capable of determining growth parameters to within 
about 10%  on the rather well-behaved data set, and that the simple decomposition into age groups 
provided has a similar accuracy for the first two or three age groups only. There seems to be some 
evidence for a consistent tendency to slightly overestimate KL,.  The results are almost completely 
unaffected by changing Z either between or within data sets. 
P. Sparre's Simulation of a Tropical Fish 
Four length compositions simulated for a tropical fish were available in the paper of Sparre 
(Part I, this vol.). The simulation included sampling variability, variable year class strength, seasonal 
(bimodal) recruitment and seasonally modulated growth. These data, for a fast-growing fish subject 
to high mortality, thus constitute a fairly severe test for SRLCA, which does not allow for multiple 
pulses of recruitment within a year, nor seasonality of growth rate. 
SRLCA was run for values of L,  between 30 and 80 (L,,  - 55) and for K between 0.05 and 
1  .O.  A rather broad but fairly distinct ridge of high values of the score function was obtained, with- 
out clear local maxima. The crest of the ridge corresponded to the values of K and L,  given below. 
Best values of K for selected L,. 
L,  K  KL 
True value  50  0.8 (mean)  40 
The correct values are L,  = 50 cm and K = 0.80. The value of K at the correct L,  is therefore 
overestimated, but for other (higher) values of L,  the value of KL,  is correct to about lo%,  al- 
though there is a systematic trend of KL,  with L,  (i.e., the inverse correlation of the parameters 
is not perfect). The interpretation in terms of ages corresponding to the solution L,  = 55, K  = 0.8 
shows that the modes are correctly identified. These results are satisfactory, surprisingly so con- 
sidering the strong seasonal modulation of growth and the strong double pulse of recruitment. The 
reasonably accurate determination of mean K is probably due to the even spread of "samples"  over 
the year. The double recruitment pulse might have been expected to generate an incorrect solution 
corresponding to half the correct value of K, but there is no sign of good values of the score func- 
tion corresponding to such a solution. The reason for this unexpectedly desirable behavior is not 
known, and it should probably not be taken for granted. 
The method is at present incapable of detecting or estimating seasonal modulation of growth, 
but may possibly be modified to allow for this feature. It is not clear whether or how it could be 
modified to allow for and estimate multiple pulses of recruitment, nor whether such a modification 
is necessary: if the phenomenon is strong enough to create distinct modes it should be easily visible 
on the response surfaces. TEST ON DATA FOR WHICH AGE IS AVAILABLE 
Newaiby (Otolithes argenteus) from Kuwait 
The data for this stock were available and the data from 12  monthly samples in 1982  were 
analyzed using SRLCA, for L,  between 40 and 90 cm, and K between 0.1 and 0.6. The topography 
of the response surface in this case is not very clear: there are (as usual) high values of the score 
function for high K and L,,  but there is a weak outlying "spur"  (a  ridge joined to the main plateau) 
running as follows: 
Locus of solutions along "spur". 
Note: n/a = not apparent. 
Since it is known that almost all methods of analysis, modal progression or matching are liable 
to give spurious solutions at multiples of the true value of K, and there are indeed further ridges on 
the plateau in positions which correspond approximately to such harmonics, an informed analyst 
would prefer solutions corresponding to small KL,  among possible alternatives. 
The solution at L,  = 55 cm, K = 0.25 was therefore selected, evaluated and compared with 
the results from age determination. In general, these results were similar to those obtained using 
age data (Morgan 1984) although the L,  value was a little lower than the 60.0 cm calculated from 
age data using the same data set. 
Modified (truncated) versions of this data set from which all data corresponding to the largest 
and smallest components of the samples had been removed, were also used to determine the sen- 
sitivity of the method to such surgery (see Shepherd et al., Part 11, this vol.). 
North Sea Groundfish Survey Haddock Data 
These annual survey data were analyzed for L,  between 50 and 100  cm and K between 0.1 
and 0.6. The response surface shows only a weak ridge running as follows: The solution at L,  = 60, K = 0.35 was selected, evaluated and compared with the results from 
age determination. These results were almost identical to those obtained from age-at-length data. 
OTHER DATA SETS 
MacDonald's Pike Data 
This traditional data set has been analyzed by MacDonald and Pitcher (1979), and by Schnute 
and Foumier (1980), and age determinations by scale reading are also available. 
The analysis by SRLCA for L,  between 50 and 100  cm and K between 0.1 and 0.6 indicates 
a clear ridge as follows: 
Analysis of mean length-at-age data indicates that L,  is probably well beyond L,,  (74 cm), 
but previous estimates of K and L,  have not been published. The solution at L,  = 90, K = 0.20 
leads to modal lengths very close (within a few cm) of the mean lengths at age, and to the modal 
lengths determined by previous authors. 
Using SRLCA the major part of the score is determined by the smaller fish, and the method 
would be expected to be rather insensitive to truncation of the length composition. To test this, 
the same data were run after truncation at 60,50  and 40 cm. In the first two cases a clear ridge 
is still visible in the response surface, but begins to disappear when the data are truncated at 40 cm 
(this corresponds to throwing away about half of the data, presumably a fairly severe test). 
The results for the crest of the ridge are: 
For the larger values of L,  at least the results are fairly stable (bearing in mind that the map- 
ping resolution is only 0.05 in K), and the method is continuing to indicate essentially the same 
solution (with KL,  = 20). Therefore, this test confirms that the method is not unduly sensitive to 
truncation of the data for larger fish. It has been observed (P. Sparre, pers. comm.) that ELEFAN I can sometimes be quite sensitive 
to the size of length interval used. SRLCA, on the other hand, would not be expected to be so 
sensit,ive (one would expect loss of precision in location of good solutions rather than systematic 
bias). 
Thus, the data were aggregated into 4-cm groups and re-analyzed. 
The results still indicate a fairly clear ridge in the score function, running as follows: 
but tlhe ridge is broader and the crest less well-defined than in the original data grouped into 2-cm 
intervals. 
Penaeid Shrimp Data (Kuwait) 
These data are for a very high growth, high mortality stock (normally only one cohort is 
apparent in the data) and are believed to exhibit strong seasonal modulation of growth rate (C.P. 
Mathews, pers. comm.). True growth parameters are not known, but results of previous investiga- 
tions (including tagging) indicate that K is about 1.0 and L,  is about 60 mm, although the range of 
acceptable estimates is wide. 
Analysis using SRLCA indicates a broad, weak ridge corresponding roughly to KL,  = 130 * 
60 for  L,  between 60 and 140 mm, with no clear indication of preferred solution. The conventional 
results lie right on the boundary of this range, and would almost certainly not be selected from the 
SRLCA analysis. 
It is not clear whether this discrepancy indicates a failure of the method, since the conven- 
tional analysis is uncertain. However, the indication of high K and/or L,  from SRLCA could easily 
be due to its present failure to allow for seasonal modulation of growth. Since these shrimp are only 
caught during the growth season any method which ignores seasonal growth modulation is likely to 
overestimate KL,.  The results should therefore probably be taken as cautionary, in that SRLCA 
may not be suitable in its present form for stock with strong seasonal growth modulation and high 
mortality. 
Conclusions 
The results of these tests are very encouraging in that the method seems to have performed 
well ('sometimes surprisingly well) on almost all the data sets presented to it. The tests on simulated 
data are the most informative, and further such tests should be carried out. Results to date suggest 
that SRLCA may have a tendency to overestimate K and/or L,.  Since the method "fails"  when the 
true solution (typically a ridge of high score values corresponding roughly to constant values of the 
product KL,)  merges into the background  (high values of score for high K and high L,),  the 
tendency to overestimate them may be due to the detailed definition of the score function. In general the method seems to be quite robust to 
seasonality of recruitment, including (perhaps suprisingly) multiple pulses of recruitment, 
grouping into length intervals, 
truncation of data for large fish. 
The method at present does not allow for seasonal modulation of growth rates, and will only 
correctly estimate the mean growth rate if  individuals live for several seasonal cycles, and the data 
are well spread over the cycle. 
The ability to map and scan the "response surface" is very valuable for qualitative interpreta- 
tion of the results. The lack of proper confidence levels for the comparison of score values is a 
deficiency (but not so much as no indication at all of precision of the results). Most of the results 
above have been based on deviations of the score function much less than the 2:l suggested by 
Shepherd (Part I, this vol.) as possibly corresponding to a high degree of confidence, and this cri- 
terion may be unrealistically stringent. 
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Reference Pope, J.G. and Y. Jiming.-Phalanx  analysis: an extension of Jones' length cohort analysis 
to multispecies cohort analysis. Part I, this vol. 
Description The program utilizes catch-at-length data for several species to construct a multispecies 
extension to Virtual Population Analysis (VPA) which takes some account of predation as a source 
of natural mortality. The number of fish eaten by other fish included in the analyses between 
lengths 11,  and l2 is calculated using estimates of predatorlprey size ratio and the average population 
numbers of predators and prey species. 
The results not only allow estimates of F and Z by length group by species but also allow 
examination of the effects of management intervention such as mesh size and fishing effort changes. 
In addition size specific predatorlprey changes brought about by fishing can also be examined. 
Listing Notes 
a.  Language  FORTRAN 77 
b.  Implementation  Apricot 
c.  Hardware Requirements  Printer 
CRT display 
Single disk drive 
d.  RAM Requirements  About 62 K 
Listing A flowchart of the program is shown in Pope (Part I, this vol.) together with a summary of 
test data. Since the program is still under development, a full listing is not given here. WARNINGS: No solutions are possible with OPTION 2 when tt = t:. 
All mortality coefficients should be input as annual values. The units for the ages at first capture 
should be in years. The program estimation of c:-tm  and ~:-t,  is based on N:  = N:  = 
10,000.  d  d 
b.  Sex Ratio 2 
DESCRIPTION: The program estimates the fishing and natural mortality coefficients (F  and M) 
from knowledge of the catch numbers by length (or age) class, the tot.al mortality coefficient (Z), 
the age at first capture (t,),  and the age at the end of the first fishing season (t,), for each sex. Also 
required is the fishing season duration (A t)  which is taken as being the same for each sex. When 
the catch numbers are by length, class, the lower length limit for each class (Ld)  is required to be 
converted to age (td),  using pre-determined values for the growth constants in the 'standard' von 
Bertalanffy equation. 
The operative equations are: 
G 
td+  t  =  (2-M)/(Z-M(1-At))  .N  exp  (-Mt  -(Z+l(  ]-At)) (td-i)) 
S  0  C  -- 
*( 1-exp(-(Z-M(  ]-At)) (ts2td)))  At 
At 
in  which t  = t  when  t  > t .  d  s  d  s' 
C 
ts+  ts+,  =  (Z-M)/(Z-~(1-At)) .No exp  (-Mtc-(Z-M(1-At))(td-tC)-N(1-At)) 
*(exp(-(Z-M(1-At))  (td-(ts+(l-~t)))) - exp  (-ih(1-~t)))) .. (3) 
At 
in  which t  =  ts+(l-At)  when  t  <t  +(l-At);and  tb(ts+(t-At))=At  when  td7 ts+l;  d  d  s 
in  which t  =  t  +I+(]-At)when  td < ts +I+  ( I-At) ;  d  s  - 
2  2 
^A 
and where  C  /CB  A  B  is the catch nuder ratio, No  and  N  are the stock 
td'tm  td-9tm  0 
A  B  numbers  at zero  age, t  and t  are the maximum  ages ,and  A  and B  refers to the sexes.  m  m 
The program has two options:  OPTION 1  when MA  = MB = M assumed 
OPTION 2 when FA = FB = F assumed Catch number ratios are estimated, after assuming a value of M (OPTION I)  or F (OPTION 2), for 
each pair of ti  and tz. The extent of proportional 'correlation' between the estimated and observed 
catch number ratios is then used to identify whether the trial value of M or F is a 'best choice' 
value. This involves determining the linear (geometric means) correlation and regression parameters; 
the coefficient of determination (r2),  the y-intercept (u), the slope (v);  as well as the sum of the 
squared differences between the observed and estimated catch number ratios (X  D2).  The ideal 'best 
choice' is taken as when the r2 is maximized, u is zero, v is unity, and X  D2 is minimized. 
WARNINGS: All mortality coefficients should be input as annual values. The units for the ages at 
first capture and at the end of the first fishing season should be years. The program estimation of 
C* -  and cB -  is based on N:  = N:  = 10,000. 
td  tm  td  tm 
Listing Notes 
a.  Language  HP 67/97 programming language 
b.  Implementation  Hewlett Packard 
HP 67/97 
c.  Hardware Requirements  Nil 
d.  RAM Requirements  About 12K each program 
Listing 
A complete listing is given in Fig. 22. 
Fig. 22. Program Listing.  SEX  RATIO  I 
STEP  ENTRY  CODE  STEP  ENTRY  CODE 








35  @B 





-:  4 
24 
21  e3 
16-1 1 
35  f4 
-4 t 
35  it 
-!  4 
23 el 





36  fj 
Continued Fig. 22. Continued 
STEP  ENTRY  CODE 
7 
088  PRTX 
881  P:S 
@E2  cSB1 
BS3  p:s 
@S?  ECLS 
efi5  f 
886  F2T.Y 
7  SfgC 
688  ETN 
989  $LELA 
898  DSF4 
891  c.35'3 
@_52  RCLT 
092  sf31 
894  €SE2 
895  STOE 
e96  RCLC 
897  STfiB 
839  P:S 
099  cf32 
188  P2.S 
I@!  RCiE 
182  - 
183  ;,$' 
1&  FRfX 
1  $TI:i: 
106  E'S 
1@7  EELB 
1  DSF? 
1  SicA 
118  S.FC 
111  X3' 
112  ST0F 
113  FRTX 
1!4  KL7 
115  $761 
1  6582 
117  STOE 
1;:  FCiS 
113  F'E'X 
13 S7CZ 
PROGRAM LISTING 
SEX RATIO  1 
STEP  ENTRY  CODE 
Be5  CLEG  1  6-52 
886  CLX  -51 
1157  R.5  5  1 
888  ST&?  35 88 
STEP  ENTRY  CODE 
Option 2 
Continued Fig. 22. Continued 
STEP  ENTRY  CODE 
@!3  R.:'S 
614  STc3 
015  E'S 
816  ST04 
6  / 7  R.'S 
@!  3  FZS 
STOP 
83  E.'=" 
e2!  STQ: 
822  R ..; 
823  ,CTe: 
824  p.:s 
825 
826  k..$ 
827  p=$ 
828  ST05 
jp,o  .'S 
038  $:LBL! 
651  1 
82  RCL9 
033  RCL2 
e34  - 
635  - 
036  L  N 
8.27  RCL3 
@.?$  - 
639  Ci.Is 
040  RTE.[ 
84:  *LPL2 
842  ECLE 
843  RCL! 
844  - 
045  RCLe 
@tS  X 
647  CgE 
042  RCLI 
849  RCLl 
058  x' 
05!  - 
652  ck 
053  1 
054  B 
65.5  8 
056  e 
057  g 
858  x 
859 -  RME 
&56  RCLl 
861  - 
862  -.  v 
863  RCLB 





21  @3 
16-1  1 
35  14 
-4 1 
35  11 
-14 
23  El 
36  pi; 
-55 
-j 4 
3:  12 
35 14 
35  1; 
-1 4 
16-51 
23  61 
16-51 
36  ez 
-  TE  .!  ., 
-?L  .  . 
35  13 
34 
b 
21  11 
-63 
23  03 
36  Be 
36 6; 
-45 
35  46 
23 02 
35 15 
36  13 
35  12 
16-51 
36  08 
16-51 
36  @7 
-45 
35  46 
16-51 
23  e; 
16-51 
36  15 
-24 
T  .-l 
JL 
-1 4 
35  11 
5 1 
21  12 
-63  84 
STEP  ENTRY  CODE 
ST+E 





PRTX  - 
Sf 05 











Continued Fig. 22. Continued 
STEP  ENTRY 
12  SF'C 
178  FX 
17:  ECtg 
172  RCL6 
173  RCL4 
I  74  a. Y 
175  RCL9 
176  - 
1  77  - 
178  ENTt 
179  €Nit 
188  RCL6 
182  ~2 
182  ECi4 
183  - 
184  RCLT 
185  Xz'f 
196  - 
STEP  ENTRY 
187  - 
118  STGB 
183  x 
Is@  RX4 
1  S!  X? 
122  RCL,Q 
1  _03  - 
194  CHZ 
13  RCL5 
196  i 
1  57  - 
1SE  FEE? 
1  5s  r  X 
286  1  .:':{ 
281  RCLE 
292  y 
282  $TOE 
2@4  ~CLE 
PROGRAM  LISTING 
SEX RATIO 2 
STEP  ENTRY 
285  RCLS 
2%  .-..  Y 
287  RCLS 
268  - 
2E  CHS 
2!3  RCL4 
21 i  RX3 
312 
L  - 
21 l  i 
214  PRT,? 
215  RCLE 
216  PETX 
217  F:S 
228  RCL6 
2!9  FRTX 
?a@  R.'S  -L 
Option  1 
STEP  ENTRY  CODE 
0Bi  21  11 
062  1  81 
883  STcc  35 12 
884  ST+9  35-53 03 
885  EJ  -31 
88:  ST01  35  B! 
88 7  RJ  -21 
885  RCLE  30  14 
083  Yx  31 
@fa  I;'CLA  36  It 
811  RCLS  36  14 
81  2  y  ?  31 
&4!3  -  -45 
81.1  CHS  -)3  -.- 
815  LN  32 
815  SfCE  55  82 
8!7  RCL1  36  8: 
81.':  X  -35 
@I?  RCLC  36  13 
828  ,'.  ...  -7'=  r'r 
82:  ST+$  35-55  @C 
C22  RcL2  35 82 
623  ,yz  55 
824  ECLC  35 12 
e25  .5: 
-7r 
d  L. 
Continued Fig. 22. Continued 
STEP  ENTRY  CODE 
Continued 434 
Fig. 22. Continued 
PROGRAM  LISTING 






























RCL  C 
X 
ST+6 


















36  04 







36  89 
-24 
-55 
36  11 
36  1; 
31 
-8 .-  3 .'  .  - 
-$1 
-4 5 
36  03 
-3.9  -  '7 
35  15 
-a  -  -1 3 
x: 11 
36  12 





35  02 
-31 
35  81 
-7f 















-# ..  3  L 
26  61 
Option  2: 
I 
Continued Fig. 22. Continued 
STEP  ENTRY  CODE 
STEP  ENTRY  CODE 
801  *iBLa  21  1E  1  I 
8e2  PZS  16-51 
@c?  CLRG  6-53 
884  P2S  1 c'-51 
8e5  CLRE  16-52 
8%  CLX  ,t!  u  1 
8137  R.d',C  5 i 
883  $TOB  35  83 
689  E.z*S  51 
OIL?  STO!  35 @! 
a! 1  R.:.S  51 
812  ST32  35  82 
@!3  E;'S  C .  1 
614  pzs  f 6-"  d  A 
015  ST@  35 a@ 
816  R.?..S  5  1 
e!7  STOI  35 el 
PROGRAM  LISTING 
SEX  RATIO 2 
STEP  ENTRY  CODE 
ENTRY 
(Card  1) 
Continued Fig. 22. Continued 
STEP  ENTRY  CODE  STEP  ENTRY  CODE 
5;  ...  Y  -35 
C  ECL1 
A .* 
157  fiCLI 
15s  r: 
1  53  rg.5 
1 je 
16:  1 
1  62  8 
163  E!{Tt 
P '  1 t;*  4 
1 5:  t'" 
1 65  ..%  .. 
1  ECL3 
1  ,.. 
1  fF:X 
1-6  p:g 
1:;  i.tS~2 
172  DSF4 
173  ETCA 
174  SFC 
175  X3' 
176  STUB 
177  FRTX 
7s  RCL7 
179 
18e  &Ei 
13:  $TOE 
!6?  ECLG 
183  PRTX 
!$5  p:.: 
1  <56  CSE! 
I /?  F;:s 
16s  RCLE 
16?  - 
f sp 
A 4  2 :'X 
13:  frs"T,? 
192  ~:GG 
r;.  K...,S  A  .s 
14  $LBLi: 
19,'  SFC 
Continued Fig. 22. Continued 
STEP  ENTRY  CODE 
STEP  ENTRY  CODE 
663  CLRf 
004  FZS 
885  CiX 
086  TLX 
887  R.:.'S 
898  ST@ 
@es  R.2.': 
618  $;(?1 
.  ..  3  €!!I  P'" 
812  $702 
ej3  R.4 
et4  ~zs 
81:  ST08 
816  R.:'S' 
@!7 
818  R:'S 
819 
83  f:P 
821  R.:S 
622 
e23  p..s 
924  $LGL1 
825  RCl-8 
626  1 
~27  ESLC 
828  - 
024  RCLI 
038  X' 
63  1  - 
e32  ST~C 
8.3  RCL2 
834  RSFB 
e.3  - 
836  RCLD 
e37  - 
835  xtas 
e3  e 
8;  B  2: 
STEP  ENTRY  CODE 
28HRCLE  36  15 
218  RCLA 
-.P 
bb  11 
211  -  -45 
PROGRAM  LISTING 
SEX RATIO 2 
STEP  ENTRY  CODE 
2::  XZ  53 
213  STiG  35-55 PC 
214  R'S  51 
(Card 2) 
Continued 43  8 
Fig. 22. Continued 
STEP  ENTRY  CODE 
STEP  ENTRY  CODE 
155  ST+?  35-25  01 
PROGRAM LISTING 
SEX RATIO 2 
STEP  ENTRY  CODE 
ENTRY  CODE 
PZS  i 6-F: 
ECL 7  36  @T 
-  -45 
3:  46 
FZ;"  15-51 
CSP1  2:  Eil 
16-51  - -  RCLE  35  15 
-  -24 
1 /x  52 
PETX  -111 
ST32  35  11 
R.  'S  f;  2 
$iBLB  21  12 
SPC  16-1 1 
ST+8  z5-55  8,s 
li. J  -31 
ST+?  35-52  83 
PCL9  35  (jp 
PRTX  -14 
RCL  E:  36  @$ 
FRTX  -14 
-  -24 
SiOE  35  1-f; 
P  RT,?  -14 
RCLA 
-8 .- 
,tt.  !I 
p*.> 
,.c I  -42 
%t  56 
RCtE 
-8 .-  Jk  15 
RSt A  35  f!  -  -45 
,y2  53 
ST+6  35-55  66 
....$  51 
(Card 3) 
STEP  ENTRY  CODE 
817  Sic1  35 01 
811  R...'S  5 1 
@i9  ST02  35  02 
@:p  R.':  5  1 
821  *LBL 1  2!  E: 
822  RCLS  36  ~fi 
622  -  -  it  3 .- 
#24  CHS  -35  L- 
Continued Fig. 22. Continued 
STEP  ENTRY 
@2F  1 
826  t 
82:  L ti 
821  RCL1 
829  - 
038  CH,C 
Bll  RCL2 
832  + 
833  PETX 
834  SFC 
835  RTN 
836  sLEL4 
837  ESP4 
838  PRTX 
83 GSB1 
840  R1 
841  PRTX 
842  PS 
843  CSBt 
844  FX 
845  R...'S 
&ti'  r.LfiLE 
847  DSPS 
p,Q  spc 




7  3 
%I& 
56  er 
-24 




16-1  l 
24 
2:  11 
-63  e4 
-14 
23 @I 
--'+  3  A 





21  12 



























User Instructions -  Sex Ratio 1 
ENTRY 
t  - 
PRTX 
.% 
7 .!Y  a.  'I 
ECLB 
Y  ,. 
EWE 
RCLE 
RCL  t' 
















---  - 
Instructions 
Input  Output 
datalunits  Keys  datalunits 
1  Enter both sides of appropriate option card 
2  Clear storages 
3  Enter parameter values  4 Tot. mortality coef. 
-  Age at first capture 
-  Growth constants 
-  Tot. mortality coef. 
-  Age at first capture 
-  Growth constants 
K~  RIS 
tz  R/S  Continued User Instructions: Sex Ratio 1  (Continued) 
Step  Instructions 
Input  Output 
datalunits  Keys  datalunits 
--  - - 
4  Enter trial value of M (OPTION 1) or I?  (OPTION 2)  Mor F  ST0  7 
5  (a)  Enter lower length limits of length class; commencing  ~"d 
from the class containing the longer fish.  ~"d  t 
A 
5(b)  Enter lower age limits of age class; commencing from 
the class containing the oldest fish. 
Enter CA and CB for length or age class 
Repeat steps 5 and 6 for each length or age class; 
progressing towards the class containing the 
smallest or youngest fish 
Estimate the linear (geometric mean) correlation 
and regression parameters, and sum of squared 
deviation of estimated against observed catch 
number ratios. 
9  Repeat steps 2 to 8 for other trial values of M or F 
until 'best choices' identified from value of r2, u, 
v and t: D~. 
* cA  and cB 
td-  tm 
abbreviated to CA and CB 
td-  tm User Instructions: Sex Ratio 2 
Input  Output 
Step  Instructions  datalunits  Keys  datalunits 
I*  Enter both sides of appropriate option card 
(Card 1  or Card 2) 
2  Clear storage keys 
3  Enter parameter values  -  Tot. mortality coef. 
-  Age  at first capture 
-  Age of end first season 
-  Tot. mortality coef. 
-  Age  at first capture 
-  Age at end first season 
-  Season duration 
Enter trial value of M (OPTION 1) or F  (OPTION 2) 
Enter lower age limits of age class; commencing 
from the c!ass  containing the oldest fish 
Enter CA and CB for age class 
Repeat steps 5 and 6 for each age class; progressing 
towards the class containing the youngest fish 
Enter side 1  of Card 3 
Estimate linear (geometric mean) correlation 
and regression parameters, and sum of squared 
deviations of estimated against observed catch 
number ratios 
Mor F  ST0  7 
ta 
t:  t 
B 
Continued User Instructions: Sex Ratio 2 (Continued) 
Input  Output 
Step  Instructions  datalunits  Keys  datalunits 
Repeat steps 2 to 8 for other trial values of M or F 
until 'best choices' identified from the values of 
r2, U, V, and Z D~. 
* When the data are as frequencies by length class, the 
lower length of the class must be converted to its age 
equivalent before proceeding through the above 
step 1. This can be achieved by the following: 
Enter side 1  of Card 3 
Clear storages 
Enter parameter values  -  Growth constants 
-  Growth constants 
Enter lower length limits of length class; 





abbreviated to  C,  and C, Test Data - Sex Ratio 1  ------ 
Males  Females 
F  =  2.25  F  =  1.8  L,=  25.0. 
M  =  0.6  M  =  0.6  K  =  0.4  (both sexes) 
Z  =  2.85  Z  =  2.4  t  ,=  -0.5 
t c= 1.666  tc= 1.166 
simulated and estimated catch number and catch number ratios and 'correlatio~  parameters;  Inon-seasonal fishery where  Fm #  Ff,  Mm  = Mf and t:  k  t: 
hen Ass.Ma0.6  When Ass  .M=O  .7  Lower  I  Lower  I  Catch  //When  Ass. F=3.6  hen Ass. F=3.7  'hen  Ass. F=3.8  hen Ass. M=0.5 Test Data - Sex Ratio 2 
Males  Females 
F  =  0.3  F  =  0.3  L,=  25.0 
M  =  0.6  M  =  0.3 
Z  =  0.9  Z  =  0.6  M  =  0.4  (both sexes) 
At  =  0.666 
Simulated and estimated catch  nunhersand catch number ratios and  'correlation'parameters; 
Lower  hen Ass.  F=O  .3  hen Ass .F=O  .L 
427 1787 0.24  :I 
49 0.04 
r2  = 0.99999 
Layer 
2.083/2.083 

















Department of Agriculture & Fisheries for Scotland 
PO Box 101,  Aberdeen ABG  8DB 
Scotland, United Kingdom 
Reference Jones, R. -An  investigation of length composition analysis using simulated length com- 
positions (Part I, this vol.). 
Program Description: Length Composition Analysis 
This program processes length composition data to give estimates of the long-term effects on 
yield per recruit of changes in mesh size and/or fishing effort. 
The outputs also include: 
1.  Length cohort analysis, including estimates of mortality rate by length group. 
2.  The cohort analysis table includes estimates of the values of Z/K by the Beverton and Holt 
method. For each length group, a value of Z/K is calculated from the relationship: 
Z/K = (L,  -  -  L,) 
Where LC is the lower limit of the length group concerned and Eis  the mean value for all lengths 
> LC. 
3.  The cohort analysis table includes estimates of F/S, for each length group, where S is the pro- 
portion retained, at the length concerned, by the mesh size in use. 
4.  Immediate effects of changes in mesh size and/or fishing effort. 
5.  Intermediate effects of changes in mesh size and/or fishing effort. 
Inputs to the program require: 
1.  A data file, information about which is given in program lines 370-630. 
2. '  Growth and natural mortality parameters. 
3.  Selectivity data (selection factor and slope of selection curve at the 50% length). 
Input options include: 
1.  An allowance for discarding of fish and the possibility that some discarded individuals may 
survive. 
2.  The adjustment of numbers landed at each length in such a way that the sum of products of 
numbers multiplied by average weights adds up to some input value of the weight landed. 3.  Various options for grouping large individuals that may or may not be larger than the input 
value of L,  . 
This version handles one length composition only, and test data and worked numerical exam- 
ples suitable for testing the program can be found in Jones (1984). Selectivity curves are calculated 
using a logistic function. 
Listing 
A complete listing of the program is given in Fig. 23. 
Fig. 23. Listing of RJ33 program. 
FILE NAME --- NJ33.  BAS  PRINTED AT  10:21  ON 25-Sep-86 
10 !  AAAAAAAAAAAkkAAAAAAkAAAAAAAAAAAAAAAAAAAAAAAAAkAAAAkAAAAAkkAAAAAAAkkA 
20  !  LENGTH COMPOSITION ANALYSIS-CALCULATES LONG TERM EFFECTS OF 
30 !  CHANGES IN FISHING EFFORT AND MESH SIZE FROM LENGTH COHP.DATA 
35 !  THIS VERSION HANIILES ONE LENGTH COMPOSITION ONLY 
40 !  INCLUD  INF INTERMEDIATE EFFECTS AND ALLOWANCE FOR DISCAND  ING 
50 !  COHORT ANALYSIS TABLE INCLUDES VALUES OF Z/K  BY BEV.AND  HOLT METHOD. 
80 INPUTmOUTPUT  TO E  ILE  (F) ON EE  (1:)  '  ;  XB 
90 IF X$='E'  THEN E$='KR:'  \  GOT0 110 
100 INPUTSENTER  OUTPUT FILE NAMEe;E$ 
110  OPEN F$ FOR OUTPUT AS FILE #1% 
120  PHINT#lT 'RJ31' 
130 PR  INT#lX'LENGTH  COMPOSITION ANALYSIS' 
1.40 PHINT#l%'ALLOWING  FOR  INTERMEDIATE EFFECTSm 
150 PRINT*-----.------------------------------* 
160 DIM W(50),H(50) 
190 DIM PI50).H(50! 
200 DI3 S(50%),G(5OX),S5i5OX!,SG(5OiL) 
220 DIM V4(50),V5(50),F3i50) 
230 DIM DT(50! ,F2DT!50) 
240  DIM P2(50%!,T2(50%!,LLi50%) 
250 UIM RET!50%),S88(50%l,S99i50~i~ 
260 Zl$='###  ##  ##### .  .  .  ##.*#1  #*.1## .  ##. 
4:#  ########  #####  ##  #e####t#  #ewf 
270 ZZ!8='###  #tPt##  ####I#  ##. ###  #I#.  ###  ##.###  ###.###  6 
t ,. $##  ###. ###  ######. ##  *#######  # # ,  .,k. ' 
280 Z3$='  it#######.## 
*#*#######.##  ######.##  #########.##' 
290 Z4$$##t#  ######  ######'#####  ########  ##. ## 
295 ZS$='#########  #########  #########  #######I#  #########  #+$l 
t####  *########' 
296 Z(38='  ##+######  #########  #####I#% 
:E########  ' 
300 Pl$='CM  N.LANDED  BIOMASS  DT  ElDT  F2DT  SFlDT  SF2UT  S2/S1  C. 
NEW  BIOMASS NEW CATCH  N.LANDS  WT.LANDED  AV.WT' 
310 P2$='  CM  REMOVALS  NUMBERS  FIZ  FIlT  DT  f 
/S1  Z  NUKBERS  B  IOMASS  Z/K' 
320 P3$='  ATTAINING 
IN SEA' 
LENGTHS  ' 
Continued Fig. 23. Continued 
1350  PG$='  CM  N. LANDED  AIJ.  WTS  TOTAL WTS  PROPS.  RET 
N .CAUGHT  N.REMOVED  FROM SEA (NET)' 
355 P7%='  C  M  N. LANDED  N. CAUGHT  NEW LANDINGS BY N.O. 
W LANDINGS BY WEIGHT ' 
357 PS$='  A  B 
A  H  , 
360 !  .................................................................... 
370 !  INPUT NOTES 
380 !  LINES 510  AND 530 ARE FILE HEADINGS 
400 !  NlX=NO.  OF LENGTH GROUPINGS 
410 !  S(L?;'=NOS.  PER LENGTH GHOUP -OF LANUINGS NOT CATCHES 
420 !  RET!L%~=PROPORTIONS  RETAINED ON BOARD PER LENGTH GROUP(NO  ZEROS ALLOWED) 
430  1  E{H=WE IGHT LANDED 
440 !  CC= ORIGINAL MESH SIZE 
450 !  Al=SMALLEST LENGTH FOR SMALLEST LENGTH GROUP 
460 !  Gl=GROUPING INTERVAL 
470 !  A2 AND  A3 ARE WT./LENGTH  PARAMETERS 
480 !  i.e  WT.=  A3kLENGTHAAA2 
490 !  PROGRAM ASSUMES LENGTHS IN CM.  AN11  MESH SIZES IN  MM. 
500 !  IF LENGTHS ARE IN MM  OMIT '10'  FROM LINES 2070,2120 AND 2776 
510 !  ................................................................... 
520 INPUT'NAME  OF  INPUT FILES;BP 
530 OPEN B$  FOR INPUT AS FILE 2 
540 INPUT I2,HlB 
550 INPUT #Z,HZ$ 
557 INPUT #2,NlX 
580 INPUT #2,S(L%)  FOR L%=l% TO N1X 
590 INPUT #2,RET(L%)  FOR L%=l% TO N1% 
600 INPUT #2,BH 
610 INPUT #2,CC 
620 INPUT #2,A1 \  INPUT 12  ,G1 \,INPUT #2,A2  \INPUT #2,A3 
630  CLOSE 2 
G40 PRINT#l% HI$ 
1550  PRINT#l%  H2S 
660 Nl=NlX \  M4=Nl%+l% 
680 INPUTSDO  YOU WANT TO ALLOW FOR DISCARDS(YES=l,NO=O)';J5 
690 IF J5=1 GOT0 710 
700 RET!LI)=l.  FOR LX=1% TO N1% 
710  INPUT'DO  YOU WANT SIJM  OF PRODI-ICTS TO  BE  COEPATIBLE WITH  IHPUT bJEITiHTn:.37 
715 PROP=l \  IF J5=0 THEN 74C 
720 INPUT'  WHAT PROPORT  ION OF DISCARDS SURV  I'JES' ,PROP 
740 ! 
745 SP=O \  SPH=O 
750 !  AAAAAAAAAAAkAAAAAAAAAAAAkAAAAAAkAAA;tAAAAAAkAAAAAkAAAAAAAAA* 
760 !  OPTION TO REVISE INPUT NOS.  ACCORDING TO SUM OF PRODUCTS 
770 W(L%)=A3A(Al+GlA(L%-0.5)~AAA2  FOR L%=l%  TO N1% 
780 U3=0 
800 T1=0 
010  Tl=Tl+W(L%)AS(L%)  FOR L%=1% TO N1X 
820 IF J7=0  THEN Tl=l ELSE Tl=BB/TI 
830  BB=6 
840 VV=O 
850 S(L%)=TlAS(LX)  FOR L%=lX TO N1% 
EGO VV=VV+S(L%)  FOR L%=l%  TO N1% 
870 BB=BB+W(L%)AS(L%)  FOR L%=l% TO N1X 
880 U3=U3+VV 
900 A4=0 
910 FOR Ll=l TO N1 
930  P(Ll)=S(Ll) 
940  A4=A4+P(Ll)AW(Ll) 
Continued Fig. 23. Continued 
950 P(Ll)=P(Ll)/RET(Ll) 
960 NEXT L1 
970 PRINT#l%,PGB 
980 FOR Ll=l TO N1 
990  SG(Ll)=S(Ll)/RET(Ll) 
1000 Cl=Al+GlA(Ll-1) 
1010 SS(Ll)=SG(Ll)A(l-PROPA(1-RET(L1))) 
1030 PRINT*l%,USING  Z~I,C~;S(L~);W(L~!;S(L~)AW(L~);RET(L~);S~~L~~~S~~L~~ 
1050 NEXT Ll. 
10130  LL(L%)=S(L%)  FOR L%=lX TO N1X 
1070 PKINT#l% VV; 
1080 PHINTIlZ 
1090 PRINT#l%'TOTAL  WT.  .  t 
1100 PRINT#l%  RP; 
1.110 3PINTi.IX'LANDED' 
1120 PRINT#lXmMESH  SIZE  '; \  PRINT+l%  .CC; \  PRINT#l% 
1140 PRINT#l%'PROP.  OF DISCARDS THAT SURVIVE =';PROP 
1150 FOR LZ=l% TO N1% 
llG0 P(L%)=O 
1170 P(L%)=Y(LX)+SS(LX) 
1180 NEXT L% 
1190 NY%,N8%=0 
1200 FOR L%=l%  TO NI% 
1210 L5%=N1%-L%+lX 
1220 IF P(LSX)>O  THEN N9%=1% 
1230 IF N9%<=0 THEN N8%=N8%+1% 
1240 NEXT L% 
1250 Nl%=Nl%-N8%  \  Nl=Nl% 
1260 !  AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAkAAAkA 
1270 !  INPUT OPTIONS 
1273 INPUTsDO  YOU WANT TO GROUP LARGE INDIVIDUALS '  ,338 
1274 IF JJ8=0 THEN 1280 
1275 INPUT'LARGEST  LENGTH GROUP REQUIRED ',XXX 
127G GOSUR 4320 
1280 INPUT'  WHAT  IS L  INF' .  Y  1 
1290 Cl=Al+GlANI 
1300 IF Yl::.Cl  THEN 1330 
1310 PRINT'LINF  IS NOT LARGER THAN LARGEST LENGTH' 
1320 GOSUR 4290 
1330 PRINT 'CHOOSE  FROM THE FOLLOWING OPTIONS' 
1340 PRINTml.TO INPUT M/E  AS k  SINGLE VALUE" 
1350 PRINTm2.T0 CALCULATE t<  FRoM AN  ANNUAL GROWTH INCREMENT' 
1360 PRINT'3.TO  CALC.  E  FROM CONVENTIONAL LINF 8  t<  VALUES' 
1370 PRINT94.TO  INPUT A VALUE OF K* 
1380 INPUT'WHAT  IS YOUR CHOICE', 33 
1390 IF JS=? GOT0 1620 
1400 INPUT'WHAT  IS M1,M5 
1410 IF J5<:;?2 GOTO 1480 
1420 PRINTBINPUT  2 LENGTHS SEPARATED BY A YEAR'S  GROWTH* 
1430 INPUTaFIRST  LENGTH',LG 
1440 INPUT'SECOND  LENGTH',L7 
1450 Kl=(Yl-LG)/(Yl-L?) 
1460 Kl=LOG!El) 
1470 GOT0 1590 
1480 IF .I503 GOT0 1580 
1490 PRINT'INPUT  CONVENTIONAL VALUES OF LINF 8 K' 
1500 INPUT'WHAT  IS LINF',G2 
1510 INPUT'WHAT  IS C'  ,G3 
1520 PNINTBAT  WHAT LENGTH DO YOU WANT THE 2 GROWTH CURVESa 
1530 INPUT'TO  COINCIDE'.LG 




1570 GOT0 1590 
1580 INPUT'WHAT  IS E' ,G1 
1590 Xl=MS/El 
1600 PHINT'K  =';Kl'  M/K  =';Xl 
1610  GOT0 1630 
1620 INPUTIWHAT IS M/ES.X1 
1624 PHINT'INPUT  A VALUE OF M FOR ADDITIONAL COMPUTATIONSa 
1626 INPUT M5 
1630 INPUT'WHAT  IS FINAL F/Z',EI. 
1632 AB9=0 \  M2=0 \  A5=0 \  L33=S22 
1640 PRINT 'ENTER  MINIMUM LANDING SIZE FQH NEW MESHs 
1642 INPUT'USE  DUMMY VALUE IF NOT HERU  IRED' ;MLS 
1650 INPUT'WHAT  IS SELECTION FACTOHILENGTHS IN CM.  MESH SIZE IN MM.!',Sl 
1660 PRINTmWHAT  IS SLOPE OF SELECTION CURVE FOR ORIGINAL MESH SIZE" 
1670 PRINTWtMESH  SIZE IN MM.) 
1680 INPUT 522 
1700 INPUT'UO  YOU WANT COHORT ANALYSIS ONLY(YES=l,O=NO)';TS 
1750 IF  I5=1 THEN AB3=1 \  GOT0 1380 
1760  INPUT~HOW  MANY INTERMEDIATE  YEARS no YOU WANT';NINT 
1800 INPUT 'IS THERE A CWRNGE IN MESH SIZE1;M2 
1810 IF M2<=0 GOTO 1910 
1820 PHINT'WMAT  IS NEW MESH SIZE 7" 
1840 INPUT X22 
1860 PHINT'WHAT  IS SLOPE OF SELECTION CURVE FOR THIS MESH SIZE P' 
1880 INPUT L33 
1900 El=M5/Xl 
1910 INPUT'WHAT  IS PERCENTAGE CHANGE IN EFFORT',AS 
1920 A5=A5/100E 
1.930 PH  INT  * CHOOSE FROM THE FOLLOWING OPT  IONS" 
1932 PH  INT'O=MINIMUM  OUTPUT" 
1933 PRINT1l=MAXIMUM  OUTPUT' 
1938 INPUT'WHAT  IS YOUR CHO  ICEm;  I5 
1940 !  AAAAAAAAAAAAAAAAAAAAAAAkAAAAAA;fAAAAA;fAhAAAAAkAAAAAAAAAAkAAA;f 
1950 !  PROPORTIONS RETAINED ,S6 ANC S7. ALSO RATIOS SG/S7=G(M%,L%) 
1980 PRINTiklX 
1390 PRINT+lZ P5$ 
2000 PRINTIl%'  SELECT  ION CURVES' 
2002 IF M2=0 THEN 2012 
2010 PHINT#lXI'MESH  SIZE  ';CC;'  ';X22 \  GOT0 2020 
2012 PRINT#l%,'MESH  SIZE  ';CC 
2020 FOR L%=l% TO N1% 
2030 LBAR=Al+GlA(L%-0.5) 
2050 PRINTIlX  ,USING  *####  ',Al+GlA(L%-1%); 
2070 L50=SlAX22/10% 
2080 SLP=L33 
2090 GOSUE 4590 
2100 SG=PR 
a1  10  sL,P=sza 
2120 L50=SlACC/10% 
2130 GOSUB 4590 
2140 S7=PR 
2150 IF S7)O  THEN G(LX)=SG/S7  ELSE GIL%)=l.O 
2160 IF M2=0 THEN 2172 
2170 PHINTIlX USING'###.####  ##.####*,S?,SG;  \  GOTO 2190 
2172 PRINT#l% USING1###.####',S7; 
Continued 2260 !  LENGTH COHORT ANALYSIS 
2270'  IF I5.:>1  GOTO 2340 
2280 PHINTIlX P50 
2290 PHINTIl%'COHOHT  ANALYSIS' 
2295 PHINT#l% 
2300 PRINT#l%'LINF  =  Tl;'M/K  =  'X1;'FINAL  P/Z =  'E1;'M  =  'M5 
2305 pNINT%1XSSELECTION  F&CTOH=";Sl;'SLOPE  AT  50% POINT=';S22;'MESH  SIZE='JCC 
2307 PHINT*lX 
2310 PRINTCl% Pa$ 
2320 PHINT#l% P38 




2365 SUMP=SP \  SOPPL=SPH 
2370 IF JJ8=1 THEN 2400 
2380 SUMP=SUMP+P(Nl) 
~JYV  SGPPL=SOf;Pi.iO.  5~P(Nl~)~A('Cl+i:2) 
2400 IF  I5<>1 GOT0 2420 








2490 FOR I1=2 TO N1 
2500 Jl=Nl-Il+1 
Continued Fig. 23. Continued 
2770 V4=V4+V4(Jl) 
2772 LBAR=C1+0  .SAG:L 
2774 SLP=S22 
2776 L50=SlACC/lO% 
2778 GOSUB 4590 
2780 IF  I5C:ll GOT0 2800 
2790 PRINT#l% USING Z2%,Cl;P(Jl);X3;E2;N(31);IIT(Jl);F2;F2/'PR;Z2;V4tJl?/W(Jl);U 
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M6=Nl-1  ' 
V4(Nl)=V4(MG) 
V4=V4+V4(MG) 
1  F 1  C '  '  at....:.l  THEN 2880 
PRINT#l%'  Z/E  IN FINAL COL.CALCULATED  BY BEV.  AND HOLT METHOD' 
PRINT$l%'  Sl IN COL.  F/S1  REFERS TO PROPS RETAINED IN SELECTION CURVE 
PR  INTPlX 
IF AB9=1 GOT0 4170 
! 
!  AAAA*AAAAAAAAAAAAAAkAAAAAA*AAAAAAAAAkAAAAhAAAAAA*AAAA&A*AAA 
!  NEW VALUES OF FDT, H!L%) 
Cl=Al 
NG=Nl-1 
€OH L1=1 TO NG 
C2=Cl+Gl 
HILl)=O 








!  AAAAAAAAAAAAAAAA&AAAAAAAAkhAAAAAAkAAAAAAAAhAAAAAAAAAAAAAAAk 
!  NEW VALUES OF FDT FOR CALCULATING  INTERMEDIATE EFFECTS H(L%) 
F2DT(Ll%)=H(LI.X)  FOR Ll%=l%  TO NIX 
FOR YOPT=l% TO NINT+l 
IF YOPT=NINT+l GOT0 3310 








IF X>YOPT GOT0 3230 
H(J2)=F2DT(J2)  \  IF J2=1% GOT0 3250 
GOT0 3180 
X=X-YOPT 
X=X/DT  (32) 
H(J~)=XAR(J~)+(~-X)AF~LIT(J~) 
IF J2=1 GOT0 3280 
H(E%)=R(K%)  FOR G%=1%  TO J2-1% 
GOSUB 4720  3280 
3290 NEXT I 
Continued Fig. 23. Continued 
3300 IF  YOPT<NINT+l GOT0 3380 
3310 H(Ll%)=FzUT(Ll%)  FOR Ll%=l% TO N?% 
3320 Jl=N1 
3330 GOSUB 4720 
3340 !  kkAAAAkkAAkAAAAAAkAkAAA;tAkA;tAkAAAAkAkkAAAAkAAkk;tAAkkAA~kA 
3350 !  DETERMINATION OF NEW LANDINGS 
3360 !  BY WT.  TW AND B2 
3370 !  BY NO.  U2 
3380 IF  I501  GOT0 3410 
3400 PRINT#l% PI.$ 
3410 UU=O \  XX=0 
3420 TW-0 

















Ad  .>l,LG  l  -t't=V3+Vj 
3630 P2(Ll)=UI 
3640 IF  I501  GOT0 3660 






3700 NEXT L1 
3710 IF  I5<:>1  GOT0 3740 
3720 PRINT #1%  P5R 
3730 PRINT#lX USING 732,V4,V3,  U2, H2 
3731 PRINT#l% 
3732 PRINT#l%  "SEE  TAB. 7,  JONES 1984 FA0 FISH. TECH. PAP. 256 FOR COL. HEADINGS" 
3733 PRINT#l% P5% 
3734 PH  INTtlX 
3740 IF YOPT=NINT+l GOTO 3770 
3750 PRINT#l%'NEW  LANDINGS AETER',YOPT,'YEARS' 
3760 GOT0 3730 
3770 PRINT#l% P58 
37?1  PNINT#l%'NEW  LONG TERM LANDINGS' 
3780 PRINT#l%*--------------------------------------------m 
3730 IF  M2=O GOT0 3840 
3800 PRINT#l%'SEL.  FACTOR',Sl8PERC.  CHANGE IN EFFORT',lOOAAF 
3810 PRINT#l%'OLD  MESHa,CC,'SLOPE',S22 
3830 PRINT#l%'NEW  HESH',X22,'SLOPEs,L33 
3830 GOTO 3850 
3840 PRINT#l%'PERC.  CHANGE IN EFFOHTW,100kA5 
3845 PRINT*l% 
Continued Fig. 23. Continued 
3850 PR  INTIl%'PERC.  CHANGES IN LANDINGS' 
3870 PRINTBl%'  BY  WEIGHTS  BY  NUMBERS* 
3880 B2=100A(B2-A4)/A4 
3890 U4=lOOk  (U3-U3)  /l!3 
3900 V3=100A1V3-V4)/V4 
3920 TW=lOOA(TW-BB)/BB 
3950 PRINT#lXe  'B?,U4 
3960 PRINT#l%'PERCENTAGE  CHANGE IN BIOMASS =',V3 
3975 PRINT#l%,P5$ 
3977 NEXT YOPT 
3980 PRINTCl%,'IMMEUIATE  EFFECTS' 
3381 PRINT#l%,'----------------------' 
3982 PRINT#l%,'A  ASSUMING NO  CHANGE IN PROPORTIONS RETAINED.' 
3984 PH  INTQlX,  '  B  ASSUMING PROPORT  ION RETR  INED=O BELOW MINIMUM LANDING S  IZE A 
1  .O  ABOVE MINIMUM LANDING SIZE" 





4046 PRINT#l%,  P8B 
4050 FOR Ll=l% TO N1% 
4060 CZ=Cl+GI 





4100 PRINT#l%,USING  Z5$,Cl;S(Ll);SG(Ll);Xll;X3;X2;X4 
4110  SUM=SUM+XlL 
4120 SUHW=SUMW+X2 
4122  SX3=SX3+X3 
4124 SX4=SX4*X4 
4130 Cl=C2 
4140 NEXT L1 
4145  PRINT#l%,PS( 
4147  PHINT#lX,'TOTAL'; 
4150  PRINT#l%,USING  ZG$,SUM;SX3;SUMW;SX4 
4152  X4=100A(HB-SX4)/BE{ 
4154 PRINT#1XmIMMEDIATE  LOSSES FROM CHANGES IN MESH SIZEm 
4155 PRINT #l%,'MINIMUM  LANDING SIZE =';MLS 
4156 PRINT#l%,  'A  *  ;YY 
4158  PRINTIl%,  '8  '  ;X4 
4170 PRINT'CHOOSE  FROM THE FOLLOWING OPTIONS' 
4180 PRINTal.TO VARY EXPLOITATION PATTERN ONLYm 
4190 PRINT'2.TO  VARY GROWTH PARAMETERS' 
4200 PR  INTaB.  RETURN TO BEG  INN  IN6 OF INPUT OPT  IONS' 
4205 PRINT  '  4.  TO VARY DETA  11- OF OUTPUT ONLY' 
4210  PHINTn54.STOP  PROGRAM" 
4220 INPUTBWHAT  IS YOUR CHOICE', J7 
4230 IF J7=1 THEN 1633 
4235 IF J7=2 THEN 1280 
4237 IF J7=4  THEN 1930 
4240 IF J?=5  GOT0 4990 
4250 GOTO 1280 
4260 !  AkAAkAAAkkAkAAAAkAAAAAAAkAAkAkAAAAAAkA;tAkAAAAAAAAAAAAAAAAk*kAAAAA;kAAAAA 
4270 !  ENSURES THAT LAST LENGTH INTERVAL IS LESS THAN 0.9kLINFINITY 
4280 !  AAA;tkAAkkAAAAkAAAAkAAkAAAkAAAb(AAAkAAkkAAkkAkkAAAAAAAAAAAAAAkkAAkkAAAkA~ 
AA*AAAAkAAAAA*AAAkA*j,*AAAk#i 
Continued Fig.  23.  Continued 
4290 PRINTnDO  YOU WANT PROGRAfl TO ENSURE THAT LARGEST GROUP UOES NOT EXCEED 0. 
LINFINITY(YES=l,NO=O)' 
4300 INPUT JJ8 
4310 IF  JJ8=1 THEN  XXX=O.9AY1 
4314 GOTO 4320 
4316 RETURN 





4360 FOR Ll=l TO NG 
4370 C2=Cl+Gl 
4380 IF  C2CXXX THEN 4460 






















4600 !  AAAAAAAkAAAAAAkAAAAAAkAAAAA&AAAAAAkAAA~AAAAAAkAAAAAAAAAAAAA 
4610  !  PRuPDRTiuRs RETAINED By Ciji~EHil iPRi  USING  LOGISTIC SELECTKIN  CLWVE 
4620 R1= SLPk(LBAR-L50)/0,227G 
4630 IF N1>.50  GOTO 4680 
4640 IF  KlC-30 GOT0 4G?0 
4650 PH=EXP(Rl)/(l+EXP!Rl)) 
46130 GOT0 4630 
4670 PR=O \  GOT0 4690 
4680 PR=1.0 
4690 RETURN 
4700 !  AAAAAAAAAAAAAAkAAAAAAkAAkAAAkAkAAAAAAAAAAAAAAAAAkAAkAAAkAAAAAAAA 
4710 !  CONVERSION FACTORS F3(L%) 
4720 H(Nl)=R(NG) 
4730 S8=0 
,4740  S9=0 








4830 XG=R(l) Fig. 23. Continued 
4840 X8=H(1) 











4960 XS=N(Ll) \  XG=R(LZ) \  X9=HIL1) \  X8=H(L2) 
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Reference  Hampton, J. and J. Majkowski. -  A simulation model for generating catch length- 
frequency data (Part I, this vol.). 
Program Description  Program LFSIM generates catch length-frequency data for an exploited fish 
population. Presently, 8 year classes are simulated which produce 48 monthly length frequency 
samples each containing 5  age classes. These specifications can be easily altered by the user. 
OUTPUT:  Two data files are produced. 
(i)  COHORT.DAT -  contains LF data for separate year classes. 
(ii)  LFDATA.DAT -  contains LF data for 48  monthly samples. These data represent catch- 
at-length data and are formatted for direct input, e.g.,  to the ELEFAN 
I and I1 programs, 
Modules 
FUNCTION GAUSS 
This function generates random normal variates. 
Arguments  : a -  mean 
b -  standard deviation 
Variables  : a,b,c,ix 
Associated modules : RAN (intrinsic FORTRAN function) 
FUNCTION GROWTH 
This function determines the length of a fish at a given age using the seasonally oscillating 
VBGF of Pauly and GaschMz (1979) 
Arguments  : age -  age of fish in years 
t,  -  age at the onset of the first seasonal oscillation 
L,  -  asymptotic length for this fish 
K  -  growth constant for this fish 
Variables  : age, C, D, K, L,,  to,  t,, twopi SUBROUTINE SELECT 
This module is the "workhorse"  of the program. It increments the two LF matrixes LFREQ 
and LF. Within this module, the following sequence of operations is undertaken: 
(i)  Determine a time of encounterlnatural death, x. 
(ii)  If x > t (see master list), disregard this fish and return to (i). 
(iii)  Decide whether this fish died due to natural causes or was encountered by the fishing 
gear. If the former, return to (i). 
(iv)  Determine the age at the time of recruitment. 
(v)  Determine the age at encounter. 
(vi)  Determine the growth parameters lmax,  k and t,. 
(vii) Determine the length at encounter. 
(viii) Determine the prbbability of retention by the gear. 
(ix)  Decide if the fish is caught or escapes. If  caught, store data. 
(x)  Determine time of next encounterldeath. Repeat steps (ii), (iii), (v), and (vii) to (x)  until 
the fish is caught, dies naturally or lives beyond the maximum time t. 
Arguments:  :  ix0  -  year class strength 
am1  -  mean age (yrs) at recruitment for fish spawned from major 
peak 
am2  -  mean age (yrs) at recruitment for fish spawned from minor 
peak 
asdl  -  SD (yrs) of major peak 
asd2  -  SD (yrs) of minor peak 
P  -  proportion of total recruits contributed by major peak 
a and b -  parameters of the selection curve 
f  -  instantaneous rate of encounter 
m  -  instantaneous rate of natural mortality 
t  -  maximum age of fish contributing to the fishery 
i  -  number of year class 
iselec  -  flag: 0 = no selection; 1  = selection 
nc  -  number caught from this cohort (output) 
Variables  :  a, age, alpha, aml,  am2, asdl, asd2, b, f, imth, iselec, iset, ixO, ix, k, 
km, ksd, kx, len, len2, If, lfreq, lmax, lmaxm, lmaxsd, m, nc, ntp, pc, 
pctest, pm, pmtest, t,  ts, x, y 
Associated modules :  GAUSS, GROWTH, RAN, SPAWN 
FUNCTION SPAWN 
This function determines the age of individual fish at recruitment (t  = 0). Presently, all fish 
should have a positive age at t = 0; however, this could easily be changed if  code were added to 
ensure that fish were not encountered or did not die with a negative age. Initially, a decision is 
reached using RAN as to which spawning distribution (cohort) the fish comes from. Age is then 
randomly sampled from this normal distribution. 
Arguments  : aml, am2, asdl, asd2, p -  see above for definitions 
Associated modules :  GAUSS 45 8 
Listing Notes 
a.  Language  FORTRAN 77 
b.  Implementation  Currently on VAX but should run on any DEC machine 
c.  Hardware Requirements  Printer, Plotter 
d.  RAM  Requirements  About 84 K 
Listing 
A complete listing of this program is given in Fig. 24. 
Fig. 24. Listing of LFSIM  program. 
* LIST  OF MAJOR  VARIABLES  (not  including indexes)  * ....................... 
* a (SELECT)  - parameter  of  the selection curve  * a (GAUSS)  - mean  c~f  a normal  distribution 
* age - age  at encounter  of an  individual fish  * alpha - random number  for survivorship function (SELECT)  * am1  - mean  age  at recruitment of  fish from major  spawning peak  * am2  - mean  age  at recruitment of  fish from minor  spawning  peak  * asdl - standard deviation of major  spawning peak  * asd2 - standard deviation of minor  spawning peak 
* b (SELECT)  - parameter  of the selection curve  * b (GAUSS)  - s.tandard deviation of  a normal  distribution  * c (GROWTH)  - coefficient of  seasonal  growth  * c (GAUSS)  - sum  of  12 random  numbers  * d - growth parameter  (set  to  1.0)  * f  - instantaneous rate of  encounter  by  the fishing gear  *  iaget - total catch by age  class for a single year  class 
*  imth - month number  for LF  *  iselec - flag to  indicate whether  selection operates  *  iset - flag to  indicate whether  a  fish has  been  previously  *  encountered 
*  ix - seed  to RAN  (random  numher  generator)  *  ixO - number  of recruits for a year  class  * k  - growth constant  for a fish  * km  - mean  value of  growth constant  * ksd - standard deviation of growth constant  * len - length of an  encountered fish  * len2 - length class numher  for monthly  LF  * If  - catch number  by  length c1as.s  by  month of capture  * lfreq - catch number  by  length class hy  month for a  year  class  *  lrnax  -  as.ymptotic length for a fish 
*  lmaxm - mean  asymptotic length 
* lmaxsd - standard deviation of  asymptotic length  * ltot -  total catch by month for a year  class  * m  -  the instantaneous rate of  natural mortality  * nc - total catch from a year  class  * ntp - month number  from recruitment  for a year  class  * nyc - number  of  year  classes simulated  * p - proportion of  total recruits contributed by  major  spawning  peak  * pc - probability  of retention by  the fishing gear  * pctest - random  numher  to determine if  fish is  retained  * pm  - probability of  a given death being from natural causes  * pmtest - random  number  to determine if fish dies from natural causes f  * q  - random  number  to determine  ta which  spawning peak  a fish belongs *  * rm - mean  year  class strength  f  * rsd - standard deviation of year  class strength  A-  * t  - maximum  age  of fish contributing to  the fishery  9:  *  t0 - growth parameter  J:  *  ts - age  of fish at onset  of  the first seasonal growth oscillation  * 
Continued Fig. 24. Continued 
c  *  twopi - constant  -6 
c  * x -  time frcarr~  recruitment  to encc~~jnterideath  for a  fish  -k 
c  * xi1  - number  of  recruits for a  year class  +: 
c  *  y  -  the age of a  fish at recruitment  (t=iIj  -k 
C  *  -k 
C  *?kk***-kA:+.k*:A:***k*f  **+-k*A-Jr-k+:*+:-k*-k*****:kkk**+k*:A:***:k**k*****-kk*+:*kk%:k:kk-k* 
.  input p.3rarrleters for year class strength determination  ***-!:A 
do 100 i=l,npc 
do 20 kx=1,60 
1  tat~kx)=i~ 
do 10 js=1,60 
lfreq(kx,  jx)=ii 
continue 
do 30  kx=1,5 
iaget(kx)=0 
Continued 460 
Fig. 24. Continued 
*+***  calculation of length and age at capture for all fi~h  -.M+*+ 
*-k*-kJr  in  the current year class  +-k-k+-k 
call selrct(ix0,arn1,am2,a~Cd1,asd2,p,a,t,f,m,t,i,iselec,nc,ix~ 
writei2,1002)i,xO,nc 
wri  te(2,1003)(ntp,ntp=I  ,24) 
do 60  len=1,60 
do 55 ntp=1,24 
ltot(ntp)=ltot(ntp)flfreq(ntp,lenl 
continue 




do  70 len=1,60 







do 80 len=1,60 
do 85 ntp=49,60 




wri  te(2,10053iltot(ntp) ,ntp=49,60) 
do 95 iytot=1,5 
ml=(i y to t-1)*12+1 
m2=m1+11 
do 90 ntp=rnl,rn2 
iaget(iytot!=iaget(i)ltot)+ltot(ntp) 
ci*ntinue 
cant  i nue 
wri  te(2,1007)(kx,ia3eet<k,x)  ,kx=1,5) 
continue 
wri  te(1,1009) 
mmax=48 
do 120 imth=l,mmax 
rnul  t=imth/12 
irem=imth-mu1  t*12 
ifiirem.eq  .Ujirem=12 
do 110 len2=1,30 
xml=len2*2-0.5 




wri  te(1,1005) 
format('48  19  2  7.5  43.5') 
fcarmat('  9399 0  0  99  99'1 
1002  formati'lyear  class nurnber',i3,'  recruitment',f7.0, 
%  '  number caught' ,  i5/) 
1003  format(55s ,'  time period' ,/',' length  '12i4,4x ,12i4/') 
Continued Fig. 24. Continued 
1004  forrnat(i7,3x,12i4,4x,12i4) 
1005  f  orrnat(1x  ,1091  '-'j/lUx,12i4,4x,12i4//) 
1006  format(lx,i2,f6.l,i6,4x,i2,4~,'15') 
1007  format(.////28x,'catch  by  age class',/./lx,5('year',i2,i6,3~)) 
stop 
en  d 
C 
c  *****  FUNCTION  SPAWN  ***** 
c 
function spawn  ( am1 ,  am2,  asdl  ,  a5d2,  pj 
common/j  j  j/i x 
q=ran(ix) 




*****  FUNCT I  ON  GROWTH  ***** 
function growth(age,ts,lmax,kj 
real lmax ,  k 
common./block/d,  t0  ,c 
twopi=6.283185 
growth=lrnax*(l-exp(-(k-kdk(age-t0)+c*k~:d,~'twopi*~.ir1(  twctpi*(age-t:.)) 
$5  ) ) )**(l./dS 
return 
end 




common/j  jj/ix 
j  =[I 
nc=O 
do 20 kx=l,ixU 
iset=0 
x=0  . 
y=sp  awn  ( am1  ,  am2,  asd1,  acCd2,  p  1 
go  to  11 
10  iset=l 
11  alpha=ran(ix) 
x=x+(-(alog(1-alpha))./(f+rnj) 
if(x.gt.t)go  to  20 
pm=m./(  f  +m  j 
pmtest=ran(ix) 
if  (protest  .lt  .prn)ge  to  20 
if  (iset  .eq.0)  j=j+l 
age=x+y 
ts=y-0.5 
if(iset.cq.1)ga  to  12 
lmax=gauss(  lmaxrn,  lmaxsd) 
.k=3auss(  km,  k  sd  j 
12  continue 
len=growth(age,ts,lmax,k~+0.5 
pc=l/(l+exp  (-( a+b*len j ) ) 
if  (iselec.eq  .0)pc=l 
pctest=ran(  ix) 
if(pctest.gt.pc)go  to  10 
nc=nc+l 
,a,b,f,m,t,i,iselec,nc! 
) ,  lrnaxrn,  krn ,  lrnassd ,  k  sd 
Continued Fig. 24. Continued 
if(ntp.gt.60)print  *,ntp,age,x,y 
lfreq(ntp,len)=lfreqIntp,len)+l 
imth=(  i-t)*12+ntp 
len2=(len+1)/'2 
if(imth.ge.l.and.imth.le.45)lf(imt~1,1en2)=lf(imth,len2)+1 




c  *****  FUNCT 1 ON GAUSS  -k-..k** 
c 
function gauss(a,h! 
common/'j j j/i x 
c=O  . 
do 1 i=1,12 
c=c+r  an  i i x) 
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Anchovy  12,319 
Arius thalassinus  324 
Asaphis deflorata  19 
also 
Billfish  371,372 
Bonito, see Sarda chiliensis 
Bopyrid, see Epipenaeon elegans 
Butterfly fish, see Chaetodon miliaris 
Caesionidae  31 
Carcharhinus obscurus  122, 123,  see also shark 
Catfish, sea, see Arius thalassinus 
Chaetodon miliaris  122, 123 
Chim  327, see also Arius thalassinus 
Clupea harengus  19,287, 288 
Clupeidae  31, 312 
Cod  34,99,103-105,107,109-111,171-173,180, 
182,187 
Codakia orbicularis  19 
Croaker  32,322,324, see also Newaiby: Otolithes ruber 
Crustacea  19,166 
Cutthroat trout  32 
Decapterus russelli  19,31 
Engraulis encrasicholus  319 
~n~raulis  ringens  287,389,390, see also Anchoveta 
Epinephelus morio  322 
Epinephelus sexfasciatus  26, 123, see also Grouper 
Epinephelus spp.  328, see also Grouper 
Epinephelus tauoina  19,322,324,333, see also Hamoor 
Epipenaeon elegans  159,165 
Gadus nzorhua  19,103,104,187,287, 288, see also Cod 
Grouper  25 
Grouper, banded, see Epinephelus sexfasciatus 
Grouper, orange-spotted;  see Hamoor 
Grunt, silvery, see Pomadasys argenteus 
Haddock  182,219,220,359,418 
Haddock, faroe  223,224 
Hake  28,281,388,394 
Halibut, see Hippoglossus hippoglossus 
Hamoor  165,322-325,328,329,333,334 
Hamra  137-141,143-145,322-325,328,329,334 
Herring  298 
Hilsa kelee  19, 31 
Hippoglossoides elassodon  35,40-43,  51, see also Sole, 
flathead 
Hippoglossus h ippoglossus  3  2 
Katsuwonus pelamis  19,31,34 
Kelee shad, see Hilsa kelee 
Krill  336 
Leiognathidae  32 
Leiognatus spp.  19 
Limanda limanda  19 
Loligo pealei  18, 20,26, 32, see also Squid 
Lutjanus coccineus  137,139-141,143-145,  322,324 
Mackerel  298 
Mackerel, horse, see Trachurus trachurus 
Makrelen, see Scomber japonicus 
Melanogrammus aeglefinus  19,359,  see also Haddock 
Merlangius merlangus  19 
Merluccius cadenati  394, see also Hake 
merluccius  28,388,394, see also Hake 
senegalensis  394, see also Hake 
Metapenaeus affinis  147-158,160-165 
clobsoni  19 Metapenaeus spp.  151 
stebbingi  151 
Micropterus salmoides  99 
Mollusc  19,  31 
Nakroor  326-328, 331, see also Pomadasys argenteus 
Nephrops  146,187,216,241,281 
Newaiby  145,166,322-325,328,330,331,334,360, 
418, see also Otolithes argenteus 
Otolithes argenteus  145,166,322,324,358,359,360, 
see also Newaiby 
Otolithes ruber  19,32,  see also Croaker 
Oyster, pearl  19 
Pagophilus groenlandicus  3  72 
Pampus argenteus  19,32,146,165,322,324, see also 
Zobaidy 
Panulirus spp.  19 
Parapenaeopsis stylifern  147-150,152,153,155-158, 
160-163,165 
Penaeus kerathurus  18,19,34 
notialis  151 
schmitti  151 
semisulcatus  19, 147-165,401-403 
vannamei  163 
Perca flavescens  187 
Perch, Yellow, see Perca flavescens 
Plaice  31,32,74,109,298 
Plectropomus leopardus  14 
Pleuronectes platessa  287-288 
Pomadasys argenteus  324,327 
Pomadasys argyreus  25 
Pomfret, see Pampus argenteus 
Porgy  34 
yellow-finned black, see Acanthopagrus latus 
silvery black, see Acanthopagrus cuvieri 
Pterocaesio pisang  19,  31 
Raja clavata  116  -119 
Rastrelliger brachysoma  19, 26 
Russel's scad, see Decapterus russelli 
Sardina pilchardus, see Sardine 
Sardine  311-314,319,387,394 
Sardinella longiceps  25 
Scomber japonicus  19,32 
Scomber scombrus  287,288 
Seal, harp, see Pagophilus groenlandicus 
Shark  122,123,128,371,372 
Sheim  326,328, see also Acanthopagrus latus 
Shrimp  4,10,12,15,18-20,31,33,147-152,154, 
155,157-166,322,333,334, 334,336, 380,401,423 
Slipmouth, see Leiognathidae 
Snapper, crimson, see Hamra 
Snapper, red,  see Hamra 
Sobaity  326,328,334, see also Acanthopagrus cuvieri 
Sole  298,333 
Sole, flathead  35,40-43,48,51 
Solea solea  288 
Squid  4,15,18,19,32,33,147,166 
Stizostedion vitreum vitreum  187 
Stolephorus spp.  19 
Stolephorus zollingeri  26 
Taius tumifrons, see porgy 
Teleost  18,  20 
Thunnus alalunga  74 
Thunnus albacares  19,31 
Thunnus maccoyii 371, see also Tuna, blue fin 
Trachurus trachurus  287,288,298 
Trout, coral see Plectropomus leopardus 
Tuna  368,371,372 
bluefin  74,368,371,372 
skipjack, see Katsuwonus pelamis 
Upeneus moluccensis  377-379 
Walleye, see Stizostedion vitreum vitreum 
Whiting  182 
Zoarces viviparus  76 
Zobaidy  323,324,330,331,334, see also Pampus 
argenteus 
Sandeel  182 
Sarda chiliensis  300,303 J
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INTERNATIONAL CENTER FOR LIVING AQUATIC RESOURCES MANAGEMENT
The International Center for Living Aquatic Resources Management (ICLARM) is an autonomous,
nonprofit, international scientific and technical center which has been organized to conduct, stimulate and
accelerate research on all aspects of fisheries and other living aquatic resources.
The Center was incorporated in Manila on 20 January 1977 and its operational base was established
in Manila in March 1977.
ICLARM is an operational organization, not a granting entity. Its program of work is aimed to resolve
critical technical and socioeconomic constraints to increased production, improved resource management
and equitable distribution of benefits in economically developing countries. It pursues these objectives in
the fields of aquaculture, resource assessment and management, education and training, and information
through cooperative research with institutions in developing and developed countries. ICLARM's work is
international.
Policies are set by a Board of Trustees with members drawn from the international community.
Direction of ICLARM, under the policies set by the Board, is the responsibility of the Director General.
Advice on programs is received by the Director General from ad.hoc Program Advisory Meetings composed
of scientists drawn from the international community,
The ICLARM core staff consists of internationally recruited scientists with expertise in aquaculture,
fishery biology, population dynamics and socioeconomics. In addition, provision is made for interns, con.
sultants and visiting fellows, contributing to breadth of competence and flexibility, The programs of
ICLARM are supported by a number of private foundations and governments.
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~eeds !of Kuwait sucq. as petroleum technplogy\ improving agripultura.l arid industrial prqductipn, solar I
energy! research tnd e~viroqmentJal pr~tectici>n. T*aining of Kuwaiti national~ in ~hese fields!is als~ a major i
rFspo~ibility of ~ISRj I ! i i i i : i ; i I I I Iii
<"iL~~~th~.Mtl,~!£y!,t,l!.~~1 a!'\(Lti!'~&~1e!!:tP~PII:!tID~!1t~Il!f,PQ,(!,pf,jl;1sJitsi):.!:Jl~~f~11,,(1~p,~~t'?\(!~tJ!~t2.!.B~i"~~Ai?Ii~h.~~.,L
wlthmJ KISR. Its! work: ori manne flshculture and management OJftbe!coumtry's1flsh oosources has become
widely known both locally and internationally and is contributing to Kuwait's move towards greater
self-sufficiency in fisheries products.
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