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Let ~,,(r, y) be a nonparametric estimate of a two-dimensional density f(x, y) 
constructed with the help of two-dimensional “window.” The main purpose of 
the paper is to study the asymptotic properties of the marginal moments 
estimates 4,,(x) = s yy,& y) dy and differentiable functions q1(4,(x)), 4,(x) = 
(Y&x),..., Y,,(x)) of these moments. 
1. INTRODUCTION 
The present paper was stimulated to a great extent by the work of Rosenblatt 
[4] in which j&v, y) was applied to the construction of the conditional density 
and regression estimates. Our approach allow us to usefn for the construction 
of the wider class of estimates. 
In Section 2 we study the asymptotic properties of the vector JJx) and 
~J(JJx)). Theorem 1, studying the behaviour of the integrals of the form 
A,(x) = s g(y) &x, y) dy, plays an important role for the further considerations. 
In Theorem 2 and Theorem 4 A,(x) and j%(x) are studied as the random 
processes with the time parameter x, x E [Z, , ZJ Theorems 3 and 5 about the 
asymptotic normality 4)(Qn( )) x are g eneralizations of the results given in [7] and 
[3]. In Section 3 some results of Section 2 are applied for the investigation of the 
nonparametric estimates of the conditional central moments. Theorems 6 and 7 
deal with the behaviour of the bias of such estimates. 
In Section 4 asymptotic expansion for &,(x)) are derived analogous to [4]. 
Results obtained in the paper allow us to find the point estimates and to 
construct the asymptotic confidence domains for the wide class of characteristics 
connected with the original two-dimensional distribution and also to construct 
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the asymptotic criteria for testing the number of hypotheses concerning this 
distribution. We mention only the construction of the asymptotic confidence 
domains for the regression model and the testing of the conditional normality 
with the help of asymmetry and excess of the conditional distribution. 
2. BASIC RESULTS 
Let (Xi , Y,), i = l,..., n be n mutually independent two-dimensional random 
vectors having the same density function f(x, y). As the estimate of a density 
function at a point (x, y) we consider the nonparametric estimate of the form 
f^& Y) = n-l *b-W glh ( ’ in? , ‘in7 ), (1) 
where b(n) = o(l), n-1 * k2(n) = o(l), h(x, y) two-dimensional “window” [I] 
satisfying additional conditions h(x, y) = h,(x) . h,(y), where tr, and h, are the 
density functions, h, has finite moments of all orders that we need and the first 
and the second moments equal 0 and 1, respectively, sup,h,(x) < co. It is known [l] 
that lim,,, Ep,(x, y) = f(~, y) andf’,(x, y) - E~&c, y) are asymptotically normal 
with zero mean and dispersion n- l . bw2(n) .f(x, y) . Jj h2(x,y) dx dy. We study 
now the properties of an integral A,(x) = fg(y)f”,(x, y) dy as an estimate of 
A(x) = Jg(y) f(x, y) dy. Suppose that for g(y) the following expansion takes 
place: 
B(Y + 4 = g(y) + %‘(Y) + b2/2)f(Y) + a2 . P(Y9 4 P(Y, 4 = 44. (2) 
Let analogous expansion be true for A(x + a) and B(x + a), where B(x) = 
.fg”W fk y) 4 and Y@, 4 8( x, (Y are residual members of these expansions, ) 
corresponding $(y, CC) in (2). W e introduce also the random variable 6, where 
6, = 6,(X, Y, cc) = 1 u2 - p(Y, b(n) - u) * h (s , u) du. 
After these preliminary remarks we state the theorem. 
THEOREM 1. If&-'(n) - E 6, , bs+2k(n) *E j 6, Jk+2, k = 0, 1, 2, 
I 
z2 - y(x, z * b(n)) - h,(z) dz 
and 
s Rx, z - b(n)) * h,(4 dz 
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tend to zero as n --f co, g(y) satisfies (2) and 
s I g(rV * Id’(W *f(x ‘Y> 4 < C, i, j = 1, 2, 3, 4, (3) 
where Can absolute constant, then A,(x) is a consistent estimate of A(x); farthermore, 
,!?A,&) = A(x) + F . (A”(x) . j z2 - h&z) dz + B(x)) + o(b2(n)) 
DA,(x) - n -1 - b-l(n) * /g2(y) *f (x *y) dy * 1 h12(z) dz, 
and [A%(x) - EAn(x)]/[DAn(x)]112 tend s in distribution to normal law N(0, 1). 
Before proving this theorem we note that the conditions involving the moments 
of 6, are satisfied if g(y) = y”, 1 Y j <L < co with probability one, f(~, y) is 
continuous and h, has finite moments up to the order 1. The conditions containing 
y and /I are simplified if h1 equals zero out of some interval. In this case it is 
sufficient that A”(x) exists and bounded at some neighbourhood of the point x. 
Condition (3) in the case g( y) = y’ means the absence of “heavy tails” of the 
distribution f (x, y) and in similar forms present in other papers [3,4,6]. 
Proof. Substituting expression (1) for &x, y) in 
we obtain 
where V,,(x), j = l,..., II are independent, have the same distribution as 
V,(x) where 
V,(x) = n-l - b-l(n) * 1 g( Y + b(n) * y) * h (-$$$- , y) dy. 
Expanding g(Y + b(n) y) according to (2) we have 
EA,(x) = n * ET/,(x) = b-l(n) * E [g(Y) * h, (%)I 
+ y  -E [g”(Y) * hl (+)I + o(b2(n)). (4) 
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Using the condition involving y(x, LX) we obtain 
= j4Wl(~) fit 
= b(n) *[A(x) + T * A"(x) + o(62(n))]. 
From analogous condition for ,3(x, a) we have 
E [f(Y) - A, (+)] = 44 * Wx) + o(W). 
Now we get from (4) an expansion for &I,(X) to be found. For the dispersion 
of A,(x) we have 
DA,(X) = n-W(n) . ID [(g(~) + T *g”(Y)) . h, (+)I +b”(n) * D&a 
+ 2 * cov (( g(Y) +T *g”(Y)) . h, (G), P(n) * &)\. 
From this expression it is easy to obtain an equivalence for DA,(x) to be 
~~nd~~~~~i~~,o~~~~~e~c~l) we have the consistency of the estimate A,(X) 
To prove the asymptotic normality let us check the Lapunov’s condition 
r6[DVn(x)]-I-” . E ( V,(x) - EV,(X)~~+~” -+ 0 as n-+oo 
for 6 = Q. The conditions involving 8, , y(x, 01), /3(x, CY) and (3) imply 
E 1 ty(x)\ = O(n-1-k * b-“(n)), k = 1,2. (5) 
Lapunov’s condition follows from (5) immediately. This completes the proof. 
Remarks. From Theorem 1 follows that if b5(n) . 12 = o(l) then 
M&4 - 44llP4~)l l/2 converges in distribution to N(0, 1). 
If 16, ( <L < co with probability one then in condition (3) i, j change 
between 0 and 3. 
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LEMMA 1. Let the conditions of Theorem 1 be fulfilled at the points x and x* 
x # x*. Then 
n * S(n) . cov(A,(x), A,(x*)) -+ 0 as n-+00. 
Proof. We have 
A,(x) = ; - i G.(x), 
j4 
k&(x*) = ; * i E&*)7 
3-l 
where 
Since PZ * b(n) * cov(A,(x)), A,(%*) = b, * cov(V&), Vn(x*)) and EPR(x) = 
EA,(x) = O(l), Ed, = EA,(x*) = O(l), it is sufficient to convince that 
$ti b(n) ’ E(p,(x) - ~,&r*)) = 0. 
Asymptotic behaviour of the moments of 6, and (3) imply 
Q4 * w944 - ux*,, 
= 6-W - E [g2(Y) * h, (G) - h, ( ‘*,&“)] + o(l). 
[ W4 E [g”(Y) * 4 (%) - h ( *~~lx)] / 
< C - j- h,(z) * h, (z + ‘;(; ’ ) dz = o(l), 
where C is some constant. So, the lemma is proved. 
THEOREM 2. Let the cmditiom of Theorem 1 be f$fiZled for s E [Z, , Z,], then 
/ii? P{(n * b(n))“” * (A,(xi) - EA,(xJ) < ci , i = l,..., I} = fil@ (5) 
for any xl ,..., XI from rz1 > -a 
@p(x) = (2~)-~‘~ * J:a exp( - c) dt, uj2 = j- h,2(2) dz . j- g2(r) *f(xt ,Y) dr. 
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Proof. In notations of Lemma 1 
(nb(n))l’2 - A,(Xj) = n-l’2 * zryn) * i tQXj), 
j-1 
i = l,..., 1. 
According to multidimensional central limit theorem applied to the vector 
P/s(n) * ( pn(xl),..., PJxJ), it is enough to show that 
(1) linbrn b(n) - cov(V,Jx7), P&x,) = IJ,.~ * a,, , (a,, is a Kronecker delta). 
(2) lim,,, n-112 . p,” = 0, where 
Pn 3 = mm~~P’~(n) * E ) p&J - E&(x~)]“. 
First assertion is an immediate consequence of Lemma 1 and of the fact that 
To prove the second assertion it is enough to show that 
$i &I2 * b312(n) * E 1 V%(X~)~~ = 0, 
But according to (5) 
i = I,..., 1. 
n-V2 * b3i2(n) + E ) r&)l = ns12 . W2(n) * E ) V,3(xj)l = O(n-112b-1’2(n)) = o(1) 
The theorem is proved. 
LEMMA 2. Let the conditions of Theorem 1 BefuIfilledfw ],&) = Jyy,@,y)dy, 
i = O,..., k. If b5(n) * n = o(1) the-n the oector (n&(n))‘/” * (JJx) - J(x)) is 
asymptotically normal with zero mean and covariance matrix 
where 
uij = j- h12(x) dz . $ y”+jf(x, y) dy. 
Proof. We note that if the conditions of Theorem 1 be fulfilled for Jni(x), 
i = O,..., K then these conditions be fulfilled also for (C, y,(x)), where C = 
(cll ,***, ck) is a fixed vector. Then we have 
w9 4&N - (C, J(~Nl/P(C~ 4&W2 
is asymptotically normal with zero mean and dispersion one. Since 
W% 9&>> - n-%-l(n) - CZ(x)C, 
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the proof of Lemma 2 is a simple consequence of a known fact about the conver- 
gence of a sequence of the random vectors [5, (XI), p. 1191. 
THEOREM 3. Letcp(z,,..., x,J be the function da~erentiable at the neighbourhood 
of the point J(x). 
Then under conditions of Lemma 2 the variate 
w(nv’2 . ML&)) - dJ(4)l 
is asymptotically normal with zero mean and dispersion 
on condition that a(-&~)) # 0. 
The proof involves a slight modification of a known resuh f5, (II), p. 3371. In 
particular, if ~(a,, , ZJ = zr/z,, , we obtain the asymptotic normality of regression 
function at the point x, proved in [7]. 
THEOREM 4. Let vector j%(x) be (k + I)-dimensional random process with com- 
ponents J&x), i = O,..., k satisfying the conditions of Theorem 1 and sy”f(x, y) dy 
is a continuous function of x, x E [Z, , .Z& s = 0 ,..., 2k. Then for any 
Xl 1***> xz E w, 3 -%I 
where Ci = (ciO ,..., cik), i = l,..., 1. 
If F(n) . n = o(l), then Ejn(xi) may be replaced by ](A$. 
We give only the main stages of the proof. 
For 1. (k + 1) dimensional vector ~12,5,,...,r, = (4,(x1),..., Jn(xc)) it is easy 
to obtain 
(n6(n))1/z . fi”,xl,...,zl = n-1/2b-1/2(n) * f  W,# , 
i=l 
where Wnj, j = l,..., n are independent and distributed as 
wn = (%0(x1),..., %(~1>,*.*, %OW,..~, %Wh 
%JXi) = [( Yi + -y- b2(n) -j(j - 1) Pa) 3 h, ( xib;Jx ) + Z+(n) 
x hL(X, y, Xi,]? j = O,..., k, (Y-2 = Y-l = 0). 
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Using the conditions involving 6, , (3) and also taking into account Lemma 1 
we obtain that 
z xp....q = 
I -------- 
0 1 2(x2) I i, 
I--_-I 
But this implies 
,---- 
0 . . . / -%) 
wwY’2 * ~;jc;1,!2..2c * L, ,..., EC = fr-1’2 - - ,r; Tnj ’ 
Analogous to the proof of Theorem 2 one may check that vectors Ttij, 
j = I,..., 1z satisfy the conditions of applicability of the multidimensional central 
limit theorem, and, hence, 
is asymptotically normal with zero mean vector and unit covariance matrix 
li(k+l) - This completes the proof. 
Theorem 5 follows from Theorem 4 in an alogous way as Theorem 3 follows 
Lemma 2. 
THEOREM 5. Let cp(q, ,..., xk) be the function diSfentiabie at the neQ$bourhood 
of j(x), x E [Z, , Z,l. Then on conditions of Theorem 4 for any x1 ,..., xC E [Z, , Z,] 
vector 
is asymptotically normal with zero mean vector and diagonal covariance matrix 
C = (cij), where 
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We note that for the case IJ@,, , 2,) = 2,/Z, a corresponding result with 
similar conditions was obtained in [3]. 
3. APPLICATION TO THE ESTIMATION OF THE 
CONDITIONAL MOMENTS 
Let us consider the conditional central moment of the order k. 
mk = (y - Y(X))k ‘f(y/x) dy, 2(x) = E(Y/X = x). 
It is easy to check that mk = +(J(x)), where 
i (-#c--9.(;) .z,“-“.q”.q 
@(i$ ,,.., 2,) = ‘-’ 
ZOk 
. (6) 
If we take rnp’ = $(j?Jx)) as the estimate of mk then the conditions upon 
which (nb(n))‘l” . (mp’ - mk) is asymptotically normal were formulated in 
Theorems 3 and 5 of Section 2. Now we investigate the behaviour of the bias of 
(9%) 
mk * 
THEOREM 6. If  the distribution of the vector (X, Y) is bounded in Y thut is 
) Y 1 < L < co with probability one then 
Emp’ = E$(s,(x)) = @(Es,(x)) + O(~Z-~‘~ * b-‘/“(n)). 
Proof. From (6) follows that it is enough to prove that 
+ O(n-1’2 * b-““(n)), s = 0, l,..., k. 
After simple calculations we obtain 
se1 = n-1 * b-l(n) * g Yj * h, ( ’ FnT ), (7) 
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where 
P,(Y,) = i (5, . b’(n). a, - I’;-“, 
Z==O 
al = j uz - h,(u) du. 
Let us estimate the difference E(]io) - (Egno)r, where r is any natural 
number. According to (7) 
Since 
b-l(n) Eh; (+) = O(1) 
for any natural (Y ([2], Lemma 2.1, p. 181) then 
Km = n(n - 1) **I (?I - r + 1) nr - b’(n) . (Ehl (w),’ + O(n-l . b-l(n)), 
and, hence, 
E(J;J - (Ej,,,)7 = O(n-l . b-l(n)). 
Using now the identity 
(8) 
we obtain 
Taking into account (7) and (8), the boundedness of the distribution in Y, 
and Cauchy inequality we have 
_ E(.k* ' kP,,) + 0(,+,2 . b-l,"@)) 
(Ee!no)k-"+l 
@33/3/4-9 
464 
Then 
V. D. KONAKOV 
Et32 ’ 3m> = (E3nP. E3ns + ~~v(3iz 3,,, 
+ E3ns x [E(f:;;“) - G%)“-“I. 
Boundedness of the distribution in Y implies 
E3m = O(l)> E3;;’ - (E3,$-s = O(n-lb-l(n)). 
To complete the proof we are to estimate cov(f$, j,J. In view of (7) and of 
the fact that ( Y 1 < L < co with probability one after simple calculations we 
obtain that cov(&+, f,J = O(n-l . b-l(n)). So, the theorem is proved. 
So if Ii%,, Ej,(x) = j( x t en ) h f rom Theorem 6 it follows that 
$ Emt’ = $t@>) = mk * 
We note that the analogous result for the regression function was obtained in [7]. 
If we choose h, so that A,(---u) = h,( u we can state the following theorem. ) 
THEOREM 7. Let g(y) be the density function of Y and g(y)y-“, where 
a > 4k + 1 for the large values of j y  /. Then choosing b(n) = n-B, where 
( ci-2k- I Y= 2(cx - 1) 4) >o 
we have 
Emj$ = E4+(3&)) = +(Ef,(x)) + O(C”‘~). 
Proof. The beginning of the proof coincides with that of Theorem 6 
including (7) and (8). Then 
Let F* and g* be the distribution function and the density function of Y. 
We can write inequality 
E[ki” <n-j: zz + [F*(z)]+l . g*(x) dz 
< n . [(F*(A,J)+l x I” x”g*(z) + JT &g*(z) dz]. 
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Choosing A, = nl/a(a-r) we obtain for 1 < 4k 
E ’ 
I I 
z 
2 
3 
< al-w-1)/2(c+1) . O(l), 
9lO 
Analogously 
Considering Y = P,(l Y I) exactly the same way as it was done above we 
obtain 
E ’ 
I I 
T 128 
3 
< n1-(a'-r-1)/2h'-1) . O(l), o1,= a+s---l 
n0 S 
(we use this inequality only for r = 4). From Cauchy inequality and from the 
above 
Introducing w(x) = Jylf(x, y) dy and taking into account that 
/ I 441 fix d 1 I Y IZ g(y) dY < a 
we use the known fact ([2], Theorem 2.1, p. 180) and obtain 
b~~~.E(Y”~k~~(~))=b-l(n).~h~~(~)w(r-y)dy=O(l), 
l=O,l,..., k, m<Z. 
After these remarks the end of the proof coincides with that of Theorem 6. 
4. SOME ASYMPTOTIC EXPANSIONS 
Let 2, = (Zn, ,..., gnk) be a k-dimensional random vector whose components 
may have one of the two possible values sgi(y)f,(x, y) dy or &x, y). Let 
z = (Z, ,..., Z,) be the vector obtained from 2, by substitution f(~, y) instead 
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of&x, y). We suppose that for .2?,< Theorem 1 holds. If .&,i = lgi(y)f^,((x, y) ~‘9 
then in notations of Theorem 1 
(A;(x) 
x j- z%,(z) dz + B&t)) + O&+2 . b-““(n)) + o(b2(n)). 
“0,” means that “0” takes place with probability which may be done 
arbitrary close to one. More precisely, we say that the deviation &?,,) - 42) 
has in probability the order O(u,), (a, -+ 0) or briefly O,(u,J if for any E > 0 
we can find the real number K(E), w-sets B,, and the natural number n, such 
that as n 2 n, , P(B,,J > 1 - E and as w E B,, 
If & =3,(x, y) and if we suppose that 
then 
J?3&,Y) =.f(x,y) + CT + oP2@)) (see, e.g. [4]), 
&i = ~3&, Y> + 3wb Y) - ~Yn(% Y) P3&, w2 * P;t’cT YW2 = f(Xf Y) 
+c F + O,(n-l’%-l(n)) + 0(62(n)). 
Let us consider the function q(t, ,..., k t ) differentiable at the neighborhood of 
the point 2. In view of consistency of .&, we have with probability arbitrarily 
close to one 
Suppose P(n) * tt = o(l) , and all Z,, are integrals. Then it is easy to check 
that II& - 211 = OD(n-1/2 * F/2(n)) and from the above follows 
Ic %w &,J = p(2) + T . z;l at, . (A;(x) - s z2M4 dz + Bib)) 
+ O&z-“2 . F’yn)). (9) 
Let now P(n) * n = o(l), and let & ,.,., .& be equal to &x, y), 1 < K. 
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Then 112, - Z 11 = O,(n-14+(n)) and 
x (A;(x) . 1 Z%,(Z) dz + B&c)) + O&r”“b-‘(n)). (10) 
We note that the choice b(n) = b, * n-l/5 in (9) guarantees the order of the 
deviation &?,J - v(Z) equal OP(n-s/s) and the choice b(n) = b, * n-lls in (10) 
gives the order equal O,(n-lla). If .&(x) = Jy*-y&,y) dy, i = l,..., k then 
from slight modification of Lemma 2 for the case b(n) = &Is it follows that 
the random variable 
n2j5 * (& - Z) 
is asymptotically normal with the mean vector m = (T ,..., mk) 
mi=+ Z,(x) [ ” - 1 U%,(U) du + (z’ - l)(i - 2) Zjea/ 
(2, = Z-, = 0) an covariance matrix Z(X) = (Q(X)) d 
u&) = j- h12(u) du . j ~i+i-~ * f(x, y) dy, i,j = l)..., k. 
Then (see Theorem 3) 
n2’%@nW - d-%4)1 
is asymptotically normal with the mean 
c k ww) . m, 
d=l azj z 
and dispersion w(Z(x)) (on the condition that e(Z(x)) # 0). It follows that for 
any E > 0 we can find Cl(b), C,(E), n(e), and w-sets B,, such that for n > n, 
P(B,,) > 1 - 6 and 
C,(S) . n-‘+ < I &2$x)) - rp(Z(x))l < C,(S) * n-a/5 
ifwE B,, . Thus, for the case gi(y) = yi-l, i = l,..,, k the order of the deviation 
v(;?n) - ~(2) equal n--2/5 is “inimproved” in some sense. 
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