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Abstract 
There are several ways to obtain forecasts of photovoltaic, PV, power depending on the required accuracy, forecast horizon, climate 
and other conditions. In this study, we evaluate 3 strategies to obtain one-day-ahead regional forecasts of PV power generation. The 
strategies were based on the use of weather forecast, past PV power generation and support vector regression. The strategies 
characterize different scenarios regarding what data are available to make the forecasts, and how these data are used. The first strategy, 
Strategy 1, is based on a scenario where local PV power generation data can be obtained. Strategy 2 is based on a scenario where 
regional PV power generation data are available, and all related weather forecast data are used. Strategy 3 is derived from the second 
one, but it used a principal component analysis to select only weather forecast data that is relevant to the forecasts. To evaluate the 
strategies data of 6 PV systems, 149 kWh of installed capacity, in different locations in Hokkaido, Japan, were used to make 1 year of 
forecasts. The annual results show a maximum variation of 9.3% of the forecast error among the strategies. Strategy 3 was the best, 
yielding a RMSE of 10.24 kWh, 2.7% lower than the one achieved with Strategy 1. On the other hand, Strategy 2 was the one with the 
worst annual performance with a RMSE of 11.16 kWh. Looking at the results in a monthly fashion the same trend occurs with Strategy 
3 being the one with the lowest error in 9 of the 12 months analyzed. The results show that the use of principal component analysis can 
yield meaningful improvement of the regional forecast error. Moreover, the results give a preliminary assessment of the level of 
accuracy that can be achieved not only with this technique, but also with feasible strategies to forecast regional PV power. 
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1. Introduction 
After the 2011 nuclear disaster in the Fukushima Dai-Ichi power plant, most of the nuclear power plants in Japan were 
closed for maintenance and safety inspections. The result of this measure caused a sharp increase on the imports of fossil 
fuels, increasing related costs and also emissions of green house gases. While the situation regarding the future of nuclear 
energy in Japan continues to be undecided, renewable energy systems are seen as one way to ease the dependence on fossil 
fuels. Regarding renewables, after a new feed-in tariff plan started in 2012 the number of new photovoltaic, PV, systems 
installation is soaring and it is expected that they will surpass 5 GW by the end of 2013. If such growth rates are kept or 
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increased, PV systems will soon achieve an important role in the national power generation mix. However, as this kind of 
energy is highly dependent on weather conditions, it is intermittent. Therefore, means to integrate large amounts of PV 
systems in the power grids without damaging the balance of between demand and supply must be investigated.  
One option to deal with this problem is using methods to forecast PV power generation. The development of methods to 
forecast of PV power generation is recent if compared with forecasts of wind power for example [1]. Nevertheless, several 
studies were already done proposing methods for PV power forecasts in different forecast horizons, and time scales [2], 
[3], [4], [5]. Several of these studies focus on single PV systems or power plants and only recently regional forecasts 
approaches have been gaining attention [6], [7]. In Japan, the power market is currently divided into 10 regulated 
companies, each in charge of the power-related services of a different region. Thus, it is expected that regional forecasts of 
PV power will have high applicability. In spite of that, regulations regarding what kind of available information will be 
possible to use for regional forecasts and how PV power should be monitored are not yet implemented, making the 
immediate application of a regional forecast method difficult.  
In these conditions it is useful to evaluate different methods to obtain the regional forecasts, comparing their benefits 
and disadvantages regarding issues such as required data for the forecasts and their potential accuracy. In this preliminary 
study, 3 strategies to obtain one-day-ahead regional forecasts of regional PV power generation were evaluated. The 
strategies were based on the use of weather forecast, past PV power generation and support vector regression, and they 
represent different scenarios regarding the data available to make the forecasts, and how these data are used. To evaluate 
the strategies data of 6 PV systems installed at different locations on the island of Hokkaido, Japan, were considered. The 
data were aggregated to represent a regional yield allowing for hourly regional forecasts. Based on the results, the trade-
offs among the strategies, as well as the effect of principal component analysis as a preprocessing step will be shown 
providing useful information regarding feasible strategies to forecast regional PV power in different scenarios. 
 
Nomenclature 
MAE mean absolute error in kWh. 
MBE mean bias error in kWh. 
PCA principal component analysis. 
RMSE root mean square error in kWh. 
SVR support vector regression. 
Vi variance of an input variable i. 
2. Fundamentals 
The 3 strategies used to forecast regional PV power, were based on the use of support vector regression, SVR, past 
measured PV power data and weather forecast information. Furthermore, in one of the strategies, principal component 
analysis, PCA, was used to decrease noise and redundant information of the input data. In the following sections a brief 
description of SVR and PCA is presented, followed by a description of the input data used to make the forecasts. 
2.1. Support Vector Regression 
Support vector regression is a machine learning technique based on statistical learning theory. In this study the Q 
support vector regression developed by Scholkopf et al, in [8] was used as forecast algorithm. The Q -SVR finds a function 
relating a set of input data (x1,…, xn) with a set of outputs (y1,…, yn), mapping the input patterns to a higher dimension 
space, with a map function and performing a linear fit with a maximum deviation of the actual outputs. In this formulation 
the maximum deviation that a forecast can have from the target answer is automatically minimized. The main idea behind 
SVR is to express the original problem in a high dimensional space where a linear fitting procedure can be done. Using 
kernels representing the map functions all the calculations can be done in the original space avoiding complex 
computations. One of the characteristics of SVR is that its training step is converted in an optimization procedure 
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expressing the weights in the function relating the input with output as Lagrange multipliers. Therefore, the training step 
can be realized in an objective way.  
To use the Q-SVR, a set of configuration parameters, as well as the kernel function have to be chosen beforehand. The 
kernel used was the Gaussian kernel. To find suitable values for the configuration parameters, procedures such as cross-
validation and grid search can be used. In this study, however, it was used an ensemble approach where several forecasts 
are obtained using different configuration values and the median of the forecasts for a given hour is then output by the 
forecast algorithm. This approach was evaluated in previous studies yielding good results [9]. 
Regarding the implementation of the Q SVR, the port of the LibSVM library [10] for the R language was used. To make 
every day of hourly forecasts, the algorithm was trained with 60 days of past input data and with measured PV power 
generation. The use of SVR for the problem of PV power forecasts as shown here was also detailed in previous studies [3]. 
2.2. Principal Component Analysis 
The idea behind PCA is to apply a linear invertible transformation in a set with n correlated variables retaining most of 
the information of the original set in just a few k < n variables that are uncorrelated to each other. The transformation is 
done in such a way that the first principal components contain in decreasing order the highest variances of the set. In this 
study the PCA was done using eigenvalue decomposition of the covariance matrix. The theory behind PCA can be found 
in several references such as [11].  
To find a suitable number of principal components to use as input data of the forecasts, a threshold for the cumulative 
variance of 85% of total variance of the transformed data set was used. This threshold value was based on several tests 
done with spare data varying the threshold value from 80% to 95% of the total variance. Through this approach, the first 
principal components from 1 to k (k < n) are selected according to their variance Vi compared with the total cumulative 
























  (1) 
Using PCA, the number of input variables can be greatly reduced without losing meaningful information. This 
procedure was applied sequentially to every forecast day before doing the training step with the forecast algorithm.  
3. Input Data 
The locations of the PV systems in Hokkaido are shown in Fig. 1. With the exception of systems 3 and 2, the systems 
are well spread around the region. The regional PV power was regarded as the total power generated by the systems in 
Fig.1.  
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All PV systems had 
cells of the 
polycrystalline silicon type. Furthermore, their capacities varied from 10 kW to 60 kW and they were installed in different 
tilt angles. Table 1 has the specifications of the PV systems used in the study. 
 











Angle (degrees)  
Module 
Orientation  Type of Cell  
1 41.90 140.62 20 kW 30 S + 10o W Polycrystalline Silicon 
2 43.05 141.43 10 kW 40 SSW Polycrystalline Silicon 
3 43.15 141.25 40 kW 50 SE Polycrystalline Silicon 
4 42.90 143.18 10 kW 40 S Polycrystalline Silicon 
5 43.75 142.37 10 kW 60 SSE Polycrystalline Silicon 
6 43.80 143.87 59 kW 90, 90 SW, SE Polycrystalline Silicon 
 
Regarding the input data of the forecasts, weather forecast information provided by the GPV-MSM system of the Japan 
Meteorological Agency was used. This system provides forecasts for Japan using 505 x 481 points equally spaced with a 
distance of 5 km (latitude precision of 0.05o and longitude precision of 0.0625o). The GPV-MSM system provides 
forecasts of several weather-related variables in every 3 hours, UTC time. The forecasts are for the next 15 or 33 hours, 
depending on the forecast time. In this study weather information forecasted at 12h, JST time, for the next 33 hours were 
used. Thus, the forecast horizon varied from 18h to 31h ahead of time. 
For every location of the PV systems in Table 1, the closest point in the GPV-MSM was selected and forecasts of 
temperature, cloudiness (in 3 levels), and air relative humidity were used in the regional forecasts. Instead of using one 
grid-point to obtain the input data, they could be obtained from the average of several grid-points surrounding the system. 
However, internal studies showed that in the case of the GPV-MSM the use of up to 10 grid-points surrounding a given 
location does not meaningfully improve the accuracy of the input data. Therefore, such approach was not employed. 
The extraterrestrial horizontal irradiance for every location was also used in the input. These variables were normalized 
before being used. The regional forecasts were done in an hourly fashion from 6h to 19h of every day evaluated. Thus, the 
corresponding input data for every hour was required. Three strategies were adopted to forecast the total PV power 
generation and they are described in the next section. To evaluate the strategies, 1 year of forecasts, for 2010, were done. 
4. Strategies for the Regional Forecasts 
To forecast the total power generated by the PV systems, 3 strategies were adopted. Each strategy differed from the 
other regarding the way the input data is used, the availability of individual past power generation data and the use or not 
of a preprocessing step with PCA. Independently of the strategy, every day of hourly forecasts were done after training the 
SVR with the previous 60 days of measured PV power generation and the corresponding weather forecast data. 
4.1. Strategy 1 – Regional forecasts from local forecasts 
In this strategy, it is assumed that PV power generation data regarding every PV systems installed in a region are 
available and constantly monitored. If such data are available for every hour, a forecast of PV power can be done for every 
system, training the SVR algorithm with the data described in section 3 belonging to the location of the system. Once 
individual forecasts are done, the total is obtained simply summing the contribution of each PV system. In Fig. 2 are the 
steps involved in this strategy for 6 PV systems.  
 
Fig. 1. Location of the PV systems in Hokkaido (indicated by the red triangles and an identification number). 
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Fig. 2. Strategy 1 - obtaining regional forecasts of PV power through local ones 
Strategy 1 is simple in the sense that the regional forecast is obtained forecasting the power generation of every PV 
system. However, it does not scale well, as for large areas containing thousands of PV systems significant infrastructure 
will be required to provide regional forecasts. Moreover, high computing power also may be required as in this case 
thousands of SVR models will have to be trained prior to the forecasts. Thus, if data for individual systems are available, 
depending on the way the power market is regulated, this approach can be easily applied for small areas or low number of 
installed PV systems. For large areas or an area with a high number of installed PV systems, the technical and cost issues 
related with its implementation would have to be dealt with before its application.  
4.2. Strategy 2 – Regional forecasts without a preprocessing step 
The second strategy evaluated assumes that only regional data are available regarding the measured PV power 
generation. In this case, individual monitoring of PV systems in a region is not required but the regional PV power 
generation has to be monitored. Regarding the input data, regional values could also be used based on the values of each 
point of the grid covering a region. Another possibility is to use only information nearest to each PV power systems. In 
this case, weather forecast data that does not directly affect the regional PV power generation would not be used, 
increasing the chances of accurate PV power forecasts. Therefore, to apply Strategy 2, the same input data used in Strategy 
1 can be employed. Only now, the input data of every location is used together as one input. That approach was chosen for 
Strategy 2 and Fig. 3 shows its description.  
 
In reality, to insert all input data related with the location of each PV system without a preprocessing step to remove 
redundant or unimportant information will likely cause learning problems in the forecast algorithm. However, this strategy 
was adopted exactly to provide a reference to evaluate the effectiveness of the preprocessing step as proposed in Strategy 
3. 
Fig. 3. Strategy 2- obtaining regional forecasts without preprocessing the input data. 
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4.3. Strategy 3 – Regional forecasts with preprocessing step 
This strategy is similar to Strategy 2, but with a preprocessing step using PCA to concentrate all variance of the input 
data in a few variables uncorrelated to each other. Applying this procedure helps to reduce the input of redundant 
information and data with little variance. Having an input set with a few variables uncorrelated with each other will likely 
improve the learning process during the training step. The steps involved in Strategy 3 are presented in Fig.4.  
In Strategy 3, the PCA step is applied only to the input data. Moreover, the input data of training step and of the 
forecast step are preprocessed together. After the preprocessing step, the training step is performed removing from the 
resulting set the input data that will be used in forecast step. The preprocessing step was applied sequentially for every day 
of forecasts before the forecast and training steps. 
 
Fig. 4. Strategy 3- obtaining regional forecasts preprocessing the input data. 
5. Results 
In Fig. 5 are the annual root mean square errors, RMSE, and the mean absolute errors, MAE, calculated for 1 year of 
hourly regional forecasts, and using each of the strategies presented in section 4. Both errors’ values are expressed in kWh. 
 
For both kinds of errors in Fig. 5, the highest variation between the lowest and highest errors was 9.3%, showing that 
all 3 strategies provided similar forecast accuracy. Nevertheless, Strategy 3 clearly provided the lowest forecasts errors, 
followed by Strategy 1. The highest forecast errors were obtained with Strategy 2, where the input data for all 6 PV 
systems is inserted without preprocessing. Regarding the errors of Strategy 1 as the reference, to use PCA as proposed 
caused a reduction in the MAE of 4.8% and in the RMSE of 2.75%. Furthermore, the effect of PCA can also be assessed 
comparing the results of Strategy 3 with the ones of Strategy 2. In this case, the use of PCA caused a reduction of the 
MAE and the RMSE of 8.5% and 8.1% respectively.  
To verify if the forecast error trend is also present monthly, Fig. 6 has the RMSE of the regional forecasts calculated per 
month in 2010.  
Fig. 5. Annual regional forecast errors achieved with each strategy. 
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In the monthly results, Strategy 1 and Strategy 3 yielded the lowest forecast RMSE for 11 months of the year. Strategy 
2 caused the highest forecast RMSE in 8 months, clearly being the worst approach. On the other hand, strategy 3 was the 
best one causing the lowest RMSE in 9 out of the 12 months of forecasts.  
 
Several reasons can explain the difference between the forecast errors according to the different strategies in Fig. 6. 
First, adopting Strategy 1 to obtain regional forecasts implies the use of local forecasts for each PV system installed. Local 
forecasts are naturally more difficult to do due to the higher inaccuracy of the input data for small areas and due to the fact 
that the forecast algorithm has to learn sudden and sharp variations of the power generation according to the weather 
conditions. However, for the regional case, if the PV systems are spread in a wide area, the regional forecast error will be 
lower than the local one due to the smoothing effect. The smoothing effect is caused when overestimations for a PV 
system is compensated by underestimations for a different PV system in the regional calculations. A stronger or weaker 
smoothing effect will directly affect the regional forecast error if Strategy 1 is employed. 
In the case of strategies 2 and 3, the algorithm directly forecast the regional power generation. In this case, the 
variations are from the total power generated at one hour to the next one, and they are not as sharp or frequent as in the 
local case. This fact should cause a less difficult learning problem. However, the learning is still highly dependent on the 
noise and redundancy of the input data set and the forecast error will vary according to them.  
The coefficient of determination of the measured versus forecasted regional PV power with each strategy, throughout 
the year, as well as the mean bias errors of the forecasts, are in Table 2. The former variable indicates how related the 
forecasts are to the measured PV power generation. The mean bias error is simply the forecasted value minus the measured 
value for all hours forecasted, and it indicates if the strategies have a trend to underestimate or overestimate the regional 
PV power generation. 
 





obtained with Strategy 1 and 3 had stronger correlation with the measured values than the forecasts done with Strategy 2. 
Interestingly, looking at the mean bias error in Table 2, Strategy 2 yielded the forecasts with the lowest annual bias in 
absolute values. These results indicate that throughout the year, stronger underestimation and overestimations are evenly 
yielded with Strategy 2, causing a lower bias. In spite of these results, comparing the bias values with the average hourly 
PV power generated in the year, 26 kWh, clearly all 3 strategies presented low annual biases.  
The error distribution of the forecasts is in Fig. 8. Although with any of the 3 strategies the annual regional forecasts 
had a small negative bias, the results in Fig.8 show that with Strategy 1 the most frequent forecast errors were between 1 
kWh and 3 kWh. The small negative mean bias error happened because underestimations with absolute values higher than 
17 kWh were more frequent than the corresponding overestimations. Moreover, with Strategy 1 the lowest 
underestimation was -61.8 kWh and the highest overestimation was only 53.1 kWh, which also influenced in the annual 
mean bias error. The same reasoning can be applied to strategies 2 and 3 regarding their corresponding mean bias errors.  
Regardless of the small mean bias error, strategies 2 and 3 caused the most frequent errors to be between -1 kWh and 1 
 
Fig. 6. Monthly RMSE of the regional forecasts according to different strategies. 
 Strategy 1 Strategy 2 Strategy 3 
Coefficient of Determination (R2) 0.822 0.798 0.830 
Annual Mean Bias Error -0.542 kWh -0.245 kWh -0.410 kWh 
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kWh. With Strategy 2, however, the improvement was not as strong as that observed with Strategy 3. Besides, with 
Strategy 2 the frequency of overestimations between 13 kWh and 27 kWh actually increased, explaining the overall 
slightly higher annual errors in Fig. 5.  
 
The last figure, Fig. 9, shows typical examples of forecasts done with the 3 strategies and the measured regional PV 
power generation. Three days in January and May were selected. For sunny days the 3 strategies yielded forecasts with 
good accuracy, however in unstable weather Strategy 3 produced better forecasts. These results indicate the validity of the 
preprocessing step for regional forecasts when only regional data are available.  
6. Conclusions 
The objective of this study was to evaluate 3 strategies to obtain regional forecasts of PV power generation. As an 
example of regional PV power generation data, the hourly yield for 1 year of 6 PV systems installed in different locations 
in Hokkaido were used to make forecasts. The results show that when individual PV power data are available, they can be 
used to yield good regional forecasts, even if the individual forecasts have low accuracy due to the smoothing effect. 
Furthermore, when only regional PV power data are available, preprocessing the input with PCA proved to be an 
interesting approach; it yielded annual results as accurate as the results obtained with the smoothing effect. Finally, it was 
observed that, although data of only 6 PV systems were used to represent a regional forecast, the PCA effect improved the 
results near to 10% compared with the ones obtained without PCA. In a real case where the regional forecast is constituted 
by the power generation of thousands of PV systems, not using preprocessing of input data will become critical for the 
forecast error making the PCA effect even more important if regional data is to be used. To confirm this trend, further 
studies involving data of more PV systems and in areas with different climates and sizes should be done.  
The use of regional or local PV power data for the regional forecasts is completely dependent on market regulation, 
infrastructure availability and economic feasibility to obtain and manage these data. Therefore, to provide analyses of what 
kind of forecast accuracy can be obtained in different scenarios can help decision makers and stakeholders to define or 
improve regulations regarding the use of PV systems in different countries. Further strategies such as sampling or direct 
 
Fig. 8. Regional forecast error distribution obtained with forecast strategy. 
 
Fig. 7. Examples of PV power generation and forecasts obtained with the 3 strategies. 
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modeling of the regional PV power from irradiance forecasts will be explored in future studies to provide a more 
comprehensive comparison of strategies to obtain regional PV power forecasts in different scenarios. 
Acknowledgement 
This work was supported by NEDO (New Energy and Industrial Development Organization, Japan) in the project 
entitled Research and Development of PV Performance and Reliability Characterization Technologies. 
 
References 
[1] Espinar B., Aznarte J.-L, Girard R., Moussa A. M., and Kariniotakis G., Photovoltaic Forecasting: A state of the art, in Proceedings 5th European PV-
Hybrid and Mini-Grid Conference, Tarragona, Spain, pp. 250–255 , 2010 
[2] Bacher P., Madsen H., and Nielsen H. A., Online short-term solar power forecasting, Solar Energy, vol. 83, no. 10, pp. 1772–1783, 2009. 
[3] Fonseca J. G. S., Oozeki T., Takashima T., Koshimizu G., Uchida Y., and Ogimoto K., Use of support vector regression and numerically predicted 
cloudiness to forecast power output of a photovoltaic power plant in Kitakyushu, Japan, Progress in Photovoltaics, vol. 20, n. 7, pp. 874–882, 2012. 
[4] Mellit A. and Pavan A. M., A 24-h forecast of solar irradiance using artificial neural network: Application for performance prediction of a grid-
connected PV plant at Trieste, Italy, Solar Energy, vol. 84, n. 5, pp. 807–821, 2010. 
[6] Yona A., Senjyu T., and Funabashi T., Application of Recurrent Neural Network to Short-Term-Ahead Generating Power Forecasting for 
Photovoltaic System, in IEEE Power Engineering Society General Meeting, pp. 1–6, 2007. 
[7] Lorenz E., Hur J., Karampela G., Hei D., Beyer H. G., and Schneider M., Qualified Forecast of Ensemble Power Production by Spatially Dispersed 
Grid-Connected PV Systems, in Proceedings 23rd European Photovoltaic Solar Energy Conference and Exhibition, pp. 3285 – 3291, Valencia, Spain 
2008. 
[8] Pelland S., Galanis G., and Kallos G., Solar and photovoltaic forecasting through post-processing of the Global Environmental Multiscale numerical 
weather prediction model, Progress in Photovoltaics, 2011. 
[9] Schölkopf B., Bartlett P., Smola A., and Williamson R., Support Vector Regression with Automatic Accuracy Control, Proceedings. Icann98 
Perspectives in Neural Computing., pp. 111–116, 1998. 
[10] Fonseca J. G. S.., Oozeki T., Ohtake H., Shimose K., Takashima T., and Ogimoto K., Analysis of Different Techniques to Set Support Vector 
Machines to Forecast Insolation in Tsukuba, Japan, in Proceedings of the  International Conference on Electrical Engineering, pp. 276–281, Kanazawa, 
Japan, 2012. 
[11] Chang C. .C. and Lin C.J., LIBSVMௗ: a library for support vector machines. 2001. 
[12] Haykin S., Neural Networks and Learning Machines, 3rd ed. Pearson Education, 2008. 
 
 
