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An Engquist–Osher type finite difference scheme is derived for dealing with scalar
conservation laws having a flux that is spatially dependent through a possibly
discontinuous coefficient. The new monotone difference scheme is based on introducing
a new interface numerical flux function, which is called a generalized Engquist–Osher
flux. By means of this scheme, the existence and uniqueness of weak solutions to the
scalar conservation laws are obtained and the convergence theorem is established. Some
numerical examples are presented and the corresponding numerical results are displayed
to illustrate the efficiency of the methods.
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1. Introduction
We are interested in scalar conservation laws of the form
ut + (F(x, u))x = 0 (1.1)
with the initial value u(x, 0) = u0(x), where (x, t) ∈ R × R+, and u = u(x, t) is an unknown function. The flux function
F(x, u) is possibly discontinuous in space and F(x, u) = (1− H(x))g(u)+ H(x)f (u), where H(x) is the Heaviside function
H(x) =

1, x > 0,
0, x < 0.
u ∈ L∞loc(R× R+) is said to be a weak solution of (1.1) if∫ ∞
−∞
∫ ∞
0

u
∂φ
∂t
+ H(x)f (u)+ (1− H(x))g(u)∂φ
∂x

dxdt +
∫ ∞
−∞
u0(x)φ(x, 0)dx = 0, (1.2)
for all φ ∈ C∞0 (R × R+). The scalar conservation law equation is of great practical interest in several areas, such as traffic
flows on highways with changing road conditions, two-phase flow in porous media, the ideal clarifier–thickener units used
in waste water treatment plants and so on. Because of their interesting features and the large number of applications in
which these equations occur, conservation laws with discontinuous flux have attracted a great deal of interest in recent
years; see, e.g., [1–24].
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For function f = g , the problem has been studied and well understood. In this case, the existence of a weak solution was
obtained in [25] for the class of functions satisfying the Lax–Oleinik entropy condition [26,27].When f ≠ g , different entropy
theories give different choice solutions. Gimse and Risebro [11,12] gave the minimal variation condition at the interface.
The Γ condition (a modified variation condition on the traces at the interface) was proposed in [9,10]. Towers [18,19]
established a scalar finite difference scheme, based on the Godunov or Engquist–Osher (EO) flux, for scalar conservation
laws having a flux that is spatially dependent through a possibly discontinuous coefficient. By using the entropy conditions
of Karlsen et al. [15] or Adimurthi and Gowda [1], they got different entropy solutions. Adimurthi et al. [2] developed the
concept of generalized entropy solutions for a single conservation law with discontinuous convex–concave type fluxes
and the existence and uniqueness of solutions were obtained. Recently, in a series of papers [5–8,14–16], Bürger, Karlsen,
Mishra, Towers et al. developed a well-posedness theory for a class of equations with discontinuous flux and constructed
simple scalar difference schemes that provable converge to entropy solutions as the discretization parameters tend to zero.
In particular, Bürger, Karlsen and Towers developed a novel, simple scalar upwind difference scheme and constructed
(approximated) entropy solutions of type (A, B). Their convergence proof was not based on the singular mapping or
compensated compactness methods, but on standard BV estimates away from the flux discontinuity [8].
It is worth noting that Zhang, Liu, Wong and Shu investigated the Lighthill–Whitham–Richards traffic model [22–24]
by using a high-order WENO numerical scheme. Bürger et al. [7] presented two numerical schemes for solution of the
conservation laws with discontinuous flux modelling clarifier–thickener units that have formal second-order accuracy in
both the time and space variables.
In this paper, we consider the case F(x, u) = k(x)h(u), where k(x) is discontinuous. Consider the Riemann problem
of (1.1)
u0(x) =

ur , x > 0,
uℓ, x < 0,
(1.3)
where ur , uℓ are constants.
For simplicity, we take
k(x) =

kr , x > 0,
kℓ, x < 0,
(1.4)
where kr , kl are constants. Motivated by the physical background, we take h(u) = u(1 − u) [11–13]. Without loss of
generality, we assume that
kℓ > kr > 0, uℓ, ur ∈ [s, S], (1.5)
and h(u) satisfies the following conditions:
h(u) ∈ C2[s, S], h′′ < 0, u ∈ (s, S), h(s) = h(S) = 0. (1.6)
It is easy to see that there exists a point u∗ ∈ (s, S) such that
h(u∗) = max
w∈(s,S)
h(w). (1.7)
On the basis of the assumption (1.6), it is easy to see that the value u∗ is the maximum point of the function h(u) in (s, S).
Suppose that g(u) = kℓh(u), f (u) = krh(u). The additional entropy condition (denoted as the interface entropy condition),
which is required in order to obtain uniqueness, is that u− and u+ should be chosen such that the jump |u− − u+| is the
smallest possible jump satisfying the Rankine–Hugoniot condition
g(u−) = f (u+) (1.8)
where u− = limx→0− u(x, t) and u+ = limx→0+ u(x, t) are defined as the left and right hand limits of the solution of (1.1) as
x → 0− and x → 0+, respectively [11,12]. It is easy to show that u satisfies (1.2) if and only if in the weak sense u satisfies
ut + (g(u))x = 0, x < 0, t > 0,
ut + (f (u))x = 0, x > 0, t > 0, (1.9)
and, at the discontinuity x = 0, u satisfies the Rankine–Hugoniot condition (1.8).
On the basis of the fact that the flux is continuous across the stationary discontinuity, which leads to a corresponding
jump in the variable u(x, t), the interface flux plays an important role in the corresponding numerical scheme. It is the
purpose of this paper to develop an interface numerical flux, denoted as a generalized Engquist–Osher flux, and deal with
the phase transition at the stationary discontinuity, then establish the convergence of the scheme.
This paper is organized as follows. In Section 2, we derive a new interface flux at the stationary discontinuity and present
the Engquist–Osher type finite difference scheme with a discontinuous flux. In Section 3, the convergence of the scheme is
established and the existence and uniqueness of weak solutions to the scalar conservation laws are obtained. In Section 4,
some numerical examples are presented. Finally, conclusions are presented.
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2. The Engquist–Osher type finite difference scheme with a discontinuous flux
2.1. The Engquist–Osher type flux functions and their properties
First, we define two kinds of flux functions. Away from the discontinuity x = 0, we recall the Engquist–Osher fluxes
F(x, y) and G(x, y) developed in [28] as follows:
F(x, y) = 1
2
(f (x)+ f (y))− 1
2
∫ y
x
|f ′(ω)|dω,
G(x, y) = 1
2
(g(x)+ g(y))− 1
2
∫ y
x
|g ′(ω)|dω.
(2.1)
Then, the other is the interface flux function, denoted as F(x, y). At the discontinuity x = 0, the flux function changes, which
leads to a corresponding jump in the variable u(x, t) and we introduce the interface flux function F(x, y) as follows:
F(x, y) = 1
2
(g(x)+ f (y))− 1
2
∫ θ
x
|g ′(ω)|dω +
∫ y
θ
|f ′(ω)|dω

(2.2)
where θ = s if y ≤ u∗, and θ = S if y > u∗; the value u∗ is the maximum point of the function h(u) (see (1.7)).
We can see that Eq. (2.2) differs from the interface flux function introduced by Towers in [18]. In this paper, the graphs of
f and g are similar to the plot F (or E) of Fig. 1 in [8]. On the basis of a novel modification of the Engquist–Osher flux, Towers
achieved a new scheme that captured the solution associated with any connection (A, B). Now, we consider the properties
of the three flux functions F(x, y), G(x, y) and F(x, y).
Lemma 2.1. From the definitions of the flux functions F(x, y), G(x, y) and F(x, y), we have:
(1) F , G, F are nondecreasing functions with respect to the first variable and nonincreasing functions with respect to the second
variable.
(2) F is not consistent; but F(a, a) = g(a) if a < u∗ and F(a, a) = f (a) if a > u∗, where a ∈ [s, S].
(3) F(x, y) = F(x, y), if f = g; F(s, s) = f (s) = g(s), F(S, S) = f (S) = g(S).
Proof. From the definitions of the flux functions F(x, y), G(x, y) and F(x, y), it is easy to obtain that
∂F
∂x
= 1
2
f ′(x)+ 1
2
|f ′(x)| ≥ 0, ∂F
∂y
= 1
2
f ′(y)− 1
2
|f ′(y)| ≤ 0;
∂G
∂x
= 1
2
g ′(x)+ 1
2
|g ′(x)| ≥ 0, ∂G
∂y
= 1
2
g ′(y)− 1
2
|g ′(y)| ≤ 0;
∂F
∂x
= 1
2
g ′(x)+ 1
2
|g ′(x)| ≥ 0, ∂F
∂y
= 1
2
f ′(y)− 1
2
|f ′(y)| ≤ 0.
Then, we obtain the results in (1). If a < u∗, by g(s) = f (s) = 0, then we get that
F(a, a) = 1
2
(g(a)+ f (a))− 1
2
∫ s
a
|g ′(ω)|dω +
∫ a
s
|f ′(ω)|dω

= 1
2
(g(a)+ f (a))− 1
2
(g(s)− g(a)+ f (a)− f (s))
= g(a).
Similarly, if a > u∗, we have F(a, a) = f (a). So we have proved assertion (2). By the definition of F and the assertion (2), it
is easy to obtain the assertion (3). So, we have proved the lemma. 
For x, y, z ∈ [s, S], we define the following four functions:
H1(x, y, z) = y− λ(F(y, z)− F(x, y))
H−1(x, y, z) = y− λ(G(y, z)− G(x, y))
H2(x, y, z) = y− λ(F(y, z)− F(x, y)) (2.3)
H−2(x, y, z) = y− λ(F(y, z)− G(x, y)).
Define
M = max
x,y∈[s,S]
∂F∂x
 , ∂F∂y
 , ∂G∂x
 , ∂G∂y
 ,
∂F∂x
 ,
∂F∂y


. (2.4)
We have the following lemma.
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Lemma 2.2. Suppose that λM ≤ 12 and x ∈ [s, S]; then we have the following:
(1) H±1(x, x, x) = x, H±2(s, s, s) = s, H±2(S, S, S) = S,
(2) Hi (i = ±1,±2) is nondecreasing in each of its variables.
Proof. From Lemma 2.1, for x ∈ [0, 1], we have that F(s, s) = f (s) = g(s) = s, F(S, S) = f (S) = g(S), F(x, x) = f (x) and
G(x, x) = g(x). So, it is easy to see that H±1(x, x, x) = x, H±2(s, s, s) = s, H±2(S, S, S) = S.
By the definition of the function H1(x, y) in (2.3), we have
∂H1
∂x
= λ∂F(x, y)
∂x
,
∂H1
∂z
= −λ∂F(y, z)
∂z
∂H1
∂y
= 1− λ

∂F(y, z)
∂y
− ∂F(x, y)
∂y

.
By Lemma 2.1, we get
∂H1
∂x
≥ 0, ∂H1
∂z
≥ 0. (2.5)
With the help of the condition λM ≤ 12 , we immediately obtain
∂H1
∂y
≥ 1− 2λM ≥ 0. (2.6)
Combining (2.5) with (2.6), we obtain thatH1 is nondecreasing in each of its variables. Similarly, we get thatHi (i = −1,±2)
is nondecreasing in each of its variables, too. 
2.2. The Engquist–Osher type finite difference scheme with a discontinuous flux
In this section, we will develop a new Engquist–Osher type scheme for the system (1.1) and (1.4). Suppose that h > 0,
j ∈ Z, n ∈ N and define the space grid points as follows:
xj+1/2 = jh, if j ≥ 0; xj−1/2 = jh, if j ≤ 0.
We also use the midpoints of the intervals:
xj =

2j− 1
2

h, if j ≥ 1; xj =

2j+ 1
2

h, if j ≤ −1.
For time discretization, we use a uniform time step given by1t > 0, and suppose that tn = n1t .
Suppose that λ = 1th , letM be as defined in Eq. (2.4) and let the following C.F.L. condition:
2λM ≤ 1 (2.7)
be satisfied. For an initial datum u0 ∈ L1 L∞(R, [s, S]), we define
u0j+1 =
1
h
∫ xj+3/2
xj+1/2
u0(x)dx, if j ≥ 0; (2.8)
u0j−1 =
1
h
∫ xj−1/2
xj−3/2
u0(x)dx, if j ≤ 0. (2.9)
So, we define the finite difference scheme as follows:
un+1j = unj − λ(F(unj , unj+1)− F(unj−1, unj )), if j ≥ 2,
un+1j = unj − λ(G(unj , unj+1)− G(unj−1, unj )), if j ≤ −2,
un+11 = un1 − λ(F(un1, un2)− F(un−1, un1)),
un+1−1 = un−1 − λ(F(un−1, un1)− G(un−2, un−1)),
(2.10)
where the numerical flux function F(x, y), G(x, y) and F(x, y) are defined in Eqs. (2.1) and (2.2), respectively. We call the
scheme (2.10) with the condition (2.7) a generalized Engquist–Osher type finite difference scheme, denoted as GEOS.
Suppose that u0 ∈ L1 L∞(R, [s, S]); for grid length h and 1t with λ = 1t/h fixed, we define the function uh(x, t) ∈
L∞(R× R+) associated with {uni } calculated by means of the scheme (2.10):
uh(x, t) = unj , for (x, t) ∈ [xj−1/2, xj+1/2)× [n1t, (n+ 1)1t), j ≠ 0. (2.11)
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Now, we can define
Nh(f , g, u0) =
−
j<−1
|G(u0j , u0j+1)− G(u0j−1, u0j )| +
−
j>1
|F(u0j , u0j+1)− F(u0j−1, u0j )|
+ |F(u0−1, u01)− G(u0−2, u0−1)| + |F(u01, u02)− F(u0−1, u01)|, (2.12)
N(f , g, u0) = sup
h>0
Nh(f , g, u0). (2.13)
Then, we have
Nh(f , g, u0) = 1
λ
−
j≠0
|u1j − u0j |. (2.14)
It is easy to see that if u0 ∈ BV (R), then N(f , g, u0) ≤ C‖u0‖BV , where C is a constant depending only on the constantM
defined by Eq. (2.4).
3. Convergence analysis
In this section, we carry out the convergence analysis for the scheme (2.10) with (2.7). By means of the following lemma
and the properties of Hi, i = ±1,±2, we obtain that the scheme (2.10) with (2.7) is monotone and the numerical flux
functions are consistent at the endpoints.
Lemma 3.1. Let u0 ∈ L1 L∞(R, [s, S]) be the initial datum and {unj } be the corresponding solutions calculated by using the
finite difference scheme (2.10). Under the C.F.L. condition (2.7), we have
s ≤ unj ≤ S, for all j and n. (3.1)
Proof. Since s ≤ u0 ≤ S, we hence have, for all j, s ≤ u0i ≤ S. By induction, assume that (3.1) holds for n. By Lemma 2.2 and
simple calculation, it is easy to obtain that
s = H−1(s, s, s) ≤ H−1(unj−1, unj , unj+1) = un+1j ≤ H−1(S, S, S) = S, if j ≤ −2,
s = H1(s, s, s) ≤ H1(unj−1, unj , unj+1) = un+1j ≤ H1(S, S, S) = S, if j ≥ 2,
s = H−2(s, s, s) ≤ H−2(un−2, un−1, un1) = un+1−1 ≤ H−2(S, S, S) = S,
s = H2(s, s, s) ≤ H2(un−1, un1, un2) = un+11 ≤ H2(S, S, S) = S.
This completes the proof of Lemma 3.1. 
The following lemma indicates that the scheme (2.10) is L1-contractive.
Lemma 3.2. Under the C.F.L. condition (2.7) and the assumption that the initial data satisfy u0, v0 ∈ L1 L∞(R, [s, S]), let {unj }
and {vnj } be the corresponding solutions calculated by using the scheme (2.10), and suppose that i0 ≤ j0; then−
i0≤j≤j0
|un+1j − vn+1j | ≤
−
i0≤j≤j0+1
|unj − vnj | (3.2)−
j≠0
|un+1j − unj | ≤
−
j≠0
|unj − un−1j |. (3.3)
Proof. On the basis of the fact that the scheme (2.10) ismonotone and conservative (under the C.F.L. condition), the assertion
(3.2) is basically a consequence of the Crandall–Tartar lemma [29], along with the boundedness of the variation of the initial
data. So, we omit the details. The inequality (3.3) follows from the inequality (3.2), applied inductively to two successive
time steps unj and u
n+1
j of a single computed solution. 
Now we use the singular mapping technique introduced in [1,16] to obtain total variation bounds for the scheme. First,
we adopt the following standard notation:
a+ = max{a, 0}, a− = min{a, 0}, a = a+ + a−, |a| = a+ − a−.
Let u∗ be the maximum point for f and g . Define the singular mapping ψ1, ψ2 associated with f and g as follows:
ψ1(θ) =
∫ θ
u∗
|g ′(ω)|dω, ψ2(θ) =
∫ θ
u∗
|f ′(ω)|dω. (3.4)
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Now we are in a position to define the transformed scheme for the discrete values of solution. We define it asznj = ψ1(unj ), if j ≤ −1,
= ψ1(un−1), if j > −1, (3.5)
znj = ψ2(unj ), if j ≥ 1,
= ψ2(un1), if j < 1. (3.6)
Define
znj =znj + znj . (3.7)
Then
TV (znj ) =
−
j≠0,−1
|znj − znj+1| ≤
−
j≠0,−1
|znj −znj+1| + −
j≠0,−1
|znj − znj+1|. (3.8)
So we have the following lemma.
Lemma 3.3. Let u0 ∈ L1 L∞(R) be such that s ≤ u0(x) ≤ S for all x ∈ R. Let {unj } be calculated with the scheme defined
in (2.10) and ψ1, ψ2 be as defined in (3.4); then we have the following inequalities:
(znj −znj+1)+ ≤ |G(unj , unj+1)− G(unj−1, unj )| + |G(unj+1, unj+2)− G(unj , unj+1)|, j ≤ −3, (3.9)
−(znj − znj+1)− ≤ |F(unj , unj+1)− F(unj−1, unj )| + |F(unj+1, unj+2)− F(unj , unj+1)|, j ≥ 2 (3.10)
(zn−2 −zn−1)+ ≤ |F(un−1, un1)− G(un−2, un−1)| + |G(un−2, un−1)− G(un−3, un−2)|, (3.11)
−(zn1 − zn2)− ≤ |F(un1, un2)− F(un−1, un1)| + |F(un2, un3)− F(un1, un2)|. (3.12)
Proof. We fix t in the subsequent calculations and drop the superscripts n in the notation.
We now prove the inequality (3.9). If uj+1 ≥ uj, we have
zj −zj+1 = ∫ uj
uj+1
|g ′(ω)|dω ≤ 0
which implies that (zj −zj+1)+ = 0. So, we only consider uj+1 < uj. We divide this into the following three separate cases.
Case 1: s ≤ uj+1 < uj < u∗. We have
zj −zj+1 = ∫ uj
u∗
|g ′(ω)|dω −
∫ uj+1
u∗
|g ′(ω)|dω
= g(uj)− g(u∗)− (g(uj+1)− g(u∗))
= g(uj)− g(uj+1) > 0.
Hence
(zj −zj+1)+ = g(uj)− g(uj+1). (3.13)
According to the definition of G(x, y), it is easy to obtain that
G(uj, uj+1) = g(uj). (3.14)
For any uj+2 ∈ [s, S], if uj+2 < uj+1, we have G(uj+1, uj+2) = g(uj+1) by the definition of G(x, y). If uj+2 ≥ uj+1, on
the basis of the fact that G(x, y) is nonincreasing in the second variable and the consistency (see Lemma 2.1), we get that
G(uj+1, uj+2) ≤ G(uj+1, uj+1) = g(uj+1). In either case we have
G(uj+1, uj+2) ≤ g(uj+1). (3.15)
Combining (3.13) with (3.14) and (3.15), we get
(znj −znj+1)+ ≤ |G(unj+1, unj+2)− G(unj , unj+1)|.
Then we obtain the inequality (3.9) in this case.
Case 2: s ≤ uj+1 < u∗ ≤ uj ≤ S. In this case, we get directly from the definition that
(zj −zj+1)+ = g(u∗)− g(uj)+ g(u∗)− g(uj+1), (3.16)
G(uj, uj+1) = g(u∗). (3.17)
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For any uj−1 ∈ [s, S], if uj−1 > uj, then uj−1 > uj > u∗ and we get
G(uj−1, uj) = g(uj). (3.18)
If uj−1 ≤ uj, according to the fact that G(x, y) is nondecreasing with respect to the first variable, we have
G(uj−1, uj) ≤ G(uj, uj) = g(uj). (3.19)
From (3.18) and (3.19), for any uj−1 ∈ [s, S], we get
G(uj−1, uj) ≤ g(uj). (3.20)
According to case 1, we have G(uj+1, uj+2) ≤ g(uj+1) for any uj+2 ∈ [s, S]. Combining this with (3.16), (3.17) and (3.20), we
obtain the inequality (3.9) in this case.
Case 3: u∗ ≤ uj+1 < uj ≤ S. In this case, by simple calculations we get
(zj −zj+1)+ = g(uj+1)− g(uj), (3.21)
G(uj, uj+1) = g(uj+1). (3.22)
According to case 2, we have G(uj−1, uj) ≤ g(uj) for any uj−1 ∈ [s, S]. Using (3.21) and (3.22), we have
(zj −zj+1)+ ≤ |G(unj , unj+1)− G(unj−1, unj )|
and we have proved the inequality (3.9) in this case. So we complete the proof of (3.9) in all the cases.
Next, we prove the inequality (3.11). If u−2 ≤ u−1, we have
z−2 −z−1 = ∫ u−2
u−1
|g ′(ω)|dω ≤ 0
which implies (z−2 −z−1)+ = 0. So, we only consider u−2 > u−1 and have to consider the following three cases.
Case 1: s ≤ u−1 < u−2 < u∗. In this case, by the definition ofzj, j ≤ −1, we have
(z−2 −z−1)+ = g(u−2)− g(u−1). (3.23)
By the definition of G(x, y), it is easy to get
G(u−2, u−1) = g(u−2). (3.24)
For any u1 ∈ [s, S], if u1 < u−1, then u1 < u∗. By Lemma 2.1, we get f (s) = g(s). Then, we have
F(u−1, u1) = 12 (g(u−1)+ f (u1))−
1
2
∫ s
u−1
|g ′(ω)|dω +
∫ u1
s
|f ′(ω)|dω

= 1
2
(g(u−1)+ f (u1))− 12 (g(s)− g(u−1)+ f (u1)− f (s))
= g(u−1).
If u1 ≥ u−1, by the fact that the F is nonincreasing in the second variable and the property of F(x, y) (see Lemma 2.1), we
have F(u−1, u1) ≤ F(u−1, u−1) = g(u−1). So, we obtain F(u−1, u1) ≤ g(u−1) for any u1 ∈ [s, S]. Combining this with (3.23)
and (3.24), we get
(z−2 −z−1)+ ≤ |G(u−2, u−1)− F(u−1, u1)|.
This gives the inequality (3.11) in this case.
Case 2: s ≤ u−1 < u∗ < u−2 ≤ S. By simple calculation, we have
(z−2 −z−1)+ = g(u∗)− g(u−2)+ g(u∗)− g(u−1) (3.25)
G(u−2, u−1) = g(u∗). (3.26)
By the above result, for any u1 ∈ [s, S], we have
F(u−1, u1) ≤ g(u−1). (3.27)
For any u−3 ∈ [s, S], if u−3 ≥ u−2, then u∗ < u−2 < u−3. By the definition of G(x, y), it is easy to get G(u−3, u−2) =
g(u−2). If u−3 < u−2, by the fact that G(x, y) is nondecreasing with respect to the first variable, we have G(u−3, u−2) ≤
G(u−2, u−2) = g(u−2). So, for any u−3 ∈ [s, S], we get that
G(u−3, u−2) ≤ g(u−2). (3.28)
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Combining (3.25)–(3.28), it is easy to obtain the inequality (3.11) in this case.
Case 3: u∗ ≤ u−1 < u−2 ≤ S. It is easy to get that
(z−2 −z−1)+ = g(u−1)− g(u−2). (3.29)
By the definition of G(x, y), we obtain that
G(u−2, u−1) = g(u−1). (3.30)
For any u−3 ∈ [s, S], by the above result, we get that
G(u−3, u−2) ≤ g(u−2). (3.31)
From (3.29)–(3.31), we have proved the inequality (3.11) in this case. So, we have completed the proof of the inequality
(3.11) in all cases.
The inequalities (3.10) and (3.12) can be proved similarly and we have completed the proof of this lemma. 
Similarly, we also have the following lemma.
Lemma 3.4. Let u0 ∈ L1 L∞(R) be such that s ≤ u0(x) ≤ S for all x ∈ R. Let {unj } be the scheme defined as (2.10) and ψ1,
ψ2 be as defined in (3.4); then we have the following inequalities:
−(znj −znj+1)− ≤ |G(unj , unj+1)− G(unj−1, unj )| + |G(unj+1, unj+2)− G(unj , unj+1)|, j ≤ −3, (3.32)
(znj − znj+1)+ ≤ |F(unj , unj+1)− F(unj−1, unj )| + |F(unj+1, unj+2)− F(unj , unj+1)|, j ≥ 2, (3.33)
−(zn−2 −zn−1)− ≤ |F(un−1, un1)− G(un−2, un−1)| + |G(un−2, un−1)− G(un−3, un−2)|, (3.34)
(zn1 − zn2)+ ≤ |F(un1, un2)− F(un−1, un1)| + |F(un2, un3)− F(un1, un2)|. (3.35)
Now we use the above grid normalized variation inequalities in order to get the bounds on the total variation on the
transformed scheme. So, we have the following lemma.
Lemma 3.5. Letznj , znj , znj be as defined above; then the following inequality holds:
TV (znj ) ≤
4
λ
−
j≠0
|u1j − u0j |. (3.36)
Proof. By (3.5) and (3.6), we get that
(znj −znj+1)+ = −(znj −znj+1)− = 0, if j > −1, (3.37)
(znj − znj+1)+ = −(znj − znj+1)− = 0, if j < 1. (3.38)
By Lemmas 3.3 and 3.4, substituting (3.37) and (3.38) into (3.8), we get that
TV (znj ) =
−
j≠0,−1
|znj − znj+1| ≤
−
j≠0,−1
|znj −znj+1| + −
j≠0,−1
|znj − znj+1|
=
−
j≤−2

(znj −znj+1)+ − (znj −znj+1)−+−
j≥1

(znj − znj+1)+ − (znj − znj+1)−

≤ 4
−
j≤−2
|G(unj , unj+1)− G(unj−1, unj )| +
−
j≥2
|F(unj , unj+1)− F(unj−1, unj )|

+ 4

|F(un1, un2)− F(un−1, un1)| + |F(un−1, un1)− G(un−2, un−1)|

≤ 4
λ
−
j≠0
|un+1j − unj |.
From Lemma 3.2, we have−
j≠0
|un+1j − unj | ≤
−
j≠0
|unj − un−1j | ≤ · · · ≤
−
j≠0
|u1j − u0j |.
Then, we get
TV (znj ) ≤
4
λ
−
j≠0
|u1j − u0j |. 
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The following lemma is the analogue of Lemma 3.5 in terms of a function instead of a point value.
Lemma 3.6. Let u0 ∈ L1 L∞(R, [s, S]) be the initial datum which satisfies that N(f , g, u0) < ∞ and let uh be the
corresponding solutions obtained by using the scheme (2.10); then
s ≤ uh(x, t) ≤ S, for any (x, t) ∈ R× R+, (3.39)∫
R
|uh(x, t)− uh(x, τ )|dx ≤ (21t + |t − τ |)Nh(f , g, u0). (3.40)
Proof. By the inequality (3.1), we immediately get the inequality (3.39). Now, we prove (3.40). Suppose that tn ≤ t < tn+1
and tm ≤ τ < tm+1; then
|n−m|1t = |tn − tm| ≤ |tn − t| + |t − τ | + |τ − tm| ≤ 21t + |t − τ |.
From Lemma 3.2 and using Eq. (2.14), we get that∫
R
|uh(x, t)− uh(x, τ )|dx = h
−
j≠0
|unj − umj |
≤ h
−
j≠0
n−m−1
i=0
|un−ij − un−i−1j |
≤ h|n−m|
−
j≠0
|u1j − u0j |
= |n−m|1t
λ
−
j≠0
|u1j − u0j |
= (21t + |t − τ |)Nh(f , g, u0)
This gives the proof of (3.40). 
Now we state the main existence and uniqueness theorem.
Theorem 3.7. Assume that λ, M satisfy the C.F.L. condition 2λM ≤ 1 and u0 satisfies the hypothesis s ≤ u0 ≤ S and
Nh(f , g, u0) < ∞. Let uh,uh be approximate solutions defined above; then there exists a subsequence (still denoted by h) such
that uh converges almost everywhere to a weak solution u of (1.1) and (1.4). In fact uh → u in L∞loc(R+, L1loc(R)) as h goes to 0.
Similarly,uh converges almost everywhere to a weak solutionu of (1.1) and (1.4) anduh →u in L∞loc(R+, L1loc(R)) as h goes to 0.
Furthermore, both u andu satisfy (1.2), and are identical to the entropy solutions of (1.1) and (1.4).
Proof. The proof is analogous to that of Theorem 5.1 in [16] and also one can see the related proof in [18] for details, so we
omit the details here. 
4. Numerical experiments
In this section, we will provide some numerical examples for the following initial problem, defined on [−1, 1]:
u(x, 0) = u0(x) =

uℓ, x < 0,
ur , x > 0
(4.1)
for Eqs. (1.1) and (1.4) with our GEOS (2.10). In all the examples, we will take kℓ = 1.5 and kr = 1.0 and consider the
following flux function:
g(u) = 1.5u(1− u),
f (u) = u(1− u).
We represent the solid line as the exact solutions which are calculated by requiring satisfying the interface entropy condition.
Example 1. We consider the Riemann problem: uℓ = 0.15, ur = 0.95. We will give the comparison with the staggered
Engquist–Osher scheme, which is denoted by EOS, developed in [18]. Like [17], we consider the L1-error norms defined as
M−
i=−M
|ui − u|1x, (4.2)
where ui, u are, respectively, the computed and exact solutions at grid point xi andM stands for the number of grid points
used in the spatial discretization at time T = 0.5. The results obtained are listed in Table 1 for two different grid ratios, where
2N + 1 represents the numbers of grid points. The purpose of the method chosen is to study the convergence properties of
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Table 1
Errors for accuracy and convergence properties at two different grid ratios.
N λ = 0.25 λ = 0.50
EOS GEOS EOS GEOS
L1-error 100 1.084E−02 9.974E−03 8.739E−03 8.713E−03
200 6.748E−03 6.033E−03 5.355E−03 4.492E−03
400 4.105E−03 3.663E−03 3.217E−03 2.906E−03
800 2.445E−03 2.194E−03 1.895E−03 1.713E−03
1600 1.438E−03 1.299E−03 1.100E−03 1.001E−03
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Fig. 1. Example 1. Solutions at t = 0.5. Solid line: the exact solution; ‘‘·’’: the solution obtained using GEOS; ‘‘+’’: the solution obtained using EOS.
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Fig. 2. Example 2. Solutions at t = 0.5. Solid line: the exact solution; ‘‘·’’: the solution obtained using GEOS; ‘‘+’’: the solution obtained using EOS.
GEOS. Table 1 shows convergence rates and errors for the unknown function u with different grid ratios. We observe that
GEOS and EOS have the same convergence rates and GEOS has a smaller L1-error than EOS.
In addition, we provide the numerical results calculated using GEOS and EOS. We take the mesh size h = 0.01,
1t = 0.0025, λ = 1t/h = 0.25 and the discrete time t . As shown in Fig. 1, it is clear that GEOS provides a good ap-
proximation of the rarefaction waves on the left and the right of the discontinuity x = 0.
Example 2. uℓ = 0.65 and ur = 0.15. From the numerical results, we can see that GEOS gives similar results to EOS near
the shock moving to left. GEOS does not introduce spurious oscillations near the discontinuity x = 0; see Fig. 2.
Example 3. uℓ = 0.50 and ur = 0.50. It is known that the unique solutions are the shock moving to the left and a
stationary discontinuity. As shown in Fig. 3, we can see that GEOS deals with the transition near the discontinuity x = 0
quite well and does not introduce spurious oscillations near the shock and x = 0.
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Fig. 3. Example 3. Solutions at t = 0.5 (left) and t = 1.0 (right). Solid line: the exact solution; ‘‘◦’’: the solution obtained using GEOS.
–1 –0.8 –0.6 –0.4 –0.2 0 0.2 0.4 0.6 0.8 1 –1 –0.8 –0.6 –0.4 –0.2 0 0.2 0.4 0.6 0.8 10.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
Fig. 4. Example 4. Solutions at t = 0.75 (left) and t = 1.5 (right). Solid line: the exact solution; ‘‘◦’’: the solution obtained using GEOS.
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Fig. 5. Example 5. Solutions at t = 0.50 (left) and t = 1.0 (right). Solid line: the exact solution; ‘‘◦’’: the solution obtained using GEOS.
Example 4. uℓ = 0.15 and ur = 0.50. The numerical solutions are shown in Fig. 4.
Example 5. uℓ = 0.45 and ur = 0.10. The numerical solutions are shown in Fig. 5.
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5. Conclusions
In this paper, we introduce an interface numerical flux function and develop a generalized Engquist–Osher type finite
difference scheme for dealing with scalar conservation laws with discontinuous flux. From the numerical results calculated
using the scheme (2.10), we observe that the new scheme can dealwith solutions and has high resolution near the stationary
discontinuity x = 0. We will extend our methods to some cases with more general discontinuous flux in future work.
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