The use of artificial neural networks in forecasting by Bajda, Konrad & Piróg, Sebastian
WYKORZYSTANIE SZTUCZNYCH SIECI NEURONOWYCH W 
PROGNOZOWANIU 
 
THE USE OF ARTIFICIAL NEURAL NETWORKS IN FORECASTING 
 
Konrad BAJDA, Sebastian PIRÓG 
 
Resume 
Artykuł opisuje wykorzystanie sztucznych sieci neuronowych do prognozowania, na 
przykładzie meczów piłki nożnej, oraz predykcji cen energii elektrycznej na rynku dnia 
następnego. Celem projektu jest dokonanie analizy zdolności prognostycznych wybranych 
sztucznych modeli neuronowych. 
Abstract 
The article describes the use of artificial neural networks in predicting, for example, football 
games, and a prediction of electricity prices on the market the next day. The aim of the 
project is to analyze the predictive ability of selected artificial neural models. 
 
EXORDIUM/WSTĘP 
Prognozowanie (predykcja) jest niezwykle ważnym elementem, występującym w 
codziennym życiu człowieka. Głównym celem prognozowania jest podjęcie właściwej 
decyzji, lub zmniejszenie ryzyka przy dokonywanych wyborach. Niedawno do 
prognozowania zaczęły być używane sieci neuronowe. Są one bardzo uniwersalnym 
rozwiązaniem, dzięki któremu można osiągać dobre wyniki. Proces prognozowania jest 
procesem złożonym i wieloetapowym, co należy uwzględnić podczas projektowania 
neuronowego systemu predykcyjnego. Etapy te można przedstawić w sposób następujący: 
• dobranie odpowiedniego problemu, dla którego będzie układana prognoza; 
• gromadzenie danych, na których oparta będzie predykcja oraz ich analiza; 
• przegląd metod, oraz dobranie najodpowiedniejszej metody dla wybranego problemu; 
• sporządzenie modelu prognostycznego z wykorzystaniem wcześniej zgromadzonych 
danych; 
• otrzymanie prognozy; 
• ocena i porównanie prognozy z faktycznym stanem; 
 
TEXT OF ARTICLE/TREŚĆ ARTYKUŁU 
Sztuczne sieci neuronowe rozwijają się niezwykle dynamicznie co powoduje, wzrost 
zainteresowania tą dyscypliną naukową. Klasyczna jednokierunkowa sztuczna sieci 
neuronowa zbudowana jest z trzech warstw neuronów. Warstwa pierwsza nazywa się 
warstwą wejściową. W jej skład wchodzi tyle neuronów ile jest zmiennych wejściowych. 
Każdy neuron z warstwy wejściowej łączy się z wszystkimi neuronami z warstwy  ukrytej. 
Zdarza się, że warstw ukrytych jest wi
trzech warstw. Jeśli w skład obszaru ukrytego wchodzi wi
drugiej warstwy łączą się z trzeci
warstwa ukryta bowiem łączy si
prostej trzywarstwowej  sieci neuronowej prognozuj
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Rys.2 Dane reprezentatywne wykorzystane do predykcji wydarzeń sportowych
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Rys.3 Dane reprezentatywne wykorzystane do predykcji cen energii 
                 
Dane do prognozowania cen energii zostały zestawione w tabele (rys.3). 
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Jak widać 
ącego cenę 
przypadków. Proces budowy modelu opierał się na analizie danych. Zgromadzone dane 
zostały starannie wyselekcjonowane. Każda kolumna ma charakter reprezentatywny dla. W 
przypadku predykcji wyników sportowych na wejściu modelu neuronowego będzie 13 
neuronów w warstwie wejściowej. Natomiast w prognozowaniu cen energii w warstwie 
wejściowej będzie ich 7. Ważnym aspektem prognozy na podstawie modelów neuronowych jest 
proces uczenia. W wyniku wielu symulacji, optymalnym zakresem danych 
wykorzystywanych do uczenia sieci było około 25%  wszystkich zgromadzonych danych. 
Aby jak najlepiej przetestować potencjał tkwiący w sztucznych sieci neuronowych 
postanowiono przetestować kilka rodzajów sieci neuronowych różniących się ilością 
neuronów oraz warstw ukrytych. Przetestowano sieć składającą się z czterech warstw 
ukrytych i 8 neuronów. W późniejszych etapach zwiększano stopniowo zarówno ilość 
neuronów jak i warstw ukrytych aby nie przeoczyć optymalnego rozwiązania. Sieć uczono 
metodą Levenberga-Marquardta. Algorytm Levenberga-Marquardta  jest obecnie jednym z 
najczęściej stosowanych do uczenia sieci neuronowych jednokierunkowych, algorytmów 
optymalizacyjnych drugiego rzędu. Wynika to głównie z szybkiej zbieżności, oraz prostej 
implementacji.1 Opiera się on na algorytmie rozwiazywania nieliniowego problemu 
najmniejszych kwadratów. Wartością, która była w pewien sposób ogranicznikiem 
czasowym uczenia sieci jest miara oczekiwanego błędu końcowego. W momencie, gdy miara 
ta osiągała oczekiwaną wartość wówczas uczenie sieci było kończone Początkowo ustawiano 
go na wartość 0,1 lecz szybko zwiększono do 0.3 gdyż najlepiej warunkuje na proces 
uczenia. 
 
Rys.4 Model sztucznej sieci neuronowej wraz z przebiegiem uczenia i parametrami [źródło: Bajda K, Piróg S Wykorzystanie sztucznych sieci 
neuronowych do prognozowania wyników sportowych - projekt systemu] 
 
Końcową czynnością w działaniu sztucznej sieci neuronowej było uzyskanie 
prognozy. W zależności od zastosowanej metody uzyskano różne wyniki. W celu 
oszacowania skuteczności działania sieci, porównano otrzymane prognozy z rzeczywistymi 
danymi, a następnie oszacowano skuteczność predykcji sieci. Przy wykorzystaniu 
podstawowych miar statystycznych dokonano oceny trafności prognoz cen energii które 
przedstawia rys.5. 
 
 
 
 
                                                           
1. 1Tadeusiewicz R., Sieci Neuronowe, 1993 
 
Rys.5  Ocena dopasowania modelu
 
Ocenę dopasowania modelu neuronowych do danych rzeczywistych przeprowadzono 
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CONCLUSION/PODSUMOWANIE
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elektrycznej na rynku dnia nastę
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