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Abstract. New non-abelizations of integrable quadratic homogeneous systems of ODEs with
two dependent variables are found.
1. Introduction
Let us consider integrable systems of ODEs of the form
dyi
dt
=
∑
j,k
C ijk yj yk, i, j, k = 1, . . . , n, (1)
where C ijk = C
i
kj are constants. The main feature of integrable systems of the form (1) is the
existence of infinitesimal polynomial symmetries and first integrals.
Another evidence of the integrability is the absent of moveable singularities in solutions
for complex t. The so-called Painleve´ approach is based on this assumption. We use the
Kowalevski-Lyapunov test, which is one of incarnations of the Painleve´ approach.
Definition 1. The dynamical system
d yi
dτ
= Gi(y
1, . . . , yn), i = 1, . . . , n (2)
is called infinitesimal symmetry for a dynamical system
d yi
dt
= Fi(y
1, . . . , yn), i = 1, . . . , n (3)
iff (3) and (2) are compatible. The compatibility means that
XY − Y X = 0,
where the vector fields X and Y are given by
X =
∑
Fi
∂
∂yi
, Y =
∑
Gi
∂
∂yi
.
Definition 2. The function I(y1, . . . , yn) is called first integral for the system (3) iff
X(I) = 0.
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Systems of the form (1) possess special Kowalevski solutions of the form
yi(t) =
bi
t
,
where
−bi =
∑
j,k
C ijk bj bk.
For any Kowalevski solution consider a formal solution of the form
yi =
bi
t
+ ε pi t
s + · · ·
The numbers pi are defined from the system of linear equations
s pi =
∑
j,k
C ijk (pjbk + pkbj).
We see that the Kowalevski exponent s is an eigen-value and (p1, . . . pn) is the corresponding
eigen-vector of a matrix defined by a Kowalevski solution.
Definition 3. System (20) satisfies the Kowalevski-Lyapunov integrability test iff for any
Kowalevski solution all exponents are integers.
In Section 1 we find all systems of the form{
ut = a1u
2 + a2uv + a3v
2,
vt = b1v
2 + b2uv + b3u
2
(4)
that possess polynomial first integrals and satisfy the Kowalevski-Lyapunov test.
Two systems related to each other by a linear transformation of the form
uˆ = r1u+ r2v , vˆ = r3u+ r4v , ri ∈ C, r1r4 − r2r3 6= 0 (5)
are called equivalent.
The following statement is well known.
Lemma 1. Let I be a first integral of a system (4). Then for any N{
uτ = I
N (α1u
2 + α2uv + α3v
2),
vτ = I
N (β1v
2 + β2uv + β3u
2)
is a (infinitesimal) symmetry of system (4).
In Section 2 we consider integrable non-abelizations of systems found in Section 1. These
non-abelizations have the form{
ut = α1u
2 + α2u v + α3v u+ α4v
2,
vt = β1v
2 + β2v u+ β3u v + β4u
2
, (6)
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where u and v are non-commutative symbols which generate the free associative algebra A over
C. The reader, who does not appreciate pure algebraic considerations, may regard u(t) and
v(t) as matrices of arbitrary size m×m.
Definition 4. We call system (6) integrable if it possesses infinitely many linearly independent
non-abelian symmetries (see [1]).
Example 1. The following inhomogeneous non-abelian system{
ut = v
2 + c1u+ c2,
vt = u
2 − c1v + c3
, (7)
where ci are constants, is integrable. This system is Hamiltonian and possesses infinitely many
polynomial trace integrals of motion (see [1]). We intend to write a separate paper about
system (7). Here we mention only that [uv − vu]t = 0 for this system.
Suppose an (abelian) system (4) has a polynomial integral I.
Definition 5. Integrable non-abelian system (6) is called a integrable non-abelization of (4) if
in the commutative case [u, v] = 0 the system (6) and its symmetries coincide with (4) and
symmetries, which described in Lemma 1.
In particular, if we regard u and v as matrices, then (6) should coincides with (4), when
the size of matrices m is equal to one.
As our main result, we find all possible integrable non-abelizations of systems from Section
1. Our lists of non-abelian systems of the form (6) contain all examples found in [1].
2. Integrable scalar homogeneous polynomial systems with two variables.
Let I(u, v) be a homogeneous polynomial integral of systems (4). Let us write I in the factorized
form:
I =
m∏
i=1
(u− κiv)zi, zi ∈ N, κi 6= κj if i 6= j. (8)
Remark 1. Multiplicands of the form vzi correspond to κi =∞.
Proposition 1. Suppose that at least one of the coefficients of a system (4) is not equal to
zero. Then m ≤ 3.
Proof. Substituting u = κiv to the expression Q =
dI
dt
, we obtain that if Q = 0 then κi
satisfies the following cubic equation
b3x
3 + (b2 − a1) x2 + (b1 − a2) x+ a3 = 0.
Equating the coefficients of the highest powers of u and v in Q to zero, we get
m∑
i=1
zi (a1 − κib3) = 0,
m∑
i=1
zi (b1 − a3
κi
) = 0. (9)
If m > 3, then all coefficients of the cubic polynomial are equal to zero. Since
∑
zi 6= 0, it
follows from (9) that a1 = b1 = 0 and therefore all coefficients of (4) are equal to zero. 
Remark 2. Analogously, one can proof that if a system{
ut = P1(u, v),
vt = P2(u, v),
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where Pi are homogeneous polynomials of degree k, has a first integral (8), then m ≤ k + 1.
Consider the most non-degenerate case of three distinct roots κi. Since system (4) is defined
up to the group of linear transformations (5), we may send the roots to κ1 = 0, κ2 = 1, κ3 =∞.
For such a normalization we have
I = uk1(u− v)k2vk3 , (10)
where ki are natural numbers which are defined up to the permutations. Without loss of
generality we may assume that
k1 ≤ k2 ≤ k3
and that k1, k2, k3 have no any non-trivial common divisor.
Lemma 2. Suppose that a system (4) has an integral (10). Then up to a scaling
u→ µu, v → µv it has the following form:{
ut = −k3 u2 + (k2 + k3) uv
vt = −k1 v2 + (k1 + k2) uv.
(11)
Let us apply now the Kowalevski-Lyapunov integrability test to system (11). A
straightforward computation leads to:
Theorem 1. The Kowalevski exponents for (11) have the form
n1 =
k2 + k3
k1
, n2 =
k1 + k3
k2
, n3 =
k1 + k2
k3
. (12)
The system passes through the Kowalevski-Lyapunov test iff these numbers are natural.
Remark 3. The natural numbers ni satisfy the identity∑
i
1
ni + 1
= 1 (13)
well known in elementary geometry. Under condition (13) one of solutions of (12) is given by
ki =
∏
j 6=i
(nj + 1).
Lemma 3. There exist only three sets k1, k2, k3 for which ni are integers. They are:
• Case 1. k1 = k2 = k3 = 1;
• Case 2. k1 = k3 = 1, k2 = 2;
• Case 3. k1 = 1, k2 = 2, k3 = 3.
Remark 4. In Case 1 the degrees of symmetries described by Lemma 1 are 2 + 3m, for Case
2 they are 2 + 4m and in Case 3 we have 2 + 6m.
Remark 5. The cubic system{
ut = −u3 k3 + ν uv2 (k2 + k3 + k4) + u2v (k2 + k3 − νk3 − νk4)
vt = −ν v3 k1 + uv2 (−k1 + νk1 + νk2 − k4) + u2v (k1 + k2 + k4),
(14)
where ν 6= 0, 1,∞, has the first integral
I = uk1(u− v)k2vk3(u− ν v)k4.
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In this case equation (13) has 13 solutions. The corresponding sets {k1, k2, k3, k4} are given by
{1, 3, 8, 12}, {1, 2, 6, 9}, {2, 3, 10, 15}, {1, 1, 4, 6}, {1, 4, 5, 10}, {1, 2, 3, 6}, {1, 1, 2, 4},
{1, 2, 2, 5}, {1, 1, 1, 3}, {1, 3, 4, 4}, {1, 1, 2, 2}, {2, 3, 3, 4}, {1, 1, 1, 1}.
For these sets of ki system (14) satisfies the Kowalevski-Lyapunov test.
In the case of two distinct roots κi we arrive at
I = uk1vk3.
The corresponding system has the form{
ut = −b2q u2 + a2 uv
vt = −a2q−1 v2 + b2 uv,
(15)
where q = k3
k1
. The Kowalevski-Lyapunov test gives rise to q = 1.
The constants a2, b2 in (15) can be normalized (by a scaling u → µu, v → νv and by the
involution u↔ v) to a2 = b2 = 1 or to a2 = 1, b2 = 0. The first case is symmetric and k1, k3 is
defined up to the permutation. In the second case it is not so.
If the integral (8) has a single root, then we may put I = u. The corresponding system{
ut = 0
vt = b1 v
2 + b2 vu+ b3 u
2.
(16)
satisfies the Kowalevski-Lyapunov test. Using the transformations v → siv + s2u, we may
reduce the the set of constants bi to one of the following:
• b1 = b2 = 1, b3 = 0;
• b1 = 1, b2 = b3 = 0;
• b1 = b3 = 0, b2 = 1;
• b1 = b2 = 0, b3 = 1.
3. Non-abelian systems
Consider non-abelian ODE systems of the form
dui
dt
= F i(u), u = (u1, ..., uN), (17)
where ui are non-commutative symbols, F
i are (non-commutative) polynomials with constant
scalar coefficients. As usual, a symmetry of (17) is defined as an equation
dui
dτ
= Gi(u), (18)
compatible with (17). More rigorously, we consider the free associative algebra A with
generators u1, ..., uN over C.
Definition 6. A linear map d : A → A is called derivation if it satisfies the Leibniz rule:
d(xy) = xd(y) + d(x)y.
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If we fix d(ui) = F i(u), then d(z) is uniquely defined for any element z ∈ A by the Leibniz
rule. It is clear that the polynomials F i can be taken arbitrarily. Instead of the dynamical
system (17) we consider the derivation Dt : A→ A such that Dt(xi) = F i. Compatibility of (17)
and (18) means that the corresponding derivations Dt and Dτ commute: DtDτ −DτDt = 0.
We will call a non-abelian system (17) integrable if it possesses infinitely many symmetries.
Example 2. [1] The following non-abelian system{
ut = v
2
vt = u
2
(19)
is integrable. Substituting m×m matrices for u and v, we obtain an integrable matrix system.
Many further reductions of (19) are possible. For instance, F. Calogero has observed that in
the matrix case the functions xi = λ
1/2
i , where the λi are eigen-values of the matrix u − v,
satisfy the following integrable system:
x
′′
i = −x5i +
∑
j 6=i
(xi − xj)−3 + (xi + xj)−3.
Thus integrable non-abelian systems are fundamental models, which generate plenty of
different integrable finite-dimensional ODE systems.
The system (19) belongs to the class of homogeneous quadratic non-abelian systems of the
form
(ui)t =
∑
j,k
C ijk u
j uk, i, j, k = 1, . . . , N, (20)
where C ijk are (complex) constants.
The class (20) is invariant with respect to the group GLN of linear transformations
uˆi =
∑
j
sij u
j.
In this paper we consider systems of the form (6), which are (20) with N = 2. Some
rational non-abelian systems were considered in [2, 3]. For non-abelian PDEs see [4].
Define a C-linear involution ⋆ on A by the formulas
u⋆ = u , v⋆ = v , (a b)⋆ = b⋆ a⋆ , a, b ∈ A. (21)
The transposition can be taken for this involution in the matrix case.
Definition 7. Two systems (6) related to each other by a linear transformation of the form
(5) and by involution (21) are called equivalent.
Definition 8. A system that is equivalent to a system (6) with β2 = β3 = β4 = 0 is called
triangular. If additionally β1 = 0, then the system is called strongly triangular.
Some of systems (6) admit invertible Laurent transformations. Namely, consider systems
of the form {
ut = −p u2 + q uv
vt = −a v2 + b uv + c vu.
(22)
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It can be easily verified that the composition of the transformation
u = u¯, v = u¯−1v¯u¯
and the involution (21) maps (22) to{
ut = −p u2 + q uv
vt = −a v2 + (c+ p) uv + (b− p) vu.
(23)
Thus we have an involution τ : (22)→ (23) on the set of systems of the form (22).
Remark 6. For any system of the form (22) with q 6= 0 we can express v via ut and u from the
first equation. Substituting this expression to the second equation, we obtain a second order
non-abelian equation for u.
3.1. Known results
Some experiments with non-triangular systems (6) having symmetries have been done in [1].
One of the results is:
Theorem 2. Any non-triangular system (6) possessing a non-zero symmetry of the form

uτ = γ1u u u+ γ2u u v + γ3u v u+ γ4v u u + γ5u v v + γ6v u v + γ7v v u+ γ8v v v,
vτ = δ1u u u+ δ2u u v + δ3u v u+ δ4v u u + δ5u v v + δ6v u v + δ7v v u+ δ8v v v
is equivalent to one of the following:
• a) {
ut = u u− u v
vt = v v − u v + v u
;
• {
ut = u v
vt = v u
;
• {
ut = u u− u v
vt = v v − u v
;
• {
ut = −u v
vt = v v + u v − v u
;
• {
ut = u v − v u
vt = u u+ u v − v u
;
• {
ut = v v
vt = u u
.
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Remark 7. It is a remarkable fact that a requirement of the existence of just one cubic
symmetry selects a finite list of equations with no free parameters (or more precisely, all possible
parameters can be removed by linear transformations (5) ).
The following five non–equivalent systems with quartic symmetries were found in [1]:
• {
ut = −u v
vt = v v + u v
;
• {
ut = −v u
vt = v v + u v
;
• {
ut = u u− 2v u
vt = v v − 2v u
;
• {
ut = u u− u v − 2v u
vt = v v − v u− 2u v
;
• b) {
ut = u u− 2u v
vt = v v + 4v u
.
Using computer algebra system CRACK [5], we verified that it is a complete list of non–
triangular systems that have quartic (but have no cubic) symmetries.
Possibly equations a) and b) have only one symmetry while the other 9 have infinitely
many.
Attempts to describe systems (6) with fifth degree symmetries by a straightforward
computation look rather hopeless. One of the reasons is that the coefficients of (6) turn out
to be related by algebraic relations. Even if they can be resolved, the coefficients very often
becomes algebraic numbers.
Example 3. The non-abelian system{
ut = 11
√
7u u− 7√7 v v
vt = −4
√
7 v u− 4√7u v + 30 u u
has a symmetry of fifth degree. Notice that in the commutative case this system is not
integrable: it has no polynomial first integrals and does not satisfy the Painleve´ test.
Our crucial idea is that the commutative reduction of integrable non-abelian system should
be integrable in the sense of Chapter 1. It is true for all systems found in [1] except for systems
a) and b).
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3.2. Non-abelizations of systems (11)
The ansatz for the non-abelization of (11) is given by{
ut = −k3 u2 + (k2 + k3) uv + α(uv − vu)
vt = −k1 v2 + (k1 + k2) vu+ β(vu− uv).
(24)
Involution (21) transforms α and β in (24) as follows:
α→ −α− k2 − k3, β → −β − k2 − k1.
Integrable abelian systems of the form (11) were described in Lemma 3.
In Case 1 we have k1 = k2 = k3 = 1. According to Lemma 1, any non-abelization (24) has
to have a symmetry of degree 5 whose commutative reduction is given by

uτ =
(
− u2 + 2 uv
)
u v (u− v)
vτ =
(
− v2 + 2 vu
)
u v (u− v).
(25)
Theorem 3. In the case k1 = k2 = k3 = 1 there exist only 5 non-equivalent non-abelizations
that have a fifth degree symmetry with commutative reduction (25). They correspond to the
following pairs α, β in (24):
• 1. α = −1, β = −1;
• 2. α = 0, β = −1;
• 3. α = 0, β = −2;
• 4. α = 0, β = 0;
• 5. α = 0, β = −3.
Outline of the proof. We consider an ansatz with indetermined coefficients for non-
abelian symmetry of degree 5 such that its commutative reduction coincides with (25). The
compatibility of (24) and the symmetry leads to an overdetermined linear algebraic system for
the symmetry coefficients. The coefficients of this system depend on the parameters α and
β. A tedious analysis of the linear system gives us all pairs α, β for which the system has a
non-trivial solution. The corresponding calculations were done by the computer algebra system
CRACK. The last step was a selection of pairs that correspond to non-equivalent systems. 
Remark 8. System 1 is equivalent to the system from Example 2. It has also symmetries of
degrees 3 and 4 but their commutative reductions are trivial. Systems 2 and 3 are equivalent
to some systems found in [1]. Systems 4 and 5 are new.
The cases 2− 5 correspond to systems of the form (22). Applying the Laurent involution
τ : (22) → (23) which corresponds to β → −β − 3, we see that the cases 2′, 3′ and 4′, 5′ are
dual with respect to τ .
Consider now Case 2 of Lemma 3: k1 = k3 = 1, k2 = 2. The non-abelizations should have
symmetries of degree 6 with the prescribed commutative reduction.
Theorem 4. In the case k1 = k3 = 1, k2 = 2 there exist only 4 non-equivalent non-abelizations
corresponding to:
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• 1. α = −1, β = −1;
• 2. α = 0, β = −2;
• 3. α = 0, β = 0;
• 4. α = 0, β = −4.
Remark 9. The systems 2, 3 and 4 are new.
Under the Laurent involution τ the parameter β is changing as β → −β − 4. So, the cases
3 and 4 are dual and the case 2 is the self-dual.
In the last case k1 = 1, k2 = 2, k3 = 3 the non-abelizations should have symmetries of
degree 8.
Theorem 5. In the case k1 = 1, k2 = 2, k3 = 3 there exist only 5 non-equivalent non-
abelizations corresponding to:
• 1. α = −2, β = 0;
• 2. α = −4, β = 0;
• 3. α = −6, β = 0;
• 4. α = 0, β = −6.
• 5. α = 0, β = 0.
Remark 10. All these non-abelian systems are new.
For systems with α = 0 the involution τ corresponds to β → −β−6 and therefore, systems 4
and 5 are dual. For systems with β = 0 we may apply the transformation π : v = v¯, u = v¯−1u¯v¯.
The composition of this transformation and the involution (21) leads to the system with
β¯ = 0, α¯ = −α − 6. Hence, the systems 1 and 2 of Theorem 5 are dual and the system 3
is self-dual.
Remark 11. In the cases of Theorems 3 and 4 we do not consider the Laurent involution
π for systems with β = 0. The reason is that the systems with k1 = k2 = k3 = 1 and with
k1 = k3 = 1, k2 = 2 are invariant with respect to u↔ v, α↔ β.
Conjecture 1. In the matrix m × m case different non-abelizations of a given system
define the same flow on the set of all invariants of the GLm - action u→ SuS−1, v → SvS−1.
It is obviously true for non-abelian systems, which are related by the Laurent involutions.
3.3. Non-abelizations in the cases of two and one roots
The possible non-abelizations of (15) with q = 1 have the form{
ut = −b2 u2 + a2 uv + α(uv − vu)
vt = −a2 v2 + b2 vu+ β(vu− uv).
(26)
The degree of the prescribed symmetry is 4 and therefore all non-abelizations have to be
equivalent to some systems from [1].
The involution (21) corresponds to α¯ = −α− a2, β¯ = −β − b2
Theorem 6. There exist only 4 integrable non-triangular non-equivalent systems (26). They
correspond to
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• 1. a2 = b2 = 1, α = 0, β = 0;
• 2. a2 = b2 = 1, α = 0, β = −2;
• 3. a2 = b2 = 1, α = 0, β = −1;
• 4. a2 = 1, b2 = 0, α = 0, β = 1.
In this case the Laurent involution τ corresponds to β¯ = −β− 2 b2. Case 1 is dual to Case
2. Case 3 is self-dual. In the case 4 we get β¯ = −1 but, using u → −u we may reduce it to
β = 1. Therefore, Case 4 is also self-dual.
The non-abelizations of (16) are given by{
ut = α(uv − vu)
vt = b1 v
2 + b2 vu+ b3u
2 + β(vu− uv).
(27)
The symmetry degree is three.
Theorem 7. There exist only 2 integrable non-triangular non-equivalent systems (27)
corresponding to
• 1. b1 = b2 = 1, b3 = 0, α = 1, β = 0;
• 2. b1 = b2 = 0, b3 = 1, α = 1, β = 0.
Conjecture 2. Each of systems described in Theorems 3 - 7 possesses an infinite hierarchy
of symmetries. Any non-triangular system of the form (6), possessing such a hierarchy, is
equivalent to one of systems from Theorems 3 - 7.
We have verified that all these systems have more than one symmetry of degree not greater
than 16 in contrast with systems a) and b) from Section 3.1.
4. Conclusion
A proof of integrability for each system from Theorems 3 - 7 in the matrix case is a separate
task. Some systems can be solved in explicit form. For example, the first system from Theorem
7 can be reduced by the Laurent triangular transformation u→ v−1uv to a triangular system{
ut = 0
vt = v
2 + uv.
The latter can be easily integrated in quadratures.
Some of systems can be solved or linearized by the AKS factorization method [6, 7]. For
instance, the second system of Theorem 7 implies
vtt = [vt, v]. (28)
In the matrix case this equation can be reduce to a linear equation by the following way. If Y
is a matrix solution of the linear equation
Yt = Y (c1t+ c2),
where ci are arbitrary constant matrices, then v = −YtY −1 is a general solution of (28).
Several systems like (19) probably can be solved by the inverse scattering method (see, for
example, [8]). To do that we have to find Lax pairs for them.
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4.1. Unsolved problems
The procedure of non-abelization of a given integrable polynomial model proposed in our paper
as far as the obtained results open a wide field for investigations.
System (7) is an integrable inhomogeneous deformation of system (19). It would be
interesting to find such generalizations of all systems from Theorems 3 - 7.
Reasonably interesting is to find non-abelizations of the cubic systems described in Remark
5.
A separate promising problem is a non-abelization of known integrable quadratic systems
with more than two dependent variables. Our approach can be applied for that but the
computations become more tedious.
An interesting problem is to find integrable non-abelian discretizations of systems from
Theorems 3 - 7.
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