The identification of the characteristics of urban road traffic accidents is of great significance for reducing traffic accidents and the corresponding losses. In the context of big data, to accurately understand the characteristics of traffic accidents, the feature set of urban road traffic accidents is proposed, the XGBoost model is used to classify traffic accidents into minor accidents, general accidents, major accidents and serious accidents, and a GA-XGBoost feature recognition model is built. The GA-XGBoost feature recognition model is based on the genetic algorithm (GA) as a factor search algorithm and is verified by applying the big data of traffic accidents in a Chinese city from 2006 to 2016; in addition, the model is compared with the GA-RF, GA-GBDT and GA-LightGBM models. The results show that the GA-XGBoost model can accurately identify the features of the traffic accidents in 7 cities, including driving experience, illegal driving behavior, vehicle age, road intersection type, weather conditions, traffic flow and time interval. Compared with the GA-RF, GA-GBDT and GA-LightGBM models, the recognition features are more accurate, and the performance is better.
I. INTRODUCTION
Modern information technology has brought great changes and challenges to road traffic behavior and its safety. ''Internet + traffic'' and intelligence have become the inevitable development trends for future road traffic systems. With the increasing number of motor vehicles in the world and the increasing activity of non-motor vehicles, pedestrians, passengers and other road traffic participants, traffic operations are continually being diversified and made more convenient, but the road traffic situation is also increasingly complicated and chaotic, with frequent road traffic accidents and high casualties. Road traffic accidents are a major threat to human life and security and bring great economic and property losses to the country and individuals. According to the World Health Organization (WHO), the number of people killed in traffic accidents worldwide was approximately 1.25 million in 2015,
The associate editor coordinating the review of this manuscript and approving it for publication was Dalin Zhang. which increased to 1.35 million in 2018. Approximately 3,500 people are killed worldwide by road traffic collisions every day [1] , [2] . The number of road traffic accidents in China is up to 200,000 per year on average, and direct property losses reach 1.2 billion yuan [3] . The road traffic accident situation for the past ten years is shown in Figure 1 . Road traffic accidents have become a common concern of governments all over the world. The advent of the big data era provides conditions for the scientific governance of urban traffic safety problems. The road traffic system is a dynamic complex system composed of man -car -road -environment. The elements of the road traffic system are subsystems that interact with each other, and traffic accidents are caused by the inherent problems of the subsystems or the malfunctions due to the interactions among them. With the explosive development of large amounts of traffic data, the effective use of big data and artificial intelligence will reduce the traffic load and environmental pollution, ensure traffic safety, improve transportation efficiency, and promote the development of social informatization and new industries. Big data has gradually become the mainstream of traffic data analysis in the 21st century. Big data rule mining is an important part of intelligent transportation service [4] . Only by effectively identifying the characteristics of urban traffic accidents and analyzing the causes of traffic accidents can the function of traffic safety service systems be more effectively supported and the construction of intelligent transportation systems be improved. Through big data mining methods, this paper identifies the characteristics of urban road traffic accidents with important economic and social significance, which is conducive to reducing and avoiding traffic accidents and fundamentally improving road traffic safety and thus provides theoretical support for the construction of intelligent traffic systems.
At home and abroad, there are many opportunities for the application of big data in traffic management and traffic analysis as well as for the formulation and implementation of traffic management policies. Scholars have begun to use big data and its technology in intelligent transportation system architecture, traffic flow analysis, traffic congestion prediction, driver behavior analysis and other fields [5] - [8] . However, most of the studies on traffic accidents have been carried out by traditional methods, and using big data to analyze traffic accidents is inadequate. To date, scholars have carried out several studies on different aspects of the characteristic factors of traffic accidents, such as the people, vehicles and environment. Regarding human factors, reference [9] analyzed the characteristics of road traffic accidents that occurred from 2005 to 2010 in Gansu Province and found that the major reasons for the accidents were artificial factors. Reference [10] estimated the characteristics of road traffic accidents in Bhutan and found the main causes were careless driving and drunk driving. Reference [11] studied how the characteristics of motorcyclists (age, occupation, motorcycle ownership) influenced their behavior on the road and the implications for traffic accidents. Reference [12] analyzed the changes in the driving, speed and traffic safety characteristics before and after automated enforcement using the methods of traffic investigation and data analysis. Reference [13] proposed a model using four psychological instruments to assess driver behavior and personality traits to find a relationship between driver behavior and traffic accidents. Reference [14] found that driver stress and anxiety were the proximate cause of traffic accidents. Reference [15] discussed the five common measurement methods for visual and cognitive driving distraction, which include driving performance, driver physical measures, driver biological measures, subjective reports, and hybrid measures. Reference [16] built a traffic safety feature model to quantify the effects of the traffic violation behaviors of drivers on accidents. Regarding environmental factors, reference [17] applied an autoregressive Poisson-Tweedie model to identify the black spots for traffic accidents, i.e., the locations with accident counts beyond what is usual for similar locations, using spatially and temporally aggregated hospital records from Funen. Reference [18] found that the majority of the accidents occurred between 9 and 12 am in both urban and rural areas. Reference [19] analyzed the effects of freeway geometry and traffic characteristics on traffic accidents. Scholars also studied the impact of the urban built environment, weather, geographical distribution and traffic sign deficits on road traffic accidents [20] - [22] , [23] , [24] . Vehicles are the main components of traffic accidents. The performance and types of vehicles directly affect the safety of road traffic [25] - [27] . Reference [28] identified two main scenarios for traffic accidents in the Comunidad de Madrid: accidents commuting to work by moped or motorcycle. Some scholars have comprehensively studied various factors causing traffic accidents. Reference [29] analyzed the road accidents in India and found that the distribution of accidental traffic deaths and injuries in India varied according to the age and gender of the victim and the month and time of the accident. Reference [30] found traffic accidents on the road depended on the following factors: road traffic volume, road traffic speed, road conditions, weather conditions, driver experience and driving culture. Reference [31] pointed out that traffic accidents are the result of three different factor types, namely, human factors, vehicle factors, and external factors (including road conditions) and that human factors have the strongest influence. Reference [32] ranked various features using the method of Granger causality analysis and established the order of the influence on traffic accidents as traffic flow > traffic accident > geographical position, which indicated that traffic flow is the crucial factor for traffic accidents. Reference [33] confirmed that traffic accidents and injuries on Slovenian roads were caused by a combination of factors, the most important of which being human error, or more precisely, speeding and driving in the wrong lane. Reference [34] revealed that a combination of human, vehicle and environmental factors led to road traffic crashes.
An analysis of the research on the characteristics of traffic accidents revealed that most studies analyzed the impact of a single feature on traffic accidents. However, traffic accidents are caused by many factors or the interactions between the factors. It is difficult to systematically understand the logical relationship between road traffic safety and many factors by studying only individual factors. Furthermore, scholars often use traditional statistical methods, such as questionnaire surveys and regression analysis, to identify the characteristics of road traffic accidents, so that a large amount of traffic accident data cannot be utilized to improve traffic safety. A new method to mine and analyze large amounts of traffic accident data is needed to identify traffic accident features more accurately. In view of the above problems and in the context of big data, this paper comprehensively considers the driver, vehicle, road, environmental and time factors. The GA-XGBoost model, which uses XG-Boost to classify the traffic accident severity and the genetic algorithm to search traffic accident characteristics, is constructed to identify the characteristics of urban road traffic accidents based on traffic accident big data and provides effective theories and tools for urban road traffic management.
II. DEFINITION OF THE GRADE AND FEATURES OF ROAD TRAFFIC ACCIDENTS
This section defines the grade and features of road traffic accidents. Grading road traffic accidents to describe the severity of road traffic accidents is helpful for the classification of road traffic accident sample data by the XG-Boost classifier. The road traffic accident feature set is used to describe the data on the performance characteristics that cause road traffic accidents, and prepares the data for use in the GA-XGBoost models to search for road accident features.
A. ROAD TRAFFIC ACCIDENT GRADE
Since road traffic accidents have different consequences, the severity of road traffic accidents can be ranked according to casualties and economic losses. Each country has its own grade standards, as traffic management situations are different. In China, for example, according to the ''measures for the handling of road traffic accidents'' issued by the state council, traffic accidents are classified into minor accidents, general accidents, major accidents and very serious accidents based on the degree and amount of human casualties or property losses, as shown in TABLE 1. 
B. ANALYSIS OF THE ROAD TRAFFIC ACCIDENT FEATURES
As road traffic accidents are the result of a combination of human, vehicle, road, environmental and other factors, their analysis is based on the influencing factors combined with the road integrity data of the traffic department and time factors. The feature set of road traffic accidents consists of the driver, vehicle, road, environmental and time factors, as shown in TABLE 2. 
1) DRIVER
The vehicles on the city roads are operated by human drivers, including drivers of motor vehicles and drivers of non-motor vehicles. The driver, to a large extent, directly determines the vehicle safety and is the most important factor among the five influential factors of road accidents. The physical condition of the driver has a direct impact on the driving condition of the vehicle. Drinking, physical illness and fatigue are all likely to lead to traffic accidents. Bad driving habits, such as operating the steering wheel with one hand and not using the turn signal when changing lanes, often lead directly to traffic accidents or aggravate their consequences. Non-compliance with traffic rules or illegal driving is the most important factor in traffic accidents. Therefore, features of the driver's physical condition, driving experience, driving mode and illegal driving behavior are extracted to form the driver feature set for road traffic accidents.
2) VEHICLE
Vehicles are the main components of traffic accidents. The type, age and safety of the vehicle directly affect the safety of the road traffic. For example, some vehicles that have not received regular security checks are currently on the road and have potential safety hazards, including defects in their braking, starting, lighting, protective devices, reflective signs and other systems, that are likely to cause accidents. Automobiles, motorcycles and bicycles all have a high incidence of road traffic accidents, and the numbers accidents for these types of vehicles in China from 2008 to 2017 are shown in Figure 2 . Therefore, the features of the vehicle type, age, status and ownership are extracted to form the vehicle feature set for road traffic accidents. 
3) ROADS
Roads are the carriers of vehicles; therefore, some roads are hazardous for people and cars due to the inherent road design or some acquired characteristics. Some hazards may cause accidents, even inevitably. Roads with more curved, uphill, intersections are prone to traffic accidents. Therefore, the features of the road type, line type, road gradient and intersection type are extracted to form the road feature set for road traffic accidents.
4) ENVIRONMENT
The environment is also an important factor influencing traffic accidents. For example, rain, snow, fog and other severe weather conditions lead to road traffic accidents because they affect the driver's attention and line of sight, road conditions, vehicle braking and speed, and other factors. The night lighting, sight obstructions in the road, and traffic flow also affect road traffic safety. Therefore, the features of the weather, visibility and traffic flow are extracted to form the feature set of environmental factors.
5) TIME
The effects of time factors on road traffic accidents has been studied less, but a specific time in one day or specific month in one year can indeed be a period of high incidence of road traffic accidents. Traffic accidents are likely to occur during the rush hour and at night each working day. Therefore, the time features extracted from different months and time intervals are used to form the time feature set for road traffic accidents.
III. FEATURE RECOGNITION MODEL
In this paper, a method that combines GA and XGBoost is used to extract the traffic accident features. First, XGBoost is used to classify the traffic accident sample data according to severity. Second, the fitness function is constructed based on the classification accuracy and is solved by the GA algorithm to form an optimal subset of traffic accident features. The algorithm flow is shown in Figure 3 . 
A. DATA PREPROCESSING
The traffic accident big data are typical high-dimensional data, and the values of each dimension, including the nominal variables, interval variables and ordinal variables, have significant diversity. These dimension attributes need to be preprocessed for machine learning.
There are three main steps in traffic accident big data preprocessing. First, to clean the feature data, the duplicate data in the data set is cleaned by a similarity calculation, the missing data is deleted directly, and the noise data is cleaned by the sub-box method. Second, the feature data is quantified; the values of the attributes of the sample data vary, and different features have different dimensions. For the feature selection, it is necessary to convert all the features of different dimensions to digitally represented features, so that the feature calculation can be carried out and the objective function can be finally obtained. These processes include discretization for digital features and encoding and quantization for text data, as shown in Table 3 . Third, the Z-score standardization method is used to standardize the feature data. This process eliminates the influence of the dimension and the size of the characteristic values.
B. XGBOOST CLASSIFIER
The support vector machine (SVM) and random forest (RF) algorithms are the main classification methods of supervised learning at present. The SVM method, which realizes sample classification by finding hyperplanes in high-dimensional vector space, has low complexity and is suitable for small sample data classification tasks; the RF algorithm is a classifier that contains multiple decision trees. The RF method chooses the k most effective features from the n-dimensional original features to split each time and generates voting results of multiple decision trees in parallel. This method is suitable for the classification of multidimensional feature data. However, the unselected features in each splitting cannot participate in the current round of operations, which easily leads to the loss of feature information and errors and to bad results for the classification of unbalanced data sets. However, road traffic accidents have different grades and situations, which are typical unbalanced data sets. Therefore, it is necessary to select an algorithm that can effectively utilize multi-dimensional features yet be effective for unbalanced sample data. XGBoost, which is an efficient tool for large-scale parallel boosted trees, can effectively solve the problems of classification and regression [35] . This algorithm optimizes and improves the GBDT algorithm, which can parallel computing, approximate tree building and efficient processing of sparse data. XGBoost also optimizes the use of CPU and memory, making it suitable for multi-dimensional data feature recognition and classification. In this paper, the XGBoost method is used to construct classifier and train data sets to make the samples correspond to road traffic accidents. The set x i , y j , x i ∈ R n , y j ∈ class 1 , class 2 , . . . , class p is composed of an n-dimensional feature vector x i including the driver. The method of accident classification based on XG-Boost is to construct a classifier by learning to mine the relationship h(x i ) = y j between the eigenvalue x i and the category label y i to predict the category of new samples.
Based on GBDT, XGBoost adds a regularization term to the objective function to reduce the complexity of the model and avoid overfitting, as given in Eqs. (1) (2) ,
where
whereŷ i is the predicted value, y i is the real value, (f k ) is the regular term, f k is a decision tree, T represents the number of leaf nodes, ω represents the fraction of leaf nodes, γ controls the number of leaf nodes and λ controls the fraction of leaf nodes. The objective function constructed by the iteration of the XGBoost classifier is given by Eq. (3):
The Taylor expansion of the objective function is given in Eq. (4). By the second order Taylor process, the convergence speed of the model is accelerated and the global optimal solution is obtained; (4) where g i = ∂ˆy(t−1)l(y i ,ŷ
) is a first-order derivative and
) is a second derivative. The experiment tries to add partitions to the existing leaf nodes in each step for generating the optimal tree structure. The splitting gain is given by Eq. (5):
When the splitting gain is less than the fixed value or the number of times of division reaches the specified maximum depth, the division stops, and the final classification model is obtained. The classifier constructed in this paper retains all the features of the driver, vehicle, road, environment and time of the accident, makes full use of the effective information of all the features to avoid information loss, and optimizes the structure of the loss function through serial iteration to eliminate the non-orthogonal influence of the samples.
C. MODEL BUILDING
For the feature recognition of urban road traffic accidents based on GA-XGBoost, XGBoost is used to classify the accident severity, and then GA is used for the feature search. The algorithm steps are as follows:
1) ENCODED
Chromosome coding adopts a binary coding paradigm. When coding, the length of the chromosome is equal to the number of traffic accident features, and each gene represents a feature. An effective solution to the optimization problem is F = (f 1 , f 2 , . . . , f i , . . . , f n ), where i is an integer ranging from 1∼n, indicating the features of a traffic accident, f i denotes the selection status of the ith feature, and its value is:
2) FITNESS FUNCTION
The fitness function, which is constructed using Eq. (4), is proportional to the accuracy of the XGBoost classification and inversely proportional to the number of factors:
where ω 1 is the weight of the classification accuracy; ω 2 is the weight of the feature number, and both values range between 0 and 1; the accuracy is the classification accuracy, and the values of ω 1 and ω 2 can be adjusted according to the actual situation.
The fitness of each individual in the population is calculated using Eq. (7) and ranked from high to low. If the optimal individual fitness reaches the set fitness threshold, the evolution reaches the maximum iteration number, or the optimal individual fitness does not change within a certain iteration number, then the population evolution is terminated, and the optimal feature subset is obtained; otherwise the population selection, crossover and mutation evolution are carried out to produce the next generation population.
3) SELECTION, CROSSING AND VARIATION
A probability-based random selection algorithm is used for the population selection. First, the sum of the fitness values M j=1 fitness j is calculated, and the ratio of the fitness values of each chromosome to the sum of the population fitness values P j = fitness j M j=1 fitness j is calculated. Then, the chromosomes with larger P values are duplicated, and the chromosomes with smaller P values are eliminated. In population mating, a mating probability P c (0.4 < P c < 0.99) is assigned to determine whether each chromosome can mate. Each chromosome produces a random number A, which ranges from 0 to 1. If A is less than P, then the chromosome mates, otherwise it does not participate in mating and copies it directly into the new population. Chromosome mutation requires the specification of a mutation probability P m (0.001< P m < 0.1), which is used to determine whether each gene of a chromosome in a population is mutated or not. If the random number B produced by each gene of the chromosome is less than P m , then the gene will be mutated, otherwise the gene will not mutate. According to the coding of chromosomes, the value of variation is an integer between 1 and n.
IV. EMPIRICAL ANALYSIS
To obtain a subset of traffic accident features, the GA-XGBoost model uses the XGBoost as the accident grade classifier and the genetic algorithm as the search tool. Here, we use the traffic accident data from a Chinese city to carry out an experiment using GA-XGBoost, GA-RF, GA-GBDT and GA-LightGDM. In addition, the validity and accuracy of the model are verified.
A. DATA SOURCES
The models use traffic accident data from the Communications Bureau of a vice-provincial city in China, including data for minor, general, major and very serious accidents. Each record contains 17 feature fields and two classification fields. With the continuous improvement of urban road traffic planning and vehicle technology, the mechanisms and features of road traffic accidents have changed greatly. The large time span of traffic accident data results in an inaccurate analysis. This study uses the road traffic accident data from 2006 to 2016 as the original data set.
B. SAMPLE AND PARAMETER SETTING
The experimental procedure is shown in Figure 4 . First, 20 percent of the data from minor, general, major and very serious accidents are taken as the test set of the XGBoost classifier, and the remaining 80 percent of the data is taken as the training set. We ensure that the distribution of all the samples in the training set and the test set are the same as the original data set, and we thus avoid sampling errors. Then, the XGBoost parameters are adjusted. The training set is divided into a training subset and verification subset by a 5-fold cross validation method. In the training subset, the XGBoost algorithm is used to iterate the training model. To select the optimal parameter group, the experiment determines the optimal parameter by a CV grid search and validates the classification effect of the model by the validation subset. The best classification results of XGBoost can be obtained when max _depth = 10 and n_esitimators = 300 and earning_rate = 0.001.
For GA, the set initial population size M = 40 and the individual fitness threshold S = 0.8. The optimal fitness is greatly increased within 40 generations, and the optimal fitness is basically stable after 40 generations. Therefore, to reduce the optimization time, we set the maximum evolutionary time G = 40 on the premise of keeping the optimization effect.
C. EXPERIMENTAL RESULTS AND ANALYSIS
After the 5-fold cross-validation, the best parameters of the XG-Boost are obtained. The XGBoost model, using the best combination of parameters, identifies the seven features of urban traffic accidents, including driving experience, illegal driving behavior, vehicle age, road intersection type, weather conditions, traffic flow and time interval. The results show that the most important variables affecting urban traffic accidents, in order, are illegal driving, weather and traffic flow. Research shows that illegal driving behavior, such as speeding, running red lights, etc., can lead to serious traffic accidents. Bad weather conditions can affect the driving environment, causing conditions such as slippery road surfaces and limited visibility, and can easily lead to traffic accidents. Traffic flow is also an important factor affecting traffic accidents; too much traffic on the road will lead to rear-end collisions, scratches and other traffic accidents. In addition, the time interval and road intersection have a great impact on traffic accidents, and traffic accidents at road intersections in urban areas are increasing. Driving experience and vehicle age have less influence on traffic accidents.
D. MODEL ASSESSMENT
To test its validity and accuracy in urban traffic accident feature recognition, the GA-XGBoost model is compared with the GA-RF, GA-GBDT and GA-LightGBM models, as shown in Table 4 . Regarding feature recognition, the process for searching the subset of traffic accident features using four different models is shown in Figure 6 . GA-XGBoost identifies seven features: driving experience, illegal driving behavior, vehicle age, road intersection type, weather conditions, traffic flow and time interval. Six features are identified by GA-RF, including driving experience, illegal driving behavior, road intersection type, weather conditions, traffic flow and time interval; GA-GBDT recognizes seven features, which are consistent with those of GA-XGBoost; GA-LightGBM identifies driving experience, illegal driving behavior, road type, road intersection type, weather conditions and traffic flow. The traffic accident features identified by the four models are relatively consistent. Regarding the feature importance assessment, GA-XGBoost and GA-RF can calculate the importance of features, but GA-GBDT and GA-LightGBM cannot calculate Regarding the accuracy of the model recognition, the AUC values of the four models are shown in Figure 7 . The AUC value of the GA-XGBoost model is the highest, which shows that the model has the best performance and can accurately identify the main traffic accident features. Therefore, driving experience, illegal driving behavior, vehicle age, road intersection type, weather conditions, traffic flow and time interval, identified by GA-XGBoost, can be regarded as the features that easily lead to road traffic accidents. Traffic management departments and drivers need to pay special attention to these features to avoid traffic accidents. 
V. CONCLUSION
In this paper, a feature recognition model based on the big data of traffic accidents is proposed. The model uses the XGBoost algorithm as a multi-classifier of traffic accident levels to identify the characteristics of urban road traffic accidents by a GA search for the optimal solution. The model was tested with the big data of traffic accidents in a sub-provincial city in China and compared with the GA-RF, GA-GBDT and GA-LightGBM models. The results show that the GA-XGBoost model can effectively identify the characteristics of urban road traffic accidents and that the algorithm has better performance. The GA-XGBoost model can not only be an ideal tool for feature recognition of urban road traffic accidents but also solve the problem of feature recognition in other management fields. In addition, the seven characteristics identified by the model, including driving experience, illegal driving behavior, vehicle age, road intersection type, weather conditions, traffic flow and time period, can be regarded as the key factors causing urban road traffic accidents. Thus, the formulation of targeted accident prevention measures is conducive to fundamentally reducing traffic accidents, improving road traffic safety, and serving intelligent traffic systems.
Due to the limitations of this study, some future work is needed. First, the GA-XGBoost model can only handle numerical features; therefore, for practical applications, data preprocessing is needed to convert the non-numerical features to numerical features. Second, the GA-XGBoost feature recognition performance for unbalanced data needs to be further tested. Urban traffic accidents have different characteristics due to the urban differences; in the future research, the data of traffic accidents in different cities can be collected for comparative analysis to study the correlation between urban characteristics and traffic accident characteristics.
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