We propose a simple iterative algorithm to construct the optimal multi-configuration approximation of an N -fermion wave function. That is, M ≥ N single-particle orbitals are sought iteratively so that the projection of the given wave function in the C N M -dimensional configuration subspace is maximized. The algorithm has a monotonic convergence property and can be easily parallelized. The significance of the algorithm on the study of entanglement in a multi-fermion system and its implication on the multi-configuration time-dependent Hartree-Fock (MCTDHF) are discussed. The ground state and real-time dynamics of spinless fermions with nearest-neighbor interactions are studied using this algorithm, discussing several subtleties.
I. INTRODUCTION
The wave function of a system of identical fermions must be completely antisymmetric upon exchange of particles. This is a rule of quantum statistics and is independent of the Hamiltonian. The simplest kind of wave function satisfying this rule is the Slater determinant [1] : For an N -fermion system, take N orthogonal (or at least, linearly independent) orbitals and put one particle in each orbital. After antisymmetrization, the total wave function can be written in the compact form of the determinant of a N × N matrix, formed by the N orbitals. By construction, a Slater determinant state is a tensor product state conforming to the antisymmetry rule. It is therefore legitimate to consider them as non-correlated or least-correlated states [2] for a fermionic system.
Slater determinant states are simple and serve as the building blocks (basis states) of the multi-fermion Hilbert space. But in a generic system with particle-particle interaction, the wave function (e.g., the ground state) is generally not a Slater determinant. That is, given the wave function, one cannot put it in the form of a Slater determinant, no matter which single-particle orbitals one choose.
An immediate question is then, whether for a given wave function (say, solved exactly by numerics), one can construct a Slater determinant closest to it in a certain sense. A natural measure of distance or proximity, without reference to any physical quantity, is the overlap (inner product) between the given wave function and the Slater determinant. If the overlap is close to unity, it is plausible to say that the particles are only weakly correlated, though it does not necessarily mean the system is strongly correlated if the overlap is small. This question can be generalized. Presumably, in certain systems, the fermions may be so strongly correlated that a single Slater determinant is not sufficient to approximate the wave function well. This means, one needs more orbitals than particles to have a bigger, multiconfiguration subspace to approximate the given wave function. The question is then, how should we seek the M > N orbitals, or more precisely, the M -dimensional single-particle subspace, since the multi-body Hilbert space is determined by the subspace as a whole not by the individual orbitals?
Several aspects of this problem are significant. First, like the celebrated "N -representability" problem [3] [4] [5] , it touches on the fundamental problem of the fine structures of a multi-fermion wave function. Second, it may provide a way to quantify the entanglement in a multi-fermion wave function, which is a topic currently under intensive study [6] [7] [8] [9] [10] . Third, it helps to better understand the algorithm of multi-configuration time-dependent HartreeFock (MCTDHF) [11] [12] [13] [14] [15] [16] . In this algorithm, the innovative idea is that the single-particle orbitals are not fixed but chosen adaptively, so that the number of orbitals needed to faithfully approximate a many-fermion wave function can be significantly reduced. In practice, the time-evolving wave function is always approximated as a superposition of C However the question remains how well the exact wave function can be approximated by using only M orbitals.
In this paper, we propose a simple iterative algorithm as a numerical approach to this problem [17] . The basic idea is to fix all orbitals except for one and optimize it with respect to all other orbitals, and then do the same for the next orbital, and so on. In this process, the overlap increases monotonically, and since it is bounded from above by unity, it is certain to converge. The algorithm can be easily understood, implemented, and parallelized. A drawback is that there may exist local maxima. However, at least for the model studied below, there are not too many of them and by running the code several times with different initial values of the orbitals, the global maximum is likely to be found.
In the following, we first present the algorithm in Sec. II, and then apply it to one-dimensional spinless fermions with nearest-neighbor interaction in Sec. III. We study the convergence of the algorithm and the Slater approximation of the ground state as well as time-evolved states. Section IV contains a discussion of the advantages and limitations of the algorithm.
II. ITERATIVE ALGORITHM
We start with an N -fermion wave function f (x 1 , x 2 , . . . , x N ).
Here x i denotes all the degrees of freedom (e.g., position and spin) of the i-th particle. In practice, the model is often discretized , so that x i takes d different values. The N -fermion Hilbert space is then of dimension D = C N d . The wave function must satisfy the anti-symmetry condition, i.e., f (. . . , x p , . . . , x q , . . .) = −f (. . . , x q , . . . , x p , . . .), (1) for an arbitrary pair 1 ≤ p < q ≤ N . Our aim is to find M ≥ N orthonormal single-particle orbitals {φ n (x)|1 ≤ n ≤ M }, so that the projection of the wave function f in the C N M -dimensional N -fermion subspace can be maximized (the maximum does exist [18] ). The latter is spanned by the Slater determinants
Here J denotes an ordered N -tuple (1 ≤ j 1 < j 2 . . . < j N ≤ M ) and the element of the matrix in the pth row and qth column is φ jp (x q ). An arbitrary normalized wave function in this subspace is of the form W = J C J S J , with J |C J | 2 = 1. The overlap between W and the target state f , the absolute value of which is to be maximized, is f |W = J C J η J . Here
. . .
by using the antisymmetry (1) of f . Simple as it is, Eq. (3) is crucial for the algorithm below. The point is that on the right hand side, each orbital appears at most once. By the Cauchy-Schwarz inequality, we have
The equality can be achieved if we choose C J ∝ η * J . For a given set of orbitals {φ n |1 ≤ n ≤ M }, the maximal value of | f |W | 2 is then I. The problem is thus one of choosing the orbitals to maximize I.
For this purpose, let us first fix the orbitals {φ 2 , . . . , φ M }, and try to find an optimal φ 1 . We have
where the single-particle function g J is defined as
Since the first term in (5) does not depend on φ 1 while the second term does, the task is to maximize the second term in (5) under the constraint of φ 1 ⊥ φ 2 , φ 3 , . . . , φ M . Let P = 2≤n≤M |φ n φ n | be the projection operator onto the subspace spanned by the orbitals {φ 2 , . . . , φ M }. We have then
HereT 1 ≡ J|j 1 =1 |g J g J | and |g J = (1 − P )|g J . The eigenvector ofT 1 corresponding to the largest eigenvalue is the optimal φ 1 with respect to the given orbitals φ 2 , φ 3 , . . ., φ M . By optimizing φ 1 , I has been increased. Now the point is that, while φ 1 is optimized with respect to φ 2 , . . ., φ M , orbital φ M is not optimized with respect to φ 1 , . . ., φ M−1 . Therefore, we can turn to φ M and optimize it and this would increase I again. In practice, we can make a circular shift φ i → φ i+1 after optimizing φ 1 and optimize φ 1 again. In this way, the value of I increases monotonically and it will definitely converge since it is up bounded by unity.
Technically, the most time-consuming part of the algorithm is calculating the g's in (6) . In practice, especially when the wave function is represented in second quantization, the value of f is directly available only at points with x 1 < x 2 . . . < x N . By using the anti-symmetry property of the function, the summation in (6) can be converted into a form using only these points,
Here Y m is the (N − 1)× (N − 1) matrix formed by taking all the rows numbered {x 1 , x 2 , . . . , x N } except for the
Since the complexity of calculating the determinant is O(N 3 ), the complexity of calculating one g J is O(DN 4 ). The scaling is not so good, but the summation over x 1 < x 2 . . . < x N can be easily parallelized.
The algorithm above simplifies in the special case of M = N . In this case, there is only one J, i.e., J = (1, 2, . . . , N ), and it is readily seen that g J is orthogonal to {φ 2 , . . . , φ N } automatically due to the antisymmetry of f . Therefore, in this case, the optimal φ 1 is simply proportional to g J . Furthermore, if f is a Slater determinant constructed out of orbitals {ψ 1 , . . . , ψ N }, the algorithm will return I = 1 in at most N steps. The reason is that g J belongs to the subspace spanned by the orbitals {ψ 1 , . . . , ψ N }, and therefore, after N steps, all the φ's belong to this subspace. Since they are orthogonal to each other, the φ's span the same subspace as the ψ's and construct the same Slater determinant f .
The optimal orbitals for N = M are called Brueckner orbitals [19, 20] . They have some useful properties and hence have long been sought-after [21] . In Ref. [22] an algorithm similar to ours was proposed, with the difference that the N orbitals are updated all at the same time, while in our case they are updated one by one, yielding monotonous improvement. For the two-fermion case (N = 2), the problem can be solved in closed form. First, note that a two-fermion wave function has the canonical form [5, [23] [24] [25] 
where ψ 2α−1 ∧ ψ 2α denotes the Slater determinant constructed out of the two orbitals ψ 2α−1 and ψ 2α , i.e.,
The orbitals ψ α are orthonormal. The coefficients C α are positive, ordered in descending order, and satisfy the normalization condition α C α = 1. The physical meaning of the ψ's and the C's are apparent by the expression of the one-particle reduced density matrix
That is, ψ α are the natural orbitals and C α is the (degenerate) occupation number of the orbitals ψ 2α−1 and ψ 2α . An approximate wave function can also be reduced to a canonical form and therefore, for N = 2, taking M odd is wasteful because the same state can be constructed using M − 1 orbitals. We thus assume M even here. Noting that the projection of an antisymmetric function onto the C 2 M -dimensional antisymmetric subspace is the same as its projection onto the whole M 2 -dimensional tensor product space, we see that in the case of N = 2, I has the compact form of
Here the M ×M matrix A is defined as A = V T f * V , with V the d × M matrix whose columns are the M orbitals. We have
Here the first inequality is due to the fact that 1 − V * V T is a projection operator and thus semi-positive definite, while the second one follows from Ky Fan's inequality [26] , which essentially states that the sum of k diagonal elements of a hermitian matrix is upper bounded by the sum of its k largest eigenvalues. Note that both equalities can be achieved if the orbitals are chosen as φ n = ψ n , 1 ≤ n ≤ M . Therefore, for N = 2, the M orbitals which should be chosen are simply the M most populated natural orbitals. We note that the analysis above can be adapted to the two-boson case straightforwardly. Given a two-boson wave function b(x 1 , x 2 ), with b(x 1 , x 2 ) = b(x 2 , x 1 ), the similar question is to find M ≥ 1 orbitals so that the projection of b in the C 2 M+1 -dimensional permanent space is maximal. To answer this question, first we note that similar to (9), a two-boson wave function also has a canonical form [23] [24] [25] ,
Here the ψ's are orthonormal and the D's are positive and ordered in descending order and satisfying the normalization condition α D α = 1. The one-particle reduced density matrix
We again have Eq. (11) if f is replaced by b, and similar to (12), we have
The equalities can be taken if the orbitals are taken as the first M natural orbitals, i.e., φ n = ψ n , 1 ≤ n ≤ M . We have thus shown that for the special case of N = 2, the orbitals which should be taken are simply the natural orbitals. This means that more direct methods can be used instead of the iteration algorithm, e.g., full exact diagonalization or the Lanczos method. However, it is nonetheless instructive to see how the algorithm works in the special case of N = M = 2 (see below), which may hint at the convergence behavior of the algorithm also for the more general case of N > 2.
Updating φ 1 with respect to φ 2 means replacing φ 1 by f φ * 2 , up to some normalization factor. Updating φ 2 with respect to the new φ 1 means replacing the old φ 2 by f f * φ 2 = − 1 2 ρ 1 φ 2 , up to some normalization factor. Therefore, in the special case of N = M = 2, the algorithm reduces to the power method for the largest eigenvalue. This method is guaranteed to converge to the right result for a generic initial value of φ 2 . But it can be slow if C 2 /C 1 is close to unity and in this case, it can be replaced by the more efficient Lanczos method [27] .
C. An upper bound of Imax for N ≥ 3
In the proceeding subsection, we have proven that in the two-fermion or two-boson case (N = 2), the maximal value of I for a multi-configuration approximation with M orbitals has the following expression,
where λ i is the ith largest eigenvalue of the one-particle reduced density matrix ρ 1 . We have
We now proceed to show that in the more general case of N ≥ 3, for both fermions and bosons, there holds the inequality
To prove this inequality, suppose {φ 1 , φ 2 , . . . , φ M } are a set of (orthonormal) optimal orbitals. We can extend this basis to a full basis {φ 1 , φ 2 , . . . , φ M , . . . , φ d } of the single-particle space. Denote the creation operator corresponding to orbital φ i as a † i . The wave function f can be expanded as
Here A is the set {1, 2, . . . , M } and J = {j 1 , j 2 , . . . , j N } is an N -tuple. For fermions, the elements of J are all different while for bosons, some of them can be identical. The notation J ⊆ A means that each element of J is also an element of A, otherwise J A applies. We have
Now we note that
The first inequality is again a consequence of Ky Fan's inequality while the second one is obvious. Combining (18) and (19), we get (16).
III. SPINLESS FERMIONS WITH NEAREST-NEIGHBOR INTERACTION
We now turn to a specific model in order to check the performance of the algorithm and to study physical properties from the perspective of entanglement in a multipartite system. We consider spinless (or spin polarized) fermions on a one-dimensional L-site lattice. Specifically, the Hamiltonian is ( = 1 throughout)
Hereĉ † i (ĉ i ) is the creation (annihilation) operator on site i, andn i ≡ĉ † iĉ i counts the occupation number. The usual anti-commutation relations hold, i.e., {ĉ i ,ĉ j } = {ĉ † i ,ĉ † j } = 0, and {ĉ i ,ĉ † j } = δ ij . The first term is the hopping term while the second term describes the interaction (with strength U ) between two fermions sitting on adjacent sites. The total number of fermions is conserved and will be denoted as N . We use open boundary conditions.
A. Convergence of the iterative algorithm
The first step is to check the convergence property of the algorithm. Instead of trying the algorithm on artificial states, we prefer physical states such as the ground state or a time-evolved state after a sudden quench. Specifically, we will use states of the model (20) .
Three cases are illustrated in Fig. 1 . In Fig. 1(a) , we have N = 4 fermions on a lattice with L = 20 sites and the system is in the ground state. In Figs. 1(b) and 1(c), the two test states are from the following scenario. Initially the four fermions are confined to the four left most sites of the 20-site lattice by some wall and, since there is no freedom at all, the system is obviously in a Slater determinant wave function. Then at t = 0, the wall is suddenly removed and the fermions expand into the whole lattice. Denoting the wave function at time t as ψ(t), the test wave functions in Fig. 1(b) and 1(c) are ψ(t = 10) and ψ(t = 40), respectively.
For all the three test states, we try to approximate them with a single Slater determinant, i.e., the number of single-particle orbitals is M = N = 4. Moreover, for each test state, we have run the algorithm with six different initial sets of orbitals {φ n |1 ≤ n ≤ M }, marked by different symbols. We see that for all the states and for all the initial values of the orbitals, the value of I converges to its final value monotonically from below as expected, and moreover, generally in no more than 50 iteration steps, it has converged with good precision.
Figures 1(a) and 1(b) demonstrate that the algorithm works well; all six runs converge to the same limiting value. However, in Fig. 1(c) , we have two runs converging to a local maximum. More extensive investigation (with up to hundreds of runs) showed that for the two states in Figs. 1(a) and 1(b) , the algorithm would never be trapped in a local maximum, and for the state in Fig. 1(c) , fortunately, there is only one local maximum and the probability of hitting it is less than 25%. To deal with the local maxima, we simply run the code multiple times (at least six) [28] and take the maximal final value of I. Extensive investigation showed that this strategy is a very safe one. At least for the model (20) , the number of local maxima is small (we have not observed any case with more than one local maxima) and the probability of hitting them is smaller than hitting the global one. Therefore, we are confident that our data are exact. In the following, all data are generated in this way.
Some remarks are in order. In Fig. 1 , on the scale of the vertical axes, it seems that I has completely converged once the plateau is reached, when in fact a slow drift is still in progress. To demonstrate this fact, we have considered the following scenario. Suppose initially the N fermions are confined to the L i left most sites and are in the ground state. Then at t = 0, the confinement is lifted and at the same time the value of U is quenched to zero. The subsequent evolution is an evolution of free fermions and the wave function can always be exactly represented with L i orbitals, which can be easily solved from the single-particle Schrödinger equation. That is, for ψ(t) with an arbitrary t,
We have checked the algorithm against this rigorous result. The trajectories of I are plotted in Fig. 2 . There, we see that the initial phase of convergence is fast. Regardless of the initial values of the orbitals, I builds up to around 0.997 in 15 iteration steps. However, the subsequent process of convergence towards unity is very slow. Hundreds of steps are needed to reduce the error by one half even in the best case. This late slow improvement is understandable in view of the fact that in the N = M = 2 case, the algorithm reduces to the power method, which is well-known to be slow in the rate of convergence. Fortunately, the first, relatively fast stage of convergence generally can already bring I sufficiently close to I max , and therefore, the late slow convergence does not prevent us from studying physics quantitatively using the algorithm.
B. Ground state
Having established the reliability of the algorithm, we now proceed to study physical properties of the model (20) using it. The first object that we consider is the ground state. The question is, in the presence of interaction, to what extent can the ground state be approximated using a Slater determinant. How does the strength of the interaction and the volume accessible to the fermions (i.e., the lattice size L) influence it? It turns out that the answer depends on the sign of U .
Let us treat the case of positive U first. For positive U , two limits allow for a simple picture. In the limit of L = N , the fermions have no freedom to distribute themselves and the wave function is exactly in a Slater determinant form. In the opposite limit of L → +∞, the fermions have little chance to encounter each other and interact and the ground state should can be well approximated by a Slater determinant. Therefore, in the two limits, it is expected that I max = 1, and there should be a minimum of I max at some intermediate L. This is indeed what is observed in Fig. 3 . There, in the two panels, which correspond to two different values of N (N = 5 and N = 6), we see that regardless of the value of U , I max tends to unity at the two extremes and develops a minimum in between. Note that for L = N and N + 1, I max = 1 exactly. This is trivial for L = N . For L = N + 1, it is a consequence of a theorem [4] (see also Appendix A), i.e., if there are only N + 1 orbitals available to N fermions, then the wave function must be a Slater determinant. In this paper, we shall refer to this theorem as the N -in-(N + 1) theorem.
A noticeable fact in Fig. 3 is that, at L = 2N − 1, as U increases, a local maximum develops. As U → +∞, this local maximum will go to unity. This local maximum is a geometric effect. For L = 2N − 1, the N fermions can reside at every other lattice site, thus forming a charge-density wave (CDW). In this configuration, they can avoid to interact with each other. This unique configuration has the lowest interaction energy and in the large U limit, it would be a good approximation to the ground state and therefore I max → 1. On the contrary, for other values of L, there are several configurations degenerate in the interaction energy. In the large U limit, they hybridize into the ground state and therefore the latter has much worse approximation. At L = 2N − 1, the picture is that as U increases from zero to infinity, the Slater determinant approximation first deteriorates and then becomes perfect again.
The negative U case is also interesting. For negative U , in the ground state, there is the possibility of binding of particles if the attraction is strong enough. That is, all or some the particles are bound together. Once this happens, the correlation between the particles is strong and the Slater approximation will get worse.
For the two-fermion case, for the model (20) on a infinite lattice, it is easy to show that the critical value of U for the ground state to be a bound fermion-pair is U c = −2. For |U | < |U c |, the attraction is insufficient to bind the two fermions. They interact but are delocalized with respect to each other. Like in the positive U case, we expect I max to go to unity in the L → +∞ limit.
However, for |U | > |U c |, the two fermions form a pair and hops on the lattice as a whole. In terms of the wave function f (x 1 , x 2 ), it has a band profile along the diagonal x 1 = x 2 . This in turn means that the one-particle reduced density matrix 2f
† f has also a band profile and the largest magnitude of its element is on the order of 1/L. The magnitude of the element should decay exponentially away from the main diagonal. Therefore, by the Gershgorin disk theorem [29] , the largest eigenvalue of 2f † f should be on the order of 1/L. By the analysis in Sec. II B, I max should be on the order of 1/L. In particular, it decays to zero in the L → +∞ limit.
These predictions are verified by the algorithm [30] . In Fig. 4(a) , with N = 2 and for three different values of U , I max is plotted as a function of L. The bifurcation is clear. At the critical value of U = −2, I max converges to a finite value slowly. On the two sides, it either converges to unity or to zero. In Fig. 4(b) , the N = 3 case is studied. We again see the bifurcation behavior at U = −2. It signals that beyond this critical value of U , in the ground state two of the three fermions are bound together, although not necessarily all of them.
C. Real-time dynamics after a quantum quench
Upon time evolution, the particles collide with each other. Therefore, the wave function may become very complicated when represented with Slater determinants. An important type of dynamics starts from a wave function which is or can be well approximated by a Slater determinant. With time, the wave function is likely to become entangled and the approximation will deteriorate. The rate and the extent of the developing entanglement is interesting in its own right, and will be discussed in the context of the MCTDHF algorithm and its accuracy.
Quantum quench dynamics
Consider the following scenario. Initially the N fermions are confined to the L i left most sites of the lattice, and they are in the ground state. Then suddenly at t = 0, the confinement is lifted and the fermions start expanding into the rest of the lattice. The wave function at time t can be solved by exact diagonalization [31] , and then the optimal multi-configuration approximation can be searched using the iterative algorithm.
In Fig. 5 , two typical examples are shown. The two panels share the same number of fermions (N = 3), the same total number of sites (L = 25), and the same value of interaction strength (U = 1). The difference comes from the value of L i . In panel (a), L i = 3 while in panel (b), L i = 5. Therefore, the only difference is in the initial state. For each time slice, the state is approximated using various numbers of orbitals, i.e., with from M = 3 up to M = 8 orbitals, which correspond to the lines from bottom to top (but note that the line with M = 3 coincides with the line with M = 4 due to the same reason as in Figs. 3 and 4) .
We see that in case (a), the value of I max decays quickly. This is especially significant for M = 3 (as well as M = 4). By increasing M , the decay of I max is slowed down but not dramatically. Moreover, the deviation from unity does not reduce significantly as M increases. All these facts indicate that for this initial state, the fermions become strongly entangled quickly, in the sense that they can no longer be described using a small number of orbitals.
Case (b) is quite different. Now the fidelity I max decays much slower and even in the single configuration approximation and even at time t = 100, I max is close to 0.8. That is, in a large time interval, the wave function can always be well approximated using a very limited (even minimal) number of orbitals.
It is not obvious why the approximation of the initial state in (a) deteriorates quickly but the one in (b) only slowly and weakly. However, we note that the interaction clearly plays a role. In Figs. 5(c) and 5(d), the expectation value of the interaction energy in Figs. 5(a) and 5(b), respectively, is plotted against time. While E int /U is close to unity all the time in (c), which means the probability of finding a pair of fermions interacting with each other is high, it is smaller by one order of magnitude in (d) most of the time. Of course, without interaction, the value of I max will remain constant. This may explain the relatively slow and weak decay of I max in (b).
A subtle fact in Figs. 5(b) and 5(d) is also noteworthy. In Fig. 5(d) , we see that the interaction energy E int shows periodic peaks (with a period ≃ 13). The reason behind is that the particles bounce back and forward between the lattice ends. When they concentrate at an end [see Fig. 7(b3) ], the interaction energy develops a peak, and accordingly, the value of I max in the case of M = 3 or 4 drops down relatively quickly. Interestingly, sometimes when E int decreases (the particles disperse again), the value of I max moves up again (revival), and we observe a clear peak-dip correspondence for t ≤ 100. We then see that under time-evolution, I max does not necessarily decrease monotonically.
So far, we have focused on I max , which appears only as a mathematical construct. To understand its relation to physical quantities, it is necessary to compare a given wave function and its optimal multi-configuration approximation (in the sense of inner product) regarding a specific observable. Does the value of I max have any implication on it? Especially, does a I max close to unity imply that the approximate wave function is a good one as regards a generic physical quantity too? Fig. 6 shows the density distribution n i of the exact wave function ψ(t) and those of its optimal multi-configuration approximations. In each panel of Fig. 6 , a wave function from the corresponding panel of Fig. 5 is taken, for which two optimal approximations with M = 3 or 8 are then constructed using the algorithm. In Fig. 6(a) , we see that the M = 3 approximation differs from the exact distribution significantly. The M = 8 approximation becomes better but the discrepancy is still apparent. This is in agreement with the low values of I max in Fig. 5(a) . There, at t = 20, I max is as small as 0.21 for M = 3 and only 0.5 for M = 8.
On the contrary, in Fig. 6(b) , at t = 100, we see that the density distributions of both approximations are very close to the exact one. This is quite remarkable. Note that at t = 100, the interaction energy E int has peaked eight times. Yet a single Slater determinant suffices to capture the density distribution of the exact wave function quantitatively. This is of course a favorable situation for the MCTDHF algorithm. It is also in agreement with the high values of I max in Fig. 5(b) . In Appendix B, we show that closeness in inner product implies closeness in density distribution, though the reverse is obviously not true.
Consequences for MCTDHF
The way I max decays has important consequences for the MCTDHF method. In this algorithm, it is assumed that a good approximation of the wave function can be achieved by choosing a limited number of orbitals optimally and adaptively. Now once I max , the maximal overlap between a multi-configurational function and the exact wave function, deviates significantly away from unity, the foundation of MCTDHF is unclear and its predictions might be no longer reliable.
For the two examples in Fig. 5 , we thus expect the MCTDHF to break down quickly in case (a) while slowly in case (b), which is indeed the case. In Fig. 7 , the evolution of the density distribution n i of the system is studied using both exact diagonalization (blue lines with circles) and MCTDHF (red lines with squares, M = 3; green lines with asterisks, M = 8). The left four panels [panels (a1)-(a4)] correspond to Fig. 5(a) , while the right four correspond to Fig. 5(b) . We see that in case (a) and with M = 3 orbitals, the prediction of MCTDHF deviates from the exact evolution already significantly at t = 5 [ Fig. 7(a1) ], and at t = 10, it misses the main features of the exact distribution [ Fig. 7(a2) ]. Using more orbitals (M = 8), the result of MCTDHF improves but beyond t = 15, it becomes bad again. This is of course not surprising in view of Fig. 6(a) . There we see that at t = 20, even the optimal approximate wave functions differ significantly from the exact wave function in density distribution.
In case (b), on the other hand, even with a single configuration (M = 3), MCTDHF can capture the main features of the real density distribution up to t = 20. With more orbitals (M = 8), the accuracy improves. This is quite remarkable, since the even with M = 8, the working dimension of MCTDHF is just 56, which is much smaller than D = 2300, the working dimension of exact diagonalization. Of course, eventually the prediction of MCTDHF will deviate far away from the exact result (not shown here). But this is because of accumulation of error, not because the exact wave function itself cannot be well represented by a multi-configuration approximation. Actually, as we see in Fig. 6(b) , even at time t = 100, even in the minimal case (M = N = 3), the optimal approximate wave function can capture the exact density distribution quantitatively very well.
IV. CONCLUSION AND DISCUSSION
We have devised an algorithm for constructing the optimal multi-configuration approximation of a multifermion wave function. The basic idea is to optimize one orbital with all other orbitals fixed. This procedure can be repeated by sweeping through the orbitals. In this way, the algorithm converges monotonically and thus definitely. Sometimes it can become trapped in local maxima but by running the code several times, the global maximum is hit with high probability. The algorithm can be easily parallelized. We have also provided an upper bound of I max in Eq. (16). Though not very accurate as an estimate in some circumstances (for the case in Fig. 5(a) , it overestimates I max by more than a factor of two for M = 3), it is much easier to calculate.
We have employed the algorithm to study spinless interacting one-dimensional lattice fermions, analyzing whether the ground state as well as the time-evolving states can be well approximated by multi-configuration Slater determinants. For the ground state, the algorithm reveals the CDW order and a bound fermionic pair, in the repulsive and attractive interaction case, respectively. The study of dynamics showed that the performance of MCTDHF depends strongly on whether the time-evolving state can be well approximated by a multiconfiguration wave function using only a limited number of orbitals. An important observation is that, in some cases, the multi-configuration approximation improves only slowly as the number of orbitals M increases, i.e., the value of I max increases only slowly with M . This implies that it can be inefficient to improve the quality of MCTDHF by increasing the number of orbitals.
In this paper we have applied the algorithm only to a simple model (one-dimensional and with short-range interaction). In the future, hopefully it will find use in more realistic models in atomic or condensed matter physics. For example, the Hartree-Fock approximation is used widely to calculate the ground state of atoms or ions or molecules. But can the ground state be well approximated by a single Slater determinant at all? If so, to what extent? Our algorithm may be used to address these questions. There are actually a lot of systems in atomic and condensed matter physics in which correlation between particles is essential. For example, the negative hydrogen ion [33, 34] , and the Laughlin wave function [35] in the fractional quantum Hall effect, to mention a few of the most famous ones. The latter is usually taken as a paradigm of non-Fermi liquid, with the picture of Fermi sea (a Slater determinant wave function) breaking down completely. In other words, the value of I max must be small for the Laughlin wave function. It would be worthwhile to check this point and study the scaling behaviors.
Unfortunately, the algorithm is applicable only to fermions but not to bosons. For bosons, instead of determinants, the basis states of a multi-particle system are permanents. Similar to fermions, for bosons the question is how to choose M orbitals so that the given wave function can be best approximated in the C N N +M−1 -dimensional space spanned by the permanents. However, the idea of fixing all orbitals except for one and optimizing it no longer works. The reason is simply that for bosons, in a permanent, the same orbital can appear more than once and one no longer obtains a quadratic maximization problem like in Eq. (7) . Note also that permanents are more difficult to calculate than determinants. While Gaussian elimination can be used to calculate the determinant in polynomial time, this method cannot be used to calculate the permanent.
Another limitation of the algorithm is of course that the wave function needs to be explicitly available. This means that only systems can be studied that are within the capacity of exact diagonalization methods. An open question is whether one can obtain an estimate (say, an upper or lower bound) of the entanglement in a wave function with only some partial information.
which is a hybrid of φ k and φ N +1 . We have thus constructed a new Slater determinant with even larger overlap with f than φ 1 ∧φ 2 ∧. . .∧φ N . This is in contradiction with the assumption and therefore the claim is proven. Another more constructive proof goes like this. Take an arbitrary orthonormal basis {ϕ 1 , ϕ 2 , . . . , ϕ N +1 }. Similar to (A1), we have the expansion
Now construct a single-particle orbital
It is straightforward to show that dx N f (x 1 , x 2 , . . . , x N )ϕ * hole (x N ) = 0.
It is readily seen that this means that f is the Slater determinant constructed out of the N -dimensional subspace complement to ϕ hole . The orbital ϕ hole is unoccupied at all and that explains the subscript.
In the second quantization formalism, the function in (A4) is |f ∝ N +1 j=1 (−1) j A j c j c
