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Abstract
In this work, we introduce a novel class of adaptive Monte Carlo methods, called
adaptive independent sticky MCMC algorithms, for efficient sampling from a
generic target probability density function (pdf). The new class of algorithms
employs adaptive non-parametric proposal densities which become closer and
closer to the target as the number of iterations increases. The proposal pdf
is built using interpolation procedures based on a set of support points which
is constructed iteratively based on previously drawn samples. The algorithm’s
efficiency is ensured by a test that controls the evolution of the set of support
points. This extra stage controls the computational cost and the convergence of
the proposal density to the target. Each part of the novel family of algorithms
is discussed and several examples are provided. Although the novel algorithms
are presented for univariate target densities, we show that they can be easily ex-
tended to the multivariate context within a Gibbs-type sampler. The ergodicity
is ensured and discussed. Exhaustive numerical examples illustrate the efficiency
of sticky schemes, both as a stand-alone methods to sample from complicated
one-dimensional pdfs and within Gibbs in order to draw from multi-dimensional
target distributions.
Keywords: Bayesian Inference; Adaptive Markov chain Monte Carlo;
Adaptive rejection Metropolis sampling; Metropolis-within-Gibbs; Gibbs
Sampling
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1. Introduction
Markov chain Monte Carlo (MCMC) methods [23, 34] are very important
tools for Bayesian inference and numerical approximation, which are widely
employed in signal processing [6, 5] and other related fields [23, 35]. A crucial
issue in MCMC is the choice of a proposal probability density function (pdf), as5
this can strongly affect the mixing of the MCMC chain when the target pdf has a
complex structure, e.g., multimodality and heavy tails. Thus, in the last decade,
a remarkable stream of literature focuses on adaptive proposal pdfs, which allow
for self-tuning procedures of the MCMC algorithms, flexible movements within
the sample space and improved acceptance rates [1, 12].10
Adaptive MCMC algorithms are used in many statistical applications and
different schemes have been proposed in the literature [1, 12, 35, 22]. There
are two main families of methods: the first strategy consists in adapting the
parameters of a parametric proposal pdf according to the past values of the
chain [12]. However, even if the parameters are perfectly adapted, a discrep-15
ancy between target and proposal pdf persists (except for the ideal case that
the parametric families of proposal and target coincides). A second strategy at-
tempts to adapt the entire shape of the proposal density using non-parametric
procedures [10, 28]. Although the construction of the proposal and ensuring
the ergodicity is usually more complicatedw, the resulting algorithms can be20
extremely efficient.
In this work, we describe a general framework for designing suitable adaptive
MCMC algorithms with non-parametric proposal densities. First, we describe
the different blocks forming the novel class of algorithms and then provide sev-
eral specific examples in all cases. The proposal density is non-parametric and25
the construction procedure relies upon alternative interpolation strategies. The
user can control the L1 distance between the proposal and the target pdf (i.e.,
the convergence of the proposal to the target) through the design of suitable
statistical update test, which also controls the overall computational cost.
After describing the general features of the novel class, we introduce the30
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adaptive independent sticky Metropolis (AISM) algorithm to draw efficiently
from any (bounded) univariate target distribution.1 Then, we also propose a
more efficient scheme, called adaptive independent sticky Multiple Try Metropo-
lis (AISMTM). The MTM technique [24] is an extension of the Metropolis-
Hastings method, which fosters the exploration of the state space [3, 26]. More-35
over, the new class of methods encompasses different well-known algorithms
given in literature: the Griddy Gibbs sampler [33], the adaptive rejection Metropo-
lis Sampling (ARMS) [10, 30], and the independent doubly adaptive Metropolis
Sampling (IA2RMS) [28, 27].
The ergodicity of the adaptive sticky MCMC methods is ensured and dis-40
cussed. The underlying theoretical support is based on the approach introduced
in [13]. It is also important to remark that, AISM and AISMTM also provides
automatically an estimation of the normalizing constant of the target (a.k.a.
marginal likelihood or Bayesian evidence) (since, with a suitable choice of the
update test, the proposal approaches the target pdf almost everywhere). This45
is usually a hard task using MCMC methods [23, 22, 34].
The structure of the paper is as follows. Section 2 introduces the generalities
of sticky MCMC methods and the AISM scheme. Sections 3 and 4 present the
general properties, jointly with specific examples, of the proposal constructions
and the update control tests. Section 5 discusses some special techniques belong-50
ing to the class of sticky methods and Section 6 introduces AISMTM. Section
7 completes the description of the related works and Section 8 highlights the
range of applicability of the proposed methodologies. Numerical simulations are
provided in Section 9. Section 10 contains some conclusions.
1The adjective “sticky” highlights the ability of the proposed schemes to generate a se-
quence of proposal densities that progressively “stick” to the target.
3
MCMC steps Update Test
St+1 = St [ {z}
or
St+1 = St
z
xt
t = t+ 1
Proposal
construction
given St
x0 ⇠ eqt(x|St)
xt = x
0
z = xt 1
xt = xt 1
z = x0
or
x0,S0
Figure 1: Graphical representation of a generic adaptive independent sticky MCMC algo-
rithm.
2. Adaptive Sticky MCMC algorithms55
Let pi(x) ∝ pi(x) > 0, with x ∈ X ⊆ R, be a bounded2 target density known
up to a normalizing constant, cpi =
∫
X pi(x)dx, from which direct sampling is
unfeasible. In order to draw from it, we employ an MCMC algorithm with an
(independent) adaptive proposal density,
q˜t(x|St) ∝ qt(x|St) > 0, x ∈ X ,
where t is the iteration index of the corresponding MCMC algorithm, and St =
{s1, . . . , smt} with mt > 0 is the set of support points used for building q˜t. An
adaptive sticky MCMC method is conceptually formed by three different stages:
1. Construction of the non-parametric proposal: given the nodes in St, the
function qt is built using a suitable non parametric procedure that provides60
a function which is closer and closer to the target as the number of points
mt increases.
2. MCMC stage: steps of some MCMC method are applied in order to pro-
duce the next state xt if the chain, employing q˜t(x|St) as proposal pdf.
3. Update stage: A statistical test is performed in order to decide whether to65
increase the number of points in St or not, defining a new set St+1. This
set St+1 is used for constructing the proposal at the next iteration.
2For simplicity, we assume that pi(x) is bounded. However, the case of unbounded target
pdfs can be tackled designing a suitable proposal construction, taking into account the vertical
asymptotes of the target function.
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Figure 1 provides a graphical sketch of a generic sticky MCMC method. The
update stage must be carefully designed. It has two important functionalities:
controlling the computational cost and ensuring the ergodicity of the generated70
chain. See Appendix Appendix A for some theoretical considerations. Section
3 describes the general properties that must be fulfilled by a suitable proposal
construction, describing also several procedures for approximating the target pi
via interpolation. Section 4 is devoted to the design of different suitable update
rules. As examples of MCMC structures for the second stage, in this work75
we consider a standard Metropolis-Hastings (MH) method, and a Multiple Try
Metropolis (MTM) method. In the following section we describe the simplest
possible sticky method, obtained by using the MH algorithm, whereas in Section
6 we consider a more sophisticated technique that employs the MTM.3
2.1. Adaptive independent sticky Metropolis (AISM)80
The simplest method belonging to the class of sticky MCMC is the adaptive
independent sticky Metropolis (AISM) technique, outlined in Table 1. The pro-
posal pdf q˜t(x|St) changes along the iterations (see step 1 of Table 1) following
an adaptation scheme that relies upon a suitable interpolation given the set of
support points St (see Section 3). Step 3 of Table 1 applies a statistical control
for updating the set St. The point z, rejected in the previous MH test, can be
added to St with probability
Pa(z) = ηt(z, dt(z)), (1)
where
ηt(z, d) : X × R+ → [0, 1],
is an increasing test function w.r.t. the variable d, such that ηt(z, 0) = 0, and
d = dt(z) = |pi(z)− qt(z|St)| . (2)
3Note that any other MCMC techniques could be used.
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Table 1: Adaptive Independent Sticky Metropolis (AISM)
For t = 0, . . . , T − 1:
1. Construction of the proposal: Build a proposal function qt(x|St) via
a suitable interpolation procedure using the set of support points St (see
Section 3).
2. MH step:
2.1 Draw x′ ∼ q˜t(x|St) ∝ qt(x|St).
2.2 Set xt = x
′ and z = xt−1 with probability
α = min
[
1,
pi(x′)qt(xt|St)
pi(xt)qt(x′|St)
]
.
Otherwise, set xt = xt−1 and z = x′ with probability 1− α.
3. Test to update St: Let ηt(z, d) : X ×R+ → [0, 1] be an increasing function
w.r.t. the variable d, such that ηt(z, 0) = 0 and lim
d→∞
ηt(z, d) = 1. Then, set
St+1 =
{
St ∪ {z}, with prob. Pa(z) = ηt(z, dt(z)),
St, with prob. 1− Pa(z),
where dt(z) = |pi(z)− qt(z|St)|.
is the point distance between pi and qt at z. The rationale behind this test is to
use information from the target density in order to include in the support set
only those points where the proposal pdf differs substantially from the target
value at z. Note that since z is always different from the current state (i.e.,
z 6= xt for all t), then the proposal pdf is independent from the current state85
according to Holden’s definition [13] and thus the theoretical analysis is greatly
simplified.
3. Construction of the sticky proposals
There are many alternatives available for the construction of a suitable sticky
proposal (SP) pdf for sticky MCMC algorithms. Let us consider a set
St = {s1, . . . , smt},
of mt = |St| support points, with si ∈ X for all i = 1, . . . ,mt. There are two
properties that a sticky proposal construction must satisfy:90
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1. The proposal function is positive, qt(x|St) > 0, for all x ∈ X and t ∈ N.
2. The L1 distance between pi and qt vanishes to zero when the number of
support points diverges, i.e., if mt →∞ then
D1(pi, qt) = ‖pi − qt‖1 =
∫
X
|pi(z)− qt(z|St)|dz
=
∫
X
dt(z)dz → 0.
3. Samples can be drawn directly and easily from the resulting proposal
q˜t(x|St) ∝ qt(x|St) using some exact sampling procedure.95
In this section, we provide some examples of constructions that approximate
the target pdf by interpolating points that belong to the graph of the target
function pi. The name “sticky” highlights the ability of the adaptation schemes
to generate a sequence of proposal pdfs that converges to the target, thus allow-
ing for a complete adaptation of the proposal pdf (i.e., a “glutinous” proposal100
that progressively “sticks” more and more to the target).
3.1. Examples of constructions
Given St = {s1, . . . , smt} at the t-th iteration, let us define a sequence of
mt + 1 intervals: I0 = (−∞, s1], Ij = (sj , sj+1] for j = 1, . . . ,mt − 1, and
Imt = (smt ,+∞). The simplest possible procedure uses piecewise constant
(uniform) pieces in Ii, 1 ≤ i ≤ mt − 1, with two exponential tails in the first
and last intervals [33, 29, 28]. More specifically, this can be mathematically
defined as
Wt(x) =

E0(x), x ∈ I0,
max {pi(si), pi(si+1)} , x ∈ Ii,
Emt(x), x ∈ Imt ,
(3)
where 1 ≤ i ≤ mt − 1 and E0(x), Emt(x) represent two exponential pieces.
These two exponential tails can be obtained simply constructing two straight
lines in the log-domain as shown in [8, 10, 28]. Other kinds of tails can be
7
qt(x|St)
⇡(x)
(a)
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⇡(x)
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(f)
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Figure 2: Examples of the proposal construction qt considering a bimodal target
pi, using the procedures described in Eq. (3) for Figs. (a)-(b)-(c)-(d) and in
Eq. (4) for Figs. (e)-(f)-(g)-(h) with mt = 6, 8, 9, 11 support points, respectively.
built, for instance using Pareto pieces (e.g., see [28]). Alternatively, we can use
piecewise linear pieces [2]. The basic idea is to build straight lines, Li,i+1(x),
passing through the points (si, pi(si)) and (si+1, pi(si+1)) for i = 1, . . . ,mt − 1,
and two exponential pieces, E0(x) and Emt(x), for the tails:
qt(x|St) =

E0(x), x ∈ I0,
Li,i+1(x), x ∈ Ii,
Emt(x), x ∈ Imt ,
(4)
with i = 1, . . . ,mt − 1. Unlike in [2], here the tails E0(x) and Emt(x) do not
necessarily have to be equivalent in terms of the areas they enclose. Note that
drawing samples from these trapezoidal pdfs inside Ii = (si, si+1] is straightfor-105
ward [2, 16]. Figure 2 shows examples of the construction of qt(x|St) using Eq.
(3) or (4) with different number of points, mt = 6, 8, 9, 11.
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A more sophisticated and computational expensive construction has been
proposed for the ARMS method in [10]. In this case, the proposal is formed by
exponential pieces. Other alternative procedures can be found in the literature110
[8, 30, 28, 2, 29]. A similar construction based on b-spline interpolation methods
has been proposed in [19, 37] for building a non-adaptive random walk proposal
pdf for an MH algorithm.
4. Update of the set of support points
In AISM, a suitable choice of the function ηt(z, d) is required. Any valid test115
function ηt(z, d) must fulfill the following general properties:
1. ηt(z, d) : X × R+ → [0, 1],
2. ∂ηt(z,d)∂d ≥ 0, i.e., it is an increasing function w.r.t. the variable d, and
3. ηt(z, 0) = 0.
4. lim
d→∞
ηt(z, d) = 1.120
Figure 3 depicts an example of function ηt when ηt(z, d) = ηt(d). Note that,
for a given value of z, ηt satisfies all the properties of a continuous distribution
function (cdf) associated to a positive random variable. Therefore, any pdf for
positive random variables can be used to define a valid test function ηt through
its corresponding cdf. In the following section we provide several examples of125
such test functions.
Recall that, given dt(z) = |pi(z) − qt(z|St)|, then Pa(z) = ηt(z, dt(z)) is
the probability of incorporating z in St. Thus, it is an important part of the
algorithm, since it controls the trade-off between its performance and its com-
putational cost and jointly ensures the ergodicity of the chain. Indeed, the use130
of a large number of support points improves the performance (as the proposal
becomes closer to the target) at the expense of a higher storage and compu-
tational cost. Hence, a good adaptive strategy should only include new points
only in regions where there is a large discrepancy between the proposal and the
target functions.135
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x
z1 z2
1
d
qt(x|St)⇡(x)
Pa = ⌘t(dt(z))
⌘t(z, d) = ⌘t(d)with the simplification )
d(z1)
d(z2)
d(z2) d(z1)
⌘t(d(z))
Z
X
|⇡(z)  qt(z|St)|dz ! 0 =) Pa ! 0
Figure 3: Graphical representation of the underlying idea behind the update control test.
For simplicity, in this figure we have assumed ηt(z, d) = ηt(d). As the proposal function qt
becomes closer and closer to pi, the probability of adding a new node to St decreases.
4.1. Examples of update rules
Below, we provide different possible choices. First of all, we consider the
simpler case of function of type ηt(z, d) = η(d). A first example, fulfilling the
previous conditions, is
ηt(d) = 1− e−βd, (5)
where β > 0 is a constant parameter. Note that this is the cdc associated to an
exponential random variable. A second possibility is
ηt(d) =
1, if d > ε,
0, if d ≤ ε.
(6)
where ε > 0 is pre-established parameter chosen by the user in advance. Since
Pa(z) = 1 if dt(z) > ε, this is a deterministic update rule where the number of
support points is controlled through the threshold parameter, ε. Observe that
with ε = ∞ the update of St never happens whereas, with ε = 0 (this value
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is not allowed), the new node would be always incorporated to St.4 Moreover,
with some 0 <  < 1, the adaptation could eventually stop and no support
points would be added after some iterations. Eq. (6) corresponds to the cdf
associated to a Dirac’s delta located at ε. A third alternative is
ηt(z, d) =
d
max{pi(z), qt(z|St)} . (7)
Note that, since
dt(z) = |pi(z)− qt(z|St)|,
= max{pi(z), qt(z|St)} −min{pi(z), qt(z|St)},
≤ max{pi(z), qt(z|St)}, (8)
then 0 ≤ ηt(z, d) ≤ 1 for all z and d. This rule appears in other related
algorithms as we show below in Section 5. Furthermore, we can write Pa(z) =
ηt(z, dt(z)), with ηt in Eq. (7), as
ηt(z, dt(z)) = 1− min{pi(z), qt(z|St)}
max{pi(z), qt(z|St)} . (9)
This third rule corresponds to the cdf of a uniform random variable defined in
the interval [0,max{pi(z), qt(z|St)}]. Table 2 summarizes the three previously
described functions ηt(z, d).140
5. Other examples of sticky MCMC methods
The novel class of adaptive independent MCMC methods encompasses sev-
eral existing algorithms already available in the literature, as shown in Table
3. We denote the proposal pdf employed in these methods as pt(x) and, for
4Regarding the selection of ε, note also that dt(z) ≤ max{pi(z), qt(z|St)} ≤ Mpi =
max
z∈X
{pi(z)}, since Mt = max
z∈X
qt(z|St) ≤ Mpi for the described constructions. Then,  can
be chosen as a fraction of Mpi , i.e., ε = κMpi with 0 < κ < 1. Since qt becomes closer and
closer to pi, we have Mt ≈Mpi , and this approximation improves with t→∞.
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Rule 1 ηt(d) = 1− e−βd
Rule 2 ηt(d) =
{ 1, if d > ε,
0, if d ≤ ε
Rule 3 ηt(z, d) =
d
max{pi(z),qt(z|St)}
Table 2: Examples of test function ηt(z, d) for different update rules (recall
that d = dt(z) = |qt(z|St) − pi(z)|). In the first and second cases, we have
ηt(z, d) = ηt(d).
simplicity, we have removed the dependence on St in the function qt(x). The
Griddy Gibbs Sampler [33] builds a proposal pdf as in Eq. (3), which is never
adapted later. ARMS [10] and IA2RMS [28] use as proposal density
pt(x) ∝ min{qt(x), pi(x)},
where qt(x) is built using different alternative methods [10, 30, 29, 28]. Note that
it is possible to draw easily from pt(x) ∝ min{qt(x), pi(x)} using the rejection
sampling principle [38, 25]. ARMS adds new points to St using the update Rule
3, only when qt(z) ≥ pi(z), so that
Pa(z) = ηt(z, dt(z)) = 1− pi(z)
qt(z|St)
Otherwise, if qt(z) < pi(z), ARMS does not add new nodes (see the discussion in
[28] about the issues in ARMS mixing). Furthermore, the double update check
used in IA2RMS coincides exactly with Rule 3 when pt(x) ∝ min{qt(x), pi(x)} is
employed as proposal pdf. Finally, note that ARMS and IA2RMS contain ARS145
in [8] as special case when qt(x) ≥ pi(x), ∀x ∈ X and ∀t ∈ N. Hence, ARS can
be considered also a special case of the new class of algorithms.
6. Adaptive independent sticky MTM
In this section, we consider an alternative MCMC structure for the second
stage described in Section 2.1: using a multiple-try Metropolis (MTM) ap-150
proach [24, 26]. The resulting technique, Adaptive Independent Sticky MTM
(AISMTM), is an extension of AISM that considers multiple candidates as pos-
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Features Griddy Gibbs ARMS IA2RMS
Main Reference [33] [10] [28]
Proposal pdf pt(x) pt(x) = q˜t(x) pt(x) ∝ min{qt(x), pi(x)} pt(x) ∝ min{qt(x), pi(x)}
Proposal Constr. Eq. (3) [10],[30] Eqs. (3)-(4),[28]
Update rule
never update, i.e., If qt(z) ≥ pi(x) then Rule 3,
Rule 3
Rule 2 If qt(z) < pi(x) then
with  =∞ no update, i.e.,
Rule 2 with  =∞
Table 3: Special cases of sticky MCMC algorithms. The ARS method in [8]
is a special case of ARMS and IA2RMS, so that ARS can be considered also
belonging to the new class of techniques.
sible new state, at each iteration. This improves the ability of the chain to
explore the state space [26]. At iteration t, AISMTM builds the proposal den-
sity qt(x|St) (step 1 of Table 4) using the current set of support points St. Let155
xt = x be the current state of the chain and x
′
j (j = 1, . . . ,M) a set of i.i.d.
candidates simulated from qt(x|St) (see step 2 of Table 4). Note that, AISMTM
uses an independent proposal (i.e., a non-random walk), just like AISM. As a
consequence, the auxiliary points in step 2.3 of Table 4 can be deterministically
set [23, pp. 119-120],[26].160
In step 2, A sample x′ is selected among the set of candidates {x′1, . . . , x′M},
with probability proportional to the importance sampling weights,
wt(z) =
pi(z)
qt(z|St) , ∀j ∈ {1, . . . ,M}.
The selected candidate is then accepted or rejected according to the acceptance
probability α given in step 2. Finally, step 3 updates the set St,including a new
point
z′ ∈ Z = {z1, . . . , zM},
with probability Pa(z
′) = ηt(z′, dt(z′)). Note that xt /∈ Z, and thus AISMTM
is an independent MCMC algorithm according ot Holden’s definition [13]. For
the sake of simplicity, we only consider the case where a single point can be
added to St at each iteration. However, this update step can be easily extended
to allow for more than one sample to be included into the set of support points.165
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Table 4: Adaptive Independent Sticky Multiple Try Metropolis (AISMTM)
For t = 0, . . . , T − 1:
1. Construction of the proposal: Build a proposal function qt(x|St) via
a suitable interpolation procedure using the set of support points St (see
Section 3).
2. MTM step:
2.1 Draw x′1, . . . , x
′
M ∼ q˜t(x|St) ∝ qt(x|St) and compute the weights
wt(x
′
i) =
pi(x′i)
qt(x
′
i|St)
.
2.2 Select x′ = x′j among the M tries with probability proportional to
wt(x
′
i), for i = 1, . . . ,M .
2.3 Set the auxiliary point x∗i = x
′
i and zi = x
′
i for i 6= j. Moreover, set
x∗j = xt−1.
2.4 Set xt = x
′ and zj = xt−1 with probability
α = min
[
1,
wt(x
′
1) + · · ·+ wt(x′M )
wt(x∗1) + · · ·+ wt(x∗M )
]
.
Otherwise, set xt = xt−1 and zj = x′.
3. Test to update St: (see Section 6.1) Select a point z′ within the set
{z1, . . . , zM}, with probability proportional to some suitable weights ϕt(zi),
for i = 1, . . . ,M , and set
St+1 =
{
St ∪ {z′}, with prob. Pa(z) = ηt(z′, dt(z′)),
St, with prob. 1− Pa(z),
where dt(z) = |pi(z)− qt(z|St)|. For further information see Section 6.1.
Note also that AISMTM becomes AISM for M = 1.
AISMTM provides a better choice of the new support points than AISM
(see the numerical results). The price to pay for this increased efficiency is an
higher computational cost per iteration. However, since the proposal quickly
approaches the target, it is possible to design strategies with a decreasing num-170
ber of tries (M1 ≥ M2 ≥ · · · ≥ Mt ≥ · · · ≥ MT ) in order to reduce the
computational cost.
6.1. Update rules for AISMTM
The update rules presented above require changes that take into account
the multiple samples available, when used in AISMTM. As an example, let us
consider the update scheme in Eq. (7). Considering for simplicity that only a
single point can be incorporated to St, the update step for St can be split in
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two parts: choose a “bad” point in Z ∈ {z1, . . . , zM} and then test whether it
should be added or not. Thus, first a z′ = zi is selected among the samples in
Z with probability proportional to
ϕt(zi) = max
{
wt(zi),
1
wt(zi)
}
=
max{pi(zi), qt(zi|St)}
min{pi(zi), qt(zi|St)} ,
=
dt(zi)
min{pi(zi), qt(zi|St)} + 1,
(10)
for i = 1, . . . ,M .5 This step selects (with high probability) a sample where the
proposal value is far from the target. Then, the point z′ is included in St with175
probability
Pa(z
′) = ηt(z′, dt(z′)) = 1− 1
ϕt(z′)
,
=
dt(z
′)
max{pi(z′), qt(z′|St)} ,
exactly as in Eq. (7). Therefore, the probability of adding a point zi to St is
PZ(zi) = ϕt(zi)ηt(zi, dt(zi)),
= ϕt(zi)Pa(zi) =
ϕt(zi)− 1∑M
j=1 ϕt(zj)
,
that is a probability mass function defined over M + 1 elements: z1,. . ., zM
and the event {no addition} that, for simplicity, we denote with the empty set
symbol ∅. Thus, the update rule in Step 3 of Table 4 can be rewritten as a
5We have used the equality dt(zi) = |pi(zi) − qt(zi|St)| = max{pi(zi), qt(zi|St)} −
min{pi(zi), qt(zi|St)}.
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unique step,
St+1 =

St ∪ {z1}, with prob. PZ(z1) = ϕt(z1)−1∑M
j=1 ϕt(zj)
,
...
St ∪ {zM}, with prob. PZ(zM ) = ϕt(zM )−1∑M
j=1 ϕt(zj)
,
St, with prob. PZ(∅) = M∑M
j=1 ϕt(zj)
,
(11)
where we have used 1−∑Mi=1 PZ(zi) = M∑M
j=1 ϕt(zj)
.
7. Related works
Other related methods, using non-parametric proposals, can be found in the180
literature. Samplers for drawing from univariate pdfs, using similar proposal
constructions, has been proposed in [2, 29], but the sequence of adaptive pro-
posals does not converge to the target. Interpolation procedures for building
the proposal pdf are also employed in [19, 37]: however, in this case, the re-
sulting proposal is a random walk-type (not independent) and the algorithm185
is not adaptive. Non-parametric proposal constructions have been also pro-
posed for adaptive rejection sampling (ARS) [8] and its extensions [11, 14, 25].
Other techniques have been developed to be applied specifically for “Monte
Carlo-within-in-Gibbs” case where an importance sampling approximation of
the univariate target pdf is employed [18].190
8. Range of applicability
The range of applicability of the sticky MCMC methods is briefly discussed
below. On the one hand, sticky MCMC methods can be employed as stand-
alone algorithms. Indeed, in many applications it is necessary to draw samples
from complicated univariate target pdf (as example in signal processing, see [4]).195
In this case, the sticky schemes provide virtually independent samples (i.e., with
correlation close to zero) very efficiently. Moreover, at the same time, they auto-
matically give an approximation of the marginal likelihood. AISM and AIMTM
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can be also applied directly to draw from a multivariate distribution if a suitable
construction procedure of the multivariate sticky proposal is designed (e.g, see200
[17, 20, 21, 15] and [16, Chapter 11]). However, devising and implementing such
procedures in high dimensional state spaces are not easy tasks. Therefore, in
this paper we focus on the use of the sticky schemes within other Monte Carlo
techniques (such as Gibbs sampling or the hit and run algorithm) to draw from
multivariate densities.205
8.1. Sticky MCMC within other Monte Carlo method
Bayesian inference often requires drawing samples from complicated multi-
variate posterior pdfs, pi(x|y) with
x = [x1, . . . , xL] ∈ RL, L > 1.
For instance, this happens in blind equalization and source separation, or spec-
tral analysis [6, 5]. For simplicity, in the following we denote the target pdf as
pi(x). When direct sampling from pi(x) in the space RL is unfeasible, a common
approach is the use of Gibbs-type samplers [34]. This type of methods split210
the complex sampling problem into simpler univariate cases. Below we briefly
summarize some well-known Gibbs-type algorithms.
Gibbs sampling. Let us denote as x(0) a randomly chosen starting point.
At iteration k ≥ 1, a Gibbs sampler obtains the `-th component (` = 1, . . . , L)215
of x, x`, drawing from the full conditional pi`(x|x(k)1:`−1,x(k−1)`+1:L) given all the
information available, namely:
1. Draw x
(k)
` ∼ pi`(x|x(k)1:`−1,x(k−1)`+1:L) for ` = 1, . . . , L.
2. Set x(k) = [x
(k)
1 , . . . , x
(k)
L ]
>.
The steps above are repeated for k = 1, . . . , NG, where NG is the total number220
of Gibbs iterations. However, even sampling from pi` can often be compli-
cated. In these cases, another efficient Monte Carlo technique (e.g., RS or the
17
MH algorithm) must be employed within the Gibbs sampler. Several alterna-
tives have been proposed for sampling efficiently from the full-conditional pdfs
[8, 11, 14, 18, 37, 10, 30, 28].225
Hit and Run. The Gibbs sampler only allows movements along the axes.
In certain scenarios, e.g., when the variables x` are highly correlated, this can
be an important limitation that slows down the convergence of the chain to
the stationary distribution. The Hit and Run sampler is a valid alternative.230
Starting from x(0), at the k-th iteration, it applies the following steps:
1. Choose uniformly a direction d(k) in RL. For instance, it can be done
drawing L samples v` from a standard Gaussian N (0, 1), and setting
d(k) =
v√
vv>
,
where v = [v1, . . . , vL].
2. Set x(k) = x(k−1) + λ(k)d(k) where λ(k) is drawn from the univariate pdf
p(λ) ∝ pi(x(k−1) + λd(k)),
where pi(x
(k−1)
` +λd
(k)) is a slice of the target pdf along the direction d(k).
Also in this case, we need to able to draw from the univariate pdf p(λ) using
either some direct sampling technique or another Monte Carlo method (e.g., see235
[39]). There are several methods similar to the Hit and Run where drawing from
a univariate pdf is required; for instance, the most popular one is the Adaptive
Direction Sampling [9].
Sampling from univariate pdfs is also required inside other types of MCMC240
methods. For instance, this is the case of exchange-type MCMC algorithms [31]
for handling models with intractable partition functions. In this case, efficient
techniques for generating artificial observations are needed. Techniques which
generalizes the ARS method, using non-parametric proposals, have been applied
18
for this purpose (see [36]).245
9. Numerical Simulations
In this section we provide different numerical results comparing the AISM
methods with several benchmark MCMC techniques such as the ARMS tech-
nique [10], the adaptive MH method in [12] and the slice sampling [32].6
9.1. Multimodal target distribution250
We study the ability of different algorithms to simulate multimodal densities
(which are clearly non-log-concave). As an example, we consider a mixture of
Gaussians as target density,
pi(x) = 0.5N (x; 7, 1) + 0.5N (x;−7, 0.1),
where N (x;µ, σ2) denotes the normal distribution with mean µ and variance
σ2. The two modes are so separated that ordinary MCMC methods fail to
visit one of the modes, or remains indefinitely trapped in one of them. The
goal is to approximate the expected value of the target (E[X] = 0 with X ∼
pi(x)) via Monte Carlo. We test the ARMS method [10] and the proposed255
AISM and AISMTM algorithms. For AISM and AISMTM, we consider different
construction procedures for the proposal pdf:
• P1: the construction given in [10] formed by exponential pieces, specifi-
cally designed for ARMS.
• P2: alternative construction formed by exponential pieces obtained by a260
linear interpolation in the log-pdf domain, given in [28].
• P3: the construction using uniform pieces in Eq. (3).
6An example of preliminary Matlab code of AISM, with the con-
structions described in Section 3.1 and the update control rule R3,
is provided at https://www.mathworks.com/matlabcentral/fileexchange/
54701-adaptive-independent-sticky-metropolis--aism--algorithm.
19
• P4: the construction using linear pieces in Eq (4).
Furthermore, for AISM and AISMTM, we consider the Update Rule 2 (R2) with
different parameter ε and the Update Rule 3 (R3) for the inclusion of a new node265
in the set St (see Section 4). More specifically, we first test AISM and AISMTM
with all the construction procedures P1, P2, P3, and P4 jointly with the rule
R3. Then, we test AISM with the construction P4 and the update test R2 with
ε ∈ {0.005, 0.01, 0.1, 0.2}. All the algorithms start with S0 = {−10,−8, 5, 10}
and initial state x0 = −6.6. For AISMTM, we have set M ∈ {10, 50}. For each270
independent run, we perform T = 5000 iterations of the chain.
The results given in Table A.5 are the averages over 2000 runs, without
removing any sample to account for the initial burn-in period. Table A.5 shows
the Mean Square Error (MSE) in the estimation E[X], the auto-correlation
function ρ(τ) at different lags, τ ∈ {1, 10, 50} (normalized, i.e., ρ(0) = 1), the
approximated Effective Sample Size (ESS) of the produced chain [7, Chapter 4]
ESS ≈ T
1 + 2
∑∞
τ=1 ρ(τ)
, (12)
(clearly, ESS ≤ T ), the final number of support points mT and the computing
time normalized with respect to the time spent by ARMS [10]. For simplicity,
in Table A.5, we have report only the case of R2 with ε ∈ {0.005, 0.01} however
other results are shown in Figure A.4.275
AISM and AIMTM outperforms ARMS, providing a smaller MSE and cor-
relation (both close to zero). This is due to ARMS does not allow a complete
adaptation of the proposal pdf as highlighted in [28]. The adaptation in AISM
and AIMTM provides a better approximation of the target than ARMS, as also
indicated by the ESS which is substantially higher in the proposed methods.280
ARMS is in general slower than AISM for two main reasons. Firstly, the con-
struction P1 (used by ARMS) is more costly since requires the computation of
several intersection points [10]. It is not required for the procedures P2, P3
and P4. Secondly, the effective number of iterations in ARMS is higher than
T = 5000 (the averaged value is ≈ 5057.83) due to the discarded samples in the285
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rejection step (in this case, the chain is not moved forward).
Figures A.5(a)-(b)-(c)-(d) depict the averaged autocorrelation function ρ(τ)
for τ = 1, . . . , 100 for the different techniques and constructions. Figures A.5(e)-
(f)-(g)-(g) the Averaged Acceptance Probability (AAP; the value of α of the
MH-type techniques) of accepting a new state as function of the iterations t.290
We can see that, with AISM and AIMTM, AAP approaches 1 since qt becomes
closer and closer to pi. Figure A.6 shows the evolutions of the number of support
points, mt, as function of t = 1, . . . , T = 5000, again for the different techniques
and constructions. Note that, with AIMTM and P3-P4, AAP approaches 1
so quickly and the correlation is so small (virtually zero) that it is difficult to295
recognize the corresponding curves which are almost constant close to one or
zero, respectively. The constructions P3 and P4 provide the better results. In
this experiment, P4 seems to provide the best compromise between performance
and computational cost. We also test AISM with update R2 for different values
of ε (and different constructions). The number of nodes mt and AAP as function300
of t for these cases are shown in Figures A.4. These figures and the results given
in Table A.5 show that AISM-P4-R2 provides extremely good performance with
a small computational cost (e.g, the final number of points is only mT ≈ 43 with
 = 0.005). This proves that the update rule R2 is a very promising choice given
the obtained results.305
9.2. Sticky MCMC methods within Gibbs sampling
In this example we show that, even in a simple bivariate scenario, AISM
schemes can be useful within a Gibbs sampler. Let us consider the bimodal
target density
pi(x1, x2) ∝ exp
(
− (x
2 −A+By)2
4
− x
2
2σ21
− y
2
2σ22
)
,
with A = 16, B = 10−2, and σ21 = σ
2
2 =
104
2 . Densities with this non-linear ana-
lytic form have been used in the literature (cf. [12]) to compare the performance
of different Monte Carlo algorithms. We apply K steps of a Gibbs sampler
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to draw from pi(x1, x2), using ARMS [10], AISM-P4-R3 and AISMTM-P4-R3310
within of the Gibbs sampler to generate samples from the full-conditionals, start-
ing always with the initial support set S0 = {−10,−6,−4.3, 0, 3.2, 3.8, 4.3, 7, 10}.
From each full-conditional pdf, we draw T samples and take the last one as the
output from the Gibbs sampler. We also apply a standard MH algorithm with a
random walk proposal q(x`,t|x`,t−1) ∝ exp((x`,t−x`,t−1)2/(2σ2p)) for ` ∈ {1, 2},315
σp ∈ {1, 2, 10}, 1 ≤ t ≤ T . Furthermore, we test an adaptive parametric ap-
proach (as suggested in [35]). Specifically, we apply the adaptive MH method
in [12] where the scale parameter of of q(x`,t|x`,t−1) is adapted online, i.e., σp,t
varies with t (we set σp,0 = 3). Finally, we consider the application of the slice
sampler [32]. For both the standard MH and the slice samplers, we have used320
the function mhsample.m and slicesample.m directly provided by MATLAB (a
preliminary code of AISM is also available at Matlab-FileExchange webpage).
We consider two initializations for all the methods-within-Gibbs: (In1)
x
(k)
`,0 = 1; (In2) x
(k)
`,0 = 1 and x
(k)
`,0 = x
(k−1)
`,T for k = 1, . . . , NG. We uses all
the samples to estimate four statistics that involve the first four moments of the325
target: mean, variance, skewness and kurtosis. Table A.6 provides the mean
absolute error (MAE; averaged over 500 independent runs) for each of the four
statistics estimated, and the time required by the Gibbs sampler (normalized
by considering 1.0 to be the time required by ARMS with T = 50).
First of all, we notice that AISM outperforms ARMS and the slice sampler330
for all values of T and NG, in terms of performance and computational time.
Regarding the use of the MH algorithm within Gibbs, the results depend largely
on the choice of the variance of the proposal, σ2p, and the initialization, showing
the need for adaptive MCMC strategies. For a fixed value of T ×NG, the AISM
schemes provide results close to the smallest averaged MAE for In1 and the best335
results for In2 with a slight increase in the computing time, w.r.t. the standard
MH algorithm. Finally, Table A.6 shows the advantage of the non-parametric
adaptive independent sticky approach w.r.t. the parametric adaptive approach
[35, 12].
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10. Conclusions340
In this work, we have introduced a new class of adaptive MCMC algorithms
for all-purposes stochastic simulation. We have discussed the general features
of the novel family, describing the different parts which form a generic sticky
adaptive MCMC algorithm. The proposal density used in the new class is
adapted on-line, constructed employing non-parametric procedures. The name345
“sticky” remarks that the proposal pdf approaches progressively more and more
the target. Namely, a complete adaptation of the shape of the proposal is
obtained (unlike when a parametric proposal is used). The role of the update
control test for the inclusion of new support points has been investigated. The
designed of this test is extremely important since controls the trade-off between350
computational cost and the efficiency of the resulting algorithm. Moreover, we
have discussed how the combined design of a suitable proposal construction and
a proper update test ensures the ergodicity of the generated chain.
Two specific sticky schemes, AISM and ASMTM, have been proposed and
tested exhaustively in different numerical simulations. The numerical results355
show the efficiency of the proposed algorithms with respect other different
benchmark adaptive MCMC methods. Furthermore, we have showed that other
algorithms already introduced in the literature are encompassed within the novel
class of methods. A detailed description of the related works in the literature and
their range of applicability are also provided, which is particularly useful for the360
interested practitioners and researchers. The novel methods can be applied both
as a stand-alone algorithm or within any Monte Carlo approach that requires
sampling from univariate densities (e.g., the Gibbs sampler, the hit-and-run al-
gorithm or adaptive direction sampling). A promising future line is designing
suitable constructions of the proposal density in order to allow the direct sam-365
pling from multivariate target distributions (similarly as [15, 16, 17, 20, 21]).
However, we remark that the structure of the novel class of methods is valid
regardless of the dimension of the target.
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Appendix A. Ergodicity of the generated chain
The updated test in the sticky methods considers the variable z, which is
always different from the current state xt. Thus, the proposal is independent
from the current state and the convergence of the resulting chain to the sta-
tionary (bounded) target density is ensured by Theorem 2 in [13]. Indeed, the
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sticky MCMC algorithms also satisfy the strong Doeblin condition as required
in [13]. Namely, this condition is fulfilled if, given a proposal pdf q˜t(x|St), there
exists some at ∈ (0, 1], such that
1
at
q˜t(x|St) ≥ pi(x) ∀x ∈ X . (A.1)
Hence, we need to ensure the existence of a suitable value at ∈ (0, 1], for all
t ∈ N. Denoting q˜t(x|St) = 1ct qt(x|St) and pi(x) = 1cpi pi(x), Eq. (A.1) can be
rewritten as
at ≤ cpi
ct
qt(x|St)
pi(x)
∀x ∈ X . (A.2)
Moreover, since min{1, x} ≤ x, in order to fulfill Eq, (A.2), a possible value at
is
at = min
{
1,
cpi
ct
min
x∈X
{
qt(x|St)
pi(x)
}}
. (A.3)
Furthermore, we can always guarantee that qt(x|St) > pi(x) in the tails by using
an appropriate construction of the tails of the proposal (exponential tails or
heavier tails, as described in [28]). Thus, we can use the at in Eq. (A.3) for
x ∈ I, where I = ∪mti=1Ii = [s1, smt ] and at = 1 for x /∈ I since qt(x|St) > pi(x)
in the tails. For the constructions considered in this work, the value at in Eq.
(A.3) satisfies all the conditions required in [13]: at ∈ (0, 1] and at → 1 as
t → ∞, since qt(x|St) → pi(x) as t → ∞ (when the adaptation is not stopped)
and thus also ct → cpi as t→∞. Therefore, we have also that
lim
T→∞
T∏
t=1
(1− at)→ 0,
as required in Theorem 2 of [13]. When the adaptation is stopped at some
iteration t∗, due to the chosen update rule, the algorithm becomes a standard470
MCMC technique satisfying the balance condition [34, 26], so that the ergodicity
for t ≥ t∗ is automatically ensured. For t < t∗, the ergodicity is ensured by
Theorem 2 in [13] as described previously.
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Algorithm MSE ρ(1) ρ(10) ρ(50) ESS mT Time
ARMS [10] 10.04 0.4076 0.3250 0.2328 89.12 118.19 1.00
AISM-P1-R3 3.0277 0.1284 0.1099 0.0934 235.76 152.63 1.23
AISM-P2-R3 2.9952 0.1306 0.1125 0.0929 235.01 71.14 0.27
AISM-P3-R3 0.0290 0.0535 0.0165 0.0077 609.05 279.65 0.65
AISM-P4-R3 0.0354 0.0354 0.0195 0.0086 608.76 84.87 0.33
AISMTM-P1 (M = 10) 0.6720 0.0726 0.0696 0.0624 336.84 159.01 2.35
R3 (M = 50) 0.1666 0.0430 0.0395 0.0316 617.10 160.75 5.45
AISMTM-P2 (M = 10) 0.5632 0.0588 0.0525 0.0443 440.23 72.16 1.13
R3 (M = 50) 0.1156 0.0345 0.0303 0.0231 746.45 72.53 4.38
AISMTM-P3 (M = 10) 0.0105 0.0045 0.0001 0.0001 4468.10 315.78 2.60
R3 (M = 50) 0.0099 0.0041 0.0001 0.0001 4843.81 360.73 10.59
AISMTM-P4 (M = 10) 0.0108 0.0036 0.0011 0.0014 3678.79 92.67 1.86
R3 (M = 50) 0.0098 0.0001 0.0001 0.0001 4912.07 101.78 7.25
AISM-P4-R2
(ε = 0.01) 0.0412 0.0407 0.0213 0.0074 604.95 35.01 0.11
(ε = 0.005) 0.0321 0.0360 0.0181 0.0072 610.01 43.32 0.20
Table A.5: (Ex-Sect-9.1) For each algorithm, the table shows the mean square
error (MSE), the autocorrelation (ρ(τ)) at different lags, the effective sample size
(ESS), the final number of support points (mT ), the computing times normalized
w.r.t. ARMS (Time).
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Figure A.4: (Ex-Sect-9.1) Evolution of the number of support points mt and
Averaged Acceptance Probability (AAP), as function of t = 1, . . . , T for AISM,
for different constructions, and update rule R2 with ε = 0.005 (square), ε = 0.01
(cross), ε = 0.1 (triangle) and ε = 0.2 (circle). Moreover, in Figures (a)-(b)-(c)-
(d) the evolution of mt of AISM with the update rule R3 is also shown with
solid line. Note that the range of values in Figs. (a)-(b)-(c)-(d) is different.
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Figure A.5: (Ex-Sect-9.1) Autocorrelation Function ρ(τ) at lags from 1 to 100
and Averaged Acceptance Probability (AAP) as function of t, for the different
methods. In each plot: P1 (solid line), P2 (dashed-dotted line), P3 (dotted line)
and P4 (dashed line). Note the different range of values of ρ(τ).
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Figure A.6: (Ex-Sect-9.1) Evolution of the number of support points mt as
function of t = 1, . . . , T , for the different methods. In each plot: construction
P1 (solid line), P2 (dashed-dotted line), P3 (dotted line) and P4 (dashed line).
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Panel I
Technique T NG Init.
MAE
Avg. MAE Time
Mean Variance Skewness Kurtosis
AISM-P4
3
2000 In1
0.878 0.781 0.437 0.223 0.579 0.066
5 0.749 0.576 0.389 0.160 0.468 0.098
10 0.266 0.057 0.136 0.020 0.120 0.178
50 0.101 0.041 0.051 0.003 0.049 0.741
AISMTM-P4 3
2000 In1
0.251 0.056 0.128 0.017 0.113 0.202
(M = 5) 10 0.096 0.031 0.048 0.003 0.044 0.642
ARMS
3
2000 In1
3.408 11.580 3.384 11.572 7.486 0.077
5 3.151 9.839 2.650 7.079 5.679 0.116
10 2.798 7.665 2.024 4.124 4.152 0.223
50 1.918 3.407 1.134 1.292 1.937 1.000
MH (σp = 1)
100 2000 In1
3.509 12.308 3.671 13.666 8.288 0.602
MH (σp = 2) 1.756 3.077 0.978 0.963 1.693 0.602
MH (σp = 10) 0.075 0.037 0.036 0.002 0.038 0.602
MH (σp = 1)
1000 2000 In1
3.508 12.302 3.665 13.624 8.274 4.052
MH (σp = 2) 1.601 2.560 0.874 0.769 1.451 4.052
MH (σp = 10) 0.074 0.036 0.036 0.002 0.037 4.052
MH (σp = 10)
1
2000
In1
0.697 11.598 0.883 3.622 4.200 0.033
10000 0.493 9.881 0.611 2.905 3.472 0.162
3
2000
0.352 6.510 0.290 0.927 2.019 0.042
10 0.085 1.411 0.043 0.160 0.424 0.081
Adaptive MH
100
2000 In1
0.415 0.304 0.234 0.068 0.255 0.634
1000 0.075 0.038 0.037 0.002 0.038 4.107
Slice
3
2000 In1
0.810 1.174 0.415 0.231 0.658 0.156
10 0.607 0.372 0.306 0.096 0.345 0.463
50 0.156 0.043 0.077 0.007 0.071 2.311
Panel II
Technique T NG Init.
MAE
Avg. MAE Time
Mean Variance Skewness Kurtosis
AISM-P4
3
2000
In2
0.138 0.055 0.070 0.006 0.067 0.066
5 0.112 0.050 0.057 0.004 0.056 0.098
10 0.093 0.045 0.046 0.002 0.046 0.178
3 10000 0.095 0.023 0.050 0.002 0.042 0.335
AISMTM-P4
3
2000
In2
0.085 0.036 0.043 0.002 0.042 0.202
(M = 5) 4000 0.083 0.028 0.042 0.002 0.038 0.400
(M = 10) 2000 0.073 0.031 0.036 0.002 0.035 0.316
MH (σp = 10)
1
10000
In2
0.178 0.126 0.091 0.012 0.102 0.162
20000 0.151 0.112 0.090 0.008 0.090 0.331
30000 0.138 0.063 0.068 0.007 0.069 0.492
2
10000
0.130 0.062 0.066 0.006 0.066 0.196
3 0.125 0.066 0.063 0.006 0.065 0.223
10 2000 0.149 0.083 0.075 0.009 0.079 0.081
Adaptive MH
10
2000 In2
0.158 0.082 0.087 0.012 0.084 0.090
100 0.146 0.076 0.073 0.010 0.076 0.634
Slice
3
2000
In2
0.204 0.105 0.103 0.022 0.108 0.156
10 0.188 0.091 0.095 0.018 0.098 0.463
3 10000 0.132 0.051 0.066 0.007 0.064 0.783
Table A.6: (Ex-Sect-9.2) Mean Absolute Error (MAE) in the estimation of
four statistics (first component) and normalized computing time. All the tech-
niques are used within a Gibbs sampler: NG is the number of iterations of the
Gibbs sampler whereas T is is the number of iterations of the technique within
Gibbs (so that T × NG is the global number of MCMC iterations). The best
results (in each column, and in each panel) are highlighted with bold-face.
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