A system of confined charged electrons interacting via the long-range Coulomb interaction can form a Wigner crystal due to their mutual repulsion. This happens when the potential energy of the system dominates over its kinetic energy, i.e., at low temperatures for a classical system and at low densities for a quantum one. At T = 0, the system is governed by quantum mechanics, and hence, the spatial density peaks associated with crystalline charge localization are sharpened in a lower average density. Conversely, in the classical limit of high temperatures, the crystalline spatial density peaks are suppressed (recovered) at a lower (higher) average density. In this paper, we study those two limits separately using an exact diagonalization of small one-dimensional (1D) systems and propose an approximate method to connect them into a unified effective phase diagram for Wigner crystallization. The result is a qualitative quantum-classical crossover phase diagram of an effective 1D Wigner crystal. We show that although such a 1D system is at best an effective crystal with no true long-range order (and thus no real phase transition), the spatial density peaks associated with the quasi-crystallization should be experimentally observable in a few-electron 1D system. We find the effective crystalline structure slowly disappears with both the crossover average density and crossover temperature for crystallization decreasing with increasing particle number, consistent with the absence of any true long-range 1D order.
I. INTRODUCTION
The goals of the current work are to theoretically calculate the spatial structure of a small collection of onedimensional (1D) electrons interacting via the long-range Coulomb force and to determine how this structure depends on the electron average density (ρ) and the temperature (T ). We also include the effect of the transverse dimension of the system (e.g. the diameter of a carbon nanotube or a semiconducting quantum wire) which cuts off the short-distance Coulomb singularity. Using exact diagonalization and statistical mechanics, we obtain results for both T = 0 (quantum) and high-T classical (temperature much higher than the Fermi temperature) situations, and then propose a smooth interpolation between quantum and classical regimes, through which we construct an effective crystallization phase diagram which should be valid at any temperatures and average densities.
One-dimensional electron systems are special because the non-interacting Fermi surface is just two discrete points at ±k F . In this case, the bosonization method proves useful in solving exactly the corresponding interacting problem, leading to the concept of a Luttinger liquid [1] . A Luttinger liquid is a paradigm for a non-Fermiliquid as its momentum distribution function for the interacting 1D system is smooth and continuous through k F even at T = 0 instead of having a finite discontinuity which is the hallmark of 2D and 3D Fermi liquids. At a finite temperature, it is not so easy to distinguish a Luttinger liquid from a finite temperature Fermi liquid as a practical matter since both have smooth momentum distribution functions through k = k F although, as a matter of principle, the two are very different [2, 3] .
In the original work and in most of the subsequent works on Luttinger liquids, the electron-electron interaction is assumed to be short-ranged since the singular nature of 1D interacting systems is essentially independent of the range of their mutual interaction [4] [5] [6] [7] . Including long-range inter-electron Coulomb interaction, Schulz showed that there exists a 4k F decaying oscillation in the spatial density correlations of the interacting 1D spinful system whose spatial decay rate is much slower than any power laws [8] in addition to the usual 2k F oscillation falling off as a power law spatially, which is the hallmark of a Luttinger liquid. It is important to emphasize that in a Luttinger liquid involving strictly a short-range electron-electron interaction, both 2k F and 4k F oscillations fall off spatially as power laws with exponents −1 − κ ρ and −4κ ρ , respectively where κ ρ is an interaction-dependent factor [4] [5] [6] [7] . It should be noted that the 4k F oscillation period, which directly results from the long-range inter-particle interaction in the Coulomb Luttinger liquid, is exactly the average 1D inter-particle spacing implying the formation of an effective 1D Wigner crystal in the system [9] . In particular, a 4k F period in the spatial density oscillation corresponds to an effective crystalline structure since 4k F = 2π/a in a spinful 1D electron system where a = 1/ρ is the average inter-particle separation. Such a 1D Wigner crystal is obviously only a quasi-crystal since the oscillation dies out eventually, but there should be observable consequences of the slowly-decaying 4k F oscillations in finite 1D Coulomb systems. Following up on Schulz's work, the role of long-range Coulomb interaction has been studied and expanded in various papers using different methods such as bosonization, exact diagonalization, and density matrix renormalization group on both lattice and continuum models [10] [11] [12] [13] . The essential conclusion from this body of literature is that indeed a 1D Coulomb Luttinger liquid has effective (and very slowly decaying) Wigner crystalline charge density correlations which are absent in the corresponding 1D models with only short-range interactions. Of course, there is no true long-range order and no true phase transition because of the 1D nature of the system. However, in a finite system, the longrange interaction could produce observable effects of the effective quasi-crystalline spatial density pattern arising from the slowly decaying 4k F oscillations not present in short-range interacting Luttinger liquids.
The corresponding high-temperature classical situation is qualitatively similar to the T = 0 quantum case discussed above. Thermal fluctuations destroy any true 1D long-range order, but again a Coulomb interacting 1D system could manifest slowly decaying 1D spatial quasicrystalline order even at a finite temperature, which should be experimentally observable in small systems as periodic spatial density peaks which smear out with increasing (decreasing) temperature (average density).
In practice, the 1D Luttinger liquid has been studied experimentally in effective 1D systems such as quantum wires [14] , carbon nanotubes [15] and organic conductors [16] . However, observing an effective 1D quasi-Wigner crystal is highly challenging since it must necessarily involve a small system (because of the absence of any true long-range order) which is then more sensitive to ambient noise and the experimental probing process itself. One must ensure that the environment containing the 1D electron system is free of disorder and that the density probing process is non-invasive with negligible effects on the system. Another technical requirement is that the effective 1D system (e.g. a nanotube) containing the 1D electrons should be kept far enough from any metallic electrodes or substrate, otherwise, the screening effect induced by these conducting surfaces can disrupt the formation of the Wigner crystal since screening may convert the long-range interaction into short-ranged, preventing the development of the 4k F periodicity [17] [18] [19] [20] . These pristine experimental condition for long-range interaction in a 1D system were recently met in Ref. [12] , where a few electrons (< 10) were confined in a clean carbon nanotube and a second nanotube was used as a noninvasive scanning probe to measure the spatial charge distribution of the electrons with minimal perturbation. The resultant 1D electrons spatial charge density at very low temperatures exhibits features of a quantum quasiWigner crystal, i.e., spatially equidistant density peaks instead of a uniform liquid-like density distribution. Our work is motivated by this low-temperature nanotube experiment imaging the 1D quasi-Wigner crystal formation. Our goal, however, is a fundamental theoretical study of how various system parameters (e.g. the number of electrons or more specifically the average electron density, the temperature, the presence/absence of spin polarization, the form of inter-electron interaction, etc.) affect the effective Wigner crystal formation. This is particularly germane since the 1D Coulomb Luttinger liquid always has the slowly-decaying 4k F oscillations independent of the average electron density, and thus the effective 1D Wigner crystal is in some sense always present locally. Unlike higher (2D or 3D) dimensional T = 0 systems, therefore, the 1D Wigner crystal formation does not have a critical density associate with it. Thermal fluctuations, however, destroy these local density correlations, and eventually the system should cross over to the corresponding classical Wigner crystal for T > T F . Such a classical electron Wigner crystal (and the corresponding 2D liquid to solid classical transition with decreasing temperature) was observed in a system of 2D electrons confined on the surface of liquid helium a long time ago [21] . Our goal in the current work is to do both T = 0 and finite T calculations to connect the 1D effective Wigner crystallization between quantum and classical regimes. We emphasize that, since there cannot be any true long-range 1D order, our results apply only to finite systems where a quasi-long-range order is meaningful. Fortunately, the experimental 1D systems are finite, typically containing only a few electrons, and therefore, our results should have experimental relevance although our goal is purely theoretical.
In this paper, we investigate the spatial electron density profile in a 1D Coulomb system of N (= 2 − 8) electrons (with length scale L and average density ρ ≈ N/L) in the two limits of zero and high temperatures. At T = 0, the kinetic energy roughly scales as L −2 ; and the Coulomb repulsive potential energy scales as L −1 . Consequently, with increasing L or decreasing ρ, Coulomb repulsion becomes dominant, producing well-resolved spatial density peaks as the electrons attempt to stay away from each other. By contrast, in the high-temperature classical limit, the kinetic energy depends on the temperature and goes as ∼ k B T . Thus, on expanding the system size (or equivalently decreasing the average density) in this classical regime, the Coulomb repulsion decreases while the kinetic energy stays constant if T is fixed. Therefore, the system becomes less crystalline at lower average densities in the classical regime in contrast to the quantum situation. Our goal is to connect these two opposite behaviors by using phonon vibration modes to estimate the ratio between the vibration amplitude and the average inter-electron spacing. Using an effective Lindemann melting criterion, we are able to produce a qualitative phase diagram of the effective 1D Wigner crystal by interpolating between our exact classical and quantum few-electron calculations.
The rest of this paper is organized as follows. In Sec. II, we describe our theory for effective finite-temperature 1D classical Wigner crystals by calculating the exact Boltzmann distribution function for a small 1D Coulomb system, through which we can produce the classical spatial density distribution and density-density correlation exactly. In Sec. III, we provide the theory for the corresponding T = 0 quantum ground state by using the exact diagonalization technique for finite spinless and spinful 1D electron systems interacting via the long-range Coulomb interaction. In Sec. IV, we provide a smooth interpolation between the quantum and classical regimes, considering the exact phonon modes of the Wigner crys-tal and using a generalized Lindemann criterion. We conclude in Sec. V with a summary and a brief discussion of our main results in the context of experiments.
II. CLASSICAL LIMIT
From this point onward, we use the atomic units where m * e = e = = 4πε 0 ε = k B = 1. Therefore, the dependence on the electron effective mass m * e and the background dielectric constant ε is absorbed in our units of length, energy and temperature as
In vacuum, a 0 and E 0 become the Bohr radius and Hartree energy, respectively. Using our units, the Coulomb potential e 2 /(4πεε 0 r) reduces simply to 1/r. For a 1D system of N Coulomb interacting electrons in equilibrium with a heat bath of temperature T , the probability of a particular coordinate set x i with i = 1, .., N is given by the Boltzmann distribution. By our choice of units, this probability is
where H is the total energy composed of the kinetic energy, the mutual repulsive Coulomb interaction, and the binding potential U keeping electrons confined to a 1D system of length L
Because the classical kinetic energy is independent of spatial coordinates, it only contributes to Eq. (2) as a part of the normalization constant. In the end, we can write the thermally-averaged spatial density as
where V {x i } is the spatial-coordinate-dependent part or the potential part of the total energy given by Eq. (3). Note that we use ρ(x) as the variable spatial electron density at x whereas ρ denotes the average density. The integral (4) can be evaluated by the Monte Carlo method (note that the dimension of the Monte Carlo integral depends on N ), giving us the spatial density profile at various average densities and temperatures. As is obvious from Eqs. (2)- (4), this is a completely classical (and exact) theory of N interacting particles confined within a 1D binding potential at a fixed temperature T . We consider N = 8 spinless electrons for our calculation as shown in Figs. 1 and 2 .
Position (a0) Figure 1 . Spatial density profile for N = 8 spinless electrons at various temperatures T = 0.001 T0, 0.003 T0, and 0.006 T0. The peak structure emerges preeminently as temperature decreases implying stronger crystallization at lower temperatures. Note the very different typical peak-dip density variations at three temperatures being almost 1000% for T = 0.001 T0 whereas it is only 40% and 15% for T = 0.003 T0 and T = 0.006 T0, respectively.
Correlation function
Distance (average spacing) Figure 2 . Dimensionless spatial density-density correlation functions for the same temperatures and parameters as in Fig. 1 . The long-range order is obtained as temperature decreases and for T = 0.001 T0 the correlation persists throughout the finite system
In Fig. 1 , we present the calculated spatial electron density inside a 1D quartic U (x) ∼ x 4 potential well, which approximately simulates the binding potential used in the experiment of Ref. [12] . Changing the 1D confinement model only modifies some quantitative details without any qualitative effects. We use the quartic confinement model throughout this work. Note that the effective strength of this quartic potential determines the effective length L of the 1D system, and hence the average density ρ = N/L.
In Fig. 2 , we show the calculated dimensionless density-density correlation function with respect to distance given by
where a = 1/ρ is average spacing between the peaks in the spatial density profile. As expected, a quasilong-range order is formed as temperature decreases, but short-range correlations are present even at higher temperatures. In the case of T = 0.001 T 0 , the correlation extends through the length of the whole system of N = 8 electrons, implying that this structure is a finitesize crystal. In fact, calculating or measuring the spatial density correlation function as in Fig. 2 (rather than just local spatial density peaks as in Fig. 1 ) is a much more reliable method to determine whether or not the finite system is an effective 1D crystal-when the correlation exists (above a measurement resolution) throughout the system, it is reasonable to call the system a 1D Wigner crystal. We emphasize that the spatial density-density correlations must vanish at long distances even for the classical system, as shown by Peierls a long time ago, because the Debye-Waller factor always diverges in 1D indicating the absence of a true 1D crystal.
III. QUANTUM LIMIT
The ground state, or the state of the system at zero temperature, is obtained by directly solving the timeindependent Schrödinger equation using the quantum Hamiltonian:
Note that d is an important experimental length parameter (in addition to the average electron spacing a) which determines the short-distance cut-off for the electronelectron Coulomb interaction (i.e. the divergence of 1/r at r = 0). For electron separation x much smaller than d, the effective interaction is essentially a constant, thus suppressing the short-distance Coulomb divergence without much affecting its long-range 1/x behavior for x >> d. Since the inter-electron separation x in the finite system is constrained by x < L, the interacting Hamiltonian is basically no longer Coulombic for d > L. The cutoff d is roughly given by the transverse dimension of the physical system, e.g., the diameter of the nanotube or the quantum wire containing the electrons. Note that L > d is a condition for 1D considerations. For a small number of particles (N < 10), it is possible to exactly diagonalize the Coulomb Hamiltonian of Eq. 6 to obtain the exact ground state. In the quantum regime, indistinguishability and Pauli principle must be taken into account, so we perform the calculation in two cases: spinless and spinful electrons. The former is physically connected to the totally polarized electrons (e.g. in a strong magnetic field). Below we present our quantum exact diagonalization results using the Hamiltonian defined by Eq. (6) for spinless and spinful 1D interacting electrons in the next two subsections.
A. Spinless system
In this subsection, we use the same quartic confinement potential U (x) ∼ x 4 as for the classical limit and calculate the ground state using exact diagonalization. Spinless particles tend to be apart from each other even without Coulomb repulsion by virtue of the Pauli principle. As shown in Fig. 3(a) , for the non-interacting system, the calculated quantum spatial charge density profile still shares the same number of peaks as the corresponding interacting cases ( Fig. 3(b) -(c)) (the number of spatial density peaks being equal to the number of electrons N = 8 since there is no degeneracy in the spinless case). The non-interacting peaks arise simply from progressively filling up the bound states in the quartic potential with one electron per energy level. However, the long-range Coulomb interaction enhances the contrast between these peaks and separates them spatially in equidistant peaks in order to minimize the Coulomb repulsive potential, thus making the system's spatial density profile similar to that of an effective crystal. At lower average densities (i.e. lower N for a fixed L or larger L for a fixed N ), we expect the Coulomb potential to dominate over the kinetic energy, leading to a progressively more distinct crystalline-looking structure. This is the general trend in Fig. 3 where we show our calculated exact ground state spatial charge density for a non-interacting 1D 8-electron system compared with the interacting systems of two average densities (obtained by changing the strength of the binding potential and hence the length L accordingly for a fixed N = 8). It is clear that the dense system has a lower peak-to-dip density modulation of ∼ 80% compared with the sparse system where the modulation is much larger (∼ 400%). Thus, Fig. 3(c) represents a better effective crystal than Fig. 3 (b) although they both display Coulomb-induced equidistant spatial density peaks.
It is, however, important to emphasize that in 1D, in contrast to higher dimensions, there is no sharp transition to a Wigner crystal since the effective 1D Wigner crystal exists at all densities as manifested in the weakly decaying 4k F density correlation oscillations. Therefore, to better visualize the interaction effect, we calculate the dimensionless spatial density convolution (shown in Fig. 4 ) defined as
Now, there is an obvious distinction between noninteracting and interacting cases. The non-interacting C(x) decreases monotonically ( Fig. 3(d) ) while the interacting C(x) exhibits an additional oscillatory pattern whose peaks coincide with the multiples of the expected Wigner lattice spacing a (Fig. 3(e)-(f) ). Roughly speaking, in non-interacting systems, electrons are free to move within the entire confinement region, whereas in the presence of Coulomb repulsion, the motion is limited to a certain region around the classical equilibrium lattice po-
Convolution function Distance (average spacing) 0 . All spatial density profiles exhibit oscillations, but the peak-dip variation is particularly enhanced in the interacting system at low average density. The lower panel: Dimensionless density convolution (blue line) (d)-(f) corresponding to the configuration of figures (a)-(c), respectively. Note that only with interaction ((b) and (c)), that the density convolution ((e) and (f)) has an additional oscillatory pattern. In these cases, a best-fit Gaussian distribution to the first peak (red dash) is also illustrated showing that the crystal phase has a shorter localization length than the liquid phase.
sition in order to minimize the interaction energy. This effective "localization" at the "Wigner sites", in analogy to the zero-point vibration around equilibrium positions in regular crystalline solids, can be visualized as a Gaussian function fitted to the first peak as shown by the dashed lines in Fig. 3(e)-(f) . These demonstrate the effective Wigner crystalline nature of small confined systems whose spatial density convolution manifests the expected lattice-like periodicity. When the relative strength of the Coulomb potential to the kinetic energy increases (i.e. the average density decreases), the ratio between the zero-point vibration amplitude and the lattice spacing decreases, pushing the system deeper into the solid phase and vice versa. Consequently, the convolution function C(x) manifests stronger (weaker) localization behavior around effective lattice sites as the average electron density (interaction strength) decreases (increases).
B. Spinful system
When the system is deep into the solid phase, the overlap between the wavefunctions of two neighboring electrons is small. Then, it is expected that the exchange energy should be negligible and the spinful system should behave similarly to the spin-polarized or the spinless case in the low average density limit. However, as the average density increases with the electrons coming closer with substantial wavefunction overlap, the kinetic energy term becomes important and doubly filled (spin up and down) single-site states may become energetically favorable in order to optimize the kinetic energy. Note that this cannot happen for the spinless system by definition since the filling is naturally limited to one per site by the Pauli exclusion. Therefore, for a spinful system, the liquid to solid crossover is also accompanied by a transition in the spatial density peak oscillatory pattern as the double-occupancy at a higher average density crosses over to the single-occupancy at a lower average density.
As an illustration, we show a comparison between the spinless and spinful systems of N = 6 electrons during the transition to the liquid phase.
In Fig. 4 0 . The transition manifests as the smear out of spatial density peaks in the spinless system; whereas in the spinful system, the number of peaks is reduced to N/2.
system with single-site occupancy, the total number of peaks remains the same and equals the number of electrons. By contrast, the spinful system, starting from the same N -peak structure with single-site occupancy for small d with negligible exchange effect, eventually manifests only three (N/2) spatial density peaks reflecting double site occupancy for large d as the exchange energy becomes significant. Our result is consistent with that of Ref. [10] which uses the Hubbard model instead of the full Coulomb interaction as we do. The same physics also applies at fixed cut-off length d but with varying average density (controlled by the binding potential's strength), as can be seen in Fig. 4(a), (d) , (e). As the average density increases, the wavefunction overlap between neighboring sites increases, also amplifying the exchange energy and as a result causing a shift in the spatial density's oscillatory pattern in the spinful system with a reduction in the number of peaks arising from the double occupancy of sites. Hence, it can be deduced that for larger values of d, the system should also be larger in size to sustain the solid crystalline phase for a fixed number of particles, or in other words, the spinful system typically requires a lower average density for the same effective crystallization compared with the spinless system. This is a simple manifestation of the spinless electrons being already separated by virtue of the Pauli principle compared with the spinful electrons. Application of an external magnetic field to spin-polarize the system (e.g. along the 1D direction so as to minimize any orbital effects) should therefore enhance the effective 1D quantum Wigner crystallization tendency.
To better understand the quantitative aspects of the shift in the spatial density oscillatory patterns of the spinful system, we plot the Fourier transform of Fig. 4(a)-(c) in Fig. 5 . In the spinless case, the peak at 4k F is always enhanced where k F = πρ/2 is the 1D Fermi momentum in terms of the average density ρ. Conversely, this 4k F peak is noticeably suppressed in the spinful liquid phase (albeit being always present in the Coulomb Luttinger liquid). In fact, as emphasized already, the slowly decaying 4k F oscillation is unique to the long-range interacting system and has a much slower spatial decay rate compared with the 2k F oscillation [8] . However, for a finite system, the competition between these two oscillations is also determined by the system size and the details of the mutual interaction (i.e. the value of d), leading to the non-universal existence of an effective finite-size 1D Wigner crystal although there is no such solid phase in the infinite 1D system.
We also perform the same simulations for smaller systems, namely systems of 4 and 2 particles. The above discussed observations apply also in these smaller systems. For N = 2 and 4 also, by increasing the average density or the short-distance cut-off, one can induce crossover from the Wigner crystal phase to the liquid phase. Phenomenologically, this phase transition is marked by the spreading of spatial density peaks for spinless electrons and the merging of the density peaks for spinful electrons. These results for smaller systems are shown in Fig. 6-7 
C. Exchange energy
Our numerical results in Figs. 3-6 show that in the Wigner crystal phase, spinless and spinful electrons manifest similar spatial density profiles with the number of equidistant peaks, with the peak-to-peak separation of a = 1/ρ, being equal to the number of electrons. In the effective crystal phase, the localized spatial density peaks are far apart from each other, resulting in a negligible exchange energy. Conversely, in the liquid phase, the overlap increases and the exchange energy becomes significant. In the liquid phase, therefore, spinless and spinful electrons exhibit a qualitative difference. In this subsection, by studying a simple case of 2 particles, we draw a link between the exchange energy and the solid-to-liquid phase transition. We note that despite its simplicity, as shown in the previous section, two-particle systems show all the features of the phase transition that are present in many-particle systems.
We assume the two-particle wavefunction is built up from the single-particle function
The two-particle wavefunction is then
The '+/-' subscript is for symmetric/ anti-symmetric wavefunction, φ 1 (x) ≡ φ(x−a/2) and φ 2 (x) ≡ φ(x+a/2) with a is the distance between the two peaks. The spinless wavefunction is unequivocally anti-symmetric; whereas spinful one can be either symmetric or antisymmetric in general. We now compute the exchange energy defined as the energy difference between the two configurations
where
and K 0 is modified Bessel function. The exchange energy goes as J ∝ exp −a 2 /(2σ 2 ) . It is noted that the single-particle wavefunctions based method used in the above analytic consideration, also known as the HeitlerLondon method, estimates the correct decaying law with respect to the distance but may give the wrong sign of the exchange energy at large separation a because of the incorrect consideration of the electron mutual avoidance [22, 23] . We therefore do not discuss further the analytical consideration for the exchange energy, instead obtain it directly numerically.
In Fig. 8 , we show the spatial density profile along with the exchange energy obtained numerically from the exact diagonalization during the system transition from the effective solid to the liquid phase through the increasing of the cut-off length d. When the two peaks start to merge, . Simulation results for 4-particle system. The right column shows the Wigner crystal phase occurring at a low average density and a short cut-off length, the middle column shows the liquid phase induced by increasing the average density (through increasing the binding strength), the right column shows the liquid phase a larger cut-off length.
Density (a signaling the solid-to-liquid crossover, the exchange energy decreases to a large negative value, changing by 4 or-
Cut-off length (a0) Figure 8 . The upper panel: spatial density profile of the spinful 2-particle system as the cut-off length varies. The lower panel: the corresponding exchange energy. The exchange energy drops to large negative value at the same point as the two spatial density peaks merge into one. At very short cutoff length (solid phase), the exchange energy is exponentially small.
ders of magnitude in going from the effective solid phase with very small exchange (∼ 10 −6 ) to the liquid phase with a large negative exchange. This shows that the singlet state is now much more energetically favorable than the triplet state, which is not surprising as the ground state must be spin-zero for the total system [24] . Deep in the solid phase, the exchange energy is exponentially small due to the term exp −a 2 /(2σ 2 ) where a is now much larger than σ. In conclusion, for spinful systems, the increase of the magnitude of the exchange energy reflects the preference of doubly-occupied sites (singlet state) over singly-occupied sites (triplet state), leading to the spinful solid-liquid phase transition. Thus, any liquid-to-solid transition must necessarily accompany a huge decrease in the magnitude of the exchange energy, and the exchange energy in the effective solid phase is exponentially small, being essentially zero for all practical purpose [12] . Since the exchange energy in the effective solid phase is likely to be much smaller than the experimental temperature, spin coherence is completely lost in the solid phase, with the thermal spin fluctuations being large.
IV. INTERPOLATION BETWEEN THE ZERO-TEMPERATURE QUANTUM GROUND STATE AND THE CLASSICAL HIGH-TEMPERATURE THERMODYNAMIC STATE
We have established by exact numerical calculations that both classical 1D electron system at finite temperatures (Sec. II) and quantum 1D electron system at T = 0 (Sec. III) manifest a distinct effective 1D crystalline solid phase at high and low average electron densities, respectively. Although there is no strict longrange order in a 1D system in the thermodynamic limit (destroyed by quantum and thermal fluctuations respectively in the quantum and the classical system), our results clearly demonstrate the existence of an effective finite-size Wigner crystal stabilized by Coulomb interaction and manifesting well-resolved peaks in the spatial charge density distribution as well as a well-defined crystalline structure in the spatial density correlation function, as observed experimentally recently [12] . Obviously, quantum and classical regimes must be smoothly connected in a physical system even though the effective crystal phase is preferred at low (high) average densities in the quantum (classical) case. In the current section, we show how to establish the connection between quantum and classical regimes, and smoothly interpolate between them in order to obtain an effective temperature-density Wigner crystal crossover phase diagram for a 1D interacting electron system.
We first introduce a simple model to connect the quantum ground state and the classical thermodynamic state. We note that for a 2D electron system, Hwang et al. theoretically obtained a quantum-classical crossover solidliquid density-temperature phase diagram by appropriately matching the quantum Wigner crystal parameters to the corresponding classical limit [25] . The technique includes estimating the average ratio of the potential energy to the kinetic energy (as a function of average density and temperature) and constraining the ratio to a predetermined constant in order to set the liquid-solid phase boundary. The idea is that larger potential (kinetic) energy would prefer the solid (liquid) phase in both quantum and classical regimes although the kinetic energy is determined by the quantum overlap (temperature) in the quantum (classical) regime. In this paper, we evaluate the solid-to-liquid phase crossover in a similar manner by fixing the ratio between the vibration amplitude and the inter-electron distance. This is not an absolute criterion of course (and indeed there cannot be any absolute criterion since strictly speaking there is no true 1D long-range order), but physically a vibration amplitude smaller (larger) than the inter-electron separation signifies a finite-size crystal (liquid). Our criterion is thus a generalization of the well-known Lindemann criterion for calculating the solid-liquid phase boundary of ordinary materials. We emphasize that the critical density or temperature thus obtained by us for the effective liquid-solid phase diagram depends entirely on the specific Lindemann criterion used in our analysis (which is that the vibration amplitude being equal to the average inter-particle separation defines the liquid-solid crossover line) -if we change the crossover criterion, e.g., by making the necessary vibration amplitude to be much larger (smaller) the inter-particle separation for the solid phase, the critical density will correspondingly increase (decrease) for the transition whereas the critical temperature will do the reverse. Our calculated effective phase diagram, however, should be universal qualitatively.
We start by assuming that each electron is localized at a site and oscillates around that site inside the potential well induced by an external field, which has the form
where L 0 is the binding potential's length controlling the size of the system. For p = 2, U (x) becomes the usual quadratic harmonic potential; for p → ∞, the potential resembles an infinite square well of width L 0 . The repulsive electron-electron interaction is taken to be purely Coulomb 1/|x i − x j |. The collective oscillation of the electrons is obtained through the phonon excitation spectrum. For this purpose, we first calculate the eigenmodes of the system, then address the thermal occupation of each mode using the Bose-Einstein distribution. Thus, we are explicitly considering the "phonon spectra" of the effective 1D Wigner crystal by incorporating the external confinement (defining the finite system) and the inter-electron Coulomb interaction. When the phonon vibration amplitude (including the zero-point motion at T = 0) is large, the crystal is considered to have 'melted' into the liquid phase.
We assume the set of particle positions to be {x i } and x 1 < x 2 < ... < x N without any loss of generality. Because the binding potential is symmetric, we can set a constraint x 1 = −x N , and define the size of the system to be L = x N −x 1 = 2x 1 as well as a new normalized coordinate u i = x i /L. In the new coordinates, u 1 = −u N = 0.5 and |u i | < 0.5 ∀ 1 < i < N . Then the total potential energy is given by
With a fixed set of {u i }, V is minimized as
The RHS of the inequality (18) can be further minimized, giving a set of equilibrium positions {u * i } independent of the size of the binding potential L 0 . With this equilibrium set, the system size L is given by
The squared eigenmode frequencies are obtained by diagonalizing the matrix A defined by
As a consequence, we have
where ω 0i is a constant of the i th mode and independent of the average density ρ or the system size L. The average occupation in each mode is given by the Bose-Einstein distribution
The average vibration amplitude of each electron around its equilibrium position is
Adopting the Lindemann melting criterion, the system is assumed to melt when q is comparable to the lattice period (i.e. c ∼ 1 in Eq. (24) below). Specifically,
where c is a predetermined constant. The specific value of the dimensionless number c is irrelevant for our purpose and in much of our following discussions (although the value of c does determine the critical density/temperature for solid-to-liquid crossover for any given particle number). The actual quantitative phase diagram obviously depends on the precise value of c, but the qualitative details do not. Obviously, for a crystal to be well-defined one expects c 1 since a vibration amplitude comparable to the lattice spacing implies a typical liquid rather than a solid. The theory, however, cannot constrain the value of c, which would depend on the experimental details and may not be unique. (In fact, ρq diverges for a 1D system in the thermodynamic limit as L goes to infinity and Eq. (24) is meaningless.) Our presented results use c = 1 for specificity -increasing (decreasing) c increases (decreases) both the critical density and the critical temperature for the solid to liquid crossover as it manifests a preference for the solid over the liquid phase. In experiments, the choice of c would determine the precise quantitative phase diagram. Note that in the thermodynamic limit, q diverges indicating the strict absence of a 1D crystal, but for any finite N , we can define an effective crystal phase using Eq. (24) and choosing a finite c.
A. Classical limit
The system behaves classically when the spacing between the energy levels is much less than the thermal energy or βω 1. Expanding Eq. (23) in a Taylor series of βω and plugging it into Eq. (24), we have
The condition derived in Eq. (25), therefore, defines the classical liquid-solid phase boundary for the effective 1D Wigner crystal with the basic crossover line being a straight line in the density-temperature phase diagram. It is noted that in the classical limit Γ = ρ/T ≈ V / K , where V is the average Coulomb potential and K ∼ T is the average kinetic energy. This classical limit should apply for T T F where T F ∼ ρ 2 is the Fermi temperature of the 1D system.
B. Quantum limit at zero temperature
As T → 0, βω → ∞, then
Here ρ c defines the critical average density for solid (ρ < ρ c ) and liquid (ρ > ρ c ) quantum Wigner crystallization condition at T = 0. From Eq. (26), it is clear that the product ρq decreases with increasing ρ. Thus, the vibration amplitude of the quantum crystal becomes larger compared with the lattice spacing as the average density increases leading to the preferential melting at higher average densities. This is consistent with our earlier conclusion in the quantum case that the system melts with increasing the electron average density or decreasing the system size at a fixed number of particles.
In Fig. 9 , we show our calculated effective phase diagram in a small system of N = 4 electrons by directly numerically solving Eq. (23) as a function of average density (defined by the binding potential) and temperature. We choose c = 1 for this figure-different values of c give precisely the same qualitative phase diagram. The shaded region has q < c/ρ and can be considered the effective 1D Wigner crystal. At high average densities, the system melts due to quantum fluctuations whereas at high temperatures the system melts due to thermal fluctuations. We also plot the classical limit as calculated from Eq. (25) as a blue straight line. The full solution approaches the classical limit when the temperature is larger than the Fermi temperature given by T F = π 2 ρ 2 /8. At very low average densities, as expected, classical and quantum solutions agree. Note that in Fig. 9 , the pure classical Wigner crystal regime is rather small (the lowdensity regime between the blue and red lines). (23), the blue line is the classical limit given by Eq. (24), and the dashed line is the Fermi temperature. When the temperature is much larger than the Fermi temperature, the phase transition line approaches the classical limit. The phase diagram corresponds to the choice of c = 1
It should be noted that through Eq. (20), ω 0i depends on the exponent of the binding potential through the term (p − 1)pu * p−2 . For |u * | < 0.5, this term decreases with higher exponent p, leading to lower ω 0i ; thus smaller ρ c and larger Γ. The exponent p controls the steepness of the external binding potential (which defines the 1D confinement), i.e. lower p means steeper potential. Intuitively, when the potential is steeper, the particles are drawn more strongly towards the center, and as a result, closer to each other, making the Wigner crystal harder to form since the effective average density in the bulk of the 1D system becomes larger even for the same nominal system size and electron number. The details of the quantum confinement defining the 1D system thus play a direct role in the effective Wigner crystallization phenomenon. The other important quantity defining the 1D Wigner crystal is the effective value of c distinguishing solid and liquid phases -higher the c, more prominent is the solid phase manifesting higher ρ c .
For small systems, the Wigner crystal phase changes non-trivially with increasing number of electrons. In Fig. 10 , we plot the Wigner crystal phase boundary for different sizes of the system. The crystal phase first expands from N = 2 to N = 6, then shrinks at larger values of N . Our numerical simulations indicate that the optimal size N * where the crystal region is maximum decreases as the exponent p of the binding potential increases. Specifically, N * = 8 for p = 2 and N * = 2 for p ≥ 8. These details do not depend on the choice of c, but ρ c and T c (for a specific ρ < ρ c ) do depend on the choice of c. C. Long-range order for larger systems So far, we have discussed the formation of an effective 1D Wigner crystal in a finite system by using various criteria for the spatial charge density distribution and correlation as well as the vibration amplitude for the localized phonon eigenmodes of the finite system. The question now arises on how the physics of the finite system effective Wigner crystallization is modified as the system size increases since the infinite 1D continuum system, by definition, cannot have any true long-range crystalline order. The order is destroyed by quantum fluctuations for T = 0 and by thermal fluctuations for nonzero T . We study the system size dependence of the effective phase diagram and show how increasing the system size systematically suppresses the phase space for the Wigner crystal. Since the precise answer is already analytically known for the T = 0 Luttinger liquid with the long-range 4k F order being suppressed by a slow decay at long distances, we focus on the finite-temperature behavior below for our system size dependent crossover analyses.
We can estimate the effect of the system size by evaluating Γ (in Eq. 25) in the large−N limit
where ω 0 min is the smallest frequency. The remaining task is to evaluate ω 0 min at large N . The upper bound for ω 0 min is obtained by computing v T Av with an arbitrary vector v of length N . We choose a constant vector v i = 1/ √ N and obtain the corresponding upper bound as
To a good precision, it can be assumed that in the equilibrium state, the particles are equally separated, and then we can estimate the leading terms of Eq. (28) as
The lower bound of Γ is thus lim
demonstrating explicitly that there is no solid or crystal phase in the 1D large-size limit. We illustrate this conclusion in Fig. 11 numerically by recalculating the effective 1D phase diagram of Fig. 10 but with N = 52−62 (other parameters are kept exactly the same). We see directly that the crystal phase shrinks continuously as the particle number increases and it is clear that for large N there is no crystalline phase in the 1D interacting system. It is noted that comparing Fig. 11 and Fig. 10 , the temperature scale decreases sharply, while the critical average density ρ c decays much more slowly, specifically ρ c ≈ 1.7 a 0 for N ∼ 50. This remarkable effect is due to the slowly decaying law e −C √ ln x of 4k F oscillation in a Luttinger liquid. This implies that effective long range spatial order persists to rather large system sizes in the 1D Coulomb interacting system, enabling the clear observation of an effective 1D Wigner crystal crossover phase up to rather large system sizes even at finite temperatures.
V. CONCLUSION
We have theoretically studied by exact numerical techniques for small 1D Coulomb interacting systems the spatial density distribution, the density correlation, and the eigenmode vibration properties at zero and finite temperatures in both quantum and classical limits. For the zero-temperature case, we show that with spinless particles, the N −crest (N is the number of electrons) spatial density-peak pattern always exists solely due to Pauli exclusion, but these spatial density peaks are enhanced strongly with decreasing the average density because of Coulomb repulsion, thus simulating the formation of an effective 1D Wigner crystal in a finite system. By considering the density convolution, the effective crystal phase is more distinguishable through the interaction-induced enhancement of the oscillatory pattern. With spinful particles, when the on-site interaction is infinity (i.e. no short-distance cut-off), the physics is essentially identical to the spinless system as now Coulomb repulsion ensures Pauli exclusion by keeping the electrons apart, strongly suppressing the exchange energy. Thus, in the Coulomb limit, the exchange energy is negligible for the effective crystalline phase even for the spinful system. When the on-site interaction strength is reduced (e.g. by introducing a short-distance cut-off on the Coulomb repulsion) there is an oscillatory pattern shift from 4k F to 2k F , as expected on general grounds for a Luttinger liquid interacting via the long-range interaction. This 4k Foscillation is the hallmark of the effective Wigner crystal formation in a Coulomb Luttinger liquid. In general, the T = 0 effective quantum crystal characteristics associated with distinct spatial density peaks are strongly enhanced when the average electron density decreases. Furthermore, the crystal-like density correlations associated with the slowly decaying 4k F oscillations are present at all average densities with the oscillation amplitude decreasing with increasing average density. For high temperatures, by using the exact classical partition function, we show that the spatial density profile exhibits the same N -crest signature as in the quantum case except now the crest amplitudes decrease with increasing temperature or decreasing average density. These finite-temperature spatial density peaks are enhanced sharply when the average density increases at a fixed temperature in contrast to the zero-temperature quantum limit.
One important result of this paper is that we are able to connect the two limits for the effective 1D Wigner crystallization (and interpolate smoothly between the quantum and the classical regime) using a model of excited phonons to calculate the vibration amplitudes of the localized electron motion, and consequently using the Lindemann melting criterion to define the solidliquid transition. We obtain the resultant 1D effective finite size Wigner crystal phase diagram in the densitytemperature space, finding that there exists an isolated density-temperature region where the system exists in an effective 1D Wigner crystal phase for small system sizes. We find that the quantitative aspects of the effective Wigner crystallization depend crucially on the details of the confinement potential creating the 1D system as well as on the precise Lindemann criterion (i.e. what fraction of the lattice constant the phonon amplitude can equal before melting into the liquid phase), but the qualitative phase diagram is universal. For the reasonable criterion that the solid (liquid) phase is defined by the phonon amplitude smaller (larger) than the crystal lattice constant, we find a critical density of ρ c ≈ 1.5 a −1 0 which translates to an effective critical dimensionless r s parameter (ratio of the classical Coulomb energy to the quantum Fermi energy) ∼ 1, which should be contrasted with the corresponding critical r s ∼ 30 (2D) and 100 (3D) for higher dimensional quantum Wigner crystallization. Thus, although a strict Wigner crystal does not exist in 1D at T=0, the effective Wigner crystal is actually quite dominant in 1D being present already for Coulomb interaction comparable to the noninteracting kinetic energy of the system because of the singular importance of interaction effects in 1D. It is somewhat ironic that, in spite of the absence of true long-range order in infinite 1D systems, Coulomb interaction makes the effective long-range order strongly prevalent in finite 1D Colomb systems. In some sense an effective quantum Wigner crystal is present at all densities at T = 0 although the spatial periodic crystalline density peaks are suppressed slowly as average density increases. Similarly, the approximate maximum T c for classical effective Wigner crystallization appears to be 0.1 − 0.5 Hartree for systems up to ∼ 50 electrons in size, which is again a relatively large temperature scale. The classical Wigner crystallization happens in our finite 1D Coulomb system for Γ ∼ 1.58 (see Fig. 9 ) to be contrasted with the corresponding higher-dimensional results, Γ ∼ 170 (3D) and 120 (2D), thus indicating a relatively high transition temperature T c for the classical 1D effective Wigner crystallization since T c ∼ 1/Γ. We also show how this crystal region in the phase diagram shrinks very slowly as the number of particle increases. This result may help guide future experiments in searching for 1D Wigner crystal in 1D systems with a finite number of electrons. Our obtained effective phase diagram should also be directly relevant to experiments. In particular, our predicted thermal melting of the 1D Wigner crystal should be directly observable in the experimental set up of Ref. [12] where raising temperature at a fixed average density (i.e. fixed electron numbers in the nanotube of a fixed length) should lead to a strong suppression of the spatial density peaks in accordance with our qualitative phase diagram with lower average density manifesting a lower melting temperature.
