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Abstract
We consider a discrete map proposed by M. Kopel that models a nonlinear Cournot duopoly consisting of a market structure
between the two opposite cases of monopoly and competition. The stability of the ﬁxed points of the discrete dynamical system
is analyzed. Synchronization of two dynamics parameters of the Cournot duopoly is considered in the computation of stability
boundaries formed by parts of codim-1 bifurcation curves. We discover more on the dynamics of the map by computing numerically
the critical normal form coefﬁcients of all codim-1 and codim-2 bifurcation points and computing the associated two-parameter
codim-1 curves rooted in some codim-2 points. It enables us to compute the stability domains of the low-order iterates of the map.
We concentrate in particular on the second, third and fourth iterates and their relation to the period doubling, 1:3 and 1:4 resonant
Neimark–Sacker points.
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1. Introduction
The ﬁrst well-known model which gives a mathematical description of competition in a duopoly market dates back
to the French economist Cournot [13] with the highlighted characteristics:
• Competing ﬁrms produce goods that are perfect substitutes.
• Both ﬁrms must consider the actions and reactions of the competitor.
• Each ﬁrm forms expectations of the other ﬁrm’s output in order to determine a proﬁt maximizing quantity to produce
in the next time period (this situation is called strategic interdependence).
The model that he presented has been much studied for its ability to generate complex dynamics and also because of
its more general foreshadowing of game theory. It has often been noted that the Cournot equilibrium is but a special
case of the Nash Equilibrium [21], the more general formulation used by modern industrial organization economists
in studying oligopoly theory.
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Recently, several works have shown that the Cournot model may lead to complex behaviors such as cyclic and
chaotic, see, for example [1,17,22–24]. Among the ﬁrst to do this was Puu [22,23] who found a variety of complex
dynamics arising in the Cournot duopoly case including the appearance of attractors with fractal dimension. Dynamics
of a Cournot game by players with bounded rationality has been studied in [5]. Local stability of a duopoly game with
heterogeneous expectation has been studied in [4]. Multistability, cyclic and chaotic behavior of a Cournot game have
been studied in [9], where in the model the reaction functions have the form of the logistic map. Some preliminary
results on the local bifurcations of a Kopel map were obtained in [17]. Explicit boundaries of local stability of the
ﬁxed point of a Kopel map have been derived in [2]. Basins of attraction in a Kopel map have been studied in [8].
Other studies on the dynamics of oligopoly models with more ﬁrms and other modiﬁcations include Ahmed and
Agiza [6], Agiza [1] and Agiza et al. [3]. The development of complex oligopoly dynamics theory has been reviewed
in [25].
In this paper we consider the general case of a duopoly model, see [2], introduced in [17] with positive adjustment
coefﬁcient . The main aim is to investigate the overall dynamic behavior of the model when > 0 and to compute
stability domains of the ﬁrst, second, third and fourth iterates of themap. In Section 2we introduce themodel and discuss
the general stability and branching of the ﬁxed points. In particular, we compute analytically the critical normal form
coefﬁcients in the case of period doubling bifurcations to reveal sub- or supercriticality. In Section 3 we concentrate on
the economically relevant case 1 and numerically compute curves of codim-1 bifurcations and the critical normal
form coefﬁcients of codim-2 bifurcation points, using the new software CL_MATCONTM [14,16]. These tools enable us
to compute stability boundaries of 2, 3 and 4-cycles. Furthermore, by considering the critical normal form coefﬁcients
of the R4 resonance point, we determine the bifurcation scenario of the map near this point.
In Section 4 we brieﬂy describe R3 and R2 bifurcation points in the region > 1 which is of no interest for the
economic model. In Section 5 we summarize our results and draw some conclusions.
2. The map and the local stability analysis of its ﬁxed points
The model that we use is a two-dimensional map described in [17,2]. Two ﬁrms are homogeneous with regard
to their expectation formation and the action effect on each other. The duopoly Kopel model assumes that at each
discrete time t the two ﬁrms produce the quantities x1(t) and x2(t), respectively, and decide their productions for the
next period x1(t + 1) and x2(t + 1). The time evolution of the model is determined by the two-dimensional map
T : (x1(t), x2(t)) → (x1(t + 1), x2(t + 1)) deﬁned by
T :
{
x1(t + 1) = (1 − )x1(t) + x2(t)(1 − x2(t)),
x2(t + 1) = (1 − )x2(t) + x1(t)(1 − x1(t)), (1)
where  and  are two model parameters. The positive parameter  measures the intensity of the effect that one ﬁrm’s
actions has on the other ﬁrm. Firms do not change their productions according to the computed optimal productions
(i.e., the ‘logistic’ reaction functions) but they prefer to choose a weighted average between the previous production
and the computed one, with weights 1 −  and , respectively;  is called the adjustment coefﬁcient. The meaning of
the model implies that the parameter  ∈ [0, 1]. However, it is best to ignore this restriction in a ﬁrst global study of
the properties of the model, cf. [2].
2.1. Fixed points of the map
Bifurcation of maps have been studied intensively in the literature, cf [20,12,11,10]. A comprehensive discussion is
given in [18]. We further use the recent results in [16,19].
The ﬁxed points of (1) and their stability were studied analytically in [2, Section 2.1–4]. We summarize the obtained
results brieﬂy. For  = 0, the ﬁxed points of (1) are the solutions to
x∗1 = x∗2 (1 − x∗2 ), x∗2 = x∗1 (1 − x∗1 ). (2)
Besides the trivial solution E1 : (x∗1 , x∗2 ) = (0, 0), a positive symmetric ﬁxed point exists for > 1, given by E2 :
(x∗1 , x∗2 ) = ((− 1)/, (− 1)/).
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Fig. 1. Stable regions of Ei, i = 1, 2, 3, 4.
Two further nonsymmetric Nash Equilibria, given by
E3 : (x∗1 , x∗2 ) =
(
+ 1 + √(+ 1)(− 3)
2
,
+ 1 − √(+ 1)(− 3)
2
)
, (3)
and its (x1, x2) → (x2, x1) reﬂection E4, exist for 3.
The study of the local stability of ﬁxed points is based on the linearization of (1). In an equilibrium point the Jacobian
J (x1, x2) of (1) has the eigenvalues:
1,2 = (1 − ) ± 
√
(1 − 2x1)(1 − 2x2). (4)
Depending on the values of x1 and x2, these may be real or form a conjugate complex pair. A ﬁxed point of (1) is
stable if
|j |< 1, j = 1, 2. (5)
Proposition 2.1. The equilibrium solution E1 is asymptotically stable for (, ) ∈ S(E1) where
S(E1) =
{
(, )|0< < 1, 0< < 1() =
2
1 + 
}
.
It loses stability via a ﬂip bifurcation when crossing the threshold 1(), 0< < 1 and via branching along = 1.
Proof. The stability boundaries of E1 can be derived by imposing the stability conditions (5). These boundaries were
computed in [2] and are presented in Fig. 1 (S(E1)).
What remains to be proved is that E1 loses its stability and bifurcates to a new branch of ﬁxed points at  = 1. To
do this we show that the discriminant of the algebric branching equation (ABE), see [16], is positive. We consider the
Jacobian matrix FX = [Tx − I |T], evaluated in E1 that is(−  0
 − 0
)
. (6)
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This matrix is clearly rank deﬁcient along  = 1. We ﬁrst compute vectors 1,2 and  which form a basis for the
null space of N([Tx − I |T]) and N([Tx − I |T]∗), respectively. Possible choices are
1 =
(
1√
2
,
1√
2
, 0
)T
, 2 = (0, 0, 1)T, =
(
1√
2
,
1√
2
)T
.
Now we consider the ABE:
c11
2 + 2c12	+ c22	2 = 0, (7)
where cjk = 〈, F 0YYjk〉, for j, k = 1, 2. Here the 2 × 3 × 3 tensor F 0YY is given by
F 0YY (:, :, 1) =
(
0 0 0
−2 0 (1 − x1) − x1
)
, (8)
F 0YY (:, :, 2) =
(
0 −2 (1 − x2) − x2
0 0 0
)
, (9)
F 0YY (:, :, 3) =
(
0 (1 − x2) − x2 0
(1 − x1) − x1 0 0
)
. (10)
We now obtain c11 = −
√
2, c12 = , c22 = 0. So the discriminant of (7), c212 − c11c22 = 2 > 0 is clearly positive.
This shows that we have a branch point when = 1. 
Proposition 2.2. E2 is asymptotically stable for (, ) ∈ S(E2) = S(E21) ∪ S(E22) where
S(E21) =
{
(, )|1< < 2, 0< < 21() =
2
3 − 
}
,
and
S(E22) =
{
(, )|2< < 3, 0< < 22() =
2
− 1
}
.
It loses stability via a ﬂip bifurcation point on the boundaries of
(i) = 21(), 1< < 2.
(ii) = 22(), 2< < 3.
Furthermore, it loses stability via a branch point when = 1 and 3.
Proof. The stability domain of E2 is given in [2] and presented in Fig. 1 (S(E2)). By the same procedure as in
Proposition 2.1, we can show that E2 bifurcates to the branches of ﬁxed points E1 and E3(E4) at  = 1 and 3,
respectively. 
Proposition 2.3. E3 (E4) is asymptotically stable for (, ) ∈ S(E3) = S(E31) ∪ S(E32) where
S(E31) =
⎧⎪⎨
⎪⎩(, )|3< < 1 +
√
5, 0< < 31() =
2
1 +
√
5 − (− 1)2
⎫⎪⎬
⎪⎭ ,
and
S(E32) =
{
(, )|> 1 + √5, 0< < 32() =
2
(− 1)2 − 4
}
.
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It loses stability:
(i) via a ﬂip point when = 31(), 3< < 1 +
√
5.
(ii) via a Neimark–Sacker bifurcation point when = 32(), > 1 +
√
5.
Moreover, it loses stability and bifurcates to the branch of E2 ﬁxed points along = 3.
Proof. The stability boundaries of E3 were computed in [2] and are sketched in Fig. 1 (S(E3,4)). It is easy to prove
that E3 bifurcates to a branch of ﬁxed points E2 at = 3, by the same procedure as in Proposition 2.1. 
Proposition 2.4. The ﬂip bifurcation in Proposition 2.1 is subcritical.
Proof. We show that E1 undergoes a subcritical ﬂip when  = 2/(1 + ), 0< < 1. It is sufﬁcient to show that the
critical normal form coefﬁcient b,
b = 16 〈p,C(q, q, q) + 3B(q, (I − A(1))−1B(q, q))〉, (11)
derived by the parameter-dependent center manifold reduction is negative, see [18, Chapter 8 and 16], where A(1) is
the Jacobian of (1) at E1, B(., .) and C(., ., .) are the second and third order multilinear forms, respectively, p and q
are the left and right eigenvectors of A(1), respectively. These vectors are normalized by 〈p, q〉 = 1, 〈q, q〉 = 1, where
〈., .〉 is the standard scalar product in R2. We obtain
q =
(
q1
q2
)
= p =
(
p1
p2
)
=
( 1√
2
− 1√
2
)
, (12)
[B(q, q)]1 =
n∑
j,k=1
2((1 − )x1 + x2(1 − x2))
xjxk
qjqk = −2q2q2 = −, (13)
[B(q, q)]2 =
n∑
j,k=1
2((1 − )x2 + x1(1 − x1))
xjxk
qjqk = −2q1q1 = −. (14)
Let 
= (I − A(1))−1B(q, q), then we have 
=
( 
−1

−1
)
and ﬁnd
[B(q, 
)]1 = −q2
2 =
√
2
2
− 1 , [B(q, 
)]2 − q1
1 = −
√
2
2
− 1 . (15)
Since the third ordermultilinear formC(q, q, q) is zero, the critical normal formcoefﬁcient b is given by b=2/(−1).
It is clear that b< 0, since 0< < 1 and > 0 in S(E1). 
Proposition 2.5. The ﬂip point in Proposition 2.2 is sub- or supercritical in cases (i) and (ii), respectively.
Proof. First we consider case (i) and show that the ﬂip point is subcritical. It is sufﬁcient to show that b< 0 where b
is deﬁned in (11). The normalized left and right eigenvectors for A(2) are given by
q =
(
q1
q2
)
= p =
(
p1
p2
)
=
( 1√
2
− 1√
2
)
, (16)
where A(2) is the Jacobian of (1) at E2. B(q, q) is given by
[B(q, q)]1 = −2q2q2 = −, [B(q, q)]2 = −2q1q1 = −. (17)
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We proceed with the computation of 
= (I − A(2))−1B(q, q) and obtain

=
( 
1−

1−
)
, b = 
2
1 −  . (18)
So b< 0, since 1< < 2 and > 0 in S(E2).
In case (ii) we obtain b = 2/3(− 1). So b> 0, since 2< < 3 and > 0 in S(E2). 
Proposition 2.6. The ﬂip bifurcation in Proposition 2.3 is subcritical.
Proof. Similar to the previous cases we show that the critical normal form coefﬁcient b< 0. The Jacobian matrix (1)
at E3 (E4) is
A(3) =
(
1 −  −(1 + √(+ 1)(− 3))
−(1 − √(+ 1)(− 3)) 1 − 
)
, (19)
and has a multiplier −1 when = 2/(1 +
√
5 − (− 1)2), 3< < 1 + √5. The left and right eigenvectors associated
to the eigenvalue −1 are given by
q =
( −√4 − 2 + 2
−1 +√−3 + 2 − 2
)
, p =
(−1 +√−3 + 2 − 2
−√4 − 2 + 2
)
. (20)
To avoid complicated computations we do not normalize p and q, since rescaling does not change the sign of b provided
〈p, q〉> 0 (it can be proved easily that this is the case). B(q, q) is computed as:
B(q, q) =
⎛
⎜⎜⎜⎝
4(−1 +
√
(−3 + 2 − 2)2)
(1 +√4 − 2 + 2)(−4 + 2 − 2)
− 4
(1 +√4 − 2 + 2)
⎞
⎟⎟⎟⎠ . (21)
The vector 
= (I − A(3))−1B(q, q), is given by

=
⎛
⎜⎜⎜⎜⎝
2(−1 +
√
(−3 + 2 − 2)2
(+ 1)(− 3)(−4 + 2 − 2) +
2(1 + √(+ 1)(− 3))
(+ 1)(− 3)
2(−1 + √(+ 1)(− 3))(−1 +
√
(−3 + 2 − 2)2)
(+ 1)(− 3)(−4 + 2 − 2) −
2
(+ 1)(− 3)
⎞
⎟⎟⎟⎟⎠ . (22)
B(q, 
) can be computed from (20) and (22):
B(q, 
)=
⎛
⎜⎜⎜⎝
−8(12−4
2+8+√(−3+2−2)2−2√(−3+2−2))(−1+√(−3+2−2))2
(4−2+2) 32 (−3)(+1)(1+√(4−2+2))
−8(−6−6
√
(−3+2−2)+22−4+√(−3 + 2 − 2)2 − 2√(−3 + 2 − 2))2
(−4 + 2 − 2)(− 3)(+ 1)(1 +√4 − 2 + 2)
⎞
⎟⎟⎟⎠ . (23)
Finally, the normal form coefﬁcient b can be computed:
b = −576(
2 − 2− 2√−3 + 2 − 2− 2)2
(1 +√4 − 2 + 2)(−4 + 2 − 2)2 . (24)
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We will prove that the factor h1() = 2 − 2 − 2(
√−3 + 2 − 2 + 1) in (24) is positive when 3< < 1 + √5.
Equivalently we have to prove that (2 −2−2)2 −4(2 −2−3)0. Since dh1/d()=4(−1)(2 −2−4)< 0,
h1(3) = 1 and h1(1 +
√
5) = 0, we conclude h10. So b< 0. 
We remark that our numerical evidence indicates that the Neimark–Sacker bifurcation in Proposition 2.3 is supercrit-
ical. This is based on the numerical computation of the normal form coefﬁcient d (see [18, Chapter 8 , 16]). However,
we were not able to prove this analytically.
3. Numerical bifurcation analysis in the economically relevant region
In this section we concentrate on the region 1 which is economically relevant. Since a complete analytical
bifurcation study of the iterates of (1) is not feasible, we perform a numerical bifurcation analysis by using the
MATLAB package CL_MATCONTM, see [14,16]. The bifurcation analysis is based on continuation methods, tracing
out the solution manifolds of ﬁxed points while some of the parameters of the map vary, see [7].
3.1. Numerical bifurcation of E2
By continuation of E2 with  = 2.5 and  free, we see that E2 loses stability via a supercritical PD point when
crossing the hyperbola =22(). A stable 2-cycle is given byC2={X21, X22} whereX21 =(0.658212, 0.658212),X22 =
(0.527341, 0.527341), for = 1.366229. This 2-cycle loses stability at a supercritical PD point (of the second iterate)
for  = 1.490763. A stable 4-cycle is given by C4 = {X41, X42, X43, X44} where X41 = (0.3851221, 0.479532),X42 =
(0.745563, 0.649279), X43 = (0.479532, 0.38512201),X44 = (0.649279, 0.745563).
The multipliers of the ﬁxed point of the fourth iterate in X41 are 0.406438 and 0.129274. This 4-cycle with the
parameter values is depicted in Fig. 2. We note that the 4-cycle is invariant under the reﬂection (x1, x2) → (x2, x1).
This 4-cycle loses stability via a supercritical Neimark–Sacker bifurcation.
Stability regions of the 2-cycles (S,i2 , i = 1, 2, 3) and 4-cycles (S,i4 , i = 1, 2, 3) are given in Fig. 3. They stretch
into the economically relevant region 1. In this ﬁgure the regionsS,22 and
S,2
4 indicate bistability of 2- and 4-cycles
with E3 (E4), respectively. We note that the stability region of the 2-cycle is bounded by the PD2 curve and a curve of
branch points of the second iterate, when 3. This curve of branch points bifurcates from the LPPD point on the PD
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Fig. 2. A stable 4-cycle for = 1.509191 and = 2.5.
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curve of the original map. This curve is shown by ∗ in Fig. 3 and is completely in the economically relevant region.
We note that the LPPD point is on the boundary of the economically relevant region.
3.2. Numerical bifurcation study of E3 (E4)
We now do a continuation of the ﬁxed point E3 starting from  = 4,  = 0.1 in the stable region bounded by the
curve = 32(). The parameter  is free, we call this Run 1:
label= NSm, x= (0.904508 0.345492 0.400000)
normal form coefficient of NSm = -7.372800e+000
A supercritical Neimark–Sacker bifurcation point is detected for =0.4. Thus, the ﬁxed pointE3 (E4) is transformed
from stable to unstable through an NS point at which a closed invariant curve is created around the unstable ﬁxed point
E3 (E4). We now compute the Neimark–Sacker curve, by starting from the NS point in Run 1, with free parameters 
and , this is Run 2:
label = R4 , x = ( 0.849938 0.439960 1.000000 3.449490 0.0000 )
normal form coefficient of R4 : A = -3.000000e+000 + -2.019371e-017i
label = R3 , x = ( 0.825542 0.476627 1.500000 3.309401 -0.500)
normal form coefficient of R3 : Re(c_1) = -1.333333e+000
label = R2 , x = ( 0.809017 0.500000 2.000000 3.236068 -1.00 )
normal form coefficient of R2 : [c , d] = 1.340433e+003, -3.351046e+003
A picture of the Neimark–Sacker curve of Run 2 is given in Fig. 3.
Since the R2 and R3 points are not in the region 1 we postpone their study to Section 4.
We now consider the R4 point in Run 2. Since |A|> 1, two cycles of period 4 of the map are born. A stable
4-cycle for  = 0.990844 and  = 3.466353 is given by C4 = {X1, X2, X3, X4} where X1 = (0.841774, 0.407047),
X2 = (0.836685, 0.461186), X3 = (0.861140, 0.473539), X4 = (0.864133, 0.4150395). We present this cycle in
Fig. 4. We note that it is not invariant under the reﬂection (x1, x2) → (x2, x1). The multipliers in X1 are 1 =0.901140
and 2 = 0.675526, conﬁrming the stability of the 4-cycle.
To determine the stability domain of the 4-cycle we compute in Run 3 two branches of fold curves of the fourth
iterate, emanating from the R4 point, by switching at the R4 point. These fold curves exist because |A|> 1, where A
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Fig. 4. A stable 4-cycle for = 0.9999617 and = 3.449802.
is the normal form coefﬁcient of the R4 point. The stable ﬁxed points of the fourth iterate exist in the wedge between
the two fold curves. We note that there is no bistability with ﬁxed points of the original map.
label = CP, x = (0.849982 0.439945 0.999745 3.449889)
normal form coefficient of CP s= 4.009280e+002
label = LPPD , x = (0.841586 0.354516 0.935299 3.566686)
normal form coefficient of LPPD :[a/e , be]=
2.574002e+000, -5.829597e+001
label = CP, x = ( 0.849982 0.439945 0.999745 3.449889 )
normal form coefficient of CP s= 4.009280e+002
label = LPPD , x = ( 0.836428 0.522216 1.071080 3.486079 )
normal form coefficient of LPPD :[a/e , be]=
1.733856e+000, -2.471512e+001
Two cusps, CP, and two LPPD bifurcation points are detected on the fold branches of the fourth iterate. The CP
points are merely the R4 point from which we started. We can further compute the stability boundaries of the 4-cycle
by computing the ﬂip curve of the fourth iterate rooted at the detected LPPD points. The stable region S4 of C4 is
bounded by two fold curves and a ﬂip curve of the fourth iterate, see Fig. 5. Furthermore, if we continue the ﬁxed point
of the fourth iterate starting from X1, it loses stability via a supercritical PD point where = 3.545530. It means that
a stable 8-cycle is born when > 3.545530.
We note that we have bistability of three different 4-cycles in a region bounded by the curves of the PD of the second
iterate, a fold and the PD curve of the fourth iterate. This region is shown as S4,4 in Fig. 6. Furthermore, we have a
small bistability region of two 4-cycles and a 2-cycle. This bistability region is shown as S2,4 in Fig. 6.
4. Bifurcations of E3 (E4) in the region > 1
Now we consider the R2 point computed in Run 3 of Section 3.2. Since the ﬁrst component of the normal form
coefﬁcient c=1.340433e+003 is positive, the bifurcation scenario near the R2 point is analogous to [18, Fig. 9] (case
s = 1). For the parameter values in the wedge between the PD (31) and NS (32) curves, the map has an unstable
2-cycle that coexists with a stable ﬁxed point.
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Fig. 5. Two fold bifurcation curves of the fourth iterate emanate from the R4 point in (,) space.
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Fig. 6. Bistability regions of 4-cycles, 2-cycles and ﬁxed points.
Next we consider the resonance 1:3 point in Run 3 of Section 3.2. Since its normal form coefﬁcient is negative, the
bifurcation picture near the R3 point is qualitatively the same as presented in [18, Fig. 9]. In particular, there is a region
near the R3 point where a stable invariant closed curve coexists with an unstable ﬁxed point. For parameter values
close to the R3 point, the map has a saddle cycle of period three.
Furthermore, a Neutral Saddle bifurcation curve of ﬁxed points of the third iterate emanates. We compute this curve
by branch switching at the R3 point of Run 5. This curve is presented in Fig. 7. Further, a stable 3-cycle exists not far
from the R3 point (this is not guaranteed by the theory but it is found in many examples, e.g [15]). The stability region
of this cycle is bounded by fold and NS bifurcation curves of the third iterate of the map (S3). These boundary curves
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Fig. 7. Two stability boundary curves (LP and NS) for the stable 3-cycle, together with the NS curve of Run 3 and the curve of Neutral Saddle
bifurcation points of the third iterate.
are given in Fig. 7. We have bistability of the ﬁxed point E3 (E4) with the ﬁxed point of the third iterate of the map in
the region that is bounded by the fold and NS curves and the hyperbola = 32().
5. Conclusions
We studied the dynamical behavior of the Kopel model and computed the stability boundaries of 2-, 3- and 4-cycles.
We showed analytically that the trivial ﬁxed point E1 undergoes a subcritical ﬂip bifurcation when  = 1(). The
nontrivial symmetric ﬁxed point E2 loses its stability via a subcritical ﬂip point when crossing the curve  = 21(),
whereas it loses stability along the curve = 22() via a supercritical ﬂip point.
For E3 (E4) the transition of stability to unstability is possible via a subcritical ﬂip point when crossing the curve
=31() and via a supercritical Neimark–Sacker point when crossing the curve =32(). E1 branches to E2 along
= 1 and E2 branches to E3 (E4) when = 3.
In the case of E2, the stability domain of the 2-cycle is bounded by two ﬂip curves of the ﬁrst and second iterates
when 1< 3 and by ﬂip and branch point curves of the second iterate when 3. These stability domains are shown
as S,i2 , i = 1, 2, 3 in Fig. 3. We have bistability of E3 (E4) and a 2-cycle in S,22 . The stability domain of the 4-cycle
is bounded by curves of ﬂip and Neimark–Sacker bifurcations of the second and fourth iterates, respectively. These
stability domains are shown as S,i4 , i = 1, 2, 3 in Fig. 3. Moreover, we have bistability of E3 (E4) and a 4-cycle in
S,24 .
In the case of E3 (E4), the stability domain of the 4-cycle is bounded by two branches of fold curves and a ﬂip curve
of the fourth iterate, and shown as S4 in Fig. 5.
The stability domain of the 3-cycle is bounded by curves of fold and Neimark–Sacker bifurcations of the third iterate;
we have bistability of the ﬁxed point of the map and the 3-cycle.
We have bistability of three different 4-cycles in S4,4 in Fig. 6 and bistability of two 4-cycles and a 2-cycle in 
S
2,4
in Fig. 6.
We note that for  ∈ [0, 1], the stability regions of cycles are economically interesting. This applies to the stability
of 2- and 4-cycles in Fig. 3, stability of the 4-cycle in Fig. 5, bistability of two 4-cycles as well as bistability of 2- and
4-cycles in Fig. 6.
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