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Abstract
The existence of even or odd diagonals in doubly stochastic matrices depends on the number of positive elements in the matrix.
The optimal general lower bound in order to guarantee the existence of such diagonals is determined, as well as their minimal
number for given number of positive elements. The results are related to the characterization of even doubly stochastic matrices in
connection with Birkhoff’s algorithm.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction and preliminaries
A classical result by G. Birkhoff states that the permutation matrices are precisely the vertices of the polyhedron
deﬁned by the doubly stochastic matrices, see e.g. [7]. By deﬁnition, a doubly stochastic matrix is a real nonnegative
square matrix whose sum of each row and each column amounts to 1. So far it is not clear how to determine whether a
given doubly stochastic matrix is even, i.e. a convex combination of even permutation matrices. A conjecture by Mirsky
[6] on a characterization of such matrices by means of diagonal sums failed to be true, see [1]. The present paper is
devoted to the existence of even and odd diagonals in doubly stochastic matrices. These diagonals play an important
role in the reﬁned Birkhoff algorithm that might lead to the desired characterization of even doubly stochastic matrices.
The set of all doubly stochastic n× n matrices will be denoted by n, the symmetric group on n elements by Sn and
the alternating group by An. We say that a permutation  ∈ Sn is contained in a real matrix A= (aij )n×n or a diagonal
of A if
n∏
i=1
ai(i) = 0, (1)
which will be denoted by  ≺ A. For further matrix theoretical terminology we refer to [5].
In 1916, König [4], see also [3], has already shown that any doubly stochastic matrix possesses a diagonal and,
thereby, is a convex combination of permutation matrices using Birkhoff’s algorithm, see e.g. [3].
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Unless precision is required, we shall identify a permutation  ∈ Sn with the matrix P = ((i)k)n×n. The identity
matrix in Rn will be denoted by I or In. The polyhedron of even doubly stochastic matrices, i.e. the convex hull of the
alternating group An in n will be denoted by n. Accordingly, a convex combination of odd permutation matrices
will be called an odd doubly stochastic matrix. Note that this apparent parity is neither exclusive nor complete: There
are doubly stochastic matrices that are even and odd, e.g. 1
n
(1)n×n for n3, while there are others that are neither even
nor odd, e.g. 12 (I + (12)). Conceivably, we call a matrix A totally even (respectively, totally odd) if no odd permutation(resp. no even permutation) is contained in A. In order to decide whether a given matrix A ∈ n is totally odd or totally
even, we only have to consider B := −1A with  ≺ A and  ∈ Sn\An or  ∈ An, respectively. Then I ≺ B, and A is
totally odd or totally even iff each cycle contained in B is of odd length. This reduces the control of total parity or total
imparity to the observation of odd cycles.
For a n × n-matrix A, we denote by P(A) = (pij )n×n the (0, 1)-matrix verifying
pij = 1 ⇐⇒ aij = 0,
and by p(A) the number of positive elements of A. Moreover, we introduce
e(A) = #{ ∈ An| ≺ A}, (2)
o(A) = #{ ∈ Sn\An| ≺ A}. (3)
It readily follows that
e(A) = 12 (per(P (A)) + det(P (A))), (4)
o(A) = 12 (per(P (A)) − det(P (A))). (5)
Introduce
en = min{p ∈ N|∀A ∈ n, p(A)p ⇒ ∃ ∈ An with  ≺ A}
and
on = min{p ∈ N|∀A ∈ n, p(A)p ⇒ ∃ ∈ Sn\An with  ≺ A}.
Evidently,
on = en,
and a main result of this paper consists in the precise determination of en,
en = n
2 + 6n
4
+ 1 + (−1)
n+1
8
,
see Section 5. Moreover the minimal number of even diagonals for given number p of positive elements will be
determined for values of p between n and en in Section 6. Some elementary estimates of en are deduced as follows.
Proposition 1.1. For n ∈ N∗ we have
3n − 2en n
2 + n
2
+ 1.
Proof. Set
Tn = 1
n − 1
n∑
j=2
(1j) = 1
n − 1
⎛
⎜⎜⎜⎜⎜⎝
0 1 · · · · · · 1
1 n − 2 0 · · · 0
... 0 n − 2 . . . ...
...
...
. . .
. . . 0
1 0 · · · 0 n − 2
⎞
⎟⎟⎟⎟⎟⎠ .
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Then Tn is totally odd and doubly stochastic. Thus
en >p(Tn) = 3(n − 1) i.e. en3n − 2.
Next, suppose that A = (aij )n×n ∈ n with  ≺ A. Then I ≺ −1A. If a−1(i)ka−1(k)i = (−1A)ik(−1A)ki > 0 for
some k = i, then
(ki) ≺ −1A ⇐⇒ (ki) ≺ A
and, therefore,A is neither totally odd nor totally even. In particular, this conclusion is valid, ifA has at least n(n−1)2 +n+1
positive elements. This permits to conclude that
en
n2 + n
2
+ 1. 
2. Determinants
In this section, we study eventual links between the determinant of a doubly stochastic matrix and its parity. For two
combinants, we can state:
Lemma 2.1. For  ∈ [0, 1] and ,  ∈ An
det(+ (1 − ))0,
while for ,  ∈ Sn\An,
det(+ (1 − ))0,
Proof. First note that det(+ (1 − ))= det(−1 + (1 − )I) in the even case and = − det(−1 + (1 − )I) in
the odd one. Set = −1 and decompose
det(+ (1 − )I) =
n∏
i=1
(	i + (1 − )),
where the 	1, . . . , 	n are the eigenvalues of . If 	i is not real, then 	i is an eigenvalue of  and with 	i = x + iy, we
have
(1 − + 	i )(1 − + 	i ) = (1 − + x)2 + 2y20.
The only possible real eigenvalues of  are −1 and 1, where −1 is of even multiplicity, since det = 1 = sign . Thus
the corresponding factors (1 − − ) = 1 − 2 appear in det(+ (1 − )I) an even number of times. This shows
det(+ (1 − )I)0. 
Lemma 2.2. Any A ∈ 3 satisﬁes det A0. Moreover, any odd matrix in 3 satisﬁes det A0.
Proof. If A ∈ 3, then A = aI3 + b(123) + (1 − a − b)(132) with a ∈ [0, 1] and b ∈ [0, 1 − a], thus
A =
(
a b 1 − a − b
1 − a − b a b
b 1 − a − b a
)
and
det(A) = a
∣∣∣∣ a b1 − a − b a
∣∣∣∣+ b
∣∣∣∣b 1 − a − ba b
∣∣∣∣+ (−1 + a + b)
∣∣∣∣ b 1 − a − b1 − a − b a
∣∣∣∣
= 3ab + 1 − 3a − 3b + 3a2 + 3b2 =
(
a + b − 1
2
)2
+
(
3b − 1
2
)2
0.
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The second assertion follows readily from the identity
det(a(12) + b(13) + (1 − a − b)(23)) = − det(aI3 + b(123) + (1 − a − b)(132)). 
Lemma 2.3. A doubly stochastic matrix A ∈ 3 with det A0 needs not be even, while A ∈ 3 with det A0 needs
not be odd.
Proof. A ∈ 3 can be write as A= a(12)+ b(13)+ c(23)+ (123)+
(132)+ I3 where the coefﬁcients are positive
and their sum amounts to 1:
A =
( + c a +  b + 


+ a + b + c
+ b 
+ c a + 
)
.
Thus det A = −(c + a + b +  + 
 + )(c2 − ac − cb − 
2 +  − 2 − ba − 2 + 
 + 
 + a2 + b2). Choosing
= 12 , a = 14 and b = 14 , we have
A = 1
4
(2 1 1
1 3 0
1 0 3
)
.
A is neither even nor odd and det A = 116 (−3 + 15)0. Moreover det(12)A< 0, and (12)A is neither even
nor odd. 
Lemma 2.4. For n4, an even doubly stochastic matrix A can have negative determinant.
Proof. Introduce the set of ﬁxpoint free even permutations A∗n and the even doubly stochastic matrix
En = 1
n − 1
⎛
⎜⎜⎝
0 1 . . . 1
1
. . .
. . .
...
...
. . .
. . . 1
1 . . . 1 0
⎞
⎟⎟⎠= 1#A∗n
∑
∈A∗n
.
Then an easy calculation yields
det En =
( −1
n − 1
)n−1
.
Thus, for n even, det En < 0. For odd n, we can choose the even matrix
(
En−1
0
0
1
)
having negative determinant. 
We conclude that the determinant cannot characterize even doubly stochastic matrices. Next, we study the doubly
stochastic matrices of maximal or minimal determinant. Note that the determinant of a doubly stochastic matrix lies in
the interval [−1, 1], since all eigenvalues lie in the unit disk. In order to show the main theorem, we need the following
preparation.
Lemma 2.5. The number 1 is the only eigenvalue of a permutation matrix  iff = I.
Proof. If  contains a cycle  of length m, 2mn, in its decomposition of disjoint cycles, then  possesses a root of
unity exp( 2i
m
) = 1 as an eigenvalue. 
Theorem 2.6. Let be A ∈ n. Then | det A| = 1 iff A ∈ Sn.
Proof. Clearly A ∈ Sn ⇒ | det A| = 1. Next suppose that
A =
∑
i∈I
aii , i ∈ Sn, ai > 0,
∑
i∈I
ai = 1
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with minimal number of combinants #I2. We reason by induction on #I . If #I = 2 then A= a11 + (1 − a1)2 and
as in the proof of Lemma 2.1,
| det A| = | det(−12 A)| = | det(a11−12 + (1 − a1)I)| =
n∏
i=1
|(1 − a1) + a1	i |,
where 	i are the eigenvalues of 1−12 = I. Since the eigenvalues of a doubly stochastic matrix are contained in the
closed unit disk, all factors in the r.h.s. product are of modulus less or equal to 1. Since by Lemma 2.5 1−12 has some
eigenvalues different from 1, |(1 − a1) + a1	i |< 1 at least for one root 	i . Thus | det A|< 1.
Now suppose m := #I > 2. Then
| det A| =
∣∣∣∣∣det
(
m−1∑
i=1
aii
−1
m + amI
)∣∣∣∣∣ .
Introduce
A′ = 1
1 − am
m−1∑
i=1
aii
−1
m .
Then
| det(A)| = | det((1 − am)A′ + amI)| =
n∏
i=1
|(1 − am)	i + am|,
where the 	i denote the eigenvalues of A′. By induction hypothesis and by Lemma 2.5, |(1 − a1) + a1	i |< 1 at least
for one eigenvalue 	i of A′. This permits to conclude that | det A|< 1. 
3. The matrices Rn
The lower bound for en can be reﬁned with the aid of the following nonnegative matrices.
Deﬁnition 3.1. Set u2 = 4 and for n3, set recursively
un = un−1 +
⌈n
2
⌉
+ 1.
Note that
un = un−2 +
⌈n
2
⌉
+
⌈
n − 1
2
⌉
+ 2 = un−2 + n + 2.
Moreover, by Deﬁnition 3.1 and by induction, we are led to the formulae
un =
⎧⎪⎨
⎪⎩
n2 + 6n
4
if n ∈ 2N∗,
n2 + 6n + 1
4
if n ∈ 2N + 1.
In the following matrices, let ∗ denote any positive element. Set
R3 =
(∗ 0 ∗
∗ ∗ 0
0 ∗ ∗
)
, R4 =
⎛
⎜⎝
∗ 0 ∗ ∗
∗ ∗ 0 0
0 ∗ ∗ 0
0 ∗ 0 ∗
⎞
⎟⎠ , R5 =
⎛
⎜⎜⎜⎝
∗ 0 ∗ ∗ 0
∗ ∗ 0 0 0
0 ∗ ∗ 0 ∗
0 ∗ 0 ∗ ∗
∗ 0 0 0 ∗
⎞
⎟⎟⎟⎠ ,
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and for n5
Rn =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
∗ 0 ∗ ∗ 0 0 ∗ ∗ 0 0 ∗ ∗ · · ·
∗ ∗ 0 0 0 0 0 0 0 0 0 0
0 ∗ ∗ 0 ∗ ∗ 0 0 ∗ ∗ 0 0
0 ∗ 0 ∗ ∗ ∗ 0 0 ∗ ∗ 0 0
∗ 0 0 0 ∗ 0 0 0 0 0 0 0
∗ 0 0 0 0 ∗ 0 0 0 0 0 0
0 ∗ 0 0 ∗ ∗ ∗ 0 ∗ ∗ 0 0
0 ∗ 0 0 ∗ ∗ 0 ∗ ∗ ∗ 0 0
∗ 0 0 0 0 0 0 0 ∗ 0 0 0
∗ 0 0 0 0 0 0 0 0 ∗ 0 0
0 ∗ 0 0 ∗ ∗ 0 0 ∗ ∗ ∗ 0
0 ∗ 0 0 ∗ ∗ 0 0 ∗ ∗ 0 ∗
...
. . .
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
n×n
.
In detail, the elements of Rn = (rij )n×n do not vanish as follows:
∀i ∈ {1, . . . , n} : rii = 0
∀i, k ∈ {1, . . . , n}, k = i : rik = 0 ⇐⇒
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
⎧⎪⎨
⎪⎩
k ∈ 4N + 3 or k ∈ 4N∗
and
i ∈ 4N∗ + 1 or i ∈ 4N + 2
or⎧⎪⎨
⎪⎩
k ∈ 4N∗ + 1 or k ∈ 4N + 2
and
i = 1
or⎧⎪⎨
⎪⎩
k = 1
and
i ∈ 4N + 3 or i ∈ 4N∗.
Theorem 3.2. Rn is totally even.
Proof. The matrix R3 is easily seen to be totally even. For R4, any  ≺ R4 cannot be a transposition. If (2)= 1, then,
(1) = 3 or (1) = 4, and, thereby, (3) = 2 or (4) = 1, respectively. As (132) and (142) are even, it remains to test
for (2) = 2. But in this case = I. Thus, R4 is totally even.
In the general case n4, we proceed by induction on n. Assume that Rn−1 is totally even. Let  ≺ Rn. In order to
show that  is even, we have to distinguish two cases.
First suppose n ∈ 4N∗ or n ∈ 4N+ 3. If (1) = n, then (n)= n, and the restriction of  to {1, . . . , n− 1} belongs
to An−1. If (1) = n, then (n) = i with i ∈ 4N∗ + 1 or 4N + 2. But, by construction, (i) = 1 or i. Thus = (1ni).
Next suppose n ∈ 4N∗ + 1 or n ∈ 4N + 2. If (n) = n the restriction of  to {1, . . . , n − 1} belongs to An−1. If
(n) = 1, then (1) = i with i ∈ 4N∗ or 4N + 3. But, by construction, (i) = j where j ∈ 4N∗ + 1 or 4N + 2. If
j = n then, (j) = 1 or n, which is impossible. Thus j = n and = (1in). 
Now, we determine the number of positive elements of Rn, p(Rn). We set p(R2) = 3 and note that p(R3) = 7.
Theorem 3.3.
∀n2 : p(Rn) = un − 1.
Proof. By induction on n and distinction of the following cases.
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If n ∈ 4N∗, let be n = 4k. Then
p(Rn) = p(Rn−1) + 1 + 2 + #{4i + 1|i = 1, . . . , k − 1} + #{4i + 2|i = 1, . . . , k − 1}
= un−1 − 1 + 2k + 1
= un−1 + n2 + 1 − 1 = un − 1.
If n ∈ 4N∗ + 1, let be n = 4k + 1. Then
p(Rn) = p(Rn−1) + 2 + #{4i + 3|i = 0, . . . , k − 1} + #{4i|i = 1, . . . , k}
= un−1 − 1 + 2 + 2k
= un−1 +
⌈n
2
⌉
= un − 1.
If n ∈ 4N + 2, let be n = 4k + 2. Then
p(Rn) = p(Rn−1) + 2 + #{4i + 3|i = 0, . . . , k − 1} + #{4i|i = 1, . . . , k}
= un−1 − 1 + 2 + 2k
= un−1 + n2 = un − 1.
If n ∈ 4N + 3, let be n = 4k + 3. Then
p(Rn) = p(Rn−1) + 2 + #{4i + 1|i = 1, . . . , k} + #{4i + 2| i = 0, . . . , k}
= un−1 + 2k + 2
= un−1 +
⌈n
2
⌉
= un − 1. 
4. Doubly stochastic reducible matrices
Lemma 4.1. Suppose that B ∈ n is reducible with  ∈ Sn, i.e.
−1B=
(
B1 C
0 B2
)
.
Then, C = 0.
Proof. Let r be an integer such as B1 is a r-square matrix and B2 a (n − r)-square matrix. Denoting B = (bij )n×n we
ﬁnd
r∑
j=1
n∑
i=1
bij = r .
As bik = 0 for i > r and kr ,
r∑
j=1
r∑
i=1
bij = r .
Considering the n − r last rows, we have
n∑
j=r+1
n∑
i=r+1
bij =
n∑
j=1
n∑
i=r+1
bij = n − r .
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As B is doubly stochastic, we conclude
n =
n∑
j=1
n∑
i=1
bij =
r∑
j=1
r∑
i=1
bij +
r∑
j=1
n∑
i=r+1
bij +
n∑
j=r+1
r∑
i=1
bij +
n∑
j=r+1
n∑
i=r+1
bij
= n +
n∑
j=r+1
r∑
i=1
bij . 
We note in passing the following graph theoretical application.
Corollary 4.2. Any two distinct connected directed components of the digraph associated to a doubly stochastic matrix
B are totally separated, i.e. there is no path between the two of them.
Proof. Let V be a connected directed component of the digraph in question and let B1 and B2 denote the irreducible
matrices associated to the union of the remaining components and V, respectively. By a suitable labeling of the vertices
and by induction, we can assume that B has the form
B =
(
B1 C
0 B2
)
.
By Lemma 4.1, C = 0, i.e. there is no path from V to any other vertex outside V. 
5. Existence of even diagonals
Theorem 5.1.
∀n2 : on = en = un.
Proof. For n = 2, and n = 3 the assertion is plain. For n4, set
I = {4N + 3} ∪ {4N∗} ∩ {i ∈ N|in}, J = {4N + 2} ∪ {4N∗ + 1} ∩ {j ∈ N|jn}
and introduce the doubly stochastic matrix
A =
∑
i∈I, j∈J

ij (1ij) +
1
2
In,
where

ij > 0 and
∑
i∈I, j∈J

ij =
1
2
.
Then P(A) = P(Rn) and p(A) = un − 1 and, thereby, A is totally even. This shows onun.
Suppose B ∈ n, p(B)un and B reducible. By Lemma 4.1, with B1 a r-square matrix, B2 a (n− r)-square matrix,
the decomposition
−1B=
(
B1 N
0 B2
)
leads to N = 0. Then, because er + en−r − 2 r2+6r4 + (n−r)
2+6(n−r)
4 − 2, we have er + en−r − 2en. So, we can
conclude by a recursive argument.
Now, suppose B ∈ n with p(B)un, and B irreducible. If  ∈ Sn\An is contained in B, we consider C := −1B.
The matrix C is totally even, irreducible and has at least un positive elements. By [2], we know that P(C) is a n × n
positive matrix with per(P (C))− det(P (C))> 0, since un n2+6n4 >  (n+1)
2
4 +n− 1. Then o(C)> 0 and C contains
an odd permutation as well as B. Thus, B cannot be totally even, which permits to conclude enun. 
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6. Minimal number of even diagonals
Let n and p be given integers. In this section, we want to determine the minimal number of even diagonals contained
in a n-square doubly stochastic matrix with p positive elements. For that purpose we introduce the following quantity:
Deﬁnition 6.1. en(p) = min{e(A)| A ∈ n, p(A) = p}.
Now, we calculate the values of en(p) of interest, i.e. for npen.
Theorem 6.2. For n3
en(p) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
0 if p = n,
−∞ if p = n + 1,
1 if p = n + 2,
0 if p = n + 3,
1 if p = n + 4,
0 if n + 5pen − 1,
1 if p = en.
Proof. If p(A) = p = n, then A = (12) ∈ n does not contain any even diagonal and en(n) = 0. The case p = n + 1
is impossible, because a doubly stochastic matrix with one combinant is a permutation matrix and with at least two
combinants satisﬁes p(A)n + 2. Thus en(n + 1) = −∞.
If p(A) = p = n + 2, then A = + , where  and  are two permutations with
∃!(j, j ′) ∈ {1, . . . , n}2, j = j ′,
{(j) = (j),
(j ′) = (j ′),
(i) = (i), ∀i = j, i = j ′.
Then (j) = (j ′) and (j ′) = (j), which shows that  = ((j ′)(j ′)) ◦ . As their quotient is a transposition,
e(A) = o(A) = 1 and en(n + 2) = 1.
For p = n + 3, the following matrix is doubly stochastic and totally odd with p = n + 3:
A = 1
2
((12) + (23)) = 1
2
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 1 0 0 · · · 0
1 0 1
...
...
0 1 1 0
...
0 · · · 0 2 . . . ...
...
. . .
. . . 0
0 · · · · · · · · · 0 2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Thus en(n + 3) = 0.
Suppose p = n + 4. Note that if n = 3, then n + 4 = e3 and
A =
(∗ ∗ ∗
∗ ∗ 0
∗ 0 ∗
)
∈ 3
has only one even diagonal. Thus e3(p) = 1. For n4 we have to distinguish three cases.
First case: If a doubly stochastic matrix A with p positive elements, contains two diagonals  and  in Sn\An, with
| ∩ | = #{i|(i) = (i)} = n − 4, then  = −1 ∈ An and #supp() = 4. Thus, say,  = (ij)(kl). But the matrix
ISn + P contains (ij) and (kl). By the fact that  ◦ (ij) ∈ An,  ◦ (kl) ∈ An and
 ◦ (ij) ≺ + ,
 ◦ (kl) ≺ + 
we deduce that  ◦ (ij) ≺ A,  ◦ (kl) ≺ A, and e(A)2.
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Second case: If a doubly stochastic matrix A with p positive elements, contains two diagonals  and  in Sn\An, with
| ∩ | = n − 2, then, by a similar argument e(A)e(+ ) = 1.
Third case: LetA be a doubly stochasticmatrix, such that two diagonals (, ) ∈ S2n contained inA fulﬁll |∩|=n−3
(the case n − 1 is not possible). Then
−1A = I + (ijk) + (ij l) + · · · .
Without loss of generality, we can suppose i = 1, j = 2, k = 3, l = 4, i.e.
−1A =
⎛
⎜⎜⎜⎜⎝
∗ ∗
∗ ∗ ∗
∗ ∗ · · ·
∗ ∗
...
⎞
⎟⎟⎟⎟⎠ .
But p(−1A)n + 5, which is excluded. Thus, en(p)1. Finally, for n4 the matrix
A = 1
2
(In + (1432)) = 12
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 1 0 · · · 0
1 1 0 0
...
...
0 1 1 0
...
...
0 0 1 1
...
...
0 · · · · · · 0 2 . . . ...
...
. . .
. . . 0
0 · · · · · · · · · · · · 0 2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
∈ n
has n + 4 positive elements, and has only one even diagonal. This permits to conclude that en(p) = 1 for n4 and
p = n + 4.
For p = n + d with 5dn, distinguish whether d is even or not.
First case: For d odd, write d = 2r − 1 with r ∈ N\{0, 1, 2}, r <n. The matrix
A = 1
r
r+1∑
j=2
(1j) = 1
r
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1 · · · · · · 1 0 · · · 0
1 r − 1 0 · · · · · · · · · · · · 0
... 0 r − 1 . . . ...
...
...
. . .
. . .
. . .
...
1 0
. . . r − 1 . . . ...
0
...
. . . r
. . .
...
...
...
. . .
. . . 0
0 0 · · · · · · · · · · · · 0 r
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
has p(A) = 3r + n − (r − 1) = 2r + n − 1 = n + d positive elements and satisﬁes en(A) = 0.
Second case: For d even, write d = 2. Introduce the matrices
A =
(
B 0 0
0 In−−3 0
0 0 C
)
,
B = 1
− 1
∑
j=2
(1j) = 1
− 1
⎛
⎜⎜⎜⎜⎜⎝
0 1 · · · · · · 1
1 − 2 0 · · · 0
... 0 − 2 . . . ...
...
...
. . .
. . . 0
1 0 · · · 0 − 2
⎞
⎟⎟⎟⎟⎟⎠
×
,
C = 1
2
(0 1 1
1 0 1
1 1 0
)
.
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B is totally odd by construction, C and In−−3 are totally even. Then A is totally odd,
A = 1
− 1
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1 · · · · · · 1
1 − 2 0 · · · 0
... 0 − 2 . . . ...
...
...
. . .
. . . 0
1 0 · · · 0 − 2
0×n−−3 0×3
0n−−3×
− 1 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 − 1
0n−−3×3
03× 03×n−−3
0
− 1
2
− 1
2
− 1
2
0
− 1
2
− 1
2
− 1
2
0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
and
A = 1
d
2
− 1
d/2∑
j=2
(
1
2
(1j)((n − 2)(n − 1)n) + 1
2
(1j)((n − 2)n(n − 1))
)
.
Finally p(A) = 3− 3 + n − − 3 + 6 = 2+ n = d + n and e(A) = 0.
Suppose 2np3n − 3. First, we observe that for n = 2 or n = 3, this is equivalent to p = 2n = 4 or p = 2n = 6,
respectively. These cases were already treated. For n = 4, the case p = 2n = 8 was already treated as well. For p = 9
the matrix
A = 1
3
⎛
⎜⎝
0 1 1 1
1 2 0 0
1 0 2 0
1 0 0 2
⎞
⎟⎠ ∈ 4
does not contain any even diagonal so e(A) = 0. For n5, set d = p − n. Then nd2n − 3.
First case: If d is odd and d = 2r − 1, 2r = d + 12n − 2 ⇒ rn − 1. Again we ﬁnd the totally odd matrix
A = 1
r
r+1∑
j=2
(1j) = 1
r
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1 · · · · · · 1 0 · · · 0
1 r − 1 0 · · · · · · · · · · · · 0
... 0 r − 1 . . . ...
...
...
. . .
. . .
. . .
...
1 0
. . . r − 1 . . . ...
0
...
. . . r
. . .
...
...
...
. . .
. . . 0
0 0 · · · · · · · · · · · · 0 r
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
with p(A) = 3r + n − (r − 1) = 2r + n − 1 = n + d .
Second case: For d even, write d = 2 with d2n − 4 i.e. n − 2. If n − 3, then the matrix
A = 1
d
2
− 1
d/2∑
j=2
(
1
2
(1j)((n − 2)(n − 1)n) + 1
2
(1j)((n − 2)n(n − 1))
)
is totally odd with p(A) = 3− 3 + n − − 3 + 6 = 2+ n = d + n.
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Third case: For d = 2n − 4 with n5. The matrix
A = 1
2(n − 3)
n−2∑
j=2
(1j) + 1
2
(12n(n − 1))
i.e.
A = 1
2(n − 3)
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 n − 2 1 · · · 1 0 0
1 n − 4 0 · · · 0 ... n − 3
... 0 2n − 7 . . . ... ... 0
...
...
. . .
. . . 0
...
...
1 0 · · · 0 2n − 7 0 ...
n − 3 0 · · · · · · 0 n − 3 0
0 · · · · · · · · · 0 n − 3 n − 3
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
n×n
is totally odd and has 3(n − 2) − 3 + 5 = 3n − 4 = n + d positive elements.
For 3n− 2pen − 1, note ﬁrst that necessarily n5. In order to show that en(p)= 0, we have to distinguish two
cases.
First case: 3n − 2pen−1 i.e. 3(n − 1) − 2< 3(n − 1)p − 1en−1 − 1. By induction on n, there exists a
(n − 1)-square totally even doubly stochastic matrix Fn−1 with p(Fn−1) = p − 1. Thus
Fn =
(
Fn−1 0
0 1
)
is totally even doubly stochastic matrix with p(Fn) = p.
Second case: en−1 <pen − 1. Set k = p − en−1 − 10, thus ken − 1 − en−1 − 1 = n2  − 1.
For n ∈ I , (I and J are deﬁned as in Section 5), write n = 4+ 3 or n = 4+ 4 with > 0, then
#J = #{4i + 2| i = 0, . . . , } + #{4i + 1| i = 1, . . . , } = 2+ 1 =
⌈n
2
⌉
− 1.
We can extract from J a subset J ′ whose cardinal is k#J . Thus the matrix
B =
∑
i∈I, i =n, j∈J

ij (1ij) +
1
2
In +
∑
j∈J ′

nj (1nj)
with

ij > 0 and
∑
i∈I, i =n, j∈J

ij +
∑
j∈J ′

nj =
1
2
is a doubly stochastic matrix, totally even and has en−1 − 1 + 1 + 1 + k = p positive elements.
For n ∈ J , write n = 4+ 1 or n = 4+ 2 with > 0, then
#I = #{4i + 3| i = 0, . . . , − 1} + #{4i|i = 1, . . . , } = 2=
⌈n
2
⌉
− 1.
We can extract from I a subset I ′ with k#J elements. Then the matrix
B =
∑
i∈I, j∈J, j =n

ij (1ij) +
1
2
In +
∑
i∈I ′

nj (1in)
with

ij > 0 and
∑
i∈I, j∈J, j =n

ij +
∑
i∈I ′

in =
1
2
is a doubly stochastic matrix, totally even and has en−1 − 1 + 1 + 1 + k = p positive elements.
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Finally, for p = en, Theorem 5.1 guarantees that a n-square doubly stochastic matrix with en positive elements has
at least one even diagonal. Set
A = 1
3
(12) +
∑
i∈I, j∈J

ij (1ij) +
1
3
In
with

ij > 0 and
∑
i∈I, j∈J

ij =
1
3
.
Then p=p(Rn)+1=en and, (12)A has exactly one even diagonal. The latter fact follows readily from the construction
of the matrix Rn and by using some arguments in the proof of Theorem 3.2. 
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