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ABSTRACT
Data intensive workﬂows consume and generate large amounts
of data. Strategies employed to stage data in and out of
compute resources can often have a signiﬁcant impact on
the overall execution of a workﬂow. We study the rela-
tionships between data placement services that perform the
staging and workﬂow managers that control the release of
computational jobs. We describe a framework that classiﬁes
data staging strategies into decoupled, loosely-coupled and
tightly-coupled modes, based on the degree of their interac-
tion with the workﬂow manager. We present the results of
simulation studies that investigate the eﬀect of decoupled,
loosely-coupled and tightly-coupled data staging strategies
on synthetic workﬂows resembling those from real world sci-
entiﬁc applications.
Categories and Subject Descriptors
C.4 [Performance of Systems]: Performance attributes
General Terms
Design, Experimentation, Performance
Keywords
Data management, Workﬂow execution
1. INTRODUCTION
Scientiﬁc communities are increasingly adopting compu-
tational workﬂows [1, 2] for describing and executing their
data analysis and visualization processes in Grids and other
distributed environments. Computational workﬂows allow
scientists to depict complex analysis processes as composi-
tions of several thousands of tasks or jobs that each consume
and produce a relatively small number of data items. Over-
all execution of computational workﬂows on the Grid in-
volves several components in addition to Grid resources and
schedulers on those resources: First, a workﬂow planner (for
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example, Pegasus [3]) determines several run time parame-
ters for the execution of the workﬂow that may also include
matching computational jobs to Grid resources and deter-
mining the locations of input data items. Next, a workﬂow
execution manager such as DAGMan [4] enforces dependen-
cies among jobs in the workﬂow. Third, metaschedulers (for
example Condor-G [5]), manage the submission of jobs to
compute resources and monitor their progress. Addition-
ally, local schedulers on compute resources assign processors
to jobs according to policies speciﬁed by individual resource
providers. In this paper, we will refer to the components
mentioned above, but note that alternative execution models
for the Grid may involve additional or diﬀerent components
(e.g. [6]).
Typically, the inputs to data intensive computational work-
ﬂows are staged into computational resources before individ-
ual tasks execute. In addition, data sets that are produced
by a workﬂow are typically staged oﬀ a compute node onto
storage systems after workﬂow execution completes. Ad-
ditional data transfer operations may be required to move
intermediate data products from nodes where they are pro-
duced to nodes where they will be consumed by other jobs
in the workﬂow. If storage space on a node is limited, these
stage out operations may need to be performed before addi-
tional computations can run on that node. Some workﬂow
planners, including Pegasus, explicitly generate data stag-
ing tasks to move data on and oﬀ computational nodes be-
fore and after task execution while maintaining appropriate
control ﬂow dependencies. Thus, data staging and transfer
operations are typically included in workﬂow planning and
are submitted, executed and monitored like computational
jobs by the workﬂow manager and metascheduler.
The creation of data transfer jobs involves several data
management decisions. These include identifying the loca-
tions of the data items to be staged in; choosing among avail-
able replicas; selecting destination storage systems for stage
out operations; and selecting transfer protocols and parame-
ters, such as the number of concurrent transfers. Once these
parameters are selected, they are usually not changed unless
execution of the workﬂow fails and the planning phase is re-
peated for another attempt at execution.
We propose to oﬄoad many of the data management oper-
ations typically performed by a workﬂow management sys-
tem to a data placement service (DPS) that can perform
data stage in and stage out operations with the goal of
achieving greater parallelism in the distributed environment
and higher performance for workﬂow execution.Our contributions in this paper are as follows: First, we in-
troduce a framework that characterizes data staging strate-
gies based on the degree of communication and interaction
between a workﬂow management system and a data place-
ment service. We also describe the advantages and disad-
vantages of employing diﬀerent data staging strategies and
describe scenarios where one approach may be preferred over
another. Second, we describe the design and implementation
of a simulator capable of simulating the end-to-end execu-
tions of scientiﬁc workﬂows. Third, we describe the results
of a simulation study that evaluates the impact of various
data staging strategies on synthetic workﬂows resembling
those from real world scientiﬁc applications.
In our study, we accounted for delays due to the various
components involved in workﬂow execution and modeled the
functionality of a data placement service. As other com-
monly utilized Grid simulators did not provide this capabil-
ity, we developed a simulator that models these components
and studied the impact of using diﬀerent data staging strate-
gies on the execution of scientiﬁc workﬂows of various scales.
We restrict the scope of our initial simulations to the execu-
tion of a single workﬂow on a single computational cluster.
We focus on performance metrics important to users exe-
cuting workﬂows on the Grid such as the total time taken
to execute the workﬂow. In the future, we expect to simu-
late the execution of multiple workﬂows in an opportunistic
setting on multiple shared resources and focus on additional
metrics such as resource utilization that are important to
resource providers.
The rest of this paper is organized as follows: In Sec-
tion 2, we describe our framework for characterizing data
staging strategies. In Section 3, we describe the design and
implementation of our simulator. We present the results of
our simulation studies in Section 5. We discuss related work
in Section 6 and conclude with an outline of directions for
future research.
2. A FRAMEWORK FOR DATA STAGING
STRATEGIES
In this section, we describe a framework for classifying
data staging strategies for workﬂow execution based on the
level of interaction between the data placement service and
the workﬂow management system. We describe modes that
can be employed with existing data placement services and
workﬂow managers as well as those that require additional
functionality in these components.
2.1 Decoupled data staging
In the decoupled data staging mode (Figure 1), data place-
ment operations are carried out with minimal interaction
with a workﬂow management system. For example, a decou-
pled system might prefetch input data items before workﬂow
execution is initiated and moves data products to storage re-
sources after workﬂow execution has terminated. The DPS
is provided with a list of input data items and a deadline
by which they need to be staged into diﬀerent compute re-
sources. There need not be any interaction between the
DPS and the workﬂow manager while computational jobs
are executed. For staging out data, the DPS is provided
with a list of data products and the time after which they
can be transferred out of compute resources. While this ap-
proach is relatively simple, it requires the knowledge of when
Figure 1: Decoupled data placement
workﬂows are expected to be executed. This is typically the
case when users provision or reserve compute and storage
resources at Grid sites.
To handle failures in the Grid or missed deadlines by the
DPS, additional functionality may be built into the DPS
and the workﬂow manager. For example, the DPS may be
conﬁgured to retry failed transfers or to stage-in data from
other replicas. The workﬂow manager may be conﬁgured to
retry execution of computational jobs that fail due to the
absence of inputs, with suitable delays between retries.
A disadvantage of decoupled data staging is that all the
data items occupy space on the compute resource even though
they may be required only for small intervals during work-
ﬂow execution. This may impact workﬂows run by other
users on the same shared resources. In Sections 2.2 and 2.3,
we consider data staging strategies that perform data move-
ment operations within the scope of workﬂow execution and
therefore occupy storage resources for shorter durations.
Figure 2: Loosely-coupled data placement2.2 Loosely-coupled data staging
In the loosely-coupled data staging mode (Figure 2), there
is limited interaction between the workﬂow manager and the
data placement service, with the workﬂow manager submit-
ting transfer jobs to the DPS. This is in contrast to the de-
coupled mode 1, where the data movement operations were
initiated by the workﬂow submitter.
Data placement operations and the execution of compu-
tational jobs may be performed concurrently. Some data
aware workﬂow managers may understand the relationships
between computational tasks and the data items that are
consumed and produced by those tasks. Such workﬂow man-
agers may explicitly request the staging-in of the required
inputs. By contrast, other workﬂow managers such as DAG-
Man do not invoke a separate DPS, but schedule transfer
jobs created by Pegasus like any other computational job
without understanding the relationships between data items
and computational jobs.
To take advantage of any inherent parallelism in the work-
ﬂow, intuitively, each computational job should be preceded
by a transfer job that stages-in only the data required by
that job. However, this comes at a cost, as each transfer
job may be processed by all or most of the workﬂow exe-
cution components, leading to signiﬁcant overheads in the
execution of data intensive workﬂows. Further, data move-
ment services may be subjected to high loads if the workﬂow
manager releases several transfer jobs concurrently. To over-
come these issues, the planner may create a small number
of transfer jobs to perform all of the data staging opera-
tions. In our framework, these decisions are handed over to
the DPS, which restricts the number of concurrent transfers
at any time. The DPS can also identify relationships be-
tween input ﬁles and computational jobs (perhaps utilizing
rich “hints” provided by the planner) and order transfers to
exploit the parallelism in the workﬂow. For example, the
planner may identify a set of compute jobs that need to be
executed together for greater eﬃciency and therefore, need
their data to be staged in together as well.
Most of the strategies that transfer input data “on de-
mand” based on the computational jobs that are ready to
be executed can be regarded as loosely-coupled data staging
strategies. These approaches do not take advantage of the
relationships between data items and computational jobs, in
contrast to the approaches we consider under tightly-coupled
data staging.
2.3 Tightly-coupled data staging
In the tightly-coupled data staging mode (Figure 3), we
envision the workﬂow manager to be integrated with a data
placement service. This integration can result in a single log-
ical entity that releases both computational jobs and data
transfer jobs in a coordinated manner. Alternatively, the
integration could result in a separate workﬂow manager and
DPS that communicate extensively and share a signiﬁcant
amount of state. The workﬂow manager can then alter the
order of release of computational jobs based on data avail-
ability and potential constraints on storage resources and
data management services, while continuing to respect con-
trol ﬂow dependencies between jobs. We now discuss two
scenarios where this approach is beneﬁcial:
Figure 3: Tightly coupled data placement
2.3.1 Distribution of loads on data managementser-
vices during execution
Typically, the execution of a data intensive workﬂow in-
volves staging in large amounts of data at the start of the
execution and staging out large amounts of data towards
the end of execution. This may be because many of the jobs
running later depend on intermediate products generated
by jobs that executed earlier. Alternatively, this may be
because the workﬂow manager releases all jobs at the same
depth in the workﬂow before releasing jobs at subsequent
depths. Such a data access and generation pattern results
in periods of high loads on data management services in the
Grid at the start and the end of workﬂow execution. A
more workﬂow manager that can distinguish between data
movement operations and computational tasks may be able
to identify independent paths of execution in the workﬂow
and release computational jobs in a manner that distributes
data transfer loads across the entire workﬂow execution.
2.3.2 Scheduling on storage constrained resources
Often, storage is not a limitation on compute nodes. How-
ever, data intensive workﬂows consuming and generating
large amounts of data may aﬀect other workﬂows utilizing
the same shared ﬁle systems. If a storage system runs out
of space, execution of several jobs in the same workﬂow may
also fail. Recently, Ramakrishnan et al. [7] have studied the
eﬀects of including clean-up jobs in the workﬂow that delete
input data items and intermediate data items that are no
longer needed at appropriate points in the workﬂow. In-
tegrating data management with workﬂow execution allows
for the eﬀective management of space on storage constrained
resources. For example, an integrated system could recog-
nize when the storage system is running out of free space
and schedule computational jobs to allow for the execution
of clean-up jobs as soon as possible. This approach requires
good estimates for sizes of data products and run times ofcomputational jobs that could be obtained from earlier ex-
ecutions of similar workﬂows. Additionally, the workﬂow
manager needs to be equipped with timeout mechanisms to
avoid deadlocks in execution.
In this section, we have presented a classiﬁcation of data
staging strategies based on the degree of interaction between
the workﬂow manager and the data placement service. We
have described the advantages and disadvantages of each
strategy in relation to the overall execution of the work-
ﬂow. In Section 5, we describe results from simulations that
evaluated the impact of these strategies on various scien-
tiﬁc workﬂows. Next, in Section 5, we describe the design
and implementation of our simulator and demonstrate how
it models workﬂow execution in real Grid-like environments.
3. SIMULATORDESIGNANDIMPLEMEN-
TATION
Measurement of the data staging strategies described in
Section 2 would require possibly coordinated and exclusive
access to many Grid resources and services. To study the
eﬀects of diﬀerent data staging strategies in isolation, we de-
veloped a simulation model of the workﬂow execution sys-
tem. To model the considerable overheads of the workﬂow
manager, the metascheduler and scheduling entities on clus-
ters and the functionality of the data placement service, we
incorporated signiﬁcant additions into the GridSim [8] simu-
lator, as illustrated in Figure 4. With this new simulator, we
can simulate the end-to-end execution of planned workﬂows
on the Grid.
Table 1: Inputs to simulator
Input Description
Planned workﬂow Executable workﬂow representing
jobs to be executed.
File information Sizes of inputs and generated ﬁles.
Run times Time spent by each job on a worker
node.
Resource infor-
mation
Number of worker nodes at resource.
DAGMan param-
eters
Used to control release of jobs by
DAGMan.
Condor-G param-
eters
Used to control release of jobs to
compute resources.
Bandwidths Used to simulate data movement.
To simulate the execution of a workﬂow in a given en-
vironment, we require the inputs listed in Table 1. The
workﬂow to be simulated is ﬁrst planned using Pegasus to
generate the planned workﬂow. We then measure workﬂow
executions in the speciﬁed environment and mine the logs
generated by DAGMan to obtain the other parameters fed
into the simulator. Obviously, since we cannot simulate ev-
ery aspect of the environment, workﬂow execution times as
reported by our simulator may be diﬀerent from (almost al-
ways lower than) the actual execution times. In order to
obtain a better approximation, we then tune the simulator
for this environment by incorporating additional delays into
our models of Condor-G and the scheduler on the compute
resource. Once this is done, we can vary several parame-
ters, including the number of processors available on com-
pute resources, bandwidths on links as well as DAGMan
and Condor-G parameters. This allows us to simulate sev-
eral execution time conﬁgurations and measure their impact
on workﬂow execution.
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Figure 4: Simulator components
We now describe our extensions to GridSim and also in-
clude details about the additional tuning of the simulator
for execution environment. Our simulator includes all of
the components shown in Figure 4. We have also incorpo-
rated an integrated workﬂow manager and data placement
component to model and simulate tightly-coupled data man-
agement operations.
We have implemented a workﬂow manager component in
our simulator that is similar in functionality to DAGMan.
The workﬂow manager ensures that dependencies between
jobs are maintained and supports several parameters that
control the release of jobs to Grid resources. Event process-
ing in our implementation follows DAGMan’s functioning
closely. For example, DAGMan examines its ready queue
every 5 seconds for jobs whose dependencies are fulﬁlled and
may now be released. DAGMan also restricts the number of
jobs released in every interval (the default being 5), as well as
the maximum number of jobs that can be run concurrently
on the submit host. We have duplicated these features in
our implementation of the workﬂow manager component.
In our execution environment, we observed that the max-
imum release rate achieved with DAGMan was about 6.7
jobs/second. We have incorporated the same release rate in
our simulation environment.
We have implemented a metascheduler component that
represents Condor-G to manage the submission of jobs to
Grid resources and monitors their execution. For our sim-
ulations, we are mainly interested in the delays introduced
by Condor-G while processing jobs released for execution.
Each job incurs a combination of processing and queuing
delays due to Condor-G. By examining the logs generated
by DAGMan, we calculated the average time diﬀerence be-
tween the event signifying the release of a job by DAGMan
and the event denoting submission of the job to the Grid
resource. This is a simpliﬁed estimate of the time spent in
Condor-G’s queue and for Condor-G’s processing. This time
varied from about 10 seconds for a small workﬂow (30 jobs)
to about 282 seconds for a much larger workﬂow (491 jobs).
The processing delay can be assumed to be about the same
for all jobs, whereas the queuing delay depends on the num-
ber of jobs queued which in turn depends on the number of
processors available for execution as well as Condor-G’s con-ﬁguration. We achieved comparable delays (10 seconds for
the smaller workﬂow and 376 seconds for the larger work-
ﬂow) by introducing a ﬁxed delay of 10 seconds for each
job. In addition, we duplicated Condor-G’s parameters that
restricted the number of jobs submitted to a Grid resource
at any time, which resulted in the queuing delays seen with
larger workﬂows.
We have incorporated the notion of a head node into Grid-
Sim’s GridResource component. We model scheduling de-
lays due to the local scheduler and node cleanup delays after
jobs have completed. We use a simple FIFO scheduling algo-
rithm instead of backﬁlling algorithms for the local scheduler
as each job in our simulations requires a single processor. We
also model a GridMonitor process that periodically reports
on the states of executing jobs (about once every 60s) to the
Condor-G component.
From our logs, we observed the average delays on the re-
source to vary from about 64 seconds for the smaller work-
ﬂow (30 jobs) to about 85 seconds for the larger (491 job)
workﬂow. Note that these delays may not correspond to the
exact delays on the resource, but rather to the delays noted
by DAGMan while processing events in the lifecycle of each
job. Once again, these delays are a combination of process-
ing and queuing delays. We introduced a processing delay
of 15 seconds for each job in our model of the Grid resource
and restricted the scheduler to schedule a maximum of 4 jobs
per second. This latter feature was included to stagger the
notiﬁcations of executions propagated back to our model of
DAGMan to reﬂect what we observed in reality. Together,
these features resulted in an average delay of about 25 sec-
onds for the smaller workﬂow to about 91 seconds for the
larger workﬂow.
Finally, we have implemented a data placement service
(DPS) component that is responsible for managing data
transfers to and from compute resources and storage sites.
As mentioned earlier, the input to the DPS is a set of dataset
transfer requests. Data transfers are performed using band-
widths calculated during actual executions. The DPS sup-
ports both decoupled and loosely-coupled data transfers and
the integrated model of the workﬂow manager and the DPS
supports the simulation of tightly-coupled data transfers.
4. SIMULATOR VALIDATION
We now present the results of our simulation studies. First,
we compare results obtained with our simulator to those
seen during execution. We performed these comparisons us-
ing traces obtained from the execution of Montage, a well
known astronomy application. We used Montage since it is
one of the few scientiﬁc applications that has made its work-
ﬂows and data publicly available. We obtained traces from
executions of Montage workﬂows of various degrees. A 0.5
degree Montage workﬂow generates an image whose scale
is equivalent to the image of the moon as seen from earth.
Montage workﬂows of larger degrees produce progressively
larger images and thus process and generate larger amounts
of data. For our later simulations, we generated synthetic
workﬂows using a workﬂow generator described in our earlier
work [9].
First, we demonstrate that our simulation results are com-
parable to workﬂow executions on actual Grids. We exe-
cuted Montage workﬂows on two diﬀerent clusters denoted
by ‘viz16’ and ‘skynet64’ and mined the logs that were gen-
erated to obtain the inputs to our simulator. Each of the
8 nodes on viz16 has dual 2.4GHz Intel Xeon processors
with 1GB memory. Each of the 32 nodes used on skynet64
has dual 866MHz Intel Pentium III processors with 1GB
memory. The comparisons of actual execution times and
simulation times are shown in Figures 5(a) and 5(b). We
simulated multiple runs for Montage workﬂow of various de-
grees on both clusters and in each case, simulation times
were within 10% of execution times.
We also wanted to demonstrate that, in addition to the
execution times being similar, simulation of the lifecycle of
individual jobs closely resembled that of jobs during execu-
tion. The workﬂow manager in our environment, DAGMan,
generates multiple events during the lifecycle of a job in
the system. When DAGMan releases a job to Condor-G, a
“SUBMIT” event is generated. When the job is submitted
to the compute resource a “GRID SUBMIT” event is gen-
erated. When the job is known to have started, an “EXE-
CUTE” event is generated. Finally, when the job completes
a “JOB TERMINATED” event is generated. In Figure 6,
we show the comparison of events generated during execu-
tion and simulation of a 0.5 degree Montage workﬂow on
the skynet64 cluster. We see that the pattern of the events
generated during simulation follows the pattern of events
generated during execution closely.
In Figure 7, we show the comparison of events generated
during execution and simulation of a 4.0 degree Montage
workﬂow on the viz16 cluster. Once again, the events gener-
ated during simulation follow the pattern of events generated
during execution. Therefore, in the rest of our studies, we
expect our simulations to closely model what would happen
during actual executions.
5. SIMULATION STUDY
To understand the impact of any given data staging strat-
egy, we need it to evaluate it on workﬂows of various struc-
tures and sizes. However, there is a dearth of scientiﬁc work-
ﬂows that can be executed in actual Grid environments. In
an earlier eﬀort, we have characterized scientiﬁc workﬂows
from ﬁve diverse application [9]. We developed a work-
ﬂow generator that generates synthetic workﬂows of various
scales that closely resemble workﬂows from these applica-
tions and annotates them with runtimes for computational
jobs and sizes for input and output data products. We can
then simulate the execution of these workﬂows in our simu-
lator. For our simulation study, we used synthetic workﬂows
similar to those from the following applications:
• CyberShake, used by the Southern California Earth-
quake Center to characterize earthquake hazards using
the Probabilistic Seismic Hazard Analysis technique.
• Montage, created by the NASA/IPAC Infrared Science
Archive to generate custom mosaics of the sky using
multiple input images.
• Inspiral Analysis, used by the Laser Interferometer Grav-
itational Wave Observatory to detect compact binary
systems.
For each workﬂow type and scale, we generated and sim-
ulated 20 workﬂows, and the results presented below are
averaged over these simulations. Note that whenever we re-
fer to a workﬂow of a particular type, we mean the synthetic
workﬂow that resembles the actual scientiﬁc workﬂow.
We conﬁgured the DPS to perform only a single transfer
at any time, to highlight the eﬀects of each of the data stag- 0
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Figure 5: Simulator Validation
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Figure 6: Comparison of events on the skynet64 cluster
ing strategies. In our simulations, data are neither pushed
from the source nor pulled into the destination. Rather,
data transfer jobs (or DPS operations) are executed in third
party mode on the same node as the workﬂow manager and
the metascheduler. Therefore, data transfers do not require
processors on the compute resources and can be executed
concurrently with computational jobs.
In our simulations, we often compared the eﬀect of em-
ploying a given data staging strategy with the staging mode
employed by Pegasus, denoted by “basic” in the graphs be-
low. In the basic mode, all of the inputs required by jobs at
the same level of the workﬂow are staged in using a single
stage-in job and all of the data products generated by jobs
at the same level are staged out using a single stage-out job.
5.1 Decoupled data staging
We ﬁrst evaluated the eﬀect of decoupled data staging on
the overall execution time of the various workﬂow types. In 0
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Figure 7: Comparison of events on the viz16 cluster
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Figure 8: Eﬀect of decoupled data staging
Figure 8(a), we show the results of using decoupled transfers
with CyberShake workﬂows. The x-axis depicts the number
of computational jobs in the workﬂow, and the y-axis de-
notes the time taken to execute workﬂows on the skynet64
cluster. We contrast the basic Pegasus mode with “decou-
pled”values, where we assumed that the inputs were already
staged-in when workﬂow execution started and outputs were
staged-out after workﬂow execution completed. For com-
parison, we also show the“decoupled-perform”values where
we added the times taken to perform the out-of-band data
transfers to the workﬂow execution times. In all cases, the
workﬂow execution time was reduced by over 89%. Cyber-
Shake workﬂows require the staging in of large ﬁles that are
usually several gigabytes in size. When the workﬂow ex-
ecution completes, all of the data products generated are
zipped together and staged out. On average, the 1000 job
workﬂows staged a total of 251.2 GB in and out of the com-
pute resource. Further, all of the computational jobs haverelatively short durations. Therefore, performing the data
staging operations outside the scope of the execution of the
computational job results in signiﬁcant reductions in work-
ﬂow execution times.
Note that we still have to consider the time taken for the
decoupled data transfers. However, these may be scheduled
in a manner that optimizes various global performance met-
rics in the Grid, such as the load on data movement services,
as long as data staging deadlines are met.
In Figure 8(b), we show the results of employing decoupled
data staging on the LIGO Inspiral Analysis workﬂows. The
Inspiral Analysis workﬂows that we simulated were not very
data intensive (on average, the 1000 job workﬂows staged
about 28.6 GB in and out of the compute resource) com-
pared to the CyberShake workﬂows. Thus, the beneﬁts of
using decoupled transfers are not as pronounced as with Cy-
berShake workﬂows. However, as the scale of the workﬂow
increased from 100 jobs to 1000 jobs, the beneﬁts of de-
coupled data staging also increased (reducing the workﬂow
execution times about 9% to 14% respectively).
5.2 Loosely-coupled data staging
Our next set of simulations evaluated the eﬀects of loosely-
coupled stage-in operations. For these simulations, we cre-
ated individual stage-in jobs for each computational job that
needed external inputs. The DPS iteratively transferred the
ﬁle most requested over all of the released transfer jobs.
Workﬂow execution times from this scenario are shown as
the “loosely-coupled-transfer” values.
In Figure 9(a), we show the eﬀects of using loosely cou-
pled data staging with LIGO Inspiral Analysis workﬂows of
increasing scale. For workﬂows of size 300 jobs or larger,
there was a beneﬁt from using loosely-coupled data trans-
fers (a reduction of about 26.5% in workﬂow execution times
on average for the 1000 job workﬂows).
By contrast, Figure 9(b) shows the eﬀects of using loosely
coupled data staging with Montage workﬂows of increasing
scale. As the number of jobs in the workﬂow increased, we
also saw an increase in execution times (by 18.5% on average
for the 1000 job workﬂows).
The above set of simulations make a case for consider-
ing several characteristics of a workﬂow before deciding on
a data placement strategy. With Montage, most jobs occur
in the early stages of the workﬂow and require input images
to be staged-in. This results in a greater number of trans-
fer jobs being created in the loosely-coupled mode, lead-
ing to signiﬁcant additional overheads for executing these
jobs. Further, input data items are quite small, resulting in
smaller beneﬁts using individual transfer jobs. By contrast,
LIGO Inspiral Analysis workﬂows have relatively few jobs
that require inputs to be staged-in, and therefore, the use of
loosely-coupled transfers with these workﬂows is beneﬁcial.
We repeated these simulations with the larger skynet64
cluster. For the Inspiral analysis workﬂows, the beneﬁts of
using loosely-coupled transfers were reduced. For Montage
workﬂows, the overhead of using loosely-coupled transfers
increased, resulting in larger execution times. The idea of
loosely-coupled transfers is to interleave workﬂow execution
with data transfers. On the smaller viz16 cluster, jobs are in
the queue for longer durations. This results in increased in-
terleaving of workﬂow execution and data transfers, leading
to larger reductions in workﬂow execution times. For larger
clusters, these queue times are shorter and the beneﬁts of
loosely coupled data placement are reduced. We omit these
graphs due to space constraints.
5.3 Tightly-coupled data staging
Our ﬁnal set of simulations studied the eﬀects of tightly-
coupled data staging on the overall execution times of work-
ﬂows. Recall from Section 2.3.2 that Pegasus can generate
clean-up jobs in the workﬂow that delete ﬁles from the com-
pute resource when they are no longer needed by additional
jobs in the workﬂow. For these simulations, we chose a 1000
job workﬂow for each application, planned it using Pegasus
to generate clean-up jobs, and limited the maximum stor-
age that could be used during the execution of the workﬂow.
Finding a valid schedule that allows for the execution of a
workﬂow with storage constraints is an NP-Complete prob-
lem. We used a simple heuristic that tries to generate a valid
schedule based on storage constraints. Our heuristic exam-
ines clean-up jobs in breadth-ﬁrst order. For each clean-up
job, we calculate the total amount of storage required by
all of its ancestors in addition to the ﬁles that have already
been staged onto the resource. If we can execute all of the
ancestors of this clean-up job without exceeding the stor-
age limits, then they are all released for execution. The
actual order of submission to Condor-G is dependent on the
workﬂow manager. Note that in some cases, this heuristic
may fail to generate a valid schedule even if one exists. For
the purpose of this discussion, we are interested only in the
impact on the execution time when storage constraints are
imposed.
In Figure 10(a), we show the eﬀects of specifying the limit
on the storage as various percentages of the maximum pos-
sible value. We calculated the maximum possible value as
the storage required when clean-up was not performed dur-
ing execution. Thus, it accounts for all of the data staged-in
and generated during the execution of the workﬂow. We
show execution times on the left axis and the storage al-
lowed and used on the right axis. If the execution time or
the storage used is missing, it means that our heuristic could
not generate a valid schedule under the storage constraints
speciﬁed. For CyberShake workﬂows, the heuristic did not
ﬁnd a schedule that used only 10% of the maximum possi-
ble storage. Once more than 20% of the maximum possi-
ble storage was available for execution, valid schedules were
generated. Further, all schedules required about the same
amount of storage (shown in blue) and resulted in similar
execution times. The threshold of 20% in this case proved
suﬃcient to stage-in the large ﬁles that allowed the execution
of other jobs in the workﬂow to continue. In order to de-
termine if a lower threshold would have suﬃced, we would
have to evaluate all possible schedules and this cannot be
performed eﬃciently.
In Figure 10(b), we show the eﬀects of specifying storage
limits during the execution of a Montage workﬂow. In this
case, valid schedules were not found when the limit was less
than or equal to 30% of the maximum possible value. Once
the limit was increased beyond 40% of the maximum value,
all of the input images could be processed and additional
computation in the workﬂow could continue. In contrast
to the CyberShake workﬂows, increasing the storage limits
from 40% to 70% resulted in an increase in the amount of
storage used and a reduction (about 9.5%) in workﬂow exe-
cution times. However, once the limit was increased beyond
70%, the impact on workﬂow execution times was negligible. 0
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Figure 10: Eﬀect of tightly-coupled transfers
We also performed simulations with LIGO Inspiral Anal-
ysis workﬂows. However, for these workﬂows, our heuristic
generated valid schedules only when the storage limit was
close to the maximum possible value. We omit these results
due to space constraints.
5.4 Summary of simulations
We saw signiﬁcant beneﬁts of using decoupled transfers
due to the elimination of transfer times and better utiliza-
tion of the parallelism in the workﬂows on the larger clus-
ter, particularly for workﬂows like CyberShake that stage-in
large amounts of data in the initial stages of the workﬂow.
With loosely-coupled transfers, we saw that processing of the
additional transfer jobs could result in signiﬁcant overheads
and that the scheme was beneﬁcial when fewer transfer jobs
were created and there was greater overlap in data transfers
and execution of computational jobs. With tightly-coupled
transfers, we showed that execution times for Montage work-
ﬂows were signiﬁcantly aﬀected by the amount of available
storage. In the case of CyberShake workﬂows, we saw that
once the available storage exceeded a particular threshold,
the impact on workﬂow execution times was not as pro-
nounced.
6. RELATED WORK
The Kepler [10] system provides extensive support for
the utilization of various Grid-based data storage and data
movement services by allowing scientists to describe individ-
ual data sources and sinks as actors and model the ﬂow of
data between these actors.
Ranganathan and Foster [11] discuss data management
for the execution of loosely-coupled computational jobs in
the Grid. They demonstrate the beneﬁts of replicating pop-
ular data sets and then scheduling computational jobs on
sites that already contain the required data. In contrast,
we consider the more prevalent model of staging data into
compute resources.
Phan et al. [12] make an argument for co-scheduling com-
putational jobs with data placement jobs. Their approach
uses a genetic algorithm that considers replicating data among
storage nodes in addition to various assignments to compute
resources to determine schedules minimizing the makespan
of the computation.
Kosar and Livny [13], discuss the fault tolerant scheduling
and execution of data placement operations. Their system,
called Stork, is primarily computation driven as the goal is
to ensure inputs are staged-in just before the computational
job is executed and data products are staged-out as soon as
possible. Our approach is more data-centric and is aimed atsupporting additional data management goals such as en-
forcing limits on the storage resources used during workﬂow
execution.
Thain et al. [14] tackle the problem of quickly moving gen-
erated data from computational resources to allow for the
execution of additional jobs. Their system oﬄoads gener-
ated products to nearby intermediary storage systems before
moving them to permanent storage systems.
Shankar et al [15], consider the caching of intermediate
data products on disks attached to compute nodes in a clus-
ter to avoid data transfer operations over the network and
therefore, reduce workﬂow execution times.
7. CONCLUSIONS AND FUTURE WORK
We described a framework that characterizes the degree of
interaction between workﬂow management systems and data
placement services. We developed a simulator that allows us
to study the impact of various data staging modes on the
overall execution of workﬂows. From simulation results, we
concluded that decoupled data staging can reduce execution
times signiﬁcantly for data intensive workﬂows such as the
CyberShake workﬂows. For loosely-coupled data staging,
we saw that the processing of additional transfer jobs could
result in signiﬁcant overheads for some workﬂows. This
mode was shown to have a positive impact only when the
sizes of the inputs were relatively large and data transfers
overlapped with the execution of computational jobs signif-
icantly, as was the case with workﬂows resembling LIGO
Inspiral Analysis workﬂows on smaller clusters.
In the future, we plan to study additional algorithms for
tightly-coupled data staging on storage constrained resources.
We also plan to simulate workﬂow execution on multiple dis-
tributed resources. Our goals for the longer term include the
design of data placement services that operate in the context
of multiple workﬂows executing on shared cyberinfrastruc-
ture, where individual applications compete for resources
and data placement services need to meet the requirements
of multiple virtual organizations and resource providers.
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