Abstract. We demonstrate necessary and sufficient conditions of the global convergence of the alternating projection algorithm to a unique solution up to a global phase factor. Additionally, for the ptychographic imaging problem, we discuss phase synchronization and connection graph Laplacian, and show how to construct an accurate initial guess to accelerate convergence speed to handle the big imaging data in the coming new light source era.
Introduction
The reconstruction of a scattering potential from measurements of scattered intensity in the far-field has occupied scientists and applied mathematicians for over a century, and arises in fields as varied as optics [33, 48] , astronomy [34] , X-ray crystallography [27] , tomographic imaging [55] , holography [21, 52] , electron microscopy [40] and particle scattering generally. Although phase-less diffraction measurements using short wavelength (such as X-ray, neutron, or electron wavepackets) have been at the foundation of some of the most dramatic breakthrough in science -such as the first direct confirmation of the existence of atoms [10, 11] , the structure of DNA [70] , RNA [24] and over 100,000 proteins or drugs involved in human life [8, 45] -the solution to the scattering problem for a general object was generally thought to be impossible for many years. Nevertheless, numerous experimental techniques that employ forms of interferometric/holographic [21, 52] measurements, gratings [59] , and other phase mechanisms like random phase masks, sparsity structure, etc [1, 4, 15, 14, 68, 31, 69, 3] to help overcome the problem of phase-less measurements have been proposed over the years [57, 30, 39] .
More recently an experimental technique has emerged that enables to image what no-one was able to see before: macroscopic specimens in 3D at wavelength (i.e. potentially atomic) resolution, with chemical state specificity. Ptychography was proposed in 1969 [43, 42, 56, 17, 60] to improve the resolution in electron or x-ray microscopy by combining microscopy with scattering measurements. This technique enables one to build up very large images at wavelength resolution by combining the large field of view of a high precision scanning microscope system with the resolution enabled by diffraction measurements. In other words, the diffractive imaging and the scanning microscope techniques are combined together.
Initially, technological problems made ptychography impractical. Now thanks to advances in source brightness [18, 9, 64] and detector speed [12, 26] , research institutions around the world are rushing to develop hundreds of ptychographic microscopes to help scientists understand ever more complex nanomaterials, self-assembled devices, or to study different length-scales involved in life, from macro-molecular machines to bones [25] , and whenever observing the whole picture is as important as recovering local atomic arrangement of the components.
Experimentally, ptychography works by retrofitting a scanning microscope with a parallel detector. In a scanning microscope, a small beam is focused onto the sample via a lens, and the transmission is measured in a single-element detector. The image is built up by plotting the transmission as a function of the sample position as it is rastered across the beam. In such microscope, the resolution of the image is given by the beam size. In ptychography, one replaces the single element detector with a two-dimensional array detector such as a CCD and measures the intensity distribution at many scattering angles, much like a radar detector system for the microscopic world. Each recorded diffraction pattern contains shortspatial Fourier frequency information [37] about features that are smaller than the beam-size, enabling higher resolution. At short wavelengths however it is only possible to measure the intensity of the diffracted light. To reconstruct an image of the object, one needs to retrieve the phase. The phase
Background and notations
We start from summarizing notations we use in this paper. Denote R to be the real field, C to be the complex field and R + = {x ≥ 0, x ∈ R} to be the set of non-negative real numbers. For a non-zero z = ae iθ ∈ C, a > 0 is called the amplitude of z and θ ∈ [0, 2π) is called the phase of z. When z = 0, the phase is not defined. However, when z = 0, for our convenience, we would set the phase to be 0.
We will use the boldface symbol to denote vectors in the column form and non-boldface symbol to denote scalars. We consider the Hilbert space C L , L ∈ N with the inner product u, w := L k=1 u(k) * w(k), where u, w ∈ C L , u(i) is the i-th entry of u. We also use the notation u i := u(i) to denote the i-th entry of u. Also, the complex conjugate u ∈ C L is a column vector with its l-th entry u(l) * and w * is the complex conjugate transpose of w, which is a 1 × L row vector. With the inner product, define u := m i=1 |u(i)| 2 = √ u * u to be the Euclidean norm of u. Let e l ∈ C L to be the unit vector with 1 in the l-th entry and 1 to be the vector with 1 in all entries.
Given a function f : C → C, f (u) is defined as the vector so that its i-th entry is f (u(i)). For example, the vector 1 u has its i-th entry as 1 u(i) ; |u| is the entry-wise modulation of u, that is, |u| ∈ R L + and the j-th entry of |u| is |u(j)|; u p , where p ∈ R, is the p-th power of u entriwisely, that is, the i-th entry of u p is just u(i) p . Also, we have an indicator vector for u ∈ C L , denoted as χ u ∈ R L , that is, χ u (i) = 1 when u(i) = 0 and χ u (j) = 0 when u(i) = 0. Given a function g : C × C → C, g(u, v) is defined as the vector so that its i-th entry is g(u(i), v(i)), where u, v ∈ C L . For example, the division u v and production uv are intended as element-wise operations, that is, the j-th entry of u v (resp. uv) is defined as u(j) v(j) (resp. u(j)v(j)). Furthermore, we denote diag(u) to be a diagonal matrix so that its i-th diagonal entry is u(i).
With this notation, we know that uv = diag(u)v when u, v ∈ C L . Given a matrix A ∈ C L×L , where L, L ∈ N, we denote A T to be the transpose of A and A * to be the conjugate transpose of A, that is, A * = A T . Also we denote A ij to be the (i, j)-th entry of A. For two matrices A, B ∈ C L×L , we define A • B to be the Hadamard product, that is, (A • B) ij = A ij B ij . Note that if we view u, w ∈ C L as L × 1 matrices, uw in the vector form is actually the Hadamard product of these two matrices. To express the notation in a compact format, we stack the columns of a complex matrix A ∈ C L×L representing "data" into a complex vector A ∨ ∈ C LL , where L, L ∈ N, where the superscript ∨ means the vector form, that is, the ((l − 1)L + 1)-th to the (lL)-th entries in A ∨ is the l-th column of A, where l = 1, . . . L .
We will denote T 1 to be the unit torus embedded in C, that is, T 1 = {e it , t ∈ [0, 2π)}. Given a ∈ R m + , the notation T a means the real torus embedded in C L , that is,
We also define the set of grids with size L ∈ N and length scale r > 0 as
2.1. The mathematical framework of the ptychography experiment. In a ptychography experiment, an object of interest is illuminated by a coherent beam, and the resulting diffraction pattern intensity is discretized by a pixellated camera. Numerically, the illuminated portion of the object is discretized to enable fast numerical methods, such approximation is a valid representation of the physical experiment when the illumination function is smaller than the maximum bandwidth allowed by detector. We refer to [54] to situations when these conditions are not strictly satisfied. For the purpose of this paper, an object of interest is discretized as a n × n matrix and defined as ψ : D n×n → C, where n ∈ N. For simplicity here we only consider the square matrix case and a uniform discretization rate in both axes. A more general setup is possible with a more heavy notation. Take a two dimensional small beam with known distribution is discretized as a m × m matrix, where m < n, denoted as ω. ω is the kernel function associated with the lens we use in the experiment. We can view the matrix ω as a complex valued function defined on D m×m so that its value on r(α − 1, β − 1) is ω(α, β), where α, β = 1, . . . , m. Define
which is the support of ω and similarly the support of ψ, D n×n ψ . In the experiment, we move the lens around the sample, illuminate K > 1 subregions and obtain K diffraction images. Please see Figure 1 for reference. To express this experimental procedure in mathematical form, denote ι x to be the embedding of D m×m onto D n×n so that the left upper corner (r)
. . . Figure 1 . Experimental geometry in ptychography: an unknown sample with transmission ψ(r) is rastered through an illuminating beam ω(r), and a sequence of diffraction measurements |a (i) | 2 are recorded on an area detector as the sample is rastered around. The point-wise product between illuminating function and sample, z (i) (r) := ω(r)ψ(r + x i ), is related to the measurement by a Fourier magnitude relationship
, that is, ι x (r) = x + r, where r ∈ D m×m . Also denote F to be the 2D DFT operator, that is, (Ff )(q) = r e iq·r f (r) when f ∈ C L×L indexed by r. Then, the chosen raster points are denoted as x i ∈ D n×n , where i = 1, . . . , K. With these raster points, the experimenter collects a sequence of K diffraction images a (i) of size m × m, i = 1, . . . , K associated with ψ restricted to ι xi (D m×m ) by
where
the illumination scheme. In this paper, K is assumed to be fixed. To express the experiment in a compact format, the unknown object ψ ∈ C n×n is also represented as a complex vector ψ ∨ ∈ C n 2 . To take care of the relation between the indices of the matrix form and vector form, for L > 0, we define the bijective maps r L : rZ
where α, β = 0, . . . , L − 1. In other words, the mapping r L is used to convert the index when we rewrite the spatial data, and q L is used to convert the index when we work with the data in the Fourier domain. For example, for r = r(µ, ν), r m (r) = µm
Define the illumination operator Q (i) : C n Figure 2 . The summary of the Theorem 3.7. The lengths of the black dashed arrows associated with P a decrease during the iteration and the lengths of the blue dashed arrows associated with P S decrease, too. However, ζ (l) − ζ (l−1) may not decrease. R S is illustrated as a curve to emphasize the nonlinear nature of the P a map.
The main purpose of the AP algorithm is finding the solution Sψ 0 , which is located on the set R S ∩ T a . In order to characterize this set, we introduce some notations and quote the theorems from [2] . Given a frame S, we have the following mapping:
where z ∈ C N . We thus can view the range of M S as a complex N -dimensional subspace of C M . Thus, from the frame theory view point [2] , S determines a point of the fiber bundle F[N, M ; C], whose base manifold is the complex Grassmannian manifold Gr(N, M ; C) with fiber GL(N, C). The phase retrieval problem is directly related to the following nonlinear map:
where z ∈ C N and the subscript a means taking the absolute value. That is, we only have the amplitude information of the coordinates of the signal z with related to the frame but the phase information is lost.
In the following, by generic we mean that there is a Zariski open set in the real algebraic variety Gr(N, M, C) so that the result holds for all frames of the associated linear subspace. In other words, if we take the uniform distribution on the Grasmannian manifold and we randomly pick a point from the Gramannian manifold according to this distribution, then with probability one, the frame we choose will have the injectivity property. Note that we only discuss the genericity of Gr(N, M ; C) due to the following proposition Proposition 3.1 (the complex version of Proposition 2.1 [2] ). For any two frames S and S that have the same range of coefficients, M S a is injective if and only if M S a is injective. The main theorem in [2] we count on is the following.
a is injective for a generic frame S. From Theorem 3.2, we know that generically the solution to the phase retrival problem is unique when M ≥ 4N − 2, and thus solving the problem is possible. As useful as the Theorems are, however, they do not answer the practical question -how does the phase optimization algorithm lead to the solution? In particular, the operator (M S a ) −1 is unclear to us.
In this section, we analyze the convergence behavior of the AP algorithm, which leads to (M S a ) −1 . We mention that the uniqueness result of the phase retrieval problem in a different setup, in particular, when the signal of interest is real-valued with dimension higher than 2 and the frame is the oversampling Fourier transform, has been reported in [13, 6, 41, 61] . In such set-up, the set of non-unique solutions is of measure zero. However, such structures do exist in nature [58] .
Notice that since the operator M S a is defined on C N /T 1 , where the global constant phase difference is moduled out, the inverse (M S a ) −1 does not distinguish between the global constant phase difference. Thus, when M ≥ 4N − 2 and R S generic, given ψ 0 ∈ C N and a = |Sψ 0 |, we define the solution set as
where the second equality holds due to the above Theorem. Before proceeding, we have some immediate consequences of the Theorem.
Lemma 3.3. When M ≥ 4N −2 and R S generic, for all z, w ∈ R S and z = cw for c ∈ T 1 , then |z| = |w|. Moreover, not all T a , where a ∈ R M + , intersects R S . Proof. The first claim is immediate from Theorem 3.2. Note that when R S and T a intersect, it means that a comes from M We conclude from this Lemma that for z ∈ R S with b = |z|, there exists a unique phase φ b ∈ T 1 so that z = be i(t+φ b ) for some t ∈ [0, 2π). Here the subscript b in φ b indicates the dependence of the phase on the amplitude b. We mention that if we replace the conditions in Lemma 3.3, we have the following corresponding result.
Lemma 3.4. When M ≥ 4N − 2 and R S generic, for all z, w ∈ R S and z = rw for r ∈ R 1 , then z = cw for any c ∈ T 1 .
Proof. This also comes from Theorem 3.1. The only difference is interchanging T 1 and R 1 in the proof of Theorem 3.1 and note that they both have real dimension 1.
To show the convergence result, we start from introducing the following stagnation set (or the fixed points) of the AP algorithm when the given data is a: We can compare the definition of the stagnation set with the solution set of the phase retrieval problem. Clearly the solution set S a ⊂ Θ AP a . The stagnation set reflects the fact that P a ζ − ζ = 0 does not imply ζ = P S P a ζ, that is, when ζ = P S P a ζ, ζ may or may not be the solution. We have the following quantification of the stagnation set, which says that when M ≥ 4N − 2, the stagnation set is precisely the solution set S a . Proof. We first claim that I − P a is onto. For any given ζ ∈ C M we are able to define η ∈ C M so that
where u is randomly chosen from T 1 . By this definition, we know η − P a η = ζ and hence I − P a is onto. Note that when there is an entry 0 in ζ, I − P a is not one-to-one, and the more entries of ζ are zero, the larger the dimension of the set (I − P a ) −1 ζ is. Next, we claim that when all entries of ζ are non-zero, (I − P a ) −1 (ζ) is a point, that is, I − P a is one to one on the set
Since I − P a operator acts on C M entry-wisely, we may focus on the k-th entry so that
since for all z ∈ R S ∩ T a , z = P S P a z. We now prove the other direction by contradiction. Suppose η ∈ Θ AP a is located on R S but not on T a . Then, denote ζ := η − P a η, which is non-zero by the assumption. Since η ∈ Θ AP a , η * ζ = η * (η − P a η) = 0. When all entries of ζ are non-zero,
, which is only possible if ζ(k) = 0 for all k. However, we know that by assumption ζ = 0, so it is absurd. Similarly, when there are some 0 entries in ζ, say, ζ(k) = 0, then the k-th entry does not play a role in η * (η − P a η) = 0, while the non-zero entries in ζ leads to the same contradiction.
We emphasize that this Theorem does not imply the convergence of the AP algorithm. We need more to show the convergence of the AP algorithm. We show some properties of the AP algorithm in Lemma 3.6 and Lemma 3.7.
Lemma 3.6.
(a) For ζ = 0 and w ∈ T a , we have
where the equality holds when w = P a ζ. (b) For w ∈ T a and z ∈ R S , we have
where the equality holds when z = P S w.
(c) For all nonzero ζ ∈ R S , P a ζ is not perpendicular to R S . (d) When M ≥ 4N − 2 and R S generic, given ζ ∈ R S , P a ζ ∈ R S holds if and only if ζ ∈ S a . (e) All possible initial values ζ (0) with non-zero entries can be parametrized by a (2N − 1)-dim real sphere embedded in R S . In particular, given z ∈ R S so that all entries are not zero and rz / ∈ S a for all r ∈ R + , the phase of z is different from the phase of all w ∈ S a .
Note that the equality holds when θ i = φ i for all i.
The proof of (b) is directly from the fact the P S is a linear projection operator.
. Then it is clear that P a ζ, ζ > 0 when ζ = 0, which shows the claim.
To show the statement (e), note that R S can be viewed as a real vector space of dimension 2N . If z, w ∈ R S so that w = rz, where r ∈ R + , by definition we have P a z = P a w. In other words, each "real positive ray" is associated with an initial value. For the other part, if the phase of z is the same as the phase of w ∈ S a , we know P a z = w, which means that there exists r > 0 so that rz = w, which is absurd.
Lemma 3.7. The following bounds hold:
When M ≥ 4N − 2 and
and R S generic, there exist α l < 1 and β l < 1, l ∈ N so that
Here {α l , β l } depend on ζ (1) , S and a. Moreover, if we denote
k ∈ [0, 2π), the following inequality holds:
We mention that (7), the result shown in [33] , does not imply convergence to the solution nor to a stagnation point. Eqs. (8, 9) imply monotonic decrease, and Eq. (10) relates the phase step with the monotonic decrease of (P a − I)ζ (l) in Eq. (8.)
Proof. Based on Lemma 3.6, we have the following inequalities. First,
due to Lemma 3.6 (a). Note that when M ≥ 4N − 2, the equality can not hold since ζ (l) = ζ (l−1) due to Theorem 3.5. Then, by Lemma 3.6 (b), we have
due to Theorem 3.5. Similarly, by Lemma 3.6 (a), the following inequality holds
By iteratively evaluating the above equality, we have (8) . Now, if we represent
Thus, when combined with (11), we have
and hence the proof is done.
Note that (8) and (9) does not imply
. Thus we have
where when (8) and (9) hold, it is still possible that (
. Please see the numerical section for an example.
Theorem 3.8. When M ≥ 4N − 2 and R S generic, the following three conditions are equivalent (1) AP algorithm converges to the solution set;
Proof. When (1) holds, we show that (2), (3) and (4) hold. Indeed, if (b j e iφ j ) → (a j e iθj ) ∈ S a , where θ j is defined to be 0 when a j = 0, then we have b j → a j for all j = 1, . . . , M as → ∞, and φ j → θ j for all j such that a j = 0 as → ∞. Note that when a j = 0, since θ j is defined to be 0, the phase φ j might not converge to 0. In any case, clearly we have
so (1) implies (2) . Similarly, we have (1) implies (3) since
due to the fact that (P S − I) is continuous. In addition, since P S is a projection operator, we have
hence (1) implies (4). Then we show (2) implies (3) and (4) . Note that when (
Finally, we show that that (3) implies (1) . Note that by Lemma 7, the following strictly inequality holds
which means (3) implies (2), and hence implies (4) according to (12) . Recall that ζ (l) are located inside a compact set, so (4) implies that either ζ (l) converges to a point or its set of cluster points is a nontrivial
k is a convergent sequence for all k = 1, . . . , M . By (10), we have
which implies that the convergent sequence b
does not converge to a point but to a continuum set C, then we show that this continuum set is located on T a ∩ R S . Indeed, for each η ∈ C, we can find a subsequence ζ
By the same argument as the above, we know that η ∈ T a ∩ R S . Thus we have finished the claim that (1), (2) and (3) are equivalent.
Remark. Theorem 3.7 provides a necessary and sufficient condition for the convergence of the AP algorithm to the solution set. We now consider the following different situations to show that the AP algorithm can converge as slowly as possible, if it converges. We will assume that ζ (0) / ∈ S a . By Theorem 3.7, when M ≥ 4N − 2 and R S is generic, we know that α l and β l are both less than 1 unless the AP algorithm converges to the solution set in finite steps. So we suppose α l < 1 and β l < 1 for all l ∈ N.
It is clear that if lim sup l→∞ α l < 1, then the AP algorithm converges linearly globally. Indeed, since there exists l 0 ∈ N and α < 1 so that α l ≤ α when l > l 0 , we have
Note that in this case, Π ∞ l=1 β l is forced to diverge to 0 by (12) . If lim sup l→∞ α l = 1 so we can not find α < 1, there are two possibilities. First, suppose lim inf l→∞ α l ≤ 1 − for some > 0, then there exists a subsequence of α l , denoted as α l k , where k ∈ N, so that α l k ≤ 1 − . In this case, we still have
and hence the convergence. Second, suppose lim inf l→∞ α l = 1, that is, lim l→∞ α l = 1. Clearly the series p n := Π n l=1 α l converges as n → ∞ since α l < 1. If the infinite product Π ∞ l=1 α l diverges to 0, the AP algorithm converges to the solution, but at a slow rate, which might be as slow as possible. Third, Π ∞ l=1 α l may not diverge to 0; that is, Theorem 3.8 (2) may not hold. In this case, we would expect the AP algorithm fails to converge to the solution set. Note that Π ∞ l=1 α l converges if and only if the series
Remark. We mention that in general (4) does not imply (1) in Theorem 3.5 since P a is in general not continuous at 0. For simplicity, we assume ζ
, where φ j → φ j for all b j = 0 as → ∞. If these exists J so that b J = 0, in general we cannot define lim φ J . Let us assume J is the only index so that b J = 0 and lim φ J exists but not zero to simplify the demonstration. However, in our case, since P S is continuous, (4) implies the following equality:
we know lim φ J is well-defined and the limit is denoted as φ J . On the other hand, we have
It is clear that ζ might not be the same as P S P a ζ. In other words, ζ may not be in the stagnation set and the AP algorithm may not converge when
Remark. Right after the paper is finished, the authors noticed a paper [23] which proved that when M ≥ 4N − 4, then for a generic frame, where "generic" here means an open set in the Zariski topology in the fiber bundle F[N, M ; C], the injectivity of M S a holds. Note that since our proof is based on the injectivity theorem, the above theorems can be modified accordingly.
Remark (Non-convex optimization framework). We mention that the AP algorithm can be studied in the non-convex optimization framework [22] . Given a set of subsets
To find S, we may consider the proposed sequence of successive projections (SOSP) scheme, which successively project the estimator to S i . Under suitable conditions, the convergence of the SOSP scheme is provided in [22, Theorem 4.3] . Indeed, it says that when the initial value x 0 of the SOSP {x n } n≥0 is a point of attraction [22, Definition 4.4] of an ordered collection of proximial sets in a metric space whose intersection S is not empty, then either {x n } n≥0 converges to a point in S or the set of the cluster points of {x n } n≥0 is a nontrivial continuum in S.
Note that in our AP algorithm setup, the metric space X is a finite dimensional Hilbert space C M , S 1 is our T a , and S 2 is our R S . By Lemma 3.6, we know that S 1 and S 2 are Chebychev sets so that the SOSP is unique. When M ≥ 4N − 2, we consider only the generic frame so that the intersection set S 1 ∩ S 2 is a compact set S a diffeomorphic to T 1 . Although it is claimed in [7] that the AP algorithm locally converges, the existence of the positive attractor radius and that the initial value is a point of attraction need to be confirmed. The above argument provides a different approach to show the convergence property of the AP algorithm under the non-convex optimization framework when M ≥ 4N − 2.
The Relationship between the AP Algorithm and Optimization
To better understand the AP algorithm, we assume M ≥ 4N − 2 in this section. Define an objective function [72] 
Note that we take the transpose since r(z) is a real vector. The objective function ρ, when restricted on R FQ , gauges how far we are to the solution. Recall that the solution, or the right phase, are located on R FQ . To evaluate the gradient and Hessian of ρ, we prepare the following calculations [44] . First, we evaluate the derivative of r(z) with respect to z at z:
where we use the fact that ∂|w| ∂w = w * 2|w| when w ∈ C. Similarly, we evaluate the derivative of r(z) with respect to z at z:
Thus, by the chain rule we obtain the derivative of ρ(z) with respect to z and z at z:
Next we evaluate the following quantities evaluated at z:
Clearly, by (13) we have
where we use the fact that
, where w ∈ C. Similarly we have
By (14) we have
With the above preparations, we can evaluate the gradient and Hessian of ρ at z.
, where c i ∈ R + and φ i ∈ [0, 2π). By definition, the gradient of ρ at z is the dual vector of ∂ ∂z | z ρ associated with the canonical metric on C M , that is,
The Hessian of ρ at z, denoted by ∇ 2 ρ| z , by a direct calculation is given by
which leads to the following evaluation of the curvature of the ρ.
, where b i ∈ R + and θ i ∈ [0, 2π). Then by a direct expansion, the second derivative of ρ in the direction w at z is
We have the following observations about the gradient and Hessian:
• Note that we can view the AP algorithm as the projected gradient descent algorithm related to the objective function ρ [71] . Indeed, we have
.
By Lemma 3.3, for a generic R S , the gradient of ρ on R S is zero only at S a since the only points on R S that have modulations a is the solution set. Also, by Theorem 3.5, ∇ρ| ζ (l) is not perpendicular to R S , that is, P S ∇ρ| ζ (l) is nonzero outside S a . Furthermore, ∇ρ| ζ (l) is not located on R S since b (l) and a are not related by a constant factor and we know that
, where t ∈ [0, 2π), and w = be iθ , by (18) we know
which is always non-negative since sin 2 ≤ 1. When θ = φ a + t + π/2, ∇ 2 ρ| Sψ0 (w) = 0. However, by Lemma 3.3, for a generic R S , we know that if b = a and w ∈ R S , then θ = φ a + t for all t ∈ [0, 2π). In particular, ∇ 2 ρ| z (w) is strictly positive when w is in a small enough ball around the origin.
The ptychographic imaging problem and phase synchronization
In this section, we focus ourselves on the ptychography problem. We make the following assumption about the illumination scheme:
Assumption 5.1. The chosen illumination scheme X K satisfies the following two conditions (1)
The third assumption essentially says that each given pixel x is covered by at least two subregions so that there is a channel for these subregions "exchange information".
Build an undirected graph G ψ so that its vertices are points in D , for all i, j = 1, . . . n − 1. We call ψ connected if G ψ is connected. Suppose this graph is composed of J ≥ 1 connected subgraphs so that the i-th subgraph has vertices D n×n ψ,i , where i = 1, . . . , J. Viewing each subgraph as an object, with a given illumination scheme X K , we build a new graph G X K on it by taking these objects as vertices and putting an edge between D 
In other words, for two connected components, there exists an "bridging" illumination window mounting on them so that the phase information of each connected component can be exchanged.
Definition 5.2. We call the sample ψ connected with respect to X K if G X K is connected and for k ∈ I j,ψ :
In other words, in addition to the bridging illumination windows between different connected components, for each connected component D n×n ψ,i , each illumination window in I j,ψ has an overlapping with some other illumination window in I j,ψ so that the phase information can be exchanged. Note that if G X K is not connected, then we can view the ptychography imaging problem as two or more subproblems, and solve the problem one by one. Assumption 5.3. Given X K , the object of interest ψ is connected with respect to X K .
To simplify the notation, we further assume that D 5.1. Optimization approach to the ptychographic imaging problem. Given a = |FQψ|, we combine the essences of the AP algorithm and consider the following optimization problem:
We (20) where P FQ is clearly a Hermitian matrix. However, the constraint regarding T a drives the optimization problem into a non-convex one. Intuitively, (20) indicates that the phases associated with diffraction images should be related via the operator P FQ . We will see in a bit that P FQ encodes an important property in the seeming symmetric formula (20) , which allows us to construct a connection graph out of the illumination scheme and diffractive images which leads to the phase synchronization.
The first possible relaxation is taking into account the fact that T a is a subset of the sphere of radius a , that is, we directly evaluate
which is equivalent to solving the eigenvalue problem of P FQ . Clearly, the solution exists as an eigenvector with eigenvalue 1. However, since P FQ is a projection operator, the only eigenvalues are 0 and 1. In particular, the eigenspace associated with the top eigenvalue, 1, is the subspace R FQ . Thus, although the solution exists in the top eigenspace, we cannot obtain it directly by solving (21) . Nevertheless, we mention that the AP algorithm can be viewed as a method for solving the synchronization problem in (20) , that alternates between solving the relaxed synchronization problem in (21) (by power iteration) and enforcing the nonlinear constraint ζ (l) ∈ T a through the P a projection. Before proceeding, we study the geometric meaning of (20) a bit more. Define an index map :
which is a 1 to 1 map providing the index of the entry r k of the k-th illumination window ι x k (D m×m ) in the long stack vector. For j = 1, . . . , K and s ∈ D m×m , define a set
which contains the indices of all illumination windows covering x j + s. Also define a subset of D m×m J xj ,s := {r ∈ D m×m : x k + r = x j + s, k ∈ I xj ,s }, which collects the indices of the pixels in all illumination windows which cover x j + s. We choose to use this seeming complicated index since we would like to make clear the relationship between the illumination windows and their pixels. By Assumption 5.1 and a direct calculation, we know that Q * Q is a n 2 × n 2 non-degenerate diagonal matrix describing how many illumination windows cover a given pixel of the object of interest, where the r n (x j + r j )-th diagonal entry is r∈Jx j ,r j |ω(r)| 2 . Thus FQ is a frame. So,
where δ is the Kronecker's delta. Note that P Q is not a diagonal matrix since by Assumption 5.1 there are more than two illumination windows covering a given pixel. Clearly, for all x i ∈ X K , and ζ ∈ C Km 2 , we have F * ζ (i) = F * ζ (i) , where ζ (i) (r) := ζ(x i + r) and r ∈ D m×m . Also, P FQ = FP Q F * . As result,
where (i, r i ) ∼ (j, r j ) means all illumination windows covering the pixel ι xi (r i ). Geometrically, P Q describes how two illumination windows in the spatial domain are intersected and how the overlapped pixels are related via the illuminating function ω. Note that when ζ (i) contains the right amplitude and ‡ , YU-CHAO TU † , AND HAU-TIENG WU ♦ phase, F * ζ (i) is the correct image on ι xi (D m×m ). Thus, maximizing ζ * P FQ ζ is equivalent to requiring that the images on a pair of overlapping illumination windows match in the overlapping region. In particular, by Assumption 5.1 and Assumption 5.3, phases on one illumination window will be synchronized with at least one different illumination window if we maximize ζ * P FQ ζ. Also, the phases in different disconnected regions of ψ associated with X K are guaranteed to interact with each other so that the phase can be synchronized in the end.
Phase Synchronization Graph.
To better understand (20) , we further consider the relationship between the phases when the illumination windows overlap. Consider the following phase synchronization problem: (22) that is, we forget the a information for now and focus only on P FQ . The amplitude information a will be taken into account later. We will construct a graph G = (V, E) based on analyzing the relationship of the diffractive images via the functional in (22) . Indeed, we will show that
where Ω((i, r i ), (j, r j )) ∈ U (1), which is called a "phase synchronization function" relating the phase information among different pixels and different patches.
To achieve this, we have to understand the relationship between phase synchronization function Ω and the experimental geometry. We start from studying the Hermitian matrix P FQ in (22) . Denote
to be the overlap of two illumination windows. By the definition (1), a direct expansion of (22) leads to
where ∆ xixj := x i −x j and the last equality comes from the fact that T xi T * xj = T ∆x i x j and T * xi T xi = I.
by T xi , is diagonal. It actually translates the r n (x i )-th diagonal entry to the 1-st diagonal entry. Also note that the overlapping information about the i-th and j-th illumination windows is preserved in T ∆x i x j R * .
Now we move T
where M ∆x i x j is a m 2 × m 2 masking matrix which is diagonal and depends on ∆ xixj :
and
. This equality indicates the influence of the restriction matrix R -the non-overlapped parts of the two overlapping subregions cannot be eliminated. Next, for
where Φ rirj := r i − r j ,
Dij ∪T * ∆x i x j
Dij
and V ωij is the Fourier-Wigner transform [35] of the function ω ij . To sum up, the ( (i, r i ), (j, r j ))-th entry of P FQ is V ωij (∆ xixj , Φ rirj )e i(ri+rj )·∆x i x j /2 . Recall that the Fourier-Wigner transform of ω ij is also called the ambiguity function of ω ij , which measures the spatial lag ∆ xixj and frequency shift Φ rirj between the two diffraction images when
It is well-known that the absolute value of the ambiguity function gauges how difficult we can distinguish two objects, that is, how similar two objects are [35, p.33] . Thus V ωij (∆ xixj , Φ rirj ) can be viewed as a sort of affinity measuring the relationship between two illumination windows.
As a result, we have
where we define
that is, we have
and (23) is shown. Note that Ω depends on the illumination scheme and the lens. Intuitively, if two illumination windows overlap, they have common information in the Fourier space up to some phase difference determined by the relative position of the illuminations, while this information is contaminated by the non-overlapping parts of the two illuminations. With the above expansion (25), we build up a graph G = (V, E), where the vertices
are constituted by the pixels of all illuminated images, and there an edge between (i, r i ) and (j, r j ) for all
We then view Ω as the phase synchronization function defined on E; that is, Ω : E → U (1). Please see Figure 4 for an illustration. Now we take the amplitude information a into account. It is well known that the larger the amplitude is, the more important its associated phase is if we want to "reconstruct the image". Thus, we would pay more attention on reconstructing the phase of pixels in the diffraction images with larger amplitudes. This is indeed the idea governing (20) -we want to maximizing the following functional with the constraint ζ ∈ T 1 :
AND HAU-TIENG WU
♦ 3x3 pixels Figure 4 . Left: the illuminative figure for the ptychographic problem. We assume that the unknown object of interest is covered by 4 illumination windows of size 3 × 3. Right: the graph G associated with the algorithm aiming to solve the ptychographic experiment. The block spots are vertices associated with pixels of each illumination image.
5.3.
Spectral relaxation and phase synchronization. Based on the above understanding regarding the P FQ and the amplitude information, in this section we propose two relaxations of the non-convex optimization problems discussed above to estimate the phase, which lead to a better initial value of the AP algorithm. The first algorithm is directly motivated by (26) where we take the affinity information among vertices and phase relationship into account. We have the following observations.
• the phase between vertices (i, r i ) and (j, r j ) are related by a non-unitary transform Ω((i, r i ), (j, r j )), which modulation indicated the affinity; • the larger the amplitude a (i) (r i ) is, the more effort we should put in recovering the phase; These observations suggest us to consider the following relaxation and its relationship with the recent developed data analysis framework connection graph Laplacian (CGL) [62, 63, 5, 20] , which we discuss now. First, we define the affinity function (or weight function) w : E → R + to encode the affinity information:
w((i, r i ), (j, r j )) := a (i) (r i )|Ω((i, r i ), (j, r j ))|a (j) (r j ) when ((i, r i ), (j, r j )) ∈ E, and the connection function g : E → U (1) so that
when ((i, r i ), (j, r j )) ∈ E, which purely encodes the phase relationship among vertices. To sum up, we have constructed the connection graph, denoted as (G, w, g). Next, with the connection graph, we define a complex Km 2 × Km 2 matrix S so that
Then, the CGL matrix is defined as D −1 S. Note that D is invertible by Assumption 5.1 and the positivity assumption of w. We thus propose our first phase estimator to be the phase of the top eigenvector of D −1 S, which we call CGL-phase synchronization (CGL-PS).
We mention that the CGL is a generalization of the well known graph Laplacian in that it takes not only the affinity between vertices into account but also the relationship between verticex [62] . To be more precise, if we take a complex valued function θ : V → C, we have the following expansion
This formula can be viewed as a generalized random walk on the graph. Indeed, if we view the complexvalued function θ as the status of a particle defined on the vertices, when we move from one vertex to the other one, the status is modified according to the relationship between vertices encoded in g. Clearly, if the complex-valued status θ in all vertices are "synchronized" according to the described r i ) ) will the same as θ(i, r i ), and hence θ * D −1 Sθ is maximized. Thus, the top eigenvector of D −1 S contains the "synchronized phase" we are after. We mention that D −1 S is similar to the Hermitian matrix D −1/2 SD −1/2 , so evaluating its eigenstructure can be numerically efficient. See Section 6 for the numerical performance of this approach.
The synchronization property of CGL has been studied in [5, 20] and its statistical property and robustness behavior in the block random matrix framework have been reported in [28, 29] . In addition, under the manifold setup [62, 63] , it asymptotically converges to the heat kernel of the associated connection Laplacian, which top eigenvector-field is the most parallel vector field branded in the manifold structure. We refer the reader to the literature for detail mathematical statements.
The second algorithm we propose has the same flavor, but we consider the amplitude information in a different way compared with (26) . Indeed, the amplitude is taken into consideration as a truncation threshold leading to the following relaxation of (22) to estimate the phase. Based on the amplitude, we define a thresholding matrix
where a ≥ 0 is the threshold chosen by the user, and evaluate the following functional
which is equivalent to finding the top eigenvector of the Hermitian matrix T a P FQ T a . Our second proposed estimator of the phase to the ptychography problem is then the phase of the top eigenvector of T a P FQ T a . We call this approach to the truncation phase synchronization (t-PS) algorithm. See Section 6 for its numerical performance. This optimization problem is essentially different from (21) due to the thresholding, and this difference plays an essential role in the optimization. Its theoretical property is beyond the scope of this paper and will be reported in another paper.
Numerical results
We begin with describing the two lens we use. The first one is a typical illumination probe in an experimental system. The illuminating beam is formed by a small lens, with a dark "beam-stop" to sort-out harmonic contaminations formed by diffractive Fresnel lenses, represented by a circular aperture in the Fourier domain. The lens is denoted as ω s and is illustrated in the top row of Figure 5 . The second is a band-limited random (BLR) lens, denoted as ω BLR which we describe now. Note that a small lens can only "connect" Fourier frequencies that are close together, while a wide lens produces a small illumination and the illumination scheme can only connect frames that are near each other. The intuition behind the synchronization analysis of the ptychographic problem leads us to suggest a different lens that enables to connect pixels across the data space. Experimental observations confirm that diffuse probes [38, 51] , and wide apertures [50] produce better results in ptychography. We design our second lens by setting the amplitude and a random phase of an annular aperture in the Fourier domain, then iteratively adjust the amplitude in real and Fourier domains to determine a lens with a circular focus and given amplitude. The motivation for the limited size of the focus is to reduce the requirements of the experimental detector response function (such as pixel size). Such lens can be fabricated using lithographic techniques [16] . The second lens is described in the bottom row of Figure 5 . Also, the convergence is monitored by:
6.1. Proposed algorithms -CGL-PS, t-PS and AP. We begin with a small problem -an object of size 256 × 256 pixels, that is n = 256, shown in Figure 6 , using the lens ω s . We collect k = 32 × 32 frames, with 128 × 128 pixels, that is m = 128. The frames are distributed uniformly to cover the object: we start by setting the positions x i = (x i , y j ) on a square grid lattice, with x i − x i+1 = ∆x and y i − y i+1 = ∆y. In this first experiment, we take ∆x = ∆y = 8. Then we shear odd rows, that is, x i , by ∆x/2 and perturb the position by a random perturbation randomly sampled uniformly from [−1.5, +1.5] in both x i and y i . ‡ , YU-CHAO TU † , AND HAU-TIENG WU ♦ Fractional pixel shifts are accounted by interpolation of the illumination matrix. We use the following algorithms and the result of the first experiment is shown in Figure 6 .
AP
(1) start with random object:
CGL-PS
(1) find the largest eigenvalue v 0 of the CGL matrix
t-PS
(1) find the largest eigenvalue v 0 of the phase synchronization matrix T a P FQ T a , where
We repeat the same experiment with an image of a self-assembled cluster of 50 nm colloidal gold nanoparticles obtained by Scanning Electron Microscopy. To produce a complex image, the gray-scale value are projected onto a circle in the complex plane. The size is 256 × 256 pixels and we use the lens ω s . The result of the second experiment is shown in Figure 7 .
A few things to notice from Figures (6,7) : the first is that ζ − ζ +1 = ε ( ) ∆ a does not decrease monotonically, and the second is that the eigenvector with the largest eigenvalue of T a P FQ T a is already quite a good image, and last, the convergence rate is similar but t-PS produces a better start. Also note that typically FQ , a , aQ are very similar and overlap.
We compare these two illumination functions, ω s and ω BLR , with the same two objects with the same parameters as before. The results are shown in Figure 8 and Figure 9 . Clearly t-PS produces a better start with the new illumination. In this example, such better start also leads to higher rate of convergence.
Yet next, we test the algorithm in a larger problem, an object of 512 × 512 pixels, that is n = 512, with the same lens size (128 × 128). We increase the field of view of the illumination scheme with increased spacing among frames ∆x = 16 and ∆y = 16. One of the issues of projection algorithms such as AP is that frames that are far apart communicate very weakly with each other, this leads to slower rate of convergence. This is an issue when we are limited by the number of iterations, due to high data rate and finite computational resources. In Figure 10 we show the result of 101 iterations of AP with holes in the scarf, while t-PS gives a good initial start that leads to improved SNR. Notice that the hole in the scarf and other defects produced by AP alone.
6.2.
More algorithms -synchro-RAAR, synchro-CG and t-PS. In our next numerical experiment, we introduce new algorithms that lead to over 80× acceleration in the rate of convergence. First, we use the RAAR algorithm [49] described below which is popular among the optical community [19] (using RAAR in combination with a shrink-wrap algorithm [53] to enforce sparsity) because it often leads to improved convergence rate. Second we introduce a frame-wise synchronization technique to adjust the phase of every frame at every iteration based on existing frame-wide local information. Finally, we combine frame wise synchronization with projected Conjugate Gradient
RAAR
(1) start with random object
where β = 0.9 and ≥ 1 is chosen by the user.
t-PS+RAAR (1) find the largest eigenvalue v 0 of the kernel T a P FQ T a (2) compute ζ ( ) = [2βP FQ P a + (1 − 2β)βP a + β(P FQ − I)] P a v 0 , where β = 0.9 and ≥ 1 is chosen by the user;
t-PS+synchro-RAAR (1) t-PS: find the largest eigenvalue v 0 of the kernel T a P FQ T a . Start
(2) frame-wise synchronization: (a) Find the largest eigenvalue and eigenvector ξ ( ) of the matrix K ( ) , of size K × K where the (i, j)-th entry is
, where z ( )
where B is a K × K diagonal block matrix with its diagonal the m 2 × 1 row vector 1 T that distributes the frame wise phase to all the pixels; (3) RAAR with P (l)
where β = 0.9; (4) repeat (2)-(5) ≥ 1 steps until convergences or maximum iteration, where is determined by the user;
(1) t-PS: see above to initialize ζ
(2) frame-wise synchronization to compute P ( )
otherwise,
The frame-wise synchronization, step (2) in t-PS+synchro-RAAR and t-PS+synchro-CG, is motivated by the augmented approach [54] . We estimate a phase factor for each frame based on the existing phase estimator of each frames, which leads to long-range phase synchronization across the image. Indeed, we consider argmin ξ∈C K ; |ξ|=1
where B is a K × K diagonal block matrix with its diagonal the m 2 × 1 row vector 1 T that distributes the phase over the frame. We can re-write as:
, which is relaxed by finding the largest eigenvector of K ( ) . That is, K ( ) comes from expanding the functional (I − P FQ )diag(P a ζ (l) )Bξ 2 . The scaling factor (Q * Q) in P FQ can be weighted out by considering the pairwise relationship: (27) by swapping the diagonal matrix T * (i) R * Q (i) . We optimize the frame-wide phase vector ξ based on the existing estimator
which yields the following synchronization problem :
In our numerical experiments the two kernels yield similar results. We mention that this frame-wise synchronization can be justified by realizing that at each iteration, I − K (l) can be understood as the CGL built from the graph associated with the illumination windows so that the estimated frame-wise phases are synchronized according to the CGL (I − K (l) ). Thus, this frame-wise phase estimation leads to the long range phase synchronization. The nomination of "synchro-RAAR" and "synchro-CG" is to emphasize that we do not use P FQ in the ordinary RAAR step or CG but use the frame-wise synchronized P ( −1) FQ , where the estimated frame-wise phase corrector ξ (l) /|ξ (l) | are distributed to all the pixels by B.
We tested these algorithms, as well as the AP and t-PS+AP algorithms, on the same data setup in Figure 10 , and the convergence results of different algorithms are shown in Figure 11 for comparison. Notice the change of scale in the last plot, where convergence is over 80× faster than the AP algorithm.
6.3. Experiment with noise. In our final test, we test the AP algorithm with noise. Noisy data is simulated using a proxy for Poisson statistics. We define σ a randomly distributed gaussian noise, and simulate noisy data and define the measurement error ε σ :
We performed several tests where we vary the variance of σ and apply up to 5000 iterations of the AP algorithm. In Fig (12) we show the linear relationship between reconstruction error ε ( ) 0 vs data noise ε σ over several orders of magnitude. These tests where performed in single precision, which limited the nrmse to 10 −7 .
Conclusion
In this paper, we demonstrate the the necessary and sufficient conditions of the global convergence of the alternating projection (AP) algorithm to the unique solution up to a global phase factor, and apply it to the ptychographic imaging problem. To be more precise, we have conditions so that the user can check if the AP algorithm gives the inverse transform of the phase retrieval problem when the frame is generic. We also survey the intimate relationship between the AP algorithm and the notion of phase synchronization (PS) and propose two algorithm, CGL-PS and t-PS, to quickly construct an accurate initial guess for the AP algorithm for large scale diffraction data problems. In addition, by combining the CG algorithm with the frame-wise synchronization, the convergence is over 80× faster than the AP algorithm and is about 20× faster than the RAAR algorithm.
There are several problems left unanswered in this paper. We mention at least the following five directions which we are pursuing and the result will be reported in the near work.
(1) First, how to design the best lens and illumination scheme so that we can obtain an accurate reconstruction for the real samples; given a detector, with a limited rate, dynamic range and response function, what is the best scheme to encode more information per detector channel. (2) Second, the noise influence on the convergence behavior needs further investigation. The problem is challenging since experimental uncertainties include not only photon-counting statistics but also perturbations of the lens [67, 66, 32] , illumination scheme (positions), incoherent measurements, detector response and discretization, time dependent fluctuations, etc. (3) Third, spectral methods such as the proposed algorithms in this paper (CGL-PS, t-PS, and frame synchronization) have the potential to be scaled up on high-performance computing architectures to handle the big imaging data in the coming new light source era [18, 9, 64] . May we define the optimal numerical scheme based on this idea given hierarchical memory bandwidth of future computing architectures? (4) Fourth, although the AP algorithm works on the ptychographic imaging problem, the frame FQ might not be a generic one mentioned in the uniqueness result. Also, its relative relaxation schemes deserve further study so that we have a better understanding about the underlying structure. (5) Last, although RAAR, synchro-RAAR, synchro-CG and other iterative schemes perform well in practice, their convergence behavior needs to be further studied. Can we design better iterative methods based on our findings that exploit phase synchronization schemes more efficiently? 
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‡ , YU-CHAO TU † , AND HAU-TIENG WU Figure 8 . Comparison of lens ω s and lens ω BLR on the Barbara image of size 256 × 256 with ω s lens and the illumination scheme described in the content (∆x = ∆y = 8 with perturbation). For the t-PS algorithm, we set a so that it selects 98% of the highest values of a. The top row is the result with lens ω s ; from left to right: the ψ t-PS , the convergence of the AP algorithm, and the convergence of AP+t-PS algorithm. The middle row is the result with lens ω BLR ; from left to right: the ψ t-PS , the convergence of AP with a random start, and the convergence of AP with the t-PS start. The bottom row, from left to right: the ψ CGL-PS , the ground truth, and the convergence of AP with the CGL-PS start. ‡ , YU-CHAO TU † , AND HAU-TIENG WU Figure 9 . Comparison of lens ω s and lens ω BLR on the gold ball image of size 256 × 256 with ω s lens and the illumination scheme described in the content (∆x = ∆y = 8 with perturbation). For the t-PS algorithm, we set a so that it selects 80% of the highest values of a. The top row is the result with lens ω s ; from left to right: the ψ t-PS , the convergence of the AP algorithm, and the convergence of AP+t-PS algorithm. The middle row is the result with lens ω BLR ; from left to right: the ψ t-PS , the convergence of AP with a random start, and the convergence of AP with the t-PS start. The bottom row, from left to right: the ψ CGL-PS , the ground truth, and the convergence of AP with the CGL-PS start. Figure 11 . Convergence rate for different algorithms applied to the Barbara image of size 512 × 512 with ω BLR lens and the illumination scheme described in the content (∆x = ∆y = 16 with perturbation). For the t-PS algorithm, we set a so that it selects 80% of the highest values of a. (a-b) random start. Note that (a,b) it is the zoom out figure of subfigure (e,f) in Figure 10 ; (d) t-PS start; (e) CGL-PS start; (f) t-PS start+synchro-RAAR. Notice the change of scale in the last plots(e-f), where convergence is over 40 − 80× faster than the AP algorithm and is about 10 − 20× faster than the RAAR algorithm. Noisy data is simulated as a = |FQψ 0 | 2 + σ|FQψ 0 ||, where σ is a randomly distributed gaussian noise. We define ε σ := a − |FQψ 0 | / a (a) Convergence for the AP algorithm with noise (ε a , ε F Q and ε aF Q overlap on the plot). The black line represents a − |FQψ 0 | / a . (b) reconstruction error ε ( ) 0 vs data error ε σ . The lower bound is limited by numerical precision.
