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1Introduction
Astroparticle physics (or particle astrophysics) is an interdisciplinary field of physics at the
intersection of particle physics, astronomy and cosmology. Its primary goal is the detection
of extra-terrestrial elementary particles and their relation to astrophysical phenomena as well
as to investigate the structure and nature of matter in the Universe. Historically, astroparti-
cle physics has been established by the first discovery of cosmic rays by Victor Hess in 1912.
Since then, cosmic rays have been subject to extensive research and many experiments have
measured their energy spectrum and composition. From these measurements it is known that
the composition of the cosmic rays reaching Earth is dominated by protons and light nuclei,
with a contribution of gamma rays, neutrinos and heavier nuclei. The energy spectrum of the
cosmic-ray flux has been measured over a large range, with individual particle energies up to
1020 eV. The flux decreases rapidly with energy, reaching about one cosmic ray per square
kilometer and century at the highest energies. Up to today, neither the astronomical objects
nor the exact mechanisms that are able to accelerate cosmic rays to such high energies have
been identified. This is mainly because charged cosmic rays are deflected in the intergalactic
magnetic fields and therefore do not directly point back toward their source.
In contrast, neutrinos are considered as ideal cosmic messengers for two reasons. They have
no electric charge and hence are not deflected by electromagnetic fields. Secondly, they only
interact through the weak interaction and because of their small interaction cross sections,
they rarely interact with matter and can travel unobstructed over large cosmic distances. Up
to now the only confirmed astrophysical neutrinos besides solar neutrinos were observed from
the supernova SN1987A, with energies below 100 MeV.
Various models predict that the sources of cosmic rays are also sources of high-energetic
neutrinos, with energies above 1 TeV and beyond. In these models, matter or photon fields
in the vicinity of the sources act as a beam dump for accelerated cosmic rays, resulting in
an astrophysical neutrino flux that depends on the cosmic-ray acceleration mechanism and
the physical conditions at the source. Furthermore, a cosmogenic neutrino flux is predicted
from the interaction of the highest-energy cosmic rays with the cosmic microwave background.
The detection of these neutrinos would allow to identify the sources of cosmic rays and would
help to understand the physical processes taking place in these sources as well as during the
propagation of cosmic rays in the universe.
However, the detection of these neutrinos is challenging. One of the advantages of neu-
trinos as messenger particles – their low interaction probability – also constitutes the main
experimental challenge for their detection. In addition, the predicted flux of astrophysical
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neutrinos is very small and is steeply falling with energy. Therefore, in order to accumulate
sufficient numbers of detected neutrinos within reasonable time, large detector volumes are
required. The recently completed IceCube detector is the largest neutrino detector built to
date, with an instrumented volume of about 1 km3. It uses the Antarctic ice at the South Pole
as detector medium, measuring the Cherenkov light from charged particles created in neutrino
interactions. The primary goals of IceCube are to detect point sources of astrophysical neu-
trinos and to measure the energy spectrum of the diffuse neutrino flux from unresolved sources.
In IceCube, astrophysical neutrinos are principally indistinguishable from the background of
neutrinos produced in the Earth’s atmosphere, except for their different energy spectrum and
angular distribution. Hence, the challenge for the measurement of the diffuse neutrino flux is to
search for a small excess of neutrinos at the high-energy tail of the observed energy spectrum,
which requires a good energy resolution.
In order to efficiently probe the astrophysical neutrino flux at the highest energies, the
IceCube detector is not large enough. Above 1017 eV, the expected rate of detected neutrinos
is less than 1 event/km3/yr and a detection volume of the order of 10 − 100 km3 is desirable.
However, scaling up the existing design of IceCube by two orders of magnitude is prohibitive
in cost. Instead, new detector designs are currently investigated, including alternative detec-
tion methods such as the acoustic and the radio detection methods. The acoustic method is
based on the thermo-acoustic effect, whereby a neutrino-induced cascade causes local heating
of the medium, resulting in an outgoing pressure wave. The acoustic neutrino detection is in
an early phase of development and various experimental setups exist, using either ice or water
as detector medium. Before an acoustic detector can be built into the ice at the South Pole,
the corresponding ice properties have to be known, namely the acoustic attenuation length,
the sound speed and refraction, the ambient noise level and the rate of transient events. In
order to determine these properties, the South-Pole Acoustic Test Setup (SPATS) has been
built at South Pole. SPATS is operating successfully since January 2007 and it was possible
to measure or to constrain all acoustic ice properties.
This thesis is structured as follows. In chapter 2, a short overview is given of the current
observations and potential sources of high-energy cosmic rays. The production mechanism of
high-energetic astrophysical neutrinos, their expected fluxes as well as the current observational
limits on their detection are described. In chapter 3, the Antarctic ice as detector medium for
the detection of neutrinos is discussed. The different detection methods are described, with
a focus on the optical and the acoustic detection method. The IceCube detector and the
SPATS array are presented in chapters 4 and 5, respectively.
The acoustic attenuation length has been determined from in-situ measurements with
SPATS, using a retrievable transmitter (pinger). The data analysis and the comparison with
theoretical predictions are presented in chapter 6.
Finally, a new muon energy reconstruction method based on the Top-Down principle has
been developed for the IceCube software framework. The implementation of the method and
a proof-of-concept study using Monte-Carlo data are presented in chapter 7.
2Astroparticle physics
Abstract
Astrophysical neutrinos, i.e. neutrinos with an extraterrestrial origin, are predicted to
originate from various cosmic objects as well as being produced through the GZK effect.
This is closely connected to the acceleration and propagation of cosmic rays. The sources
and the mechanisms by which cosmic rays are accelerated to the highest energies is still
under debate. In this chapter an overview of the current observations and potential sources
of high-energy cosmic rays is given. A possible production mechanism and the expected
fluxes of astrophysical neutrinos are discussed. An overview of the current observational
limits is given.
2.1 High-Energy Cosmic Rays
2.1.1 Observation
The atmosphere of the Earth is continuously hit by an extraterrestrial flux of elementary
particles, mostly protons and heavier nuclei. These particles are also called primary cosmic
rays, in contrast to the particles that are created in air showers when primary cosmic rays hit the
Earth’s atmosphere, also called secondary cosmic rays. The primary cosmic-ray spectrum has
been measured over many orders of magnitude up to an energy of 1020 eV. For instance, in 1963,
a cosmic ray with an energy of 1020 eV was detected by the Volcane Ranch Array [2]. Cosmic
rays with energies above 1018 eV are referred to as ultra-high-energy cosmic rays (UHECR),
though there is no common nomenclature. Figure 2.1 shows the primary cosmic-ray spectrum,
measured by various air shower experiments. For energies up to 100 TeV, direct measurements
of the primary cosmic rays are possible, e.g. with balloon- or satellite-borne detectors. The flux
is steeply falling with energy, and at higher energies only indirect measurements are feasible
because of the small rates of detected particles. Such indirect measurements are done with
large ground-based detector arrays that detect secondary particles produced in extensive air
showers. The observed all-particle cosmic-ray spectrum follows a broken power law
dN
dE
∝ E−γ , (2.1)
where the spectral index γ changes at certain energies, forming several features in the spectrum,
see figure 2.1. At the so-called knee at about 4 PeV, the index steepens from about 2.7 to 3. A
second knee is discussed for 400 PeV [3]. This change in the observed energy spectrum suggests
that there are different kinds of sources of cosmic rays. The bulk of cosmic rays with energies
below the knee is usually explained with Galactic sources, whereas the highest energies have
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Figure 2.1: The all-particle spectrum from various air shower measurements, image taken from [1].
The shaded area shows the range of the direct cosmic-ray spectrum measurements. See reference for a
comprehensive overview on the individual experiments.
to originate from extragalactic sources. The mechanism by which cosmic rays are believed to
be accelerated is discussed in section 2.1.2.
The spectrum hardens again at the ankle at about 3 EeV, where the spectral index changes
to about 2.7. For even larger energies, a suppression of the spectrum is observed, as predicted
by Greisen, Zatsepin and Kuzmin, and hence is called GZK cutoff. Cosmic rays observed
with these energies have to originate within 100 Mpc distance from Earth. The GZK cutoff
discussed in more detail in section 2.1.4.
Recent observations by the Pierre Auger Observatory show evidence for an anisotropy in the
cosmic-ray arrival directions at the highest energies above the GZK regime [4]. The anisotropy
was found as a correlation of the measured events with the highest energy (69 events with
E > 57 Eev) with a catalog of known astrophysical objects that are discussed as potential
cosmic-ray sources. Moreover, no correlation with the Galactic plane was observed, which
confirms that these events must have an extra-galactic origin.
2.1.2 Cosmic-Ray Acceleration
The scenarios that have been developed to describe cosmic-ray acceleration can be subdivided
into two categories, namely the stochastic (diffuse) and the inductive (direct or one-shot)
mechanism. A general discussion of these scenarios is given in [6].
2.1. HIGH-ENERGY COSMIC RAYS 5
Figure 2.2: The Hillas criterion on cosmic-ray acceleration in astrophysical sources for 1020 eV protons.
The black line represents the lower limit allowed by the Hillas criterion. The boxes denote parameter
regions for the various sources, namely neutron stars (NS), anomalous pulsars (AXP); super-massive
central black holes (BH), jets and central region (AD) of AGN, from low-power Seyfert galaxies (Sy) to
powerful radio galaxies (RG) and blazars (BL); knots, hot spots and lobes of AGN; starburst galaxies
(SB); gamma-ray-bursts (GRB); galaxy clusters and intergalactic voids. Image adapted from [5], see
text and reference for details.
Stochastic Acceleration
In the stochastic mechanism, such as the ’Fermi acceleration’ discussed below, cosmic rays
are accelerated in small portions by a number of ’encounters’ inside an acceleration region.
This mechanism gives a consistent explanation for the observed power law spectrum. It is
commonly explained by the diffusion of charged particles in turbulent magnetic fields that are
carried along with moving plasma. In his original theory, Fermi [7] described acceleration in
interstellar clouds. This model has later been modified to describe acceleration at supersonic
shock fronts, [8, 9, references therein]. In both cases, the particles gain energy by elastic
scatterings in time-dependent inhomogeneous magnetic fields in a plasma. A comprehensive
treatment of this mechanism can be found in e.g. [10] In the case of the plasma clouds, the
average fractional energy gain ξ = ∆E/E for a particle with energy E is proportional to the
square of the cloud velocity vc
ξ ∝ β2c = (vc/c)2, (2.2)
and is therefore called second order Fermi acceleration. The acceleration at shock fronts is
called first order Fermi acceleration, because in this case the average energy gain is linearly
proportional to the velocity of the shock front and is therefore more efficient
ξ ∝ βs = (vs/c). (2.3)
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An interstellar plasma cloud is expected to have a velocity small compared to the speed of light,
βc  1, while for shocks much larger velocities are expected. Therefore, a charged particle will
gain energy much faster in the first order acceleration.
To gain a high kinetic energy, a particle has to undergo numerous subsequent encounters,
e.g. moving back and forth across the shock. At each encounter, there is a probability that
the particle escapes and is lost to the acceleration. Calculations, e.g. in [10], performed for
the first order mechanism and a mono-atomic gas yield a power law spectrum at the source
dN
dE
∝ E−γ , γ = 2 + δ (2.4)
where δ is a small positive number. The spectral index γ depends on the particular conditions
inside the acceleration region, e.g. the magnetic field configuration, velocity of the shock front,
density of the medium, etc.
In order to explain the spectrum with an index γ = 2.7 observed at Earth, the propagation
of the cosmic rays has to be considered. A steepening of the source spectrum is expected
from an energy dependent diffusion of the cosmic rays in the galaxy, where cosmic rays with
a higher energy have a larger probability to escape the galaxy. A common simple model to
explain the steepening of the spectrum is the leaky box [11]. In this model, the cosmic rays
propagate freely in a given volume, e.g. the Galaxy, while at the boundaries, the particles have
an energy-dependent escape probability.
Inductive Acceleration
In an inductive mechanism, a charged particle is accelerated in a single acceleration process
by an electric field and then leaves the acceleration region. This mechanism requires a strong,
electric field which for instance can be found near rapidly rotating neutron stars. Compared
to the stochastic mechanism, the direct mechanism can explain acceleration on much shorter
time scales because the particles only ’interact’ once with the accelerator. On the other hand,
there is no natural explanation how the observed power law arises from this scenario. It is
therefore assumed that the majority of cosmic rays are accelerated in a stochastic mechanism.
2.1.3 Candidates for Cosmic-Ray Acceleration
With increasing energy, it becomes more difficult to confine the cosmic rays in the acceleration
region and to continue the accelerating process up to higher energies. This leads to a basic
estimate of the maximum energy that can be acquired by a particle inside a given accelerator,
called the Hillas criterion. When the gyromagnetic radius of a particle exceeds the size of the
accelerator, it escapes and is not further accelerated. Considering first order Fermi acceleration,
Hillas [6] derived the condition on the achievable energy E(
B
G
) (
R
pc
)
>
0.2
βZ
(
E
1020 eV
)
(2.5)
for a particle with charge Z in an accelerator with size R and magnetic field B and the velocity
β = v/c. The maximum energy is further constrained by energy losses from the interaction of
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cosmic rays with particles or photons inside the acceleration region. The energy losses depend
on the particular conditions in the accelerator, see [12] for a discussion. Figure 2.2 shows a
so-called Hillas plot, which is a graphical representation of the Hillas criterion. For this, the
typical magnetic field strength and size for a number of potential cosmic-ray sources are plotted
with the limit given by equation 2.5. In the following sections, a brief overview is given on
potential sources of cosmic-ray acceleration.
Super Nova Remnants
A supernova (SN) occurs at the end of the stellar evolution of massive stars, when the thermal
energy released in the nuclear fusion does no longer balance the gravitational force. In type II
supernovae the core of the star collapses, leaving a neutron star or a black hole. During the
supernova explosion several solar masses of ionized material are ejected with supersonic speed,
creating an expanding plasma shell, called supernova remnant (SNR). This leads to a shock
wave propagating through the surrounding interstellar medium (ISM) whereby the associated
magnetic fields are compressed and pile up in front of the supernova ejecta. The acceleration
at these shock fronts is considered a promising mechanism for the acceleration of cosmic rays
up to an energy of about 100 TeV [10]. It is believed that the majority of cosmic rays with
energies just below the knee are from galactic SNR. Beyond that energy, SNR are not efficient
and a different mechanism is required.
Active Galactic Nuclei
In many galaxies, the central core has a higher luminosity than the entire rest of the galaxy.
These cores are called Active Galactic Nuclei (AGN), while the galaxy hosting an AGN is
called active galaxy. AGNs are the most luminous non-transient sources of electromagnetic
radiation in the universe with emissions over a large range of the electromagnetic spectrum.
The appearance (and classification) of AGNs depends on the observation angle, e.g. whether
the line of sight is obstructed by a surrounding torus of gas and dust. In [13], an overview is
given of the classification and the different phenomena connected to AGNs (such as Seyfert
galaxies, Blazars and Quasars). It is commonly assumed that the high luminosity is the result
of mass accretion by a super-massive black hole in the center of the host galaxy. Because of the
conservation of angular momentum, the inflowing mass forms an accretion disc. In some cases,
highly collimated outflows of matter, called jets, are observed. In these jets, matter is ejected
at relativistic speeds along the rotation axis of the disc into the surrounding medium. The
resulting shock fronts at the jets are promising regions for the first order Fermi acceleration.
The exact mechanism of these jets is not known, it is believed that they are produced by the
rotating magnetic field of the accretion around the black hole [14].
Gamma Ray Bursts
Gamma Ray Bursts (GRB) are extremely luminous explosions causing the emission of large
amounts of gamma rays. They are isotropically distributed over the sky and last typically for
a few seconds, while the initial burst is followed by a longer afterglow with emissions at longer
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(a) (b)
Figure 2.3: (a) The cosmic-ray energy spectrum at high energies determined by the Pierre Auger Ob-
servatory and the HiRes instrument, from [20]. The spectrum is multiplied with E−3 to accentuate the
cutoff at high energies which was predicted from the GZK effect. (b) Measurement of the shower depth
Xmax in comparison with theoretical predictions from various particle interaction models, indicating a
transition to a heavy composition at high energies for the Auger data [21].
wavelengths. There are two subclasses, long (& 2 s) and short-duration (. 2 s) GRBs. The
exact mechanism of this phenomenon is still under debate. A common explanation for the
long GRBs is a stellar collapse scenario where a rapidly rotating star collapses in a supernova
explosion to form a neutron star or black hole [15], while the short GRBs are associated with
the merger of binary star systems (double neutron stars or a neutron star and a black hole) [16].
The leading model for the observed electromagnetic emissions from long GRBs is the fireball
model, see [17] for a review. Another scenario considers mass ejecta in the form of discrete
“bullets”, or “cannon-balls” ejected at relativistic velocities [18]. In both cases, an accretion
disk is created after a stellar collapse around the newly formed compact object. When material
falls onto the compact object, highly relativistic jets are emitted in opposite directions along
the rotation axis. Because of the strong magnetic fields involved, GRBs are possible candidates
for the acceleration of cosmic rays and are believed to accelerate cosmic rays up to an energy of
1020 eV [19]. The observed gamma ray emission is explained by synchrotron radiation and/or
inverse Compton scattering in the outflows.
2.1.4 The GZK Effect
In the highest-energy region, the cosmic-ray spectrum is expected to be suppressed by the
GZK effect. Soon after the discovery of the Cosmic Microwave Background (CMB), Greisen
[22] and Zatsepin and Kuzmin [23] independently predicted a cutoff in the cosmic-ray spectrum.
This cutoff is due to the energy loss of cosmic rays by photo-pion production processes in the
interaction with the CMB photons:
p+ γCMB → ∆+ →
{
n+ pi+
p+ pi0
.
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This mechanism is significant for cosmic rays with energies above O(1019 eV). Therefore, the
CMB is opaque for the highest cosmic-ray energies and their flux is attenuated with traveling
distance.
If the cosmic-ray composition is dominated by heavy elements, their flux in the trans-GZK
regime is expected to be reduced compared to a light composition of mainly protons. This is
because if a heavy nucleus such as iron interacts with the CMB photons, it can photo-dissociate
into lighter fragments. In this case, the energy of the primary cosmic ray is shared between
multiple nucleons. Because these nucleons have a lower energy than the primary particle, the
flux at the highest energies is reduced.
The recent observations from the HiRes [24] and Pierre Auger [20] observatories report
a cutoff, see figure 2.3(a). However, the confirmation that the observed feature is truly the
GZK effect also requires support from measurements of the elementary composition. The
HiRes data is consistent with a proton-dominated composition, while the Auger data favors
a transition towards a heavier composition, see figure 2.3(b). A possibility to discriminate
between the heavy and the proton-dominated composition, is the detection of neutrinos that
would be produced from the decay of the charged pions and neutrons in the proton-dominated
scenario, see next section.
2.2 High-Energy Neutrinos
Neutrinos can be produced at the sources of cosmic-ray acceleration as well as during the
propagation of cosmic rays. In this section, the production mechanism and possible neutrino
sources are discussed and a short overview of sources of high-energy neutrinos is given. A
wide range of models has been developed to elucidate the production of neutrinos in galactic
and extra-galactic objects. These models are closely linked to the acceleration and interaction
of cosmic rays and therefore the sources of cosmic rays are primary candidates for sources of
neutrinos and vice versa. A cosmogenic neutrino flux is predicted from the GZK effect as well
as from the decay of super-massive particles.
2.2.1 Production Mechanism
Neutrinos may be produced from the interaction of cosmic rays with interstellar matter or radia-
tion. These processes involve the generation of secondary pions (and kaons) which subsequently
decay and produce neutrinos. The most relevant channels for pion production are nucleon-
nucleon scattering and the interaction of protons with the radiation field, called nucleon-meson
and photo-meson production respectively
p+ p(n) →
{
p+ p(n) + pi0
p+ n(p) + pi±
p+ γ → ∆+ →
{
p+ pi0
n+ pi+
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From these processes, the ratio of charged to neutral pions is 1 : 1. While the neutral pions
decay into two photons, the charged pions and kaons decay dominantly into muons which in
turn produce muon and electron neutrinos (and antineutrinos)
pi0 −→ γγ
pi+ −→ µ+ + νµ, µ+ → e+ + νe + ν¯µ
pi− −→ µ− + ν¯µ, µ− → e− + ν¯e + νµ.
Hence, the resulting neutrino flavor ratio at the source is νe : νµ : ντ = 1 : 2 : 0. Because of
neutrino flavor oscillations, this ratio changes with the traveling distance. For a large distance,
the expected ratio is νe : νµ : ντ = 1 : 1 : 1.
The secondary neutrons produced in the cosmic-ray interaction decay, resulting in an ad-
ditional contribution of electron neutrinos
n −→ νe + p+ e−.
For all neutrinos produced at the acceleration site, the energy spectrum is not affected by the
propagation effects on the cosmic rays and therefore follows the cosmic-ray source spectrum
with an spectral index γ = 2 + δ ≈ 2.
2.2.2 Neutrinos from Cosmic-Ray Sources
The astrophysical objects that are thought to accelerate cosmic rays to high energies, are
discussed in section 2.1.3. There are in principle two different acceleration scenarios, a purely
leptonic scenario and a hadronic one. In the hadronic scenario, protons and heavier nuclei are
accelerated to high energies. The protons then can interact with the surrounding matter or
intense radiation fields at the source and produce pions which in turn lead to the production of
neutrinos and gamma rays. Therefore, the sources of high-energetic protons are possible sources
for neutrinos. In a purely leptonic scenario on the other hand, only electrons are accelerated.
These electrons can emit gamma rays through Bremsstrahlung or inverse Compton scattering,
but in this scenario no protons are accelerated and no neutrinos are produced.
In order to estimate the neutrino flux from astrophysical sources, one can use the measured
cosmic-ray flux and estimate the matter and photon density at the source to calculate the
neutrino production rate. Another method is to use the observed high-energy photon flux as-
suming that the photons are from pi0 decay and not produced in the leptonic scenario described
above. Assuming that half of the produced pions are charged or neutral respectively, this leads
to an estimate of the number of charged pions and thus to an estimate of the neutrino flux.
In the following part of this section, a short overview on potential neutrino sources is given.
The flux predictions from the various models are shown in figure 2.5 together with current
observational limits.
The observed high-energy cosmic-ray flux implies a model-independent upper bound on the
flux of high-energy neutrinos, known as the Waxman-Bahcall bound [25, 26]). It is calculated
for astronomical sources that are, like GRBs or jets of AGN, “optically thin” to photo-meson
2.2. HIGH-ENERGY NEUTRINOS 11
interactions of protons. Here, the pions produced in pp or pn collisions rather decay than
interact and therefore produce neutrinos. The Waxman-Bahcall flux is calculated by requiring
that the neutrino energy production rate in any source cannot exceed the cosmic-ray energy
production rate derived from observations at highest energies. Assuming a generic cosmic-ray
spectrum at the source with dNCR/dECR ∝ E−2, as typically expected for Fermi acceleration,
the Waxman-Bahcall bound for the differential neutrino energy spectrum is
E2ν
dNν
dEν
<
tH c ξZ
16pi
E2CR
d2NCR
dECRdt
=
{
1.5
2.25
× 10−8 GeVcm−2s−1sr−1 (2.6)
with the Hubble time tH and a correction factor ξZ that accounts for the evolution of sources
in dependence of the redshift, and the energy E and particle number N for cosmic rays and
neutrinos. The lower and higher values are without and with source evolution, respectively.
The jets of AGN are potential candidates for the cosmic-ray acceleration and pγ or pp(n)
interactions and the subsequent neutrino production from pions. In [27] Becker, Biermann and
Rhode calculate a neutrino flux for the jets of FR-II radio galaxies. In these calculations, the
observations in the radio band from these objects is used to normalize the flux, by assuming a
relationship between the neutrino flux with the radio luminosity of the jets.
Mu¨cke et al. [28] calculated a neutrino flux for BL-LACs, that are optically thin to photon-
neutron interactions, assuming that protons are produced by the decay of escaping neutrons.
In this model, a neutrino flux arises which is proportional to the observed cosmic-ray flux.
For GRB, an average neutrino spectrum is calculated by Razzaque et al. [29], connecting the
gamma-ray emission to the observed cosmic-ray flux.
In optically thick sources, the high-energetic γ from pi0 decay interact with the surrounding
medium and cascade into lower energies. In this case, the observed diffuse extra-galactic gamma
ray flux can be used to normalize the neutrino flux, assuming a hadronic scenario. This has
been done e.g. by Mannheim [30] and Stecker [31], using the data collected by the Compton
Gamma Ray Observatory.
2.2.3 Cosmogenic (GZK) Neutrinos
The GZK effect (section 2.1.4) for cosmic rays implies the existence of a guaranteed cosmogenic
neutrino flux, as the energy of the ultra-high-energy cosmic rays is converted to neutrinos (and
photons and hadrons) with lower energy. The existence of such neutrinos was first suggested in
[33] and the detection of a cosmogenic (or GZK) neutrino flux is one of the main motivations
for the search of high-energetic neutrinos. A calculation of the expected neutrino flux has been
performed by various authors, for instance by Engel, Seckel and Stanev [34]. The calculated flux
depends on the assumed cosmic ray injection spectrum and the cosmological source evolution.
However, these calculations are based on a pure proton cosmic-ray composition. If a substantial
fraction of the cosmic-ray primaries are heavy nuclei, the flux at high energies is reduced by
photo-dissociation. In order to contribute to GZK neutrino production, the photo-disassociated
remnants must exceed the GZK threshold. Therefore, the number of particles available for the
GZK mechanism is lower than in the case for a pure proton composition, leading to a smaller
contribution to the neutrino flux.
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Figure 2.4: The all-flavor neutrino spectrum produced in the interaction of cosmic rays with the
Cosmic Microwave Background. Shown are the calculations for heavy nuclei helium (green, dashed),
oxygen (red, dot-dashed) and iron (blue, dots) compared to the result for protons (black, solid line)
[32]. For heavy nuclei, the flux is reduced at higher energies.
The expected GZK neutrino flux has been calculated for various heavy nuclei e.g. by
Hooper et al. [32]. In figure 2.4, the all-flavor GZK neutrino flux for different nuclei is shown.
These calculations were performed assuming a pure proton, helium, oxygen or iron composition,
respectively. While the high-energetic neutrino flux is suppressed for heavy nuclei, there is an
additional contribution of ν¯e from decaying neutrons at lower energies. An estimate of the
expected event rate of GZK neutrinos in the IceCube detector has been calculated in [32]
and is shown in table 2.1. The predicted differential neutrino fluxes for a compilation various
models are shown in figure 2.6.
Table 2.1: The expected event rates of GZK neutrinos per year in IceCube. Shown are the results for
protons and various heavy nuclei for two different detection thresholds for the neutrino-induced muons
and for neutrino-induced cascades with threshold [32].
nucleus cascade E > 1 PeV muon E > 1 PeV muon E > 10 TeV
proton 0.57 0.72 1.16
helium 0.42 0.50 0.80
oxygen 0.19 0.23 0.73
iron 0.036 0.042 0.17
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Figure 2.5: Upper limits on the astrophysical muon-neutrino flux shown along with theoretical model
predictions of muon neutrinos from various sources. Shown is the currently most stringent limit on the
diffuse neutrino flux, set by IC40 [38]; see text and reference for details.
2.2.4 Top-Down Scenarios
A high-energy neutrino flux is also predicted through the decay of super-massive elementary
particles related to some grand unified theories (GUT). These particles could be released
from topological defect relics which could have formed during spontaneous breaking of GUT
symmetries in the early Universe. This scenario is called Top-Down, as it involves the decay of
exotic super-massive particles into lighter ones, whereas in the Bottom-Up scenario particles
are accelerated to higher energies. Calculations of the expected neutrino flux for different
scenarios are discussed e.g. in [35].
Another possible source of neutrinos is the Z-burst model, as discussed in [36]. In this
model, hypothetical high-energy neutrinos emitted by various sources interact with the cosmic
background of relic neutrinos from the Big Bang and produce Z bosons. The Z boson decays
in 69.9% of all cases into hadronic jets. The jets contain large numbers of pions which decay
into neutrinos with lower energies, but also contain γ rays and nucleons. Hence, the Z-burst
mechanism has been proposed as a possible explanation for the highest energy cosmic rays in
the trans-GZK regime. Numerical calculations of the expected fluxes are presented in [37].
2.2.5 Current Limits on the Neutrino Flux
While the fluxes from individual point sources are possibly too small to be detected, the
superposition of all astrophysical neutrinos from many sources may give rise to a detectable
diffuse flux. On cosmic scales, this flux is isotropic, because of the uniform distribution of the
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Figure 2.6: The all flavor neutrino flux differential limit and the E−2 spectrum integrated limit
from the IceCube-40 extremely-high-energy (EHE) analysis [39] (red solid lines) in comparison with
the upper limits by the Pierre Auger Observatory (PAO), RICE, ANITA, Amanda and the previous
result from Ice- Cube-22, alongside with the predicted fluxes from various GZK models, see reference
for details. Also shown for reference are the estimated limit for three years of observation with the full
IceCube detector and the Waxman-Bahcall bound with cosmological evolution.
assumed sources in the universe.
The most recent experimental results of the astrophysical neutrino flux in the high-energy
regime are shown in figures 2.5, 2.6 and 2.7 together with the various model predictions. So
far, no astrophysical neutrinos in this energy range have been detected and limits on the diffuse
fluxes have been calculated by various collaborations. The most stringent upper limit on an
integral diffuse neutrino flux in the range of 104 − 107 GeV has been set by the IceCube col-
laboration [38]. The data from a full year of data from the half-completed IceCube detector
(IC40) showed no evidence for astrophysical neutrinos and are consistent with a background of
atmospheric neutrinos. The calculated limit is shown in figure 2.5 alongside with various pre-
dicted flux models. The ANTARES [41] and the AMANDA [42] collaborations also published
limits, which are less constraining than the limit set by IceCube.
The IceCube collaboration also reported an upper limit on the all-flavor neutrino flux for
neutrinos with energies exceeding 107 GeV [43], using the data collected between April 2008 and
May 2009 with IC40. This limit is already capable to constrain various cosmogenic neutrino
flux models and a significant improvement is expected for the full IceCube detector, see figure
2.6. Upper limits in this energy range have also been presented by various experiments using
the radio-Cherenkov method, namely RICE [44], ANITA [45], FORTE [46] and GLUE [47],
see figures 2.6 and 2.7.
The Pierre Auger Observatory (PAO) and the HiRes detector are sensitive to upward-
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Figure 2.7: Limits on the high-energy neutrino flux from various experiments that use either the radio
(ANITA II, FORTE, GLUE) or the acoustic (SPATS, SAUND, ACoRNE) detection method [40] and
section 3.6.
going, Earth-skimming neutrinos in the EeV range. Neutrinos interacting in the Earth’s crust
produce particle showers that are detectable by these experiments after exiting the Earth into
the atmosphere. No evidence for such neutrinos has been found and upper limits have been
calculated by PAO [48] and HiRes [49] respectively, see figure 2.6. In the acoustic neutrino
detection channel (section 3.4), the first upper limit has been set by the SAUND experiment
[50]. The ACoRNE [51] and the SPATS [40] collaborations also have set limits for the acoustic
method, see figure 2.7. However, the acoustic detection is still in an early phase of development
and these limits are not competitive with the above limits.
2.3 The Atmospheric Background
Atmospheric Neutrinos
The interaction of cosmic rays in the Earth’s atmosphere leads to extensive air showers. Similar
to the production of astrophysical neutrinos, charged pions and kaons are generated, which sub-
sequently decay into muons and neutrinos. For energies above ∼ 100 TeV, also large numbers
of charmed mesons should be produced. The neutrinos which are expected to arise from the
decay of these charmed mesons are called prompt atmospheric neutrinos, whereas the neutrinos
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from the pion and kaon decay are called conventional atmospheric neutrinos. The prompt and
conventional contribution to the atmospheric flux have different energy spectra and angular
dependence. These have been calculated in three-dimensional Monte-Carlo calculations by
various authors, for instance by Honda et al. [52] or at the Bartol research institute [53].
The different energy spectra are explained by the different lifetimes of the involved mesons.
Only when the mesons decay before they interact with the atmosphere, neutrinos are produced.
The ratio of the interaction probability and the decay probability is proportional to the pion
(kaon) energy. Hence, the resulting neutrino spectrum steepens from the primary particle
spectrum by one power of energy. Moreover, the conventional spectrum has a characteristic
angular dependency due to the different column densities for different zenith angles. Close
to the horizon, the mesons travel a longer distance through the relatively sparse upper layers
of the atmosphere. Hence, their interaction probability is smaller and they have a higher
chance to decay and to produce neutrinos, resulting in an increased flux close to the horizon.
In contrast, charmed mesons have a much shorter lifetime (O(10−13 s)) compared to charged
kaons or pions (O(10−8 s)), so they mostly decay before interacting. Their spectrum follows
that of the primary cosmic rays while their angular distribution is isotropic.
For the search of astrophysical neutrinos, the atmospheric neutrinos are an irreducible
background and on detector level both are indistinguishable from each other, except for the
different energy spectrum and angular distribution. On the other hand, atmospheric neutrinos
themselves are of interest for a variety of studies. One prominent example is the search for
flavor oscillations. The neutrinos arrive from different directions and therefore have a different
traveling distance through the Earth, allowing to investigate flavor disappearance over a large
baseline.
Atmospheric Muons
The muons produced in air showers have a mean live time of about 2µs in their rest frame,
which enables them to reach Earth’s surface and also underground particle detectors. The
atmospheric muon flux has been calculated in Monte-Carlo simulations, see e.g. [54]. For large
zenith angles, most of the muons have stopped or decayed before reaching a detector, hence
the muon flux decreases with zenith. Below the horizon, the Earth acts as a shield against
air showers. Because of their large numbers they constitute a major background for neutrino
detection. In neutrino detectors such as IceCube, this background can be significantly reduced
by “looking downward”, i.e. rejecting particle tracks that have a reconstructed arrival direction
from above the horizon. The atmospheric muon flux has been measured with the IceCube
detector for energies Eµ > O(1 TeV) [55], showing a good agreement with the theoretical
expectation.
3Detection of Neutrinos at the South Pole
Abstract
The polar ice sheet at the South Pole offers unique possibilities as a detector medium for
a large-scale neutrino detector. After a general overview of the physical properties of the
South Pole ice, the principles of various detection techniques are explained and discussed,
with a focus on optical and acoustic detection. An overview of the currently operational
high-energy neutrino detectors is given for each of the respective methods.
3.1 The Ice at the South Pole
There are eleven known crystalline phases of water. Most of these are limited to rather extreme
environments (see figure 3.1 and [56, 62]). Almost all natural occurrences of ice on earth such
as in snow or glaciers are in the ice-Ih phase, with smaller amounts of cubic or amorphous
ice in the upper atmosphere. Ice-Ih has a hexagonal structure with a density of 0.9167 g/cm3
at 0 ◦C, which is slightly less dense than water at the same temperature. Large volumes of
ice are usually poly-crystalline, as the natural growth from precipitation leads to a random
orientation of mono-crystalls of different sizes.
The antarctic continent is almost completely covered with a huge ice sheet, with a maximum
thickness of 4000 m and an average thickness of 1500 m. At the geographical South Pole, the
ice is about 2800 m deep. Even though there is a continuous precipitation with an annual rate
of 2.5 cm/year (which is rather low and qualifies Antarctica as a frozen desert), the ice sheet
is not growing. Instead, the pressure on the deeper ice layers causes a plastic flow toward the
coast with a speed of about 10 m/a.
The accumulating snow becomes increasingly dense with depth due to the pressure of the
overlaying layers until the maximum density is reached at ∼ 200 m, see figure 3.2(a). The
upper part with lower density is called firn ice and still contains many air bubbles. With
increasing depth, the snow is compactified as the snow crystals are fused by sintering (see e.g.
[63]) and the gaseous inclusions are converted into solid air-hydrate clathrate crystals [64]. The
ice below the firn is called bulk ice.
Evaluation of deep core drillings such as the one taken near Byrd station [58, 65] show
that the mean air bubble diameter decreases monotonically from ∼ 1 mm near the surface to
∼ 0.1 mm at a depth of 1400 m with an average number density of n0 = O(100 cm−3). The
clathrate concentration in Antarctic ice has first been measured by [66], indicating that air
bubbles and clathrate crystals coexist over a depth range of several hundred meters until all
air bubbles are transformed at a depth around 1500 m.
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Figure 3.1: Phase diagram of water, illustrating the different crystalline phases of water ice [56]. Ih
is the form of most natural occurrences in snow and ice. In the deep ice at South Pole, the pressure is
of the order of 1 MPa and the temperatures are from about −50 ◦C to −20 ◦.
The surface temperature is about −50 ◦C during the southern winter, while the temperature
increases steadily with depth due to the natural heat of the earth crust [60]. Figure 3.2(b)
shows the temperature profile for the ice at the South Pole. Due to its low heat conductivity
(∼ 2− 3 Wm−1K−1), the bulk ice will only slowly react to climatic variations. Below ∼ 50 m,
the ice is nearly unaffected by the short-term seasonal change of the surface temperature.
Due to the remoteness of the location and the extreme climate conditions, the number of
anthropogenic and natural sources of radio, sound or light emissions is very low. Consequently
the South Pole has become of interest for particle physics experiments, that require large
detector volumes with a small environmental background.
In the following the use of South Pole ice as a detector medium for neutrino detection is
discussed. In principle there are three different detecting channels, optical, acoustic and the
radio detection, where each of these methods requires knowledge of the specific ice properties.
The optical ice properties are discussed in section 3.3. The deep ice below the firn is relatively
transparent with an optical absorption length of ∼ 100 m.
With the construction of various detectors, such as the IceCube detector, the optical neu-
trino detection channel has been established, this is discussed in section 3.3 and chapter 4. For
both of the other two neutrino detection methods - radio and acoustic detection - there are
currently ongoing feasibility and design studies including in-situ measurements of the ice prop-
erties. Section 5.2 summarizes the most recent results of the South Pole Acoustic Test Setup
(SPATS) while the determination of the acoustic attenuation length is subject of chapter 6.
Section 3.5 gives a brief overview of the radio detection channel.
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(a) (b)
Figure 3.2: (a) Density profile of the antarctic ice, illustrating the transition from firn to bulk ice
[57]. The graphic combines results from bore hole [58] and seismic measurements [59]. (b) Vertical
temperature profile combining data from bore hole measurements of AMANDA (2001) and IceCube
(2007) [60], [61].
3.2 Neutrino Interactions in Ice
3.2.1 Inelastic Neutrino Collisions
Because of their small interaction cross sections, and small expected fluxes, a direct detection
of high-energetic neutrinos is not feasible. Instead, they are detected by indirect methods
where the products of rare neutrino interactions are observed. Neutrinos can interact with the
nuclei of the target material via deep inelastic scattering (DIS), either by the neutral current
(NC) or charged current (CC) weak interaction
νl +N
Z0−→ νl +X (NC)
νl +N
W±−→ l +X (CC).
Here, l and νl are a lepton and a neutrino of the same flavor, N is the nucleus and X is
the hadronic remnant after the interaction. The neutral and charged current interactions are
intermediated by Z0 and W± bosons, respectively. For energies above 10 GeV, the energy
transfer to the nucleus is sufficient to disintegrate it. The cross section for both reactions is
shown in figure 3.3(a). The hadronic fragments X also interact with the medium, producing
a hadronic cascade. For a neutral current neutrino interaction, only this cascade is observed,
whereas in the charged current interaction, a charged lepton of the same flavor is created. The
lepton continues roughly with the initial neutrino direction and the average angular deviation
is given by the approximation [68]
∆ψνl =
0.7 ◦
(Eν/TeV )0.7
. (3.1)
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(a) (b)
Figure 3.3: The cross sections (a) and the mean in-elasticity parameter 〈y〉 (b) for charged (CC) and
neutral current (NC) neutrino-nucleon scattering at high neutrino energies [67].
This means that there is an inherent uncertainty on the original neutrino direction in the
measurement of the lepton direction. The deviation depends on the neutrino energy Eν and due
to the increased relativistic boost of the lepton the deviation is smaller at larger energies. The
energy fraction that is transferred to the hadronic fragments is described by the in-elasticity
parameter.
y =
EX
Eν
=
Eν − El
Eν
. (3.2)
In the EeV range, the mean in-elasticity is 〈y〉 ≈ 0.2, see figure 3.3(b). This means, that on
average the lepton carries 80% of the primary neutrino energy.
3.2.2 Lepton Signatures
The leptons produced in the charged current neutrino interaction lose energy when they prop-
agate through the detector medium. Due to different contributions to their energy losses, the
three lepton flavors will produce distinguishable event topologies. In this section, the different
energy loss mechanisms are discussed, with a focus on the energy loss of a muon.
Muon
The dominant processes, by which a high-energy muon loses energy are ionization, pair pro-
duction, bremsstrahlung, and photo-nuclear interactions. The energy loss by ionization is due
to numerous collisions with the atoms in the material with small energy depositions and is
therefore called a continuous energy loss. The other three processes are called stochastic en-
ergy losses, since they occur randomly along the muon track and lead to large, fluctuating
energy deposits. The different contributions to the muon energy loss are shown in figure 3.4
and are:
- Ionization: In matter, the muon loses energy by ionization and excitation of atoms in
single collisions. The mean energy loss per unit length of a heavy particle with charge
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Figure 3.4: The main contributions to the mean muon energy loss in ice as a function of the energy of
the muon, calculated with a dedicated muon propagation simulation in ice, image adapted from [69].
ze is described by the Bethe-Bloch-Formula [70]
−
〈
dE
dx
〉
∝ ρZ
A
z2
β2
[
1
2
ln
(
2mec
2β2γ2Tmax
I2
)
− β2 − δ
2
]
(3.3)
with the density ρ, charge Z and mass number A of the medium, a density correction
term δ, and the relativistic factors β and γ. Tmax is the maximum kinetic energy which
can be transferred to an electron in a single collision and I is the mean excitation energy
of the target. The energy loss per collision is small and the ionization can be regarded
as continuous along the track. However, the mean value given by equation 3.3 also
includes the rare stochastic production of delta electrons with large energy deposits in
single-collisions.
- Pair production: The electron pair production is the dominant muon energy loss
mechanism above about 1 TeV, see figure 3.4. The minimum energy for this process is
given by the rest masses of the created pair and is about 1 MeV for electron-positron
pairs and about 210 MeV for muon pairs.
- Bremsstrahlung: A charged lepton which is deflected in the electric field of a nucleus,
emits a bremsstrahlung photon. This is a stochastic process and the average energy loss is
proportional to the lepton energy. As the energy loss is reverse proportional to the fourth
power of the mass, muons lose less energy than electrons, with (me/mµ)
4 ≈ 5× 10−10.
- Photo-nuclear reactions: Here, a virtual photon transfers enough energy to a nucleus
to disintegrate it. These interactions are rare compared to pair production, but lead to
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a stochastic energy loss with large energy deposits.
The contributions of the different processes as a function of muon energy are shown in figure
3.4. The total muon mean energy loss is described by [70]
−
〈
dEµ
dx
〉
= a+ bEµ. (3.4)
The coefficient a describes the energy loss by ionization whereas b summarizes the stochastic
processes. For ice, both a and b are slowly varying with energy and the typical values are [69]
a ≈ 0.26 GeV/mwe (3.5)
b ≈ 3.57× 10−4 mwe−1, (3.6)
where mwe denotes meter water equivalents. The muon travels a certain distance until it is
stopped or decays, the mean range x0 of a muon with initial energy E0 is given by solving
equation 3.4:
x0 ≈ 1
b
ln(1 + E0/Eµc), Eµc =
a
b
≈ 730 GeV, (3.7)
where Eµc is the critical energy, defined as the energy for which stochastic and ionization
energy losses of the muon are equal. The energy as function of the traveling distance is
E(x) = E0e
−bx − a
b
(
1− e−bx
)
, (3.8)
with the energy E0 at position x = 0, where x is the traveling distance in mwe. In ice,
a muon with energy 1 TeV will on average travel about 2 km before it is stopped. Below
the critical energy Eµc, the energy loss is almost independent of energy and dominated by
ionization. Above the critical energy, the stochastic processes dominate the energy loss and
the relationship between the energy loss per unit length becomes approximately linear with
the muon energy. The stochastic processes produce electromagnetic cascades, or in the case
of the photo-nuclear interactions hadronic cascades. Due to the high relativistic boost, the
secondaries produced in these cascades are closely aligned to the muon track direction.
The energy loss from Cherenkov radiation is negligibly small compared to the described
energy loss processes, see section 3.3.1. However, it is the basis for the optical detection of
charged leptons in ice (section 3.3). The charged particles created in the secondary cascades
also contribute to the light emission, enhancing the light yield of the muon track.
Electron and Tau
An electron initiates an electromagnetic cascade at the neutrino interaction vertex, see section
3.2.3. In IceCube, this cascade is inseparable from the initial hadronic cascade.
The energy loss of tau leptons is also described by equation 3.4, but with different coeffi-
cients (a, b). Taus are much heavier than muons (mτ ≈ 17mµ) and lose less energy per unit
length. After an average lifetime in the rest frame of about 0.29 ps, the tau decays into a tau
neutrino and a virtual W-boson which then decays either hadronically or leptonically, creat-
ing a second cascade. Both cascades produce Cherenkov light, leading to the characteristic
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double-bang topology, which in principle allows a good identification of taus. However, only
for high energies and if the ν interaction and the decay happen inside the detector, the two
cascades can be separated - for a tau with energy of 1 PeV the distance is about 50 m. For
smaller energies the two cascades overlap and become more and more indistinguishable.
3.2.3 Cascades
In this section, an overview is given on the development of electromagnetic and hadronic
cascades inside a thick absorber. The development of the cascade and the energy deposition
inside the medium are relevant for the acoustic and radio detection method.
Electromagnetic Cascades
An electromagnetic cascade is initiated when a high-energy electron (or photon) interacts
with the target material. The electron loses energy predominantly by bremsstrahlung and the
bremsstrahlung photons can in turn create e+ e− pairs by pair production. Both processes
repeat, leading to a rapid growth of the particle number, in which the secondaries generate
many electrons and photons at lower energy. The cascade eventually stops when the average
particle energy falls below the critical energy EC , at which the energy loss due to ionization is
equal to the energy loss by bremsstrahlung.
Another characteristic parameter is the radiation length X0, which is 7/9 of the mean free
path for electron pair production by a high-energy photon. The radiation length has been
calculated for various materials and tabulated in [71]. Typical values of the critical energy and
the radiation length of an electron in ice are:
EC ≈ 92 MeV, X0 = 36.08 cm. (3.9)
Hadronic Cascades
A hadronic cascade is produced by high-energy hadrons, e.g. the hadronic fragments from
the deep-inelastic neutrino interactions with a nuclear target. Similar to the electromagnetic
cascades, the secondary particles also interact with the material thus producing a cascade. The
cascade primarily consists of nucleons and pions. While the nucleons and the charged pions live
long enough to re-interact, the neutral pions quickly decay into two photons (pi0 → 2γ), initiat-
ing an electromagnetic sub-cascade. Therefore, hadronic cascades consist of a central hadronic
core accompanied by electromagnetic contributions. The central core roughly maintains the
direction of the initial neutrino as the average transverse momentum is small O(100 MeV).
The typical length scale of the longitudinal development of a hadronic cascade is described by
the nuclear interaction length, which for water is roughly
λI ≈ 35 gcm−2A1/3 ≈ 75 cm. (3.10)
Cascade Development and Energy Deposition
In a homogeneous medium, the energy deposition by a cascade can be assumed to be axially
symmetric around the initial neutrino direction. Therefore, the description of the cascade can
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be split into a longitudinal and a lateral part. For electromagnetic cascades, the longitudinal
part of the energy deposition can be parametrized with a Gamma distribution [70]
dE
dt
= E0 b
(bt)a−1 e−bt
Γ(a)
, t = X/X0 (3.11)
where X0 is the radiation length, E0 the initial energy and a and b are parameters that depend
on E0 and the medium. The profile has a steep rising edge and a slow decrease after the
maximum, which is given by
Xmax = X0 log2
(
E0
EC
)
. (3.12)
It has to be noted, that equation 3.11 describes an average profile. For individual cascades, the
energy loss strongly fluctuates because of stochastic energy transfer to the secondary particles.
The lateral distribution of the particles in the cascade is typically described in units of the
Moliere radius RM , which defines the radius of a cylinder containing on average 90 % of the
deposited energy of the electromagnetic cascade [70]
RM ≈ X0 21 MeV
EC
, (3.13)
with the critical energy defined in equation 3.9 For ice, the typical value is RM ≈ 10 cm. A
commonly used parametrization for the lateral distribution of the cascade is the Nishimura-
Kamata-Greisen (NKG) formula, which describes the electron density caused by a cascade
[72]
ρe(r, s(X)) = C(s)
(
r
RM
)s−2 (
1 +
r
RM
)s−4.5
(3.14)
where s(X) is an age parameter that describes the longitudinal distance relative to the maxi-
mum Xmax. C(s) is a factor that only depends on the age parameter.
For hadronic cascades, the treatment is more difficult, as a variety of different hadronic
processes take place within the cascade. The pi± produced in the cascade can decay into
muons, while the pi0 quickly decay and initiate electromagnetic sub-cascades. These particles
do not contribute to the further development of the hadronic core; instead in each secondary
interaction a fraction of the cascade energy is converted into the electromagnetic part. If these
processes occur early on, they strongly affect the later development of the cascade. As a result,
the energy deposition and length of individual hadronic cascades show a large fluctuation.
At high energies of the order of 10 PeV, the LPM effect (Landau, Pomeranchuk, Migdal),
reduces the cross section for pair production and bremsstrahlung, causing elongation for elec-
tromagnetic cascades (a review of the LPM effect is given in [73]). While the LPM effect is
large for electromagnetic cascades, it also affects hadronic cascades through the sub-cascades
produced via the decay of pi0. However, the pi0 are created with high multiplicity and their
average energy is typically below the energy where the LPM effect is relevant. Hence, only a
small fraction of the particles in a hadronic cascade is affected by the LPM effect.
The development of electromagnetic and hadronic cascades in ice and water and the ap-
plication to neutrino detection has been investigated by various authors using Monte-Carlo
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simulations. The Cherenkov light produced by cascades has been investigated e.g. by [74],
this is discussed in section 3.3.1. Calculations including the LPM effect and the implications
for radio and acoustic neutrino detection have been performed, e.g. by [75, 76] for the radio
detection and [77–79] for the acoustic detection respectively. As a consequence of the LPM
effect, the expected radio and acoustic signals from the electromagnetic cascades are signifi-
cantly reduced, while this effect is less pronounced for hadronic cascades. It is seen that at
energies above 1010 GeV, a hadronic cascade deposits most of its energy in a cylinder with size
of the order of 10 cm diameter and 10 m length.
3.3 Optical Neutrino Detection
3.3.1 Cherenkov Effect
Cherenkov radiation is emitted when a charged particle travels through a dielectric medium
at a speed β = v/cn greater than the phase velocity of light in that medium cn. The charged
particle causes polarization of the atoms along its path. When returning to the equilibrium
state the atoms emit photons that coherently interfere to a light cone. The half opening angle
of the Cherenkov light cone is determined by
cos θc = 1/(βn) (3.15)
where n is the refraction index. The number of Cherenkov photons produced per unit path
length by a particle with charge ze and per wavelength interval is given by the Frank-Tamm
formula [70]
dN
dxdλ
=
2piαz2
λ2
(
1− 1
β2n2(λ)
)
, (3.16)
with the fine structure constant α and the refractive index n(λ).
For detection, the wavelength dependence of the instrumentation has to be considered. The
photomultipliers (PMTs) of the IceCube detector (section 4) tubes are sensitive in the range
of 300 − 600 nm with a maximum efficiency at around 400 nm. For wavelengths smaller than
300 nm, the light is absorbed by the glass pressure spheres around the PMTs, whereas for large
wavelengths the efficiency of the PMTs is very low. For Antarctic ice the refractive index for
this wavelength range is n ≈ 1.32 which results in about 250 photons that are emitted per
centimeter or an energy loss of 850 eV/cm and an cone angle of θc ≈ 41 ◦. Therefore, the energy
loss due to Cherenkov radiation can be neglected compared to the other energy loss processes
described in 3.2.2. The charged lepton produced in a charged current neutrino interaction as
well as all secondaries produced in cascades will emit Cherenkov light.
The total light yield from an electromagnetic or hadronic cascade is given by the sum of the
contributions from all charged particles in the cascade. In [74], a parametrization for the total
number of Cherenkov photons and their angular distribution was determined from simulations.
The parametrization is given in terms of an effective track length, which is roughly proportional
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Figure 3.5: The optical absorption and scattering coefficients as function of wavelength and depth
[80].
to the cascade energy E
leff(E) [m] = E [GeV] ·
{
4.889 m/GeV electromagnetic
4.076 m/GeV hadronic
(3.17)
Hadronic cascades have a smaller light yield, mostly because they contain large numbers of
neutrons that do not contribute to Cherenkov light production. In addition, the energy thresh-
old for Cherenkov radiation of charged hadrons is higher than for electrons. The total number
of Cherenkov photons in a cascade is given by
N = leff(E)×NC ×
{
0.894 electromagnetic
0.86 hadronic
(3.18)
where NC is obtained by the integral of the Frank-Tamm formula (equation 3.16) over the
sensitivity range of the detector. The last term is a correction factor which has been introduced
to account for non-relativistic tracks producing less Cherenkov photons with a different angular
distribution [74].
3.3.2 Optical Ice Properties
Absorption
The absorption of optical and near UV photons is caused by electronic and molecular excitation
processes of the medium and is described by the absorption length λa which denotes the
geometrical distance from the source at which the light intensity has dropped by a factor
e−1. The absorptivity or absorption coefficient is given by 1/λa. For the South Pole ice, the
absorption by the pure ice itself and by impurities (as in the form of insoluble dust) has to be
considered [80]. In the infrared and red regime, λ > 500 nm, the absorption is dominated by
different modes of molecular absorption of H2O, with an exponential increase of the absorption
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coefficient with wavelength. In the far-ultraviolet, λ < 200 nm, the absorption increases for
wavelengths shorter than the electronic band gap energy of ice. For the intermediate range
200− 500 nm, the ice is expected to be very clear and the absorption to be dominated by
impurities.
Scattering
In glacial ice, photons are scattered by various inhomogeneities such as air bubbles, dust grains,
crystal point defects etc. The scattering of photons from (spherical) scattering centers of all
sizes is described by the Mie scattering theory. The distribution of the scattering angle for any
wavelength and scattering center sizes is described by the phase function. The mean free path
between two scattering processes is given by the geometric scattering length λs. At each of
these scatterings, the photon is scattered in a random direction, following the phase function.
For anisotropic scattering, the phase function is peaked towards the forward direction and the
mean of the cosine of the scattering angle θs is non-zero. For the South Pole ice, measurements
show [68]
〈cos θs〉 ≈ 0.94. (3.19)
The phase function depends on the optical properties of the medium and the size distribution of
the scattering centers. For natural media it is usually difficult to obtain the phase function from
in-situ measurements. Instead, it is approximated with the Henyey-Greenstein parametrization
[81], which approximates Mie scattering under the assumption that the scattering is forward
peaked.
The effective scattering length λe takes into account that for an anisotropic scattering it
takes several scattering processes before the direction of the photon is completely randomized
λe =
λs
1− 〈cos θs〉 . (3.20)
Measurements
Table 3.1: Comparison of the absorption length λa and effective scattering length λe for ice and water
(wavelength 300− 600 nm, see text).
material ice ocean water fresh water
location South Pole [80] ANTARES [82] Lake Baikal [83]
λa [m] 90 - 200 25-60 ∼ 20
λe [m] 10-50 122-265 ∼ 300
The optical properties of the South Pole ice have been measured in-situ with IceCube’s
precursor array, AMANDA (see chapter 4). The measurements were performed for several
wavelengths between 300 nm and 600 nm, using the flasher LEDs installed in the optical mod-
ules as well as lasers embedded in AMANDA [80]. The absorption and scattering coefficients
as functions of wavelength and depth are shown in figure 3.5, revealing a complex vertical
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structure consisting of horizontal ice layers with varying optical properties. Each of these ice
layers reflects the climatic situation in the atmosphere at the time the respective layer was
formed, including varying amounts of minerals, acids, salt, organic material and ash from oc-
casional volcanic eruptions. Similar structures have been observed in ice core measurements
taken at various locations in Antarctica (e.g. [65, 84]), revealing information about the ice that
was formed over a period of several 10, 000 years. Therefore, such measurements are extremely
useful for glaciologists and meteorologists, as they contain information on the climatic change
over the history of Antarctica.
Down to a depth of 1400 m, the scattering is dominated by a large concentration of air
bubbles. With increasing depth, the air bubbles are transformed to clathrate crystals with a
refractive index in the optical range almost identical to that of the surrounding ice [66]. Hence,
the scattering at the crystals is negligible and the scattering coefficient is dominated by dust
inclusions. For the deep ice below 1400 m an absorption length of 90 − 200 m is observed,
whereas the effective scattering length is 10− 50 m. There are several distinct regions with an
increased absorption and scattering coefficient. The highest dust concentration is found at a
depth of about 2050 m, where the scattering coefficient is nearly a factor of four higher with
respect to the neighboring ice layers.
Several measurements have been performed in deep ocean water at different locations, e.g
by ANTARES [82] or NESTOR [85]. The absorption length determined by ANTARES for a
depth of 2475 m increases from about 25 m for UV to 60 m for blue light (490 nm), while the
effective scattering length increases from 112 m to 265 m. NESTOR found a similar absorption
length, (55 ± 10) m at 490 nm. Measurements for fresh water have been performed in Lake
Baikal [83]. The absorption length for wavelengths between 470 nm and 500 nm is about 20 m.
The effective scattering length shows a strong seasonal variation due to different amounts of
phytoplankton. A typical value is 300 m.
Table 3.1 summarizes the absorption and effective scattering lengths for the media of cur-
rent Cherenkov telescopes. The light attenuation in both fresh and ocean water is dominated
by the absorption length, while the effective scattering length is large. This is in contrast to
the situation in ice, where the scattering length is comparably short.
3.4 Acoustic Neutrino Detection
3.4.1 The Thermo-Acoustic Model
The thermo-acoustic model states that an acoustic signal originates from the thermal expansion
of a medium due to ionization energy loss from charged particles in hadronic or electromag-
netic cascades. More specifically, the secondaries produced in an inelastic high-energy neutrino
interaction will eventually dissipate most of the original neutrino energy as heat. The develop-
ment of the cascade (and thus the energy deposition) occurs at the speed of light and therefore
can be regarded as instantaneous compared to the typical time scales of the resulting thermal
and acoustic energy dissipation. Therefore, the energy density  deposited by the cascade is
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(a) (b)
Figure 3.6: (a) Illustration of the thermo-acoustic effect for a neutrino-induced hadronic cascade,
from [86]. The typical length of a high-energy cascade with 1010 GeV is about 10 m, resulting in a flat
disc-shaped radiation pattern. (b) Calculated bi-polar pressure pulse arising from a 1016 eV cascade in
sea water with a radial symmetric heat deposit. Pressure pulses are shown in different positions (z) in
400 m distance along the cascade axis, from [87].
well-described by a δ-function in time
∂(r, t)
∂t
= (r)δ(t). (3.21)
In order to calculate the acoustic signal produced by a particle cascade, it is necessary to
know the total deposited energy and the spatial distribution of this deposit. This distribution
determines the frequency spectrum as well as the shape of the outgoing radiation pattern.
For a high-energy neutrino (E ≥ 1010 GeV) the cascade deposits the energy in a cylinder
with size of the order of 10 cm diameter and 10 m length, [79, chapter 2]. The rapid heating
causes a thermal expansion resulting in an outgoing acoustic wave. The outgoing acoustic
radiation pattern is a wide, flat disk, perpendicular to the direction of the particle track, also
called “acoustic pancake”, illustrated in figure 3.6(a). This phenomenon is called thermo-
acoustic effect and has first been described by Askaryan in 1957.
A comprehensive treatment of the effect was later developed by Askaryan and Learned
[87, 88, and references therein] including numerical calculations of the acoustic pulse produced
by particle cascades. These calculations have been experimentally verified first by Sulak et
al. [89] at Brookhaven National Laboratory using a proton beam on a water target, and later
by various other groups, using either laser or particle beams to simulate the neutrino-induced
cascade in dense media (e.g. [90, 91]). In ice, the thermo-acoustic effect was first demonstrated
by [92], using a proton beam. Currently, work is underway to study the quantitative properties
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of the thermo-acoustic effect in a 3 m3 bubble-free ice block with a laser-induced signal [93, 94].
In the following the generation and propagation of acoustic signals in liquids and solids are
discussed.
3.4.1.1 Liquids
The equations describing the generation of thermo-acoustic signals in liquids were derived
independently by various authors, notably [87, 88]. The volumetric expansion resulting from
an increase of temperature is given by the expression
∆V
V
= αV ∆T =
αV
ρCp
 (3.22)
with the thermal expansion coefficient αV = 1/V ·(∂V/∂T ), the specific heat Cp, the deposited
energy density  = E/V and the density ρ of the medium. In ideal fluids, the thermal expansion
leads to purely compressional (longitudinal) waves, whereas in viscose fluids or in solids also
shear (transverse) waves can be generated. The time evolution of the pressure field in an ideal
fluid is described by the inhomogeneous wave equation
∆p(r, t)− 1
v2l
∂2p(r, t)
∂t2
= −αV
Cp
∂2(r, t)
∂t2
, (3.23)
with the sound speed vl of the longitudinal wave. A general solution of equation 3.23 is given
by the Kirchhoff integral over the volume of the energy deposit
p(r, t) = − αV
4pi Cp
∫
V
dV ′
|r− r′|
∂2
∂t2
(r′, t− |r− r
′|
vl
). (3.24)
For a quasi-instantaneous cascade, see equation 3.21, this expression is reduced to
p(r) = − αV
4pi Cp
v2l
∂
∂R
∫
∂V
(r)
R
dA, (3.25)
where the integration is performed over the surface ∂V of a sphere with radius R = vlt
and centered around the observer at r. Hence, for a given medium the pressure field p(r, t)
solely depends on the spatial energy distribution (r). For the application to high-energy
cascades, various models by different authors exist which use different parametrization and
approximations on (r).
In [88] Askaryan and Dolgoshein apply the thermo-acoustic model to ocean water. The
spatial energy deposition is described as a homogeneous cylinder with length L and diam-
eter d. Although simplistic, this model allows a number of qualitative statements. First,
the resulting pressure pulse has a characteristic bi-polar shape with a typical duration of
τ ∼ d/vl ≈ O(10µs), see figure 3.6(b). Omitting attenuation effects, the pressure amplitude
perpendicular to the cylinder axis is calculated as a function of the distance R and frequency
f , using equation 3.25. In the near-field (λ ≥ R), the sound pressure is given by
|p(f,R)| ∝ f αV
Cp
E√
R
(3.26)
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where E is the total energy deposited in the volume. In the far field (λ ≤ R) the pressure
amplitude is
|p(f,R)| ∝ f αV
Cp
E
R
sinX
X
(3.27)
where X = λ/2pi with wave length λ. The emission is coherent for frequencies smaller or equal
to the critical frequency f < fpeak = vl/(2d) where the diameter d of the cylinder is one half
wavelength. For a cylinder with diameter d ≈ 10 cm, this corresponds to fpeak ≈ 25 kHz.
An analytical solution of equation 3.25 is given by Learned [87] for a radially symmetric
Gaussian distribution of the energy deposition. More recent calculations are based on the
energy density profiles obtained from dedicated simulations of particle cascades in water or
ice, e.g. see [78, 87, 95]. In [87] the energy deposit of a hadronic cascade is modeled as a
superposition of a Gaussian radial profile with a decay term along the cascade axis. The
various models agree in their predictions on the distance dependence, while the absolute signal
strength depends on the radial distribution of the energy deposition.
3.4.1.2 Solids
Solids generally support the propagation of transversal waves, in contrast to ideal fluids where
only pure longitudinal waves exist. It can be shown, that for isotropic solids there are two
independent wave modes, a longitudinal and a transversal mode. The longitudinal mode is
also called pressure or P mode and involves a change of the volume. The transversal mode is
also called shear or S mode and describes a shear motion without volume change. In analogy
to the thermo-acoustic model in liquids, a wave equation can be derived, see appendix A. The
sound speeds for the two modes are
vP =
√
λ+ 2µ
ρ
and vS =
√
µ
ρ
, (3.28)
where λ and µ are the Lame´ parameters and describe the elastic properties of the medium. In
principle, shear waves can be produced either directly at the source or through mode conversion
at interfaces between regions with different elastic properties.
For the application to ice it is important to note that the ice-Ih phase is not isotropic but
has a six-fold symmetry, which leads to five elastic parameters instead of two [96]. In this
case, there are three independent wave modes, one quasi-longitudinal mode and two quasi-
transversal modes, each with a different sound speed. In [97] it is discussed that even though
all three wave modes are excited by the thermo-acoustic effect, the quasi-longitudinal mode
is dominant while only a small fraction of the deposited energy is converted into the two
transversal modes. This is mainly because for ice-Ih, the non-isotropic contributions to the
elastic moduli are small. Consequently, the equations derived for the isotropic model can be
used as an approximation for the application to ice.
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3.4.1.3 Gru¨neisen Coefficients
The temperature-dependent material parameters appearing in the wave equation can be com-
bined in the dimensionless Gru¨neisen coefficient
Γ =
v2αV
Cp
, (3.29)
which describes the efficiency of the conversion from heat into elastic energy for a certain
medium. The pressure amplitude scales with the Gru¨neisen coefficient, see equations 3.26 and
3.27. Therefore, it indicates the expected pulse heights of acoustic signals in the different media
and characterizes the target materials with respect to acoustic neutrino detection. Table 3.2
gives a comparison for different media that have been considered as detector medium for large
scale neutrino detectors. For the same energy deposition, the expected acoustic pulse is ∼ 7
times higher in ice than in ocean water, whereas for salt it is even higher.
Table 3.2: Gru¨neisen coefficients for ocean water, ice and salt at a characteristic temperature, using
typical values of the respective media [98].
quantity ocean water South Pole ice rock salt
T [◦C] 15 -51 30
v [ms−1] 1530 3920 4560
αV [K
−1] 2.555× 10−4 1.25× 10−4 1.16× 10−4
Cp [Jkg
−1K−1] 3900 1720 839
Γ 0.15 1.12 2.87
3.4.2 Acoustic Ice Properties
3.4.2.1 Sound Speed and Refraction
As discussed in section 3.4.1 the sound speed depends on the elastic moduli of the medium
which also are functions of density and temperature. From top to bottom, the sound speed
increases as the glacial ice becomes stiffer due to the increasing density and the increasing
pressure causes sintering of the ice crystals. This behavior is confirmed by velocity profiles
taken by [59] in seismic measurements up to a depth of 200 m and by recent measurements
with the SPATS array for depths down to 500 m (see section 5.2.3). These profiles show a
region with a steep sound speed gradient which indicates the transition from firn to bulk ice
at about ∼ 200 m. Below the firn layer, the sound speed is nearly constant. Following Snell’s
law of refraction, the gradual change of the sound speed with depth leads to a deflection of an
acoustic ray proportional to the velocity gradient
sin θ
sin θ0
=
v
v0
→ dθ
ds
=
sin θ0
v0
dv
dz
=
1
R
, (3.30)
where dv/dz is the velocity gradient in z direction, θ the angle with respect to the z-axis and
s = z/ cos θ the coordinate along the ray trajectory, while v0 and θ0 represent the initial values.
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Figure 3.7: Acoustic wave trajectories for different depths and emission angles, obtained in simulations
[99]. The horizontally emitted ray is indicated by the dashed line.
For a constant gradient, the trajectory describes the arc of a circle with curvature radius R.
The trajectories are bent towards the direction of lower sound speed, as illustrated in figure
3.7, which is the result of a ray-tracing simulation by [99]. The figure shows the degree of
refraction for individual acoustic rays, emitted by hypothetical point sources in various depths
and different emission angles. All trajectories passing the firn layer are bent upwards due to
the large sound speed gradient.
This has two implications for acoustic neutrino detection. First, anthropogenic acoustic
noise originating at the surface will be refracted back to the surface. Secondly, the recon-
struction of the position and time of any acoustic emission evidently benefits from a small
curvature radius. Consequently, the optimum location of an acoustic detector is below the firn
layer where the curvature radius is small. The in-situ measurement of the sound speed profile
at the South Pole is discussed in section 5.2.3.
Finally, it should be noted that in a single ice-Ih mono-crystal, the sound speed depends
on the direction relative to the crystal axis. However, naturally grown ice usually has a poly-
crystalline composition with randomly distributed orientations of the crystal axes. Hence, this
directional dependence vanishes for the glacial ice.
3.4.2.2 Attenuation Length
An acoustic signal propagating through a medium is attenuated by scattering and absorption.
This has to be accounted for in order to design an acoustic detector as it is one of the constraints
for the spacing of instrumentation. Naturally, a larger attenuation length allows a larger
spacing and vice versa. However, the attenuation length has to be considered together with
the expected signal strength and the detection threshold which depends on the ambient noise.
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On a microscopical scale there is a multitude of contributing effects to both scattering
and absorption. The most important ones with respect to the conditions in the polar ice are
discussed in the following. On a macroscopic scale, the attenuation is described in terms of
an attenuation coefficient α or its inverse, the attenuation length λ, such that for the pressure
amplitude in an attenuating medium
p(s) = p0 φ e
−α s and λ = α−1, (3.31)
where s is the length along the traveling path and φ the geometrical divergence factor, which
is 1/R and 1/
√
R for spherical and cylindrical symmetry in the far field, respectively, R being
the distance to the source. In section 3.4.1.1 it was shown that for a neutrino-induced thermo-
acoustic signal this divergence factor is also φ = 1/R.
It is practical to treat the contributions of absorption αa and scattering αs separately as
they are caused by different effects and have different values:
α = αa + αs (3.32)
Both terms depend on the frequency. On the other hand, if either the frequency range of interest
is sufficiently small or α as function of the frequency is flat, a frequency-averaged attenuation
coefficient can be used. In the following sections, the theoretical predictions for the acoustic
attenuation length for the polar ice are discussed. Their experimental verification is part of this
thesis and subject of chapter 6. It will be shown that there is a strong disagreement between
the measurements and the predictions.
Absorption
When a pressure wave propagates through a solid, parts of the wave energy are converted into
internal energy of the medium by internal friction. There is a variety of possible interactions
which are characterized by their individual mechanical relaxation time τm which depends on
the temperature T through the so-called Arrhenius relation [98]
τm = τ0e
U/kBT , (3.33)
where U is the activation energy for each individual process and kB the Boltzmann constant.
Table 3.3 summarizes the processes relevant for the conditions met in the South Pole ice at
temperatures of −50 ◦C. For a discussion of the individual processes, see [100]. The two most
important mechanisms are proton reorientation and grain boundary sliding. Grain boundary
sliding occurs in the plastic deformation of poly-crystals (e.g. from external pressure fields),
where neighboring grains of the crystal slide past each other. This process is considered
dominant in the relatively warm ice near the bedrock, but less important in shallower depths.
Proton reorientation is connected to the rotation of the H2O dipole moment into favored
positions. This is assumed to be the dominant process in the cold ice in the upper ice layers
down to a depth of 2000 m and is independent of the grain size.
In [98] the absorption coefficient as function of the frequency f is given by:
αa =
δmax
vl
4pif2τm
1 + 4pif2τ2m
(3.34)
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(a) (b)
Figure 3.8: (a) Theoretical predictions for the absorption coefficient for various temperatures. The
two data points show the results from measurements in Greenland and Antarctica. (b) Scattering
coefficient from scattering at grain boundaries for various mean grain sizes. Images taken from [98].
where δmax has to be determined experimentally and depends on the wave mode. At frequencies
above 1/(2piτm) the absorption coefficient becomes independent of the frequency, while for lower
frequencies αa ∼ f2. The absorption coefficient has been calculated for various temperatures,
the results are shown in figure 3.8(a). For these calculations, the parameters U , τ0 and δmax
have been obtained from different sets of measurements of laboratory ice samples, see [98] for
details. The resulting absorption length ranges between 5.7 km and 11.7 km at a temperature
of −51 ◦C (similar to the near-surface temperature in winter at the South Pole). In this case,
there is also a negligible frequency dependence for the frequency range of 10 − 100 kHz. For
larger depths the absorption length is predicted to decrease with temperature, at −46 ◦C it is
about 3− 6 km.
Scattering
Scattering occurs when the pressure wave passes inhomogeneities in the medium. The major
contributors to scattering in glacial ice are air bubbles and grain boundaries. The mean air
bubble diameter is a function of depth, ranging from O(1 mm) near the surface to O(0.1 mm) in
the deep ice, see section 3.1. The wavelengths for the interesting frequencies up to 100 kHz are
of the order of O(1 cm), which is large compared to the diameters of the bubbles. Therefore, the
scattering can be described by the Rayleigh approximation. In [100], the scattering coefficient
for the scattering on air bubbles is described by
αs,bubble = 2.68 · 10−10
( n0
200cm−3
)( d
0.02 cm
)6( f
10 kHz
)4
[m−1], (3.35)
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Table 3.3: Relaxation times for energy loss by various processes in ice at a temperature of −55 C◦, for
details see [100].
Process τm[s]
Grain boundary sliding 10−3 to 10−4
Proton reorientation 0.0084
Impurities ∼ 10−4
Dislocation dampening ∼ 10−9
Thermo-plastic ∼ 10−13
Phonon relaxation ∼ 10−12
with number density of bubbles n0, bubble diameter d and frequency f . Even for a rather pes-
simistic assumptions with n0 = 200 cm
−3, d = 0.05 cm and f = 30 kHz the scattering length is
about 18 km. This is much larger than the expected value for the absorption length. Conse-
quently, it is expected that the contribution from scattering at air bubbles is not dominant.
In a non-isotropic crystalline solid such as ice, the sound speed depends on direction and
scattering occurs at grain boundaries, across which the sound speed changes abruptly. At the
same time reflection and mode conversion between P and S waves occurs, as will be discussed in
the next section. The mean grain size increases with depth and from extrapolations of previous
core samples at the South Pole it is believed that it is less than 0.2 cm in the top 600 m. For
frequencies relevant for neutrino-induced wave propagation, again the Rayleigh approximation
holds, and the scattering coefficient is calculated in [98] as
αs,grain = 5 · 10−4
(
d
0.2 cm
)3( f
10 kHz
)4
[km−1]. (3.36)
Figure 3.8(b) shows the predicted scattering coefficient in dependence on the mean grain di-
ameter and frequency. The contribution of scattering at grain boundaries is extremely low, for
a grain size of d = 0.2 cm the expected scattering length is 2000 km at 10 kHz and 200 m at
100 kHz.
While scattering at bubbles depends on the sixth power of the mean bubble diameter, the
scattering at grain boundaries only depends in third order on the mean grain diameter. In
conclusion of these calculations, for the relevant frequencies and in a depth below the firn layer,
the attenuation of acoustic waves is dominated by absorption and the effect of scattering is
negligible. On the other hand, it has to be noted, that in this simple model, the scattering
coefficient is calculated taking into account only the mean grain diameter. Because of the
strong dependence on the grain diameter, the above results are not valid for a grain size
distribution with a large contribution by grains of much larger diameter than the mean.
3.4.2.3 The Water-Ice Interface
If an acoustic wave passes a medium boundary, the different medium properties on both sides
have to be taken into account. For the deployment of acoustical detectors, this has to be taken
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Figure 3.9: The fraction of energy converted to the various modes with respect to the energy of an
incident P wave at a flat interface from water to ice, calculated using the exact solution of the Zoeppritz
equations [101]. The vertical lines denote the two critical angles of total reflection. Tpp and Rpp denote
the energy fraction that is converted in the transmission and reflection of the P wave, while Tps denotes
the creation and transmission of a S wave. Because of energy conservation, the energy ratios for all
waves corresponding to one of the three possible incident wave types sum up to unity.
into account if either a sensor or a transmitter are operated not in ice but in water. The
transmission and reflection coefficients for acoustic waves at medium boundaries including
mode conversions are described by a set of non-linear differential equations, the Zoeppritz
equations [102]. The coefficients are functions of the angle of incidence and the elastic media
properties, namely the density and the sound speeds of the P and S on both sides of the
boundary.
As mentioned in section 3.4.1, transversal acoustic modes do not propagate through ideal
fluids. Therefore, a water-operated emitter produces a purely longitudinal signal (P wave).
However, when the acoustic signal impinges on the water-ice interface at the hole wall, a part
of its energy is converted from longitudinal to transverse modes while another part is reflected.
The Zoeppritz equations can be used to numerically calculate the transmission and reflection
coefficients for this scenario. Figure 3.9 shows the part of energy that is converted to the
various wave modes.
For a perpendicular wave (zero incident angle) most of the energy is transmitted while the
conversion to S modes is suppressed. For any non-normal incidence, shear waves are produced.
There are two critical angles, given by the ratios of sound speeds
θ1 = arcsin
(
vp,water
vp,ice
)
= 21.3◦
θ2 = arcsin
(
vp,water
vs,ice
)
= 45.4◦,
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where vp and vs are the sound speed of P and S waves, respectively. The calculations have
been performed using the measurements of the sound speed by SPATS, see section 5.2). The
critical angles denote total reflection of the P and S modes. Hence for angles larger than θ1, no
energy is transmitted as P wave, most of it is converted to S waves with a small contribution
by reflection as P wave. Beyond θ2, all energy is reflected back as P wave and nothing is
transmitted to the ice.
3.4.2.4 Hole Ice
The SPATS array was deployed into deep water-filled holes which have been melted for the
installation of the IceCube detector, see chapters 4 and 5. After the deployment, the holes
eventually re-freeze, which takes up to several weeks. The acoustical and optical properties of
this “hole ice” are poorly known. It is plausible that the hole ice has different properties than
the surrounding bulk ice. Unlike the bulk ice it is not produced during thousands of years by
accumulated layers of precipitation but over a much shorter time scale. Therefore, it is expected
that the hole ice has a higher concentration of air bubbles. These air bubbles will eventually
convert to clathrate crystals if the static pressure is sufficiently high. The ice expands and
moves inside the bore hole during the refreezing process. It cannot be excluded that this
produces cracks and micro-fissures, especially at the hole-bulk interface. As explained in the
previous sections, the presence of such inhomogeneities can increase the acoustic attenuation,
e.g. by scattering or reflection.
In order to have a better understanding of the time scales of the bubble conversion and
the refreezing process in general, an in-ice camera has been installed in one of the IceCube
holes during the drill season (2010/11). The data from these measurements is currently un-
der investigation. In laboratory measurements [103], the conditions in the hole ice have been
simulated by a fast freezing process. The result was a bubbly ice, pervaded by cracks. As
expected, the air bubbles led to an increased signal attenuation by scattering. In addition, a
strong anisotropy of the attenuation has been observed, as the cracks appear irregularly in the
ice volume.
3.5 Radio Neutrino Detection
As explained in section 3.2.3, the energy deposited by a neutrino-induced cascade is largely
contained within a cylindrical volume of O(10 cm × 10 m). During the propagation of an
electromagnetic cascade in matter an excess of electrons over positrons is created. This is
because positrons in the cascade are balanced by electrons in the pair production process, while
e.g. Compton scattering transfers additional electrons from the material into the cascade. This
leads to an asymmetric charge distribution in the cascade, with an excess of electrons in the
cascade core up to 20− 30%.
For wavelengths much larger than the characteristic length of the cascade, the moving
particle cascade appears as a single moving charge. Askaryan [104] first described this effect,
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noting that inside a dielectric medium such as salt or ice this would lead to a strong coher-
ent radio and microwave Cherenkov emission. For smaller wavelengths, the coherence is lost
because of destructive interference.
In ice, the radio-Askaryan effect has been observed first by the ANITA collaboration [105]
at the Stanford Linear Accelerator Center (SLAC), using a 7.5 t ice target. The attenuation
length of radio signals has been measured in-situ in the ice of the Ross Ice Shelf [106]. The
attenuation length was found to vary from 500 m at 75 MHz to 300 m at 1250 MHz. This is
considerably larger than the optical attenuation length. Hence, large detector volumes could
be achieved with sparser instrumentation. Several experiments have been performed to inves-
tigate the feasibility of radio-Cherenkov neutrino detection in ice, a summary is given in the
next section.
3.6 High-Energy-Neutrino Detectors
In section 2.2 it was discussed, that the detection of high-energetic neutrinos requires large
instrumented detector volumes in order to accumulate sufficient data within a reasonable time
scale. For obvious reasons, a detector of the 1 km3 scale has to use natural media as detection
medium, such as ocean or fresh water, ice and rock salt. Each of these media has advantages
and disadvantages for the different detection methods. In the following, an overview is given
of the various detectors that are currently in operation or in development.
Lake and Ocean Water
Water can be used either for the optical or acoustic detection method, whereas it is not
transparent for radio signals. While the optical scattering length in water is large, it has
a relatively small absorption length (see table 3.1). Ocean water has a high background of
radioactive decays of 40K isotopes as well as bioluminescence while the available fresh water
reservoirs in lakes have a limited size and depth. The acoustic attenuation length in water
is of the order of several kilometers [107]. On the other hand, there is a large background
from transient sources, for instance from ships and waves at the surface and from the maritime
fauna.
The DUMAND project (Deep Underwater Muon and Neutrino Detection) was an under-
water neutrino telescope to be built from 1976 on near Hawaii [108]. It was focused on the
optical detection method but also included acoustic sensors. The project was cancelled in 1995,
but many pioneering work was carried out demonstrating the feasibility of underwater arrays.
Baikal [109] was the first underwater neutrino detector to be completed. It was built from 1993
to 1998 in the Siberian Lake Baikal at a depth of 1 km. Currently there are plans to extend
the Baikal detector to the 1 km3 scale, named Gigaton Volume Detector (GVD) [110].
There are several Cherenkov detectors located in the Mediterranean Sea: ANTARES [111],
NEMO [112] and NESTOR [113]. The first two also have dedicated acoustic extensions, called
AMADEUS and ONDE, respectively. Of these detectors, ANTARES is the largest one, con-
sisting of 12 cables with 900 optical modules and 36 hydrophones, deployed in 2.5 km depth.
40 3. DETECTION OF NEUTRINOS AT THE SOUTH POLE
These three collaborations have joined in a common effort to construct a O(1 km3) detector
in the Mediterranean Sea (KM3NeT), including optical and acoustic detection methods. The
construction is expected to start in 2013 and a conceptional design report has been published
[114, 115]. SAUND (Study of Acoustic Ultra-high-energy Neutrino Detection) uses an array
of military hydrophones near the Bahamas [116]. Since 2006, the experiment is in its second
phase and consists of 49 hydrophones. The SAUND project was the first to set an upper
limit on the flux of ultra-high-energy neutrinos in sea water using the acoustic detection [50].
ACORNE [51] uses a military hydrophone array in Scotland with eight hydrophones. It is in
operation since 2006.
Ice
Compared to water, the Antarctic ice has a larger optical absorption length, but a shorter
scattering length. Advantages of ice are the absence of bioluminescence, a low anthropogenic
background from the surface and very low levels of radioactive isotopes such as 40K. On the
other hand, the instrumented hardware is not recoverable once it has been deployed.
Optical neutrino detection using the Antarctic ice as detector medium was pioneered by the
AMANDA project [117]. In its final stage, AMANDA-II consisted of 677 optical modules on
19 strings that had been deployed into the ice at a depth of 1500−1900 m. It was the proof-of-
principle setup for the larger IceCube detector and was decommissioned in 2009 after 13 years
of successful operation. The final data sample of the data taken from 2000 till 2007, contains
6595 neutrino events with a reconstructed energy from 100 GeV to 10 TeV. The data show
no indications for a neutrino point source and are consistent with an atmospheric neutrino
flux. Limits have been set on the diffuse flux of extraterrestrial neutrinos [42] and for various
astrophysical source models with an E−2 flux [118].
The IceCube detector was built from 2004-2010 and is about two orders of magnitude
larger than its predecessor. Because of its lower energy threshold, AMANDA was used along-
side with IceCubeas a low-energy sub-detector until 2009, before the DeepCore sub-detector
inherited this task. This is discussed in more detail in chapter 4.
In ice, the radio detection method has been investigated with the Radio Ice Cerenkov
Experiment (RICE [119]), the ANtarctic Impulse Transient Array (ANITA [120]) and the
FORTE satellite (Fast On-Orbit Recording of Transient Events [46]). RICE is an array of
16 antennas, deployed in 200 m depth into the Antarctic ice approximately 1 km from the
South Pole. ANITA is an balloon-borne experiment, and has been launched from Mc Murdo
station, Antarctica. It carries an array of 32 antennas, observing the surface of the Antarctic
ice for radio emissions with a flight duration of about a month. The FORTE satellite carries
two broadband radio-frequency antennas and was launched in 1997 into an orbit with 70 ◦
inclination towards the equator. From this orbit, Antarctica cannot be observed, to that the
observations using large ice deposits are limited to the Greenland ice sheet.
The observational limits on the detection of ultra-high-energy neutrinos set by the various
radio detectors are shown in section 2.2.5. Based on the experience gained in these efforts,
a new detector is currently in development, the Askaryan Radio Array (ARA) [121]. The
proposed design features an array with a fiducial area of 80 km2, to be built at the South Pole
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near the IceCube detector. Because radio waves are also refracted in the firn layer, the ARA
antennas will be deployed into the deep ice below 200 m depth.
The feasibility of acoustic neutrino detection at the South Pole is currently being investi-
gated with the South-Pole Acoustic Test Setup (SPATS), an array of 28 hydrophones deployed
in four of the IceCube holes. The setup and the recent results of SPATS are described in
chapter 5.
Other Materials
Rock salt can occur in large natural underground deposits (salt domes) which can be several
cubic kilometers large. Salt domes are currently investigated by the SalSA project as a target
material for radio-Cherenkov detection [122]. The Gru¨neisen coefficient in rock salt is larger
than in ice (table 3.2), resulting in an expected acoustic signal amplitude more than a factor 2
larger. Therefore, salt domes have been proposed as a possible medium for acoustic neutrino
detection.
Finally, the Moon also provides a huge effective detector volume. The Goldstone Lunar
Ultra-high-energy neutrino Experiment (GLUE [47]) used two Deep Space Network antennas
to search for radio signals that are possibly produced by neutrino interaction in the surface of
the moon. GLUE was able to set an upper limit on the diffuse neutrino flux, see figure 2.7.
Hybrid Detection
On Earth, Antarctic ice is the only material that occurs in amounts that supports a detector
with volume O(km3) and allows optical, acoustic and radio neutrino detection simultaneously.
Hence, ice allows to combine the three detection methods for a large-scale hybrid detector. In
such a detector, the threshold for neutrino detection could be lowered because if an event is
detected in coincidence by two or all three methods, the probability for background is reduced.
Moreover, this allows a calibration between the different methods.
The largest neutrino detector to date is IceCube with an instrumented volume of 1 km3,
see section 4. For the current IceCube detector, an event rate of O(0.1) GZK neutrino events
per year is expected [32], see table 2.1. Therefore, this volume is not large enough to accumulate
the required statistics for the highest energies to allow a study of the energy spectrum and the
arrival directions of neutrinos. A larger detector volume is required and this could be achieved
by the acoustic or radio method with reasonable cost. The idea to extend the IceCube detector
with acoustic and radio detectors was first suggested in [123]. The proposed detector would
have a volume of about 100 km3 where the existing optical IceCube detector would be used as
the core of a hybrid array. The predicted large acoustic attenuation length and the measured
radio attenuation length allow for a larger spacing of the additional instrumentation and the
total volume of the hybrid array could be increased with comparatively small cost, compared
to a purely optical detector of the same size.
4The IceCube Neutrino Observatory
Abstract
The IceCube Neutrino Observatory is a recently completed (December 2010) large-scale neu-
trino detector built near the Amundsen-Scott South Pole Station. It is the largest neutrino
detector which has been constructed to date and contains several thousands of spherical
optical sensors deployed into the Antarctic ice. In the first part of this chapter, the design
of the detector, data acquisition, processing and the generation of Monte-Carlo data are
described. In the second part, the reconstruction of event properties from the measured
data is described.
4.1 The Detector
IceCube is a kilometer-scale high-energy neutrino observatory constructed at the South Pole
near the Amundsen-Scott Station. It consists of the IceCube in-ice array, including the
DeepCore sub-detector, and the IceTop surface array. Figure 4.1 gives a schematic view of
the three parts. The primary scientific goal of IceCube as a neutrino telescope is to detect
and measure the sources of astrophysical neutrinos as well as the diffuse flux from unresolved
sources. Furthermore, there is a large variety of scientific topics, such as the search for dark
matter, the observation of supernova explosions, cosmic air showers and the properties of the
neutrinos themselves. IceCube is optimized for the neutrino energy range of 100 GeV to
100 PeV [124]. DeepCore lowers the detection threshold to about 10 GeV, which significantly
enhances the sensitivity for the indirect search for Dark Matter and the study of neutrino
oscillations [125].
The In-Ice Detector
The in-ice array uses the Antarctic ice as detector medium by detecting Cherenkov light emitted
by secondary particles produced in high-energy neutrino interactions inside or near the detector
volume. It has an instrumented volume of about 1 km3 and consists of 86 cables (called strings),
deployed into a depth of 1450 m to 2450 m. Each of the strings is instrumented with 60 Digital
Optical Modules (DOM), resulting in a total number of 5160 modules in the in-ice part. The
strings are roughly aligned in a triangular grid pattern, forming a hexagon, see figure 4.2.
The average horizontal string spacing is 125 m, while the vertical spacing between neighboring
DOMs on the same string is about 17 m. Eight of the 86 strings form the denser DeepCore
sub-array, which is built below the dust layer with 62 m string spacing and 7 m vertical DOM
spacing respectively.
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Figure 4.1: Illustration of the IceCube detector. The in-ice instrumentation covers a volume of about
1 km3 ice. The IceTop air shower detector is situated at the surface above IceCube.
Digital Optical Modules (DOMs)
The Digital Optical Module (DOM) is the basic detection unit of the IceCube detector. Each
DOM acts autonomously, it receives power, control and calibration signals from the surface
and returns digitized waveforms. Figure 4.3 shows a schematic view of a single DOM, it con-
sists of a photomultiplier tube (PMT) inside a 35 cm diameter glass pressure sphere [127], as
well as the high voltage power supply and a digitizing system. Because the signal recorded by
the PMT is digitized directly in the DOM, the modules are called Digital Optical Modules, in
contrast to the predecessor AMANDA, where the signals were digitized at the surface. This
avoids signal degradation due to attenuation or electronic cross-talk in the cables. Each DOM
is also equipped with twelve flasher LEDs, which can be used as an artificial light source for
calibration purposes. The flashers have been used to determine the exact position of each
individual DOM by flashing the LEDs in one DOM and measuring the arrival times in the
other DOMs. The flashers can also been used to study the optical ice properties (section 3.3.2).
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(a) (b)
Figure 4.2: Horizontal distances between the IceCube strings for the IC40 and the IC86 configuration.
The strings form a triangular grid that is slightly distorted because individual strings had to be moved
during construction.
A Growing Detector
IceCube was not built in one step, but in multiple construction phases over a duration of six
years with only short time windows for construction work during the austral summers. The
first string was deployed in December 2004, followed by more strings in the years after, see
table 4.1. The individual stages of the are referred to as IC1, IC40, IC86, etc. Measurements
and physics analyses have been performed for all these stages.
For the construction of IceCube, 2500 m deep holes were drilled into the Antarctic ice
using a hot-water drill which released a high-pressure hot-water stream that melted through
the ice. Each hole had a diameter of approximately 50 cm. After retrieving the drill head
back out of the hole, a fully instrumented string was lowered into the ice and left to freeze
in. Once a DOM has been deployed, it is impossible to retrieve it for maintenance. Hence,
the DOMs have been designed to operate reliably for at least 15 years in a cold, high-pressure
environment. As of March 2011, about 98% of all deployed DOMs are still in operation.
Table 4.1: Number of strings after the individual construction stages of the IceCube detector.
year 2005 2006 2007 2008 2009 2010 2011
strings 1 9 22 40 59 79 86
The IceTop Surface Array
At the surface directly above the in-ice array is IceTop, an extensive air shower detector with
an area of about 1 km2. An overview of its design and the physics capabilities is given in
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Figure 4.3: Schematic drawing of a Digital Optical Module (DOM) with a photomultiplier tube (PMT)
and associated electronics inside a glass sphere, from [126].
[128]. IceTop uses largely the same sensor electronics as IceCube and consists of 81 stations
each consisting of two ice-filled tanks instrumented with two DOMs. IceTop is used to detect
cosmic-ray air showers in the energy range of about 100 TeV to 1 EeV. The combination of
the surface array with the in-ice detector gives a three-dimensional air shower array that can
measure both the shower size at the surface and the energy deposition by high-energetic muons
in the in-ice array. The combined data allows coincident measurements and is sensitive to both
the energy and the composition of the primary cosmic rays. In addition, IceTop can also be
used for calibration and as a veto for IceCube against high-energy cosmic-ray air showers in
neutrino analyses.
4.2 Data Processing
Before any analysis is performed, the data undergo multiple steps of data processing. This
also involves several techniques to reject the background of down-going atmospheric muons
and to select possible neutrino candidates. In this section, an overview of the IceCube data
acquisition and standard data processing is given.
4.2.1 Data Acquisition (DAQ)
The analogue pulses from the photomultiplier in each DOM are digitized directly inside the
DOM and marked with a time stamp [129]. Before any data are transferred to the surface, a
HLC (Hard Local Coincidence) check is performed. Only if a neighboring or next to neigh-
boring DOM on the same string also has registered a hit within a 1µs time window, data are
transferred. The HLC check reduces noise hits which occur uncorrelated and isolated every-
where in the detector, in contrast to the pattern of hits correlated in time and space expected
from particles in IceCube. In IceCube, noise is caused by photons from the decay of radioac-
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tive isotopes in the DOMs glass shells in addition to thermal noise. Each DOM has a noise
rate of about 650 Hz, therefore without the HLC check the data would be dominated by noise
hits.
Even with HLC, it is not possible to continuously read out the full IceCube detector.
Instead, small time windows are read out each time one of several trigger conditions is met.
There is a variety of different trigger conditions, the most important is the Simple Multiplicity
Trigger (SMT) for which a certain number of DOMs has to have a hit within a pre-defined
time window. For IC40, this is eight HLC DOMs within 5µs window. Other triggers are e.g.
the String Trigger for which a certain number of hit DOMs has to be on the same string. The
data that passed either of the trigger conditions is sent to the IceCube counting house, where
the data from the individual DOMs is combined to an event and further processed.
4.2.2 Standard Processing
The data produced by the IceCube DAQ system exceeds the data volume that can be trans-
mitted via satellite from South Pole to the data warehouse located in Madison (USA). The
majority of events is caused by atmospheric muons and not associated with neutrinos. Hence,
a significant data reduction is performed before the data is transmitted. This is achieved by an
online filtering system that runs on a computer cluster at the South Pole and involves several
techniques to reject background and to select neutrino candidate events. Only events that
pass one of the different filters will be transmitted by satellite, while all data are written to
archiving tapes.
In a first step, an initial feature extraction is applied to obtain the arrival times of the
individual photons and the deposited total charge from the waveforms recorded by the DOMs
[130]. With this data, track reconstructions are performed, including fast and simple first
guess algorithms as well as other computationally inexpensive methods. Based on these re-
constructions, various software filters select candidate events for any of the physics analyses.
These filters are specialized to select certain event classes, for example the Muon, EHE or the
Cascade filter [131]. The Muon filter is the primary filter for many analyses and was develop
to reject the vast numbers of down-going atmospheric muons and to keep as many candidate
muon neutrino events as possible from near or below the horizon. The EHE Filter selects
candidates for extremely-high-energy events. For this, the total number of photo-electrons is
required to exceed log(Npe) = 3.5. Other filters select events from certain directions e.g. the
galactic center or from the Moon or Sun.
The data that has been transmitted to the data warehouse is further processed, called level
2 processing. This includes a reprocessing of the recorded waveforms and an event reconstruc-
tion using more computing-time intensive algorithms, such as iterative maximum-likelihood
reconstruction methods. This will be discussed in section 4.4. The data is stored in the Ice-
Cube data warehouse and is accessible to all members of the IceCube collaboration. The
processing is called ’standard data processing’, because it provides a common high-quality data
sample. In addition, more specialized data processing is done for the individual analyses, for
which the data is further processed and different quality selections are applied.
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4.3 Simulation
The Monte-Carlo simulation for IceCube includes the neutrino generation, the propagation
of lepton and photons through the detector and the subsequent detector response.
- Neutrino generation: An event generator creates primary particles based on a given
flux model. In IceCube, neutrinos of all flavors are generated by a neutrino generator
(NuGen) based on the ANIS software package [132], while the atmospheric muon back-
ground is simulated with the CORSIKA package [133]. Neutrinos are generated with
a random position on the Earth surface following a given energy spectrum. Typically,
the simulations are performed with a hard energy spectrum with dNν/dE ∼ E−1ν . The
simulated data is then reweighted to a softer spectrum.
The generated neutrinos are propagated through the Earth, taking into account ab-
sorption due to charged current interactions and energy loss through neutral current
interactions. Because of the small the neutrino interaction cross-section, the number
of generated neutrinos that would interact close to the detector is also very small. In
order to achieve sufficient numbers of triggered neutrinos events, the neutrinos are forced
to interact within a predefined volume that fully contains the IceCube detector [134].
The probability of each simulated neutrino to interact inside this volume accounted for
with an interaction weight factor, which can be used to calculate the number of neutrino
interactions inside IceCube.
- Muon propagation: The muon produced in charged current neutrino interactions as
well as the atmospheric muons are propagated using the Muon Monte Carlo (MMC)
code [69]. MMC includes the various energy loss mechanisms described in section 3.2.2 to
propagate the muon through the ice. Depending on the energy loss mechanism, secondary
particles are generated.
- Photon propagation: The Cherenkov photons produced by the muon and the various
secondary particles are propagated from the particle track through the detector. The
photon propagation is performed by using one of two methods: numerical tabulation or
a direct tracking. The first method is implemented using the Photonics package [81].
Here, the photon propagation is not performed for all photons individually. Instead, the
photon distribution as result from dedicated photon propagation simulations is stored
in tables, from which the expected number of photons at each DOM can be calculated.
These tables are computationally efficient and incorporate the layered structure of the
optical ice properties, as described in section 3.3.2.
The second method is the direct photon tracking provided by PPC (Photon Propagation
Code) [135]. Here, the propagation of each photon is calculated individually, taking into
account different ice properties along the photon track. This strategy avoids the approx-
imations that are necessary for the tabulated description. However, a direct tracking is
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Figure 4.4: Visualization of a muon track induced by muon-neutrino (left) and a cascade with a
spherical signature induced by a electron- or tau neutrino (right), image adapted from [136].
more computationally intensive and for the current IceCube simulation, the Photonics
tables are used.
- Detector simulation: The response of the IceCube detector to the Cherenkov pho-
tons is simulated in multiple successive steps. In a first step, the output of the photon
propagation is used to determine the number of photons that would arrive at the pho-
tocathode of the photomultiplier. The next step is to simulate the resulting number
of photo-electrons and their arrival times. Then, the response of the DOM electron-
ics is simulated, generating waveforms similar to those recorded by the DOMs at the
South Pole. Finally, the same trigger conditions which are used for the measured data
at the South Pole are applied. From there, the simulated and measured data undergoes
the same data processing, as described in section 4.2.2.
4.4 Event Reconstruction
IceCube can be considered as a large tracking calorimeter, in which the Cherenkov light from
charged particles leaves a pattern of hit DOMs. This pattern in principle allows to measure
the energy deposition and direction of these particles and also may reveal the flavor of an
interacting neutrino.
In section 3.2.2 it was discussed that interactions from different neutrino flavors can be
distinguished by their different topologies. Common to all flavors is the initial hadronic cas-
cade at the neutrino interaction vertex. A νe produces an electron, which in turn creates an
electromagnetic cascade that coincides with the initial hadronic cascade. The Cherenkov light
produced in the cascades will lead to an expanding shell of hits, with a larger intensity into
the forward direction. The muon from a charged current νµ interaction produces a pattern
of hits where the timing of the hits follows the traveling direction of the muon. Taus can be
identified by their unique topology of two cascades, one at the interaction vertex and another
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from the tau decay. The track and cascade shapes are both illustrated in figure 4.4.
The goal of event reconstruction is to determine the properties of the observed particles
from the measured hit pattern. From the timing information and the charge deposition in the
individual DOMs, the event properties can be reconstructed, namely the arrival direction, the
interaction vertex (if inside IceCube) and the energy of the muon. In IceCube the event
reconstruction is performed with iterative maximum-likelihood algorithms, this is discussed in
the following sections.
4.4.1 Maximum-Likelihood Method
In a generic maximum-likelihood approach, a set of unknown event parameters {a} is deter-
mined from a set of experimentally measured independent observables {x} by maximizing the
likelihood
L ({x} | {a}) =
N∏
i
pi(xi | {a}), (4.1)
where the product is taken over all i = 1, . . . , N independent observables and pi is the prob-
ability density function to observe a value xi for the ith observable for given values of the
parameters {a}. Figure 4.5 illustrates the Cherenkov light cone from a muon track which
leads to a hit in a DOM. The event parameters describing a single muon are the muon track
geometry and the energy
{a} = {r0, pˆ = (θ, φ), E0} , (4.2)
where r0 is the position on the track at the time t0, pˆ the track direction and E0 the energy
of the muon. Hence, for the full event reconstruction, there are five degrees of freedom for the
track geometry and one additional degree of freedom for the energy. Using this description, it is
possible to reconstruct all six event parameters together in one step with the same maximum-
likelihood algorithm. However, it is often practical to split the energy and track reconstruction
and to to develop specialized algorithms. This is because for the track reconstruction, the
photon arrival times are the most relevant information, whereas the energy reconstruction
requires information on the expected number of photo-electrons as a function of the muon
energy.
The maximum of the likelihood with respect to {a} (or the minimum of L = − logL) gives
the values of {a} with the best agreement to the observed data. Typically, this is done with
a minimizer algorithm, which requires an initial track hypothesis, called seed. The seed is
obtained using a computationally inexpensive first guess algorithm. However, it is possible
that a minimizer algorithm returns a local minimum of the likelihood and not the global
minimum. In order to improve the reconstruction performance, multiple iterations of the same
algorithm can be performed, each time starting with a different seed. This increases the chance
that the global minimum is found and the most accurate track information is returned.
As this is computationally intensive, the iterative reconstruction algorithms are run oﬄine.
Simple first guess algorithms and single-iteration likelihood reconstructions are also performed
during the online filtering at the South Pole.
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Figure 4.5: Illustration of the Cherenkov light cone created by a muon track (β = v/c = 1) and
arriving at an optical module [136].
4.4.2 Muon Track Reconstruction
IceCube uses basically the same track reconstruction which was developed for Amanda. It
is described in detail in [136]. For the track reconstruction, the arrival times of the observed
photo-electrons are the most relevant information. The corresponding likelihood uses a prob-
ability density function (PDF) of the arrival times of single photons at the locations of the
DOMs, which can be formulated as a function of the time residuals tres. The time residual is
the difference between the measured arrival time ta and the time tgeo the photon would have
traveled directly without scattering and is given by (see figure 4.5)
tres = ta − tgeo
tgeo = t0 +
pˆ · (ri − r0) + d tan θc
c
, (4.3)
where tgeo is given by geometrical consideration from the track and the angle θc of the
Cherenkov light cone. A delay of the arrival time is predominantly caused by scattering of
the Cherenkov photons in the ice, but also through electronic jitter and the dark noise in the
PMTs.
In a simple model, a likelihood is constructed from the PDF p1 describing the arrival times
of single photons:
logLtime =
Nhit∑
i=1
log p1(tres | {a}), (4.4)
where the sum is taken over all registered photons. Equation 4.4 is called the single photo-
electron (SPE) likelihood. In case of multiple hits in a DOM, the first photon is usually less
scattered than the average single photon. Since all photons travel independently, the arrival
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(a) (b)
Figure 4.6: Correlation between the number of hit channels NCh (a) or the mean muon energy loss
(b) with the muon energy Ec closest to the center of the IC40 detector.
time distribution of the first out of N photons is given by [136]
p1N (tres) = N p1(tres) [1− P1(tres)]N−1 (4.5)
P1(tres) =
∫ tres
−∞
p1(t)dt.
This PDF is called the multi-photo-electron (MPE) PDF. Replacing p1 with p
1
N in equation
4.4 gives the MPE likelihood. In this analysis, the result of the MPE reconstruction will be
used as the geometric seed for the energy reconstruction.
In IceCube, p1 is often approximated by the so-called Pandel function, which is an ana-
lytical expression
p1(tres) =
τ−d/λ td/λ−1res
N(d) Γ(d/λ)
e−tres (1/τ+c/λa)−d/λa (4.6)
N(d) = e−d/λa
(
1 +
τ c
λa
)−d/λ
with the speed of light c, optical absorption length λa and two empirical parameters τ and
λ. The Pandel function parametrizes a homogeneous ice with constant absorption length and
without dust layers.
4.4.3 Muon Energy Reconstruction
Energy Estimators
For the muon energy reconstruction in IceCube, the following has to be considered. As
discussed in section 3.2.1, the muon carries on average 80% of the initial neutrino energy, while
the remainder of the energy is transferred to the nuclear target which results in a hadronic
cascade at the interaction vertex. In order to determine the neutrino energy, both the energy
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of the cascade and the muon have to be measured. Cascades in principle allow a good energy
measurement because the energy is contained in a relatively small volume. For muon tracks,
the energy is deposited over a larger volume, which is not necessarily contained inside the
detector. If the interaction vertex is outside the detector, it is generally unknown how far the
muon has traveled and how much energy it has lost before entering the detector. In this case,
only a lower bound on the neutrino energy can be calculated.
A simple energy estimator is the number of channels (DOMs) with at least one hit, called
NChannel (NCh). On the other hand, NCh is strongly affected by the event geometry. Because
of attenuation, the probability of a Cherenkov photon to eventually arrive at a DOM depends
on its traveling distance and the local ice properties. Tracks passing close to an IceCube
string produce more hits than tracks that are farther away while the DOMs inside the dust
layer generally have fewer hits than DOMs in the clear ice layers. Figure 4.6(a) shows the
correlation between NCh and the true muon energy for simulated data. With increasing energy,
the NCh estimator becomes less accurate.
With IceCube the muon energy is not measured directly, but through the energy de-
posited inside the detector volume. From the total deposited energy and the length of the
muon track in the detector, the average muon energy loss per unit length ∆E/∆X can be
calculated. Figure 4.6(b) shows the correlation between the average muon energy loss and the
muon energy for the same simulated data. Compared to NCh, it has a better correlation with
the muon energy, which gives a smaller systematic uncertainty on the energy reconstruction.
Energy Likelihood Description
The muon energy reconstruction is usually performed in two steps. First, the track geometry of
the muon is reconstructed without considering the energy. The position and direction obtained
in this reconstruction is then used in a separate energy reconstruction.
The IceCube muon energy reconstruction, as it was used e.g. in the IC40 diffuse analysis
[38], is based on an expected muon energy loss profile dE/dX, which can either obtained by
an analytical parametrization or by means of numerical tables (as discussed below). Using this
profile, the expected number of photo-electrons is calculated for each DOM. For a given track,
it is a function of dE/dX and depends on the total light yield produced by the muon and the
optical ice properties. For the reconstruction, the observed distribution f(t) of photo-electrons
in each DOM is compared to an expected distribution function µ(t). For this, f(t) is binned
into K time bins and it is assumed that the probability for each bin is given by Poissonian
statistics. Since all DOMs act independently, the likelihood of the full event is given as the
product over all DOMs with a hit,
LEvent (f(t) |µ(t)) =
NDOM∏
j=1
Lj , (4.7)
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where the likelihood for the DOM with index j is given by
Lj =
K∏
i=1
e−µi,jµni,ji,j
ni,j !
. (4.8)
Here, µi,j is the expected number and ni,j the observed number of entries in the ith time
bin of the jth DOM. This equation can be rewritten, using the total number of photo-
electrons observed by a DOM Nj =
∑K
i=1 ni,j and the total number of expected photo-electrons
µtot,j =
∑K
i=1 µi,j in the same DOM, respectively
LEvent =
NDOM∏
j=1
µ
Nj
tot,j e
−µtot,j
K∏
i=1
(
µi,j
µtot,j
)ni,j
ni,j !
(4.9)
The term ptime,i,j = (µi,j/µtot,j) corresponds to the probability to observe a given photo-electron
in the ith time bin of the jth DOM. Taking the logarithm yields the expression
logLEvent =
NDOM∑
j=1
[
K∑
i=1
(ni,j log ptime,i,j) +Nj logµtot,j − µtot,j −
K∑
i=1
log ni,j !
]
. (4.10)
The first term in this equation depends on the normalized arrival time probability pi,j and is
independent on the expected brightness (energy) of the track, whereas the second and third
term only depend on the total numbers of expected and observed photo-electrons. The last
term is a purely combinatorial factor that does not depend on the event parameters.
The expected number of photo-electrons arriving at a DOM can be either obtained from
an analytical description or from simulations. Both methods have been implemented for the
energy reconstruction in IceCube, as will be described below. µtot,j depends on the total light
yield produced by the muon and the local optical ice properties. In a simple model, the total
number µtot,j of expected photo-electrons is assumed to scale linearly with energy E, e.g. for
the jth DOM
µtot,j =
E
Eref
µ0,j (4.11)
where µ0,j is the number of photo-electrons at a reference energy Eref . In this case, the
likelihood can be maximized using an analytical expression:
0 =
d
dE
logLEvent =
NDOM∑
j=1
Nj
E
− µ0,j
Eref
(4.12)
⇒ E =
∑NDOM
j=1 Nj∑NDOM
j=1 µ0,j
Eref (4.13)
where Nj is the number of photons observed in the jth DOM.
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Photorec-llh
For the Photorec-llh reconstruction [137], the average muon energy loss is modeled as uni-
form along the track by a chain of mono-energetic cascades that are equally spaced by 1 m.
This approximation is called the lightsaber model. The light yield from these cascades is
parametrized with the cascade energy, using the parametrization described in section 3.3.1.
The layered ice structure of the South Pole ice is incorporated through the Photonics tables
(section 4.3). With these tables, the expected number of photons arriving at each DOM is
determined. Since the energy loss is modeled as uniform, the energy scaling equation 4.12 can
be applied to the chain of cascades to calculate the average energy loss per meter. Finally, the
muon energy is then calculated via equation 3.4.
MuE
Another method given by the MuE reconstruction [138]. Different to Photorec-llh, it uses an
analytical description of the energy deposition along the muon track and does not include in-
dividual ice properties. The energy is reconstructed from the lateral photon density along the
track, which is parametrized with the distance between DOM and muon track. This descrip-
tion relies on different approximations for scattering and absorption of the Cherenkov photons
from the track, depending on the distance between track and hit DOM.
Both Photorec-llh and MuE reconstruction assume a continuous energy loss profile along
the muon track. Due to the stochastic nature of the processes involved, the energy loss actually
varies from muon to muon and it is not possible to accurately predict the position or the energy
of the secondary cascades. This means that individual stochastic energy losses can produce
many Cherenkov photons in large cascades and lead to large deviations from the average energy
loss profile. In chapter 7, a complementary energy reconstruction method based on a Top-Down
approach is presented. This method employs a direct comparison of individual events without
the assumptions and simplifications that are necessary in the above described methods.
5The South-Pole Acoustic Test Setup (SPATS)
Abstract
For the design of an acoustic detector array at the South Pole, the acoustic properties of
the ice have to be known. These properties are the acoustic attenuation length, the ambient
noise, sound speed and the rate of transient events. In order to determine these properties,
the South-Pole Acoustic Test Setup (SPATS) has been deployed, using the infrastructure
provided by the IceCube collaboration. The first part of this chapter gives an overview of
the SPATS project, the installed instrumentation and data acquisition, with a focus on the
measurement of the acoustic attenuation length using a retrievable pinger. In the second
part, the latest results of SPATS are summarized.
5.1 Setup
The South Pole Acoustic Test Setup – SPATS – is an array of acoustic sensors which has been
built to evaluate the feasibility of the acoustic neutrino detection at the South Pole [139]. Its
primary goal is to measure the characteristics of the South Pole ice in the ultrasonic regime,
at frequencies of 10 kHz to 100 kHz, namely the sound speed, the acoustic attenuation length,
the ambient noise level and the rate of transient events. Additional measurements have been
performed with a retrievable transmitter (pinger). The SPATS array consists of an in-ice
component and additional equipment on the surface. Figure 5.1 gives a schematic view of the
setup.
5.1.1 In-ice Components
The in-ice part of SPATS consists of four vertically instrumented cables (strings), which are
deployed in the upper 500 m of selected IceCube holes to form a trapezoidal array, see figure
5.2. For the measurement of the attenuation length it is important to have a sufficient variation
of the distance between transmitter and sensor. Therefore, the strings were positioned in such
a way that a set of clearly distinguishable distances was obtained, see table 5.1(a).
SPATS was build in two phases, strings A, B, C were deployed in January 2007 (with IC22)
and string D on 24th December 2007 (with IC40). Each of the four SPATS strings was deployed
into a water-filled IceCube hole after installation of the respective IceCube string. A SPATS
string is instrumented with seven acoustic modules, positioned at different depths. The depths
of the modules at the individual strings are listed in table 5.1(b). A schematic view of a single
module is shown in figure 5.4. The modules have a total length of 1.5 m and a diameter of
16 cm. Each module is equipped with both, a sensor and a transmitter. Hence, it is possible
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Figure 5.1: Schematic view of the SPATS array with the four strings A-D and the depths of the
acoustic modules at each string. The inset graphic to the left shows a single SPATS module, consisting
of transmitter and sensor as well as two spacer balls.
to send signals between different modules. In addition, all modules have two spacer balls to
protect their sensitive equipment during the installation and to ensure a minimum distance to
the IceCube cables. The sensor and transmitter electronics are contained in water-tight steel
housings to withstand the high pressure in the ice and to protect the electronics against water
during the deployment.
Three types of acoustical sensors have been developed for SPATS, called first and second
generation SPATS sensors and HADES sensors. Figure 5.3 shows the three types. Strings A,
B and C are deployed with the first generation SPATS sensors. Each of theses sensors has
three channels, 120◦ apart, see figure 5.3(a). A channel consists of a cylindrical piezo-ceramic
element that is pressed against the steel housing and is directly connected to an amplifier. It
was discovered that the first generation sensors have a notable mechanical coupling between
the three channels. String D is equipped with the improved second generation sensors, for
which the three channels are mechanically decoupled. The development and testing of the
SPATS sensors is described in [97, 139].
Two of the seven modules of string D are equipped with HADES sensors (Hydrophone for
Acoustic Detection at the South Pole). The motivation to build these sensors was to develop
an alternative to the SPATS sensors. Unlike the SPATS sensors, they are operated outside
the pressure housing and therefore have a different coupling to the ice as well as to a different
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Figure 5.2: Positions of the SPATS array within the IceCube detector. The different phases of the
growing IceCube detector are illustrated.
dynamic range. A HADES sensor consists of a ring-shaped piezo-ceramic element embedded in
polyurethane for protection against water. Their development, optimization and first in-situ
results are discussed in [140]. In the following, the individual sensors are referred to by the
naming convention
(string) S(sensor) − (channel)
for example AS1-0 is the first channel of the first sensor on SPATS string A. The setup has
proved to be robust and to work well under extreme environmental conditions. Since their
deployment, all four SPATS strings are operational. There are only six malfunctioning chan-
nels, all three channels of AS3 and CS1 are either considered dead or have an unpredictable
behavior. Overall, 74 of the 21 + 21 + 21 + 17 = 80 channels are working properly.
Calibration
Prior to the deployment, the sensitivity and self-noise of the SPATS sensors have been mea-
sured under laboratory conditions. These measurements were performed in water, using a
calibrated commercial hydrophone with a known spectral sensitivity [97]. In addition, a cali-
bration has been performed in the Aachen Acoustic Laboratory (AAL) for sensors that have
not been deployed but are similar in construction. The calibration was done in water and ice,
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(a) (b) (c)
Figure 5.3: The three different types of acoustical sensors that have been deployed with SPATS,
namely the first generation (a) and second generation SPATS sensors (b) and the HADES sensors (c),
[139, 140]. The SPATS sensors consist of three channels, attached to a steel housing – note the different
attachment of the three channels.
Table 5.1: Horizontal distances between the SPATS strings A-D (a) and the depth (b) of the individual
acoustic sensor modules at positions 1-7 in meters. String D has a different vertical spacing.
(a)
strings AB AC AD BC BD CD
distance [m] 125 421 249 302 330 543
(b)
Position 1 2 3 4 5 6 7
A, B, C 80 100 140 190 250 320 400
D 140 190 250 320 400 430 500
using a reciprocity method [141, 142].
However, there is no in-situ calibration of the sensors for the South Pole ice. It is currently
being investigated how the calibration results from the laboratory measurements can be ap-
plied to the sensors under the conditions at the South Pole, where they are subject to much
lower temperatures. In addition, the sensors sensitivity also depends on the acoustic coupling
of the sensor to the surrounding ice as well as the angular orientation of the sensor in the hole.
5.1.2 On-ice Components
Each SPATS string is connected to an acoustic junction box (AJB), located at the surface on
top of each string. The AJBs are watertight aluminum boxes (30× 50× 80 cm), containing an
embedded computer, called String PC. The String PCs are used to independently control the
seven transmitters and sensors on each string.
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Each String PC has three FADCs (fast analog-
to-digital converters) with a maximum sam-
pling rate of 1.25 MHz. The String PCs are
connected to a Master PC, located in the Ice-
Cube Laboratory (ICL). The Master PC pro-
vides the central control for power, communi-
cation and synchronization of the String PCs
and is also equipped with a GPS receiver. The
GPS timing signal is distributed over the sur-
face cables to the String PCs where it is used to
mark the recorded data with an absolute time
stamp.
The analogue signals from the SPATS chan-
nels sent to the corresponding String PCs where
they are digitized and compressed, before they
are sent to the Master PC. The three channels
of each sensor are digitized by a different FADC
board, which allows to read out all three chan-
nels simultaneously.
The data from all strings are stored on the
Master PC until it is transferred by satellite
to the data servers in the northern hemisphere.
SPATS has a limit of 150 MB/day for direct
satellite transfer. All data exceeding this quota
is automatically queued for tape archiving. For
detailed information on the on-ice hardware,
see e.g [79, 139, 143, 144].
Figure 5.4: Schematic view of the com-
plete pinger module, consisting of the
spherical transmitter, the pressure hous-
ing with the board electronics, a high
voltage power supply (HV pulser) and
centralizers. The pinger module has a
length of 2 m and a radius of 50 cm, image
by [145].
5.1.3 Pinger
In addition to the permanent in-ice array, a retrievable transmitter has been deployed three
times during the construction phases of IceCube in the austral summers in seasons 2007/08,
2008/09 and 2009/10. The positions of the frozen-in SPATS strings are fixed, with a maximum
horizontal distance of 543 m between two strings (table 5.1(a)). With the pinger it was possible
to study the ice properties from different positions and directions and to further increase the
baseline between transmitter and sensor.
The pinger was lowered in the water-filled IceCube holes immediately after the drilling
and prior to the deployment of the IceCube instrumentation. This allowed for a small time
window of a few hours for acoustic measurements. The setup consists of three parts, the
60 5. THE SOUTH-POLE ACOUSTIC TEST SETUP (SPATS)
retrievable part with the transmitter, the surface electronics and the cable payout system with
a 2700 m long cable spooled over a winch. The retrievable pinger as it was used in 2008/09
and 2009/10 is shown in figure 5.4. It consists of a pressure housing containing the control
electronics, a spherical transmitter at the bottom and three pressure sensors (SeaStar) which
were used for the depth measurement (see section 6.2.1). The main difference to the first pinger
measurements in 2007/08 is that this setup uses brass spring ribs to centralize the pinger in
the IceCube hole and therewith suppresses random movement of the pinger. This has greatly
improved the quality of the data samples as is discussed in section 6.2.
The transmitter is a spherical piezo-ceramic with a diameter of 10.8 cm which is located 2 m
below the pressure housing. The pinger has been thoroughly tested in laboratory measurements
(see [144] for details). There, the directivity of the pinger emissions has been confirmed as
omni-directional while the frequency spectrum shows a distinct resonance at 16.5 kHz.
The pinger transmitter was driven by a high-voltage pulser with different settings for the
various seasons. In 2007/08 and 2008/09 the voltage signal generated by the pinger board was
a short sinusoidal half wave which led to the emission of a 100µs burst, see [144]. In 2009/10
a different setting was used to investigate a possible frequency dependence of the attenuation
length. The pinger was operated with 64 cycles sine waves at three different frequencies, 30,
45 and 60 kHz, which were sent in an alternating sequence during the measurements.
5.1.4 Acoustic Data Taking
The SPATS data taking is controlled by automated scripts installed locally on each String PC.
There is a variety of specialized data taking modes. In most of these modes, the three channels
of each sensor are read out simultaneously, while the sensors on the same string are read out
subsequently. The different acoustic data taking modes are:
- Inter-string: An acoustic pulse is sent from the transmitter of one SPATS module and
is recorded by a sensor of a module on another string.
- Intra-string: A sensor records the acoustic signals sent by the transmitter of another
module on the same string.
- Intra-module: A sensor records acoustic signals originating from the transmitter of
the same module. This data has been useful to investigate to freeze-in process after
deployment.
- Pinger runs: The pinger sends acoustic pulses in a regular interval, for season 2008/09
it was 10 Hz, while the three channels of a sensor simultaneously recorded the pinger
signal for 18 s with a sampling rate of 200 kHz. The measurements at the South Pole
with the pinger and the determination of the acoustic attenuation length with this data
is subject of chapter 6.
- Untriggered noise: The ambient noise is recorded for 0.1 s at 200 kHz sampling rate. A
histogram of the ADC counts is recorded. This data is used in to investigate the ambient
noise.
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- Triggered noise (transients): If the number of ADC counts on any channel is above
a certain threshold, a 5 ms window of data is taken for this channel and marked as
a transient event. These runs are used to study the rate and the nature of transient
background events, see section 5.2.5.
- Monitoring: These runs are performed every day and include a read out of the tem-
perature and pressure sensors inside the modules, the temperature of the FADC boards,
the network status, disk space and a list of the transferred files. A summary of this
information is sent to the SPATS collaborators, which allows to take immediate action
in case of any irregularities.
Currently the SPATS data taking is concentrated on the transient mode, i.e. recording trig-
gered noise. 48 minutes of each hour are dedicated to this mode, while the remaining 12
minutes are reserved for untriggered noise runs and monitoring runs.
5.2 Recent Results of SPATS
5.2.1 Attenuation Length
The acoustic attenuation length is a crucial parameter for the final design of an acoustic
neutrino detector in the ice at the South Pole. Within the SPATS project, several approaches
to determine the acoustic attenuation length have been applied. These approaches rely on
different sets of measurements, namely the pinger measurements, SPATS inter-string runs
and the analysis of transient events. The various methods and their results are presented in
chapter 6.
5.2.2 Ambient Noise
Figure 5.5(a) shows a typical noise histogram, where the noise data from one month has been
combined. This data is taken from the dedicated noise data stream which is used to monitor
the performance of SPATS. For most of the channels the noise is well-described by a Gaussian,
with a few exceptions of channels that are considered malfunctioning or ’dead’.
Figure 5.5(b) shows the long-term time evolution of the noise for all channels at two different
sensors. There are a few notable features seen by all channels. After deployment of a SPATS
string, the noise on each channel increased steadily for several weeks until it became stable.
This increase is believed to indicate the improved acoustic coupling of the surrounding bulk
ice to the sensor during the re-freezing. After the water in the holes is frozen, the noise is
stable. The spikes seen in the figure are correlated with the drilling of other IceCube strings
nearby the respective SPATS string. Apart from that, there is no evidence for any short-term
variation of the noise due to the weather or from anthropogenic sources. In other words, the
in-ice sensors seem to be unaffected by the surface noise.
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(a) (b)
Figure 5.5: (a) Histogram of the noise amplitude in ADC counts (from [79]) for an example (channel
BS6-0), using all data from May 2009. The noise is very well described by a Gaussian. (b) Long term
time evolution of the Gaussian noise amplitude (given by the standard deviation of the noise histograms)
for the three channels of two SPATS sensors (top: CS3, bottom: CS4), the graph was obtained from
the monitoring web page [146].
5.2.3 Sound Speed
Figure 5.6 shows the results of the measurement of the acoustic sound speed with SPATS ,
as presented in [99]. The sound speed as a function of depth, called sound speed profiles, was
obtained for both pressure (vP ) and shear waves (vS). The result for the pressure wave is in
agreement with earlier measurements in the firn ice by Weihaupt [59]; the transition from the
firn to the bulk ice is also clearly visible. The sound speed ratio is vP /vS ∼ 2, which agrees
with the expectations (see equation 3.28). Applying a linear fit to the sound speed profiles
between 250 m and 500 m depth gives
vP (375 m) = (3878± 12) m/s
dvP /dz = (0.087± 0.13) s−1
vS(375 m) = (1975.8± 8.0) m/s
dvS/dz = (0.067± 0.086) s−1.
The sound speed gradient dv/dz is consistent with zero for both wave modes, which in prin-
ciple allows for a good reconstruction of the acoustic sources without the need for ray-tracing
algorithms, see section 3.4.2.1. Finally, these measurements confirmed that the preferable
position for acoustic detectors is in the bulk ice below 200 m. Complementary to the in-situ
measurements, laboratory measurements of both pressure and shear waves has been performed
in a 3 m3 volume of bubble-free ice [147, 148] with temperatures between 0 and −20 ◦. While
there is a similar temperature dependence, the absolute values of the sound speed are about
50 ms−1 above the previous measurements. This deviation is attributed to the absence of air
bubbles in the laboratory setup.
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Figure 5.6: The result of the SPATS sound speed measurement [99] for both pressure and shear
waves as a function of depth. The seismic measurements by Weihaupt [59] are shown for comparison.
Note that the error bars for the SPATS measurements are at ±5σ in order to be visible; there is no
uncertainty estimate available for the Weihaupt result.
5.2.4 Shear Waves
The SPATS array has detected shear waves from artificial sources, namely the SPATS trans-
mitters and the pinger, see [149]. From laboratory measurements with frozen-in piezo-electric
emitters [148] it is known that the direct coupling of the emitters to the ice can generate
shear waves. Therefore it was not surprising to find shear waves originating from the frozen-in
SPATS transmitters. The pinger, on the other hand, was operated in water-filled IceCube
holes. As shear waves cannot propagate through fluids, in this case they have to be produced
by mode conversion either at the water-ice surface (the hole wall) or at grain boundaries. The
latter case would occur randomly and lead to incoherent smaller shear waves along the path
of the initial pulse and not to a single large-amplitude shear pulse as it is observed. Moreover,
for all measurements the arrival time of the shear wave correlates with the arrival time of the
primary pressure wave and the distance. A plausible explanation is a mode conversion at the
water-ice interface, i.e. the hole wall.
The transmission and reflection coefficients of longitudinal and shear waves as function of
the incidence angle and the medium properties on both sides of the interface, are described by
the Zoeppritz equations. In section 3.4.2.3 it was described that the mode conversion can hap-
pen for any non-zero incident angle, but is suppressed for a normal incidence. Therefore, shear
waves are created along diagonal paths, where the pinger and the sensor are in different depths.
5.2.5 Transients
Currently, the SPATS array operates in the transient detection mode (see section 5.1.4).
This mode uses a simple threshold trigger requiring that the number of ADC counts at any
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Figure 5.7: The reconstructed vertexes in the horizontal plane for all transient events detected since
August 2008 [40]. Shown are positions of the SPATS strings, the IceCube holes and the sources of
transient noise, which are the Rodriguez Wells (RW) and the refreezing IceCube holes. The smearing
effect is an artifact of the vertex reconstruction algorithm.
predefined channel exceeds a signal to noise ratio of SNR ≥ 5.2. If that trigger condition is
met, a small time window of data is recorded for the corresponding channel. The value of SNR
was chosen to achieve a data volume of ∼ 100 MB of transient data per day on all SPATS
strings, which is safely within the 150 MB satellite bandwidth quota for SPATS. The rate of
the triggered events is relatively stable at about 1 Hz.
While most of these transient events are fluctuations of Gaussian noise, many of them
could be identified as genuine non-Gaussian events, for a discussion see [79, chapter 7]. These
events are analyzed oﬄine with a time-clustering algorithm by selecting coincident pulses that
happen within the same 200 ms time window. This corresponds to the time that is needed for
an acoustic pulse to cross the whole SPATS array. A cluster of hits is likely to originate from
the same acoustic event and a vertex reconstruction applied to trace its origin.
Figure 5.7 shows the spatial distribution of the reconstructed transient sources between
September 2008 and October 2009. For a discussion of these results, see [40]. The data
shows a number of hot spots, which are identified with either freshly drilled IceCube holes or
the shallow artificial water-filled caverns (“Rodriguez wells”) used during the drilling. It is
assumed that the majority of transients is produced by cracking of the re-freezing and moving
ice at these sources. The absence of any transient signals other than those from known sources
allows to calculate a limit on the acoustic detection of high energy neutrinos, see [40] for
a discussion and the results of these calculations and section 2.2.5 for the comparison with
current limits on neutrino detection.
6The Acoustic Attenuation Length
Abstract
The acoustic attenuation length is an important parameter for the design of a future acous-
tic neutrino detector. Within SPATS, there are several independent and complementary
approaches to determine the attenuation length using different data samples and differ-
ent analysis techniques. The subject of this chapter is the determination of the acoustic
attenuation length in the South Pole ice from in-situ measurements with the pinger. In
the following, the analysis strategy and results are presented and possible systematics are
discussed. Finally, the results are compared to other attenuation length analyses of the
SPATS data.
6.1 Attenuation
The acoustic attenuation length can be determined by comparing the amplitude of an acoustic
signal for different traveling distances of the signal. In this analysis, measurements performed
with the pinger at different distances to a SPATS channel are compared. Figure 6.1 shows the
waveforms of single pinger pulses, as recorded by a single SPATS channel. The waveforms are
measured with the same channel, but at different pinger positions and hence with a different
traveling distance of the signal. The attenuation of the signal with distance is clearly visible.
Also shown are the Fourier spectra of the waveforms after noise was subtracted (this is described
in section 6.3).
There are different observables that have been considered to determine the attenuation
length from the SPATS waveforms. For the analysis presented here, an “effective amplitude”
has been defined as
Aeff =
√
E. (6.1)
where E is the total energy of the waveform recorded by a particular channel in response to an
incoming acoustic pulse. The energy is calculated from the signal waveform x(t) in frequency
or time domain by
E =
∫
∆T
|x(t)|2 dt =
∫
∆ν
|X(ν)|2 dν, (6.2)
X(ν) =
1√
2pi
∫ +∞
−∞
x(t) e−i2piνt dt (6.3)
where X(ν) is the Fourier transform of the waveform with a time and frequency range ∆T and
∆ν, respectively. Other possible observables are amplitude of the first peak in the waveform,
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Figure 6.1: The waveform and its Fourier transform (in arbitrary units) of a single pinger pulse
recorded by SPATS channel CS5-0 at three different distances between channel and pinger. The y-axes
in all figures are set to the same scale for comparison.
the peak-to-peak amplitude between the first two peaks or the maximum number of ADC
counts of the waveform. Because the shape of the waveform varies from channel to channel,
these observables are considered as less reliable than the energy.
Following section 3.4.2.2, the effective amplitude as function of the distance is given by
Aeff(d) =
A0
d
· e−αd = A0
d
· e−d/λ, (6.4)
with the distance d between the pinger and the channel, the attenuation coefficient α and
attenuation length λ, respectively. A0 includes the individual channels sensitivity, the trans-
mittivity of the pinger and the coupling of the pressure pulse from the pinger into the ice.
Therefore, A0 is a function of the direction and it is difficult to disentangle the actual signal
attenuation from the angular dependence of sensitivity and transmittivity for arbitrary com-
binations of channels and pinger positions. In addition, none of the deployed SPATS channels
has been calibrated in ice. In order to minimize the effect of the angular dependence of A0 in
the analysis, the following restrictions are applied
- Only data obtained from measurements with the same SPATS channel are compared.
Hence, the determination of α via equation 6.4 is independent of variations between
different channels. The attenuation coefficient will be determined for each channel sepa-
rately.
- Ideally, use a fixed angle between pinger and channel. More specifically, perform all
measurements in a horizontal plane with respect to the channel. This reduces the angular
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Figure 6.2: Layout of all pinger measurements from 2007 to 2010, showing the surface coordinates
of the IC86 detector, the SPATS array and the measurements with the pinger. The measurements in
season 2007/08 are very close to the SPATS strings, whereas in the following seasons, the measurements
were performed at larger distances. In addition, for the last two seasons the pinged holes are roughly
in a straight line.
dependence of the setup. In section 6.2, it will be shown, that the measurements with
the pinger in season 2008/09 allowed for a data sample with a small angular variation.
With these restrictions, the dependence of A0 on the direction is minimal and the attenuation
coefficient is obtained by fitting the effective amplitudes as a function of the distance. Equation
6.4 is transformed to a linear equation using the new variable y = log(Aeff d):
log(Aeff d) = −αd+ logA0 (6.5)
y = −αd+ β, (6.6)
with the attenuation coefficient α as the slope and the intercept β. A linear fit on the data
determines the two parameters α and β and their respective errors ∆α and ∆β.
6.2 Pinger Data Sample
Geometry of Pinger Measurements
During the pinger measurements, the pinger is used to send acoustic pulses from different
positions in several water-filled IceCube holes which are then recorded by the SPATS array.
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Figure 6.3: The “vertical” analysis scenario. For a particular sensor si all measurements from all
pinger stops pi in the same hole are combined. This setup naturally leads to a large zenith variation
∆θ.
It was deployed into newly drilled IceCube holes within the short time span between drilling
and deployment of the optical equipment during three austral summers. Figure 6.2 shows the
layout of all pinger measurements during the three seasons from 2007 to 2010. The layout is
a result of the compromise between optimum geometry for the attenuation analysis and the
actual availability of drilled IceCube holes and personnel at the time of deployment.
While the pinger is lowered and pulled back again to the surface, the sensors on all four
SPATS strings are read out in a pre-defined sequence, while the pinger continuously sent pulses
with a repetition rate of 10 Hz. At each position for which there was a SPATS sensor at the
same depth, the pinger was kept stationary for a duration of ≈ 5 minutes, which guaranteed
that the pinger was not moving during the measurement and that for every channel at least
one complete waveform was recorded. The length of the waveform was 9 s in 2007/08 and 18 s
in 2008/09.
For the attenuation length analyses, data from different pinger stop positions are combined.
Figures 6.3 and 6.4 shows two different analysis scenarios, distinguished by the relative position
between pinger and the respective sensor. Taking a particular sensor as the reference, these
scenarios are:
- vertical: Data from the measurements at different stopping positions in the same hole
are combined, see 6.3. In this case, the pinger and the sensors are at different depths.
While there is no azimuthal variation, the zenith-dependence of the sensitivity of the
sensors channels have to be taken into account. In addition, the transmission of the
pinger pulses from water to ice depends on the incidence angle.
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Figure 6.4: The “horizontal” analysis scenario, For a particular sensor si only the pinger positions
pi with the same depth are used (a). Combining measurements from measurements in different holes
leads to an azimuthal variation ∆φ (b).
- horizontal: Data from measurements in different holes are combined, while the pinger
and the sensors are at the same depth, see figure 6.4. In this case, the zenith variation
is minimal, while the azimuthal variation depends on the positions of the pinger holes.
The maximum azimuthal spread of the measurements in each season is shown in table
6.1.
Shear Waves and Reflections in the Data
With SPATS, shear waves have been observed during all pinger campaigns, but their occur-
rence is different for the individual seasons. During the pinger measurements, shear waves
are produced for non-zero incidence angles of the pinger pulses with respect to the hole wall.
Basically, there are two possible scenarios. First, for every diagonal path where the pinger
and the sensor are in different depths and secondly, in the horizontal plane if the pinger is
not centralized in the hole. While diagonal shear waves have been observed for all seasons,
only the data from season 2007/08 has a notable presence of shear waves in the horizontal
configurations.
During this season, the pinger was operated without centralizers, and hence it is believed
to have performed irregular pendulum movements inside the hole. The measured amplitudes
of both P and S wave varied on short time scales O(0.1 s) while their relative heights were
anti-correlated [79]. Following the Zoeppritz equations (section 3.4.2.3), this indicates that
the total amount of energy was roughly conserved, whereas the partitioning between the wave
modes varied as the pinger swung in the hole and the incidence angle changed. This is because
the transmission of the pinger pulses from the hole into the ice depends on the incidence
angle, see section 3.4.2.3. Depending on the position of the pinger inside the hole, a part of
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the energy is converted into shear waves while another part is reflected. The movement of
the pinger therefore led to a complicated pattern of shear waves and reflections with varying
relative pulse heights.
This assumption is supported by the fact, that horizontal shear waves are greatly suppressed
in the data of the following seasons (2008-2010), for which the pinger was centralized.
Pinger 2007/08 Data
In season 2007/08, the measurements were performed in IceCube close to the SPATS array,
which had been constructed a year earlier. This leads to two important constraints on the
analysis of this data sample. First, the distances between the pinger and the SPATS sen-
sors are rather small. Table 6.2(a) shows the horizontal distances between the pinged holes
and the respective SPATS strings, the range is 124.5 m to 543 m. Secondly, the azimuthal
spread between the individual measurements is large, as the pinged holes were close or even
inside the trapezoidal SPATS volume, see table 6.1 and figure 6.2. Considering the angular-
dependent sensitivity of the SPATS channels, a large angular variation naturally complicates
the comparison of the measured amplitudes.
The quality of the 2007/08 data sample is further diminished the occurrence of shear waves
and reflections. As a consequence, the 2007/08 data are not used for this analysis.
Pinger 2008/09 Data
In season 2008/09, pinger measurements have been performed in four holes with 9 stops in each
hole, ranging from 190 m to 500 m, see table 6.5 for a example. The sensors in the firn layer
above 190 m were excluded in these measurements. Due to a different geometry of the layout
of the measurements, the 2008/09 data is less affected by angular variations, compared to the
previous season. The holes where the pinger was deployed, are roughly aligned in a straight
line, while all holes are further away from the SPATS array, see figure 6.2. As a result, the
maximum azimuthal spread is lower, ∆φ ≤ 12 ◦, see table 6.1 and the maximum horizontal
distance is considerably larger, about a kilometer, see table 6.2(b).
The uncertainty of the pinger depth measurement of 5 m (section 6.2.1), leads to an uncer-
tainty of the zenith angle. The half opening angles θ for the smallest (d = 157 m) and largest
(d = 1023 m) distances between pinger and sensor are given by
θ = arctan (5/d[m])
θ157 m ≈ 2 ◦, θ1023 m ≈ 0.3 ◦ (6.7)
For this season, the pinger was re-designed and supplemented with brass stabilizers, described
in section 5.1.3. Besides the prevention of the undesired pinger movements, this design also
centralized the pinger inside the hole. This resulted in a small incidence angle of the pinger
pulses on the hole wall and therefore to a suppression of the mode conversion in the horizontal
plane. Shear waves were still found on diagonal paths (vertical analysis scenario) but with a
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lower intensity than in the previous data sample.
Pinger 2009/10 Data
For the pinger measurements in season 2009/10 the pinger was deployed in three IceCube holes
which are roughly in a straight line with SPATS string C. The maximum azimuthal spread
is larger compared to 2008/09 (but still smaller than for 2007/08). Four stopping positions
were chosen, three at the SPATS levels in 140, 250 and 320 m depth and one additional deep
stop below 500 m. For the attenuation analysis, the pinger stops at 250 and 320 m are used,
resulting in 2 different depths compared two 5 depths in season 2008/09. In addition, the
pinger was modified and operated at three different frequencies, see section 5.1.3.
Table 6.1: Azimuthal spread ∆φ of the pinger measurements of all three seasons, showing the maximum
difference of the azimuth between the measurements at the same SPATS string.
season A B C D
2007/08 79 ◦ 90 ◦ 35 ◦ 120 ◦
2008/09 7 ◦ 7 ◦ 11 ◦ 12 ◦
2009/10 9 ◦ 6 ◦ 19 ◦ 20 ◦
Table 6.2: Horizontal distances in meter between the pinger and the SPATS holes during the mea-
surements in season 2007/08 (a) and in season 2008/09 (b). Note that SPATS string D was deployed
in hole 76 after the other pinger measurements.
(a)
pinger hole A B C D
55 330.5 250.0 190.8 -
70 215.3 249.5 421.6 -
71 124.3 124.5 344.6 -
77 124.7 216.4 469.7 -
76 249.2 330.3 543.0 -
69 329.8 374.5 517.2 124.9
(b)
pinger hole A B C D
5 976.0 866.1 569.6 1023.4
19 743.5 632.1 335.7 807.5
28 661.2 544.9 243.3 750.0
37 567.2 453.4 156.5 653.3
6.2.1 Pinger Depth Measurement
The analysis of the pinger data requires information on the distance between transmitter and
sensor and thus the position of the pinger in the hole. The horizontal position of the pinger
is well known and is the same as the position of the corresponding IceCube hole. Its depth
however, has to be determined from the measurements. For this, two independent methods
have been used [143].
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Position Payout SeaStar
190 188.0 184.4 +- 2.6
250 250.8 246.1 +- 3.4
320 319.6 316.1 +- 3.8
400 400.3 396.6 +- 4.8
500 499.8 497.1 +- 4.5
400 400.2 397.4 +- 4.5
320 320.0 317.7 +- 4.2
250 249.9 247.2 +- 4.1
190 189.9 188.2 +- 3.8
Figure 6.5: The depth of the pinger versus time during the measurements in hole 28 with clearly
visible stops at the individual depths. The depth is calculated from the pressure measured by the
SeaStar sensors. Shown in the table are the nominal pinger stopping depth and the results of the
independent depth measurements by cable payout system and the SeaStar pressure sensor readout for
the pinger measurement in hole 28. The error of the latter is given by the spread of the three SeaStar
sensors [143, 150].
The first method is to use the value given by the cable payout system during the deployment
of the pinger, which is basically the length of the cable in the hole.
The second method is to use the pressure measured by the SeaStar sensors, see section
5.1.3. Assuming an incompressible fluid, the conversion of the pressure readout to depth is
given by the formula
d = w +
1
ρg
(P − P0) + a, (6.8)
with the well depth w, density ρ, gravitational acceleration g, the pressure readings at depth
P and at surface P0 and the distance of the SeaStar sensors to the transmitter unit a. The
well depth is the distance from surface to the water level in the hole.
Because of the high pressures found deep in the water-filled bore-holes, the compressibility
of water has to be considered. In addition, even small levels of aeration produced during the
drilling will significantly change the compressibility, see figure 6.6. For the maximum depth of
the pinger at 500 m, the deviation due to the water compressibility is ∼ 50 cm, and therefore
negligible.
Both methods have been applied during the pinger measurements. An example of the
results from the pressure methods and the comparison to the payout method is shown in figure
6.5. The movement of the pinger down and up the hole and the stops at various depths are
clearly visible in the data. The spread between the three SeaStar sensors is taken as error
estimate. Using this error, the two depth measurements are in agreement.
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Figure 6.6: The depth correction due to water compressibility as a function of pressure for pure and
aerated water, from [151]. In this figure, the compressibility is given in PSI−1 (pound per square inch),
with 1 PSI ≈ 6895 Pa. At the bottom of IceCube the deviation is ∼ 15 m.
6.3 Frequency Domain Pinger Analysis
6.3.1 Data Selection
The attenuation length analysis presented in the following is performed on the 2008/09 data
sample and therefore benefits from its small angular variation. The 2009/10 data sample is
used as a cross check and for a dedicated study of the frequency dependence of the acous-
tic attenuation length. The following constraints are applied to the data to reduce various
systematic effects:
- Angular variation: Pinger and channel are required to be at the same depth. As
explained in the previous section, constraining the pinger 2008/09 data sample to hori-
zontal measurements conveniently narrows the angular range. As a result, all systematic
effects coming from the angular dependence of channels, the pinger transmission or the
ice itself are minimal (but not zero).
- Fixed channel: The analysis is performed for each channel separately, which means
that only the measurements from the same channel but with different pinger positions
are compared. This removes all systematic effects that would be introduced by com-
paring different channels with their individual absolute calibration and corresponding
uncertainties.
- HADES: The two HADES channels at string D are not considered in this study because
they have a different coupling to the ice and dynamic range and hence different systematic
effects.
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Figure 6.7: A full 18 s waveform recorded by channel CS7-1 while the pinger was in IceCube hole
37. The waveform contains 144 pinger pulses because hole 37 was probed with a pinger repetition rate
of 8 Hz instead of 10 Hz as for the other holes.
6.3.2 Pulse Extraction
Pulse Timing
With the pinger setup in 2008/09, all three channels of the same sensor are read out simul-
taneously for 18 s and with a sampling frequency of 200 kHz. The pinger sent pulses with a
repetition rate of 10 Hz. Therefore, each data file contains a sequence of 180 pinger pulses,
where the time difference between two successive pulses is 0.1 s. Figure 6.7 shows an example
SPATS waveform with all pinger pulses and figure 6.8 shows the waveform of a single pinger
pulse. For all measurements in hole 37, the repetition rate was 8 Hz, resulting in 144 pinger
pulses with a time difference of 0.125 s in this case.
The timing of the pulses is obtained by calculating the autocorrelation of each waveform.
For the real-valued waveform x(t), it is given by
R(τ) =
1
∆T
∫ ∆T/2
−∆T/2
x(t)x(t+ τ) dt,
and for discrete data points, where xn is the value at time tn
Rj =
1
2N + 1
j+N∑
n=j−N
xn xn−j , (6.9)
where 2N + 1 matches the time interval ∆T . In the calculation of R, a time interval of
∆T = 1 ms is used, corresponding to the typical length of the waveforms of the recorded pinger
signals, see figure 6.8(b). While the signal follows a certain periodicity, uncorrelated noise has a
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(a) (b)
Figure 6.8: Example waveform of a single pinger pulse recorded by SPATS channel CS7-1. Shown
at the right is a zoom of the left image. The waveform of the pinger pulses have a typical length of the
order of 1 ms.
random phase and amplitude. Therefore, applying equation 6.9 suppresses the noise-dominated
part of the waveform and the maximum of R indicates the position of the pinger pulse
max
t
R(t)⇒ tpulse. (6.10)
Pulse and noise samples
The extracted timing information is now used to select a set of samples, each containing exactly
one pinger pulse. For that, a time window of 5 ms is chosen for all samples, and with a sampling
frequency of 200 kHz each sample has N = 1000 data points. In the same step, a set of noise
samples with the same time window is selected from the off-pulse parts of the waveform. To
ensure the noise sample is causally independent from the pinger pulse, it is taken from the
off-pulse region before the actual pulse, t < tpulse.
The amplitude in the pulse samples is required to exceed a certain pre-defined threshold
within its time window. For this, the pulse amplitude within the time window is compared
with the noise sample. The signal to noise ratio (SNR) is defined as
SNR =
max
t
|x(t)− n|
σn
, (6.11)
with the waveform x(t), the noise floor n and standard deviation of the noise σn before the
pulse. The noise floor is given by the mean of the waveform in the noise sample and is
subtracted to account for a possible offset of the waveform. If the pulse is above the threshold,
the waveform is accepted and used in the further analyses, else it is discarded. For this study,
SNR ≥ 5 was chosen empirically.
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Figure 6.9: (a) Example for a pure noise sample, taken directly before the pinger pulse shown in
figure 6.8(a). (b) Histogram showing the distribution of ADC counts of the noise intervals in between
all pinger pulses, taken from the waveform shown in figure 6.7. The noise is well-described by a Gaussian
(red line) over 5 orders of magnitude.
An additional check is performed whether the differential output of the preamplifier of a
particular SPATS channel was in saturation. In this case, the recorded waveform was cut at
high amplitudes, which would lead to an under-estimation of the energy content.
If tpulse is the time of the first pulse, the time window for the pulse sample with index j is
given by
t
(j)
start = tpulse +
j
NP
T0 − toffset (6.12)
t
(j)
stop = t
(j)
start + T, (6.13)
with the length of the time window T = 5 ms, the length T0 = 18 s of the full waveform, the
number of pulses in the full waveform NP = 180 (144) and an offset toffset. The value for toffset
is different for each measurement, and is chosen such that the pinger pulse is contained in the
time window. Using this description, two disjoint sets of the same size and the same number
M of sampling points are obtained, a set of pulse samples and a set of noise samples:
pulse samples :
{
xj(tm)
}
j = 1, . . . , NP = 180(144)
noise samples :
{
yj(tm)
}
m = 1, . . . ,M = 1000.
Each pulse sample contains exactly one pinger pulse whereas the noise samples are sampled
from the waveform before each pulse.
6.3.2.1 Interlude: Clock-drift
The waveforms cannot be averaged in the time domain due to a clock-drift. Each of the four
SPATS strings has three FADC boards which are used to digitize the analogue waveforms.
Each of the boards has its own clock that drives the ADC operations. The phases of the clocks
were discovered to have a time-dependent shift, called clock-drift. As a consequence, the actual
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(a) (b)
Figure 6.10: Noise-subtracted spectra of the three channels of sensor CS5 from the pinger measure-
ments in hole 28 (a) and sensor CS7 from hole 37 (b). The spectra show a number of peaks in the
frequency range 5− 35 kHz, while their varies from channel to channel.
sampling frequency deviates from the nominal sampling frequency. Although the effect is small
(typically of the order of a few parts per million), the cumulative effect is a few microseconds
per second of absolute time. For the pinger measurements the deviation is therefore on the
order of O(10µs). If the waveforms are not corrected for the clock drift, their average in time
domain will be affected by a destructive de-coherence as the samples are shifted relative to
absolute time. However, the clock-drift does not affect the spectral content of the individual
pulses. For this analysis, the pulses are first extracted and Fourier transformed and after that
averaged in frequency domain.
6.3.3 Fourier Spectra and Noise Subtraction
For each pulse sample xj , the amplitude at time tm is the sum of the actual signal s
j plus an
irreducible noise contribution nj :
xj(tm) = s
j(tm) + n
j(tm). (6.14)
The discrete Fourier transform yields for each pulse sample
Xj(νm) = S
j(νm) +N
j(ν)
j = 1, . . . , NP = 180(144), m = 1, . . . ,M = 1000,
with the frequencies νm. X
j , Sj and N j are complex numbers and are calculated by
Xj(νm) =
1√
M
M∑
k=0
xj(tk) e
−i2piνmtk , (6.15)
and similarly for Sj and N j . The amplitudes of these numbers are called the pulse and noise
spectrum, respectively.
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Figure 6.11: The noise-subtracted spectra recorded by the same channel (AS5-1) for two measurements
with the pinger in different holes, resulting in different distances between channel and pinger. The
spectra are multiplied with the distance to the pinger to illustrate the effect of the attenuation according
to equation 6.4.
In order to reduce the noise, a spectral noise subtraction is performed by subtracting a noise
spectrum from the noise-corrupted spectrum Xj . Since the noise cannot be directly obtained
from the signal itself, it has to be estimated from the noise samples taken alongside the pulse
samples during the pulse extraction. If Y j is the Fourier transform of the noise sample yj , an
estimate Nˆ for the noise spectrum is calculated from the average over all NP noise spectra
Nˆ(νm) =
1
NP
NP∑
j=1
∣∣Y j(νm)∣∣ . (6.16)
Using this noise estimate, an estimate for the noise-subtracted spectrum is obtained [152, 153]
Sˆj(νm) =
[∣∣Xj(νm)∣∣2 − ∣∣∣Nˆ(νm)∣∣∣2]1/2 × exp(iφSˆ). (6.17)
Since we are only interested in the amplitude information, the phase φSˆ is arbitrary and is set
to the phase of the original signal Xj(νm).
Figure 6.10 shows a few examples of noise-subtracted spectra, and figure 6.12 shows the
comparison of a single spectrum before and after the noise subtraction. The Fourier spectra
show a number of distinct peaks in the range of 5− 35 kHz, while the shape of the spectra is
different for the various channels. Presumably, these peaks denote the various Eigen modes
of the SPATS channels and depend on the mechanical coupling of the piezo-elements to the
pressure housing as well as on the orientation of the channels towards the incident pressure
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Figure 6.12: Example illustrating the noise subtraction for a single waveform, recorded by AS4-0.
Shown are the full (noise-corrupted) spectrum |X|, the noise-subtracted (clean) spectrum |Sˆ| and the
noise spectrum |Nˆ |, respectively.
pulse. The three channels of the same sensor are 120 ◦ apart and therefore have a different
orientation towards the pinger.
In figure 6.11, the noise-subtracted spectra obtained from measurements with the same
channel but with different pinger distances are shown. The shape of the spectra is conserved
while the normalization decreases with distance. This decrease, of course, is the effect of the
attenuation.
6.3.4 Effective Amplitude
The waveform energy EjS of the jth pulse sample is calculated by the sum over the Fourier
coefficients
EjS =
mup∑
m=mlow
∣∣∣Sˆj(νm)∣∣∣2 (6.18)
=
mup∑
m=mlow
∣∣∣Xˆj(νm)∣∣∣2 − ∣∣∣Nˆ(νm)∣∣∣2
= EjS+N − EjN ,
where the sum is performed over the frequency range denoted by mlow and mup. For this
analysis, the frequency range is chosen as, see previous section:
νlow = 5 kHz, νup = 35 kHz. (6.19)
EjS+N and E
j
N are the energies of the noise-corrupted signal and the noise, respectively.
If ignored, the noise leads to a systematic over-estimation of the waveform energy, which
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Figure 6.13: Correlation between the energies of the noise-subtracted signal ES with both the noise-
corrupted signal ES+N and the pure noise EN , in arbitrary units. Each data point (E1, E2) represents
a single combination of pinger position and channel. The noise energy is largely independent of the
energy of the noise-subtracted signal (black circles) and for large signal energies the noise contribution
is less dominant (blue triangles).
introduces a bias on the calculation of attenuation length. Calculating the average over all NP
pinger pulses in the full waveform, yields the average energy ES and an error estimate σE from
standard deviation, as well as the average energies of the noise-corrupted signal ES+N and the
noise EN , respectively.
ES =
1
NP
NP∑
j=1
EjS = ES+N − EN (6.20)
σE = Stdev(E
j
S). (6.21)
Figure 6.13 shows the correlation of the waveform energy before and after noise subtraction
and figure 6.14 shows the individual energies as function of the distance between pinger and
channel. The noise energy EN is independent of the distance and the noise-subtracted energy
ES is independent of EN .
Finally, the effective amplitude Aeff is calculated from the waveform energy
Aeff =
√
ES . (6.22)
The uncertainty on Aeff is given by error propagation from σE . Figure 6.15 shows the deviation
of Aeff with respect to its mean value for one example.
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Figure 6.14: The energies ES and EN as function of the distance between pinger and channel. The
noise energy is independent on the distance, while ES is affected by attenuation.
6.3.5 Attenuation Fit
The attenuation coefficient is calculated for all SPATS channels individually, while a distance
variation is achieved by combining measurements with the same channel but different pinger
holes. The attenuation length for each channel is obtained by a linear fit on the data, see
equation 6.5. Both fitting variables, d and y have an uncertainty, which is discussed in the
next section. The parameters obtained from the fit are:
y = −αid+ βi ⇒ {αi,∆αi, βi,∆βi} , (6.23)
with the attenuation coefficient αi, the intercept βi and their respective errors ∆αi and ∆βi,
which are obtained from the fit.
If αi is the result for channel i with an error ∆αi, and there are in total NC channels, the
weighted mean and the variance over all channels are given by
〈α〉 = 1
V1
NC∑
i=1
wiαi , σ
2
α =
V1
V 21 − V2
NC∑
i=1
wi · (αi − 〈α〉)2 , wi = 1
∆α2i
. (6.24)
with
V1 =
NC∑
i=1
wi and V2 =
NC∑
i=1
w2i . (6.25)
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Figure 6.15: The relative deviation of the effective amplitudes Aeff for all pinger pulses in figure 6.7
with respect to their mean value. Shown for comparison are the effective amplitude calculated by either
the waveform energy in frequency domain or the difference between minimum and maximum of the
ADC counts in time domain.
6.3.6 Error Estimation
6.3.6.1 Statistical Error on Effective Amplitude
The error σA on the effective amplitude Aeff is calculated through error propagation from the
statistical error on ES , which is obtained by the standard deviation over all pinger pulses
in a waveform, see section 6.3.4. Figure 6.15 shows an example for the variation of Aeff for
all pinger pulses in the same waveform. Figure 6.16 shows the relative error σA/Aeff for all
measurements as a function of the distance between pinger and SPATS channel. The relative
error increases with the distance which is expected as the signal is attenuated, whereas the
noise is independent of the distance.
6.3.6.2 Pinger-Sensor Distance
If the pinger and the sensor are exactly on the same level, the error on the distance between
them equals the error on the horizontal distance which is estimated from the IceCube hole
radius with σdH =
√
2 · 50 cm, where the factor 2 is due to the uncertainty in both pinger
and sensor hole. On the other hand, if a small deviation ∆z from the horizontal position is
assumed, the distance between pinger and sensor is
d =
√
d2H + ∆z
2. (6.26)
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Figure 6.16: The relative error of the effective amplitude with distance for all data considered in this
analysis. The error is calculated from the standard deviation over all pulses in the same waveform.
The error on the distance is given by error propagation as
σd =
1
d
√
(dH σdH )
2 + (∆z σz)
2 (6.27)
During deployment, the depth of the pinger was determined using different methods, see section
6.2.1. Following the discussion therein, the total uncertainty on the depth was estimated with
5 m. In addition, the maximum vertical difference ∆z = |zpinger − zsensor| is also estimated with
5 m. Applying equation 6.27 for all possible pinger-sensor distances (figure 6.17(a)), shows that
the contribution of uncertainty on the distance is σd . 0.5%, which is negligible compared to
the contribution of the effective amplitude.
6.3.6.3 Systematic Effects
Transmittivity
The transmitter (pinger) was the same during all measurements and from laboratory mea-
surements the pinger emission and pulse timing are known to be reliable [144]. However, the
transmission and reflection of the pinger pulses at the water-ice interface depends on the pinger
position inside the hole as well as the sound speeds of both sides of the interface, see section
3.4.2.3.
From the uncertainty of both position and sound speed, the uncertainty of the transmission
coefficient can be estimated. For a perfectly aligned setup, the pinger is central in the hole
and at the same depth as the sensor. In this case, the transmission is maximal, while shear
waves are suppressed, as discussed in section 3.4.2.3. For any non-optimal alignment, there is
a non-zero incidence angle, leading to mode conversions at the hole wall. A variation on the
incidence angle between measurements in different holes therefore leads to an uncertainty on
the transmitted energy.
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(a) (b)
Figure 6.17: (a) The relative error on the distance for various horizontal distances between pinger
and sensor, see equation 6.27. (b) Ratio of transmission coefficients for the P wave for various sound
speeds in ice. The ratios are with respect to the transmission coefficient calculated for the sound speed
obtained from the SPATS measurements, v0 = (3878± 12) m/s see section 5.2. The lines illustrate the
deviation for different levels of uncertainty of the SPATS result.
During the measurements in season 2008/09, the pinger was mechanically fixed and cen-
tralized in the hole. Hence, no notable azimuth variation of the incidence angle is expected.
In section 6.2, the maximum uncertainty of zenith was estimated with ∆θ ≈ 2 ◦. As shown
in figure 3.9, the transmission is nearly constant for this angle. However, the variation of the
transmission coefficient will be significantly larger if the hole wall has an uneven surface or if
the ice close to the pinger contains cracks or other obstacles.
The variation of the transmission coefficient due to an uncertainty of the sound speed can
be estimated using the results from the measurements with SPATS, see section 5.2.3. For that,
the transmission coefficients are calculated using the Zoeppritz equations for various values of
sound speed and various incidence angles, see figure 6.17(b). The resulting relative deviation
of the transmission coefficient is 0.3% for an angular uncertainty of 0−10 ◦ and a 1σ deviation
of the sound speed and 1.5% for a 5σ deviation. Consequently, the transmission and reflection
coefficient can be considered as approximately constant for these measurements.
Pinger
The pinger is operated in a water column whose properties are assumed to be basically the
same for the different pinger holes. The only known difference is the distance of the water
level in the hole to the surface (well depth) at the time the pinger is deployed, see table 6.3.
Consequently, the height of the water column above the pinger at a certain nominal depth and
in turn the ambient hydrostatic pressure varies from hole to hole. The maximum difference is
found between holes 5 and 37 at the 190 m stopping depth
P37 − P5
P37
=
w37[m]− w5[m]
190 m− w37[m] ≈ 0.28. (6.28)
6.3. FREQUENCY DOMAIN PINGER ANALYSIS 85
It is assumed that the pinger emission is independent of the ambient pressure within this range.
Table 6.3: The final well depth after the deployment of the pinger for the individual pinger holes.
hole 5 19 28 37
well depth [m] 45 57 67 77
While the pinger is operated in the hole, a part of each emitted pinger pulse is reflected at
the hole wall. The signal transmitted in one direction interferes with the signal that is reflected
by the opposite side of the hole. The time delay between direct and reflected signal depends
on the distance of the pinger to the wall. During the measurements in season 2008/09, the
pinger was mechanically fixed and centralized in the hole, resulting in a constant time delay.
With a sound speed in water of 1400 m/s the delay is approximately 700µs, hence both pulses
are clearly distinguishable. For season 2007/08, the pinger was allowed to move freely inside
the hole, which led to unpredictable interferences of the direct with the reflected pulse.
Hole Ice Properties
Because of the horizontal setup and the small azimuthal ranges of the pinger measurements,
no large variation of the ice properties are expected in the analysis.
The only significant change of the ice properties is expected for the so-called hole ice in
the re-frozen IceCube holes surrounding the sensors, as described in section 3.4.2.4. Until
today, there is no quantitative measurement of the distinctive hole ice properties nor the scale
of inhomogeneities near the sensors. Taking the hole ice into account, equation 6.5 is rewritten
as
y = −αIdI − αHdH + β, (6.29)
with the path length d and attenuation coefficients α for South Pole ice (I) and hole ice (H),
where dH = 50 cm << dI . Hence, the measurements are affected by two different attenuation
effects and their relative contribution depend on the quality of the hole ice. However, for a
slowly varying αH , the second term in this equation will affect all measurements with the
same channel equally, leading to a constant offset of the absolute signal seen by the respective
sensor. Hence, it is possible to calculate attenuation coefficient as described. If on the other
hand, αH is anisotropic and sufficiently large, the angular window of the measurements will
lead to a considerable modulation of the measured signal. Consequently, these effects can be
minimized, but not fully excluded in the current setup.
Furthermore, the SPATS equipment shares the holes with the cables of the IceCube
detector. These cables shadow the channels for specific directions, also leading to a stationary,
azimuth-dependent offset on the measured amplitude.
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Saturation
The SPATS channels have a limited dynamic range due to the maximum and minimum output
voltage from their amplifiers, which for the settings used during the measurements is ±3.5 V
[154]. Consequently, for a very strong signal, the channel output will saturate and the waveform
obtained from this signal will be cut off at high amplitudes. This data cannot be used for an
attenuation length analysis as it contains only limited information on the strength of the
signal. If a recorded waveform is saturated, the energy calculated from that waveform is
under-estimated. As the saturation primarily affects the channels with close distances to the
pinger, the attenuation length calculated from this data is over-estimated.
Saturation has been observed in the 2007/08 sample for many of the close distances between
the pinger and the SPATS strings. Therefore, a big portion of that data cannot be used for the
attenuation length analysis. The pinger 2008/09 data have shown no indications of saturation.
Bad Channels
For the attenuation analysis, it is important that the channels sensitivity does not change dur-
ing the measurements or between two measurements. Six “bad” channels have been identified
by their noise spectra, showing large fluctuations and unpredictable behavior [79, chapter 4].
All three channels of the SPATS modules AS3 and CS1 are considered bad, while all other
channels are considered stable. These bad channels are not used for this analysis.
Noise
For any given channel, the noise contribution is independent of the distance between trans-
mitter and channel. Without a noise subtraction, the waveform energy is systematically over-
estimated. The relative noise contribution increases with distance, as the signal is attenuated
while the noise is not. Hence the attenuation length appears to be larger. For the analysis,
the noise has been subtracted.
Channel-to-Channel Variation
The various SPATS channels have very different intrinsic sensitivities, e.g. indicated by the
relative amplitude differences in figure 6.20. In this analysis, the variation between different
channels is avoided by only comparing measurements with the same channel.
Channel Angular Sensitivity
In addition to the absolute differences between two channels, the sensitivity of each individual
SPATS channel is a function of azimuth and zenith. Moreover the rotational orientation of
the sensors could not be controlled during deployment and is not known. If data from a large
angular range is combined without angular calibration, the resulting attenuation length can
be either over- or under-estimated, depending on the channel orientation and the directions at
which it is probed.
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Figure 6.18: Deviation of the effective amplitude for all measurements obtained for the same channel
and pinger stopping position, see equation 6.31. A Gaussian fit yields σresidual ≈ 5%.
As discussed in section 6.2, the maximum spread of the azimuth for the pinger measure-
ments in season 2008/09 is ∆φ = 12 ◦. In addition, for the pinger analysis only data from the
same depth is used, with an uncertainty of the zenith with ∆θ = 2 ◦.
From laboratory measurements in water [155], it is known that the SPATS channels have a
strong frequency-dependent variation with azimuth. From these measurements, the maximum
difference of the channel sensitivity S over an azimuthal range of ∆φ = 12 ◦ is [155]
σS ≈ 30%. (6.30)
However, this value applies to a single frequency and a single channel. Up to now, there are
no reliable measurements in ice and there is no information about the angular dependence for
all of the SPATS channels. In addition, the relative orientation of the individual channels to
the pinger is not known and is assumed to be random.
Residual Zenith Dependence
For each pinger stopping position, there is usually more than one measurement with the same
SPATS channel. First, the pinger stops twice at each position, except for the lowest depth.
The first stop is done while the pinger is lowered into the hole and another stop is done when
it is pulled back to the surface, see section 6.2.1. At each stop, the pinger was stopped for at
least 5 min. In many cases the resting time of the pinger in a certain depth was considerably
longer and two successive measurements could be completed.
It was observed, that the Aeff obtained for different measurements at the same pinger stop
can be different. These differences are possibly attributed to small positional differences in the
case that the pinger is not exactly at the same depth for the up- and down-going measurements.
In order to estimate the effect on these differences on the analysis, the distribution of the
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relative deviation of Aeff at each depth is calculated for each channel:
∆PCi =
APCi −
〈
APC
〉
〈APC〉 , (6.31)
where the APCi denote the effective amplitudes for all measurements with the same channel and
the same pinger stop.
〈
APC
〉
is the mean value over all measurement for the same combination
of pinger stop and channel. A histogram of ∆i is shown in figure 6.18, a fit with a Gaussian
yields a width of
σresidual ≈ 5%. (6.32)
This value can be used as an estimate of the systematic uncertainties due to a non-perfect
horizontal alignment of the pinger stopping positions with the channels. It is sensitive to
all residual effects of the zenith dependence, namely the zenith dependence of the channels
sensitivity and the transmission of the pinger pulses.
6.3.6.4 Error on Fit Variable
Table 6.4: Summary of possible systematic effects in the pinger data analysis and their expected effect
on the attenuation length λ. The status indicates the impact of each effect on this analysis.
effect effect on λ status
Transmissivity varying minimal
Hole Ice varying minimal
Saturation increase none
Bad channels varying none
Noise increase minimal
Channel-to-channel varying none
Channel sensitivity θ varying ≈ 5%
Channel sensitivity φ varying unknown, up to 30%
Table 6.4 summarizes the various systematic effects and their expected effect on the de-
termination of the acoustic attenuation length. The pinger 2008/09 data sample used in this
analysis has a small variation for both, azimuth and zenith. While this reduces a number of
systematic uncertainties, the presumably strong inherent angular dependence of the SPATS
channels sensitivity has to be considered. There is no meaningful estimate for the systematic
effects caused by the azimuthal variation, whereas the zenith dependence has been estimated
with a residual uncertainty of ≈ 5%.
Assuming uncorrelated errors, the error on the fitting variable (Aeffd) in equation 6.5 follows
from error propagation:
σAd =
√
(σdAeff)
2 + (σAd)
2 + σ2residual. (6.33)
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Figure 6.19: The effective amplitude Aeff multiplied with distance d for all selected channels pinger
depths with their respective error bars. The data from different channels does not agree due to channel-
to-channel variations of the sensitivity.
σA represents the statistical uncertainty of the effective amplitude and σd is the uncertainty of
the pinger distance. The last term accounts for the systematic error on Aeff due to the residual
zenith dependence of Aeff . The transformation y = log(Aeffd) leads to asymmetric errors for
the fitting variable y.
6.4 Results
6.4.1 Single-Channel Fit
For the single-channel-fits, the attenuation coefficient is calculated for each channel separately
and the weighted mean of all results is calculated, as described in section 6.3.5.
In season 2008/09, pinger measurements have been performed in four holes, therefore there
is a maximum of four different distances for each SPATS channel. However, for several channels
the pinger could not be detected from all four positions. In these cases the signal was buried
under the noise and the signal-to-noise ratio was below the required threshold, see section
6.3.2. The number of channels with four, three and two successfully detected distances and
the total number NC of all channels are
N4 : N3 : N2 = 34 : 9 : 5, NC = 48. (6.34)
The data has undergone the selection described in section 6.3.1 and figure 6.19 shows the
data from all selected combinations of pinger stops and channels. For each of the NC channels,
the fit for the attenuation coefficient is performed In figure 6.21, a selection of single-channel
fits is shown, and figure 6.20 shows all performed fits together.
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Figure 6.20: Illustration of the attenuation length fits for all channels, see figure 6.19. Each line
represents the fit result for a particular channel. The data points are shown without error bars for
better visibility. Note that some data points show large deviation from the corresponding fit.
For two channels, namely AS4-0 and AS7-0, the fit led to a negative attenuation coefficient.
This behavior is expected for channels that are noise-dominated. In these cases, the effective
amplitude calculated from the waveform energy is over-estimated and has a relatively small
variation with respect to the distance. A fit on the product of effective amplitude and distance
therefore leads to a flat or negative attenuation coefficient.
Figure 6.22 shows the attenuation coefficients αi with their respective errors ∆αi for all
channels. In most cases the attenuation coefficients for the three channels of the same sensor
are consistent with each other, while there are significant differences between the values from
different sensors.
A histogram of the attenuation coefficients αi and the distribution of χ
2-values of the fits
for all single-channel fits are shown in figure 6.23. The weighted mean and deviation over all
results with αi > 0 is calculated via equations 6.24:
〈α〉 = (3.79± 0.63) km−1. (6.35)
Using λ(〈α〉) = 1/ 〈α〉, this result translates into an attenuation length:
λ(〈α〉) = 264+52−37 m, (6.36)
where the asymmetric error is obtained from the error of 〈α〉.
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Figure 6.21: Examples for fit on the data to obtain the attenuation coefficient. The slope of the linear
fit yields the attenuation coefficient, whereas the intercept depends on the channels sensitivity. Channel
AS4-0 has a noise-dominated Aeff , resulting in a negative attenuation coefficient.
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Figure 6.22: The attenuation coefficients αi for all 48 SPATS channels below 190 m. The channels are
sorted by SPATS string and depth. The horizontal lines denote the weighted mean and the standard
deviation over all channels.
(a) (b)
Figure 6.23: (a) Histogram of the attenuation coefficients obtained for all channels. The histogram is
weighted with the respective errors from the fit. (b) The distribution of χ2 of all fits (median ≈ 0.85).
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Figure 6.24: Global fit on the combined data from all channels. The data from the individual channels
is calibrated with the results from the previous separate fits. The result is compatible with the mean
value over the individual fit with single channels. The systematic uncertainties from the channel-to-
channel variations are not included.
6.4.2 Multi-Channel (Global) Fit
In the previous section, the attenuation coefficient has been calculated separately for each
channel to account for the different sensitivities of the individual channels.
Figure 6.20 shows the results from the individual fits. There is a systematic offset by an
order of magnitude between different channels, which is related to the different sensitivities
for different channels. The intercept βi obtained from each fit (see equation 6.5) is a simple
estimator of the channels sensitivity, allowing a basic relative calibration.
As a cross-check of the single-channel results, a global (or multi-channel) fit on the combined
data from all channels is performed, enforcing the attenuation coefficient to be the same for
all channels. For that, each data point is corrected using the values of αi and βi from the
respective single-channel fits. The variable for the global fit is defined as
y˜ = y − βi (6.37)
The error of y˜ is given by the uncertainty of the previous fitting variable y and the error of the
individual βi obtained in the single-channel fits.
The result of the global fit is shown in figure 6.24 and the attenuation coefficient is deter-
mined as
〈α〉 = (3.76± 0.13) km−1, (6.38)
This value is compatible with the weighted mean over the single-channel results, equation 6.35.
The error obtained from the global fit is smaller than for the single-channel fits, but it does
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Figure 6.25: Fit on the depth dependence of the attenuation coefficient. The fit is performed for all
strings combined (shown here) and for each string individually, see table 6.5.
not include the systematic uncertainty on the individual absolute channel calibration. The χ2
of the fit (figure 6.24) indicates that the error estimate is incorrect.
6.4.3 Depth Dependence
The dependence of the acoustic attenuation coefficient on the depth is investigated for depths
below 190 m, i.e. below the firn. The αi obtained in the single-channel fits (equation 6.23)
are sorted by depth, see figure 6.25. The data are fitted with a linear fit, first in a global fit
combining all data and secondly for each SPATS string separately. The resulting gradients
∆α/∆z for all fits are listed in table 6.5. The results show no evidence for a global depth
dependence. Only for string B a depth dependence with larger values of α at shallow depths
is observed. For the other strings, the results are compatible with no depth dependence. The
reason for the deviating behavior of string B is not known yet, possible explanations could be
related to different (depth-dependent) defects in the local ice.
Table 6.5: Dependence of the attenuation coefficient on depth for each string individually and for all
strings together.
string A B C D combined
∆α/∆z
[
10−3m−2
] −1± 7 −14± 2 0.7± 2.4 0.4± 1.9 2.4± 2.2
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Figure 6.26: Dependence of the attenuation coefficient on the frequency range [νlow, νup] in equation
6.18. For noise-dominated frequency ranges, the attenuation coefficient is under-estimated.
6.4.4 Frequency Dependence
The investigation of the frequency dependence could help to distinguish between different
attenuation mechanisms. The scattering coefficient increases with frequency ∼ f4, while the
absorption coefficient is nearly independent of frequency, see section 3.4.2.2. Hence, a strong
frequency dependence of the attenuation coefficient is expected for a scattering-dominated
scenario but not for an absorption-dominated scenario.
2008/09 Data
In season 2008/09, the spectra of the pinger pulses, as recorded by the SPATS channels show
a number of peaks in the range of 5 − 35 kHz (figure 6.10). In the attenuation analysis, Aeff
has been calculated by the sum over the Fourier spectra in this frequency range 6.18. In order
to investigate the dependence on the frequency in this analysis, the lower and upper bounds of
this sum are varied and the mean attenuation coefficient is calculated for each range, following
the method described in the previous sections.
The result is shown in figure 6.26. The attenuation coefficient is independent of the fre-
quency range, as long as the observed peaks in the spectra are contained in this range. If on
the other hand the sum is performed over a noise-dominated frequency range, the attenuation
coefficient is under-estimated. This is because in these cases, the effective amplitude Aeff is
over-estimated at large distances due to a distance-independent noise contribution to the signal
energy ES .
2009/10 Data
The pinger data sample of season 2009/10 comprises measurements with three different fre-
quencies, see section 5.1.3. Figure 6.27 shows an example of the Fourier spectrum of a full
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Figure 6.27: Example Fourier spectrum of the pinger 2009/10 data showing the superposed spectra
of the individual pinger pulses with 30, 45 and 60 kHz arriving from hole 81 at SPATS channel CS6-0.
waveform recorded by a single SPATS channel. The three different frequencies are distinguish-
able.
The analysis of the 2009/10 data follows the same method as for the 2008/09 data, described
in section 6.3. To investigate the frequency dependence, the sum over the Fourier spectra is
now performed over a small frequency bands around each frequency, using a bandwidth of
±2 kHz. The attenuation coefficients for the three different pinger frequencies are:
〈α〉30 kHz = (4.0± 1.7) km−1
〈α〉45 kHz = (4.0± 1.6) km−1
〈α〉60 kHz = (3.9± 1.7) km−1.
No evidence for a frequency dependence is found, and the results are consistent with the earlier
results from 2008/09. For a scattering-dominated attenuation, a dependence on the frequency
with α ∼ f4 is expected, which would lead to much larger differences as have been observed.
A dedicated analysis on the same data sample has recently been performed [156], also showing
no indication for a frequency dependence.
The uncertainty on α is larger than in the analysis of the 2008/09 data. This could be
due to different reasons, e.g. the larger azimuthal variations between the individual pinger
measurements with the same channel, see table 6.1.
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6.5 SPATS Attenuation Analysis
There are several attenuation length analyses which have been performed on different SPATS
data samples, namely the pinger data, inter-string data and a sample of selected transient
events. In the next sections, the results from the different analyses are briefly discussed.
6.5.1 Pinger Time Domain Energy Analysis
Two different analyses have been performed with the pinger 2008/09 data sample. Both
analyses use the energy of the waveform, which is either calculated in time or frequency domain.
The latter was presented in this thesis, whereas the analysis in time domain is described in [144].
The same data selection was applied, resulting in similar dependence on systematic effects. The
differences between the two analyses concern the data processing, the pulse extraction and the
averaging over the pulse samples.
In the time domain pinger analysis, an average pinger pulse is obtained by averaging over
all pinger pulses in each waveform. This is done in time domain and therefore requires a
correction of the time shift caused by the FADC clock-drift, see section 6.3.2.1. The correction
algorithm is described in [79]. Using the waveform x of the averaged pinger pulse, the energy
is calculated by
ES+N =
n∑
i=1
x2i . (6.39)
A noise subtraction is applied and the effective amplitude calculated from the noise-subtracted
energy ES
Aeff =
√
ES with ES = ES+N − EN . (6.40)
The noise energy EN is estimated using a dedicated noise data run recorded immediately before
and after the pinger measurements in each hole. The attenuation coefficient is calculated
for each channel separately, using equation 6.23. The weighted mean and error over the
distribution of all considered channels is
〈α〉 = (3.20± 0.57) km−1. (6.41)
The dependence of the attenuation coefficient on frequency and depth have been investigated,
resulting in no evidence for either depth and frequency dependence.
6.5.2 Inter-String Analysis
Because each of the SPATS modules has a transmitter and a sensor, it is in principle possible
to send acoustic pulses between any two modules, allowing many different distances between
transmitter and sensor. A distance variation is achieved by combining data from different
strings. Two analyses have been performed using inter-string data, a single-level analysis and
a ratio analysis, presented in [79, 143]. In both analyses the effective amplitude is calculated
from the energy of the noise-subtracted waveforms in time domain. The data processing,
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including the waveform averaging and the noise-subtraction is similar to the time domain
pinger analysis described in the previous section.
For the single depth analysis, data from a single SPATS transmitter, recorded by all
channels at the same depth as the transmitter, are combined. Using a single transmitter
removes the systematic effect from the different transmittivities of the transmitters. Using
only channels at the same depth mitigates the systematic effects due to the unknown change
of transmittivity and sensitivity with the zenith angle. However, due to the geometry of
the SPATS array, the dependence on the azimuth still remains. Because data from different
channels are compared, a relative calibration is required. This is done similar to the relative
calibration presented in section 6.4.2. The channel-to-channel variations of the sensitivity are
estimated using the results from the pinger analysis in time domain [143, chapter 5]. Using
this calibration, a fit is performed for each transmitter and the final result of the single-level
analysis is
〈α〉 = (3.16± 1.05) km−1. (6.42)
The multi-level ratio analysis uses ratios of amplitudes from different combinations of chan-
nels and transmitters,
Aij Akl
AilAkj
dil dkj
dij dkl
=
SiTj SkTl
SiTl SkTj e
−α·Dx . (6.43)
with the channels sensitivity S〉 and the transmitters transmittivity T〉 and Dx = (dij − dil)−
(dkj − dkl). The attenuation coefficient α is obtained from the linear fit
log (RARd) = −αDx + β, (6.44)
where RA and Rd are the amplitude and distance ratios and β is a free fit parameter. The data
is constrained to combinations of neighboring levels to minimize the differences in zenith angle,
leading to a maximum variation of zenith of 32 ◦. In addition, the amplitudes are calculated
as the mean value over the three channels of each sensor to account for the unknown sensor
orientation. As in the single-level analysis, the uncertainty on the SPATS channels sensitivity
is estimated from the pinger measurements whereas the angular variation of the transmitters
is estimated from laboratory measurements. Combining the data from all ratios leads to
〈α〉 = (4.77± 0.67) km−1. (6.45)
The single-level and the multi-level ratio analyses use subsets of the same inter-string data
but they are sensitive to different systematic effects. The single-level analysis is independent
of the zenith but depends on the inherent sensitivity and angular dependence of each channel.
The ratio analysis on the other hand is independent of the differences between sensors or
transmitters, but suffers from large angular variations.
6.5.3 Transients
In the previous sections the acoustic attenuation coefficient has been determined using the
measurements with artificial sound sources. The measurements of acoustic transient events
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allow for an independent cross-check of these results. If a transient event is detected by several
SPATS channels at different distances, it is possible to reconstruct the position of the source
location of the transient from the timing information. Comparing the measurements of the
same transient event, measured at different distances from the source, allows to determine the
attenuation coefficient.
As described in section 5.2.5, the source for most of these transient events are the refreezing
IceCube holes, e.g. the holes which have been used for the pinger measurements. For all
transient events that originate close to a previous pinger stopping position, the corresponding
calibration constants calculated from that data can be used to perform a relative calibration.
For the attenuation analyses, 13 of such transient event have been selected and analyzed
individually. The effective amplitude is calculated from the waveform energy in time domain,
after taking into account the calibration factors. The resulting average attenuation coefficient
and its error are [157]
〈α〉 = 3.64± 0.29 km−1. (6.46)
6.6 Comparison of Results
The results of the various attenuation length studies are shown in figure 6.28 and summarized
in table 6.6. All results from the other analyses agree with the result presented in this thesis.
No evidence on the depth dependence between 190 m and 500 m has been found and there are
no indications for a frequency dependence.
The different analyses have different sets of systematic uncertainties, table 6.7 gives an
overview of possible systematics and their qualitative attribution to the various analyses. From
all data samples, the pinger sample of 2008/09 has the fewest systematic uncertainties and it
is assumed to give the most reliable result. The reduction of systematic effects in the pinger
data is achieved by the data selection. First, the four IceCube holes where the pinger was
deployed are almost in a straight line. Consequently, the SPATS channels were probed with
a narrow azimuthal range. Secondly, only data was used were pinger and channel are at the
same depth, resulting in a very small zenith dependence. Finally, only data from the same
channel is combined in the fits. Therefore, the contribution of all uncertainties connected to
the unknown angular dependence of channel sensitivity and transmissivity is small compared
to the other data samples. Even though, it cannot be excluded that the SPATS channels have
a large sensitivity variation over the angular range of the measurements.
Comparison with Theoretical Predictions
The value of the measured attenuation length is about one order of magnitude smaller than
the theoretical predictions, see section 3.4.2.2. In the following, possible explanations for this
disagreement are discussed.
- Scattering: From the considerations presented in 3.4.2.2, the scattering coefficient was
expected to be negligible compared to the absorption coefficient. For the frequency range
relevant to acoustic neutrino detection, the scattering is dominated by Rayleigh scattering
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Figure 6.28: Summary of the results from the various attenuation analyses. Shown are the attenuation
coefficients with their respective errors.
at ice grain boundaries, with a scattering coefficient depending on the diameter of the
ice grains d and the frequency f
αs,grain ∝ d3 f4. (6.47)
The scattering coefficient will be under-estimated if the grain diameters in the South Pole
ice are larger than assumed. In addition, the scattering coefficient was calculated using
only the mean grain diameter. Because of the strong dependence on the diameter, the
scattering coefficient will be also under-estimated for a grain diameter distribution that
has contributions of large diameters. It is possible, that the incorporation of such a grain
diameter distribution can account for the measured value of the attenuation coefficient
[158] and dedicated calculations have to be performed to investigate this. On the other
hand, a scattering-dominated attenuation is disfavored by the current observations, as
the scattering depends on the 4th power of frequency whereas no frequency dependence
has been observed.
- Absorption: The acoustic absorption coefficient depends on a variety on different ef-
fects. For the calculations discussed in section 3.4.2.2 the proton reorientation in the ice
crystals was considered to be the dominant effect. However, it is possible that the contri-
bution of the other effects, such as the grain boundary sliding has been under-estimated in
these calculation. Additional absorption mechanisms, not previously considered, would
also lead to an increased absorption. An example is the presence of crystallographic
defects or dislocations, which cause a local internal stress field in the ice crystals and
therefore influence their elastic properties. Such defects are usually caused by plastic
deformations by external forces. An acoustic wave loses energy from the interaction with
these dislocations, leading to an increased absorption coefficient.
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Table 6.6: Summary of the results from the various analyses. Nα is the number of fits that have been
performed for each analyses. Within their errors, all results are in compatible with the result of the
frequency-domain analysis of the pinger data presented in this thesis.
Analysis Nα α[km
−1] λ[m]
Pinger (freq. domain) 48 3.79± 0.63 264+52−37
Pinger (time domain) 48 3.20± 0.57 312+68−47
Inter-string (single level) 12 3.16± 1.05 316+157−79
Inter-string (ratio) 1 4.77± 0.67 209+34−25
Transient 13 3.64± 0.29 274+23−20
Table 6.7: Summary of the systematic effects in the various analyses. S and T denote the sensitivity
of the SPATS channels and the transmittivity of the transmitters in dependence of azimuth φ and
zenith θ, respectively.
Systematic effect Pinger inter-string inter-string transients
(single level) (ratio method)
Channel-to-channel no yes no minimal
Channel S(φ) minimal yes yes minimal
Channel S(θ) minimal no yes minimal
Transmittivity T (φ) no yes yes no
Transmittivity T (θ) no minimal yes no
7Top-Down Reconstruction of Muon Energies
Abstract
In this chapter, we present a new method for the reconstruction of the energy of muons in
IceCube, following a “Top-Down” approach. The method is based on the direct compari-
son of a measured event with a large sample of simulated events. The Top-Down principle
is motivated and the implementation for the muon energy reconstruction IceCube is de-
scribed. The performance of the reconstruction is tested with Monte-Carlo data and results
are presented for the IC40 detector.
7.1 The Top-Down Concept
The concept of a “Top-Down” event reconstruction can be motivated when seen in contrast
to the conventional “Bottom-Up” approach. In a Bottom-Up approach, the properties of a
measured event are determined step by step, using different kinds of approximations in each
step. For instance, the IceCube muon energy reconstruction as described in section 4.4.3,
follows such a Bottom-Up approach. In a first step, the track geometry is reconstructed. Then,
the muon energy loss is approximated as a continuous process, omitting individual stochastic
energy losses along the track. Finally, the muon energy is obtained from equation 3.4, relating
the muon energy to the average energy loss.
The Top-Down approach is conceptually complementary to the Bottom-Up approach. It is
based on the direct comparison of a measured event with single simulated Monte-Carlo events
by means of statistical tests, applied to detector-level observables. The event comparison is for-
mulated as a maximum-likelihood method, and performed over a large sample of Monte-Carlo
events. The event from this sample with the maximum value of the likelihood is considered as
the event with the best agreement. As all event properties of the simulated events are naturally
known, the event with the best agreement yields an estimate for the properties of the measured
event. Different to the Bottom-Up approach, no approximations other than included in the
Monte-Carlo simulations are applied during the reconstruction.
In principle, the Top-Down method can be used to reconstruct all event parameters in one
step. In this work, it is applied to the one-dimensional case of the muon energy reconstruction.
Because the Top-Down method requires large numbers of Monte-Carlo events for the compar-
ison, it is generally more computationally intensive than the Bottom-Up methods. Therefore,
we intent to apply the Top-Down method to a sample of interesting muon-neutrino events with
a well-reconstructed track geometry.
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Figure 7.1: Illustration of the creation of a database of events. The simulated Monte-Carlo events
(MC) are produced with sufficient statistics and sorted into separate files, according to their track
geometry. The files contain the simulated event information as well as all available information of the
event quality. The content of the files is organized by a MySQL database.
A first concept of the application of the Top-Down method to IceCube data was elaborated
in [159]. As part of this thesis, a first implementation within the IceCube software framework
has been developed and tested. The implementation of the method is described in the following
section. The results of a performance study using Monte-Carlo data are presented in section
7.3.
7.2 Implementation
In this section, the implementation of the Top-Down method for muon energy reconstruction
is described. The Top-Down method requires a sample of Monte-Carlo events, a set of event
observables and a comparison algorithm that quantifies the agreement of a measured event
with the Monte-Carlo events based on these observables.
7.2.1 Monte-Carlo Database
For the Top-Down muon energy reconstruction, a measured event is compared with a sample
of simulated events with a similar geometry. Prior to the energy reconstruction, a muon track
reconstruction is performed with IceCube reconstruction methods. The obtained directional
information is used to create a specific sample of Monte-Carlo events for this event. In principle,
this can be done in two different ways, as will be discussed below.
The first method is to create a new sample of simulated events for each measured event.
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This is done by taking the reconstructed track geometry as an input for a dedicated simulation
to produce Monte-Carlo events with a similar track geometry. This approach has the advantage
that for very large number of events the reconstructed energy should converge to the true value.
On the other hand, this approach is limited by CPU resources and introduces a considerable
overhead for repeatedly creating simulated events for each reconstructed event.
The second method avoids this overhead. Here, the simulated data are created with large
statistics and permanently stored in a database. This is illustrated in figure 7.1. Starting from
a suitable sample of Monte-Carlo data, the individual events are sorted into event classes ac-
cording to their track geometry, after an event selection has been performed. All event classes
are then written to separate database files on disk while the information of the file location and
the class content is managed by a MySQL database. The database files contain all information
on the properties of the simulated event, as well as the track reconstruction and the event
quality. The contents of the database used in this study is described in the next section.
It is also practical to keep an independent test sample which is not filled into the database.
In this work, the test sample will be used to investigate the reconstruction performance of the
Top-Down algorithm.
A database is naturally finite, because it contains a finite number of events. It is neither
technically feasible nor desirable to fill infinite numbers of events into the database. On the
other hand, the database events have to be representative for the reconstructed events. In
particular, for any reconstructed event, there has to be a sufficient number of Monte-Carlo
events with a similar track geometry, in order to allow for a meaningful event comparison.
Moreover, for the energy reconstruction it is required that the distribution of the muon energy
of all events in the database covers the full possible energy range of the reconstructed events.
Hence, in order to obtain a representative database, the events for the database are simulated
with an E−1 neutrino energy spectrum, providing sufficient statistics over the full energy
range (see section 4.3). In addition, the same selection criteria on the database events and the
reconstructed events are applied.
Finally, the granularity of the database (number of event classes or files, respectively) has
to be optimized against the computational effort. For a large number of files, the overhead of
file access operations is significant, because for every event a large number of files has to be
read and processed.
7.2.1.1 Database Contents
The following information of the Monte-Carlo events is stored in the database files:
- Reconstructed geometry: A muon track reconstruction is performed on the Monte-
Carlo events. For the IC40 configuration, the MPE reconstruction is used (see section
4.4.2). The obtained track geometry is stored in the database, together with all available
information on the reconstruction quality. The track position used for the database is the
point on the reconstructed track with the closest distance to the center of the IceCube
7.2. IMPLEMENTATION 105
detector, called Capp. The track geometry is parametrized by
geometry = {CappX, CappY, CappZ, θ, φ} , (7.1)
with the reconstructed direction θ, φ of the track and the X,Y, Z components of the Capp
position. This description has the advantage that it is independent of the reconstruction
of the neutrino interaction vertex, which is not known for measured events.
Table 7.1 summarizes the database parameters and their respective range. It is further-
more convenient to define the impact parameter in the horizontal plane
CappR =
√
CappX2 + CappY 2. (7.2)
- Pulse map: The complete information of the event (pulse maps) which has been ob-
tained from the feature extraction, including the timing, position and charge information
of all hit DOMs is stored for each event. From this information the various observables are
obtained that are used in the likelihood-based event comparison (section 7.2.3). Storing
the full pulse maps instead of these observables allows to later include other observables
using the same database.
- Monte-Carlo parameters: By design, the information on the Monte-Carlo simulation
is necessary for the Top-Down method. The muon energy at the interaction vertex and
inside the detector, the muon energy loss, the length of the track and the neutrino energy
are stored in the database. For this study, the muon energy inside IceCube is defined
as follows. If the neutrino interacts inside the detector, the energy Eµ,0 of the simulated
muon at the interaction vertex is taken. For an interaction far outside the detector, the
muon has already lost part of its energy on its path through the ice before entering the
detector. In this case, the energy EMMC,entry of the muon at the entry point into the
MMC volume is taken as reference. The MMC volume is the volume in which the muon
was propagated by the muon propagator (MMC) during the simulation (see section 4.3).
EIC = EMMC,entry or Eµ,0 (7.3)
The average muon energy loss inside the detector is defined as
∆E
∆X
=
Elost
L
, (7.4)
where Elost is the total energy deposited by the simulated muon during propagation
and L is the track length of the muon inside the propagation volume. The Top-Down
reconstruction returns the values of these parameters from the Monte-Carlo event with
the best match as reconstructed values.
- Event quality: All available quality information from the standard data processing are
written to the database, e.g. the likelihood values from the track reconstruction or the
filters the event has passed. This information allows to perform a quality selection on
the database contents before the Top-Down reconstruction or after the reconstruction to
further adjust the quality of the reconstructed events. The quality selections considered
in this study are described in section 7.3.2.
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Figure 7.2: Reconstruction of a (measured) event using the Monte-Carlo database. After an event
selection, a sample of events is selected from the database and compared with the measured event. The
properties of the Monte-Carlo events with the maximum likelihood give an estimate for the values of
the reconstructed event.
- Energy reconstruction: The results from the Top-Down energy reconstruction will
be compared with the current IceCube energy reconstruction, namely the MuE and
the Photorec-llh reconstruction (section 4.4.3). Therefore, the results from both energy
reconstructions are also written to the database.
Table 7.1: The muon event parameters and their ranges, as used in the database.
parameter Eν [GeV] φ cos θ CappX,Y, Z [m]
range 10− 1010 (0, 2pi) (−1, 1) (−1000, 1000)
7.2.2 Event Comparison
The comparison of a measured event with Monte-Carlo events is formulated using a likelihood
function. The unknown event parameters of the measured event are determined by finding
the Monte-Carlo event (or class of events) which give the maximum of this likelihood. More
specifically, the unknown event parameters {a} are obtained from the comparison of the mea-
sured event observables {x} with the same observables {ξ} of simulated events. If there are K
observables, the likelihood for the comparison is written as a product:
L ({x} | {ξ} , {a}) =
K∏
i=1
li(xi | ξi, {α}), (7.5)
where li is the likelihood of the ith observable. Hence, the likelihood is the product of various
different statistical tests, each comparing a single experimental observable. The observables
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and likelihoods used in this study are discussed in the next section.
Figure 7.2 illustrates the reconstruction using a database of Monte-Carlo events. In the
most general case, the likelihood (equation 7.5) depends not only on the muon energy, but
also on the track geometry. Therefore, the measured event is compared with a sample of
Monte-Carlo events that have a similar track geometry, but different muon energies. For this,
a successful muon track reconstruction is required and the information obtained from this re-
construction is used to select a sample of Monte-Carlo events with a similar track geometry
from the database. The geometrical constraints to describe this similarity are discussed below.
Using the selected Monte-Carlo sample, the likelihood is calculated for each event of the
sample individually in an event-by-event comparison. As discussed in section 7.2.1.1, the
database contains several energy-related event parameters,
{α} = {Eµ,0, EIC, ∆E/∆X, ...} .
The Monte-Carlo event from the selected sample, that maximizes the likelihood, defines the
reconstructed values of either event parameter:
maxL ⇒ EIC,reco, ∆E/∆Xreco, . . . . (7.6)
In this work, the track geometry is described by the direction (θ, φ) and the Capp position
of the track. The sample of similar events is selected by requiring a maximal positional and
angular difference between measured and database event:
∆Capp ≤ aC , ∆ψ ≤ aψ, (7.7)
where aC and aψ are the maximal differences of these parameters and ∆Capp is the distance
between the positions of both events. The performance of the Top-Down reconstruction de-
pends on quality of the preceding track reconstruction as well as the constraints when selecting
geometrically similar events. The dependence of the reconstruction on the constraints is inves-
tigated in section 7.3.3.4.
7.2.3 Observables
At detector level, an event in IceCube is described by the timing and spatial distribution of
the hit DOMs. The timing and the charge are obtained from the waveforms recorded by the
DOMs during the feature extraction (section 4.2). With this information, an event is described
as a set of observables
{−→xi , qi, {ta}i} , i = 1, . . . , NCh (7.8)
with the position −→xi of the DOM, the arrival times ta and the total charge qi deposited in this
DOM. NCh is the total number of DOMs (i.e. channels) that had at least one hit. In this
work, the following observables are considered:
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- Nch: The total number of hit DOMs of the event. As discussed in section 4.4.3, NCh is
a simple energy estimator. It is strongly affected by the track geometry. However, in the
context of the Top-Down reconstruction, the energy is not reconstructed directly from
the measured NCh value, but from the agreement between two events based on their
individual NCh values.
- Hit distances: The distribution of the hit distances di, where di is calculated as the
perpendicular distance of each hit DOM to the reconstructed muon track (see figure 4.5).
This observable is sensitive the the spatial energy deposition of the muon in the detector.
R = {di} , i = 1, . . . , NCh (7.9)
- Timing: The distribution of arrival times ta,i and time residuals ti,res (see equation 4.3)
of the hits in each DOM. For this study, only the timing of the first photon arriving in
each DOM is used.
T = {ta,i} , Tres = {ti,res} , i = 1, . . . , NCh (7.10)
- Charge: The distribution Q = {qi} of the charge over all DOMs is also tested. For this,
a histogram of the charge per DOM is created from all hit DOMs of the event.
7.2.4 Likelihood Definition
Nch Test
It is assumed that the number of hit DOMs in an event NCh, is given by a Poissonian distri-
bution. Hence, the probability of observing n hit DOMs is given by
p(n |µ) = µ
ne−µ
n!
, (7.11)
where µ is the unknown expectation value. µ depends on the energy as wells as of the geometry
of the track, such as the direction and the position relative to the detector center
µ = µ (X, θ, φ,E) . (7.12)
For two events with different NCh values, e.g. a measured event with n = N1 and a simulated
event with n = N2, the agreement is tested with the hypothesis that the two NCh values are
drawn from the same Poisson distribution, i.e. that the expectation values of both are the
same, µ = µ1 = µ2. However, this expectation value is not known. Integrating over the joint
probability function over all possible expectation values yields
LN =
∫ ∞
0
p(N1 |µ) p(N2 |µ) dµ
(7.13)
=
(
N1 +N2
N2
)
· 2−(N1+N2+1).
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This expression does not depend on the unknown expectation value µ, but only on the observed
NCh values N1 and N2 of both events. It is used to quantify the agreement between two events
with similar geometry but different value of NCh.
An alternative derivation is given in [160]. A Bayesian approach used to derive the proba-
bility, taking the sum N = N1 +N2 as a nuisance parameter.
p(N2 |N = N1 +N2) = p(N |N2) · p(N2)
p(N)
=
µN−N21 e
−µ1
(N −N2)! ·
µN22 e
−µ2
N2!
/
(µ1 + µ2)
N e−(µ1+µ2)
N !
=
(
N
N2
) (
µ2
µ1 + µ2
)N2 ( µ1
µ1 + µ2
)N−N2
(7.14)
For µ1 = µ2, this expression reduces to
L˜N =
(
N1 +N2
N2
)
· 2−(N1+N2), (7.15)
which is equivalent to equation 7.13 except for the factor 1/2 due to normalization.
Shape Test - Kolmogorov-Smirnov
While NCh is a discrete quantity, the other above considered observables are one-dimensional
distributions. In order to compare two events, the shape of these distributions is tested. A
shape test is a test of the hypothesis that two distributions are drawn from the same parent
distribution. Although this test does not specify what that common distribution is, it describes
the level of agreement between the shapes of the two distributions. Here, two shape tests
have been implemented and tested, the Kolmogorov-Smirnov test and a binned likelihood
value shape test. These tests are independent of the absolute normalization of the considered
distributions, e.g. the total number of hits for the test of the hit distances.
With the two-sample Kolmogorov-Smirnov (KS) test, the cumulative C(x) of the distribu-
tion of an observable x for two events are compared by their maximum absolute difference D
as test statistics
D = max
x
|C1(x)− C2(x)|. (7.16)
The number of data points in these distributions is the number of hit channels of both events,
N1 and N2 respectively. The probability, that for an observed value D both distributions are
the same, is given by [161]
LKS = 1− PKS
(
D
√
N1N2
N1 +N2
)
(7.17)
with the Kolmogorov-Smirnov distribution
PKS(x) = 1− 2
∞∑
j=1
(−1)j−1 e−2j2x2 . (7.18)
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Small values of LKS indicate that both distributions are significantly different from each other.
An advantage of the KS test is that it does not depend on the parametrization of the observable
and can also be applied to unbinned data.
Shape Test - Likelihood Value Test
An alternative distribution shape test is the binned likelihood value test. Here, the shapes
of two histograms are compared using a similar approach as it was used for the NCh test,
only that in this case a separate Poissonian distribution is associated to each bin. Given two
events, each with a histogram u = {ui} and v = {vi} of an observable, the joint probability
distribution is given by
p(u, v) =
Nbins∏
i=1
µuii e
−µi
ui!
· ν
vi
i e
−νi
vi!
(7.19)
where the product is performed over all Nbins bins. The expectation values for the number of
entries in each bin for the two histograms are denoted by µi and νi, respectively. Using the
same reasoning as in equations 7.14, the probability is written as
LV =
Nbins∏
i=1
(
ti
vi
) (
νi
µi + νi
)vi ( µi
µi + νi
)ti−vi
, (7.20)
with ti = ui+vi. This is similar to equation 7.14, only that in this case a product is performed
over all bins. If both histograms are sampled from the same parent distribution, the entries in
each bin for the two histograms are assumed to scale with a constant (unknown) factor
νi = a µi, a = const. (7.21)
This means that the shapes of the two histograms are the same, although their absolute
normalizations are different. Using the estimator aˆ = Nv/Nu, with Nu =
∑
i ui and Nv =∑
i vi, gives the test statistics
− logLV = −
Nbins∑
i=1
[
log
(
ti
vi
)
+ ti log
Nu
Nu +Nv
+ vi log
Nv
Nu
]
. (7.22)
Different to the KS test, the likelihood test depends on the binning of the observable. As a
consequence for the Top-Down method, the binning as well as the range have to be optimized
for each binned observable.
Table 7.2 summarizes the likelihoods considered in this study. The reconstruction perfor-
mance of the individual likelihoods and the products of likelihoods will be tested.
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Table 7.2: Overview of the likelihoods considered in this study, with the NCh test (equation. 7.13),
the Kolmogorov-Smirnov test LKS, (equation 7.17) and the binned likelihood value test LV (equation
7.22).
symbol observable likelihood
LN NCh NCh test
LKS,Q charge per DOM KS. test
LKS,R hit distances KS. test
LV,R hit distances binned test
LKS,TRes time residuals KS test
LV,TRes time residuals binned test
LKS,T arrival times KS. test
7.3 Monte-Carlo Data Study
7.3.1 Data Sample
For this work, the official IceCube simulation production dataset 3311 is used, which can be
retrieved from the IceCube data warehouse1. The 3311 dataset is a neutrino signal dataset,
simulated for the IC40 detector configuration. The data were simulated with a hard neutrino
energy spectrum, dN/dEν ∼ E−1ν , over an energy range of 10− 1010 GeV.
The simulated data have undergone the the same standard level 2 processing that is ap-
plied to the experimental data, including the online filtering and all standard IceCube event
reconstructions, see section 4.2.2. For the muon track reconstruction, the MPE likelihood was
used, see section 4.4. An event selection is performed on this data:
- The event has to have passed either the Muon or the EHE filter. The Muon filter was
developed to reject down-going, atmospheric muons and to keep candidate muon-neutrino
events from near or below the horizon. The EHE filter selects high energetic events from
all directions, based on the deposited charge in all DOMs.
- A successful track reconstruction is required. During the standard IceCube track recon-
struction, all events are marked with a fit status, indicating whether the reconstruction
has failed or has successfully converged. Only events for which the MPE likelihood fit
has converged, are considered.
The reconstructed track direction, described by (θ, φ) and the Capp position, are used to
select events from the database, see section 7.2.1.1. The distribution of these track parameters
in the data sample is shown in figure 7.3. The angular distribution of the track direction is a
result of the applied filters.
Figure 7.4 shows the center of gravity (COG) of the events. The COG is calculated from
1http://internal.icecube.wisc.edu/simulation/dataset/3311
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(a) (b)
(c)
Figure 7.3: Distribution of the track parameters of the reconstructed muon tracks in the
data sample , weighted to an E−2 spectrum. (a) and (b) show the Capp position, with
CappR =
√
CappX2 + CappY 2. (c) shows the reconstructed muon track direction.
the sum over the positions −→xi = (x, y, z)i of all channels in an event with a hit, with charge qi
−→x COG =
NCh∑
i=1
qi
−→xi/
NCh∑
i=1
qi. (7.23)
In these figures, the shape of the IC40 detector as well as the horizontal dust layer just below
the detector center are visible.
Database
The Monte-Carlo database is created from dataset 3311, following the description in section
7.2.1. Table 7.3 lists the total number of events in the database in comparison with the
number of generated neutrinos, triggered and filtered events after the IceCube standard level
2 processing. Using the above-mentioned selection criteria, about 60% of the level 2 data are
kept and filled into the database.
For the creation of the database, it was decided to only use a basic event selection as de-
scribed above, while also storing all available information on the event quality in the database,
see section 7.2.1.1. The quality information can be used during the Top-Down reconstruction
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(a) (b)
Figure 7.4: The center of gravity (COG, see equation 7.23) for the events in the data sample, weighted
to an E−2 spectrum. The shape of the IC40 detector and the positions of individual strings are visible.
to provide samples with different event quality. This strategy allows to use the same database
for different event selections. Depending on the analysis, different samples of database events
can be selected.
Table 7.3: Number of events on neutrino generation level, standard IC40 processing levels and in the
database.
level generated ν triggered level 1+2 database
events 107 1195000 272500 166494
7.3.2 Quality Selection
Because the energy reconstruction uses the result of a preceding track reconstruction as input,
a good track reconstruction is desirable. In order to test the reconstruction performance, event
selections similar to the IC40 point source analysis [162] and the IC40 diffuse flux analysis [38]
have been applied. The selections used in the Top-Down performance study are a sub-set of
these selection schemes2. In this study, the following quality variables are considered.
- Reduced log-likelihood (rlogL and plogL): The track has been reconstructed us-
ing a maximum-likelihood algorithm (MPE), section 4.4.2. The likelihood values of the
found maximum can be used to estimate the quality of the reconstruction. For this,
the so-called reduced log-likelihood value, rlogl = − logL/(NCh − 5) is used. The num-
ber of degrees of freedom during the likelihood fit is the number of hit channels minus
the number of free parameters. For the track reconstruction there are five free param-
eters (position x,y,z and direction θ, φ). The so-called re-defined reduced log-likelihood
2The full set of selections in these studies include additional parameters that have not been written to the
current event database and therefore cannot be applied here.
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Figure 7.5: Distribution of the angular difference between the reconstructed muon track (MPE likeli-
hood) and the initial neutrino direction, before (solid line) and after (dotted line) the quality selection,
for an E−2 neutrino spectrum. The quality selection greatly reduces the number of badly reconstructed
muon tracks, indicated by their large angular deviation. For well-reconstructed tracks cos ∆Ψ ≈ 1.
plogl = − logL/(NCh − 2.5) has been introduced to improve the separation performance
of the reduced log-likelihood at small NCh values. Both parameters can be used as quality
parameters with small values corresponding to a higher quality.
- Error estimate of the track direction (σParaboloid): An error estimate for the direc-
tional reconstruction is obtained by varying the direction of the reconstructed muon track
and calculating the likelihood for each point. The contour of the error ellipse defines an
uncertainty on the muon track direction. An error estimate is obtained from the mean
over the two semi-axes of this ellipse [163]. A large value indicates a lower reconstruction
quality.
- Bayesian log-likelihood ratio (LLHRBay): In order to reject tracks that have been
falsely reconstructed as up-going events, the hypothesis of an up-going muon track is
tested against the alternative hypothesis of a down-going muon track [136]. The like-
lihood values for both hypothesis are calculated (by restricting the zenith to above or
below the horizon) and compared using a log-likelihood ratio. An event is rejected if
the value of the up-going reconstruction is not significantly better than the down-going
reconstruction.
- Direct hits and direct length (Ndir, Ldir): Ndir is the number of DOMs that have a
direct hit. A hit is considered a direct hit if it arrives within a time window characteristic
for Cherenkov emission without scattering. Direct hits provide the best information for
the track reconstruction, a large number allows for a good reconstruction. The direct
length Ldir is the maximum length between the positions of DOMs with direct hits,
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projected along the reconstructed muon track. It can be interpreted as the lever arm of
the track reconstruction, a large value corresponds to a more robust result.
Table 7.4 lists the values of the quality variables. The angular resolution before and after
the event selection is shown in figure 7.5. The event selection reduces the number of badly
reconstructed tracks with large angular deviations between the reconstructed and the true
direction of the muon track. The event passing rate with respect to the level 2 filtering is
≈ 40% for a E−2ν spectrum.
Table 7.4: The quality event selections applied in this study. There are different subsets of cuts for
up- and down-going tracks.
Selection criterion
up-going:
rlogLMPE < 8 OR plogLMPE < 7.1
rlogLMPE < 8.3
σparaboloid < 3
◦
LLHRBay > 30
NDir > 5
LDir > 200 m
down-going:
σparaboloid < 1.5
◦
rlogLMPE < 7.5
7.3.3 Results
The performance of the Top-Down reconstruction algorithm is tested on a sample with ap-
proximately 20000 simulated neutrino events. The test sample and the database events are
independent sub-samples of the same Monte-Carlo dataset, where the quality selection de-
scribed in the previous section has been applied. For this study, the following geometrical
constraints on the track geometry are chosen, see section 7.1
∆ψ ≤ 20 ◦, ∆Capp ≤ 200 m (7.24)
with the angular distance ∆ψ between the tracks and the distance between the Capp positions.
Typically, these constraints result in a few hundred selected database events for each com-
parison. The optimum values for the constraints depend on the database, this is discussed in
section 7.3.3.4.
7.3.3.1 Likelihood Landscapes
Figure 7.6 exemplary shows the Top-Down reconstruction for selected events with different
average muon energy losses ∆E/∆X. Each point in these figures corresponds to the likelihood
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(a) (b)
(c) (d)
Figure 7.6: Examples for the likelihood landscape for various simulated events and the LKS,R like-
lihood. The reconstructed ∆E/∆Xreco (broken blue line) and the simulated (solid red line) value
∆E/∆XMC are shown. The reconstructed value is obtained from the event with the maximum likeli-
hood, i.e. the minimum of − logLKS,R.
value from the comparison of the reconstructed event with a single event from the database.
The calculated likelihood value quantifies the agreement between these events. A minimum of
− logL is formed around the true Monte-Carlo value ∆E/∆XMC of the reconstructed event.
The reconstructed value ∆E/∆Xreco is obtained as described in section 7.2.2.
7.3.3.2 Reconstruction Resolution
The Top-Down reconstruction is now applied to all events of the test sample. The correlation
between the reconstructed and the simulated ∆E/∆X of all reconstructed events is shown
in figure 7.7. The correlation is linear over the considered range, indicating that there is no
substantial over- or underestimation of the reconstructed value.
In order to evaluate the reconstruction performance, the following definitions and abbrevi-
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Figure 7.7: Correlation between the reconstructed muon energy loss ∆E/∆Xreco and the true Monte-
Carlo value ∆E/∆XMC. The reconstruction was performed with the LKS,R likelihood.
ations are used:
∆ log10E = log10 (Ereco/EIC)
(7.25)
∆ log10
∆E
∆X
= log10
(
∆E/∆Xreco
∆E/∆XMC
)
with the reconstructed and simulated values of either energy or energy loss, defined by 7.3 and
7.4 respectively. ∆ log10 and ∆ log10
∆E
∆X are calculated for each reconstructed event and the
mean values and the standard deviations over their distributions are determined:
µE = Mean (∆ log10E) , µ∆ = Mean (∆ log10 ∆E/∆X)
σE = Stdev (∆ log10E) , σ∆ = Stdev (∆ log10 ∆E/∆X) .
The mean value indicates a bias of the reconstructed values to larger or smaller values, i.e. it
is a measure for a systematic over- or underestimation of the reconstructed value with respect
to the true Monte-Carlo value. The standard deviation of distributions are taken as a measure
of the reconstruction resolution.
Single Likelihoods
The Top-Down reconstruction is now performed for all the likelihoods defined in table 7.2. In
a first step, the reconstruction is investigated for each of the considered likelihoods separately.
This allows to evaluate their performance unaffected by the other observables. The product
over multiple likelihoods is investigated in the next section. Figure 7.8 shows the results for
various likelihoods and table 7.5 summarizes the results for all considered likelihoods.
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(a) (b)
Figure 7.8: The reconstruction resolution of single likelihoods, each testing a particular observable,
see table 7.2.
The Kolmogorov-Smirnov (KS) test on the perpendicular hit distances LKS,R and the NCh
test LN provide the best results for the single likelihood reconstruction. For both the distri-
bution of hit distances and for the time residuals, two different likelihoods have been tested,
namely the KS test and the binned likelihood shape test (equation 7.22). In both cases, the
KS test performs better than the binned likelihood test for the same observable. The binned
likelihood test depends on the binning, whereas the KS test is performed on the un-binned
distributions. It is possible, that an optimized binning could improve the result. However, for
the further study, only the KS test is considered.
Table 7.5: Results of the reconstruction from the various likelihood using the same MC data sample, see
table 7.2. The distributions ∆ log10 and ∆ log10
∆E
∆X are weighted to an E
−2 neutrino energy spectrum.
likelihood µE σE µ∆ σ∆
LN 0.09 0.41 0.10 0.37
LKS,Q 0.09 0.59 0.11 0.54
LKS,R -0.05 0.42 -0.02 0.37
LV,R -0.14 0.49 -0.23 0.43
LKS,TRes -0.07 0.59 -0.04 0.54
LV,TRes -1.2 1.01 -1.01 0.81
LKS,T -0.12 0.82 -0.09 0.78
Products of Likelihoods
So far, the performance of single likelihoods has been investigated. It was seen that the
individual likelihoods performed differently. In this section it is investigated, whether the
product of multiple likelihoods provides an improvement. For this, in a first step the individual
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likelihoods are multiplied pair-wise and applied to the same test sample as before.
L(2) = Li × Lj , i, j = likelihoods (7.26)
The combination with the best performance is kept and more likelihoods are added to this
product iteratively,
L(n+1) = L(n) × Ln. (7.27)
In each step, the combination of likelihoods with the best performance is taken as L(n) for the
next iteration.
As before, µ∆ and σ∆ are used to evaluate the performance of the reconstruction. The
results for the product of two likelihoods L(2) are shown in tables 7.6 and 7.7. For most
combinations the resolution improves or gives comparable results with respect to the values
of the single likelihood. The only exception is the test on the arrival times LKS,T , which
leads to generally worse results. The combination of the NCh test LN with the KS test on
the hit distance distribution LKS,R provides the best result. Therefore, this combination is
used for the next steps of the iteration. The results of all steps are shown in table 7.8. The
reconstruction performance does not further improve after the first iteration. On the contrary,
the product of all likelihoods together except for the arrival times
L(4) = LN × LKS,R × LQ × LKS,TRes, (7.28)
has a large bias µ∆ while σ∆ has also increased. This behavior might be attributed to fluctua-
tions introduced by the individual likelihoods. For the further investigations, the combination
with the best performance, namely
LTopDown = LN × LKS,R (7.29)
is used as the final Top-Down likelihood in this study.
Table 7.6: The values of µ∆ for various products of likelihoods for a simulated E−2ν neutrino spectrum.
The diagonal shows the result for the single likelihood without product.
µ∆ LN LKS,R LKS,TRes LKS,T LKS,Q
LN 0.10 0.02 0.04 0.07 0.12
LKS,R – -0.02 -0.03 -0.03 0.0
LKS,TRes – – -0.04 -0.14 -0.01
LKS,T – – – -0.09 -0.03
LKS,Q – – – – 0.11
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Table 7.7: The values of σ∆ for various products of likelihoods for a simulated E−2ν neutrino spectrum.
The diagonal shows the result for the single likelihood without product. The Nch likelihood and the
Kolmogorov-Smirnov test on the hit distances provide the best results.
σ∆ LN LKS,R LKS,TRes LKS,T LKS,Q
LN 0.37 0.36 0.38 0.45 0.39
LKS,R – 0.37 0.39 0.42 0.38
LKS,TRes – – 0.54 0.59 0.44
LKS,T – – – 0.78 0.57
LKS,Q – – – – 0.54
Table 7.8: Iterative product of likelihoods, see table 7.2. Shown are the mean and the standard
deviation over the distributions weighted to an E−2 neutrino spectrum. In each step the product is
expanded by an additional likelihood while the reconstruction is performed for each step individually.
L(n) µ∆ σ∆
LN 0.1 0.37
LKS,R −0.02 0.37
LN × LKS,R 0.02 0.36
LN × LKS,R × LQ 0.02 0.38
LN × LKS,R × LQ × LKS,TRes 0.35 0.41
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(a) (b)
(c) (d)
Figure 7.9: Reconstruction resolution of the reconstructed muon energy as a function of the track
parameters of the database. Each data point in these figures shows the mean with the corresponding
standard deviation of the distribution over ∆ log10E for a given parameter range.
7.3.3.3 Dependence on Track Parameters
The dependence of the Top-Down reconstruction on the geometry of the measured event (or
the Monte-Carlo event of the test sample, respectively) is investigated. The distribution of the
geometrical track parameters Capp, θ and φ in the used data sample was discussed in section
7.3.1. In order to investigate the dependence on the track geometry, µE and σE are shown as
function of these parameters, see figure 7.9. The study was performed with the final Top-Down
likelihood, equation 7.29.
The result is nearly independent of the impact parameter Capp, except for large values
CappR & 500 m and |CappZ| & 500 m, where the position is outside the detector. There is no
strong dependence on the direction (θ, φ), except for zenith angles cos θ & 0.1, for which the
statistics in the data sample is low.
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(a) (b)
(c)
Figure 7.10: Energy reconstruction resolution in dependence of the geometrical constraints. (a)
shows the dependence on the maximum angular distance ∆ψ for a fixed maximum track distance
∆Capp < 200 m and (b) shows the dependence on ∆Capp for a fixed maximum angular distance
∆ψ < 20 ◦. (c) The mean and standard deviation of the number of Monte-Carlo events selected from
the database as a function of ∆ψ. The number of selected database events decreases with narrower
constraints on the track geometry.
7.3.3.4 Dependence on Geometrical Constraints
The Top-Down reconstruction depends on the geometrical constraints (section 7.2.2) used
to retrieve database samples for each reconstructed event. Two opposing effects have to be
considered. First, the reconstruction resolution depends on the similarity of the track geometry
between the reconstructed event and the events in the selected sample. The resolution is
expected to improve with more stringent geometrical constraints.
On the other hand, the number of events in the database sample has to be sufficiently
large to be representative. If the geometrical constraints are too strict, only a few matching
events are retrieved from the database. In this case, no meaningful comparison is possible.
The impact of both effects on the reconstruction depends on the contents of the database, in
particular the absolute number of database events. A large database naturally allows to apply
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(a) (b)
Figure 7.11: Histogram of the distribution ∆ log10 ∆E/∆X (a) and the reconstruction resolution σ∆
and µ∆ as function of the muon energy for the Top-Down and the Photorec-llh reconstruction (b). The
histograms are weighted to an E−2 neutrino spectrum.
stricter constraints, without the number in the selected sample becoming to small.
The constraints used in this study were determined by varying the maximum allowed
angular difference ∆ψ and the distance ∆Capp between the positions of reconstructed track
and the tracks of the database events. Each parameter was varied while the other constraint
was fixed. Figure 7.10 shows the dependence of σE on both constraints. The deviation σE
increases for very narrow constraints. In these cases, the number of selected events is too small,
see figure 7.10(c).
For larger values of ∆Capp, i.e. for less rigorous constraints, σE also increases.
The dependence on the angular distance has only been tested for ∆ψ ≤ 60 ◦. This is because
the absolute number of events is also a limiting factor for the general computing performance
of the reconstruction algorithm. Because each event is compared individually, the algorithm
becomes naturally slower with larger numbers of events in the selected database samples. From
the above investigations, the optimum values for the geometrical constraints were determined
as ∆ψ ≤ 20 ◦ and ∆Capp ≤ 200 m. These values are used as final constraints for all following
investigations with the same database.
7.3.3.5 Comparison of Energy Reconstructions
The results of the Top-Down reconstruction are compared to the results from the Photorec-llh
and the MuE energy reconstruction, which have been described in section 4.4.3. The three
energy reconstruction methods are applied to the same Monte-Carlo test sample and the same
quality selection is applied.
Average Muon Energy Loss ∆E/∆X
Figure 7.11(a) shows the distribution of ∆ log10 ∆E/∆X as defined by equation 7.25, weighted
to an E−2 neutrino energy spectrum. Note, that in the current implementation the MuE
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Figure 7.12: Histograms of the distribution ∆ log10E. Shown are the Top-Down, MuE and Photorec-
llh reconstruction for comparison. The histograms are weighted to an E−2 neutrino spectrum.
reconstruction does not return the value of ∆E/∆X from the calculation. Hence, in this study
∆E/∆X is only compared for the Top-Down and Photorec-llh reconstructions. The resolution
σ∆ is comparable for both reconstruction methods, while the Top-Down energy has a smaller
bias, indicated by µ∆:
TopDown : µ∆ = 0.02, σ∆ = 0.36
Photorec− llh : µ∆ = −0.42, σ∆ = 0.37.
Figure 7.11(b) shows µ∆ and σ∆ as a function of the muon energy. The Top-Down reconstruc-
tion gives a smaller bias over the considered range.
Muon Energy
Figure 7.12 shows the distribution ∆ log10E for the Top-Down, the MuE and the Photorec-llh
muon energy reconstruction for comparison. Similar to the results for ∆E/∆X, the Top-
Down reconstruction has a smaller bias, while the reconstruction resolution, denoted by σE is
comparable for all three energy reconstructions.
TopDown : µ∆ = 0.01, σ∆ = 0.41
MuE : µ∆ = 0.17, σ∆ = 0.41
Photorec− llh : µ∆ = −0.71, σ∆ = 0.46.
Note, that with the Top-Down reconstruction, the muon energy and ∆E/∆X are independently
determined from the database event with the best agreement.
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In figures 7.13 and 7.14 the results are shown as function of the muon energy and the
neutrino energy respectively. The Top-Down reconstruction has a small bias over the considered
energy range, while the other two methods show a systematic under-estimation of the muon
energy at larger energies.
At smaller energies, below about 1 TeV, the energy loss is nearly independent of the muon
energy. Because IceCube measures the energy deposited in its volume, the energy reconstruc-
tion is less reliable at these energies. For very large muon energies (> 108 GeV), there are
fluctuations in the results due to a low event statistics.
Reconstructed Energy Spectra
The reconstructed values from the different reconstruction methods are filled into a histogram,
see 7.15 and 7.16 for the muon energy loss and the muon energy, respectively. In the current
implementation of the Top-Down method, no error estimate on the reconstruction result has
been included yet. A possible error estimate is described in the next section.
Unlike the Top-Down method, both the MuE and the Photorec-llh reconstruction show a
systematic under-estimation of the reconstructed energies at high energies.
Because the predicted astrophysical fluxes have a harder energy spectrum than the dom-
inant atmospheric neutrino background, they would be visible as a small excess above this
background at the high-energy tail of the measured neutrino energy distribution. The out-
come of the search for this excess is affected by the performance of the energy reconstruction
and its capability to deliver an un-biased result. For an unbiased energy reconstruction, this
excess should be more distinguishable from the background, compared to a reconstruction with
a systematic under-estimation. If the reconstructed energy is systematically under-estimated,
a possible astrophysical neutrino signal may not be found because it is shifted towards lower
energies where it remains hidden in the background. If on the other hand, the reconstructed
energy is systematically over-estimated, a fake signal excess may be produced from background
events.
The application of the Top-Down energy reconstruction as an neutrino energy estimator for
the upcoming search for a diffuse astrophysical neutrino flux with the IC79 data is currently
being discussed. The impact of the various energy reconstruction methods on the result of the
diffuse analysis will be investigated [164].
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(a) (b)
Figure 7.13: The mean µE and the standard deviation σE from the results in figure 7.12 as function
of the muon energy EIC.
(a) (b)
Figure 7.14: The mean µE and the standard deviation σE from the results in figure 7.12 as function
of the neutrino energy Eν .
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Figure 7.15: The spectrum of the reconstructed average muon energy loss ∆E/∆X for the Top-Down
and the Photorec-llh reconstruction in comparison with the true Monte-Carlo value (MC). The spectra
are weighted to an E−2 neutrino energy spectrum.
Figure 7.16: The spectrum of the reconstructed muon energy for the Top-Down and the Photorec-llh
reconstruction in comparison with the true Monte-Carlo value (MC). The spectra are weighted to an
E−2 neutrino energy spectrum.
128 7. TOP-DOWN RECONSTRUCTION OF MUON ENERGIES
7.4 Future Developments
The Top-Down reconstruction method has been implemented into the IceCube software frame-
work and a proof-of-concept study has been performed for the muon energy reconstruction.
The results have been shown in the previous sections. There are on-going studies to further
improve the performance of the current implementation for future application.
Likelihood Description
In the current implementation of the Top-Down algorithm, a small number of simple detector-
level observables is used for the event comparison. From the Monte-Carlo study it was seen that
the best results were provided by the product of LR and LN , for the spatial hit distribution and
the number of hit channels, respectively. In order to improve the reconstruction resolution,
different observables could be used and other statistical tests could be developed. These
additional likelihoods can be added to the product in equation 7.5.
So far, the reconstructed energy is taken from the event with the best agreement, i.e. the
event with the maximum likelihood value. Alternatively, the reconstructed energy could be
obtained from a fit on the likelihood landscape or by an adequate mean value over a sample
of many database events.
Error Estimate
In order to evaluate the application of the Top-Down reconstruction to future analyses, an error
estimate for the reconstructed energy is desirable. For instance, such an error estimate can be
developed by using the log-likelihood values from the event comparison. For each reconstructed
event, there is a set of Ndb likelihood values and energies (or any other reconstructed event
parameter)
{L,E}i , i = 1, . . . , Ndb. (7.30)
L is the likelihood value from the comparison of the reconstructed event with a single Monte-
Carlo event from the database and Ndb is the number of the database events the event was
compared to and E is the energy of each database event. The likelihood values of the compar-
ison of individual events allow for an event-based error estimate. A log-likelihood difference to
the minimum likelihood value
∆Li = Li − Lmin = 1
2
ξi
2 (7.31)
corresponds to a deviation of ξi standard deviations σi. This can be used to assign a weight
for each event, using the p-value corresponding to ξiσi
wi = Erfc
(
ξi√
2
)
, (7.32)
where Erfc is the complementary error function. Using this weight, a weighted mean of the
reconstructed energy can be calculated over all Ndb database events
E¯ =
∑Ndb
i=1 wiEi∑Ndb
i=1 wi
(7.33)
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and a two-sided error is given by the weighted standard deviation
σ± =
√∑
±wi (Ei − EminL)2∑
±wi
(7.34)
where EminL is the energy from the database event with minimum log-likelihood and the sum
is performed for all events with either larger or smaller energy. The implementation of an error
estimate based on the above considerations is currently under development [165].
Database
The Top-Down reconstruction depends on the database that provides the Monte-Carlo events
for the comparison. The database can be optimized with regard to its size and its contents to
improve the reconstruction performance and to reduce the computational effort.
In section 7.3.3.4, it was seen that the reconstruction resolution is limited by the size of
the database, i.e. the total number of database events. The database has to be large enough
to provide sufficient numbers of events for each measured event and given constraints on the
geometrical similarity between measured event and database events. If the number of database
events is too small, no meaningful comparison is possible.
So far, a basic event selection has been applied to the events that were filled into the
database. This has been done in order to investigate the reconstruction performance for dif-
ferent event selections. In principle, a more rigorous selection could be applied, leading to a
higher initial quality of the database events. On the other hand, using less rigorous selections
allows to use the same database for different analyses with different selection schemes.
Computational Issues
By design, the Top-Down method is more computationally intensive than the conventional
Bottom-Up reconstruction methods, because each reconstructed event is compared with large
numbers of Monte-Carlo events, while the likelihood is calculated for each Monte-Carlo event
separately. The database events are stored in separate files on a disk server. The files contain
the full event information, i.e. extracted pulses, track reconstruction and quality parameters.
During the reconstruction, a varying number of these files is read, leading to many file access
operations. Therefore, the algorithm is computationally intensive, in particular if many events
are reconstructed in parallel. The performance can be improved by re-organizing the database
and optimizing the content of the database files.
8Summary & Outlook
Neutrino astronomy is a field of astroparticle physics that uses neutrino detectors as telescopes
to observe astrophysical objects. Over the last few decades, several dedicated neutrino tele-
scopes have been built and several other are planned for the near future. The currently largest
setup is the recently completed IceCube neutrino telescope, which has been deployed into the
Antarctic ice at South Pole and uses the ice as a detector medium to detect charged particles,
produced in neutrino interactions, by their Cherenkov light.
IceCube is optimized for the detection of high-energetic neutrinos in the range of 10 GeV
to 100 PeV. Such neutrinos are predicted from a large variety of astrophysical objects while
their production is closely connected to the acceleration of cosmic rays. At even higher ener-
gies, cosmogenic neutrinos are expected to be generated through the GZK effect, where the
expected GZK neutrino flux is sensitive to the composition of cosmic rays.
Therefore, the observation of high-energetic astrophysical neutrinos may help to answer
a variety of interesting questions about the nature of the highest-energy phenomena in the
universe, such as the origin and acceleration mechanism of cosmic rays and their propagation
in the universe. So far, there is no evidence for astrophysical neutrinos in this energy range,
though with the current neutrino telescopes it was already possible to constrain a number of
theoretical predictions.
Altogether, the detection of high-energetic astrophysical neutrinos remains challenging and
in this thesis two of these challenges have been addressed. In the first part of this thesis, the
determination of the acoustic attenuation length in South Pole ice is presented. This is part
of a feasibility study to explore the acoustic neutrino detection as a possibility to enhance the
detection of the highest-energy neutrinos, called SPATS. In the second part of the thesis, an
new energy reconstruction method following a Top-Down approach has been developed and
tested for the IceCube collaboration.
Determination of the Acoustic Attenuation Length
The predicted astrophysical neutrino flux is extremely low and decreasing with energy, while
at the same time the neutrino interaction cross sections are also very small. At the highest
energies, as for the detection of GZK neutrinos, less than one detected neutrino per cubic
kilometer and year are expected. Consequently, in order to accumulate sufficient numbers
of detected neutrinos within reasonable time, detector volumes of the order of 100 km3 are
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desired. A detector of this scale has to rely on natural media as a detector medium, such as
the Antarctic ice. Nevertheless, this volume is two orders of magnitude larger than IceCube
as the largest existing detector. Therefore, new detection methods, such as the radio and
the acoustic method, have been investigated in order to achieve a 100 km3 detector volume at
comparably small cost.
The feasibility of the radio method in ice has been proven successfully and a new detec-
tor based on this method is currently under development, called the Askaryan Radio Array
(ARA). The feasibility of the acoustic neutrino detection at the South Pole is currently be-
ing investigated. For this, the South Pole Acoustic Test Setup (SPATS) has been built to
determine the acoustic ice properties from in-situ measurements, namely the acoustic attenua-
tion length, the sound speed, the ambient noise level as well as the rate of transient noise events.
In this thesis, the acoustic attenuation length is determined using data from in-situ mea-
surements with SPATS and an additional retrievable transmitter (pinger), which was deployed
into a depth between 190 and 500 m using the water-filled drilling holes during the construction
of the IceCube detector. The setup of these measurements allowed for a data sample with few
systematic effects. Even though, the unknown angular-dependent sensitivities of the SPATS
sensor channels cannot be avoided and are considered as the dominant systematic effect for
these measurements.
The acoustic attenuation length is measured by comparing the energy contents of the pinger
pulses recorded by the various SPATS sensor channels for different distances between the pinger
and the respective channel. The energy was calculated from the Fourier spectra of the pinger
pulses for a frequency range between 5 and 35 kHz. The attenuation coefficient is calculated
for each channel individually and the weighted mean over the distribution of all considered
channels leads to an attenuation coefficient α and an attenuation length λ of
α = 3.79± 0.63 km−1, λ = 264+52−37 m.
This result is consistent with complementary analyses, using either different data samples or
different analyses techniques. The measured value of the attenuation length is an order of
magnitude smaller than the theoretical prediction. This leads to the following implications for
the acoustic neutrino detection at the South Pole.
First, it is important to understand the mechanism of the acoustic attenuation in order
to decide whether acoustic neutrino detection is feasible at South Pole. The disagreement
between the measurements and the theoretical prediction indicate that some of the assumptions
leading to the predicted value have to be revised. In the current model the acoustic attenuation
below the firn layer is assumed to be absorption-dominated, whereby an acoustic signal loses
energy predominantly through dipole re-orientation in the ice grains. On the other hand, if the
attenuation is instead dominated by scattering, an acoustic signal will rather lose its directional
information. In this case, the pattern of a neutrino-induced acoustic signal will change from a
flat “acoustic pancake” to a more spherical shape, while it is in principle possible to recover
part of the scattered energy for detection.
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Studying the dependence of the attenuation length on the depth and the frequency al-
lows to understand the attenuation mechanism and to distinguish scattering- and absorption-
dominated models. As show in this thesis, with the current data there are no indications for
either depth or frequency dependence, which suggests an absorption-dominated attenuation
mechanism.
Secondly, the attenuation length affects the possible spacing for the instrumentation of a
future acoustic detector at South Pole. Using the new information, a much denser spacing
is required to achieve the same detection threshold as compared to the initial assumptions.
Consequently, the acoustic method is not as cost-efficient as previously thought and an acoustic
detector of the 100 km3 has become unlikely under this premises. The current effort of the
SPATS collaborators is to evaluate the feasibility of a combined radio-acoustic hybrid detector.
In such a detector, an acoustic sub-array could possibly be used to decrease the detection
threshold and the identification of high-energetic neutrino events.
Top-Down Reconstruction of Muon Energy
In the second part if this thesis, an event reconstruction method based on a Top-Down approach
is presented. The method has been implemented into the IceCube software framework and
has been applied to the reconstruction of the muon energy for the IC40 detector.
The Top-Down method is based on the direct comparison of single measured events with a
large sample of simulated (Monte-Carlo) events. Using a maximum-likelihood description, the
Monte-Carlo event from this sample which has the largest likelihood value, gives an estimate
for the properties of the measured event. The Monte-Carlo events required for the comparison
are stored in a database, containing the full event information from the simulations. For each
measured event, a sample of Monte-Carlo events with a similar track geometry is selected from
this database and compared with the measured event.
An advantage of the Top-Down method is that it follows a forward-folding concept, in-
corporating all properties of the IceCube detector, such as its finite resolution and the ice
properties, through the Monte-Carlo simulations. On the other hand, the choice of observables
and the likelihoods used for their comparison are not a-priori given. For the purpose of this
study, a set of simple detector-level observables has been defined and tested, such as the spatial
distribution of hit DOMs or the total number of DOMs with a hit. This likelihood description
can be easily extended or replaced to include additional observables.
A disadvantage of the Top-Down method is that it relies on large numbers of Monte-Carlo
events and that it is more computationally intensive than conventional reconstruction meth-
ods. Consequently, it is intended for the reconstruction of samples of interesting events, rather
than as a standard reconstruction procedure for all events.
In this thesis, a proof of concept study using Monte-Carlo data has been performed to
investigate the applicability of the Top-Down method to the muon energy reconstruction in
IceCube. The Top-Down method has been demonstrated to work well and the results from this
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study can be used to further develop the concept and to improve the reconstruction resolution
as well as the general performance of the algorithm. The resulting energy reconstruction
resolution is comparable to the existing energy reconstruction methods in IceCube, while
the Top-Down method generally has a smaller bias. A reconstruction bias corresponds to a
systematic over- or underestimation of the reconstructed energy, therefore a minimal bias is
desirable.
Currently, the application of the Top-Down energy reconstruction as an alternative en-
ergy estimator for upcoming analyses is being investigated. In addition, an event-based error
estimate for the reconstructed energy can be obtained from the likelihood description. The
performance of this error estimate is also currently being investigated and will be included in
a future implementation of the Top-Down reconstruction.
Appendix A
Thermo-acoustic effect in solids
In a continuous solid body, deformations are described in terms of a relative displacement field,
called the strain. In case of infinitesimal displacements, the strain tensor is given by
S =
1
2
(∇u + (∇u)T ) or Sij = 1
2
(∂iuj + ∂jui) (A.1)
where u(r, t) = x′−x is the displacement vector denoting the positional change of an infinites-
imal volume before and after displacement.
A deformation is usually caused by either external forces, body forces such as gravity or
electromagnetic forces, or a temperature change inside the body. The reaction to these external
causes are described by the stress field T, which is a measure of the average force per unit area
of an infinitesimal surface within the body
Tij = lim
∆sj→0
(
∆Fi
∆sj
)
, (A.2)
such that the elements Tij describe the ith component of the force acting per unit area on a
surface perpendicular to the direction xj . The diagonal elements Tii describe a force perpen-
dicular to the surface and hence correspond to a compressional stress, whereas the elements
Tij , i 6= j describe forces parallel to the surface and correspond to shear stress. In the most
general case the diagonal elements are not identical and the non-diagonal elements are all
non-zero so that the resulting force is not parallel to the displacement. Therefore, instead of a
scalar pressure (as in ideal fluids) the reaction of a solid to an external stress field is described
by a tensor equation.
In analogy to Newton’s second law, the elastodynamic equation of motion is given by
∇ ·T + Φ = ρ ∂ttu, (A.3)
where ρ is the mass density and Φ the sum of all body forces.
The elastic regime is characterized by a linear relationship between stress and strain and
reversible deformations. This is only valid for small displacements and scenarios below the
elastic limit, beyond which the material starts to deform plastically. In generalization of
Hooke’s law and using the common summation convention:
Tij = Cijkl Skl = Cijkl∂kul (A.4)
where C is the rank four stiffness tensor. In the most general case C has 36 independent
components 1. For isotropic media the physical properties do not depend on the orientation of
1As T and S are symmetric, only 36 from the 34 = 81 components Cijkl are independent.
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the solid. An applied force will result in the same relative displacements, independent of the
direction in which the force is applied. In this case the stiffness tensor has only two independent
parameters (the so-called elastic moduli) and can be written as
Cijkl = K δij δkl +G (δikδjl + δilδjk − 23 δij δkl) (A.5)
with the bulk modulus or incompressibility K, the shear modulus G and the Kronecker symbol
δij . In addition, if the material is homogeneous, the elastic moduli are not a function of position.
Putting together equations A.4 and A.5, Hooke’s law for isotropic materials is now:
Tij = KδijSkk + 2G(Sij − 13δijSkk). (A.6)
The first term on the right side is associated with a scalar pressure whereas the traceless second
term is responsible for shear forces. A common representation of equation A.6 uses the Lame´
constants λ = K − 2G/3 and µ = G:
Tij = λδijSkk + 2µSij or T = λ tr(S) I + 2µS. (A.7)
External stresses caused by particle-induced cascades can be accounted for by replacing T→
T+Text, where Text is given by the following ansatz. The thermal expansion of a small volume
is given by
∆V =
α
ρCp
E, (A.8)
similar to equation 3.22. The volume expansion also follows from the displacement over the
surface ∂V of the volume
∆V =
∫
∂V
u · dS =
∫
V
∇ · u dV (A.9)
where Gauss’ theorem was used. Assuming that this equation is true for any volume, ∆V → 0
leads to
∇ · u = α
ρCp
, (A.10)
and the comparison with equation A.4 gives
T extij = Cijkk
α
ρCp
(r, t) = (λ+ 2µ)δij
α
ρCp
(r, t). (A.11)
Inserting equation A.1 and A.7 into the elastodynamic equation A.3, using tr(S) = ∇ · u
and neglecting body forces Φ yields:
ρ ∂ttu = ∇
(
λ tr(S) I + 2µS + Text
)
= λ∇(∇ · u) + µ∇ · ((∇u)T +∇u)+∇Text (A.12)
= (λ+ µ)∇(∇ · u) + µ∆u.+ (λ+ 2µ) α
ρCp
∇(r, t).
It is now useful to introduce a scalar potential φ and a vector potential ψ so that u = ∇φ+∇× ψ.
Inserting this decouples the above differential equation into a scalar and vector component
0 = ∇ ·
(
(λ+ 2µ)
(
∆φ+
α
ρCp
(r, t)
)
− ρ ∂ttφ
)
(A.13)
+ ∇× (µ∆ψ − ρ ∂ttψ)
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and yields two independent wave equations for the scalar and the vector potential
∆φ− 1
v2P
∂ttφ = − α
ρCp
(r, t) (A.14)
∆ψ − 1
v2S
∂ttψ = 0 (A.15)
The sound speed for both cases follows from the comparison of equations A.13 and A.14
vP =
√
λ+ 2µ
ρ
and vS =
√
µ
ρ
. (A.16)
Equation A.14 describes the propagation of a curl-free wave, ∇×∇φ = 0 and therefore
corresponds to a longitudinal wave also referred to as either ’compressional’ or P wave. On
the other hand, equation A.15 represents a purely rotational field, ∇ · (∇× ψ) = 0 and thus
describes a ’transversal’ or ’shear’ wave (S wave). For an ideal fluid µ = 0, therefore shear
waves will not propagate.
From equation A.13, only the longitudinal component is affected by the volume expansion
term. Hence, in isotropic solids only longitudinal waves are created by the thermo-acoustic
effect. In this case the displacement vector u = ∇φ is parallel to the normal vector of the wave
front n at any point. In analogy to the thermo-acoustic model in liquids, a wave equation can
be constructed for the longitudinal mode, using the normal traction Tni which describes the
force exerted in direction of n. From equation A.2 and A.3 follows
Tni = Tijnj = ρ∂ttφ. (A.17)
Using this expression and the second time derivative of equation A.13, the longitudinal wave
equation is rewritten as
∆Tni −
1
v2l
∂2Tni
∂t2
= − α
Cp
∂2(r, t)
∂t2
, (A.18)
which is identical to the wave equation 3.23 in liquids. Consequently the same behavior of the
pressure amplitude in near and far field is found for liquids and isotropic solids.
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