The directional wave spectra in sea ice are an important aspect of the wave evolution and can provide insights into the dominant components of wave dissipation, i.e. dissipation due to scattering or dissipation due to viscous processes under the ice. In this paper we propose a robust method for the measurement of directional wave spectra parameters in sea ice from a 3-axis accelerometer or a heave, pitch and roll sensor. Our method takes advantage of certain aspects of sea ice and makes use of rotary spectra techniques to provide model-free estimates for the mean wave direction, directional spread and reflection coefficient. The method is ideally suited for large ice floes, i.e. where the ice floe length scale is much greater than the wavelength, but a framework is provided to expand the parameter space where the method may be effective.
Introduction
We begin our analysis with the three orthogonal accelerations in the reference frame of the IMU, 80 as shown by Bender III et al. (2010) to be written as
Y S = a y + g y (2)
where a x , a y and a z are the orthogonal accelerations and g x , g y and g z are the components of grav-82 ity in the x, y and z directions of the IMU frame of reference, which we denote by the subscript S.
83
There exists some variability in the coordinate system used by various IMU manufacturers der III et al. 2010) , but for our purposes we will use the VN-100 manufactured by VectorNav
85
(2014) and the orientation is shown in Figure 1 . The components of gravity in each of the three 86 orthogonal components are a function of the pitch θ , defined to be the angle rotated about the y 87 axis in a right hand system, and φ , defined to be the angle rotated about the x axis in a right hand 88 system, such that 89 g x = g sin θ (4) g y = −g cos θ sin φ (5)
Equations (4)- (6) are identical to Method IV of Bender III et al. (2010) .
90
Up to this point there has been no assumption made about the nature of the sea ice cover at the 91 surface. For waves in sea ice, the ratio of the horizontal dimension of the ice floe to the wavelength 92 is an important parameter determining the accelerations and angles of the ice floe relative to the enough to neglect the second order terms, e.g.. sin θ ≈ θ and cos θ ≈ 1. These assumptions, along 111 with (4)-(6), allow (1)-(3) to be written as 112 X S = gθ (7)
Equations (7)- (9) show that a 3-D arrangement of accelerometers on sea ice, to first order, can 113 measure the vertical acceleration along with the angles given the above assumptions. This is 114 explored further for gravity waves propagating in sea ice.
115
The surface elevation can be written as 
where ℜ denotes the real part, A is the amplitude, k is the wavenumber vector, ω is the angular 117 frequency, x is the position vector, t is time and Φ = k · x − ωt is the phase function. While (10) is 118 the elevation for a single frequency, it can easily be written as a linear sum of several frequencies 119 with no loss of generality. The angles θ and φ are related to the slopes in the x and y directions 120 and can be calculated from (10), i.e. 
a z = − ∂ 2 η ∂t 2 = ω 2 Ae iΦ .
The dispersion relation, assuming a Kirchoff-Love thin elastic plate model (Marchenko et al. 123 2013), can be written as
where k = |k| = k 2 x + k 2 y , k x and k y are the orthogonal components of the wavenumber vector k, 125 D = Eh 3 / 12 1 − ν 2 is the bending modulus with E being the elastic modulus of ice, H is the 126 water depth, h is the ice thickness, ρ is the water density and ν is the Poisson ratio. We define a 
There are other factors which can affect wave dispersion, such as the inertia of the ice and com-129 pressive stress (Liu and Mollo-Christensen 1988) . However, ice stresses in an adjacent fjord have 130 a maximum of 37.7 kPa away from the hinge zone (Vindegg 2014) , which are much too small 131 to affect the dispersion for typical surface wave frequencies. The inertial term may affect the 132 higher wavenumbers, but will be limited to a maximum 10% deviation in the dispersion relation 133 for wavelengths less than 50 m and ice thicknesses less than 1 m, and is therefore neglected.
134
The wavenumber k can be written in terms of one of the orthogonal components k x and k y as
In general, at least for lower frequencies which do not quickly attenuate, waves in ice can be 136 approximated as long-crested, i.e. (k y /k x ) 2 1 (Sutherland and Rabault 2016). Therefore, from
137
(16), k x ≈ k and k y will be a small fraction of k. If we define δ k = k − k y , and solving for k such 138 that k y = εk and ignoring terms of δ k 2 gives ε = (2δ k/k) 1/2 . Substituting (11)- (15) into (7)- (9) 139
Equations (17)- (19) show that the magnitude of X S will be comparable to Z S with a 90 • phase 141 shift for wavenumbers (k c ) 4 1. For Y S , the same 90 • phase shift is expected but with a much 142 reduced amplitude.
143
The characteristic length for a range of elastic modulus E of 1 − 5 × 10 9 N m −2 and ice thickness ice, the flexural motion will impact higher frequencies of wave motion, but for thin, more pliable 147 ice the bending term in the dispersion relation can safely be neglected.
148
The finite depth can also lead to an increase in the measured horizontal acceleration 
Data and Methods

165
Inertial motion units (IMUs) equipped with a 3-axis accelerometer, a 3-axis gyroscope, and a 
171
The VN-100 samples internally at a rate of 800 Hz, and the raw signal is then low-pass filtered
172
by the embedded processor so that the output rate is reduced to 10 Hz. The use of a low-pass 173 filter effectively suppresses aliasing, and reduces the noise level of the instrument. The power 174 spectral density (PSD) was calculated for segments of 45 minutes using the Welch method with a
175
Hanning window of length 5.5 minutes and a half-width overlap. For overlapping segmented data,
176
the degrees of freedom (DoF) can be approximated by (Earle 1996)
where K is the total number of segments. 
195
The three different cases all have similar integrated energy, but differ in their frequency distribu- H S , peak period T p and zero-upcrossing period T z0 can be found in 
where S( f ) denotes the PSD and f 1 and f 2 are the frequency limits, which we select to be f 1 = 0.05
205
Hz and f 2 = 0.25 Hz. The lower frequency limit is determined by the IMU sensitivity and the upper 206 limit is selected to limit high frequency motion unrelated to surface waves.
207
In our analysis we will take advantage that the vertical and horizontal acceleration, where the 
212
The vertical and horizontal acceleration measured by the IMU may be written using complex 213 notation, i.e.
where a + is the acceleration in the positive orientation in the x − z plane and a − is the acceleration 215 in the negative orientation in the x − z plane. Taking the PSD of (22) calculated from Z S . The factor of 2 arises from Z S and X S having the same magnitude, which is 220 equal to aω 2 , so the PSD(Z S + iX S ) ∝ a 2 ω 4 + a 2 ω 4 = 2a 2 ω 4 where a is the amplitude in equations
221
(17)-(19).
222
After the vertical vector is determined from the mean acceleration, which should be equal to g, 224 the two orthogonal vectors are rotated around this z axis and the optimal orientation is chosen by 225 maximizing the integrated energy for the positive frequencies. Figure 3 shows the rotary spectra 226 calculated in the along-wave (blue) and cross-wave (red) direction for the three test cases. Each 227 case has a high asymmetry in the along-wave direction (i.e. any reflected energy is significantly 228 less than the propagating energy) and a high symmetry in the cross-wave direction (i.e. symmetric 229 wave shape). to g times the pitch angle θ . It is clear that X S ≈ gθ and that any physical horizontal motion in the 238 three cases is negligible. The accelerations X S and Z S are similar in magnitude, but not identical.
239
Since the horizontal motion of the ice floe is shown to be negligible, differences between X S and 240 Z S will arise from the dispersion relation or possibly from the long-crested approximation.
241
From (17) and (19), the accelerations Z S and X S are expected to be 90 degrees out of phase with 242 one another, which can be tested by looking at the co-spectral density of the two signals. The 243 phase angle, α, between the acceleration measured in the z and x axis can be determined from the 244 co-spectral power density S zx
where ℑ denotes the imaginary part, assuming that the two signals are correlated. The spectral 246 coherence between the two signals, γ zx , is calculated by
where * denotes the complex conjugate. A value of γ 2 > 0.305 rejects the hypothesis that the two 248 signals are not correlated at the 99.9% confidence interval (Amos and Koopmans 1963).
249
The coherence (γ 2 ) and phase angle (α) between Z S and X S are shown in Figure 5 for the three 
258
To test the long-crested wave hypothesis, the same analysis was applied to the cross-wave com- between X S and Z S is due to the dispersion relation.
262
An important aspect of geophysical surface waves is the directional spectrum, which includes 264 information about the direction of wave propagation and the directional spread. The directional 265 spectrum F of surface waves as a function of frequency f and direction ψ can be written as
where S( f ) is the PSD and D( f , ψ) is a spreading function, which is normalized so that
Longuet- Higgins et al. (1963) showed for a heave, pitch, roll buoy that the directional spectrum 268 can be approximated from the first five Fourier coefficients such that
where the coefficients are determined from the co-C i j and quad-Q i j spectra of the i and j quantities 270 denoted by 1, 2 and 3 for the vertical acceleration, pitch and roll, i.e.
Longuet- Higgins et al. (1963) went on to show that omitting the higher order terms in (26) is 272 equivalent to applying a weighting function to the true spectrum, i.e.
where Figure 6 shows the directional distribution, where 
288
In order to compare the directional spectra estimates with the rotary spectra method, the direc-289 tional spectra is integrated over each hemisphere as
where i is either 1 or 2 depending on which directional form is used for the wave spectra. The The rotary spectra of the counter-clockwise and clockwise rotating components (which we will 309 denote by positive and negative frequencies) can be written in terms of the co-and quad-spectra 310 of the two components (Gonella 1972), i.e.
where C i j and Q i j are the co-and quad-spectra used to define the Fourier coefficients in (27).
312
Noting that z is equivalent with 1 in (27) and x is equivalent with g times 2 in (27), and using the 313 deep water dispersion relation (i.e. C zz = C xx ), which assumes that the wavenumber k satisfies both
314
(k c ) 4 1 and tanh kH ≈ 1, we obtain (31) and (32) in terms of the Fourier coefficients, i.e.
Similarly, the rotary spectra in the cross-wave direction can be written as
Equations (33) we propose a simple method using rotary spectra, which can determine wave propagation by the are consistent between the two methods.
341
The reflection coefficient R 2 is calculated from Figure 7 using the definition
where S(± f ) is the PSD estimated using either of the rotary spectral or directional spectral meth-343 ods, − f denotes the frequency of the reflected energy and f is the frequency of the propagating 344 energy. The reflection coefficient can also be written in terms of the Fourier coefficients using (33) 345 and (34), which becomes Figure 8 shows R 2 estimated using the different methods for the three cases. In all three cases,
347
R 2 D2 is greater than the other estimates, which we interpret to arise from the increased spread due to 348 the smoothing function as the weighting function is 0 when ψ = ±π. 
where C i = A 2 i + B 2 i . Equation (40) here, the difference between the two definitions of σ 2 is minimal.
359
We propose that the directional spread may also be estimated from the rotary spectra in the 360 along-and cross-wave directions, which we define as
where S rot xz is the along-wave (i.e. x − z plane) rotary spectra and S rot yz is the cross-wave (i.e. y − z 362 plane) rotary spectra. Equation (41) gives a clear geometric relation between the along-wave and 
where ε is neglected and thus σ * r is expected to provide a lower-bound on the estimated spread.
366
square spread (Kuik et al. 1988) , i.e.
where ψ 0 is the mean wave direction defined from the Fourier coefficients as ψ 0 = tan −1 B 1 /A 1 .
369
There are various drawbacks to using (43), such as it requires calculating the directional distribu-370 tion D( f , ψ) and is not expected to be valid for large spreads (Longuet-Higgins et al. 1963) , but it 371 is presented here for purely comparative purposes.
372
Equation (41) estimates the spread from a purely geometrical reasoning, and thus the isotropic 373 limit of σ iso r = π/2 = 90 • is more intuitive than previous estimates. For example, the isotropic limit 374 of (39) Figure 9 shows the comparison between the various definitions for the spread for the three test cases. Equation (42) assumes ε = 0, which will give a lower estimate to the directional spread.
383
For frequencies less than 0.15 Hz, all estimates of the spread, with the exception of σ D2 , give 384 strikingly similar results. It is not too surprising that σ D2 is a bit larger as the directional spectrum angles.
387
There are some subtle differences between the methodologies. For instance, in Figure 9a there is 
Summary and Discussion
396
A new method for calculating aspects of directional wave spectra, such as mean direction, it is expected to be equal in magnitude and opposite in sign as shown in (17)- (19).
410
Since the horizontal acceleration is shown to be equivalent to the slope, we presented a method 411 to estimate the reflection and directional spread using a rotary spectra technique (Gonella 1972).
412
The rotary spectra method is compared with directional estimates obtained using the method and −π/2 < ψ − π < π/2 for the reflected component. This result suggests that the difference 422 between the two weighting functions are minimal for such a coarse directional resolution.
423
Our examples consisted of unimodal or bimodal seas where the modes are about 180 • apart, and 424 the rotary spectrum is naturally suited for such scenarios, but in more complicated multi-modal 425 seas then it is likely that the method may not perform as well. For instance, since the principal 426 direction is determined from the time series by locating the direction which maximizes the along-427 wave variance, this will find the mean direction associated with the peak of the wave spectra, and 428 not for each frequency band. It may be possible to devise a metric of "multi-modalness", which
429
investigates the symmetry in the cross-wave direction and asymmetry in the along-wave direction 430 as our observations (Fig. 3 ) suggest this to be the case for our predominantly unimodal or bimodal 431 seas. Our comment on this is primarily speculation as our data does not contain such complicated 432 wave fields. Further research is required to investigate the possibility of extending our method to 433 multi-modal seas.
434
The reflection coefficient is calculated using both the rotary spectra and the estimated directional favourably with the estimates other than D 2 , especially when the directional spread is small, i.e.
441
near the spectral peak.
442
Estimates of the directional spread using rotary spectra compared well with the model- care must be taken when using measurements of directional spread. The red line shows the coherence squared and the red dashed line indicates the 99.9% probability of rejecting the null hypothesis.
