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Abstract
In this thesis the problem of model uncertainty is under scrutiny along
with its implications in attaining optimal forecastability. To account for
that averaging techniques are adopted including Bayesian model averag-
ing, Bayesian Approximation and Thick Modelling. After an introductory
chapter and a second one where some of the most celebrated conditional-
volatility modelling proposals are discussed the third chapter investigates
volatility forecasting and its direct association to option pricing. Some novel
approaches to perform averaging are suggested here including variations of
the predetermined methods together with more sophisticated algorithmic
propositions such as Neural Networks. The fourth chapter extends the fo-
cal point of averaging to the whole predictive volatility density as this can
be inferred first from derivatives on the underlying volatility index and
second directly from the asset class under consideration (here the equity
index) using bootstrap based - GARCH type models. The fifth chapter in-
troduces some widely used variable selection techniques to the Finance con-
tinuum while averaging schemes once more are used in order to avoid model
misspecification risk. Extensions to a nonlinear regression framework are
also suggested while investment strategies are implemented in all chapters
substantiating the ultimate supremacy of averaging schemes against single
model alternatives. The last chapter concludes the research and makes some
future suggestions for additional investigation.
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1. Introduction
It is widely accepted in the modern finance theory that out-of-sample fore-
casting performance is the ultimate objective of any model aspiring to sub-
stantiate its supremacy among other competing alternatives. From a simple
autoregressive process for time series to artificial intelligence algorithms, dis-
pute still divides the scientific community regarding which method can yield
the best result. Amid these controversies volatility modelling is of primary
importance not only because of its extensive interrelationship with the vast
majority of financial products but also because of its unique characteristics.
In contrast with other indicators whose value is directly observable, volatil-
ity is a latent variable. This in turn implies that unbiased proxies have to
be used instead, which makes model validation difficult.
Since the second central moment has been modeled extensively there is a
plethora of choices all trying to capture particular irregularities connected
to conditional-volatility forecasting such as clustering and leverage effects.
Identifying in-sample the candidate scheme that yields the best predictive
performance is rarely possible due to model misspecification risk. Addition-
ally the decision environment is far from stable due to the complexity of
capital markets, the continuous introduction of new financial products and
the enormous amount of financial data generated on a daily basis. Hetero-
geneities are present and what is optimal today may not be tomorrow.
In addition advances in contemporary risk management suggest progres-
sion from moments of the distribution to the whole predictive density. The
recent introduction of derivatives on some volatility indexes offers a further
incentive towards that goal. In order to move beyond model uncertainty,
irrespective of our focus, averaging techniques can offer some help. We
propose in this thesis to try to eliminate any biases by averaging all, the
majority or just the best-performing model alternatives instead of selecting
a single candidate to perform forecasting. Although the idea dates back
to the 1960s, it has yet to receive proper recognition of its importance due
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to unavoidable computational intensity involved in the implementation pro-
cess. But contemporary technological advances make averaging methods far
more applicable.
The main purpose of this research is to provide a better understanding
of the benefits of averaging. In addition we hope to lay the foundations
to encourage future scientific development of the method to benefit other
financial applications.
As well as model selection, we also consider variable selection. Although
the initial focus of the thesis is volatility forecasting, the primary objective is
improving predictability; thus we also concentrate on the variables-indexes
themselves. Model and variable ambivalence is addressed again with av-
eraging related techniques, all in an attempt to offer superior forecasting
results.
1.1. Outline of the Thesis
The thesis consists of six chapters: two introductory ones, three that com-
prise the body of the research which tries to improve forecasting by removing
the barriers created by model uncertainty, and a final chapter that recapit-
ulates the findings and suggests future improvements. Initially we focus on
the effect of model averaging on option pricing, and afterwards on asset al-
location and risk management related issues. Finally our attention turns to
variable selection and predictability. In more detail, the thesis is structured
as follows.
At first the most well established models used for time series forecast-
ing, with a particular emphasis on conditional-volatility, are introduced.
Starting with ARCH-type discrete-time models, we also consider stochas-
tic volatility alternatives. The chapter concludes with some further details
regarding the estimation process. The majority of the models presented
in this part are used extensively in all subsequent sections. This review is
conducted from a univariate as well as a multivariate perspective.
The third chapter addresses the problem of acquiring accurate volatil-
ity forecasts amidst an overabundance of competing models. This is also
directly related to option pricing. Here some of the most popular averag-
ing methods, including Bayesian Model averaging, Bayesian Approximation
and Thick Modelling, are used to account for the problem of model se-
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lection. Supplementary extensions of these classical averaging approaches
are introduced. Thick Model Averaging using an optimisation algorithm
to determine the loadings of every model as well as Thick Model Aver-
aging using Neural Networks are proposed in an attempt to capture any
non-linear relationships when combining the competing propositions. An
empirical analysis based on the S&P 500 index is performed to test whether
these methods can provide more accurate volatility forecasts compared to
individual models. The different averaging volatility schemes are afterwards
used for pricing options on the same index, addressing an important gap in
the literature; the assumption that a particular volatility model drives the
dynamics of the underlying asset. In the context of discrete volatility op-
tion pricing, two further innovations are suggested and contrasted. The first
introduces pricing by averaging the individual option prices under different
volatility dynamics. The second suggestion refers to a pricing method where
first the alternative volatilities processes are averaged and afterwards this
averaged volatility scheme alone is used for pricing. Both proposals are com-
pared against single alternatives. The empirical analysis indicates a greater
accuracy of the averaging methods when forecasting conditional-volatility
as well as when we price an option.
In the fourth chapter, in addition to forecasting the second moment, the
predictive density as a whole becomes the centre of the research. There
the different volatility density forecasting methods are under investigation
along with model averaging. The focus first is on real-world densities using
bootstrap-based GARCH-type models on the same index (S&P 500). Addi-
tionally we are interested in the risk-neutral predictive density of volatility
as this is derived from option prices on the VIX index instead. The to-
tal number of alternative option-pricing models used for density forecasting
purposes is large, highlighting this way the difficulties created by model un-
certainty. Empirically we demonstrate that there is no distinctive optimal
choice that can capture all the attributes of the underlying asset’s distri-
bution. By combining all or just the top performing models together one
can achieve even higher forecastability. Here Thick Modelling and Bayesian
Approximation are used in order to perform averaging. Additionally we
implement a volatility trading strategy based on the forecasted densities
and we show that, both econometrically and empirically, averaging helps
significantly to increase performance and ultimately profitability.
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The fifth chapter increases the difficulty of identifying the best predic-
tive model by adding the uncertainty of variable selection. Here notable
algorithms are used to facilitate the process including Ridge regression, all-
subsets regression, LASSO, LARS, Elastic Net and Sparse Principal Com-
ponents Analysis, to mention just a few. The empirical analysis is centered
around nineteen candidate predictors, among which we try to identify and
select only those that have the most economic significance. These are used
afterwards as a forecasting vehicle in order to achieve predictive supremacy.
Additionally, model selection is addressed again by averaging methods, in-
cluding as before Bayesian Approximation and Thick Modelling. A further
source of uncertainty had also been taken under consideration, which relates
to the way the advanced algorithmic techniques used for variable selection
are structured. In more detail, each individual algorithmic procedure when
executed generates paths so that at each step a different model choice is
available. The researcher must identify the optimal cutting point on these
paths which represents the best single model to be used for his analysis.
This adds an additional uncertainty to the variable selection process. To
account for all the above we have first to perform averaging to the individual
steps on the paths so that cutting point bias is eliminated and second to
average across all paths that all models produce so that model uncertainty
is addressed as well.
The chapter concludes with empirical applications which extend the scope
of this part to a more general logistic regression framework. Instead of
predicting asset returns, the investor’s only interest might be to forecast
the direction of the movement. The investment strategies employed here
utilize the outcome of both the linear and the logistic regression. Results
indicate once more dominance of the averaging schemes over any single
model alternative.
The last chapter summarizes the findings of the research while some final
conclusions are provided as well. The thesis ends with various indications
for future investigation.
1.2. Contributions
Our analysis puts into a whole new perspective the concept of averaging and
emphasizes its significant advantage over single model selection. The imple-
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mentation of the method is based mainly on new computational advances
from which the researcher can now reap the benefits. As we demonstrate,
model uncertainty impacts the decision making process at all levels, with
potential hazardous effects on profitability. By adopting an averaged model
scheme we provide empirical evidence that the investor can not only be
more assertive regarding his portfolio structure, but also increase his po-
tential of attaining investment targets. A further advantage of the method
is its versatility, since there exists an abundance of financial applications
where averaging can be adopted. Demonstrating this potential, some novel
applications were executed, including option pricing, density forecasting and
algorithmic variable selection. All these unavoidably lead to more optimal
strategies for asset allocation. Along with the introduction of some alterna-
tive methods for averaging, the uniqueness of this research lies also in the
scale of the various problems involved. This relates not only to the num-
ber of models considered and the size of the investment horizon employed,
but most importantly to the variety of asset classes used for forecasting
purposes. Finally, we seek to increase the awareness of the averaging al-
ternatives that exist, and what they have to offer towards improving the
prediction outcome. We highlight their advantages and disadvantages in
various financial applications, and ultimately which one of them exhibits
the most consistent performance.
Finally chapter five also introduces the ability of Commodity and Foreign
Exchange indexes to predict not only related asset classes but also Stock and
Bond prices. However, further investigation is suggested, although empirical
evidence is in favour of this claim.
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2. Conditional-Volatility
Estimation & Forecasting
2.1. Introduction
In this chapter some of the most popular models used for conditional-
volatility forecasting are presented both from a univariate and a multivariate
perspective. We treat separately discrete-time and continuous-time alter-
natives. All are scrutinized, emphasizing model-specific properties which
account for some of the stylized attributes accompanying volatility. Ref-
erence is also made to the various estimation methods that exist and are
used in order to facilitate in the parameter estimation process. The chapter
concludes with some alternative suggestions to accurately capture future
movements of the second distributional moment including model averaging
which is the center of all the thesis.
2.2. ARCH-type Volatility Models
2.2.1. Univariate Volatility Models
2.2.1.1. Autoregressive Conditional Heteroscedasticity process
(ARCH)
Let a time series process yt be defined as an ordered set of realizations of
some random variable sorted according to time. An Autoregressive process
of order p or AR(p) is one for which the value of a time series today equals
that of the previous day (a portion of it in particular) in addition to some
constant and an innovation term.
yt = ϕ0 + φ1yt−1 + φ2yt−2 + . . .+ φpyt−p + εt εt ∼WN(0) (2.1)
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where WN stands for White Noise and p is a non negative integer such
that the past p values of a time series yt−i ∀i = 1, . . . , p jointly determine
the future expectation of yt. Properties of yt are completely defined by φ
and the variance of the innovation process ht. Additionally let us define εt
as a shock progression that can be model as an AR process.
ε2t = ω + aε
2
t−1 + ηt ηt ∼WN(0) (2.2)
The variance of the process εt then equals
V [εt] = Et[ε2t ] ≡ ht,
Et[ω + aε2t−1 + ηt] = ω + aε2t−1,
ht = ω + aε2t−1.
(2.3)
More generally,
ht = ω +
p∑
i=1
aiε
2
t−i. (2.4)
This is the benchmark of every subsequent attempt to model volatility
and it has been proposed by Engle in 1982. To ensure that the conditional
variance is strictly positive the parameter values should be restricted as
follows:
ω > 0,
ai ≥ 0 ∀i = 1, . . . , p.
(2.5)
Additionally the process is covariance stationary if and only if the roots
of the polynomial 1 − a1L − . . . − apLp = 0 lie outside of the unit circle.
Thus,
p∑
i=1
ai < 1. (2.6)
The unconditional variance of yt equals,
σ2 =
ω
1−
p∑
i=1
ai
. (2.7)
26
Substituting in ht, we get
ht = σ2(1−
p∑
i=1
ai) +
p∑
i=1
aiε
2
t−i. (2.8)
Finally, for the error term,
V [εt] = E[ε2t ] = E[Et−1[ε2t ]] = E[ht],
V [εt] = ω
1−
p∑
i=1
ai
. (2.9)
2.2.1.2. Generalized Autoregressive Conditional
Heteroscedasticity process (GARCH)
Another widely used process to forecast time series is the Moving Average
model of order q. This simply implies that next day’s value equals a constant
plus a weighted average of shocks εt−i ∀i = 1, . . . , p. In general,
yt = ϕ0 + εt + θ1εt−1 + θ2εt−2 + . . .+ θqεt−q εt ∼WN(0). (2.10)
MA models are always weakly stationary because they are linear combi-
nations of a white noise process, of which the first two moments are time
invariant. The estimation of high-order models definitely requires the pa-
rameters to be adequately described by the dynamics of their structure.
Researchers found it extremely burdensome to use AR and MA models
separately thus as a natural extension they combined the two yielding the
ARMA model of order (p,q):
yt = ϕ0 + φ1yt−1 + φ2yt−2 + . . .+ φpyt−p + εt + θ1εt−1 + θ2εt−2 + . . .+ θqεt−q,
εt ∼WN(0).
(2.11)
Properties of an ARMA (p,q) model include the weak stationary condition
which is satisfied if all the solutions of the characteristic equation are less
than 1 in absolute value. If we now assume that shocks follow an ARMA
process, then
ε2t = ω + aε
2
t−1 + ηt + βηt−1, ηt ∼WN(0), (2.12)
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V [εt] = Et[ε2t ] ≡ σ2t ,
Et[ω + γε2t−1 + ηt + δηt−1] = ω + γε
2
t−1 + δηt−1
= ω + γε2t−1 + δ(ε
2
t−1 − Et−2[ε2t−1])
= ω + γε2t−1 + δ(ε
2
t−1 − σ2t−1)
= ω + (γ + δ)ε2t−1 − δσ2t−1. (2.13)
Substituting γ+ δ = a and −δ = β we can get a more general form of the
equation:
ht = ω +
p∑
i=1
aiε
2
t−i +
q∑
j=1
βjht−j . (2.14)
The GARCH model has been introduced by Bollerslev in 1986 and is
reasonably characterized as the workhorse of financial time series analysis.
However, a number of properties have to be addressed in order to assure
positive variance and covariance stationarity.
• ω > 0, ai, βj ≥ 0 ∀i = 1, . . . , p, j = 1, . . . , q,
• βj = 0 if ai = 0,
•
p∑
i=1
ai +
q∑
j=1
βj < 1.
The unconditional variance then equals
V [εt] = E[ht] =
ω
1−
p∑
i=1
ai−
q∑
j=1
βj
. (2.15)
In ARCH and GARCH models the parameters are usually calculated
using the Maximum Likelihood Estimation (MLE), while the assumption
of a normal distribution for the residuals is also commonplace. However,
different distributional patterns can also be employed. Let us assume the
following:
εt |Ft ∼ N(0, ht) , (2.16)
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where θ ≡ [ω, αi, βj ] ∀i = 1, . . . , p and ∀j = 1, . . . , q are the unknown
parameters to be estimated via MLE. Then
L(θ |y1, y2, . . . , yt) =
T∏
t=2
1√
2piht
exp(− ε
2
t
2ht
)
= −1
2
{(T − 1) log(2pi) +
T∑
t=2
log(ht) +
T∑
t=2
ε2t
ht
}.
(2.17)
If we want to make no assumption about the distributional pattern of the
residuals then a Quasi Maximum Likelihood Estimator can be used instead
(QMLE), where estimates of the parameters are obtained using numerical
optimisation. Bollerslev and Wooldridge (1992) argue however that “us-
ing the normal distribution in maximum likelihood will give us consistent
parameter estimates even if the true density is non-normal”. Thus an as-
sumption of normality, even if it is wrong, can yield trustworthy parameter
estimates when using ML; however, QML is a consistent and asymptotically
normal estimator.
Intrinsic weaknesses of the previous two volatility models (ARCH, GARCH),
such as equal treatment of positive and negative shocks, inability to cap-
ture excess kurtosis, insufficient understanding of the source of variation and
slow response to large isolated shocks, laid the groundwork for a variety of
extensions that followed.
2.2.1.3. Leverage effect
It has long been an article of faith (see Black (1976)) that volatility re-
sponds differently to the announcement of bad and good news. More pre-
cisely, volatility has the tendency to rise more following negative shocks
than positive shocks. The News Impact Function, also known as the News
Impact Curve (Engle and Ng (1993)), has been proposed in the past as a
tool to measure volatility irregularity. A series of models also made their
appearance in an attempt to deal with this abnormality. The most widely
used will be discussed here.
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2.2.1.4. GJR-GARCH & Threshold-GARCH process
Glosten, Jagannathan and Runkle (1993) extend the traditional GARCH
model to accommodate the need to account for a possible asymmetric im-
pact on conditional volatility of positive and negative shocks. What they
propose is the GJR-GARCH model, which can be expressed as follows,
ht = ω +
p∑
i=1
aiε
2
t−i + γεt−iI{εt < 0}+
q∑
j=1
βjht−j , (2.18)
where the variable I(x) is defined as
I(x) =
{
1 x ≤ 0,
0 x > 0.
(2.19)
To ensure positive conditional variance we restrict parameters as follows,
• ω > 0,
• ai > 0 ∀i = 1, . . . , p,
• ai + γ > 0 ∀i = 1, . . . , p,
• βj ≥ 0 ∀j = 1, . . . , q.
If γ > 0 the impact of today’s return on tomorrow’s volatility is greater
if the return is negative.
The only difference between Threshold GARCH (Zakoian (1994)) and
GJR is that it captures the standard deviation instead of the variance while
the model uses absolute residuals instead of squared.
h
1/2
t = ω +
p∑
i=1
ai |εt−i|+ γ |εt−i| I{εt−i < 0}+
q∑
j=1
βjh
1/2
t−j . (2.20)
2.2.1.5. Exponential-GARCH process (EGARCH)
Nelson (1991) suggests a model that alleviates the restrictive nature of
GARCH, first by tackling the conditions imposed on the parameters to
ensure positive variance, and second by accounting for leverage effects. His
proposition captures variance as below.
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log(ht) = ω +
p∑
i=1
ai
∣∣∣∣∣ ε2t−iht−i
∣∣∣∣∣+
r∑
k=1
γk
εt−k
ht−k
+
q∑
j=1
βj log(ht−j). (2.21)
Unlike its predecessors, for EGARCH variance lies in the real line (log(ht))
and any restriction imposed on the parameters to guarantee positive def-
initeness is redundant. More importantly EGARCH can effectively ac-
count for numerous stylized facts of volatility such as asymmetric implica-
tions of different signed shocks. Additionally EGARCH uses standardized
rather than unconditional shocks which have finite moments. However, as
EGARCH model evolves in a nonlinear way for higher-order models, non-
linearity becomes too complicated (Tsay (1992)).
2.2.1.6. ARCH-in-mean models
In 1987 Engle, Lilien and Robins suggested a model that could clearly
demonstrate the property of financial returns to positively correlate with
risk. Thus the conditional mean of returns here is also a function of its
conditional variance. The dynamics that govern the conditional variance
are subjective and depend on the individual preferences of the researcher.
It is suggested however to use the standard deviation instead of the variance
when modelling since the former is measured in the same units as returns.
For example the following representation could belong to this family:
rt = φ0 + φ1rt−1 + δh
1/2
t + εt, (2.22)
ht = ω + αε2t−1 + βht−1. (2.23)
The parameter δ is called the risk premium, and thus a positive δ demon-
strates a positive correlation between risk and return. It also implies the
existence of serial correlation between past returns which is introduced by
the volatility.
2.2.1.7. Intergraded GARCH (IGARCH)
A fundamental property of GARCH models is that they are mean-reverting.
There are cases, however, when mean reversion is slow or may not happen
31
at all, and this can be easily achieved by imposing
p∑
i=1
ai +
q∑
j=1
βj = 1. This
in turn implies that the volatility is non-stationary or has a unit root. In
other words, IGARCH models are GARCH models with unit root. What
characterizes IGARCH models is the persistence of past squared shocks.
The model can be written as below, and it was first introduced by Engle
and Bollerslev in 1986.
ht = ω +
q∑
j=1
(1− βj)ε2t−j +
q∑
j=1
βjht−j . (2.24)
2.2.1.8. Asymmetric Power ARCH model (APARCH)
Ding, Granger and Engle (1993) offer a generalization to Taylor’s model
(1986) which related the future conditional-volatility to past absolute resid-
uals and standard deviations, and propose not an imposition of a structure
on data but on the “optimal power term”. Consequently the model offers
a wide range of transformation capabilities including ARCH and GARCH
models for conditional volatility estimates.
γ
√
ht = ω +
p∑
i=1
ai (|εt−i| − γiεt−i)γ +
q∑
j=1
βj
γ
√
ht−j . (2.25)
Some of the most widely known extensions of APARCH can be summa-
rized in the following seven categories (Laurent, 2003).
1. ARCH, Engle (1982) when γ = 2, γi = 0 ∀i = 1, . . . , p, βj = 0 ∀j =
1, . . . , q.
2. GARCH, Bollerslev (1986) when γ = 2, γi = 0 ∀i = 1, . . . , p.
3. Taylor (1986)/Schwert (1990) GARCH when γ = 1, γi = 0 ∀i =
1, . . . , p.
4. GJR, Glosten, Jagannathan, and Runkle (1993) when γ = 2.
5. TARCH of Zakoian (1994) when γ = 1.
6. NARCH, Higgins and Bera (1992) when γi = 0 ∀i = 1, . . . , p, βj =
0 ∀j = 1, . . . , q.
7. Log-ARCH, Geweke (1986) and Pentula (1986), when γ → 0.
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The “optimal power term” here is γ, which can be estimated rather than
imposed, while γi is used to capture the impact of asymmetric shocks to
volatility. The shocks that are used are unconditional rather than stan-
dardized (see EGARCH). The intuition behind the model can be traced
in the fact that sometimes absolute returns may serve better than squared
returns in our attempt to forecast volatility; thus there is no reason not to
include them instead (or even any power representation of the returns).
2.2.1.9. Non-Linear ARCH process (NARCH)
If we begin with the general Asymmetric Power ARCH model (Ding et al.),
the conditional-volatility equals
γ
√
ht = ω +
p∑
i=1
ai (|εt−i| − γiεt−i)γ +
q∑
j=1
βj
γ
√
ht−j . (2.26)
Higgins and Bera (1992) set γ, ai parameters free and γi, βi = 0. The
model that they have designed is as follows:
ht = (φ0ωδ + φ1ε2δt−1 + . . .+ φpε
2δ
t−p)
1/δ, (2.27)
where ω ≥ 0, φi ≥ 0 ∀i = 0, . . . , p, δ > 0 and
p∑
i=0
φi = 1.
As the authors point out the process has p + 3 parameters to estimate,
while restricting φi to sum to one reduces the computation burden. Thus we
end up with just one more parameter than ARCH to estimate. In addition,
δ is of extreme importance, as restricting the parameter to be greater than
zero ensures the actual existence of the conditional variance. It can also be
used to express the elasticity of substitution, 11−δ , for 0 < δ ≤ 1, which in
turn can transform ht equation to account for linearizations of traditional
non-linear models as demonstrated below.
hδt − 1
δ
= φ0
ωδ − 1
δ
+φ1
ε2δt − 1
δ
+φ2
ε2δt−1 − 1
δ
+ . . . .+φp
ε2δt−p+1 − 1
δ
. (2.28)
This is a Box-Cox (1964) power transformation of Engle’s ARCH equa-
tion.
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2.2.1.10. Quadratic ARCH process (QARCH)
QARCH model is an attempt to combine many of the attractive features
of the already existed ARCH models while ensuring non negativity of the
conditional variance. Sentana (1991) defines the model as follows.
Let µ(Xt−1∞) = 0 and h(Xt−1∞) = 0 be a function of the past q values
of xt only. This implies h(Xt−1∞) = h(Xt−1q), and the estimated variance
equals
h(Xt−1q) = θ +
q∑
i=1
ψixt−i +
q∑
i=1
aiix
2
t−i + 2
q∑
i=1
q∑
j+1
aijxt−ixt−j
= θ + ψ′Xt−1,q +X ′t−1,qAXt−1,q. (2.29)
ψ is a q×1 vector and A a symmetric q×q matrix. The above model entails
the quadratic variance proposed in the Augment ARCH model (Bera and
Lee (1990)) as an alternative to the ARCH parametric variance function,
the linear standard deviation model (Robinson (1991)) and the Asymmetric
ARCH (Engle (1990)). In the QARCH perspective ψ is allowed to vary
and take any value rather than be confined to be centered around zero (in
the case of ARCH and AARCH ψ=0). As a result the parameter can be
used to adequately capture asymmetries and leverage effects. To derive the
conditions necessary to ensure a positive-definite variance, we rewrite the
model as follows:
h(Xt−1q) = (X ′t−1q, 1)
[
A ψ
′
2
ψ′
2 A
] [
Xt−1q
1
]
. (2.30)
This is positive if the matrix
[
A ψ
′
2
ψ′
2 A
]
and thus A is positive semi defi-
nite.
An extension to the above model is the GQARCH which nests the GARCH
(Bollerslev (1986)) and GAARCH (Bera and Lee (1990)) and is the follow-
ing:
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ht = θ1−δ1 + ψ1xt−1 + a11x
2
t−1 +
∞∑
j=2
(ψ2 + δ1ψ1)δ
j−2
1 xt−j+
+
∞∑
j=2
(a22 + δ1a11)δ
j−2
1 x
2
t−j+2
∞∑
j=2
a12δ
j−2
1 xt−jxt−j−1.
(2.31)
To ensure covariance stationarity the parameters a, δ should be restricted
such that
p∑
i=1
aii+
q∑
j=1
δj < 1 and its unconditional variance equals V (xt) =
θ
p∑
i=1
aii+
q∑
j=1
δj
.
2.2.1.11. Component GARCH process (CGARCH)
GARCH models provide limited freedom in their attempt to capture both
the conditional and the unconditional distribution as parameters restrict
the conditional variance to be governed by its unconditional value. An
alternative to address for this inadequacy has been introduced by Ding and
Granger (1996) and Engle and Lee (1999). A simple illustration is if you
consider a two-component GARCH, CGARCH(2) (it can be easily extended
additional components),
ht = ht,1 + ht,2, (2.32)
ht,1 = ω + a1εt−1 + β1ht−1,1, εt ∼WN(0, σ2), (2.33)
ht,2 = a2εt−1 + β2ht−1,2. (2.34)
For identification purposes we impose β1 > β2. To ensure positive con-
ditional variance 1 > β1 > β2 > 0, β2 > a1 + a2, ω > 0, a1 > 0, a2 > 0,
and they are also sufficient conditions to assure covariance rationality. The
difference in the above model can easily be traced to the fact that each
volatility component reacts in a different way to the most recent innovation
and has dissimilar rate of decay to lagged values. Thus one component can
be used to capture the long-run effect of shocks and the second the short-run
effect and vice versa. The effect of the past innovations can be depicted as
follows:
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ht,1 =
ω
1− β1 + a1(εt−1 + β1εt−2 + β
2
1εt−3 + . . .), (2.35)
ht,2 = a2(εt−1 + β1εt−2 + β21εt−3 + . . .), (2.36)
∂ht
∂εt−κ
= a1βk−11 + a2β
k−1
2 . (2.37)
The unconditional variance equals
E(ht) = E(ht,1) + E(ht,2) =
ω
1− β1 . (2.38)
This in turn implies that the first component only determines the uncon-
ditional variance (the second equals 0), so it is considered as the long-run
component. Even though CGARCH loses restrictions on parameters re-
garding the unconditional variance and employs a more flexible structure
to capture the slowly decaying autocorrelation function, it still implies a
restricted GARCH model. Thus the individual components cannot be in-
dependently identified.
2.2.2. Multivariate Volatility Models
2.2.2.1. The VECH model
Bollerslev et al. (1998) propose a model specifically designed to estimate
multivariate volatility problems as ARMA type processes. To begin with let
us consider a κ× 1 vector of the stochastic process yt, where yt = µt(θ) + εt
with θ being the parameter vector and µt(θ) the conditional mean vector.
Also εt = H
1/2
t (θ)zt, with H
1/2
t (θ) being a κ × κ positive definite matrix
where Ht is the conditional variance matrix and zt is a random vector with
its first two moments defined as E(zt) = 0, V ar(zt) = Iκ (Iκ is the identity
matrix of order κ). The VECH model is formulated as follows:
vech(Ht) = C+
p∑
i=1
Aivech(εt−iε′t−i)+
q∑
j=1
Bjvech(Ht−j) εt |ψt−1 ∼ N(0, Ht).
(2.39)
The vech operator takes any symmetric matrix (κ × κ) and returns its
lower diagonal elements placed into a κ(1+κ)2 vector. The matrices A, B are
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of dimension κ(1+κ)2 × κ(1+κ)2 while C is of dimension κ(1+κ)2 × 1. As a result
the total number of parameters to be estimated is of order κ4 or O(κ4).
This implies that the the coefficients grow exponentially as the sample in-
creases at a linear rate. Thus we have to keep κ very small while further
restrictions have to be imposed on the parameter matrices A, B. Boller-
slev et al. (1998) has also suggested the Diagonal VECH (DVECH), where
A, B are diagonal matrices, which reduces the estimation burden to κ(κ+5)2
parameters. But the model still entails a considerable amount calculations
to be performed, and as a result it remains difficult for the model to be
implemented when large-scale problems are under consideration. Moreover,
it does not guarantee that conditional variance Ht is positive definite, and
strong restrictions have once more to be imposed on the parameters as well
as on the initial variance matrix. Despite its inconsistencies, the VECH
model serves as a fundamental benchmark from which the two innate prob-
lems of multivariate volatility modelling have been addressed: parsimony
and positive definiteness. Finally, the conditional log-likelihood function of
the VECH model is
Lt(θ) = −N(T − 1)2 log 2pi −
1
2
log |Ht| − 12ε
′
tH
−1
t εt. (2.40)
2.2.2.2. The BEKK model
This model serves as an improved perspective to parameterize Ht and was
introduced by Engle and Kroner (1995). In particular,
Ht = C ′0C0 +
K∑
κ=1
C ′1κxtx
′
tC
′
1κ +
p∑
i=1
Aiεt−iε′t−iA
′
i +
q∑
j=1
BjHt−jB′j . (2.41)
The C parameter matrix is restricted to be lower triangular of κ × κ
dimension, while matrices A,B are left unrestricted of κ × κ dimension.
The number of the total parameters to be estimated is of order κ2 or O(κ2).
Thus not only there is an apparent reduction of the estimation burden but
the model also ensures positive definiteness with no further restrictions to
be imposed. However, we still have to restrain κ to take values less than 5.
More intuitively, we can rewrite the BEKK model into a VECH equivalent
format taking into account that (ABC) = (C ′ ⊗ A)vec(B), where ⊗ is a
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Kronecker product.
Ht = (C0 ⊗ C0)′vec(In) +
K∑
κ=1
(A1κ ⊗A1κ)′vec(εt−1ε′t−1)+
+
K∑
κ=1
(B1κ ⊗B1κ)′vec(Ht−1).
(2.42)
This implies that VECH and BEKK are equal if and only if
C0 = (C0 ⊗ C0)′vec(In), (2.43)
Ai =
K∑
κ=1
(Aiκ ⊗Aiκ)′, (2.44)
Bi =
K∑
κ=1
(Biκ ⊗Biκ)′. (2.45)
Another modification is when we restrict A, B to be diagonal matrices
(diagonal BEKK (DBEKK) model). This reduces the number of coefficients
even more, since the covariance matrix only depends on its own lagged
variance and residuals. However, even after imposing restrictions, both
VECH and BEKK alternatives involve a huge number of free parameters
to be estimated. To account for this irregularity, Factor and Orthogonal
models are suggested instead, which apply common dynamics to all elements
of the covariance matrix.
2.2.2.3. Factor Models
Engle, Ng and Rothschild (1990) were the first to observe that asset returns
are driven by common underling factors that can be used as future indica-
tors and for parameterization purposes of the conditional-volatility. Later
on Harvey, Ruiz and Sentana (1992), Bollerslev and Engle (1993) applied
this idea, offering factor models that capture the persistence of conditional
variances. A factor model, as Lin (1992) mentions, can be seen as a par-
ticular BEKK model and can be defined as follows. Let us assume that we
have a BEKK (1, 1,K) model. If Aκ, Bκ have rank one and the same left
and right eigenvectors, λκ, wκ ∀κ = 1, . . . ,K, then this BEKK model can
be seen as Factor GARCH (FGARCH) (1, 1,K) model with:
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Aκ = aκwκλ′κ, (2.46)
Bκ = βκwκ, λ′κ, (2.47)
where aκ, βκ, wκ are N × 1 vectors such that (these are restrictions posed
onto the parameters for identification reasons)
w′κλi =
{
0 for κ 6= 1,
1 for κ = i,
(2.48)
N∑
n=1
wκη = 1. (2.49)
The conditional covariance matrix then takes the form
Ht = Ω +
K∑
κ=1
λκ, λ
′
κ(a
2
κw
′
κεt−1ε
′
t−1wκ + β
2
κw
′
κHt−1wκ). (2.50)
The vector λκ is called the κth factor loading and the scalar w′κεt is called
the κth factor. Several variations have been proposed, e.g. that of Vron-
tos, Dellaportas, Politis who have presented the Full-Factor GARCH model
(2003). The model is characterised by the following equations:
yt = µ+ εt, (2.51)
εt = WXt Xt |Φt−1 ∼ NN (0,Σt), (2.52)
where µ is a N × 1 vector of constants, εt is a N × 1 innovations vector,
W is a N × N parameter matrix, Φt−1 is the information set at time t-1,
Xt = {xi,t} is a N ×1 factor vector .Then the conditional covariance matrix
Ht = WΣtW ′ = WΣ
1/2
t Σ
1/2
t W
′ =
(
WΣ1/2t
) (
WΣ1/2t
)′
= LL′, (2.53)
where Σt = diag(h1,t, . . . , hN,t) with hi,t = ai + bix2i,t−1 + gihi,t−1 ∀i =
1, . . . , N, t = 2, . . . , T, where hi,t is the variance of the ith factor xi,t with
ai > 0, bi ≥ 0, gi ≥ 0. The factors xi,t are GARCH models while εt
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represents a vector of linear combinations of these factors. The covariance
matrix is always positive definite and the model also accounts for the prob-
lem of parsimony. In order to reduce the number of free parameters to be
estimated the W has to be restricted to be an identity matrix. Addition-
ally the factors xi,t ∀i = 1, . . . , N, have variances with zero idiosyncratic
risk, so there is no need to estimate parameters for them. They are derived
through Xt = W−1εt. Assuming a multivariate normal distribution for Xt
the log-likelihood function is
Lt(θ) = −(T − 1)N2 log 2pi −
1
2
T∑
t=2
log |Ht| − 12
T∑
t=2
ε′tH
−1
t εt
= −(T − 1)N
2
log 2pi − 1
2
T∑
t=2
[
N∑
i=1
log(hi,t)
]
− 1
2
T∑
t=2
[
N∑
i=1
x2i,t
hi,t
]
.
(2.54)
The authors propose classical and Bayesian approaches for estimating the
parameters. Finally to tackle the problem of model choice Bayesian model
averaging using Markov Chain Monte Carlo composition is employed.
2.2.2.4. The Constant Conditional Correlation Model
This is a simple multivariate conditional heteroskedastic model as such it
is characterized by Bollerslev (1990). The proposal is to have a model with
time-varying conditional variances and covariance but constant conditional
correlations. By doing so there is an apparent estimation and specification
advantage. The model has been first introduced as an extension to the
Seemingly Unrelated Regressions (SUR) model and can be described as
follows:
yt = E (yt |ψt−1 ) + εt, (2.55)
where yt is the conditional mean and ψt−1 is the σ-field created through all
the available information at time t− 1.
Let V ar(εt |ψt−1 ) = Ht be the time-varying conditional covariance ma-
trix with hij elements in Ht and εit elements in yt and with conditional
correlation
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hijt = ρij(hiithjjt)1/2 ∀i = j + 1, . . . , N, −1 ≤ ρij ≤ 1 (2.56)
Then the full conditional covariance matrix is defined as below.
Ht = DtΓDt, (2.57)
with Dt being a stochastic diagonal matrix with standard deviations on the
diagonal and zeros elsewhere and Γ a time-invariant matrix of unconditional
correlations of the standard residuals both of κ× κ dimension. Elements of
Dt are simply calculated by univariate GARCH processes.
Dt ≡ diag
([√
h11,t,
√
h22,t, . . . ,
√
hκκ,t
])
. (2.58)
The log-likelihood function in turn is
Lt(θ) = −(T − 1)N2 log 2pi −
1
2
T∑
t=2
(log |DtΓDt| − 12
T∑
t=2
ε′t(DtΓDt)
−1εt)
(2.59)
The parameters to be estimated are of order κ2 or O(κ2) but can be esti-
mated in stages, first the univariate GARCH (p,q) models and then the un-
conditional correlation matrix, which both are very simple to compute. The
difference with the BEKK model is that it requires simultaneous parame-
ters estimation, which can become extremely arduous for higher-dimensional
matrices. Moreover, the model ensures positive definiteness and parsimony,
though the constant correlation assumption is too strong.
2.2.2.5. The Dynamic Conditional Correlation Model
This model’s attainment is to amalgamate the flexibility of estimation of the
univariate GARCH models for the covariance matrices with parsimonious
parametric models for the conditional correlation matrix. Engle (2002) is
motivated by the need to provide more reliable multivariate volatility esti-
mates and uses the following decomposition of the covariance matrix:
rt|Ft−1 ∼ N(0, DtRtDt),
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Ht = DtRtDt, (2.60)
εt = D−1t rt, (2.61)
Rt = Q∗−1t QtQ
∗−1
t , (2.62)
where Qt = S ◦ (ιι′ − A − B) + A ◦ εt−1ε′t−1 + B ◦ Qt−1 , with ι a vector
of units and ◦ to be the Hadamard product which multiplies element by
element two equal-sized matrices, and Q∗t = diag
[√
q11,t, q22,t, . . . , qκκ,t
]
.
Qt can be rewritten as Qt = (1− α− β)Q¯t + aεt−1ε′t−1 + βQt−1 where Q¯ is
the unconditional correlation of standardized residual εt. The log-likelihood
to estimate the parameters θ is
Lt(θ) = −(T − 1)N2 log 2pi −
1
2
T∑
t=2
(log |DtRtDt|)− 12
T∑
t=2
r′t(D
−1
t R
−1
t D
−1
t )rt
= −(T − 1)N
2
log 2pi − 1
2
T∑
t=2
(log |Dt|+ rtD−1t D−1t rt − ε′tεt + log |Rt|+
+ ε′tR
−1
t εt).
(2.63)
This model has the advantage (similar to CCC) that its parameters can
be estimated in stages. First the univariate GARCH(p,q) models are fitted
and estimates of hit are obtained; then the conditional correlation matrix
can be calculated. In total the parameters to be calibrated are 3κ for the
covariance matrix and 2 + κ(κ+1)2 for the correlation matrix. The model
is always parsimonious and ensures a positive-definite covariance matrix
estimate. This also has as a consequence that it can be used for large
κ-dimensional progressions.
An alternative to the DCC model of Engle is proposed by Tse and Tsui
(2002). Their model, the Multivariate GARCH with time-varying correla-
tions (VC-MGARCH), can be defined as below:
Ht = DtRtDt, (2.64)
Rt = (1− θ1 − θ2)R+ θ1Ψt−1 + θ2Rt−1, (2.65)
where θ1, θ2 are nonnegative and θ1+θ2 ≤ 1, R = {%ij} is the unconditional
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symmetric κ× κ positive definite correlation matrix and Ψt−1 is the κ× κ
matrix whose elements are functions of the lagged returns. If Ψt−1 and
Γ0 are well-defined correlation matrices, then Γt will also be a correlation
matrix. In addition, Ψt−1{ψij,t−1} is the matrix of the sample correlation
of the standardized residuals {t−1, . . . , t−M}, where
ψij,t−1 =
M∑
m=1
i,t−mj,t−m√
M∑
m=1
2i,t−m
M∑
m=1
2j,t−m
, 1 ≤ i < j ≤ κ, (2.66)
i,t =
εi,t√
hiit
and the condition M ≥ κ is necessary in order to ensure that
Ψt−1 is positive definite. Finally the log-likelihood is formulated as below:
Lt(θ) = −12 log |DtRtDt| −
1
2
r′tD
−1
t R
−1
t D
−1
t rt
= −1
2
log |Rt| − 12
κ∑
i=1
log hit − 12r
′
tD
−1
t R
−1
t D
−1
t rt (2.67)
2.2.2.6. The Exponential Smother
This is the multivariate alternative of the Exponential Moving Average
model or Risk Metrics. The approach employed to model the covariance
matrix is
Ht = λHt−1 + (1− λ)εt−1ε′t−1, (2.68)
where again as in the univariate model λ equals 0.94 for daily and 0.97
for monthly data; thus there is no need to estimate parameters. The model
guarantees parsimony and positive definiteness for the covariance matrix
if H0 is chosen to be a positive-definite matrix as well. Each individual
element equals hijt = λhijt−1 + (1−λ)εit−1εjt−1, which in turn implies that
this model is a restricted VECH model where C equals 0, A, B sum to one
and λ is the weight of each individual variance and covariance.
2.2.2.7. Orthogonal GARCH
What has originally been suggested by Kariya (1988) and afterwards by
Alexander and Chibumba (1997) is to take as system Xt of κ assets or risk
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factors that are unconditionally, uncorrelated where,
Xt = Σˆ−1/2(rt − µt), (2.69)
In the matrix Xt{xi} ∀i = 1, . . . , k the components have been standard-
ized such that xi = yi−µiσi . If we additionally impose that the variables in Xt
are also conditionally uncorrelated, then their conditional covariance matrix
will be diagonal.
Xt = Σˆ−1/2εt, (2.70)
Xt+1|Ft ∼ N(0, Hxt+1), (2.71)
Hxt+1 = diag[h
x
11,t+1, h
x
22,t+1, . . . , h
x
kk,t+1], (2.72)
hxii,t+1 = ωi + βih
x
ii,t + αi([Σˆ
−1/2εt][i])2, (2.73)
Hrt+1 = Σˆ′
−1/2
Hxt+1Σˆ
−1/2. (2.74)
At the end we are left with κ(κ−1)2 + 3κ parameters to be estimated. The
model offers parsimony and ensures positive definite conditional covariance
matrix, but it does not fit the data when there is no evidence of strong
correlation or when negatively correlated variables exist.
2.2.2.8. Generalized Orthogonal GARCH
This is a natural generalization of O-GARCH and it is proposed by Van
Der Weide (2002). Here the assumption of orthogonality of components is
relaxed and linkages between any potential invertible matrixes are created.
The general assumption of the model is that the observed economic process
is governed by a linear combination of uncorrelated economic components
xt = Zyt, (2.75)
where Z is a linear map, invertible and constant over time while it represents
the relationships between observed variables and unobserved components.
These unobserved components are assumed to have zero mean and unit
variance, hence the unconditional covariance matrix equals
V = ExtxTt = ZZ
T . (2.76)
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The conditional covariance matrix is given by
V = ZHtZT . (2.77)
If we assume this Z linear map, then there exists an orthogonal matrix U0
such that,
PΛ1/2U0 = Z, (2.78)
where P is orthogonal eigenvectors matrix and Λ the orthogonal eigenvalues
matrix. Here U0 is an orthogonal matrix. To communicate more clearly the
way U0 is expressed, we should provide further clarification.
If U0 = U , then it can be proved that every m-dimensional orthogonal
matrix U with det(U) = 1 can be represented as a product of
(
m
2
)
=
[m(m−1)]
2 rotation matrices such that U =
∏
i<j
Rij(θij) with − pi ≤ θij ≤ pi
and θij the angle by which the rotation Rij(θij) is performed from ei to ej
(it can be estimated using maximum likelihood). As a consequence, U is
expressed as the product of rotation matrices, while in O-GARCH U = IN .
The implied correlation here can be computed as time-varying processes,
and equals
Rt = D−1t VtD
−1
t , (2.79)
where
Dt = (Vt ◦ Im)1/2 (2.80)
and
Vt = ZHtZT (2.81)
is the conditional covariance matrix of xt = Zyt. The parameters to be
estimated include the rotation coefficients and the parameters for the uni-
variate GARCH models. The log-likelihood of the model can be expressed
as
Lt(θ, α, β) = −(T − 1)N2 log 2pi −
1
2
T∑
t=2
(log
∣∣∣ZHtZT ∣∣∣)− . . .
− 1
2
T∑
t=2
yTt Z
T (ZHtZT )−1Zyt
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= −(T − 1)N
2
log 2pi − 1
2
T∑
t=2
(
log
∣∣∣ZZT ∣∣∣+ log |Ht|+ yTt H−1t yt).
(2.82)
It is substantiated that since orthogonal GARCH models are particular
F-GARCH models, more general BEKK models had GO-GARCH models
nested. Thus for the MLE to be consistent and the process to be covariance
stationary the parameters αi, βi should also be stationary, thus αi + βi <
0 ∀i = 1, . . . ,m
2.2.2.9. Asymmetric Multivariate GARCH Models
A natural extension to the above-discussed multivariate models is to in-
corporated attributes which have been successfully captured by univariate
volatility schemes (leverage effects etc.).
2.2.2.10. General Dynamic Covariance Matrix model
Kroner and Ng (1998) had an intuitive motivation to try to overcome strong
restrictions imposed by some widely used multivariate volatility models and
through robust conditional moments to try to account for any misspecifica-
tions that might be detected. For this reason they nested VECH, BEKK,
CCC and Factor GARCH model while they add an extension which can
incorporate asymmetric dynamics affecting volatility. The definition first of
the General Dynamic Covariance Matrix model (GDC) follows.
Ht = DtRDt + ΦΘt, (2.83)
Dt = [dijt] , (2.84)
diit =
√
θiit ∀i dijt = 0 ∀i 6= j, (2.85)
Θt = [θijt] , (2.86)
θijt = ωij + b′iHt−1bj + a
′
iεt−1ε
′
t−1aj ∀i, j, (2.87)
R = [rij ] rii = 0 ∀i, (2.88)
Φ = [φij ] φii = 0 ∀i, (2.89)
where ai, bi ∀i = 1, . . . , κ are κ× 1 vectors κ being the number of variables)
and ωij , ρij , φij ∀i, j = 1, . . . , κ are scalars with Ω ≡ [ωij ] positive definite.
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The GDC model is comprised of two parts. The first is a constant correlation
model with variances given by a BEKK model, and the second part is Φ
Θt, a matrix with zero diagonal elements and non-diagonal elements given
by BEKK type covariance functions scaled by the φij parameters (hiit =
θiit ∀i hijt = ρij√θiit√θjjt + φijθijt ∀i 6= j). Different restrictions imposed
on parameters can yield a restricted VECH, CCC, BEKK or FARCH. This
can be used in order to compare different existing models and has been
the ground on which extensions were introduced, such as the Asymmetric
Dynamic Covariance Matrix model (ADC).
2.2.2.11. Asymmetric Dynamic Covariance Matrix model
This extension (Kroner and Ng (1998)) nests the previous generalized model
with the asymmetric impact of news to the returns. Let us initially define
a multivariate vector of returns:
rt = µt + εt, (2.90)
εt|Ft ∼ N(0, Ht).
If we define ηt as
ηit = max[0,−εit], (2.91)
nt = [η1t, . . . , ηκt] ,
then an ADC model can be expressed as follows:
Ht = DtRDt + ΦΘt, (2.92)
Dt = [dijt] , (2.93)
diit =
√
θiit ∀i dijt = 0 ∀i 6= j, (2.94)
Θt = [θijt] , (2.95)
θijt = ωij + b′iHt−1bj + a
′
iεt−1ε
′
t−1aj + g
′
iηt−1η
′
t−1gj ∀i, j, (2.96)
R = [rij ] rii = 1 ∀i rij = ρij ∀i 6= j, (2.97)
Φ = [φij ] , φii = 0 ∀i. (2.98)
The same hold for ai, bi, ωij , ρij , φij and Ω as for GDC model. The
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number of parameters to be estimated is 9κ
2
2 +
3κ
2 . The difference between
those two models is in the g′iηt−1η′t−1gj component that is added in the
θijt equation. Thus not only does the ADC nest some natural extension
of those four models discussed before, but it also incorporates asymmetric
effects governing volatility estimation. Under a set of conditions the model
takes the form of one of the four extended models presented shortly below,
and gives estimates regarding the covariance matrix accordingly.
2.2.2.12. Asymmetric VECH
hiit = ωii + β2i hiit−1 + a
2
i ε
2
it−1 + γ
2
i η
2
it−1 ∀i, (2.99)
hijt = φijωii + φijβiβjhijt + φijaiajεit−1εjt−1 + φijγiγjηit−1ηjt−1 ∀i 6= j.
(2.100)
2.2.2.13. Asymmetric CCC
hiit = ωii + β2i hiit−1 + a
2
i ε
2
it−1 + γ
2
i η
2
it−1 ∀i, (2.101)
hijt = ρij
√
hiit
√
hjjt ∀i 6= j. (2.102)
2.2.2.14. Asymmetric BEKK
Ht = Ω +A′εt−1ε′t−1A+B
′Ht−1B +G′ηt−1η′t−1G. (2.103)
2.2.2.15. Asymmetric FARCH
hiit = σij + λiλjhpt ∀i, (2.104)
hpt = ωp + βhpt−1 + aε2pt−1 + γη
2
pt−1 ∀i 6= j, (2.105)
hpt ≡ w′Htw, (2.106)
εpt ≡ w′εt, (2.107)
ηpt ≡ w′ηt, (2.108)
σij ≡ ωij − λiλjw′Ωw. (2.109)
Applications of the models can be found in Bekaert and Wu (2000),
Brooks and Henry (2000) and finally Isakov and Perignon (2000).
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2.2.2.16. Asymmetric Dynamic Conditional Correlation
Cappiello, Engle and Shephard (2006) offer an extended version of the DCC
model (Engle, 2002) so as to account for asymmetries in the conditional vari-
ances, covariances and correlations. Specifically, considerable attention is
drawn to the impact of negative returns to correlations and covariances, but
also an endeavor is made to investigate whether these effects are apparent
not only for stocks but for fixed income securities also . As in DCC re-
turns are summed to be normal with zero mean while the remaining driving
dynamics of the model are given from the following equations.
rt = µt + εt, (2.110)
εt|Ft−1 ∼ N(0, Ht),
Ht = DtRtDt, (2.111)
Rt = Q∗−1t QtQ
∗−1
t , (2.112)
Qt = Q¯−A′Q¯A−B′Q¯B −G′Q¯G+A′νt−1ν ′t−1A+B′Qt−1B + ...
+G′ηt−1η′t−1G, (2.113)
νt = D−1t εt, (2.114)
ηt = εt · 1{εt < 0}, (2.115)
N¯ = E
[
ηt, η
′
t
]
, (2.116)
Q∗t = diag
[√
q11,t, q22,t, . . . , qκκ,t
]
, (2.117)
where qii,t is the (i, i)th element of Qt. Where expectations of N¯ , Q¯ are
difficult to find they are substituted by 1T
T∑
t=1
ηtη
′
t and
1
T
T∑
t=1
νtν
′
t respectively.
Normally the element ρij,t of Rt equals ρij,t =
qij,t√
qii,tqjj,t
.
2.2.2.17. Matrix Exponential GARCH
The introduction of this model is very recent, from Kawakatsu (2006). This
is a multivariate approach of EGARCH taking advantage of properties of
the matrix exponential which ensures positive definiteness without further
constrains. The model also incorporates leverage while allowing a variety
of distributions for estimation purposes. The specification of the model
follows. Let logHt depend on its own past and lagged innovations; then
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h¯t =
p∑
i=1
Aih¯t−i +
q∑
j=1
Bjεt−j +
q∑
j=1
Fj (|εt−j | − E [|εt−j |]), (2.118)
where h¯t is a
κ(κ+1)
2 matrix and h¯t = ht − c0, ht = vech(logHt), c0 =
vech(C), C is a symmetric κ× κ matrix and c0, Ai, Bj , Fj are parameter
matrices of dimension κ∗ × 1, κ∗ × κ∗, κ∗ × κ, κ∗ × κ respectively. The Bj
parameter captures the leverage effect while there is no need to impose any
restrictions since logHt is positive definite. The number of parameters to
be estimated is of order κ4, O
(
κ4
)
, which is a considerable number; thus
the author restricts κ to equal 2 or 3. This implies that although positive
definiteness is achieved, parsimony is still questionable; thus diagonal re-
strictions have to be imposed on parameters to reduce the number of free
parameters.
2.2.2.18. Modelling Multivariate Volatility with Copula-GARCH
Models
Let us define two variables U=F(X) and V=G(Y) and a copula H which is
their joint distribution and completely captures their dependence. Note that
this copula has all dependence information but individual information about
F, G densities. Sklar (1959) proposes that any N-dimensional joint distri-
butions may be decomposed into N marginal distributions and a copula.
Patton (2000) verifies that SKlar’s theorem can be extended to conditional
distributions so as to model time-varying conditional distribution. The idea
in this model-category is to estimate conditional variances using univariate
GARCH models, set the marginal distribution and compute the correlation
using copula functions. An example of this approach can be found also in
Jondeau, Rockinger (2001).
2.2.2.19. Long Memory Volatility Models
Denote a time series by {yt}Tt=0 and its correlation by ρ(κ). Engle and
Bollerslev (1986), Taylor (1986) observed the persistence of volatility (long
memory). In general a time series is said to have long memory if “it has
a slowly declining autocorrelation function (ACF) and an infinite spectrum
at zero frequency” (Granger and Ding (1996)). In other words a stationary
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series with long memory displays autocorrelation coefficients that decline
slowly at a hyperbolic rate while in particular long memory in volatility
implies that the effects of shocks perish slowly. A simple illustration of long
memory series is a parametric fractional integrated noise process I(d).
(1− L)dyt = ηt ηt ∼ iid(0, σ2), (2.119)
(1− L)d =
∞∑
κ=0
ψκL
κ, (2.120)
ψ0 = 1, ψκ =
κ∏
j=1
(1− 1 + d
j
), (2.121)
where L is the lag operator and d is called the fractional degree of integration
of a process and (1 − L)d is the fractional operator. This is the workhorse
behind ARFIMA and FIGARCH, models specifically constructed to account
for autocorrelation persistence in returns when trying to forecast volatility.
In order to measure the degree of long-memory existence in a time series,
instead of the theoretical ACF with sample quantities, there have been
proposed semi parametric and non-parametric tests and estimators.
2.2.2.20. Fractionally Integrated GARCH (FIGARCH)
Since Taylor (1986) first observed that the absolute values of returns have
slow decaying autocorrelation functions the use of historical volatility mod-
els as well as ARCH models when attempting fractional integration has be-
come an article of faith among researchers. Financial applications include
these of Bailie (1996), Bollerslev and Mikkelsen (1996), who have introduced
FIGARCH while integrating squared residuals of US dollar-Deutschemark
exchange rates of conditional-volatility. Later Bollerslev and Mikkel use
the FIEGARCH (1996, 1999) as an alternative to study S&P500 volatility,
as also Taylor(2000) does. Vilasuso tests FIGARCH against GARCH and
IGARCH (2002), while Li (2002), Martens and Zein (2004), Pong, Shackle-
ton, Taylor and Xu (2004) compare FIGARCH with implied volatility. Re-
call also that Hwang and Satchell (1998) study long-ARFIMA as Li (2002)
does, while Bollerslev, Diebold and Andersen (2003) propose a Vector Au-
torgrassive Realised Volatility model with long lags (VAR-RV).
If we parametrised the conditional variance of a GARCH (p,q) model,
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then we have
ht = ω +
p∑
i=1
aiε
2
t−i +
q∑
j=1
βjh
2
t−j ≡ ω + a(L)ε2t + β(L)ht, (2.122)
where L is the lag or “backshift operator,” which in turn implies a prerequi-
site that the lag polynomial [1−β(L)]−1a(L) must be positive. Rearranging
the above equation, we get [1-a (L) -β(L)]ε2t = ω + [1 − β(L)]νt], where
νt ≡ ε2t − ht ⇒ Et−1(νt) = 0. Engle and Bollerslev (1986) proposed the
Integrated GARCH (IGARCH), where 1− βˆ(x)− aˆ(x) ≡ (1− L)φ(L) = 0.
The model can be rewritten as φ(L)(1 − L)ε2t = ω + [1 − β(L)]νt. Em-
pirical evidence rejects the IGARCH model, although it is observable that
in general the volatility is a mean-reverting process. In order to address
this inconsistency Bailie, Bollerslev and Mikkelsen (1996) established the
FIGARCH model of order (p,d,q). FIGARCH is formulated as follows:
φ(L)(1− L)dε2t = ω + [1− β(L)]νt. (2.123)
Setting ω = φ(L)(1−L)d(ε2t −σ2) we can have a more explicit expression
of FIGARCH model as the one:
[1− β(L)]ht = −β(L)ε2t + ε2t − φ(L)(1− L)d(ε2t − σ2). (2.124)
The FIGARCH model reduces to the covariance stationary GARCH (p,q)
for d=0 and the IGARCH(p,q) for d=1, whereas the roots of the polynomial
φ(z) = 0 lie outside the unit circle. Although the model is not weakly
stationary, by restricting d to vary between 0 and 1 (0 ≤ d < 1) we have
a strictly stationary process, and we add flexibility to the estimation of
long-term dependence of the conditional variance.
Additionally let us assume a Fractionally Integrated ARMA process for
the mean, in addition to the FIGARCH assumption for the variance, where
the short-run characteristics of the time series are captured by the conven-
tional ARMA parameters and the long-run attributes are modeled through
the fractional differential parameter.
ψ(L)(1− L)do(yt − µ) = θ(L)εt, (2.125)
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where ψ(L) = 1 −
α∑
j=1
ψjL
j , do with −0.5 ≤ do < 0.5 a fraction number
that allows yt to exhibit long memory and θ(L) = 1 −
m∑
j=1
θjL
j with α, m
defining the order of the polynomials for the two equations respectively and
(1 − L)do =
∞∑
j=0
Γ(j−do)
Γ(j+1)Γ(−do)L
j ≡
∞∑
j=0
pij(do)Lj with pij(z) ≡ Γ(j − z)/Γ(j +
1)Γ(−z) . In accordance with the above mentioned, FIGARCH(1,d,1) model
can be rewritten as
ht = ω + [1− (1− βL)−1(1− φL)(1− L)d]ε2t
≡ ω + λ(L)ε2t , (2.126)
ω = (1− βL)−1(1− φL)(1− L)dσ2, (2.127)
where according to Bollerslev and Mikkelsen (1996),
λ(L) =
∞∑
j=1
λjL
j , (2.128)
λ1 = d− β + φ, (2.129)
λ2 = (d− β)(β − φ) + d(d− 1)2 , (2.130)
λκ = βk−2(d− β)(β − φ)− (β − φ)
k−1∑
j=2
pij(d)βk−1−j − pik(d) ∀k = 3, 4, . . .
(2.131)
ω, λ are non negative to ensure positive variance. The model is not weakly
stationary but when 0 ≤ do < 1 can be strictly stationary.
2.2.2.21. Fractionally Intergraded EGARCH (FIEGARCH)
When EGARCH has been proposed in order to account for leverage effects
by Nelson (1991), the possibility of the roots of the polynomial being close
to one (thus the model to exhibit unit root) had not been addressed ade-
quately. Thus an extension is imperative to allow for fractional orders of
integration. First the classical EGARCH model is rewritten as below and
the FIEGARCH is introduced.
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ln(ht) = ω + (1−
∑
i=1,p
φiL
i)−1(1 +
∑
i=1,p
ψiL
i)g(zt−1)
≡ ω + [1− φ(L)]−1[1 + ψ(L)]g(zt−1), (2.132)
where g(zt) = θzt+γ[|zt|]−E(|zt|). θ measures the effect of different signed
shocks on volatility. Thus if θ < 0 the future conditional variance will
increase disproportionately more following bad news than good news. If we
now factorize the [1−φ(L)] = φ(L)(1−L)d, we get the FIEGARCH (p,d,q):
ln(σ2t ) = ω + φ(L)
−1(1− L)−d[1 + ψ(L)]g(zt−1) (2.133)
The FIGARCH model combines the EGARCH for d=0 and the IGARCH
(p,q) for d=1, whereas the roots of the polynomial φ(z) = 0, as with FI-
GARCH, lie outside the unit circle. Restrictions again have to be imposed
for covariance stationarity on d, thus d should lie between −0.5 < d < 0.5.
In contrast to the FIGARCH model there is no extra need to limit param-
eters to be positive.
2.3. Stochastic Volatility Models
2.3.1. Univariate Stochastic Volatility Models
In the original Black Scholes model there are two assets. The first is a riskless
asset (bond), with price Bt at time t following the ordinary differential
equation
dBt = rBtdt, (2.134)
where r is the spot interest rate at time t and it is a non-negative constant.
The second asset is a risky stock St that is described according to the
stochastic differential equation
dSt = αStdt+σStdWt, (2.135)
where α is a constant mean return rate or else a drift, σ>0 is a constant
volatility parameter and Wt is a geometric Brownian motion which also rep-
resents the random source of the model. The Black-Scholes model relies in
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a number of assumptions that are inherently counterfactual. Outlining the
most important of them, we find the presupposition of a continuity for the
stock price process (no jumps and a log normal distribution at expiry), no
transaction costs are imposed and no arbitrage opportunities exist (this in
tern implies that the market is frictionless), continuous trading and short
selling with full use of proceeds is possible and finally the volatility is con-
stant. By relaxing the last assumption, stochastic volatility models emerged
allowing the second moment to change randomly according to some stochas-
tic differential equation or some discrete random process. These models can
also be used to explain the discrepancies between Black-Scholes predicted
and those observed option prices (smile curves) using implied volatility. Im-
plied volatility is the value of volatility that must go into the Black-Scholes
formula to yield the observed option price, and is involved in a variety of
financial applications since the actual volatility process is not directly ob-
servable and can be approximated using proxies.
A pure stochastic volatility process is as follows:
dSt = µStdt+σtStdWt, (2.136)
where σt changes stochastically according to time and can be for example
an Itoˆ drift diffusion process, a jump process etc. Moreover it is apparent
that the volatility has itself a random source and thus there are no unique
martingales to measure the process. Therefore to complete the above pricing
formula we additionally denote
σt = f(Vt), (2.137)
dVt = (µ+ βVt)dt+ γVtdZt. (2.138)
2.3.1.1. Mean-Reverting Stochastic Volatility models
Researchers dealing with stochastic volatility have always favoured the idea
of mean reversion, which refers to a linear retract term in the drift term or
in the underlying process that governs the volatility. When a model mean
reverts, we usually say that it follows an Ornstein-Uhlenbeck process. Most
of the models discussed here are simple one-factor models initially used to
capture interest-rate movements. However they can very easily be extended
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to be used to describe the volatility evolution.
2.3.1.2. The Vasicek Model
Vasicek (1977) is one of the first to suggest a mean-reverting stochastic-
volatility model with constant coefficients. The dynamics that drive Va-
sicek’s model can be represented as follows:
dSt = µStdt+ σtStdWt, (2.139)
dVt = η(θ − Vt)dt+ γdZt, (2.140)
where η is the rate of mean reversion and θ the long-term mean.
2.3.1.3. The Cox-Ingersoll-Ross (CIR) model
Another popular mean-reverting model for stochastic volatility which is in-
troduced as an extension of the Vasicek model is the Cox, Ingersoll and
Ross model, named after those that suggested it (1985). The model can be
defined by the following equations:
dSt = µStdt+ σtStdWt, (2.141)
dVt = η(θ − Vt)dt+ γ
√
VtdZt, (2.142)
where Wt, Zt are uncorrelated Winner processes. The γ
√
Vt term ensures
the positivity of Vt ∀η, θ > 0, while by further imposing 2ηθ > γ2 we exclude
zero values for Vt as well.
2.3.1.4. Heston’s model
What was unique when Heston first proposed his model in 1993 was that
the vast majority of all researchers prior to that date assumed a zero risk
premium or zero correlation coefficient for the stochastic-volatility process.
This model allows for arbitrary correlation between volatility and returns
as well as a stochastic process for interest rates and a closed-form solution
for bond and currency option prices. The model first assumes that the spot
asset has the following diffusion process:
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dSt = µStdt+
√
VtStdZ1t. (2.143)
If the volatility follows a CIR process, then
dVt = η(θ − Vt)dt+ γ
√
VtdZ2t, (2.144)
where Corr(dZ1t, dZ2t) = ρ, with Z1t, Z2t Wiener processes.
2.3.2. Multivariate Stochastic-Volatility Models
Since the first univariate stochastic-volatility model was proposed by Taylor
(1982, 1986), a vast literature has been published covering different aspects
of the same notion, that volatility evolves over time following a stochastic
diffusion process. Multivariate SV though has been discussed a decade later
from Harvey et al. in 1994. In general if we consider a vector which includes
the log prices of m assets, S = (S1, . . . , Sm)
′ and a y vector of their returns
y = (y1, . . . , ym)
′, then the general diffusion model for S is
dSt = H
1/2
t dW1t, (2.145)
df(vech(Ht)) = αvech(Ht)dt+ βvech(Ht)dW2t, (2.146)
where W1t, W2t are vectors of Brownian motions and df(vech(Ht)) is the
instantaneous covariance matrix. By following the Euler approximation we
end with the following discrete MSV model:
yt = H
1/2
t ε1 εt ∼ N(0, Im), (2.147)
f(vech(Ht)) = αvech(Ht−1) + f(vech(Ht−1)) + βvech(Ht−1)ηt−1,
(2.148)
ηt−1 ∼ N(0,Σn).
The basic intricacy of the above equation is that parameters have to be
restricted for the covariance matrix to be positive definite and parsimonious.
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2.3.2.1. Introducing the fundamental model
As mentioned before, Harvey et al. (1994) specify the first MSV model:
yt = H
1/2
t εt, (2.149)
H
1/2
t = diag
{
exp
(
h1t
2
)
, . . . , exp
(
hmt
2
)}
= diag
{
exp
(
ht
2
)}
,
(2.150)
h1+t = µ+ φ ◦ ht + ηt, (2.151)(
εt
ηt
)
∼ N
[(
0
0
)
,
(
Pε 0
0 Σn
)]
, (2.152)
with Σn = {σn,ij} a positive definite covariance matrix and Pε = {ρij} the
correlation matrix with ρ0 = 1 and |ρij | < 1 ∀i 6= j, i, j = 1, . . . ,m and ◦
the element by element multiplication factor . Since Ht is a diagonal matrix
we ensure it is positive definite and parsimonious with each element follow-
ing exponential AR(1) Gaussian process. The number of parameters to be
estimated is of order 2m + m2. If the off diagonal elements of Σn are as-
sumed to be zero, the model reduces to a Constant Conditional Correlation
model (Bollerslev,1990). Otherwise the elements of ht are dependent.
2.4. Volatility-Forecasting Using High-Frequency
Data and Implied Volatility
Additional to the traditional models used to capture volatility movements
(GARCH-type or stochastic volatility models), there are other alternatives.
These include intra-day data (the sum of squared high frequency returns,
see Bingham and Schmidt (2006) for empirical applications) and implied
volatility which have also contributed towards a better understanding of
future volatility expectations. For the latter method, it is only recently
that due to the increased interest in option markets, views regarding asset
volatility can be expressed using information implied in the related deriva-
tive products. Using however, the option implied volatility to forecast future
asset volatility necessitates the assumption of an efficient option market,
where volatility remains constant over the entire option’s life (Hull and
White (1987)). In an earlier study Canian and Figlewski (1993) claim that
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implied volatility derived using options on the S&P100 index contain no in-
formation regarding expectations of the volatility of the underlying. More
recently also try to answer the question whether the S&P500 implied volatil-
ity index (VIX) encompasses any further information for future volatility,
beyond that offered by model-based forecasts. The answer is not in the affir-
mative. According to their empirical results, if a considerable large number
of models is used, VIX index provides no further incremental information.
Blair, Poon and Taylor (2001) reach a different conclusion. By studying
options on the same index they find that although high frequency data offer
significant information power about future volatility, implied volatility, as
this is expressed using the daily observations of the VIX index, is a more
preferable choice. This conclusion is also supported by Bali and Weinbaum
(2005). Their paper compares the performance of discrete-time GARCH
models, the VIX index and the conditional extreme value volatility estima-
tor (EVT). Empirically they conclude that GARCH-type models produce
inferior results, in comparison with these generated by the other two alter-
natives, with EVT being the most dominant of all. Finally VIX offers a
less accurate characterisation of realised volatility than EVT and GARCH-
type models. Giot and Laurent (2007) using options based on both S&P100
and S&P500, asses the information content of the jump/continuous com-
ponents of volatility when implied volatility is added as an extra regressor.
They find that implied volatility subsumes most relevant volatility informa-
tion while when a GARCH-type model is encompassed in the regression,
implied volatility still is more informative. Additionally, Jiang and Tian
(2005) studying options written on the S&P500 index and using a model
free implied volatility (based on the earlier work of Britten-Jones and Neu-
berger (2000)) conclude that their approach offers indeed an informative
and superior indicator regarding future realised volatility. Martin, Reidy
and Wright (2008) however, in their work find that the model free implied
volatility (as this is represented first by Britten-Jones and Neuberger (2000)
and afterwards by Jiang and Tian (2005)) is a poor performer. On the con-
trary, at-the-money options demonstrate superior predictive power of the
future volatility for three individual equity indexes. The same does not hold
however, when the S&P500 index is under scrutiny. Both model free implied
volatility and at-the-money options are weak indicators of the volatility of
the underlying equity index. Finally it is supported by relevant literature
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that high frequency asset realisations dominate stochastic volatility models,
as demonstrated by Andersen, Bollerslev, Diebold and Labys (2003), Deo,
Hurvich and Lu (2006), Koopman, Jungbacker and Hol (2005), and Pong,
Shackleton, Taylor and Xu (2004), among others. On the contrary, there
is empirical evidence that the predictive power of high frequency asset re-
alisations is stronger than implied volatility when using foreign exchange
data. This has been demonstrated by Andersen et al. (2001), Andersen,
Bollerslev, and Lange (1999), Andersen and Bollerslev (1998), and Martens
(2002), Taylor and Xu (1997), Pong, Shackleton, Taylor, and Xu (2004),
and Neely (2002), who find that intra-day return variances from the for-
eign exchange market provide incremental information content beyond that
provided by implied volatility forecasts. Regarding stock market data, An-
dersen et al. (2001), Areal and Taylor (2002), Martens (2002), and Fleming,
Kirby, and Ostdiek (2003) reach a similar conclusion regarding the superior-
ity of the information power offered by intra-day data. Finally Martens and
Zein (2004), studying three different asset classes, equity, foreign exchange
and commodities conclude that historical intra-day returns can compete
equally and in many instances over-perform implied volatility forecasting
ability of the future volatility movements.
What is apparent from the above is that implied volatility suffers from mi-
crostructure noise, a problem various authors have tried to account for. The
most popular approach is sampling sparsely data as it has been suggested
by Andersen and Bollerslev (1998), Adersen, Bollerslev, Diebold and Labys
(2000, 2001), Barndorff-Nielsen and Shephard (2001) etc. Using this method
however, produces a discretisation error (Barndorff-Nielsen and Shephard
(2002a), Meddahi (2002) etc). Improvements of this estimator have been
suggested from many researchers, including the first-order autocorrelation
adjustment by Zhou (1996), the optimal sampling frequency by Bandi and
Russell (2006, 2008) and Ait-Sahalia, Mykland and Zhang (2005), the av-
erage and two-scale estimator of Zhang, Mykland and Ait-Sahalia (2005),
the multi-scale estimator of Zhang (2006), the realized kernel estimator of
Barndorff-Nielsen et al. (2008) etc.
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2.5. Estimation Methods
2.5.1. Markov Chain Monte Carlo
A Markov chain is a process of random draws from a distribution such that
a future outcome given the present one is independent of any past draw.
Markov Chains are aperiodic meaning that we can not identify any parts of
the state space that the process takes particular values at specific times, ir-
reducible so that there is unlimited communication and interaction between
the states and finally positive recurrent. All above mentioned properties en-
dow the chain with a “unique stationary distribution” which is also the lim-
iting distribution of the chain and the Law of Large Number together with
Central Limit Theorem hold.1 Markov Chains also stimulate the notion of
convergence after a sequence of iterations is performed which is not required
when importance sampling or other similar methods (weighted bootstrap,
rejection sampling) are used. Markov Chain Monte Carlo (MCMC) was
initially introduced by Tanner and Wong (1987) to simulate missing val-
ues of a process (Data Augmentation algorithm). More generally a MCMC
algorithm is a process that is used to simulate distributions through sam-
pling from a Markov Chain that has as its unique stationary distribution
the probability distribution of interest. Apparently the main advantage of
the method is that sampling is not performed directly from the underly-
ing distribution but from the Markov Chain which is constructed with the
help of a transition kernel. The most popular MCMC procedures include
the Metropolis-Hastings (Random Walk MH, Independence MH etc.) and
Gibbs Sampling algorithms (a special case of the first but not applicable in
particular instances).
Suppose for example there are x = x1, x2, . . . , xn observations with
probability distribution p(x) and a proposal distribution q(y|x) while y =
y1, y2, . . . , yn random draws. In the Metropolis-Hastings algorithm we
accept the proposal draw with a particular probability,
{
xt+1 = yt Prob = α
xt+1 = xt Prob = 1− α
(2.153)
1For reference regarding Markov Chains see Mira (2004)
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where the probability α equals,
α(xt, yt) = min
{
p(y)q(y, x)
p(x)q(x, y)
, 1
}
(2.154)
This is introduced by Metropolis et al. (1953) but requires the proposal
distribution to be symmetric, q(x|y) = q(y|x). Later Hastings (1970) in-
troduces the extended version that relaxes the above mentioned restriction.
Some criticism regarding the algorithm is made due to the fact that the
proposal distribution is usually carefully chosen so as to be easily simu-
lated while a tuning parameter is also necessary. This tuning differs from
one problem to another so the researcher has to make relevant each time
adjustments.
The Metropolis-Hastings (MH) algorithm can be either Independent or
Random Walk. In the Independent MH the current draw does not depend on
previous random draw while a common choice for the proposal distribution
is the multivariate Gaussian,
q(x, y) = q(y), (2.155)
y ∼ N(µ, cV ),
where µ = θ˜ = arg max ln p(θ˜|y), c is the tuning parameter and V =
−c
{[
∂2 ln p(θ|y)
∂θ∂θ′
]
θ=µ
}−1
, and retained with probability (see Geweke (1994),
Amisano and Geweke (2006)),
min
{
p(y)p(x|y)q(yt−1,µ, cV)
p(yt−1)p(x|yt−1)q(y,µ, cV)
, 1
}
(2.156)
where µ is a vector with model’s parameters (µ = θ˜).
The Random Walk MH instead takes under consideration only symmetric
proposal distributions,
q(x|y) = q(y|x). (2.157)
With no restrictions for the variance covariance matrix it retains draws
with probability
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min
{
p(y)p(x|y)
p(yt−1)p(x|yt−1)
, 1
}
. (2.158)
Although the Independent MH algorithm occasionally yields superior re-
sults, the rate of acceptance is higher than that of the Random Walk MH.
2.5.2. Bayesian Inference
Bayes theory involves the specification not only of a model generating the
data along with a set of unknown parameters, but also a prior distribution
for these parameters.
Let y = y1, y2, . . . , yn be a vector of independent identically distributed
observation with θ unknown parameters. Bayes theorem states that infer-
ences for θ can be made based on the posterior distribution which equals
(Carlin et al. (2000))
p(θ|y, η) = p(y, θ|η)
p(y|η) =
p(y, θ|η)∫
p(y, θ|η)dϑ
=
p(y|θ)p(θ|η)∫
p(y|θ)p(θ|η)dϑ =
l(y|θ)p(θ)
m(y|η) , (2.159)
where p (y|θ) is the probability distribution of y, p (θ|η) the prior distri-
bution of the parameters with η hyperparameters. m (y|η) is also called
the marginal distribution and it is not dependent on θ but on η instead.
A challenge to surmount, however, lies ahead, regarding the specification
of the prior distributions or else the prior belief of the researcher about
each component of θ. Usually, frequentists condemn Bayesian enthusiasts
due to this dependence on subjective prior beliefs and convenient priors
(conjugate). However, it is common knowledge today that the selection of
non-informative priors such as uniform can ease the problem if no further
details about the parameters’ distributional pattern are available. In fact,
however, there exists unconstrained choice of any prior distribution due to
the computational ease available nowadays. This fact can greatly contribute
towards the objectivity of the research.
Apart from parameter estimation, another popular application of Bayes
theory is when performing model averaging. The technique, also known
as Bayesian Model Averaging (BMA), can easily provide a way to contend
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with the uncertainty involved in the model selection procedure.2 Suppose for
example that there are n models to be considered, M1, M2, . . . , Mn, all of
which have a probability density and a likelihood function. The researcher
can assign a set of prior probabilities to each one of these models under
consideration, Prob(Mi), along with a prior for the parameters θi. Here
it is assumed that a collection of data points is observed y = yt (where y
represents the returns vector) and the quantity of interest is ∆; then its
posterior equals
Pr(∆|y) =
2n∑
i=1
Pr(∆|Mi, y)Pr(Mi|y), (2.160)
with 2n candidate models to have generated ∆ (n can, as we will see in
subsequent chapters, equal the number of different predictors). Using the
Bayes rule the posterior for model Mi is as follows:
Pr(Mi|y) =
Pr(y|Mi)Pr(Mi)
2n∑
i=1
Pr(y|Mi)Pr(Mi)
, (2.161)
where Pr(y|Mi) =
∫
Pr(y|θi,Mi)Pr(θi|Mi)dθi is the marginal likelihood of the
model Mi and Pr(Mi) is the prior probability of the model (see Madigan
and Raftery (1994), Raftery, Madigan and Hoeting (1999), Tang (2003)).
Then the Bayes factor (BF) is defined as (Wasserman (1997))
Bij=
Pr(Mi|y, n)
Pr(Mj|y, n)
=
mi
mj
=
∫
Li(θi)pi(θi)dθi∫
Lj(θj)pj(θj)dθj
, (2.162)
which can give a coherent measure when comparing model Mi against model
Mj (Bayes factors are important for averaging purposes). According to Jef-
frey’s (1961), the Bayes Factors can be interpreted accordingly, for example
BF > 10 indicates an apparent dominance of the first model against the
second etc. If we had an almost infinite collection of models, averaging all of
them could yield better results. However, there are practical problems when
trying to implement the above suggestion, which implies that the examiner
has to restrict himself in the selection of models only up to a point that is
2An important reference for the researcher is the Bayesian Model Averaging homepage
(Volinsky (2010)) where one can identify some prominent papers and pieces of lit-
erature towards a better understanding of the significance and the evolution of the
method.
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computationally plausible. Madigan and Raftery (1994) propose a graphical
model selection algorithm, which is later extended by Volinsky, Madigan,
Raftery (1996) to a linear regression scheme named “Occam’s Window”
method, according to which models that underpredict in comparison with
the best predicting model should not be considered. They also exclude mod-
els that are too complicated for the researcher and do not add any further
knowledge in comparison to their simpler equivalents. Summarizing, they
defined two classes of models:
A′ =
{
Mi :
maxj{pr(Mj |y)}
pr(Mi|y) ≤ c
}
, (2.163)
where Mi is each individual model and c defines the boundaries that should
be surpassed, and
B =
{
Mi : ∃Mj ∈ A,Mj ⊂Mi, pr(Mj |y)
pr(Mi|y) > 1
}
. (2.164)
Then the models not belonging in A′ and those included in B are left
out (see Madigan and Raftery (1994), Volinsky, Madigan, Raftery, Kronmal
(1997)), so that the researcher is left with A as the targeted subspace, where,
A = A′\B. (2.165)
The posterior probability (eq. 2.159) is transformed as follows:
Pr (∆ |y ) =
∑
Mi∈A
Pr (∆ |Mi, y ) Pr (Mi |y ). (2.166)
The second principle underpinning Occam’s Window relates to the posterior
odds ration. If modelM0 is smaller thanM1 and there is supportive evidence
for M0, then M0 is accepted. To reject M0 and accept M1 stronger evidence
would be required, while when evidence is inconclusive we reject neither of
them.
Another alternative to approximate (2.159), suggested by Madigan, York
(1995), is using the Markov Chain Monte Carlo Model Composition MC3
algorithm. Under this method, if we simulate a Markov Chain M(t), with
t = 1, 2, . . . , N representing the random draws, with state space M and
equilibrium distribution Prob(Mi |y ), then for any function g(Mi) as N →
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∞ the summation 1N
N∑
t=1
g(Mt) is an estimate of the expectation of g(M).
Gˆ =
1
N
N∑
t=1
g(M(t)),
Gˆ → E(g(M)) as N →∞. (2.167)
Here in particular the function g(M) equals
g(M) = Pr (∆ |M,y ) . (2.168)
The method uses the entire model sample space, while we accept a draw
from the proposal ”neighborhood” state which includes models with one
more and one less parameter than the current model M with probability
min
{
1,
P r (M ′ |y )
Pr (M |y )
}
, (2.169)
where M ′ is the proposal state and M ∈ Ω where M is the model space.3
When referring to the traditional approach of Bayesian Model Averaging
where Bayes Factors are involved, the calculation of the marginal likelihood
is always an arduous task to perform. The integral representing the marginal
distribution is only numerically tractable in the majority of the cases. In-
stead of estimating the Bayes Factors, however, we could approximate the
method. In the past a variety of alternatives have been proposed which ap-
proximate BMA. Some of these include the Laplace Method (Tierney and
Kadane (1986)), BIC approximation (Schwarz (1978), Madigan and Raftery
(1995), Kass and Wasserman (1995)) and finally the MLE approximation
(Draper (1995), Raftery et al. (1996), Volonsky et al. (1997)).2 There are
however cases where these approximations fail to provide a competitive re-
sult; thus the calculation of the actual marginal likelihood is again under
consideration in order to perform Bayes inference. A convenient way to cal-
culate the posterior density is through the use of MCMC algorithm. Chib
(1995) proposes an approach when MCMC with Gibbs Sampling is used
which is extended (2001) to include MCMC with the Metropolis-Hastings
3A more detailed analysis can be found in Hoeting et al. (1999), Madigan, & Raftery
(1994), Madigan,& York (1995) and Volinsky et al. (1997) while for the Metropolis-
Hastings algorithm see Chib,& Greenberg (1995).
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algorithm. Gelfand and Day (1994) also offer an approximation of the inte-
gral that can be applied in both cases, while Geweke (1999) modifies their
early work by suggesting a truncated multivariate distribution to be used
when calculating the marginal distribution.
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3. Volatility Model Averaging and
Option Pricing
3.1. Introduction
For over three decades conditional volatility forecasting has undeniably at-
tracted a considerable amount of interest. However, there exist significant
differences in prediction outcomes, since they greatly depend on the partic-
ular model choice. Evidence of the existence of a dominant proposal cannot
easily be traced, while, the ever changing market conditions increase the
generic problem with volatility forecasting. Model uncertainty can cause
direct complications, not only to option pricing as it will be discussed here,
but also to a vast number of financial applications including risk manage-
ment related decisions and asset allocation problems. The idea of aver-
aging can be traced back to 1963 when Barnard observed that by simply
averaging two separate models he could enhanced forecastability. Addi-
tionally, Bayesian Model Averaging (BMA) can be attributed to Leamer
(1978), whose work is a continuation of Robert’s (1963), and suggests the
use of combined model posterior distributions. A more profligate future
for Bayesian enthusiasts under the discrete-time volatility spectrum could
not be foreseen before the early 90s, when Geweke (1994) used importance
sampling in order to implement Bayesian Inference for a GARCH model.
Although Bayesian Model Averaging is promising, it makes assumptions of
the prior and proposal distribution of the model’s parameters and imposes
to the researcher an unavoidable computational burden. In order to ease
calculations, an approximation of the above method is usually used, where
the Bayes Factor is substituted by information criteria, when the method
is referred to as Bayesian Approximation (BA). In a more contemporary
work, Granger and Jeon (2003) propose the use of Thick Modelling (TM)
to perform averaging.
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This chapter first presents the three mentioned distinct approaches of av-
eraging (BMA, BA, TM) and how they perform compared to their single
model alternatives. We also propose two new methods to determine the
weights assigned to each model for Thick Modelling, first using an optimi-
sation algorithm and second using Neural Networks. These approaches try
to capture any nonlinear relationships between the various methods used
for forecasting. The number of competing volatility models is more than
180, all used in a ground-breaking attempt to attain forecasting optimality.
This is a daunting task to perform, especially when Bayesian Model Aver-
aging is under consideration. Results though are promising. It is also worth
mentioning that Bayesian inference has been applied only to the simple
GARCH(1,1) model.1 This created an additional impediment when aver-
aging a wide variety of complicated discrete volatility proposals under the
Bayes theory spectrum.
Accurate volatility forecasting is also fraught with significance when op-
tion pricing is under consideration. Using as reference the Heston & Nandi
(2000) model for discrete volatility option pricing, two further novelties
are suggested: first pricing by averaging the individual option prices under
different assumptions of the underlying volatility, and second, pricing by av-
eraging not the set of all prices this time but the alternative volatilities that
drive the dynamics of the underlying asset, and ultimately feed this aver-
aged volatility to the model and then price. Both proposals are contrasted
against single volatility pricing models. What is also novel here is the fact
that every previous attempt regarding pricing options with discrete volatil-
ity assumption of the underlying has been focused only on simple models
from the GARCH family (Duan (1995, 2000), Christofersen (2004)), and
only up to lag one. This narrow view is extended here so that some of the
most important conditional-volatility models are estimated, extending their
dimension up to lag four.
The rest of the chapter is developed as follows. First some literature
regarding the application of Bayes theory when estimating conditional-
volatility is presented. Afterwards all different methods of averaging used
in the research, including Bayesian Model Averaging (BMA), the Bayesian
1The only exception is Vrontos et al. (2000), who also present EGARCH but they
restrict the analysis to one lag for the GARCH model and to the second lag for the
EGARCH.
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Approximation (BA) and a considerable number of Thick Model Averaging
(TMA or TM) alternatives, are presented. Comparison of these averaged
schemes with single volatility models follow, while further details regarding
the theory underlying their implementation are provided. In the second
part, option pricing becomes the focal point. Here we compare the model
constructed by averaging processes with different assumptions regarding
the volatility dynamic of the underlying with the one that has the averaged
volatility alone as its driving force, as well as with single model volatility
proposals. An empirical application that involves forecasting the volatility
of the S&P500 index, as well as pricing options written on the same in-
dex, substantiates the superiority of the averaging propositions against any
single alternative.
3.2. Literature Review
3.2.1. Bayesian Model estimation & averaging for
conditional-volatility models
One of the most important applications of Bayes theory is when mod-
elling conditional heteroscedasticity. First Geweke (1989, 1994) applied the
importance-sampling method, and later the Metropolis-Hastings algorithm,
in order to carry out inference on GARCH models. Bauwens and Lubrano
(1996), based on some inherent drawbacks of the Metropolis-Hastings algo-
rithm, tried to use the Griddy-Gibbs sampler (Ritter and Tanner (1992))
so as to apply the method for the GARCH (1,1) model with Student-t
innovations and account for fat tails and excess kurtosis. They also com-
pared their results with those acquired when performing Importance Sam-
pling and Metropolis-Hastings algorithm instead. Finally, they provided
some applications using an asymmetric GARCH on the Brussels’ stock ex-
change index and predicted option prices. Nakatsuma (1998, 2000) applied a
Markov-Chain sampling technique with the Metropolis-Hastings algorithm
in order to perform Bayesian estimation and analysis (non-stationarity test
etc.) for GARCH models. Numerical applications of the model include
simulated data as well as weekly foreign exchange rates of the US dollar
to Swiss Franc. At the same time, Vrodos, Dellaportas and Politis (2000)
moved a step forward by estimating GARCH and EGARCH models and
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used their posterior average distribution to forecast volatility. They ap-
plied the reversible-jump MCMC for the implementation of the Bayesian
inference, and they concluded their paper with applications related to the
Athens stock exchange index and to option pricing. Following Bauwens and
Lubrano (1996), Concepcion-Ausin and Galeano (2006) used Griddy-Gibbs
sampler to estimate the GARCH model but with innovations that follow a
Gaussian mixture distribution. According to the authors, although there are
some problems when analyzing mixture models, Bayes theory can facilitate
and ease the estimation of the likelihood function for the parameters and
consequently the evaluation of the posterior distribution. The Swiss Market
Index is used for application of the Gaussian mixture GARCH(1,1) model
and some problems related to the estimation of the VaR are also addressed.
Finally Verschuere (2007) introduced a MCMC algorithm in order to es-
timate Markov-Switching GARCH models (Hamilton and Susmel (1994),
Gray (1996)). The particular method can be viewed as a regime-switching
model that allows correlation between the regimes. Here the Bayesian ap-
proach facilitates the estimation of this extra parameter that governs volatil-
ity regimes using Gibbs sampler algorithm (see Smith and Roberts (1993)
for Bayesian estimation of hidden Markov Chains). The data used to test
the model are simulated from a Monte Carlo process. However, sugges-
tions for further implementation of the method using real data are made,
along with its comparison with the one presented in Gray’s paper (1996)
for regime switching GARCH models.
3.2.2. Thick Model Averaging for conditional-volatility
models
In contrast with Bayesian Model Averaging, Thick Modelling has only been
introduced recently by Granger and Jeon (2003). What has been suggested
initially is the use of a simple average of the top (according to a selected
percentile) performing models. The intuition behind their suggestion is the
fact that there might be a model that is not optimal in a particular time
period but might under different circumstances. Considering the highly
volatile market environment it comes as a natural conclusion that a catholic
dominant forecasting method will always be elusive, so instead one can opt
for averaging the strongest canditates.
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Initially, let f it be the forecast of model i at time t where there exist n dif-
ferent modelling alternatives competing to be selected from the researcher.
Thick Model Averaging states that instead of opting for a single model one
can simply average all of them and based on that averaged scheme produce
the final forecast:
Ft =
1
n
n∑
i=1
fi,t. (3.1)
An alternative to the above simple approach is to choose a percentage of
the best and worse performing models that you want to be removed in an
attempt to eliminate any extreme performances. Trimming is something
proposed by Stock and Watson (1999) and can be expressed as follows,
Ft =
1
n− Trim
n−Trim∑
i=1
fi,t. (3.2)
Trim is the number of forecasts that were trimmed. In order to assign
more weights to the better forecasts and less to the worse, OLS has also been
suggested instead of simple averaging. There are however multicollinearity
problems reported under this approach. A possible solution to that is to
exclude some of models from the regression equation and repeat calculations.
In order to find the combined forecasts there are two steps involved. First
we estimate the parameters of the model by performing the regression:
(rt − µ)2 =
n∑
i=1
wˆifi,t + εt. (3.3)
Afterwards we can combine the weighted forecasts according to the es-
timated coefficients and produce the final averaged prediction, which now
equals
Ft =
n∑
i=1
wˆifi,t. (3.4)
Another approach to find the weights is by using a loss functions. The
choice of the loss measure is subjective, though. Let l be a loss function;
then the weights can be estimated as,
wˆi =
li,t
n∑
i=1
li,t
. (3.5)
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3.2.3. Neural Networks and conditional-volatility forecasting
The ability to forecast volatility using neural networks has long been a
controversial issue. Although artificial intelligence related techniques for
forecasting were first introduced in the late 80s-early 90s, they were re-
garded by many as obscure or else a “black box”. No less than a decade
ago, neural networks have been back in the spotlight, regaining the lost ter-
ritory in our collective consciousness as an efficient technique for predicting
the future. This is mainly driven by the recognition of their ability to cap-
ture adequately complex nonlinearities that underly many time series and
ultimately to outperform their linear rivals.
Despite the various Artificial Neural Networks (or else Neural Network
models) that can be found in the literature, the answer to the question which
one of those performs better still is not straightforward. The most commonly
used, however, is the Artificial Neural Network with Feed Forward Back
Propagation algorithm (FFBP). Its efficiency has been a subject of research
more than for any other Neural Network model. By some recent estimates it
accounts for the 90 percent of all Neural Network related applications, while
in particular occasions it performed adequately well. The development of
other alternatives including Hopfield networks (Recurrent), Probabilistic,
Fuzzy Logic, Self Organized Networks etc. also share a part in the endeavor
to make more accurate predictions under the Neural Network scope.
Early work on volatility forecasting using Neural Networks can be found
in Catfolis (1996). What is attempted is the prediction of stock return
volatility implementing a Nonlinear AutoRegressive Moving Average with
eXogenous inputs model (NARMAX) with Neural Network structure. The
results for a forecasting horizon of four weeks were satisfactory; however,
the author points out that different structures have to be implemented in
different stocks. Thus a generalization of a catholic architecture to the
whole market is never optimal. In the same year Ormoneit and Neuneier
(1996) used neural networks to predict the volatility of the German stock
index DAX using first multilayer perceptrons and second density estimating
NN. The results indicated predictive dominance of the second method, as
density-related NN can model efficiently complicated residual probability
models. Harrald and Kamstra (1997) moved one step forward by evolving
Artificial NN to combine volatility forecasts and compared their results with
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a naι¨ve average combination, a least squares method and a non-parametric
Kernel method. Again their best evolved network (self adaptive instead of
simply evolutionary) highly outperformed the other alternatives. Moreover
their suggestion exhibited supremacy when statistical tests for encompassing
were performed. In the same year Freisleben and Ripper introduced a new
model that in addition to predicting the conditional expectation could also
‘learn’ the conditional variance. To asses its performance a comparison with
NGARCH is executed and results are once more satisfactory. Additionally,
Schittenkopf and Dorffner (1998) used mixture density networks to predict
volatility, incorporating the long-memory characteristic of volatility in these
models as well as non-Gaussian probability densities. Results indicated
a superiority in comparison with commonly used models for conditional-
volatility such as GARCH,GJR etc. More recently Tino, Schittenkopf and
Dorffner (2001) were involved with Recurrent NN (RNN) when used to
simulate daily straddles, where performance is based on the volatility of the
underlying assets. What is demonstrated is that RNN have a restrictive
character that prevents the full use of their representation power. This has
as a consequence that they either overestimate noisy data or have a finite low
memory. Thus they conclude that there is no apparent reason against using
simpler fixed-order Markov models instead. Additionally, Hamid and Iqbal
(2002) have written a primer for NN when used to forecast time-dependent
volatility. They use a simple FFBB NN which significantly outperformed
implied volatility and is broadly consistent with realized volatility. The
basic intuition behind this paper is the demonstration that even a basic
structure of a NN is adequate to offer forecasting dominance. Finally Roh
(2006) managed to enhance the predictive power of classical financial time
series models as EWMA GARCH and EGARCH by integrating them into
an Artificial NN. Additionally the author employed a two-sided focal point
regarding not only the deviation but also the direction of the forecasted
variables. Finally in this study after the coefficients were estimated using
conventional financial time series models, new variables that affect the re-
sults are extracted. This is in contradiction with classical techniques that
use trial and error to find the optimal coefficients of the inputs in order to
produce the best forecasting output.
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3.3. Methodology
3.3.1. Methodology for Bayesian Volatility Estimation
From what has already been mentioned regarding the literature, any at-
tempt that has been made so far is strictly restricted in the use of simplified
models for estimation convenience. The scope of this research, however,
extends beyond model and lag confinements by using Bayesian Inference to
estimate a wide variety of the most important GARCH models and for every
specification of them (every possible combination up to lag(p,q) four). An
additional contribution however is the fact that Bayes theory is also used to
account for model uncertainty by applying Bayesian Model Averaging. This
endeavor generates a collection of more than 180 single models to estimate
and to average them using their posterior probabilities. Since there are only
few papers that implement Bayesian Model Averaging and none in the field
of volatility forecasting, this is a novice attempt that contributes to a better
understanding of the use of the theory in attaining superior forecastability
of conditional-volatility. Until now the frequentist approach has almost mo-
nopolistically governed the bulk of the research, due to ignorance related to
the drawbacks of the method as well as for its computational ease. Contem-
porary technological advances, however, emancipate the researcher who is
capable of reaping the benefits of hi-tech expertise and yield superior fore-
casts under the Bayes spectrum. However, to account for some unavoidable
discrepancies, BMA is also contrasted with other competing averaging alter-
natives, including Bayesian Approximation and Thick modelling (Granger
and Jeon (2003)).
In particular, the volatility models that are investigated here include:
• GARCH(p,q) ∀p, q = 1, . . . , 4;
• APGARCH(p,q) ∀p, q = 1, . . . , 4;
• AVGARCH(p,q) ∀p, q = 1, . . . , 4;
• NARCH(p,q) ∀p, q = 1, . . . , 4;
• NAGARCH(p,q) ∀p, q = 1, . . . , 4;
• TGARCH(p,q) ∀p, q = 1, . . . , 4;
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• GJR-GARCH(p,q) ∀p, q = 1, . . . , 4;
• EGARCH(p,q) ∀p, q = 1, . . . , 4;
• Fattailed GARCH(p,q) ∀p, q = 1, . . . , 4;
• FIGARCH(p,d,m) ∀p, q = 1, . . . , 4;
The last model accounts for the phenomenon of long memory (persistence)
when attempting volatility forecasting. To ensure positivity and stationarity
of the variance, we have to restrict the models’ parameters (for further
details refer to the original papers). For this reason unbounded support is
achieved here by reparametrisation following Amisano (2006):
θ = [ln(ω),
ln(α1)
1−
p∑
i=1
αi −
q∑
i=1
βi
, . . . ,
ln(αi)
1−
p∑
i=1
αi −
q∑
i=1
βi
,
ln(β1)
1−
p∑
i=1
αi −
q∑
i=1
βi
, . . . ,
ln(βj)
1−
p∑
i=1
αi −
q∑
i=1
βi
] (3.6)
∀i = 1, . . . p and ∀j = 1, . . . , q where max(p, q) = 4
The next step in order to begin applying Bayesian Inference is to make
distributional assumptions for the priors of the parameters. Prior distri-
butions are in general a subjective choice, although uninformative priors
(Uniform) can establish a more unbiased scope of the research. Empirical
evidence, however, favours the use of the Gaussian distribution, which can
be asymptotically a sufficient assumption even when it is not the true under-
lying distribution. Gaussian priors are conjugate to themselves, dictating
the posterior to be Gaussian as well.
In general, according to Bayes Theory the posterior distribution of θ
conditional on past realizations equals
p(θ|y, η) = l(y|θ)p(θ)
m(y|η) , (3.7)
where l(y|θ) is the likelihood function and p(θ) is the prior density of the
parameters with η hyperparameters. In most cases, however, the analytical
estimation of the posterior distribution is not possible, so alternative ap-
proaches have to be adopted. Here a Markov Chain Monte Carlo algorithm
76
is used to facilitate the calculations by sampling from the proposal poste-
rior draws for the parameters. The posterior mean can be regarded as an
estimate of the parameters θ1, θ2, . . . , θi, where the length of i depends on
the model. More generally,
θ = E(θ|y, η) =
∫
θp(θ)l(y|θ)dθ∫
p(θ)l(y|θ)dθ =
1
T
T∑
t=1
xt, (3.8)
where T is the number of draws from the proposal and xt symbolizes the
random number (draw). The main characteristic of a Markov Chain is
that the next draw depends only on the current draw, autonomously of
any past draws, and is retained with a particular probability α or else it
is dependent on a transition kernel. As the number of draws increases the
chain will converge eventually to a distribution which is the “true” posterior
distribution of interest. 2
From the above discussion there is, as expected, a plethora of issues that
dictates our attention to be drawn at. First the selection of prior is usually
favoured to be Gaussian or Student-t. This is mainly due to the fact that
these are convenient computationally distributions, not always preserving
the objectivity of the method. Here the Normality assumption of the prior
distribution of parameters is considered reasonable, since the number of
draws is sufficiently large.3
Afterwards, the choice of the starting values for the parameters should
be put under scrutiny. Since the chain after a considerable large number
of iterations will converge to its unique stationary distribution, the partic-
ular starting values of the parameters tend to play a trivial role towards
the fulfillment of this objective. Gilks et al. (1996) mentioned that “a
rapidly-mixing chain will quickly find its way from extreme starting val-
ues. Starting values may need to be chosen more carefully for slow-mixing
chains to avoid a lengthy burn in”. However it is common practice to start
with the estimates derived using maximum likelihood to facilitate quicker
convergence.
The burn-in sample that has been mentioned previously refers to the num-
ber of iterations that are excluded before averaging the random draws to
2See Figure 3.2, 3.3 for the convergence plots of parameters to their theoretical distri-
bution using MCMC.
3For further discussion about noninformative priors or improper priors refer to Jeffreys
(1961), Kass & Wasserman (1995), Wasserman (1997).
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take posterior parameter estimates. It refers to the initial part of the chain
where abrupt moves are observed that are so extreme that they can influ-
ence the final result, since values from there can act as outliers. The size of
the burn-in-sample usually depends on the starting values of the parameter
estimates, which also determine how quickly the algorithm converges to the
desired posterior distribution. Another factor to be taken into account is
how close the proposal distribution is to the posterior one of interest. In
practice, however, there are a lot of assumptions to be taken under consid-
eration; thus the determination of the length of the burn-in-sample is far
from trivial to calculate. The most popular and easy to apply method is to
observe when the chain becomes stable enough and discharge the part of the
chain that is most volatile (usually, and what we also use here, is around the
10% of the observations to be discharged, though others suggest a smaller
percentage). Another way is to use convergence diagnostics (Cowles and
Carlin (1994), Brooks and Gelman (1998)). Finally the use of multiple par-
allel chains until they become close can provide a way to access the size
of the burn in-sample. Conclusively the determination of the size of the
sample to be excluded as the chain approaches stationarity is so important
that if the number of simulations is not sufficiently large and the relative
burn in is relatively small then incorrect predictions of the parameters can
be produced.
After the above considerations, the Random Walk Metropolis-Hastings
algorithm is selected in order to facilitate the simulation of the posterior.
The scaling (or tuning) parameter for this algorithm plays a role of immense
importance. For example, a miscellaneous choice can either produce high
acceptance rates where small steps dictate only a small part of the distribu-
tion to be visited, or low acceptance rates where the algorithm moves from
the centre of the distribution to the tails abruptly, leaving a lot of space not
adequately mapped.
Additionally the update of the parameter vector is performed simulta-
neously and not one at a time (Single Component Metropolis algorithm,
Metropolis et al. (1953)), according to Vrontos et al. (1999), who proved
that it is more efficient to sample simultaneously from the full proposal for
each component of the parameter vector. The reason why at first place
the use of a Single Component update is advocated is due to the fact that
the subdivision of θ into parts is thought to facilitate the reduction of the
78
computational burden. However, this approach ignores the fact that the
components of the θ vector are highly correlated, which when disregarded
can significantly decrease the performance of the algorithm (see also Hills
and Smith (1992)). 4
3.3.2. Methodology for Bayesian Model Averaging
Undeniably BMA has been a popular choice as a method to alleviate the
uncertainty of selecting one particular model to describe the observing data
and to yield accurate forecasts based on this preference. Usually, when the
object of interest is volatility there exists an abundance of models which
can be used in the averaging process. If we assume for example that there
are two competing choices, M1 and M2 where M1 6= M2, then we can use
the following ratio to make relevant comparisons:
Pr(M1|X)
Pr(M2|X) =
Pr(M1)
∫
p(y1)p(y1|X)dy1
Pr(M2)
∫
p(y2)p(y2|X)dy2 =
Pr(M1)m(X|M1)
Pr(M2)m(X|M2) . (3.9)
The first part of the fraction, Pr(M1)Pr(M2) , is called the “prior odds ratio”,
while the second part, m(X|M1)m(X|M2) , is the “Bayes factor” (Gelfand and Day
(1994), Chib (1995, 2001), Geweke (1996)). This “posterior odds ratio” can
be estimated for all n competing models in order to help us determine the
most dominant one. Since the prior odds ratio is assumed to be the same for
every pair (in order to guarantee subjectivity), what is left to the researcher
is the calculation of the marginal likelihoods. Among the most important
proposals for this reason we can identify Chib’s method (1995) which could
only be applied to the Gibbs Sampling algorithm while it is later (2001)
extended to the Metropolis-Hastings algorithm as well. Another popular
method to estimate marginal likelihoods is the one suggested by Gelfand
and Dey (1994).
Here we adopt a modified version of what has been originally introduced
by Geweke (1996). At first place Gelfand and Dey applied an analytical
approximation in order to calculate the marginal distribution. However,
the accuracy of these approximation is in doubt when the sample size is
4See Figure 3.1 which is an example plot of the actual parameters’ distributions against
the fitted proposal distributions using MCMC for one of the volatility models studied
here (GARCH(1,2)).
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small, so they use instead a MCMC approach in order to produce better
results. The theory involves the adoption of any function of the parameters
vector θ, g(θ) for example, that can be characterized as a distribution and
transform it to give the desired marginal. What is produced indeed if we
integrate this selected function is the inverse of the marginal,
∫
g(θ)dθ =
∫
g(θ)
p(θ|y, η)
p(θ|y, η)dθ
=
∫
g(θ)
m(y|η)
p(θ|η)p(y|θ, η)p(θ|y, η)dθ = 1, (3.10)
m(y|η)−1 =
∫
g(θ)
p(θ|η)p(y|θ, η)p(θ|y, η)dθ,
m(y|η) =
{
1
n
n∑
i=1
g(θi)
p(θi|η)p(y|θi, η)
}−1
. (3.11)
According to the authors the function g(θ) could be Normal or Student
t. What Geweke (1996) proposed is the so called Modified Harmonic Mean
where he defined the distribution g(θi) as follows:
g(θi) = p−1(2pi)−
k
2 |Σˆθ|
1
2 exp[−1
2
(θi − θˆ)′Σˆθ−1(θi − θˆ)]I(θi ∈ Θp), (3.12)
where p ∈ (0, 1), θˆ is the mean and Σˆθ is the variance:
θˆ =
N∑
i=1
w(θi)θi, (3.13)
Σˆθ =
N∑
i=1
w(θi)(θi − θˆ)(θi − θˆ)′, (3.14)
Θˆp = {θ : (θi − θˆ)′Σˆθ(θi − θˆ) ≤ qχ2n}, (3.15)
where qχ2n is the q-quantile of a chi-square distribution with n degrees of
freedom.
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3.3.3. Methodology for Bayesian Approximation for Model
Averaging
The estimation of the marginal likelihood involved in the calculation of
the Bayes Factor, as mentioned before, is not an easy task to perform.
Therefore, in order to carry out Bayesian Model Averaging, approximations
are used instead. The first one is based on the Schwarz Information Criterion
(SIC) introduced by Schwarz (1978). According to it a model should be
selected if it maximizes the following decisive factor:
SIC = log(LMi)−
1
2
kMi log p,
where LMi is the likelihood function for model i ∀i = 1, . . . , n, kMi is the
number of estimated coefficients and p is the number of independent pa-
rameters (observations). This is a modification to the criticized Akaike’s
Information Criterion (1973), where the above factor is defined as
AIC = log(LMi)− kMi .
The first Information Criterion is also known as the Bayesian Information
Criterion (BIC) (some comments and comparison of those two can be found
in Stone (1979) and Hannan and Quinn (1979)). The Bayesian Information
Criterion (BIC) commonly is used as an approximation of the log Bayes
Factor:
logBFij ≈ LMi − LMj +
kMi − kMj
2
log p. (3.16)
As discussed by Smith and Spiegelhalter (1980), the BIC can be used as
a global approximation to the Bayes Factor and AIC as a local approxi-
mation to the Bayes Factor, using Laplace transformation and assuming a
general normal prior density. The same authors introduce BF when there
is not clear prior information and improper priors have to be used instead.
An alternative to model selection criteria of AIC and BIC is offered by San
Martini and Spezzaferri (1983). They opt for the model that has the largest
utility function (posterior odds ratio combined with another factor for the
linear case). Concluding, they provide an average criterion as well. In 1995
O’Hagan proposed an alternative BF, the Partial BF, meaning that only a
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part of the data is used for the calculation of the BF while the rest is consid-
ered as training sample. O’Hagan divides the data space into two parts; the
first provides information for the priors (and facilitates the need to avoid
improper priors) and the second part is used to calculate the BF. The prob-
lem of defining the right size of the training sample is mainly considered in
the Fractional Bayes Factor model (only a part of the likelihood is used as
a training set). The FBF suggests an uncomplicated version of Partial BF,
which can offer the researcher ease in calculating and convenience in having
a direct connection with the likelihood. Considering conjugacy, Kass and
Wasserman (1995) introduced the Unit Information Prior, which has as vari-
ance of the prior the inverse of the Fisher Information. The use of a normal
distribution as the Unit Information Prior produces an approximation to the
BIC criterion of the BF with a smaller error order, Op
(
p−
1
2
)
. Yet another
model selection criterion, the Intrinsic Bayes Factor, is added by Berger and
Pericchi (1996), where an improper prior can be used at the beginning and
later on they are updated by using the training sample. In contrast with
O’Hagan (1995), they suggest the use of each possible combination of the
minimal training sample and then average the result. In addition DiCiccio,
Kass and Raftery (1997) review some of the most essential methods of sim-
ulating posterior distributions by sampling from proposals with the use of
MCMC and other similar procedures. Finally there exists a comparison of
BF approaches by Mukhopadhyay, Ghosh and Berger (2005).
The above literature review refers to the use of Information Criteria for
model selection purposes and also to their use in order to approximate Bayes
Factors. Some conflicting opinions regarding which information criterion is
more appropriate for model selection do exist. However, the vast majority of
the scientific community recognizes in many cases the advantageous position
of the Schwarz Information Criterion, due to its direct connection to Bayes
methods. This in turn indicates that it can be helpful when hypothesis
testing is under consideration or whenever only noninformative priors are
available (BIC is not based on any priors) and model selection is under
question. This is the reason why BIC is a more favourable option in this
research when model selection is performed. For further details regarding
all the above refer to Wasserman (1997) and Raftery (1999).
More precisely, model averaging using BIC can be executed as follows.
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First, for each model available we compute its BIC using the formula,
BICMi = −2 log(LMi) + kMi log p ∀i = 1, . . . , n, (3.17)
where p is the number of data and n the number of models and kMi the
number of parameters of the model Mi. The first part of the equation
represents the goodness-of-fit measure, the other half the penalty of adding
extra parameters. Then according to Kass and Wasserman (1995) the BIC
factor can be used to approximate the marginal likelihood of the model
(plus an error term):
m(y|η,Mi) ≈ exp(BICMi) + ε ∀i = 1, . . . , n, (3.18)
where m(y|η,Mi) is the approximated marginal distribution of model Mi
and ε is the error, which can be reduced with the use of some proper priors.
Normally it is considered small enough to be disregarded. The last step is to
compute the posterior probabilities by dividing the approximated marginal
distribution of each model with the sum of the marginals of all models:
BFMi,t ≈
m(y|η,Mi,t)
n∑
i=1
m(y|η,Mi,t)
∀i = 1, . . . , n. (3.19)
3.3.4. Methodology for Thick Model Averaging
The last method to be used in order to perform volatility model averaging
is Thick Modelling, proposed by Granger and Jeon (2003). What they
suggest is based on what has already been observed almost forty years ago
by Roberts (1965) and extensively discussed thereafter by many researchers.
This is fact that the use of a single model may be a suboptimal choice when
forecasting in comparison with the use of a combination of many different
models. The single model approach is usually referred to as Thin Modelling,
while when various equations are combined instead is called Thick Model
Averaging. 5
The main difference between Thin and Thick Modelling is that the sec-
ond method makes out-of-sample predictions using, not one model (as Thin
5A comparison of the Thin and Thick Modelling approaches can also be found in Kilic
(2005) where some supplementary ways to rank, select and average are introduced.
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Modelling suggests) or the weighted average of all according to BMA or BA,
but instead a percentage of the best in-sample models. There are two impor-
tant issues, however, regarding the implementation of the method that need
to be discussed. The first refers to the criterion selected to rank the compet-
ing alternatives in-sample, or else to the choice of the measure that dictates
which model performs best in-sample. This choice naturally is biased. What
has been proposed by Pesaran and Zaffaroni (2006) is the use of Informa-
tion Criteria as they are widely accepted for model selection purposes. A
natural extension to the above suggestion is to use any loss function such
as Mean Squared Error, Mean Absolute Error, Mean Absolute Percentage
Error etc. The second consideration regarding implementing TMA refers
to the problem of weighting after ranking. Granger et al. choose a simple
average (equal weights) after removing the 5% or the 10% of the best and
worst performing models. On the other hand, Pesaran and Zaffaroni trim
out only the poor performing models and average the top 25% and 50% of
the remaining.
There is, though, lack of a clear scientific consensus regarding which rank-
ing criterion, what weighting and which percentage of top/worst performing
models should be retained/trinmmed out. Here we attempt to give an em-
pirical answer to the above dilemmas by comparing a selection of different
TMA methods. Additionally we suggest two further alternatives in order
to validate the superiority of the method against single models.
In more detail, the first suggestion refers to the weighting problem. In-
stead of applying a simple average, we set a target (error) function and
try minimize this by changing the weighting applied to the best perform-
ing models with the help of an optimisation algorithm. In other words, we
treat each individual weight assigned to every model included in the subset
of the top performing alternatives as a parameter that has to be estimated
through minimization of an error function. We call this approach TMA
with Optimization. In particular an unconstrained optimisation is used,
the Nedler-Mead Symplex method. This is one of the most classical rou-
tines, since it works well for various financial problems. The target of this
algorithm here is to minimize the in-sample Mean Squared Error of the fore-
casted volatility. Finally we have to mention that for the actual volatility
realizations a proxy is used, since the process in reality is unobservable.
In steps the method can be described as follows:
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• Estimate conditional-volatility based on different modelling assump-
tions.
• Rank all the models available for the analysis according to the Bayesian
Information Criterion.
• Determine what percentage of them will be kept and what we will dis-
charged. Here the retention percentage ranges from 10%, 20%, · · · , 50%
for comparative reasons.
• Assign weights to these retained models with the use of an optimisa-
tion algorithm which minimizes the in-sample Mean Square Error.
• Combine the forecasts to produce one single averaged volatility pre-
diction,
ht+1 =
n˜∑
i=1
wˆihi,t+1, (3.20)
where n˜ = pn, with n the total number of models and p the retention
percenatage which ranges from 10% to 50%.
The second proposal uses instead of an optimisation algorithm Neural
Networks (NN) to facilitate the determination of the optimal weights as-
signed to each element included in the trimmed model set. The type of
Neural Network used in particular is an Artificial Neural Network with Feed
Forward Back Propagation algorithm. In order to apply this particular net-
work, first a trial-and-error method is used to verify the number of neurons
as well as the number of layers to be used. Here empirical results support
evidence in favor of one layer with ten neurons. The activation function
employed to propagate the scaled data to the next layer is the tanh sigmoid
function (this together with the logistic sigmoid function are widely used
due to their convenient derivative). The function is defined as follows:
tanh(y) =
ey − e−y
ey + e−y
. (3.21)
Since we have the above activation function, it is natural to assume that
the scaling of the data is from -1 to 1. The training of the algorithm is
done using Back Propagation (Rumelhart and McClelland (1986)), and it
is a supervised training since as output target we set the volatility proxy.
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The implementation steps are similar to the ones followed for TMA with
Optimization. Here, however, instead of an assumption of linearity for the
weights we employ a nonlinear relationship based on the tanh sigmoid func-
tion. The intuition behind using NN for averaging is to test and capture
any nonlinearities in the weighting possess. Also NN are widely popular for
their non-parametric properties, which makes them attractive for higher-
dimensional problems.
3.4. Volatility Model Averaging and Option
Pricing
3.4.1. Literature Review
The quest to discover the model that accurately describes the elusive process
of option prices has led many researchers to deviate from the continuous-
time stochastic-volatility modelling regime and embrace discrete-time mod-
els. Duan (1995) is the first to propose option pricing where the underling’s
volatility follows a GARCH process. There are two dynamics that define
this model under the physical measure P:
lnSt = lnSt−1 + r + λ
√
ht − 12ht + εt ∀t = 1, . . . , n, (3.22)
ht = ω +
p∑
i=1
aiε
2
t−i +
q∑
j=1
βjht−j εt ∼ N(0, ht). (3.23)
Duan suggests r as the “one-period continuously compounded risk-free
rate” and λ as the “constant risk premium”. The next step involves tran-
sition from the physical probability measure P to the risk-neutral measure
Q in order to perform pricing, while the dynamics of the underling now are
specified as follows:
ln(St) = ln(St−1) + r − 12ht + ξt, (3.24)
ξt|φt−1 ∼ N(0, ht),
ht = ω +
p∑
i=1
ai(ξt−i − λ
√
ht−i)2 +
q∑
j=1
βjht−j . (3.25)
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In order to reduce computational load, Duan (1997) and later Duan, Gau-
thier and Simonato (1999), provide an analytical approximation to price Eu-
ropean options using the above formulae when the variance is described by a
NGARCH process. As mentioned by Duan later, this analytical approxima-
tion can be extended in order to include volatilities described by other dis-
crete processes as for example GARCH, EGARCH or GJRGARCH (Duan
(2005)). These analytical approximations are formed based on the Black-
Scholes (1973) and Merton (1973) pricing equations adjusted for skewness
and kurtosis. However, they demand burdensome algebraic calculations.
Following Duan, Heston and Nandi (2000) introduce a closed form solu-
tion this time, for European options whose underlying asset has conditional
variance that follows a particular GARCH process. The model is based on
two major assumptions. The first refers to the log price of the underlying
which is described by the following two equations:
ln(St) = ln(St−∆) + r + λht +
√
htzt, (3.26)
ht = β0 +
q∑
i=1
βiht−i∆ +
p∑
i=1
αi
(
zt−i∆ − γi
√
ht−i∆
)2
, (3.27)
where zt ∼ N(0, 1) and represents the innovations, r is the risk-free rate
and λ is the risk premium, as also defined before in Duan’s model. It is
worth mentioning that as the time interval ∆ shrinks, the conditional vari-
ance converges to the continuous-time stochastic-volatility model of Heston
(1993). The transition from the subjective to the objective probability mea-
sure yields the following transformed dynamics for the underling:
ln(St) = ln(St−∆) + r − 12ht +
√
htz
∗
t , (3.28)
ht = β0 +
q∑
i=1
βiht−i∆ +
p∑
i=1
αi
(
zt−i∆ − γi
√
ht−i∆
)2
+ ...
+ α1
(
z∗t−∆ − γ∗1
√
ht−∆
)2
, (3.29)
where z∗t = zt +
(
λ+ 12
)√
ht and γ∗1 = γ1 + λ +
1
2 . The connection be-
tween the previous two equations with these of the risk-neutral measure
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becomes apparent in setting λ = −12 and γ∗1 = γ1 + λ + 12 . This is also
part of the second assumption made by the authors where z∗t is assured
to be standard normally distributed. This means the option value follows
the Black-Scholes-Rubinstein formula. The derivation of the closed form
solution shares common ground with Duan’s method. Although the model
performs sufficiently well empirically, there are strong assumptions under-
lying the model. These need to be relaxed in order to achieve more catholic
applications involving various GARCH-type volatility assumptions.
In this direction, Christoffersen and Jacobs (2004), after categorizing the
various specifications of GARCH models according to Ding et al (1993)
and Hentschel (1995) and based on the previous work of Heston and Nandi
(2000), try to compare different GARCH models for option valuation. There
is not, however, a unique analytical solution for all models categories, so
these are estimated using Monte Carlo. In an even more contemporary
work of Barone-Adesi, Engle and Mancini (2006) a more robust model for
option pricing under the GARCH-type volatility spectrum is proposed.
Conclusively the assumption related to the innovation term for our re-
search is relaxed in order to deviate from the usual one of the standard nor-
mal, while the GARCH-type model parameters are calibrated using Monte
Carlo.
3.4.2. Methodology for Option pricing
Having under consideration all the above mentioned about discrete option
pricing methods, it is evident that different models offer different forecasting
potential, which is unavoidably dictated by the various model assumptions.
Some may adroitly assume incomplete markets where innovations are not
standard normal, but fail to highlight why a particular GARCH process
should be adopted. Model uncertainty of the conditional-volatility of the
underlying has again to be addressed. What indeed provokes the problem is
that there is no guarantee for the researcher that for different asset classes,
time intervals and frequencies, the same model will always yield an optimal
forecast for the option price.
Before performing the volatility averaging, the formulae used to estimate
the option prices under different GARCH-type model assumptions for the
volatility process of the underlying should be established. The dynamics of
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the asset return under the physical measure P are defined as follows:
ln
St+1
St
= r + λ
√
ht+1 − 12ht+1 + εt+1, (3.30)
where εt+1 is the innovation process with εt+1 =
√
ht+1zt+1 and zt ∼
N(0, 1), r is the continuously compounded risk free rate and λ the risk
premium. For the volatility process here various specifications have been
assumed including those that follow.
• GARCH
ht = ω +
p∑
i=1
aiε
2
t−i +
q∑
j=1
βjht−j . (3.31)
• Nonlinear Asymmetric GARCH
ht = ω +
p∑
i=1
ai(εt−i − c)2 +
q∑
j=1
βjht−j . (3.32)
• Nonlinear GARCH
(
δ
√
ht
)2
= ω +
p∑
i=1
αi |εt−i|δ +
q∑
j=1
βj
(√
ht−j
)δ
. (3.33)
• Absolute Power GARCH
(
δ
√
ht−j
)2
= ω +
p∑
i=1
ai |εt−i|δ−γ |εt−i|δ I
{
εt−i < 0
}
+ ...
+
q∑
j=1
βj
(√
ht−j
)δ
. (3.34)
• GJR GARCH
ht = ω +
p∑
i=1
αiε
2
t−i + γε
2
t−iI{εt−i < 0}+
q∑
j=1
βjht−j . (3.35)
• Threshold GARCH
√
ht = ω +
p∑
i=1
ai |εt−i|+ γ |εt−i| I {εt−i < 0}+
q∑
j=1
βj
√
ht−j . (3.36)
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• Absolute Value GARCH
√
ht = ω +
p∑
i=1
ai |εt−i − c|+
q∑
j=1
βj
√
ht−j . (3.37)
• Fattailed GARCH
ht = ω +
p∑
i=1
aiε
2
t−i +
q∑
j=1
βjht−j zt ∼ tn, (3.38)
where tn is the Student-t distribution with n degrees of freedom. The above
models incorporate almost every irregularity observed in volatility forecast-
ing, including leverage effects, heavy tails, slowly decreasing autocorrelation
coefficients etc. 6
Following Heston and Nandi (2000), the definition of the risk-neutral
dynamics for the asset price is as below:
log
(
St
St−i
)
= r − 1
2
ht +
√
htz
∗
t , (3.39)
where z∗t is a standard normal random variable, z∗t ∼ N(0, 1). The volatil-
ity equations have also to be changed, replacing εt with ε∗t where ε∗t =√
ht (z∗t − λ) or ε∗t =
√
ht (z∗t − λ− c) for the Nonlinear Asymmetric GARCH
and Absolute Value GARCH. The volatility model parameters are trans-
formed as well to represent their risk-neutral equivalents.
The option price, given the above, under the risk-neutral measure equals
c(ST ) = e−r(T−t)EQ [max (ST −K, 0)] , (3.40)
p(ST ) = e−r(T−t)EQ [max (K − ST , 0)] . (3.41)
The first equation relates to a European call option, the second one to
a European put option. Since there is no analytical solution for the above
mentioned formulae, Monte Carlo simulation is used to calibrate the risk-
neutral parameters.
The procedure followed for calibration shares common ground with work
found in the previously mentioned relevant literature. 7 In more detail,
6For more details for each model please refer to the original papers (see references).
7Christoffersen and Jacobs (2004), Barone-Adesi, Engle and Mancini (2006).
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this is performed in two stages. First the estimation of the GARCH model
parameters through maximum likelihood is performed. This is done for
each particular model up to lag(p, q) four. These starting values are used
as inputs to the optimisation algorithm. The objective is to minimize the in-
sample Mean Square Error of the predicted option price when it is compared
with the actual price. This is the second step of the procedure. Here an
unconstrained optimisation algorithm is used, the Nedler and Mead Symplex
method.8 The MSE is calculated in dollar units, i.e.
$MSEt =
N∑
i=1
(Ci,t − Cˆi,t)2
N
, (3.42)
where N is the number of options per surface, C is the market’s option price
(in dollars) and Cˆ is the estimated price according to different volatility
dynamics assumed for the underlying.
The above-mentioned technique yields different option prices by using
each time a different volatility assumption. The next step in order to per-
form forecasting is to average. As a direct consequence of the nonlinear rela-
tionship between option price and volatility of the underlying asset however
two different averaging approaches are adopted and are expected to yield
different results.
The first involves averaging option prices derived from different option
models. Each option price is assigned a weight according to its underlying
conditional-volatility model which, however varies based on the averaging
method considered each time. The second approach involves first averaging
individual volatility models and then assign this averaged scheme to the
option price. The ultimate objective, however, in both cases is achieving
superior forecasting performance amid a spawning literature of single-model
pricing approaches.
3.4.3. Methodology for Averaging Option Prices against
Averaging the underlying Volatility
In order to achieve consensus when trying to value options while deviating
from the assumption of a single model process, there is one more dilemma on
which we should focus our attention. This is to say whether it is preferable
8Lagarias et al. (1998)
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to attempt averaging after pricing using different option models or price
directly using an already averaged volatility scheme as an assumption.
The first approach can be summarized as follows. Primarily we obtained
a collection of different option prices by altering the volatility process of the
asset. After the risk-neutral parameters are calibrated and the prices are
obtained, the researcher now has under consideration a collection of surfaces
(one for every model considered) to average and yield the ultimate prices.
The weight assigned to each surface is based on the particular averaging
method that is under consideration. Here there are three standard statisti-
cal approaches that are taken into (account all explained thoroughly in the
volatility averaging section): the Bayesian Model Averaging, the Bayesian
Approximation, and different aspects of Thick Modelling Averaging. Each
averaging method allocates different weights to each volatility model de-
pending on its assumptions. These are the weights that now will be used
to average option prices. It should be pointed out, however, that in simple
arithmetic average Thick Modelling we do not actually assign weights, but
we take the average of various percentages of the best-performing models.
In Thick modelling with Optimization, though, the optimal loadings are
determined by the optimisation algorithm and are used to weight volatil-
ity models. Similarly, unequal weighting is applied to the volatility models
under the Neural Network spectrum.
Regarding the second approach adopted there is no need to estimate dif-
ferent option prices under distinct volatility assumptions. Instead we only
estimate prices that assume as the volatility of the underlying security the
averaged volatility. This is a constructive as well as pioneer comparison of
the two averaging alternatives for option pricing, empirical results of which
are discussed in the following sections.
3.5. Data
For the purpose of the analysis the S&P 500 index is selected (source CRSP
Database). This is driven by a variety of reasons, mainly due to the fact
that it is a highly liquid index and heavily traded. The sample period covers
ten years, from 31st August 1997 until 1st September 2007. This yields
a total of 2610 observations, which are then divided into the estimation
period (in-sample) and the forecasting period (out-of-sample). The first
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part involves 9 years or else 2349 observations, while the last 1 year has 261
observations. Afterwards returns are estimated from the index adjusted
prices (observations). These data relate to the volatility estimation. The
selection of the best single models in-sample in order to use them for the
out-of-sample forecasting is made using the Bayesian Information Criterion.
Finally the ranking is based on Mean Squared Error
MSEMi =
T∑
t=1
(ht,Mi − hˆt,Mi)
2
T
, (3.43)
where Mi stands for the different single models or averaging methods, h is
the actual and hˆ is the predicted volatility.
Additionally, as has already been mentioned, volatility is a latent variable
and for that reason a proxy is used to estimate its actual value. Usually
squared returns are most frequently used to approximate volatility, although
this approach is considered as rather noisy and imprecise. For this reason
an alternative is adopted, the high-low measure of Bollen and Inder (2002).
It is first presented by Parkinson (1980) and later extended by Garman and
Klass (1980) and studied thereafter by many researchers. 9 The high-low
estimator is defined as follows:
hˆ =
(lnPHt − lnPLt)2
4 ln 2
, (3.44)
where PH is the High Price at time t of S&P 500 and PL is the Low Price at
time t. The choice of this particular proxy is due to the fact that in compar-
ison with high-frequency data, high and low prices are publicly available,
easily and freely accessible, while any data manipulation is very quick to per-
form. Most importantly however the high-low estimator avoids incorporat-
ing any biases caused by market microstructure problems (non-synchronous
trading, seasonality effects etc.).
Before turning our attention to the option data relevant details, it is
important to refer first to some widely observed patterns related to implied
volatility. It has long been observed (Rubinstein (1985, 1994), Jackwerth
and Rubinstein (1996)) that at-the-money equity options have lower implied
volatilities than in- or out-of-the-money options 10. This phenomenon, also
9For more details see Ser-Huang Poon (2005)
10Hull (2005)
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known as volatility smile or volatility skew, demonstrates the fact that as
the strike price increases the volatility decreases (on the contrary, Black and
Scholes have predicted that it should stay constant). Volatility smiles help
traders to price options. Additionally, an interrelated concept to volatility
smile is the volatility term structure. This represents how implied volatility
changes for similar options but with different maturities. When we combine
the term structure of volatility with the volatility smile, then we generate
an implied volatility surface. Volatility surfaces helps us to price options
with any strike price and any maturity by indicating the relevant implied
volatility level. Figure 3. presents a plot of a random implied volatility
surface used in the analysis.
In particular for the option pricing study, a sample of one-year option
prices is used instead from 31st August 2006 up to 27th September 2007.
The source for the option data is Optionmetrics and it was accessed from
Wharton Research Data Services (WRDS). Due to market irregularities,
however, the option prices have to be filtered. Following relevant approaches
found in literature (Engle et al. (2006)), only Wednesday prices are selected,
so as to avoid intra-week effects. Also only out-of-the money options are
used, due to their liquidity advantage in comparison with in- and at-the-
money options. Additionally options with short maturity (less than ten
days) or long maturing options (more than 365 days) are discarded. Implied
volatility is also an important factor for filtering, such that options with
greater than 70% implied volatility are sorted out. It should be pointed out
that the price of an option is considered the average of the bid and ask price,
and by using this definition a last filter is applied. Options with small value
(less than $0.05) are not included. The above filtering generates 42 distinct
surfaces (one for each week) for the estimation period, each containing a
variety of different maturing options and with different strike prices. The
final total number of filtered option prices is 7384, from which 2508 are
call and the rest put options. Table 3.18 summarizes the exact number of
options retained in each surface after the filtering process. For brevity the
analysis is performed based only on call options. However, it can easily be
extended to put options as well.
In order to calibrate the risk-neutral parameters for each particular GARCH-
type model that drives the volatility of the underlying the following steps
are executed. First, Maximum Likelihood is used to estimate the models’
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parameters, and for that reason 2349 available historical returns of S&P 500
(9 years of data) are used as inputs to the optimisation routines. These es-
timates were afterwards used as starting values to facilitate the calibration
procedure of the risk-neutral parameters from the actual option data. Ad-
ditionally, using Monte Carlo, 20000 simulated option prices are generated
for pricing purposes. Finally, regarding the risk-free interest rate required
as input to the pricing equation, the US Treasury Bill with maturity three
months, six moths and one year is used. In the past various approaches
have been adopted in order to accommodate the need to match each indi-
vidual option maturity to the relevant risk-free rate. For example Engle et
al. use the method of linear interpolation, while Christofersen et al. keeps
it constant. Here we have observed a small divergence between the three
maturities available. For this reason a simple average of the three is used
as an input when pricing. In other words, at each step the average of the
month’s TB rates for all three maturities is estimated for use in the pricing
equations.
3.6. Empirical results
3.6.1. Empirical results for Volatility Forecasting
The idea of testing the superiority of a single GARCH-type model against
competing averaged schemes involves initially determining the optimal lags
related to each single volatility model. For that reason the BIC model
selection criterion is used in order to access the in-sample performance of the
competing alternatives (see Table 3.3.). According to this measure, the same
optimal single model selection should outperform during the estimation as
well as during the forecasting period.
In more detail, when the S&P 500 index is used the BIC criterion indicates
that the overwhelming majority of the best single models has specifications
of order one (i.e. (p,q)=(1,1)). On the contrary, according to the same
model selection indicator only Fattailed GARCH differs and is specified to
have (2,1) lags instead. Afterwards we are left with ten competing single
models which will be used onwards for comparing and contrasting purposes
against averaging methods. As mentioned in the previous section, the error
is calculated based on high-low estimator as a proxy of the actual volatility,
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while the error measure is the Mean Squared Forecasting Error (MSFE).
Different error measures could also be selected, but the MSFE is a common
choice in relevant research papers.
Together with the MSFE an additional performance indicator, economet-
ric this time, is used, the Diebol-Mariano test (Tables 3.4., 3.5.). In addition
Table 3.2. shows the final ranking of all 27 single and averaged models used
to produce an optimal out-of-sample forecast. According to that table, we
notice the following. All the first ranking positions (up to the 11th place) are
occupied by averaging proposals (with only exception the TGARCH model).
Noteworthy is also the fact that on average single conditional-volatility mod-
els are poor performers, demonstrating the highest forecasting error. The
importance of this results stems from the fact that the performance of the
competing models is reported for a lengthy period of time (the-out-of sam-
ple period covers a year). In other words, empirical results indicate that
the investor would have gained better predictive supremacy by using an av-
eraged model. The driving force behind this outcome is model uncertainty.
This can not be avoided in advance if only a single model is selected using
an in-sample error measure, and thus superior predictability is in jeopardy.
This is because usually time horizon, data frequencies and financial assets
classes differ according to the researcher’s needs. This in return implies that
it is practically impossible to determine empirically which is the one and
only alternative among a vast number of model choices which can always
outperform.
There are of course possible explanations of the shortcomings related to
single conditional-volatility models and their inability to accurately pre-
dict the future. One of these is the way the best model is selected, since
someone has to entirely rely on the in-sample performance of all competing
choices with all different lag specifications available to complicate matters
further. This can easily lead to a suboptimal decision, since out-of-sample
requirements can change, the environment could be much more treacherous
and consequently what has been selected as a best choice in the estimation
period might be rendered suboptimal out-of-sample.
Despite accounting for model uncertainty there is an additional advan-
tage of averaging. That is the fact that even the performance of the best
single model out-of-sample (identified accurately or not in advance by the
researcher using any model selection criterion) can be enhanced when at-
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tempting averaging. This is exactly the reason why we find an averaging
proposal still ranked in the first place when all estimated models are com-
pared. In the appendix Table A.2 provides relevant information of the out-
of-sample MSE. Here the total 187 single and averaged volatility models
(and not just the best in-sample using BIC) are ranked from the lowest to
the highest according to MSE. In the first position we find Thick Modelling
with Optimization and 20% retention percentage, yielding the lowest on av-
erage out-of-sample error. As when we compared 27 volatility forecasting
alternatives, all averaging methods are ranked at the first positions. Last,
around fifty positions are occupied by single models, which again substan-
tiates the claim that their majority has an inferior forecasting performance.
There is however an exception among them, the Threshold GARCH, but
as is clear from the analysis the researcher could not have foreseen this
in advance. In other words, no one could guaranteed that the Threshold
GARCH in any given circumstances can still produce better out-of-sample
results and that the lags chosen by optimizing in-sample an information cri-
terion or another error measure are the optimal lags for some other empirical
experiment.
Moving to table 3.4 and 3.5, we find results for the Diebold-Mariano test.
This test is conducted in order to substantiate econometrically the superior
performance of one method against another. This is a popular measure
used to examine whether the average difference of the loss function of two
competing models is non-zero. Which one outperformed is determined by
the value of a t-statistic. For 95% confidence interval, if DM t-statistic is >
1.96 then the losses of the first model are significantly larger than those of
the second one and if DM t-statistic < -1.96 the second model has higher
losses than the first one. The loss function used for the needed difference
to be tested is once more the MSE. Although at a first look dominance
of a particular model-averaging method is not apparent, closer examination
reveals that some averaging methods do seem to outperform more frequently
than other competing single proposals.
Starting with the analysis of the results for the single volatility models,
the worst of them is Fattailed GARCH, which is inferior to every other
model and only twice equal to its competing alternatives. Regarding the
other single models, 7 out of 10 outperform three times volatility forecasting
shemes and only 1 out of 10 models (the T-GARCH in particular) offers
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four times better forecasting accuracy. Moving to averaging methods, a
more evident outperformance can be observed. Here 6 averaging techniques
dominate their alternatives four times (in contrast with single models of
which only one has such a performance), while 3 models have five times
better predictive power. All the above discussed can be regarded as a clear
argument in favor of averaging, now using econometric criteria as well.
3.6.2. Empirical results for Option Pricing
Some additional comments regarding averaging under the option pricing
spectrum have to be provided here. These relate to the weights that will
be assigned to each model alternative and their origin in order to perform
averaging.
When we average option prices based on models with different assump-
tions about the volatility dynamics of the underlying, two approaches are
introduced related to the weights assigned to these distinct models. Initially
we have available the weights already calculated when performing averag-
ing of the conditional-volatility from the previous section. For brevity of
analysis here the loadings available only for the methods of Bayesian Model
Averaging, Bayesian Approximation and Thick modelling with simple aver-
age and with retention percentages from 10% to 50% will be used to average
option prices. In addition an alternative weighting method is added in order
to determine those loadings that each model will receive. This method, how-
ever, relates only to the Thick Modelling and the Bayesian Approximation
approach.
Until now BIC has been used solely for model selection and averaging
purposes. However, this dependence could potentially be suboptimal when
performing option pricing. Instead we could opt to minimize another error
measure, is the in-sample $RMSE of the option prices. The importance of
this approach is that now the focal point becomes the pricing ability of each
model based on an error measure, and not on the BIC from the volatility
analysis.
Regarding the method used to select the single option models that are
compared against averaging schemes, we rely again on the BIC. In other
words, the single option models that are used are those that assume as the
underlying volatility dynamics the process that is selected as superior in
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the volatility analysis section (using the BIC criterion as model selection
indicator). Finally the results can be summarized as follows.
According to standard practice,11 one week ahead is selected as an out-
of-sample forecasting target for a whole one-year horizon. This in turn
suggests that after a surface is calibrated and the risk-neutral parameters
are acquired from optimizing the fitting of the pricing model to the actual
option prices, these parameters are used to forecast next week’s surface
prices using Monte Carlo simulation. In table 3.7 the relevant results can
be observed, where as mentioned before single option pricing models have
specifications determined in the first part of the analysis by minimizing the
in-sample BIC criterion of the underling’s volatility process. These are the
models that an objective researcher would use if he should determine in
the estimation period which are the dominant ones according to an error
measure (BIC in this case).
As already observed in the volatility sectionS the investor should decide
for one and only one optimal process to use for forecasting option prices.
However, the analysis is indeed extended to all available models, those that
are selected in-sample and those not, so as to substantiate the catholic av-
eraging superiority. Table A.3 in the appendix summarizes the performance
of all models considered in this research collectively, including those single
proposals that were sorted out in the estimation period as suboptimal. Re-
sults regarding this collective table demonstrate the following. In all first
five places we find Thick Modelling with weights determined based on opti-
mizing the in-sample option pricing error and under the “Averaged Option
Prices” scheme (and not with the “Averaged Volatility” alternative). In
general TM is preferable for smaller “retention” percentages of the best
performing models. At sixth place, however, we find a single alternative,
GJR-GARCH(3,1), not one of those that has been picked during the esti-
mation period based on BIC criterion.
According to Table 3.7. now which is the main focus of the results,
rankings reveal that the vast majority of the averaged option pricing meth-
ods have better forecasting power than their single counterparts. Thick
Modelling with weights calculated optimizing the option $RMSE under the
“Averaged Volatility” exhibits satisfactory overall performance, although
11See papers of Barone-Adesi, Egle, Mancini (2006), Christoffersen, Jacobs (2004), Heston
and Nandi (2000).
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the most dominant of all as mentioned in the cumulative table as well,
is Thick Modelling under the “Averaging Models” scheme. In general the
method works better when weighting is based on the option $RMSE and not
on the loadings determined in the volatility section using the BIC measure.
The overall superior performance of the averaging suggestions is fraught
with significance in this section for one additional reason. The target date
forecasts relate to is a week later than where we stand today. The error re-
ported offers to the potential investor the choice to avoid the recalibration
of parameters during this period, which is important for larger portfolios.
In other words, the averaging methods reassure the realization of a posi-
tive outcome of an investment even a week later after first calibrating the
parameters for the pricing equation.
A final point that has also been raised shortly before is that all averaging
methods do not seem to perform equally well. This is natural to expect
as for some approaches the reduced forecasting potential has a underly-
ing interpretation. Those weights generated from the conditional-volatility
forecasting section and used here as well for averaging option pricing re-
late to models whose parameters were derived under the subjective measure
(real-world data were used). This could be a reason to affect the overall per-
formance of those averaging suggestions that are based on volatility weights
alone.
Other averaging methods, however, such as the Bayes Approximation
(BA) under the “Averaged Volatility” approach with weighting based both
on $RMSE and on BIC, exhibited a similar performance, which is above
94% of all models in general in the cumulative table A.3 and in the top ten
performers in Table 3.7 Bayesian Model Averaging (BMA) also performs
better when we have “Averaged Volatility” method applied and not the
“Averaged Models” alternative. This performance can be attributed to
the fact that these two methods (BA and BMA) consider weighting of all
single models to which relevant posterior probabilities are assigned. Thick
Modelling, on the other hand, accounts only for a specific percentage of the
total, which includes models better performing in the estimation period. It
is natural consequently to deduce that there might be models that perform
adequately well out-of-sample and others not, which were however optimal
in-sample but not afterwards, and drive the average performance of BMA
and BA downwards.
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3.6.2.1. Empirical results when Comparing with a Benchmark
The above pricing methods are also compared to Duan’s model, which uses
an analytical formula to price options (mentioned at the beginning of the op-
tion analysis). The benchmark model seriously underperforms all averaged
methods for the out-of-sample period as well as single models, as revealed
by the average $RMSE for all 42 surfaces for which relevant forecasts are
made.
3.6.2.2. Empirical results according to Maturity and Moneyness
Tables 3.8 until 3.15 include out-of-sample results when forecasting option
prices, divided however into different moneyness and maturity categories.
Additionally, cumulative tables of all models considered in this analysis,
although available, are not reported in the thesis for brevity. Analysis is
restricted to the single models selected using the BIC as an in-sample perfor-
mance measure. The reason for performing this subcategorization of results
(according to the maturity and moneyness) is due to the fact that that some
averaging methods may work better under different horizons and maturities,
so we have to identify these tendencies wherever they exist.
Beginning with Table 3.8, only call options with maturity less than 60
days and with moneyness less than 1.05 are included. Here there is a per-
ceptible predictive supremacy of Thick Model Averaging under the “Aver-
aged Volatility” spectrum and with weighting based on the option $RMSE.
Additionally it is advisable to select retention smaller percentages of the
best models in general when applying the method, although the perfor-
mance between them does not vary significantly. However, Thick Modelling
with weights, specified using the BIC both for the “Averaged Volatility”
and “Averaged Models” approach, is a suboptimal forecasting choice. Re-
garding BMA and BA, “Averaged Volatility” is still preferable, which is in
general the main conclusion to be drawn from this subcategory. To summa-
rize, TM for short-term maturity options with small moneyness has the best
forecasting power, while merging volatilities and not option prices should
be chosen for all averaging methods.
Moving to Table 3.9, which refers only to options with maturity less than
60 days and moneyness between 1.05 and 1.15, we have almost identical
results. Options with “Averaged Volatility” and Thick Modelling prevail,
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ranked for the various retention percentages at the first five places. Addi-
tionally BMA and BA generate more accurate forecasts under the “Averaged
Volatility” perspective.
When the maturity of the options increases, however, the overall results
do not remain the same. Table 3.10. incorporates those rankings related
to options with maturities from 60 to 160 days and moneyness less than
1.05. Now the TM with “Averaged Models” and weighting according both
to option $RMSE and BIC is preferable to the “Averaged Volatility” equiv-
alent methods. The same holds for BMA and BA: “Averaged Models”
processes outperform their rival alternative, while on the whole the two
methods strengthen their predictive power. To summarize, for larger matu-
rities the method of option model averaging instead of an averaged volatility
dynamic provides lower $RMSE on average for the entire out-of-sample pe-
riod for all different approaches. Conspicuous is also the fact that BMA
demonstrates a stronger forecastability.
To highlight how the positioning changes when moneyness is increased
(maturity horizon remains between 60 to 160 days), we need the next Ta-
ble, 3.11. TM with weighting based on option $RMSE under the “Aver-
aged Models” method is once more at the forefront as the best predicting
model. Again BMA and BA give lower error under the “Averaged Volatil-
ity” perspective. All in all “Averaged Volatility” method for this surface
demonstrates good performance for the various averaging schemes. For the
deep out-of-the money options (now moneyness is larger than 1.15), table
3.12, provides relevant results. TM with BIC based weighting still under
the “Averaged Models” method and for all retention percentages is ranked
at the top.
Table 3.13 has options maturing in the long run but with smaller money-
ness (<1.05). TM both with “Averaged Models” and “Averaged Volatility”
but with weights determined by optimizing the in-sample option $RMSE
exhibit superior predictability. On the other hand both BMA and BA,
using BIC and option error for weighting under the “Averaged Volatility”
spectrum, have better forecasting power. Similar results are reported for
options with the same long term maturity but for moneyness from 1.05 to
1.15 (Table 3.14). The TM with with “Averaged Models” and $RMSE is
superior over the other averaging methods. Finally, for even more increased
moneyness (>1.15, Table 3.125), TM both with “Averaged Models” and
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“Averaged Volatility” under $RMSE weighting scope is still the ultimate
dominant performer.
For the above extensive analysis some general conclusions can be drawn.
Thick Modelling under the option forecasting error criterion for weighting
purpose demonstrates the most powerful predictive ability, both under the
“Averaged Models” as well as under the “Averaged Volatility” formation.
Especially “Averaged Models” for TM works better for deep out-of-the-
money options with long maturity and for close at-the-money options but
with shorter maturity. On the other hand, TM but with BIC-based weights
has inferior predictive dynamics for most maturities and moneyness levels,
with only the exception of out-of-the-money options with average maturity
horizon.
3.7. Conclusions
This chapter is an attempt to address volatility model uncertainty and its
direct implications for option pricing using averaging techniques. In par-
ticular, averaging is performed under three distinct approaches: Bayesian
Model Averaging first, Bayesian Approximation second and finally Thick
Model Averaging. Along with the novelty of utilizing Bayes theory to per-
form averaging based on the models’ posterior probabilities, two new ap-
proaches of Thick Modelling are introduced. The first is Thick Modelling
with Optimization for the weighting and finally a simple Feed Forward Neu-
ral Network to attempt the same task of tracking optimal loadings necessary
for averaging. This exhibits forecasting supremacy among other 187 com-
peting alternatives. On the other hand TM using Neural Networks did not
met expectations. This can be attributed to the fact that the initial assump-
tion of non-linear relationships that drive the dynamics between different
models could not be validated empirically.
The second part utilizes the result of the volatility forecasts to price op-
tions. Here averaging is applied to a considerable number of single option
pricing models which were constructed by changing the assumption of the
volatility process of the underlying. However, the observed non-linear re-
lationship between volatility and option prices led us to take into account
a twofold approach for averaging. The first one involves “Averaged Mod-
els” using the various option pricing equations, and the second approach
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relates to the “Averaged Volatility” where just one single volatility pro-
cess, the averaged volatility, is fed into the pricing formula. Additionally
a new suggestion for determining the weights is used; this which involves
the optimisation of the in-sample $RMSE of option prices to identify the
loadings.
Results indicate first that TM with BIC weighting does not meet perfor-
mance expectations. This is because weights were initially determined under
the objective measure using real-world observations and as a result directly
applying those weights to option models proved to be suboptimal. However,
BMA retaines its predictive power as an averaging alternative offering sat-
isfactory low forecasting error using both the BIC and the option $RMSE.
Overall, TM with weights specified using option $RMSE demonstrated the
strongest results.
Regarding which of the two averaging suggestions empirical results indi-
cate as the most dominant to forecast option prices we have to notice the
following. The “Averaged Models” proposal for pricing is on average more
competent than the “Averaged Volatility” method. Especially for deep out-
of-the-money options with maturities larger than 160 days and out or near
at the money options for smaller maturity horizons, we observed that “Av-
eraged Models”, together with TM and weighting based on option error,
performed better than any other alternative.
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Key Code Model Acronym
1 GARCH -
2 APGARCH -
3 AVGARCH -
4 NGARCH -
5 NAGARCH -
6 TGARCH -
7 GJRGARCH -
8 FATGARCH -
9 EGARCH -
10 FIGARCH -
11 Bayes Approximation BA
12 Bayesian Model Averaging BMA
13 TM simple average with 10% best models TM 10%
14 TM simple average with 20% best models TM 20%
15 TM simple average with 30% best models TM 30%
16 TM simple average with 40% best models TM 40%
17 TM simple average with 50% best models TM 50%
18 TM with optimization with 10% best models TM 10% OPT
19 TM with optimization with 20% best models TM 20% OPT
20 TM with optimization with 30% best models TM 30% OPT
21 TM with optimization with 40% best models TM 40% OPT
22 TM with optimization with 50% best models TM 50% OPT
23 TM with Neural Networks with 10% best models TM 10% NN
24 TM with Neural Networks with 20% best models TM 20% NN
25 TM with Neural Networks with 30% best models TM 30% NN
26 TM with Neural Networks with 40% best models TM 40% NN
27 TM with Neural Networks with 50% best models TM 50% NN
Table 3.1.: Model Key Indicators and acronyms for Volatility tables.
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Model Best Model (BIC)
EGARCH Lag p
Lag q 0 1 2 3 4
0 0 -16070.1 -16175.1 -5672.69 -2806.77
1 -16088 -16705.3 5490.348 1052.017 -2692.82 [1,1]
2 -16142.2 0 -10522.5 2000055 4866.206
3 -16146.9 -16139.1 4857.885 -2876.41 2000071
4 723.7795 4855.113 4862.981 2000071 4874.342
AVGARCH Lag p
Lag q 0 1 2 3 4
0 0 0 0 0 0
1 161028.3 -16679 -16671.1 -16663.3 -16659.7 [1,1]
2 147116.5 -16671.1 -16665.8 -16663.4 -16660.1
3 146889.2 -16663.3 -16657.9 -16657.3 -16651.9
4 146698.6 -16655.4 -16649.5 -16649.4 -16644.4
GARCH Lag p
Lag q 0 1 2 3 4
0 0 -16009.3 -16001.4 -15993.5 -15985.7
1 -16126.9 -16613.3 -16547.5 -16544.9 -16527.4 [1,1]
2 -16250.1 NaN -16578.7 -16574.1 -16580.7
3 -16298.5 -16590.3 NaN -16569.3 -16577.6
4 -16371.3 -16501.1 NaN -16538.2 -16508.5
NGARCH Lag p
Lag q 0 1 2 3 4
0 0 0 0 0 0
1 4831.367 -16605.5 -16597.6 -16588.7 -16581.7 [1,1]
2 4839.234 -16600.6 -16598.6 -16589.2 -16586.3
3 4847.101 -16592.8 -16590.5 -16584.6 -16578.9
4 4854.968 -16584.9 -16582.8 -16576.7 -16571.3
GJRGARCH Lag p
Lag q 0 1 2 3 4
0 0 -16734.4 -16726.8 -16724.5 -16722.4 [0,1]
1 -16147.6 -16726.6 -16718.9 -16716.7 -16714.5
2 -16262.8 -16718.7 -16711 -16708.8 -16706.6
3 -16318.4 -16710.8 -16703.2 -16700.9 -16698.8
4 -16385.8 -16703 -16695.3 -16693.1 -16690.9
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APGARCH Lag p
Lag q 0 1 2 3 4
0 0 0 0 0 0
1 4836.655 -16735.6 -16728.6 -16727.3 -16725.9 [1,1]
2 4844.522 -16723 -16720.7 -16719.4 -16717.6
3 4852.389 -16718.1 -16712.8 -16711.2 -16703.6
4 4860.256 -16712.2 -16705.1 -16703.7 -16702.2
FATGARCH Lag p
Lag q 0 1 2 3 4
0 0 -16009.3 -16001.4 -15993.4 -15985.7
1 -16126.9 -16555.3 -16547.4 -16539.7 -16532.8
2 -16250.1 -16578.6 -16577.9 -16574.8 -16572.1 [2,1]
3 -16298.5 -16570.7 -16570 -16567 -16564.8
4 -16371.3 -16563.6 -16562.3 -16561.8 -16561.9
NAGARCH Lag p
Lag q 0 1 2 3 4
0 0 0 0 0 0
1 82924.39 -16709.7 -16701.8 -16697.3 -16693 [1,1]
2 75972.42 -16701.8 -16697.4 -16699.4 -16696.3
3 75862.68 -16693.9 -16689.5 -16691.6 -16688.4
4 75771.33 -16686.1 -16681.7 -16683.7 -16680.6
TGARCH Lag p
Lag q 0 1 2 3 4
0 0 109942.3 74450.11 62244.32 54249.82
1 157332.8 -16743.6 -16736.7 -16735.7 -16734.4 [1,1]
2 147034 -16735.7 -16728.8 -16670.1 -16726.6
3 146873.3 -16727.9 -16720 -16662.2 -16712.1
4 146694.4 -16720.5 -16713.4 -16712.1 -16704.3
Table 3.3.: Table of the in-sample best performing models according to BIC
criterion.All the GARCH-type models are examined up to lag 4.
The best performing according to BIC information criterion is
the one with the lowest BIC value. The last column gives in the
squared brackets the (p,q) lag of this best model.
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Key Code Model Acronym
1 GARCH -
2 APGARCH -
3 AVGARCH -
4 NGARCH -
5 NAGARCH -
6 TGARCH -
7 GJRGARCH -
8 FATGARCH -
9 EGARCH -
10 FIGARCH -
Options Model Averaging
11 Bayes Approximation BA
12 Bayesian Model Averaging BMA
13 TM simple average with 10% best models TM 10%
14 TM simple average with 20% best models TM 20%
15 TM simple average with 30% best models TM 30%
16 TM simple average with 40% best models TM 40%
17 TM simple average with 50% best models TM 50%
18 Bayes Approximation with option error BA OPT
19 TM simple average with option error with 10% best models TM 10% OPT
20 TM simple average with option error with 20% best models TM 20% OPT
21 TM simple average with option error with 30% best models TM 30% OPT
22 TM simple average with option error with 40% best models TM 40% OPT
23 TM simple average with option error with 50% best models TM 50% OPT
Options with averaged Volatility
24 Bayes Approximation BA VOL
25 Bayesian Model Averaging BMA VOL
26 TM simple average with 10% best models TM 10% VOL
27 TM simple average with 20% best models TM 20% VOL
28 TM simple average with 30% best models TM 30% VOL
29 TM simple average with 40% best models TM 40% VOL
30 TM simple average with 50% best models TM 50% VOL
31 Bayes Approximation with option error BA OPT VOL
32 TM simple average with option error with 10% best models TM 10% OPT VOL
33 TM simple average with option error with 20% best models TM 20% OPT VOL
113
34 TM simple average with option error with 30% best models TM 30% OPT VOL
35 TM simple average with option error with 40% best models TM 40% OPT VOL
36 TM simple average with option error with 50% best models TM 50% OPT VOL
Table 3.6.: Model Key Indicators and acronyms for Option tables.
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Maturity (days)
Moneyness < 60 60 to 160 > 160
K/S Mean Std Dev. Mean Std Dev. Mean Std Dev.
< 1.05 Call Price 7.41 7.27 23.2 11.88 59.31 17.24
Observations 1054 357 184
1.05 to 1.15 Call Price 0.59 0.7 3.95 4.02 21.54 13.19
Observations 382 224 257
> 1.15 Call Price 1.99 4.15 0.15 0.07 3.44 2.28
Observations 5 9 28
Table 3.16.: Option prices descriptive statistics.
GARCH (3,2) AVGARCH (4,2) APGARCH (1,1)
MLE MCMC MLE MCMC MLE MCMC
ω 0.0000 0.0000 ω 0.0001 0.0001 ω 0.0000 0.0001
α1 0.0418 0.0400 α1 0.0864 0.0810 α1 0.0000 0.0000
α2 0.1118 0.0981 α2 0.0732 0.0646 γ 0.1325 0.1168
α3 0.0316 0.0321 α3 0.0000 0.0016 β1 0.9337 0.9373
β1 0.0365 0.0060 α4 0.0000 0.0000 δ 1.2719 1.1403
0.7634 0.8052 β1 0.3334 0.4383
β2 0.5070 0.4145
c 0.0067 0.0062
NGARCH (3,4) NAGARCH (2,2) GJRGARCH (2,2)
MLE MCMC MLE MCMC MLE MCMC
ω 0.0000 0.0000 ω 0.0000 0.0000 ω 0.0000 0.0000
α1 0.0354 0.0329 α1 0.0642 0.0358 α1 0.0000 0.0000
α2 0.1035 0.1086 α2 0.0642 0.0890 α2 0.0000 0.0000
α3 0.0000 0.0308 β1 0.3146 0.3080 γ 0.1490 0.1692
β1 0.2480 0.0000 β2 0.5179 0.5424 β1 0.8486 0.8482
β2 0.2848 0.2612 c 0.0061 2.2388 β2 0.0688 0.0609
β3 0.0097 0.0700
β4 0.2853 0.4530
δ 2.3506 2.3085
Table 3.17.: Table of the MLE and Bayesian based estimated model param-
eters (an indicative example).
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Date Number of Options Date Number of Options
Aug-06 51 Feb-07 56
Sep-06 57 Feb-07 54
Sep-06 47 Feb-07 51
Sep-06 52 Feb-07 54
Sep-06 49 Mar-07 86
Oct-06 56 Mar-07 86
Oct-06 51 Mar-07 71
Oct-06 45 Mar-07 58
Oct-06 44 Mar-07 67
Nov-06 58 Apr-07 56
Nov-06 52 Apr-07 62
Nov-06 44 Apr-07 57
Nov-06 45 Apr-07 58
Nov-06 57 May-07 59
Dec-06 49 May-07 46
Dec-06 46 May-07 46
Dec-06 51 May-07 61
Dec-06 58 May-07 58
Jan-07 75 Jun-07 76
Jan-07 63 Jun-07 51
Jan-07 52 Jun-07 65
Jan-07 50 Jun-07 78
Table 3.18.: Number of options on the S&P500 index used to calculate each
surface.
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Figure 3.1.: Plot of the fitted distribution of GARCH(1,2) parameters.
This is the actual distribution of each model parameter of the
GARCH(1,2) along with the Normal fitted proposal distribu-
tion. The ARCH and the first GARCH parameter clearly re-
semble the proposal Normal . The same however does not hold
here for the rest of the parameters.
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Figure 3.2.: Convergence Plots of parameters to their theoretical distri-
bution using MCMC. This is the process of convergence for
all parameters of NGARCH(3,4), NAGARCH(2,2) and GJR-
GARCH(2,2) to their actual distribution using MCMC with
every line standing for a different parameter.
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Figure 3.3.: Convergence Plots of parameters to their theoretical distribu-
tion using MCMC. This is the process of convergence for all pa-
rameters of GARCH(3,2), AVGARCH(4,2), APGARCH(1,1).
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Figure 3.4.: Plot of two proxies, squared returns and high-low estimator and
GARCH(1,1) for the out-of-sample period (260 days or else one
year from 31/8/2006 to 1/9/2007).
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Figure 3.5.: Plot of the out-of-sample performance of Duan’s option pric-
ing model against and Thick Modelling with weights based on
option $RMSE and 20% retention percentage.
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Figure 3.6.: Implied volatility surface based on options on the S&P500
index.
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4. Volatility Density Forecasting
and Model Averaging
4.1. Introduction
Focusing merely on the estimation of the first two moments of the proba-
bility density, while it has attracted the overwhelming majority of interest
in the past, poses a major risk. This is to disregard the need to deviate
from the log-normality assumption of the asset-price distribution. If we
allow more attributes to play a role in the predictive distribution, then di-
rectly forecasting that density and not characteristics of it, as mean and
variance themselves can suggest, becomes the imminent task to perform.
One cannot help but wonder, however, why density forecasting should be
the focal point, and why the importance of it is more evident now than
ever before. The recent introduction of complicated structured derivative
products, along with alterations in the frictionless market environment (a
sufficient assumption until recently), has shaped the decision-making neces-
sities beyond recognition. Never before has strategic risk management relied
so extensively on the use of derivatives, which in turn dictated the need to
make correct and not approximate inferences of the underlying asset’s dis-
tribution. Cutting-edge portfolio optimisation strategies not only pointed
towards density forecasting, but also rendered point or interval estimation
an inadequate tool for those responsible for decision making.
However, focusing however on volatility density forecasting generates ad-
ditional interest. This is because when the predictive density under scrutiny
is in particular the volatility distribution, we have to remember the fact that
volatility itself is an unobservable process. Inferences can be made, but val-
idation of their accuracy is not only difficult to perform but also biased
towards the variable used to approximate volatility (most commonly used
proxies are the squared returns and intraday data).
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From all the above we can identify in the relevant literature two distinct
schools of thought addressing the problem of volatility density forecasting.
One advocates the inference of the Implied Volatility Risk-Neutral Den-
sity from option prices when the underlying asset is actually the Implied
Volatility Index. This method celebrates a wider acceptance due to Bree-
den and Litzenberger (1978), who established a relationship between the
second derivative of the option price with respect to the strike price and
the risk-neutral density. Their proposition is based on no particular dis-
tributional assumption of the underlying asset, but instead their formula
is very flexible, allowing a variety of option model alternatives to be used
from the researcher. The only prerequisite is a sufficient number of option
data across different strike prices, from which inferences of the underlying
asset can be made. This fact along with the constantly increasing interest
in options on the VIX index (Implied Volatility Index of the S&P500 equity
Index) justifies the popularity of the method.
At this point it is relevant to refer to some facts about the VIX Chicago
Board Options Exchange (CBOE) index which will be used in the analysis.
The index itself was launched in 1993 by CBOE. Originally it was used to to
gauge the 30-day volatility implied by at-the-money options on the S&P 100
index. In 2003, ten years after the index was first introduced to the market,
CBOE together with Goldman Sachs updated VIX. The “new” VIX is based
now on the S&P 500 index, while for its estimation a wider range of call
and put prices is used this time. However, it is still quoted on an annual
basis. In particular to arrive at the VIX value, a range of in-the-money
to out-of-the-money call options and put options of two expiration months
bracketing the nearest 30-day period are selected. The implied volatility of
all options of each of the selected months are estimated on a price weighted
average basis in order to arrive at a single average implied volatility value
for each month. Finally, results of the two months are interpolated using
a 30 days constant and then a percentage derived from the square root of
that result.
In particular the mathematical formula used to estimate the VIX is
σ2 =
2
T
∑
i
∆Ki
K2i
eRTQ (Ki)− 1
T
[
F
K0
− 1
]2
, (4.1)
where
133
•
σ =
V IX
100
⇒ V IX = 100σ, (4.2)
• T is time to expiration, and,
T = {Mcurrent day +Msettlement day +Mother days} , (4.3)
and
Mcurrent day = minutes remaining until midnight of the current day,
Msettlement day = minutes from midnight until the open time of
trading (e.g. 8:30 a.m. Chicago time) on SPX settlement day,
Mother days = total minutes in the days between current day and
settlement day,
• F is the forward index level derived from option prices,
• K0 is the first strike below the forward index level, F,
• Ki is the strike price of ith out-of-the-money options (a call if Ki > K0
and a put if Ki < K0, both put and call if Ki = K0),
• ∆Ki is the interval between strike prices - half the difference between
the strike on either side of Ki,
∆Ki =
Ki+1 −Ki
2
. (4.4)
Regarding the lowest strike, ∆Ki equals the difference between the
lowest strike and the next higher strike. Additionally, for the highest
strike, ∆Ki equals the difference between the highest strike and the
next lower strike.
• R is the risk free rate to expiration, and is a bond equivalent yield
of the U.S. T-bill maturing closest to the expiration dates of relevant
SPX options,
• Q (Ki) is the midpoint of the bid-ask spread for each option with strike
Ki.
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Futures on VIX were not introduced before 2004 while it took CBOE
another two years, in 2006, to issue volatility options. Since then, however,
it attracts a considerable interest, as it is regarded as an indicator of the
future movement of the S&P500 index itself. Periods of high anticipated
volatility can trigger an increase in the option price, since this could imply
abrupt forthcoming moves in the equity price index. It is also called the
“fear index”, and when S&P500 is divided with VIX a gauge of the investor’s
confidence for the movement of the index can be produced. Of course a
small VIX value implies low volatility, thus a high ratio and a sense of
market stability. The opposite holds also. Apart from VIX, which is related
to the S&P500 30-day implied volatility, there is the VXD for Dow Jones
and VXN for Nasdaq100.1
Since option prices can reveal only density estimates in the risk-neutral
world, transition from a Q-measure density forecast to the real-world equiv-
alent predictive distribution is essential. However, calibrating the risk pre-
mium has been a subject of interest for various researchers, an issue that will
also be addressed later in this chapter. Ai¨t-Sahalia and Lo, (2000) calibrate
the risk premium using an estimator related to the investors “Marginal Rate
of Substitution” or the rate of the State Price Density over the real-world
Density, fQ/fP . Starting with Merton’s (1971) proposition that the ul-
timate objective of the investor is maximizing his wealth subject to some
constraints (positive wealth etc.), the authors provide the necessary steps
in order to make inferences for the Relative Risk Aversion based on the
investor’s risk preferences as these are expressed through his selected utility
function.
The method is also discussed by Jackwerth and Carsten, (2000), Bliss
and Panigirtzoglou (2001), Taylor (2005) etc. (to name a few others), while
it has received a wider acceptance during the years from researchers due
to its tractability. It follows naturally that by identifying any two of the
three, RRA, fQ or fP , we are able to make inferences of the third (Bliss
and Panigirtzoglou (2004)).
The second approach that will be discussed in this chapter involves using
directly real-world prices (any index’s prices suffice, but here the S&P500
index is used) and by applying relevant bootstrapping methods we sample
1For further details about the VIX or relevant indexes refer to CBOE site:
www.cboe.com/VIX
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from the desired distribution (it could be the empirical or any selected can-
didate distribution) volatility estimates for a particular point in time. How-
ever, in this case, as opposed to the previous approach where we target im-
plied volatility distribution estimates, the objective is to forecast real-world
volatility densities. For this, conditional-volatility models are required, and
in particular the GARCH family models are used. This is due to the fact
that no other modelling alternative has addressed the problem of volatility
forecasting more efficiently than GARCH-type models have done. Since the
introduction of Engle’s ARCH model in 1982 GARCH family models still
enjoy the same level of popularity among researchers due to their efficiency
to capture some of the most well-known features of volatility (clustering,
leverage effect etc.). So the modelling direction has been easy to be selected.
Still though the question which one of all those GARCH type candidate al-
ternatives is optimal to use remains. The same holds of course when the
risk-neutral volatility density is under scrutiny. The number of competing
option pricing schemes in the literature is vast to say the least and different
specifications of each modelling approach capture different attributes of the
underlying.
Naturally the question that has to be posed to the researcher is how dev-
astating a wrong model selection can be to the final result. The solution to
the problem can be traced in the use of averaging techniques. Although the
idea dates far in the past, it has only recently received a revived interest due
to computational advances. The thought of using approximation methods
(Monte Carlo) under one model specification for option pricing was enough
to daunt the common practitioner, let alone average a dozen of such mod-
els to produce an averaged scheme. Nowadays, however, the perception of
computational power has been transformed beyond recognition and what
seemed impossible a few decades ago is common practice today. Avoiding
model misspecification risk by all means is worth the extra computational
burden. On top of that, empirical evidence suggests that a better forecast-
ing performance can be achieved when averaging is applied than one based
on the best single model, as this is defined in-sample using various model
selection criteria. The reason lies in the inadequacy of these criteria to iden-
tify that candidate predictive method that could be as successful in-sample
as out-of-sample.
Here two of the most popular averaging processes will be applied. These
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are, Thick Model Averaging (Granger and Jeon, 2004) and Bayesian Ap-
proximation. When the risk-neutral volatility density forecasting is under
scrutiny, averaging techniques will be applied using the option-pricing mod-
els and then Breeden and Lichtenberger’s method for deriving the density
of the underlying based on option prices. When the real-world volatility
density is under scrutiny the different GARCH type models for conditional-
volatility will be averaged directly in order to produce desired density fore-
casts.
4.2. Literature Review
In general there are two approaches governing density forecasting. The
first relates to the data as these are observed in the market, so for that
reason it focuses directly on the so called “real-world” density. The second
approach, however, and the most favourable of the two, is based on the
observed option prices related to the particular asset of interest, and from
these prices inferences of the asset’s risk-neutral distribution can be made
instead.
4.2.1. Risk-Neutral Density Forecasting
Ross (1976) proves that one can recover the risk-neutral distribution from
a continuum of option prices, while Breeden and Litzenberger (1978)2 es-
tablish in particular a relationship to derive this distribution, connecting
the second derivative of the option price with respect to the strike price
with the risk-neutral density. To be more precise, this relationship can be
formulated as follows.
Let us define first St as the value of an asset at time t, with c (ST ) being
the payoff at time T (T > t) of a call option written on that asset which has
a risk-neutral density fQt (ST ). According to Ross (1976) and Cox and Ross
(1976), the call price equals (an equivalent expression can be postulated for
put options as well)
2A lot of authors reference as well Ross (1976) and Banz and Miller (1978) work on the
area of deriving the risk-neutral density from observed option prices.
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c (St,K, T ) = e−rT
∞∫
0
(ST −K)+ fQt (ST ) dST
= e−rT
∞∫
K
(ST −K) fQt (ST ) dST
= e−rT
∞∫
K
ST f
Q
t (ST ) dST − e−rTKpQ, (4.5)
where r is the risk-free rate and K the strike price and pQ the probability
of exercising the call under the Q-measure.
Taking under consideration the above Breeden and Litzenberger, prove in
turn that the risk-neutral density can be connected with the pricing equation
via the following formula:
fQt (ST ) = e
rT ∂
2c (St,K, T )
∂K2
∣∣∣∣∣
K=ST
. (4.6)
This is the approach followed here which relates also to the formation of a
butterfly spread. In other words, a butterfly spread can be used in order
to approximate the risk-neutral density. To construct that spread we first
assume a portfolio that consists of a long position on two calls options, one
with strike K − s and another with strike K + s, and prices c (St,K − s, T )
and c (St,K + s, T ) respectively. Also in this portfolio we take a short po-
sition on two identical call options with strike K and price c (St,K, T ). In
the end we should have created the desired butterfly spread with total price
P (St,K, T ) given by:
P (St,K, T, s) =
c (St,K − s, T )− 2c (St,K, T ) + c (St,K + s, T )
s2
, (4.7)
where 1
s2
are the units of the option. At time T its payoff is,
P (ST ,K, T, s) =
s+ |ST −K|
s2
1ST∈[K−s,K+s]. (4.8)
Now as s approaches zero the payoff approximates
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lim
s→0P (ST ,K, T, s) =
{
∞ if ST = K,
0 ST 6= K.
(4.9)
If we assume that at time t the payoff of the option equals the discounted
expected risk-neutral value under the Q-measure, then the above limit,
lim
s→0P (ST ,K, T, s), connects the risk-neutral density with the terminal op-
tion value:
lim
s→0P (ST ,K, T, s) = e
−rTEQt [lim
s→0P (ST ,K, T, s)] = e
−rT fQt (ST ) . (4.10)
Rewriting (4.3), we get
P (St,K, T, s) = [
c (St,K − s, T )− c (St,K, T )
s
− c (St,K, T )− c (St,K + s, T )
s
]/s
(4.11)
which implies that
lim
s→0P (ST ,K, T, s) =
∂2c (St,K, T )
∂K2
∣∣∣∣∣
K=ST
. (4.12)
From (4.6) and (4.8), finally we get
fQt (ST ) = e
rT ∂P (St,K, T, t)
∂K2
≈ erT ∆P (St,K, T )
(∆K)2
≈ erT −2c (St,K, T ) + c (St,K − s, T, t) + c (St,K + s, T )
s2
(4.13)
where St is the spot price at time t, K the strike price, s is a very small
amount used to separate contingent claims on the same asset with different
strikes (all centered around K) and T is the time to maturity. If we had
1/s units of the butterfly spread, then we can say that as s approaches
zero the butterfly spread approximates an Arrow-Debreu security (namely
also state price and in accordance the corresponding risk-neutral density is
called state price density3) that pays
3A good reference including some of these introductory to the financial and option pricing
definitions is: Bahra (1997)
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lim
s→0P (ST ,K, T, s) =
{
1 if ST = K,
0 ST 6= K.
(4.14)
In order to estimate the risk-neutral density given a collection of op-
tion prices on the same underlying asset with different strikes but with the
same maturity, we can identify mainly two schools of thought. The first re-
lates to parametric while the other to non-parametric estimation methods.
Different categorizations do exist, but here we employ the most common
practice of dividing the vast literature related to the subject according to
those two wider predetermined categories. More extensive literature re-
views on the subject of recovering the risk-neutral distribution are provided
by Bahra (1997), Jackwerth (1999), and more recently Bliss and Panigirt-
zoglou (2002). Here we will loosely follow the categorization as presented
in Jackwerth.
According to this the parametric methods can be subdivided into 3 further
categories.
1. Risk-neutral density related models
• Expansion methods
Under this spectrum Jarrow and Rudd (1982) suggest deviat-
ing from the lognormal density assumption on the underlying
by adding to the polynomials alleged distribution . These ac-
count for a dependency structure which incorporates higher mo-
ments such that more complicated attributes of the asset can be
captured. Similarly Edgeworth expansion is used by Longstaff
(1995, normal deviate related expansion), Rubinstein (1998, bi-
nomial density expansion) and more recently Giamouridis et al.
(2002, 2005). In contrast with Edgeworth expansion that uses
cumulants, Gram-Charlier expansion uses moments of the distri-
bution to deviate from lognormality and its application in the
risk-neutral density estimation is introduced by Corrado and Su
(1997).
• Generalized distribution methods
Here more general distributions are employed, such as Weibull,
Gamma (Savickas (2005)), Generalized Beta (McDonald et al.
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(1987, 1995)), GEV (Markose and Alentorn (2005)), as well as
many other alternatives including Generalized Lambda (Corrad,
2001), Burr XII distribution (Sherric et al. (1992)) etc.
• Mixtures of distributions
The most common encounter in this category is a mixture of
two lognormals. It could also possibly be a mixture of three or
even more distributions, although the unavoidable explosion of
parameters restricts the utilization of this approach. Usually this
method can be associated with the preconception that a partic-
ular number of states of the world (two, three etc.) can only
exist in the future, each one with probability pi where
s∑
i=1
pi = 1
and s is the number of states. Authors that have applied this
method include among others Ritchey (1990, mixture of nor-
mals), Bahra (1997) and Melick and Thomas (1997, mixture of
three lognormal), Soderlind and Svensson (1997), Abadir and
Rockinger (2003), Giacomini et al. (2008).
2. Implied-volatility (or volatility-smile) models
Under this approach, from the observed option prices the implied
volatility is derived and then fitted to a lower degree polynomial which
represents the market implied-volatility function. This function can
later be used to derive option prices, which in turn can be translated
into probabilities under the Breeden’s and Litzenberger’s transforma-
tion. First Shimko (1993) proposes the method which is later applied
by Malz (1997a, 1997b), Dumas et al. (1998). This approach, how-
ever, introduces higher estimation bias than that which uses directly
observed option prices to derive the risk-neutral density.
3. Stochastic-process models
Here particular stochastic processes may be used to model the dynam-
ics of the underlying asset of interest. This approach has the addi-
tional advantaged that a more complicated process for the underlying
can be assumed which could actually incorporate a series of irregular-
ities of the variable as these are observed in the market (occurrence
of jumps, mean reversion etc.). Undeniable great contributors to this
category with models describing a stochastic dependence structure of
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the volatility of the underlying are Hull and White (1988), Heston
(1993), more recently Bates (1996) and many others.
In addition the nonparametric methods can be divided into the following
subgroups:
1. Implied trees
Rubinstein (1994) uses implied binomial trees to make inferences about
the risk-neutral density of the underlying. The posterior end node
probabilities are derived by minimizing the sum of squared deviations
error (we calculate that using the prices estimated when probabili-
ties are assigned to the tree nodes and the observed option prices).
Jackwerth and Rubinstein (1996) suggest the use of different target
functions to solve the minimization problem.
2. Maximum-entropy methods
Under this approach inferences are made using only observed option
prices while the method produces a competent density estimate even
when limited observations are available. Here the RND is approxi-
mated using the maximum entropy distribution, which is derived by
maximizing Shanon’s entropy measure4 conditioning on moment re-
strictions to ensure positivity of the outcome (see Buchen and Kelly
(1996), Stutzer (1996), Hawkins (1997)).
3. Curve fitting methods
• Kernel methods
Aı¨t-Sahalia and Lo (1998, 2000) and Aı¨t-Sahalia et al. (2001)
suggest using a non-parametric option pricing formula, twice dif-
ferentiable with respect to strike, to make estimates of the under-
ling’s distribution. The value of the non-parametric estimator is
calculated by fitting observed option prices by a kernel regression
. Afterwards this estimator can be used to derive the risk-neutral
density following Breeden and Litzenberger. The ultimate objec-
tive of this method is to reduce the dimension of the parameter
vector related to the estimation problem, while at the same time
provide a trustworthy estimator.
4For further details regarding the method refer to the original paper: Jaynes (1957)
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• Regularization methods
Here we can identify those methods that use the option prices
directly to make inferences for the RND and the ones that use
the implied volatility instead, and fit smoothing splines to make
relevant inferences, e.g. Campa et al. (1998) and Bliss and Pani-
girtzoglou (2002).
A concluding remark is the fact that we should not forget that adjust-
ments to the option-pricing equation in order to incorporate the price of risk
are required. This is very important in order to be able to price under the P -
measure (real-world measure). Options only reveal information associated
with a risk-neutral environment, and transitioning to a non-martingale real-
ity is the ultimate objective (although the calibration of this risk-premium
parameter will be discussed at a later point).
4.2.2. Stochastic-Volatility Option Pricing
Having mentioned all the above, Breeden and Litzenberger’s method that
can lead to inferences about the distributional patterns of the underlying
actually makes no assumption regarding the modelling requirements of the
contingent claim. One should though have in mind above all that the princi-
pal focus of this research is volatility density forecasting. Therefore further
consideration is needed related to the particular forces that drive volatil-
ity derivative products, as these can reveal the implied volatility distribu-
tion. In order to capture these particular dynamics (stochastic pattern of
the volatility, central tendency, correlated jumps etc.), a wide collection of
modelling alternatives has been used all these years. Relative research re-
garding volatility derivative pricing goes back in the early nineties. Of the
first to be involved with predicting the volatility density are Gru¨nbichler
and Longstaff (1995). They provide an analytical formula to very conve-
niently track volatility future and option prices. Their work could only offer
a glimpse of the interest that has sparked in the years that have followed as
regards to the significance of volatility derivatives.
Gru¨nbichler and Longstaff assume a square root process for the underly-
ing, as follows:
dVT = (α− κVT ) dt+ σ
√
VTdZT . (4.15)
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Based on Feller (1951) and Cox and Ross (1985), they proved that the
risk-adjusted underlying asset is noncentrally χ2 (ν, λ) distributed. This
gives the analytical solution to the PDE of the option pricing equation as
follows:
c (VT ,K) = DTEQ
[
(VT −K)+
]
, (4.16)
where DT = e−rT is the discount factor (r is the riskless rate), V is the
underlying volatility index, K is the strike price, T is the time to maturity.
Progress however has been relatively slow, and only recently interest has
begun to rekindle when options on VIX started to be traded, putting the
valuation of volatility derivatives back in the limelight. In general VIX
gauges the implied volatility of the S&P 500 index over a 30-day period
and is reported on an annual base. Although it started being traded in
1993, there is an apparent lag in the introduction of contingent claims on
the index, since it is not before 2004 that futures on VIX made their first
appearance, and it took another couple of years (2006) for options on the
same index to be introduced.
From an academic and investment point of view, attention was drawn in-
stantly. Models to evaluate option prices on the index varied from those in-
cluding mean-reverting processes, stochastic-volatility processes, those that
incorporated jumps in conjunction with mean reversion or/and stochastic-
volatility, double mean-reverting stochastic-volatility models (Gatheral (2008),
Li (2009)) and many other propositions. Of the first to introduce pricing
formulae are Detemple and Osakwe (2000). Their suggestions are based on
well-established asset-pricing diffusion processes which are now being uti-
lized for option volatility modelling purposes. These propositions include
a Geometric Brownian Motion process (Merton (1973)), a Mean-Reverting
Gaussian process (Vasicek (1977)), a Mean-Reverting Square-Root process
(Cox, Ingersoll and Ross (1985)) and finally a log-Mean-Reverting Gaus-
sian process. In particular the authors suggest that the volatility can be
described using one of the following equations:
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Model SDE Solution
GBM dVT = VT
[(
2µ+ σ2
)
dt+ 2σdZT
] VT = V0 exp ((2µ+ σ2) t+ 2σdZt) ,
Zt ∼ N (0, t)
MRGP dVT = (α− λVT ) dt+ σdZT
VT = V0φt +At + αtwt,
wt ∼ N (0, 1)
φt = e−λt
At = αλ (1− φt)
at = σ√2λ
√(
1− φ2t
)
wt ≡ 1at
[∫ t
0 e
−λ(t−s)dZs
]
MRSRP dVT =
(
σ2 − 2λVT
)
dt+ 2σ
√
VTdZT
Vt =
(√
V0φt + atwt
)2
,
wt ∼ N (0, 1)
LMRGP
d lnVT = (α− λ ln (VT )) dt+ σdZT
or
dVT = VT
(
α+
1
2
σ2 − λ ln (VT )
)
dt
+VTσdZT
VT = V
φt
0 e
At+αtwt ,
wt ∼ N (0, 1)
Table 4.1.: Assumptions of the volatility process according to Detemple and
Osakwe (2000).
An important aspect, though, that is absent in the two previous scientific
papers (Gru¨nbichler and Longstaff, Detemple and Osakwe) is the fact that
from time to time jumps in the volatility price are observed. One of the
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first to discuss this attribute is Merton (1976), who extends the Black and
Sholes model in order to incorporate this discrete-time feature (price jumps
do not happen constantly). According to Merton the underlying asset can
be described by the following equation:
dSt = µStdt+ σStdZt + κStdQt, (4.17)
where κ is the jump size, and it holds that
ln (1 + κ) ∼ N
(
ln (1 + κ)− 1
2
γ2, γ2
)
,
with κ the average jump size and γ2 the volatility of the proportional jump
size. Merton’s model can be solved analytically. Just extending the Black
and Scholes equation and incorporating jumps could not suffice, however,
when volatility options are under scrutiny. Adding to the process a mean-
reversion component seemed the next more apparent extension. Clewlow
and Strickland (2000), opting for a better model to describe energy deriva-
tives, have noticed first that the assumption of a constant volatility process
as this is implied by Black Sholes and Merton is not appropriate, and second
that electricity prices do convert to a long-term mean despite the periodical
occurrence of price jumps.
The fact that the underlying asset has time-dependent mean-reverting
properties may first discussed, however, by Schwartz (1997). In his one-
factor stochastic-volatility model no jump process is incorporated, however.
This is an extension added by Clewlow and Strickland (2000). The model’s
SDE is
dSt = α (µ− lnSt)Stdt+ σStdZt, (4.18)
where µ is the long-term mean and α is the rate of mean reversion. Ac-
counting for risk, the equation can be adjusted
dSt = α (µ− λ− lnSt)Stdt+ σStdZt. (4.19)
To model volatility derivatives the relative equation associated to the log
price (accounting for the price of risk as well) is also important enough to
be mentioned here:
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d lnSt = α
(
µ− λ− σ
2
2α
lnSt
)
dt+ σdZt. (4.20)
Stepping forward from Merton’s model, however, implied sacrificing its
analytical tractability. Monte Carlo simulation is the next direct choice for
solving the PDE, while maximum likelihood methods can also be an option
here. By adding jumps to the prices (as Clewlow and Strickland suggested)
the SDE is extended as follows:
dSt = α (µ− lnSt)Stdt+ σStdZt + κStdQt, (4.21)
where α, µ, σ, κ and the distribution of ln (1 + κ) are as defined before.
Readjusting in order to incorporate the market price of risk we can write
dSt = α (µ− λ− lnSt)Stdt+ σStdZt + κStdQt. (4.22)
Until now in the models we have referred to the parameters of the under-
lying asset’s distribution (mean , variance) remain constant over time. First
Heston (1993) adjusted the GBM model to account for time dependency in
the volatility of the underlying:
dSt = µStdt+ σtStdW1t. (4.23)
Bakshi, Cao and Chen add jumps to Heston’s model to account for the
fact that occasionally prices exhibit sudden upward or downward moves.
Additionally, influential work related to volatility modeling, such as this
of Hull and White (1987), Stein and Stein (1991), Ball and Roma (1994),
Fouque et al. (1998), Fournie et al. (1997), Heston (1993) etc, favours the
notion of mean reversion. Thus, in an attempt to successfully capture this
attribute (see also Derman et al. and Dupire), we construct a model were
volatility is represented by an Ornstein Uhlenbeck process (at first no jumps
are added to the dynamics of the underlying). The equations that describe
such a model are given below:
dSt = µStdt+ σtStdW1t, (4.24)
dσ2t = η
(
ϑ− σ2t
)
dt+ γσtdW2t, (4.25)
147
where W1t,W2t are ρ12 correlated Geometric Brownian motions with volatil-
ity being marginally Log-Normally distributed.
Another alternative in option pricing is to assume a stochastic volatility
process driven by a Le´vy process. The most popular in this category is the
Barndorff-Nielsen and Shephard (2001) model, which assumes for the under-
lying a stochastic volatility that follows a non-Gaussian Ornstein-,Uhlenbeck
process driven by a subordinator (zt)t≥0, λ > 0. This proposition belongs
to a more general category which accounts for the fact that as prices of
the underlying increase the volatility falls. This so-called leverage effect in
connection with Heston’s concept of a time-dependent rather that constant
volatility attribute underpins the Barndorff-Nielsen and Shephard model’s
driving mechanism. In particular the asset price is
St = S0exp(rt +Xt), (4.26)
where Xt is described by the following SDE:
d lnXt =
(
µ+ βσ2t
)
dt+ σtdWt + ρdzλt,
dσ2t = −λσ2t dt+ dzλt, σ20 ≥ 0, (4.27)
where σ20 ≥ 0, ρ ≤ 0, zt( t > 0) is the Background Driving Le´vy Process
(BDLP) with z0 = 0 which is non-Gaussian with positive non-decreasing in-
dependent increments (i.e. a subordinator) and λ some positive constant. λ
in particular plays a significant role, since it controls not only the frequency
but also the rate of decay of the jump in volatility. Also Wt is independent
of zt, and ρ is the parameter that captures the asymmetric response that a
change in price causes to volatility. Also the process is a martingale if
β = −1
2
,
µ = −
∫
<+
(eρx − 1)νdx,
where ν is the coefficient that determines the size of the jump for the volatil-
ity and the price. Adjusting from the risk-neutralQ to the objective measure
we get the transformed relationship for the log price:
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d lnXt =
(
r − q − λν (−ρ)− 1
2
σ2t
)
dt+ σtdWt + ρdzλt. (4.28)
Most common choices for the BNS model are when the volatility follows
a Gamma or Inverse Gamma distribution. In other words in these cases the
volatility of the underlying asset is Gamma or Inverse-Gamma marginally
distributed and exhibits jumps. Such models have been favoured by re-
searchers since they offer tractable characteristic functions for the underly-
ing.
This model category is directly comparable when we impose continuous-
time limits on discrete time volatility models. First Nelson (1990) suggested
the following:
yn = σtdB
(1)
t , t ≥ 0, (4.29)
dσ2t =
(
β − ησ2t
)
dt+ φσ2t dB
(2)
t , t > 0, (4.30)
where B(1)t , B
(2)
t are independent Brownian motions, β > 0, η ≥ 0, and
φ ≥ 0 are constants. The limitation of this process is that there are two
independent sources of uncertainty. On the other hand in a GARCH model
we find just one source of variability, the innovation process, which is mod-
elled as a white noise. This twofold uncertainty can have complications
when pricing options. Another advantage of a simple GARCH model is
that large socks are interpreted immediately as large innovations thus, have
a direct impact on the modelling outcome of future volatility. Unfortu-
nately, Nelson’s model does not share the same feature. Corradi (2000)
tried to modify the above model in order to have just one random part.
What he proposes though, reduces to a deterministic process, an undesir-
able property when modelling volatility. Klu¨ppelberg, Lindner, and Maller
(2004) however, introduced a complete different approach to continuous-
time modelling of volatility, presenting the COGARCH model.
COGARCH(1,1) model is the continuous time analogous to the
GARCH(1,1) model driven as well by one single source of random variability,
which in this case however, is the background driving Le´vy process (BDLP).
Initially let remind us that according to Black and Scholes model (1973) the
log-price process Gt = logSt is modelled by a Geometric Brownian motion.
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Gt = G0 + µt+ σBt, t ≥ 0. (4.31)
Given S0 the price process is the solution to the following SDE:
dSt
St
=
(
µ+
σ2
2
)
dt+ σdBt, t > 0. (4.32)
The log-price can also be written as
Gt = G0 +
t∫
0
µsds+
t∫
0
σs−dLs, t ≥ 0, (4.33)
where L is a Le´vy process and µ, σ are adapted ca`dla`g processes. The
Le´vy-Ito¯ representation states that
Lt = γLt+ τLBt +
∫
(0,t]×{|x|>1}
xJL (ds× dx) + . . .
lim
ε↓0
∫
(0,t]×{|x|>1}
x (JL (ds× dx)− dsΠL (dx)), (4.34)
where JL is a Poisson random measure on [0, t]×R with intensity dtΠL (dx).
As a Euler approximation of the above Le´vy log-price model we obtain
for the martingale part
yn = εnσn,disc, (4.35)
σ2n,disc = β + λy
2
n−1 + δσ
2
n−1,disc n ∈ N, (4.36)
where σn,disc :=
√
σ2n,disc is the volatility process modelled as a random
recurrence equation and (εn)n∈N0 is a sequence of iid random variables in-
dependent of σ20,disc with N = {1, 2, 3, . . .} and N0 = N ∪{0}. The solution
to the variance equation is as follows:
σ2n,disc = β + λy
2
n−1 + δσ
2
n−1,disc
= β
n−1∑
i=0
n−1∏
j=i+1
(
δ + λε2j
)
+ σ20
n−1∏
j=0
(
δ + λε2j
)
, (4.37)
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σ2n,disc
d→σ2∞ d=β
∞1∑
i=0
i∏
j=1
(
δ + λε2j
)
, (4.38)
σ2n,disc =
β + n∫
0
exp

bsc∑
j=0
log
(
δ + λε2j
)ds+ σ20,disc
 . . .
exp

n−1∑
j=0
log
(
δ + λε2j
) . (4.39)
In continuous time the error term εn is replaced by jumps of a Le´vy
process. Let (Lt)t≥0 be a Le´vy process with jumps ∆Lt = Lt − Lt−1 t ≥ 0
and let 0 < δ < 1, λ ≥ 0. Finally we define an auxiliary ca`dla`g process
(Xt)t≥0, where
Xt = −t log δ −
∑
0<s≤t
log
(
1 +
λ
δ
(∆Ls)
2
)
, t ≥ 0. (4.40)
The volatility process (σt)t≥0 (left-continuous) equals
σ2t =
β t∫
0
eXsds+ σ20
 e−Xt− , t ≥ 0, (4.41)
where σt :=
√
σ2t , β > 0 and σ
2
0 a finite random variable. We are now
ready to define the integrated continuous time GARCH process (COGA-
RCH) (Gt)t≥0as a ca`dla`g process satisfying
Gt =
∫
(0,t]
σt−dLt, t ≥ 0, (4.42)
or
dGt = σtdLt, t ≥ 0, G0 = 0. (4.43)
The logarithmic price G, jumps at the same time L does, with jump size
∆Gt = σt∆Lt, t ≥ 0. (4.44)
(Xt)t≥0 is spectrally negative, has drift − log δ, no Gaussian part, Le´vy
measure
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ΠX ([0,∞)) = 0 ΠX ([−∞,−x)) = ΠL
|y| ≥
√
(ex − 1) λ
δ

 ,∀x > 0.
(4.45)
Finally,
dσ2t =
(
β + log δσ2t−
)
dt+
λ
δ
σ2t−d [L,L]
(d)
t (4.46)
where,
d [L,L](d)t =
∑
0<s≤t (∆Ls)
2, (4.47)
σ2t = σ
2
0 + βt+ log δ
t∫
0
σ2sds+
λ
δ
∑
0<s≤t
σ2s− (∆Ls)
2
. (4.48)
∫
R
log
(
1 +
λ
δ
x2
)
ΠL (dx) < − log δ, (4.49)
⇔ EX1 > 0, (4.50)
⇔ σ2t d→σ2∞ d=β
∞∫
0
e−Xtdt. (4.51)
Moving to other attributes of the stochastic-volatility process, it is sug-
gested that mean can also vary with time (Balduzzi, Das and Foresi (1998)).
In a context very similar to that one used for stochastic volatility models,
they suggest modelling the underlying as below:
d lnSt = α (µt − lnSt) dt+ σdW1t, (4.52)
dµt = η (ϑ− µt) dt+ γdW2t. (4.53)
Brownian motions W1t,W2t are again correlated.
To all the above variations can very naturally follow. For example Bakshi,
Cao & Chen propose extending Heston’s model even more by incorporating
jumps in the Stochastic Volatility process. Mencia and Sentana (2008) also
propose a Central Tendency model (time-dependent mean) with jumps as
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well as one with Central Tendency and Stochastic Volatility together.
Since analytical tractability is hard, Monte Carlo estimation has become
a powerful and sometimes the only tool for every quest to overcome pricing
obstacles. For that reason complicating the dynamics that drive the un-
derlying asset (adding for example double mean reversion to the stochastic
volatility of the underlying, Gatheral (2008) has become plausible but the
extent to which such complications are necessary has yet to be answered.
What can be said, though, is that a catholic process that captures all
modelling necessities dictated by contemporary market irregularities is still
elusive. Distributions have become even more negatively skewed and take
shapes that can make their identification even harder for the researcher
(structural changes dependent on time). Thus the right to question the
adopted distributional pattern is undisputable, while only one fact remains
definitely true: conquering new grounds of scientific knowledge regarding
the characteristics that drive the probability distribution of the underlying
enables us to justify the pursuit of a better modelling proposal.
There is where model averaging can assist in that journey. The idea is
simple and is based on the following. There might be the case that no sin-
gle model can optimally capture all the attributes of the dependent asset
process. Not only that, but also by combining all or just the top perform-
ing models together one can achieve even better forecasting performance
(synergies are created). Researchers have proven empirically that forecast-
ing accuracy when model averaging is applied can actually not only be
improved but also we can accomplish success rates even higher than those
single models can generate. Most popular methods used in the past to per-
form model averaging are Thick Modelling and Bayesian Model Averaging.
While the first is straightforward, the second requires the unavoidable ref-
erence to Bayesian Theory, which can further place a computational burden
to the estimation process. For that reason Bayesian Approximation is most
commonly used instead, which also as a method avoids any inferences about
prior and posterior distribution of the parameters. The posterior probabil-
ity is simply approximated using information criteria. The steps followed
to perform the averaging techniques discussed above will be presented ana-
lytically in later sections.
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4.2.3. Transforming Risk-Neutral to Real-World Densities
As mentioned previously, Breeden and Litzenberger (1978) were the first to
relate the option price to the risk-neutral density of the underlying. If we
assume that the price is twice differentiable with respect to the strike, then
the risk-neutral density fQ (x) can be derived using the following equation:
fQt (ST ) =
∂2c (K)
∂K2
, (4.54)
where c (K) is the option price and can also be expressed as the integral of
the product of the option’s payoff for a continuum of strike prices with its
risk-neutral density.
c (K) = EQt
[
e−r(T ) (ST −K)+
]
= e−r(T )
∞∫
0
(x−K)+ fQ (x) dx
=
∞∫
0
ζ (x) (x−K)+ fP (x) dx
= EP
[
ζ (ST ) (ST −K)+
]
, (4.55)
where ζ (x) = e−r(T ) f
Q
t (x)
fPt (x)
is the stochastic discount factor.
Trying to interpret this approach, we notice that if we knew the option
prices under all strikes for a particular date t, then we could derive the
risk-neutral distribution of the underlying. This method, although it has
been criticized due to its unrealistic assumption that option prices with a
particular maturity exist for an infinite number of strikes still attracts the
majority of interest due to its simplicity of implementation and its effec-
tiveness in approximating the density of the underlying when working as
closely as possible to the observed in the market strikes price range. Of
course extending beyond that range is important.
Although the above proposition relates options to the risk-neutral and the
real-world density of the underlying asset, it says nothing about investors
risk preferences and how these could help in the transformation procedure
from a Q− to a P−measure. Aı¨t-Sahalia and Lo (2000), followed by Jack-
werth (2000) and Rosenberg and Engle (2002), made this connection:
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fP (ST ) =
fQ(ST )
U ′ (ST )
∞∫
0
fQ(ST )
U ′ (x) dx
. (4.56)
Initially we have to assume a utility function U (WT ), where Wt is the
wealth at time T . We know that (Merton (1971)) the target of the investor
is to maximize wealth. Assuming that we invest all our wealth in the risky
asset such that at the end our wealth equals the asset price (i.e. WT = ST ),
then the stochastic discount factor for all options is a random variable that
equals
ζ (ST ) = e−r(T−t)
fQ (ST )
fP (ST )
= λ
U
′
(ST )
U ′ (St, )
(4.57)
with U
′
(ST )
U ′ (St)
the marginal rate of substitution (or else stochastic discount
factor) and λ some constant the estimation of which can be disregarded
from the analysis (as we will prove later) if particular utility functions are
chosen to represent investor’s risk appetite. The relative risk aversion is
RRA = −xζ
′
t (x)
ζt (x)
= −xU
′′
(x)
U ′ (x)
, (4.58)
and can be approximated as follows: 5
R̂RA = −ST ζ
′
t (ST )
ζt (ST )
= −ST
fQ
′
(ST )f
P (ST )−fQ(ST )fP ′ (ST )
(fP )2(ST )
fQ(ST )
fP (ST )
= ST
fˆP
′
t (ST )
fˆPt (ST )
− ST fˆ
Q′
t (ST )
fˆQt (ST )
(4.59)
and
fP (ST ) =
fQ(ST )
ζ(ST )
∞∫
0
fQ(x)
ζ(x) dx
5For more details refer to the original paper: Aı¨t-Sahalia & Lo (2000)
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=
U
′
(St)
λU ′ (ST )
fQ (ST )∫
0
∞ U ′ (St)
λU ′ (x)f
Q (x) dx
=
fQ(ST )
U ′ (ST )∫
0
∞ fQ(ST )
U ′ (x)dx
. (4.60)
Let us now assume that the investor has the power utility function as a
representative of his risk aversion. The power utility is defined as below:
U (x) =
 x
1−γ
1−γ γ 6= 1,
log (x) γ = 1.
(4.61)
Then the Relative Risk Aversion is
R̂RA = −xU
′′
(x)
U ′ (x)
= −x−γx
−γ−1
x−γ
= γ (4.62)
and
fP (x) =
xγfQ (x)
∞∫
0
fQ (y) yγdy
. (4.63)
Finally, the integral in the above equation has to be evaluated numerically.
However, the above is a pragmatic utility transformation method where the
stochastic discount factor is proportional to the utility function.
According to Ritchey (1990), Melick and Thomas (1997) and Brigo and
Mercurio (2002), the risk-neutral density of the asset price can be defined as
a mixture of lognormal densities as well. In this case, it can be proven that
the above transformation form the risk-neutral to the real-world density can
be performed as follows:
fP (x|θ, γ) = fQ(x|θ˜) (4.64)
with real-world parameters
θ˜ = (F˜1, F˜2, σ1, sigma2, w˜) (4.65)
F˜i = Fiexp(γ, σ2i T ), ∀i = 1, 2, ... (4.66)
1
w˜
= 1 +
1− w
w
(
F2
F1
)γexp(
1
2
(γ2 − γ)(σ22 − σ21)T ). (4.67)
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where Fi is the future price, and w the weight assigned to the first lognor-
mal density (and equivalently 1 − w is the weight assigned to the second
lognormal distribution).
A similar expression can be written for the Generalizes Beta distribution
of second type (GB2), first introduced by Bookstaber and McDonald (1987)
and utilized by Anagnou et al. (2002). There are four positive parameters,
q = (a, b, p, q) , involved in the specification of the distribution. When
changing measures, from risk-neutral to real-wold
fP (x|θ, γ) = fQGB2(x|θ˜) (4.68)
with real-world parameters
θ˜ = (a, b, p+
γ
a
, q − γ
a
) (4.69)
assuming aq > γ.
Except from the utility method, there is the statistical recalibration method,
as this is presented in Liu, Shackleton, Taylor and Xu (2007), and in Shack-
leton, Taylor and Yu (2010).
4.3. Real-World Volatility Density Forecasting
4.3.1. Literature Review
Until now there has been an extensive reference regarding forecasting the
risk-neutral density of the volatility of an asset as this is inferred from
contingent claims written on its volatility index. However, there is an alter-
native choice of directly using the asset prices to make relevant inferences.
To execute this method we only need to assume the process that drives
the volatility of that asset (discrete-time model) and then use bootstrap
techniques obtain the predictive volatility density according to different as-
sumptions for the error distribution. Modelling the volatility of an index,
for example, has been so extensively addressed in the past that there exists
an abundance literature devoted to the subject. Without any detailed ref-
erence to all discrete-time conditional-volatility models, as this is provided
in previous chapters, it suffices to say that the great predecessor of all is
ARCH (Engle (1982)) and consequently GARCH (Bollerslev (1986)). Engle
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in his model assumes that the variance of the error term is a function of the
previous period error plus a constant, while Bollerslev adds to the equation
the lagged value of that variance. More precisely, let yt be a sequence of
realizations such that
yt = µt (yt) + εt, (4.70)
εt =
√
htzt, (4.71)
where zt
iid∼ N(0, 1). In turns the conditional variance ht is defined as
below.
Model Variance Equation
Restrictions to ensure
positivity of variance
ARCH ht = ω +
p∑
i=1
aiε
2
t−i
ω > 0
ai ≥ 0, i = 1, 2, . . . p
GARCH ht = ω+
p∑
i=1
aiε
2
t−i+
q∑
j=1
βjht−j
ω > 0
ai ≥ 0, i = 1, 2, . . . p
βj ≥ 0, j = 1, 2, . . . p
p∑
i=1
ai +
q∑
j=1
βj < 1
Table 4.2.: The “work horses” of discrete-time conditional-volatility fore-
casting along with their restrictions.
The plethora of extensions that have followed stand as a testimony to the
overwhelming interest that volatility forecasting attracts, as well as of the
immense importance placed by researchers on having a model that tracks it
correctly.
Indicatively, some of the most familiar models6 include EGARCH (Nel-
6A good review is the following although the reader should refer whenever possible to
original papers (see end references): Tera¨svirta (2006)
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son (1991)) which by modelling the log-variance removes any restrictions
having to be imposed on the parameters, GJR GARCH (Glosten, Jagan-
nathan, Runkle (1993)) that accounts for asymmetric impact on volatility
of negative and positive shocks. A very close variation is where instead of
variance the volatility is modeled asymmetrically, and this model is called
TGARCH (Threshold GARCH, Zakoian (1994)), while a DTGARCH (Dou-
ble Threshold, Li and Li (1996)) also exists. Another asymmetric varia-
tion comes from Engle and Ng (1993), in which the number of negative
to positive stock responses is not equal. Other alternatives that account
for leverage effects include Asymmetric Power GARCH (Ding, Granger and
Engle (1993)) which in its more restrictive formation yields the Nonlin-
ear GARCH (Higgins and Bera (1992)). In the literature we can also find
from simple modelling solution such as the Absolute Value GARCH (Taylor
(1986)) to more complicated structures like STGARCH (Smooth Transition
GARCH, Hagerud (1997)) or EST (Exponential Smooth Transition, Tay-
lor (2004)). Also long memory has been an indispensable part of volatility
modelling, with references including Integrated and Fractional Integrated
GARCH models (Nelson (1991)). Finally recent additions to the GARCH
family models include the Time-Varying GARCH (Starica, 2004), where pa-
rameters in the variance equation depend on time, and also and the Markov
Switching GARCH alternatives.
4.4. Density Forecasting Evaluation
Of the first to drew attention to the importance of density forecasting eval-
uation were Diebold and Lopez (1996), followed by Diebold Hahn and Tay
(1998, 1999) and finally Diebold Gunther and Tay (1998). The great contri-
bution of their research is a comprehensive measure for assesing the predic-
tive density even when the underlying true distribution is unknown. This is
of immense importance when the focal point of the researcher is volatility
density forecasting, which by default implies that the true probability dis-
tribution is never observed. Also an additional advantage of the method is
that it does not use any ranking criterion, which in turn could render the
final comparative result biased towards the loss function used to rank the
forecasts. According to the authors (Diebold, Gunther and Tay (1998)),
let {yt}mt=1 be a sequence of m realizations generated from a sequence of
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conditional densities, {ft (yt |Ωt )}mt=1, where Ωt = {yt−1, yt−2, . . .} is the in-
formation set including all available past information and {pt (yt)}mt=1 are
the relative density forecasts. Then the predictive distribution equals the
true distribution of interest, {ft (yt |Ωt )}mt=1 = {pt (yt)}mt=1, if and only if
{zt}mt=1
iid∼ U (0, 1), where zt is the probability integral transformation of ob-
served value with respect to the forecasted density pt (yt) or else the fore-
casted cumulative density function Pt (yt) estimated at yt
zt =
yt∫
−∞
pt (u)du ≡ Pt (yt) . (4.72)
Under the assumption of nonzero Jacobian matrix ∂P−1t (zt)/∂zt with
continuous partial derivatives, zt has the density function qt (zt):
qt (zt) =
∣∣∣∣∣∂P−1t (zt)∂zt
∣∣∣∣∣ ft (P−1t (zt) |Ωt) = ft
(
P−1t (zt) |Ωt
)
pt
(
P−1t (zt)
) . (4.73)
From the above equation it is obvious that if the predictive equals the
real density then,
qt (zt) =
{
1 if 0 ≤ zt ≤ 1,
0 otherwise,
(4.74)
where zt ∼ U (0, 1).
For the total sequence of forecasts, if {f (yt |Ωt )}mt=1 = {pt (yt)}mt=1, then
the joint density is
q (zm, . . . , z1) =
fm
(
P−1m (zm) |Ωm
)
pm
(
P−1m (zm)
) × . . .× f1
(
P−11 (z1) |Ω1
)
p1
(
P−11 (z1)
) , (4.75)
where q (zm) , . . . , q (z1) are the marginal uniform distributions such that
q (zm, . . . , z1) is a multivariate uniform and {zt}mt=1
iid∼ U (0, 1).7
In order to test for independence and uniformity a variety of alternatives
exists in the literature. Diebold et al. refrained from using such tests, since
7For the proof of this equation refer to the original paper of Diebold, Gunther & Tay
(1998).
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if the initial hypothesis is rejected they do not provide in turn any further
information regarding the reason of this outcome. Thus they are considered
of limited value to the researcher. Instead they adopt a more simplistic
graphical approach (histograms and correlograms). In other words, in order
to reject or accept the null, some statistical tests tend to depend on examin-
ing different assumptions; thus the method they follow to reach a conclusion
differs significantly between those indicators. But one cannot disregard the
importance of these tests which have been used in the statistics domain and
in empirical applications from academics and practitioners widely through-
out the years. Among the most influential statistical tests for normality,
uniformity and independence we can identify the following:
• Kolmogorov-Smirnov test (Massey (1951))
This is a non-parametric distribution-free statistical test of the depar-
ture of the empirical CDF from the alleged distribution (usually it is
the standard normal, but it could be used to test uniformity or any
other continuous distributional pattern).
• Crame´r-von Mises test (Crame´r (1928), Von Mises (1931))
This is an alternative to the Kolmogorov-Smirnov test of departure
from a prespecified distributional assumption as opposed to the ob-
served empirical distribution.
• Jarque-Bera test (Jarque and Bera (1987))
This is related to assessing the normality assumption of the data by
looking at the third and fourth moments of the sample. The t-statistic
is assumed to be chi-square distributed.
• Diebold-Mariano test (Diebold and Mariano (1995))
Let yt denote the series to be forecasted and yˆ1t+h|t, yˆ
2
t+h|t denote two
competing forecasts of yt+h. The forecast error for the two models is
ε1t+h|t = yt+h − yˆ1t+h|t (4.76)
ε2t+h|t = yt+h − yˆ2t+h|t. (4.77)
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For the whole forecasting period t = t0, t1, . . . , T we have a different
sequence of errors for the two approaches,
{ε1t+h|t}Tt0 , {ε2t+h|t}Tt0 (4.78)
In order to measure the accuracy of each forecast we use various loss
functions for example,
– Squared error loss: L(εit+h|t) = (ε
i
t+h|t)
2,
– Absolute error loss: L(εit+h|t) = |εit+h|t|,
and test the following null hypothesis:
H0 : E[L(ε1t+h|t)] = E[L(ε
2
t+h|t)],
H1 : E[L(ε1t+h|t)] 6= E[L(ε2t+h|t)]. (4.79)
Diebold-Mariano test in particular examines if the loss difference of
the two different forecasting models has zero mean and unit variance,
dt = L(ε1t+h|t)− L(ε2t+h|t), (4.80)
while the null hypothesis can be expressed as follows:
H0 : E[dt] = 0,
H1 : E[dt] 6= 0. (4.81)
The test statistic is
t =
d
(âvar(d))1/2
=
d
( ˆLRV d/T )
1/2
, (4.82)
where
d =
1
T0
T∑
t=t0
dt, (4.83)
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LRVd = γ0 + 2
∞∑
j=1
γj , γj = cov(dt, dt−j). (4.84)
In order to avoid problems with serial correlation among the differen-
tials, {dt}Tt0 , we have used above a more robust estimator for the vari-
ance
√
T d, the L̂RV d estimator. Under the null hypothesis the test
statistic must be standard normally distributed (Diebold and Mariano
(1995)),
t ∼ N(0, 1). (4.85)
• Ljung-Box test
This is a joint test that all autocorrelation coefficients equal zero up
to a particular lag. Under the null hypothesis that the data are iid,
the Q-statistic is chi-square distributed with ` degrees of freedom,
QLjung
Box
∼ χ2` .
• Berkowitz test (Berkowitz, 2001)
The additional advantage of this indicator in comparison with the
ones mentioned before is that both independence and uniformity are
jointly tested here. The author starts with a further transformation
of zt (where zt is defined as above by Diebold et al (1998)) by taking
its inverse standard normal cumulative function value (yt):
yt = Φ−1 (zt).
Under the null assumption yt is distributed as follows,
yt
iid∼ N (0, 1).
To test for normality and independence a likelihood-ratio test is used
with critical values being taken from the chi-square distribution with
two degrees of freedom, LR2 ∼ χ22.
4.5. Methodology
As discussed previously, we use two distinct approaches for volatility-density
forecasting. One is based on deriving the risk-neutral density from option
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prices written on a volatility index i.e. predicting the risk-neutral distribu-
tion of the underlying (volatility) and then transforming it to a real-world
equivalent density. The second approach uses real-world data to forecast
directly the volatility distribution by sampling multiple random draws for
the error from a proposal distribution and then forecasting the variance.
In more detail, the method used for both alternatives will be discussed in
this part, which is naturally divided in two subsections depending on the
adopted approach used for deriving the volatility density.
4.5.1. Real-World Volatility-Density Forecasting
Since models related to volatility forecasting are so numerous the researcher
has to decide entirely within his discretion which is the most appropriate
solution and with what specifications-lags. Model selection criteria do ex-
ist, but rarely provide a competing answer out-of-sample. These selection
criteria make inferences based on in-sample information, which can only
be slightly related to the uncertainty of any future outcome. Here we fo-
cus mainly on five out of all proposed models found in relevant literature,
since incorporating everything in the analysis is not possible. In particular,
the models that will be used along with their characteristic equations are
provided below. It is worth noticing that these were selected either to be
used as benchmarks or because they account for some of the most widely
recognised characteristics of volatility.
Model Variance Equation
GARCH ht = ω +
p∑
i=1
aiε
2
t−i +
q∑
j=1
βjht−j
Absolute
Value
GARCH
√
ht = ω +
p∑
i=1
ai |εt−i − c|+
q∑
j=1
βj
√
ht−j
GJR ht = ω +
p∑
i=1
αiε
2
t−i + γε2t−iI{εt−i < 0}+
q∑
j=1
βjht−j
TGARCH
√
ht = ω +
p∑
i=1
ai |εt−i − c|+
q∑
j=1
βj
√
ht−j
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Asymetric
Power
GARCH
(
δ
√
ht−j
)2
= ω+
p∑
i=1
ai |εt−i|δ − γ |εt−i|δ I
{
εt−i < 0
}
+
q∑
j=1
βj
(√
ht−j
)δ
Table 4.3.: Table of the GARCH-type model alternatives used for the esti-
mation of the real-world volatility-forecasting density.
Also the error parameters are allowed to be distributed less restrictively
including along with the Normal Distribution the Generalized Normal Dis-
tribution, the Student-t distribution and finally the Skew-t distribution. In
more detail some basic characteristics of the functions are provided below.
This is all in an attempt to better approximate the error distribution, since
it is proven empirically that returns are leptokurtic with non-constant vari-
ance dependence.8
8See: Hansen (1994), Patton (2010), Sheppard (2010)
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Distribution Expression Parameter Bounds PDF
Normal zt ∼ N (µ, σ)
µ : mean
σ ≥ 0 : volatility
1√
2piσ2
e
(
− (zt−µ)
2σ2
)
GED zt ∼ GED (µ, α, β)
µ : mean
α : scale parameter
β : shape parameter
β
2αΓ
(
1
β
)e−
(
|zt−µ|
a
)β
Student-t zt ∼ ST (ν)
2 < ν <∞
degrees of freedom
Γ
(
ν+1
2
)
√
νpiΓ
(
ν
2
) (1 + z2
ν
)−( ν+12 )
where Γ is a Euler’s
Gamma function.
Skew-t zt ∼ SKST (ν, λ)
2 < ν <∞
degrees of freedom
−1 < λ < 1
skewness parameter

bc
(
1 + 1ν−2
(
bzt+α
1−λ
)2)− (ν+1)2
zt < −αb
bc
(
1 + 1ν−2
(
bzt+α
1+λ
)2)− (ν+1)2
zt ≥ −αb
where:
α = 4λc
(
ν − 2
ν − 1
)
b =
√
1 + 3λ2 − α2
c =
Γ
(
ν+1
2
)
√
pi (ν − 2)Γ (ν2 )
Table 4.4.: Table of the error distributions used in the analysis.
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Using real-world data to forecast the distribution of returns has been
discussed by Rosenberg and Engle (2002). The method they used can be
described as follows. Firstly they sample random independent innovations,
and secondly for every draw they re estimate the return such that at each
particular time point there exists a collection of simulated return estimates.
What they suggest, however, is sampling from the empirical error distribu-
tion draws and not assuming any particular underlying density pattern (sim-
ilarly with bootstrap methods).9 Taylor (2002) also provides an example
of forecasting the density of an equity index, but instead uses standardized
random numbers which are drawn from a suggested predictive distribution
FD (0, 1). After all random draws are acquired they are used to estimate
the conditional mean and variance in order to forecast the desired density.
Moving forward, we focus here on volatility density forecasting, where at
each time step we first have to calibrate the parameters of the variance equa-
tion based on past information, ht |Ωt−1 , where Ωt−1 is the information set
at time t−1. For example, let us assume that we want to forecast the volatil-
ity distribution at time t. We achieve that by generating ht,i ∀i = 1, 2 . . . , n
independent volatility forecasts with marginal distribution the same as that
selected for the error. More precisely, at our discretion we have all returns
from time 1 to time t − p ∀p = 1, . . . , 4, where p is lag (here we consider a
maximum lag of four, so p will take values from 1 to 4). At first we have
to select one particular model to capture volatility along with the number
of lags we want for that model (p, q). Secondly using maximum likelihood
and assuming that the noise term in the variance equation takes one of the
four proposal distributions (Normal, GED, Student t and Skew t) we are
able to calibrate the parameters based on past information. Finally, after
parameter estimates have been acquired we are ready to perform volatility-
density forecasting. All that is required is to simulate a sufficiently large
number of variance forecasts for time t by taking n independent random
draws from the error distribution and adding them to the volatility equa-
tion. In other words, for each draw zt−p,i where i = 1, 2 . . . , n we estimate
εt−p,i ∀i = 1, 2 . . . , n and next forecast ht,i ∀i = 1, 2 . . . , n (where n is the
number of simulations). At the end, we have a volatility density estimate
9A good reference for the bootstrap methods is: Efron & Tibshirani (1993).
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for time t for every univariate conditional volatility model with lags (p, q)
and marginal distribution the same one as that of the error distribution. In
steps the procedure is described as follows.
1. Select a model to forecast volatility and select an error distribution to
use for that model.
2. Using return data until t − p (p being the lag value) we calibrate
volatility parameters using maximum likelihood. Notice that depend-
ing on the error distribution the log-likelihood considered necessary
to calibrate that volatility model should be adjusted accordingly.
3. Take n random draws from that selected error density to simulate
values for zt−p.
4. Estimate εt−p,i =
√
ht−p,izt−p,i ∀i = 1, 2 . . . , n
5. Create n independent volatility forecasts for each time step using the
simulated error values.
6. Fit the volatility sample to a choice of three distributions. First to the
empirical distribution using a kernel regression, second to the Gamma
and third to the Log-Normal distribution.
7. Assess the accuracy of each model using the Berkowitz test for the
whole sequence of forecasts. The model that generates the highest
p-value for that test is the optimal model to forecast the volatility
density of the index.
Regarding the reliance on p-values for determining the optimal density
choice we have to notice the following. This is considered an appropri-
ate path to follow when we can clearly accept one competing alternative
and reject all the rest. However, when this acceptance/rejection is not
catholic, and multiple models reject/accept the null hypothesis for a par-
ticular confidence level, the answer to which is the most dominant is not
straightforward. Here, following Bliss and Panigirtzoglou (2002), we select
among these densities that surpass the statistical threshold, the one that
has the most satisfactory p-value, or else this distribution alternative that
most “strongly” rejects the null hypothesis. Further consideration of this
approach however, is of course suggested.
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4.5.2. Risk-neutral Volatility-Density Forecasting
(Option-based approach)
In order to acquire the predictive risk-neutral volatility density we have to
acquire relative option prices for a continuum of strikes, all with the same
time to maturity. The models that are used to facilitate the estimations
along with some intrinsic details of their implementation are provided below.
• The analytic pricing formula of Gru¨nbichler and Longstaff, a Square-
Root Mean-Reverting Process where according to their assumptions
volatility is noncentrally χ2 (ν, λ) distributed. In particular the dis-
cretized analytical expression of the pricing formula is given below.
c(Vt,K) = e−rt[e−βtVtQ(γK|ν + 4, λ) + α
β
(1− e−βT ) . . .
Q(γK|ν + 2, λ)− e−rTKQ(γK|ν, λ)], (4.86)
where as defined before,
ν =
4α
σ2
, (4.87)
λ = γe−βTV, (4.88)
γ =
4β
σ2 (1− e−βT ) . (4.89)
(4.90)
Q (· |ν, λ), whose definition has been provided above as the comple-
mentary distribution function of the noncentral χ2 (ν, λ), can be ap-
proximated as follows.
Q (γK |ν, λ) = 1−N (d, l, κ) , (4.91)
where N (d, l, κ) is the Normal CDF function with mean l and variance
κ and can be estimated as below:
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h = 1− 2
3
(ν + λ) (ν + 3λ) (ν + 2λ)−2 , (4.92)
κ =
[
h2
2 (ν + 2λ)
(ν + λ)2
[
1− (1− h) (1− 3h) (ν + 2λ) (ν + λ)−2
]]− 12
,
(4.93)
l = 1 + h (h− 1) ν + 2λ
(ν + λ)2
− h (h− 1) (2− h) (1− 3h) (ν + 2λ)
2
2 (ν + λ)4
,
(4.94)
d =
(
γK
ν + λ
)h
. (4.95)
• The Log-Mean-Reverting Gaussian Process of Detemple and Osakwe,
which is also analytically tractable with solution
VT = e−rtV
φt
0 e
α(1−φt)
λ
+ η
2
2 N (δ + η)−KN (δ) , (4.96)
where N (·) is the standard normal distribution, while the rest are
defined below.
φt = e−λt, (4.97)
η =
σ
√(
1− φ2t
)
√
2λ
, (4.98)
δ =
1
η
(
φt log (Vt)− log (K) + α (1− φt)
λ
)
. (4.99)
• The risk-adjusted Jump-Diffusion Mean-Reverting model of Clewlow
and Strickland which is discretized as below.
∆ log Vt =
(
α (µ− r − log Vt)− 12σ
2
)
∆t+ σ
√
∆tε1t + . . .
(µjump + σjumpε2t − κµjump∆t) (ut > κ∆t) , (4.100)
where r is the risk premium, µjump and σjump is the mean and the
variance of the jump process and κ is the jump-frequency parameter.
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Additionally ε1t, ε2t are standard normal random numbers while ut
represents random draws from the uniform distribution.
ε1i, ε2i ∼ N (0, 1)
ui ∼ U (0, 1) where ui
{
1 ui > κ∆t,
0 otherwise.
(4.101)
• By intergrading Schwartz’s (1997) model (non-constant volatility com-
ponent for the equation that describes the underlying) with Detem-
ple’s and Osakwe’s (2000) (log-Ornstein-Uhlenbeck model), we employ
a Stochastic-Volatility double-Mean-Reversion process (both the un-
derlying and the volatility process mean-revert). Formulating this in
order to simulate the processes we have the following relationships.
d log Vt = α (µ− r − log Vt) dt+ σtdW1t, (4.102)
d log σ2t = η
(
ϑ− log σ2t
)
dt+ γdW2t. (4.103)
Discretizing the above SDEs, we get
∆ log Vt =
(
α (µ− r − log Vt)− 12σ
2
t
)
∆t+ σt
√
∆tε1t, (4.104)
∆ log σt =
(
η (θ − log σt)− 12γ
)
∆t+ γ
√
∆t
(
ρε1t +
√
1− ρ2ε2t
)
.
(4.105)
• Another alternative in relation to the Barndorff -Nielsen-Shephard
model (2001) is to capture the driving dynamics of volatility op-
tions using a Gamma Ornstein-Uhlenbeck process with stochastic time
change. By making time stochastic we try to capture the fact that in
periods of high volatility, time will run faster than in periods of low
volatility. This potentially can impact the total return measured over
one calendar day which can equal several days’ return counted in the
stochastic business time. In order to simulate such a process, we first
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have to draw our attention to the volatility equation. This requires to
define yt, t ≥ 0, as the rate of time change described by the following
SDE:
dyt = −λytdt+ dzλt, (4.106)
where z is a compound Poisson process. Since time needs to increase
all processes modelling the rate of time change need to be positive
(Clark, 1973). Equivalently we have
ytn = (1− λ∆t) ytn−1 +
Ntn∑
κ=Ntn−1+1
xκe
−λ∆tuκ , (4.107)
where uκ are independent random draws from a uniform distribution,
uκ
iid∼ U (0, 1), tn = n∆t and xκ = −ln (uκ)/b
Afterwards we are ready to return to the pricing equation which is
discretized as before:
∆ log Vt =
(
α (µ− r − log Vt)− 12σ
2
t
)
∆t+ σt
√
∆tε1t. (4.108)
• Central Tendency (time dependent mean) with Jumps
Discretizing in relation to what has been mentioned before, we get the
following equations:
µt = c+ bµt−1 + δεt, (4.109)
where
c = θ
(
1− e−α∆t
)
, (4.110)
b = e−α∆t. (4.111)
The solution of the above system produces the following estimates for
the parameters:
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α = − ln (b)
∆t
, (4.112)
θ =
c
1− b , (4.113)
σ =
δ√
(b2 − 1) ∆t/2 ln (b) . (4.114)
In turn, the underlying follows an OU jump process with time-dependent
mean, which is simulated using the equation
∆ log Vt =
(
α (µt − r − log Vt)− 12σ
2
)
∆t+ σ
√
∆tε1t
+ (µjump + σjumpε2t − κµjump∆t) (ut > κ∆t) .(4.115)
All the above models can be used to approximate the risk-neutral den-
sity of the underlying as indicated by Breeden and Litzenberger. The tar-
get, though, is the true probability distribution, which as opposed to the
GARCH methodology cannot be inferred directly from the observed option
prices. For that reason the acquisition of the risk coefficient, necessary for
the relevant transformation from the risk-neutral to the objective measure,
is also an issue to be considered. We follow the Bliss and Panigirtzoglou
method where the risk premium is obtained by maximizing the Berkowitz
test p-value related to the realizations of the index with respect to the trans-
formed predictive distribution. In other words, a series of real index prices
is transformed into probabilities, using all the competing forecasting densi-
ties. A Berkowitz test is performed afterwards, while the risk premium is
calibrated by optimizing the p value of the test.
In steps to acquire the predictive density we execute a series of calculations
all presented below.
1. Select an option pricing model. To avoid problems related to model
uncertainty later we will use model-averaging procedures instead of
making such a decision.
2. Calibrate the parameters of the model using observed option prices.
3. Using a butterfly spread to approximate the 2nd derivative of the
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price with respect to strike, obtain the empirical risk-neutral predictive
distribution of the underlying (the VIX index) for a month ahead.
4. Obtain random draws from the empirical predictive density in order to
calibrate the Gamma and the Log-Normal distribution that we want
to use in addition to the empirical.
5. Transform the risk-neutral distribution (either the empirical, Gamma
or Log-Normal) to the objective one according to the Bliss and Pani-
girtzoglou method and connect the investor’s risk preferences (using
the power utility function for example) with the risk-neutral real-world
density.
6. Repeat steps 1 to 4 for the whole sequence of forecasts.
4.6. Density model averaging
Although averaging is not a novel idea the utilization of the method’s ad-
vantages has to the best of our knowledge never been extended to density
forecasting. Here we try to account for that gap in the literature by taking
some of the most popular methods regarding averaging and use them when
performing density forecasting.
These methods relate mainly to Bayes theory, while the technique used to
account for the inherent uncertainty when model selection is performed is
referred to as Bayesian Model Averaging (BMA). Here in particular we will
employ an approximation of BMA, which is widely used by practitioners in
order to avoid inherent problems related to the application of the method
as already discussed in previous chapters. These problems are mainly the
inferences required for the prior and the posterior distribution of the param-
eters, as well as further technicalities regarding the implementation of the
theory. Bayesian Approximation (BA) uses the Schwartz Bayesian Informa-
tion Criterion (SIC or BIC respectively) to approximate the Bayes Factors
needed in order to perform averaging. Under this assumption no further
reference is to the prior or posterior densities required and the researcher
has a fast and reliable formula to use in the averaging procedure. Here we
also extend this proposition by using not only the BIC but also the Akaike
Information Criterion (AIC) as well as the Mean Squared Error (MSE) (or
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any other ranking measure could be used as well). Further details regard-
ing how Bayesian Approximation is performed when dealing with density
forecasting will be provided below. Depending on the targeted distribution
however (real-world or risk-neutral) the method is adapted accordingly.
Another popular technique that will be used for averaging the predictive
densities is Thick Modelling or Thick Model Averaging (TM or TMA by
Granger and Jeon, 2004). Thick Modelling also uses information criteria
or any other ranking measure, as will be exploited here to rank competing
models. Next the method takes only a percentage of the most successful
competing alternatives based on their performance according to that error
measure and places equal weights on those to generate the final averaged
scheme. The method can be criticized as being dependent on the ranking
criterion as well as on the selection of the percentage of top-performing
models which dictates which models will be used to perform forecasting
while the rest are discarded. It is empirically justified, however, that these
are addressable uncertainties (as we have seen in the previous chapter as
well as from what has been justified by Zaffaroni and Pesaran, 2006), while
the dynamic of the method is undisputable. In most cases information
criteria tend to give relevant rankings, while the same holds when using
any error-ranking measure. Also empirical evidence supports the fact that
smaller retention percentages between 10%-30% in the majority of cases
generate optimal results. This percentage depends also on the number of
model alternatives considered for averaging since the fewer the methods the
higher the percentage. As a rule of thumb, however, the predetermined
range of 10% to 30% is the most favourable percentage in practice.
4.6.1. Risk-Neutral Volatility-Density Averaging
When the risk-neutral volatility density is investigated the averaging relates
to the option prices. In other words, instead of assuming one single model
that we have to select in order to price options, we opt for an averaged
scheme instead. Here a collection of competing pricing proposals is used
in an attempt to address the problem of model uncertainty inherited in all
financial applications. As discussed above, in this analysis we are consider-
ing six different models to price options, two which have analytical solutions
(the proposal of Longstaff and Gru¨nbichler first and that of Detemple and
175
Osakwe second) and an additional four alternatives which have to be ap-
proximated numerically. For each period these models are fitted to the real
option data and the Mean Squared Error of that fit is reported. As is ob-
vious, this MSE is related to the in-sample performance of those pricing
models which are used as a starting point in order to apply the averaging
techniques.
The formulae used to estimate the Akaike and Bayesian Information Cri-
terion related to averaging methods for the risk-neutral volatility density
forecasting are those presented below:
AICt = e
2k
N
t
1
N
N∑
n=1
e2n,t = e
2k
N
t MSEt, (4.116)
BICt = N
k
N
1
N
N∑
n=1
e2n,t = N
k
NMSEt, (4.117)
where e2 is the residual vector or else the option pricing error generated
from the fitted option prices to the real observations, N the sample size of
the surface and k the number of parameters each model has. Also we have
defined MSE as
MSEt =
N∑
n=1
(
Cn,t − Cˆn,t
)2
N
=
N∑
n=1
e2n,t
N
(4.118)
From the above equations the relationship between the two model selec-
tion measures and the Mean Squared Error is also apparent. However, these
criteria account not only for the goodness of fit as the MSE itself can reveal
but also for the increase of the estimation error caused by the addition of
an extra parameter. A heftier penalty is intuitively applied when using the
information criteria, and especially BIC, which produces more parsimonious
models and for that reason it is favoured by researchers.
To apply Bayesian Approximation, all models will be incorporated in
the averaged scheme, weighted according to the Bayes Factor related to
every model. The Bayes factor according to Kass and Wasserman (1995)
can be closely approximated by the Bayesian Information Criterion. The
error of this approximation is sufficiently small for large samples. As a
consequence of what has been mentioned above, the relevant weights that
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have to be assigned to each option model in order to perform averaging are
calculated using the equations provided below. Each one of them depends
on the error criterion the researcher uses to rank the performance of the
competing pricing schemes in-sample (AIC, BIC or MSE).
BFMi,t ≈
BICMi,t
n∑
i=1
BICMi,t
∀i = 1, . . . , n, (4.119)
BFMi,t ≈
AICMi,t
n∑
i=1
AICMi,t
∀i = 1, . . . , n, (4.120)
BFMi,t ≈
MSEMi,t
n∑
i=1
MSEMi,t
∀i = 1, . . . , n, (4.121)
where n here is the number of available option pricing models and Mi is
the model under consideration each time.
Thick Model averaging, on the other hand, uses only a percentage of the
competing models, those that were more successful based again on those
three ranking goodness of fit measures. For the risk-neutral volatility density
the number of option-pricing alternatives is small, so the percentage remains
at this instance only is chosen to equal to 33% and 50%. Normally when
the total of competing models is large, smaller percentages should be chosen
instead.
wMi,t =
p∑
i=1
BICMi,t
p
∀i = 1, . . . , p, (4.122)
wMi,t =
p∑
i=1
AICMi,t
p
∀i = 1, . . . , p, (4.123)
wMi,t =
n∑
i=1
MSEMi,t
p
∀i = 1, . . . , p, (4.124)
where p is the number of models included in the averaging scheme depending
on the percentage retained (so here p = 33%n or p = 50%n with n being,
as defined above, the total of all models).
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4.6.2. Real-World Volatility-Density Averaging
When considering forecasting the volatility distribution directly from the
market realizations the averaging is performed to the forecasted distribu-
tions themselves and not to the option prices, as has been suggested in the
previous section. The same averaging techniques will be used to make infer-
ences about the predictive density here, also including BA and TMA. For
that reason the steps followed include first the estimation of the in-sample
goodness of fit measures i.e. the AIC, BIC and MSE. To calculate the
above the output of the GARCH type models which were estimated using
the maximum likelihood method is used. More precisely the information
criteria are estimated this time using the following equations:
AICMt = −2LMi,t +
2
N
kMi,t ∀i = 1, . . . , n, (4.125)
BICMt = −2LMi,t +
log (N)
N
kMi,t ∀i = 1, . . . , n, (4.126)
where n the number of predictive density models under consideration while
k is the total number of parameters each volatility model has. In turn the
MSE now equals:
MSEMt =
N∑
i=1
(
hMi,t − hˆMi,t
)2
N
=
N∑
i=1
e2Mi,t
N
∀i = 1, . . . , n, (4.127)
where N is the number of observations that are fitted in-sample, h the actual
and hˆ the forecasted variance derived from the Mi model. Finally the steps
followed to apply Bayesian Approximation and Thick Model Averaging are
the same as those described in the previous section.
4.7. Data
The data used for the empirical analysis are divided into two subgroups,
depending on the targeted distribution and the method used to derive that.
For the risk-neutral volatility-density forecasting, option surfaces related to
the VIX index from 03/2006 until 10/2009 have been downloaded. As in
the previous chapter, the source for the option data is Optionmetrics and it
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was accessed from WRDS, while to acquire realizations of the S&P500 and
VIX index the CRSP Database was used. This yields a total of 44 surfaces
while the frequency used is monthly. This implies that the first day of every
month a new option surface is acquired, and based on that a forecast for
the next month’s risk-neutral volatility density is made. However, extra
care has been taken regarding the fact that the risk premium has to be
recalibrated on a monthly basis (following Bliss and Panigirtzoglou), and
also adequate historical information is required every time for the estimation
process. For that reason the first 32 surfaces are discharged from the sample
and are merely used to calibrate the risk premium. Only the last 12 surfaces
are used at the end for density forecasting and evaluation of performance.
Additionally a moving window for the estimation of risk premium is used,
meaning that every month a new surface of option prices is added to the
sample while the first surface from the start is discharged. At the end
the size of the window remains constant to 32 months but the data pool is
retained updated. After we recalibrate (on the first day of every month) the
coefficient of risk aversion, we use the option prices of this particular month
we are at to forecast the risk-neutral volatility density for next month.
Finally it has to be highlighted that not all option prices available every
month are used. Based on a filtering process relevant to the one applied
in the first chapter, we discard options with small maturity (less than ten
days), as well as those with more than 365 days maturity. Additionally,
options with value smaller than $0.05 are sorted out and finally those that
have zero volume. Table 4.17 summarizes how many options are left to work
with for each surface after the filtration process.
For the second approach where GARCH-type models are used, inferences
for the predictive volatility density are made directly from the index itself.
The S&P 500 index is used while frequency remained monthly as in the pre-
vious approach. To estimate conditional volatility it is widely accepted that
the more data available the better for GARCH type models, so the sample
period starts from as far as 3/1950 and ends in 10/2009. This generates
716 monthly data points, which in turn are divided into the estimation pe-
riod and out-of-sample period. The first consists of 704 observations while
the remaining 12 realizations constitute the out-of-sample period. To eval-
uate the forecasting accuracy of every modelling alternative the high-low
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volatility proxy is used.10
4.8. Results
4.8.1. Results of Risk-Neutral Volatility-Density Forecasting
Results are based on the performance of the models for the total sequence
of forecasts (12, of monthly frequency) as this is determined using the
Berkowitz test. In more detail, a month after the predictive density has
been generated the realization of the index is reported. This realization is
afterwards transformed into a probability, using the forecasted density pro-
duced a month before. This procedure is repeated for the total of 12 steps
ahead forecasting horizon, and all those probabilities are reported. Finally,
this probability sequence is used to perform the Berkowitz test. The optimal
model is the one that produced the highest test p-value, or else the highest
acceptance rate that the forecast distribution is the actual data generating
density.
Regarding risk-neutral volatility density forecasting, the empirical results
(Table 4.6)11 indicate a catholic dominance of the averaging schemes. The
majority of single model alternatives exhibit poor predictive power, while
the p-values related to the Berkowitz test for these models are significantly
smaller than those generated for the averaging alternatives.
However, model selection criteria, which serve as a tool which facilitates
the decision-making process, are calculated during the estimation period.
Empirical evidence suggests that this process fails to identify a modelling
scheme that will be of the same competence out-of-sample. The researcher is
left to make a conscientious choice regarding which alternative will outper-
form the other candidate proposals, substantiating his argument with the
use of a goodness-of-fit measure. As we have seen, this widespread practice
involves using information criteria or error measure criteria to assess the in-
sample robustness of the competing models and to rank them accordingly.
However, this is not the case in our empirical analysis. Results suggest that
by using either the AIC, BIC or MSE to select the best alternative to make
density forecasts we have ultimately a very poor out-of-sample predictive
10See third chapter section 5 for further details of the high-low volatility proxy
11For the total ranking tables that include all available single models and averaging
processes see Table 4.10.
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outcome. In other words, regardless of the ranking indicator, in-sample
comparison of competing models unavoidably fails to provide a coherent
answer to the forecasting problem and so leads to over-fitted incompetent
selections.
More precisely, as far as the forecastability of the risk-neutral density is
under scrutiny, the top performer is Thick Model Averaging. This choice
can be made irrespective of the ranking criterion or the percentage retained
(needed to be selected in order to apply the method), while the assump-
tion of either a Log-Normal or an empirical distributional pattern for the
volatility process is a preferable option (as opposed to a gamma equivalent).
Bayesian approximation also is useful when trying to predict the future
risk-neutral volatility density, while similar performance is demonstrated
when using the method under all three ranking criteria (AIC, BIC, MSE).
However, the Log-Normal assumption of the volatility is proven empirically
to work better under this averaging method.
Regarding the performance of the single models we notice the following.
The highest p-values are recorded for option pricing methods that assume a
process for the underlying that exhibits either jumps (with constant mean
and variance) or has a stochastic volatility dynamic (without jumps). What
seems the least preferable modelling alternative is the BNS model with a
gamma stochastic-volatility mean-reverting process. Finally, on average the
performance of single models when these are selected in-sample using the
MSE ranking measure exhibit out of sample a better forecasting power than
their equivalents under information criteria for model selection purposes.
Additionally for the single models the Log-Normal or the empirical density
are still better assumptions than the gamma distribution for the volatility.
All in all, however, as mentioned before, single models fail to solidify their
status as trustworthy density forecasting vehicles.
Moving to the transformed risk-neutral to objective volatility density (Ta-
ble 4.7)12 we notice the following. First and foremost, we observe a con-
siderable drop of the p-value of the Berkowitz statistic for all models. Still
it is apparent that the averaging processes prevail over single models. In
general Thick Modelling under all different ranking criteria and retention
percentages is ranked first when volatility is assumed to be distributed ei-
ther Log-Normally or when we use its empirical density as well as under
12Table 4.11 includes the rankings of all models estimated.
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the gamma distributional assumption. In other words, TM is a consistent
performer under all different specifications.
Regarding the performance of single models, however, we observe a shift in
the preferences when the risk premium is incorporated into the calculations.
As a result when the Gamma distribution is used as an assumption for
the volatility density, single processes exhibit a stronger acceptance of the
Berkowitz test. In addition, using BIC to identify the most dominant model
in-sample that will be used to make inferences for the future proves to
be a stronger criterion than the other two model selection measures (AIC
and MSE). On the contrary, under the risk-neutral measure it is the MSE
using the Log-Normal or the empirical distributional assumption that is
preferable, so inconsistences are reported here.
In addition, for single models we notice now the analytical option-pricing
formula of Gru¨nbichler and Longstaff, when used to derive the predic-
tive density of the underlying, generates highest acceptance rates of the
Berkowitz test. Worst choice is the model with jump diffusion and stochas-
tic volatility assumption for the underlying.
In conclusions we can firmly assert that results indicated that Thick Model
Averaging exhibits not only a stronger acceptance of the Berkowitz test but
most importantly a consistent outperformance of single models when fore-
casting both the risk-neutral and the transformed objective volatility den-
sity. For that reason it should be chosen by researchers trying to account for
the problem of model uncertainty, as this is validated by empirical evidence.
4.8.2. Results: Real-World Volatility-Density Forecasting
First, we have to notice that the realized real-world volatility is approxi-
mated using the high-low estimator (the same proxy has been used in the
previous chapter (equation 3.43), since as we have seen volatility in general
is an unobserved process. When the volatility density of the S&P 500 index
is under investigation, the empirical analysis demonstrated the following
(Table 4.5).13
The overwhelming majority of the methods fail to pass the Berkowitz
test and produce statistically significant results when we assume that the
volatility is Gamma distributed. On the contrary, the use of a Log-Normal
13Tables 4.12, 4.13 and 4.14 include the collective rankings of all models estimated.
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volatility density instead produces higher acceptance rates of the null for
most of the competing modelling alternatives. The only exception is re-
ported at the top ranking positions when using the empirical distribution
and the APGARCH model to derive the conditional volatility density. 14
Also notable is the fact that selecting the best model in-sample to make fore-
casts based on a goodness-of-fit measure (here we used information criteria)
fails to pass the Berkowitz test and reports the lowest p-value in comparison
with all other proposals (some though are equally worse none of those worst
performers is an averaging scheme).
Thick Model Averaging, on the other hand, with higher retention rates
(20%, 30%, 40%, 50%) and with the use of any of the AIC, BIC for ranking
purposes has the highest acceptance of the null hypothesis (that the pre-
dictive density is the actual volatility generating distribution). Averaging
here eliminates the indecisiveness regarding which error distribution should
be adopted, as well as which single conditional volatility model can be used
to capture more adequately the attributes of the index’s variance distri-
bution. Finally, BA in this part, although it produces better performance
when compared to the rest of single models, does not necessarily generate
significant results.
4.8.3. Investment Strategies
The investment strategy that is adopted in this chapter relates only to the
option-based predictive-volatility density. Since VIX is considered by a lot
of practitioners as an indicator of future movements of the S&P500, we used
the forecasted distribution of VIX to predict the equity index. There are
no short sales restrictions under our regime, while the transaction costs are
considered negligible. The strategy is as follows.
First we take the current price of VIX and using the different predic-
tive densities we obtain the cumulative probability. This probability can
be interpreted as the confidence level we have that the same VIX price will
appear next month. If the probability surpass a certain level it is an indi-
cation that with an accepted certainty VIX next month will be at the same
or lowerhigher level, so we take a short position on the S&P500 index. On
the contrary if it fails to exceed that threshold we take a long position on
14For the total ranking tables that include all available single models and averaging
processes see in the appendix Tables 5.26, 5.27,5.28.
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the index. The certain benchmark level is obtained dynamically by opti-
mizing the cumulative wealth of the strategy described above, over the last
5 months. This is a dynamic approach where at each step the threshold
should be recalibrated, so offering the researcher an updated information
environment where decisions can be made with more assertiveness.
Results (Tables 4.8, 4.9) 15 indicate a higher cumulative wealth under
the Bayesian Approximation scheme against all other alternatives. Thick
Modelling on the contrary exhibits equal or superior performance when com-
pared to some single model suggestions. All in all, TM exhibits on average
satisfactory performance. In conclusions all averaging schemes are prefer-
able to investing directly on the S&P500 index, while the worst cumulative
wealth is generated by single models.
4.9. Conclusions
This chapter blazes the trail for the application of the model-averaging tech-
nique not only to volatility density as investigated here but to any density-
forecasting aspiration. The spectrum here is twofold. First, the real-world
predictive density under consideration is approximated using GARCH-type
bootstrap methods. In the second part, the risk-neutral volatility density is
scrutinized as this is derived using options written on the implied volatility
index. In both cases averaging schemes outperformed single-model alterna-
tives, substantiating in this way the comparative advantage of the method.
In particular, Thick Model Averaging is the strongest candidate alternative
under all various specification of the method (retention percentages and dis-
tributional assumptions of the volatility). In general, however, the gamma
density is the weakest performing distributional pattern, while inferences
of the volatility density under the empirical or the Log-Normal spectrum
work better. An investment strategy where a long-short strategy is imple-
mented concludes the chapter and highlights once more the superiority of
the averaging schemes as opposed to single modelling alternatives.
15Tables 4.15, 4.16 include the collective rankings of all models estimated.
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Figure 4.1.: Plot of the cumulative wealth generated by the investment
strategy based on Objective volatility density forecasting pro-
cesses under all three distributional assumptions and in particu-
lar for the Best single models selected according to BIC, for the
Thick Model Averaging method using BIC and for the S&P500
index.
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Figure 4.2.: Implied volatility surface based on options on the VIX index.
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5. Variable selection and
application in Asset allocation
problems
5.1. Introduction
The question of whether asset predictability can actually be achieved and
sustained for a relative period of time, or is just a random outcome pro-
duced sporadically from analysts that interminably try to ‘beat the market’
and generate excess profits, has yet to be answered. Fama (1970), based
on his forerunners, Kendall (1953), Roberts (1959), Osborn (1959), Alexan-
der (1961), Samuelson (1965) and Mandelbrot (1966) among others, argues
that the efficient market hypothesis can be substantiated and offer tests to
support the random-walk model assumption. This view was widely acknowl-
edged until the mid eighties, when further indications seriously questioned
its validity. Frictionless markets could for the first time be systematically
exploited and the strong form of efficiency no longer fitted empirical predic-
tive outcomes.
This evidence is mostly related to financial or macroeconomic indicators,
along with corporate ratios as derived from financial statements, all publicly
available. Some initial attempts to use historic information in order to
foresee movements of the various financial instruments include Campbell
and Shiller (1991), who try to predict interest rates using yield spreads,
Fama and French (1988), who use dividend yields to forecast stock returns,
and many others. More recent work not only comes as additional evidence
of the catholic rejection of Fama’s initial view of a non-predictable market,
but also gives rise to the development of the field of Behavioural Finance, as
well as to the “Technical Analysis” domain. Advocates of the first include
Lo with his work in the “Adaptive Market Hypothesis”, where he questions
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the efficient market hypothesis (EMI), while empirical evidence is provided
in Lo and MacKinlay (1999) and Lo et al. (2000). In addition, Shiller in
his earlier work (1981) argues that stock prices relate to future dividends,
while in a more contemporary paper (Shiller (1996)) he uses P/E ratios to
forecast returns. Other influential researchers related to the behavioural
finance discipline include (few among many) Shleifer (2000), Odean (1999),
Schwert (2001) and Hirshleifer (1998, 2001).
If such an approach has been proved and accepted (Famma (1991), Pe-
saran and Timmermann (1995)) then a more serious problem unavoidably
arises. That is to say how the investor can identify among a plethora of
candidate predictors only those that can offer him superior results. In other
words, when trying to achieve asset predictability, this reduces to a variable-
candidate predictor choice dilemma.
To this ends in this chapter we try to exploit algorithmic techniques re-
lated to the variable-selection predicament. These methods belong to the
linear estimators regime and include stepwise regression, Ridge regression,
all-subsets regression, LASSO, LARS and more recently Elastic Net and
Sparse Principal Components Analysis (SPCA).1 Undeniably variations of
the above methods do exist in an attempt to capture some of their inter-
nal flaws, but the above selection is based on the wider acceptance which
they have received as successful variable-selection algorithms with universal
applications to a variety classes of problems.
It is also notable that some of the predetermined methods used in the
analysis date as back as 1960 (stepwise regression) while others are more
recent (for example SPCA and LARSEN were only introduced in 2005). As
a result, testing those algorithms well established for decades against other
cutting-edge proposals can offer an additional dimension to the empirical
research. Not only that, but also examining the performance of their combi-
nation when averaging is performed could provide an insight regarding the
dynamic of all these models as forecasting vehicles.
Historically, variable selection algorithms have been used for identifica-
tion purposes regarding the underlying process that can capture movements
of the dependent variable more efficiently than the common multiple regres-
sion procedure. Critical views of the methods do exist, mainly referring to
problems related to multicollinearity, i.e. when predictors are a linear trans-
1Further details regarding these algorithms will be provided later in the chapter.
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formation of other predictors, thus they are correlated. This creates biased
estimators as opposed to those produced by linear regression. However a
small introduction of bias is counteracted by the reduction in the variance of
the parameter estimates which as a result generates more reliable predictive
models. Marquardt (1970) was among the first to point out the superior-
ity of Ridge and general inverse estimators against least-squares regression.
Overall it can be justified that multicollinearity is only a problem for larger
dimensional datasets, since a small amount of correlation of predictors may
even randomly appear when performing regression.
Notable is also the fact that although a larger number of complicated
mathematical algorithms has been designed in order to identify every time
the most significant predictors, little or even no evidence of the applica-
tion of them in financial problems exists. Their use is merely restricted in
domains such as Genetics, Bioengineering, Biomedical Science and other
relevant scientific fields. A common example of their utilization is facili-
tating the identification process of those important genes that can reveal
genetic predisposition to certain deceases.
In Finance, though, the ability to identify only this elite minority of
predictors that can produce the optimal forecast in different scenarios, time
horizons and under various restrictions has been a wishful thought for years.
The common approach suggests selecting a model that incorporates only
economic relevant regressors in order to predict excess returns and disre-
gards all other possible model alternatives using standard model selection
criteria (Information Criteria, R2, Mean Squared Error etc.) or other finan-
cial criteria (see among others Pesaran and Timmermann (1995)).
This chapter, however, tries to stretch the barrier above and beyond the
scientific areas in which variable selection algorithms have been used until
now, and offer the financial investor a tool towards a safer prediction and
ultimately a safer trading strategy. The focal point here, though, is twofold.
While the problem of variable selection within an asset predictability frame-
work is under scrutiny, model selection uncertainty is also being considered.
First, by taking into account a pool of predictors and utilizing all those
well-established algorithmic techniques that exist, we try to identify and
select only those variables that have the most economic significance. After-
wards, we use them as a forecasting vehicle in order to achieve predictive
supremacy.
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Second, instead of variable selection the problem of model selection is un-
der investigation, and we account for that by using model averaging. Two
distinct techniques for averaging are adopted: Bayesian Approximation and
Thick Modelling. A consideration is also made when model averaging is
performed, since uncertainty can also be introduced among the steps on
the path that every algorithm produces towards convergence. The opti-
mal cutting point for the researcher is selected, again using standard model
selection criteria which unavoidably create insecurity. This has as a conse-
quence first to look at averaging individual steps on the path, so that path
dependency of an individual candidate model is eliminated, and second to
average across all paths that all models produce, so that model uncertainty
is tackled as well.
The chapter is organized as follows. First the theoretical background
surrounding some of the most important linear variable selection algorithms
is introduced, along with a detailed description of their application in steps
since they will be used in the empirical analysis that follows. Second, this
restrictive linear prerequisite is relaxed and extended to a more general
regression framework. In the section that follows the Logistic regression
and the transformation of the previously discussed algorithms in order to
be applied under this new framework becomes the focal point. This is due
to the fact that as well as predicting excess returns, an investor is also
interested in forecasting the direction of the movement.
Additionally, model averaging along with some background needed for
the implementation of Thick Model Averaging and Bayesian Approxima-
tion under this new spectrum are discussed. The chapter concludes with
the empirical analysis which targets not only achieving optimal forecastabil-
ity of an Equity, Bond, Commodity and Foreign Exchange index, but also
generating profits based on investment strategies under the logistic frame-
work. A portfolio using the four indexes is also constructed and under the
Markowitz mean-variance framework portfolio performance is also investi-
gated, using results both from linear and logistic regression. We close with
some concluding remarks highlighting the importance and ultimate superi-
ority of averaging techniques against single models as these are indicated
from the empirical results.
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5.2. Literature Review of Variable Selection
Algorithms
Variable selection has been the centre of many scientific studies, since it is
classified by the vast majority of researchers in relevant fields as the most
important and daunting task to perform accurately. The reason behind this
consideration is obvious, but the solution unfortunately does not share the
same simplicity of thought. The voluminous literature that exists consider-
ing the above-mentioned problem stands as a living proof of the importance
and extensive work devoted to the subject.
First, Efroymson (1960) proposes what is today known as the stepwise
regression, a procedure that adds variables according to a statistic threshold.
This can be considered as the great predecessor of all variable selection
techniques and with three main variations. The first of these is the forward
stepwise regression, where one begins with no variables and enters one by one
as these surpass a threshold. As a second variation we find backward stepwise
regression, where all available variables are considered at the beginning and
afterwards they are discarded if they are at the bottom of the statistic’s
rankings and finally as the last alternative we have the combination of the
two (forward and backward). Although stepwise regression algorithm was a
novel idea when first introduced, soon a critical consideration of the results
it produced led many to dought its ability to generate unbiased coefficients,
and most importantly, meaningful results. The flaw was in the pattern
followed, where even if a predictor was non-optimal alone, it was excluded
without taking into account its performance when combined with other
candidate predictors.
The second well-known technique for variable selection is all-subsets re-
gression (Furnival and Willson (1970)), which effectively considers all possi-
ble combinations of predictors in order to identify those that yield the best
model. The apparent advantage of the procedure is that it does not isolate
predictors in order to consider performances. Decisions that will eventu-
ally form a model do not depend on previous choices to exclude or include
parameters. All 2n − 1 (where n is the number of parameters) alternative
models are considered simultaneously and the one that produces the optimal
fit is selected. However, not only was this method inadequate to effectively
tackle some of the fundamental problems of stepwise regression, it also cre-
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ates an even greater computational time burden. In other words, the major
impediment of the algorithm lies in the need to regress as many as 2n − 1
times in the search for the best model and this figure grows exponentially
in the number of predictors.
Although the above-mentioned algorithms (stepwise regression and all-
subsets regression) account for the variable-selection difficulty, they do not
address the problem of parameter estimation. On the contrary, Ridge regres-
sion (Draper and Smith (1998)) does the opposite. The method estimates
parameters smaller though than the equivalent values calculated with ordi-
nary least-squares regression. Under this regime the unnecessary explosion
of the coefficients is avoided, though retaining the dimension of the problem,
since all candidate variables remain in the prediction model. In general the
parameters are estimated by minimizing the following equation.
β reridge
regression
= arg min
β
N∑
i=1
yi − p∑
j=1
βjxij
2 + λ p∑
j=1
β2j , (5.1)
where λ is the regularization parameter.
In the following decades, little progress was reported regarding alterna-
tive algorithms that could offer a more coherent procedure for addressing
the problems of variable selection and parameter estimation successfully.
Tibshirani (1996) was the first to make a step forward towards this direc-
tion. Not only that, but he also paved the way towards an unprecedented
research interest for more advanced and efficient algorithmic alternatives.
His model, LASSO, uses the standard linear regression practice where pa-
rameters are estimated by minimizing the residual sum of squares, but he
adds an extra restriction to them such that the sum of their absolute values
is less than or equal to a constant. This restriction has the property of
shrinking some of the coefficients towards zero while retaining the rest in a
sparse model. The minimization problem here takes the following form:
βLASSO = arg min
β
N∑
i=1
yi − p∑
j=1
βjxij
2 + λ p∑
j=1
|βj |. (5.2)
Efron et al. (2004) proposes the Least Angle Regression algorithm (LARS)
which relates to stagewise regression but uses geometric properties in or-
der to move in the right direction when estimating parameters and faster.
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LARS is considered the most celebrated model-selection proposition, and
very rapidly attracted great interest from the scientific community. How-
ever, LASSO received equal attention and numerous extensions.2 These
include the group LASSO (Yuan and Lin, 2006, Zhao et al. 2008), where
the predictors are separated in groups such that for each predictor a partic-
ular coefficient vector can be related. Groups as a whole can be excluded
from or included into the model under this algorithm while the sparsity
of LASSO is also retained here. Let us define first the elliptical norm as
follows:
‖η‖K =
(
n′Kn
)1/2
η ∈ Rd, d ≥ 1, (5.3)
where K
d×d
is a positive definite matrix. Then the minimization target to
estimate the parameters is
βgroup
LASSO
= arg min
β
N∑
i=1
yi − p∑
j=1
βjxij
2 + λ p∑
j=1
‖βj‖Kj . (5.4)
In this direction the group LARS (Yuan and Lin, 2006, Park and Hastie,
2006) has been also suggested. A recent addition to the family of variable
selection algorithms is Elastic Net (LARSEN) by Zou and Hastie (2005),
which targets datasets where the number of predictors is greater than the
number of observations (p >> n), an attribute that LASSO cannot address
effectively for this type of data sets. LARSEN applies both an `1 and an `2
norm penalty to the coefficients, thus creating “a grouping effect” and ulti-
mately superior results against LASSO. This is formulated mathematically
as
βLARSEN =
N∑
i=1
yi − p∑
j=1
βjxij
2 + λ1 p∑
j=1
|βj |+ λ2
p∑
j=1
β2j . (5.5)
Another proposal directly related to issues where p >> n fused LASSO
(Tibshirani et al., 2005). The algorithm can be applied mainly when there
exists an ordering of the predictors, and it smooths the estimates by ap-
2For a more detailed review a good reference is: Hesterberg et al. (2008). Here we will
refer to the most noteworthy extensions only.
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plying a penalty both to the difference between successive coefficients and
to parameters themselves. On the other hand, smoothed LASSO (Meir and
Buhlmann, 2007) addresses the issue of adjacency related not to parame-
ters this time but to data. In other words, when there exists an order in
the observations, then one can account for this information by assigning a
higher weight to those points. The coefficients are estimated by minimizing
the following equation:
βfused
LASSO
=
N∑
i=1
yi − p∑
j=1
βjxij
2 + λ1 p∑
j=1
|βj |+ λ2
p∑
j=2
|βj − βj−1|. (5.6)
Additionally some more innovative approaches have been introduced such
as Sparse Principal Components Analysis (Zou, Hastie and Tibshirani, 2005).
Finally, there are some variations of LASSO penalty term and the inherent
problems this creates. These variations include the adaptive LASSO (Zou,
2006), the relaxed LASSO (Meinshausen, 2007), and finally the Dantzig
selector (Candes and Tao, 2007). The relaxed LASSO is a two-stage pro-
cedure, where first a LASSO estimation is performed and then for every
model identified on the path a second LASSO regression is executed, for
which however a different penalty term is applied, φλ, where φ ∈ [0, 1] and
λ ∈ [0,∞, ) with λ being the regular LASSO penalty responsible for as-
suring the sparsity of the model, while φ relates to the shrinkage of the
coefficients, which is now smaller. To be more precise, the problem is for-
mulated as follows:
βφ,λ relaxed
LASSO
= arg min
β
N−1
N∑
i=1
yi − ∑
j∈Mλ
βjxij
2 + φλ ‖β‖1 , (5.7)
φ ∈ [0, 1] and λ ∈ [0,∞) ,
where Mλ is the set including the selected parameters which will be used
in the estimation part. Finally, the relaxed LASSO is empirically proved
to work better for larger-dimensional data sets and to offer superior perfor-
mance to LASSO. A two-step alternative proposal is the adaptive LASSO,
where first we use a consistent parameter estimator such as the least-squares
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fit, and then we perform a LASSO regression where, as indicated from
the first step, statistically important parameters are given less penalty-
shrinkage. In mathematical notation the problem is formulated as below:
βˆ∗(n) adaptive
LASSO
= arg min
β
N∑
i=1
yi − p∑
j=1
βjxij
2 + λn p∑
j=1
wˆj |βj |, (5.8)
where βˆ is in general a
√
n-consistent estimator of β∗ such as the OLS
parameter vector estimate, βOLS , and wˆ = 1/
∣∣∣βˆ∣∣∣γ is the vector of weights
with γ > 0.
Finally, the Dantzig selector is used for problems related to a greater
number of predictors than observations (n << p), and can be formulated
as a solution to an `1-norm minimization problem. To be more precise, the
problem can be described as below.
Let y = Xβ + z be the dependent variable expressed as a linear function
of the independent matrix of predictors X with z
iid∼ N (0, σ2). Then the
parameter estimate problem can be stated as
min
∥∥∥β˜∥∥∥
`1
subject to ‖Xr‖`∞ ≤
(
1 +
1
t
)√
2 log pσ, (5.9)
where r = y − Xβ˜ is the error term vector and t > 0 is a scalar. The
algorithm has not received many advocates since in lot of the cases LASSO
seems to produce superior results. However, it retains its power in problems
where n << p.
5.3. Theoretical Framework
5.3.1. The Linear Variable Selection Algorithms
LASSO (Tibshirani (1996)) is so renowned that can be clearly considered
as the foundation on which all contemporary variable-selection algorithms
were build. Everything that has been suggested afterwards is an extension
or modification of this proposition. Tibishirani utilizes the widely acknowl-
edged OLS framework to actually produce sparse models by restricting the
parameters value below a threshold.
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Initially, let us define X as a matrix of n observations and p predictors
i.e X = (x1, x2, . . . , xn)
′, xi = (1, xi2, . . . , xip)′ and Y = (y1, y2, . . . , yn)′ the
dependent variable, and let us also impose that the X matrix is standardized
and the Y vector is centered; then the LASSO estimate of the parameter
vector β is
βˆ = arg min
n∑
i=1
yi − p∑
j=1
βjxij
2 subject to p∑
j=1
|βj | ≤ t, (5.10)
where t ≥ 0 is a tuning parameter. This can also be expressed as a loss
function (penalised residual sum of squares):
PRSS
(
βˆ
)
=
N∑
i=1
yi − p∑
j=1
βjxij
2 + λ p∑
j=1
|βj | = ‖Y −Xβ‖22 + λ ‖β‖1
(5.11)
The second part of the expression, or the restriction imposed on the pa-
rameters is, also called `1-norm penalty.
While LASSO is used not only to estimate parameters but also for model
selection purposes, Ridge Regression on the other hand does not create
sparse models. It is used mainly to avoid undesirable explosion of parameter
values, since if they are left unrestricted as in the OLS regression this can
be inevitable. In other words, all variables are included using this method,
but the values assigned are smaller than those in the regular ordinary least
squares. This penalization-regularization of the coefficients tends to keep
their variance low even when the model grows large.
In accordance with the previous notation for this method the parameters
are estimated as follows:
βˆ = arg min
n∑
i=1
yi − p∑
j=1
βjxij
2 subject to p∑
j=1
β2j ≤ t, (5.12)
The equivalent loss function is
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PRSS
(
βˆ
)
=
n∑
i=1
yi − p∑
j=1
βjxij
2 + λ p∑
j=1
β2j = ‖Y −Xβ‖22 + λ ‖β‖22 .
(5.13)
This ridge restriction in turn is called the `2-norm penalty and, in the major-
ity of cases, does not shrink the parameters towards zero as the `1 penalty
does. Since this is also a convex function, a unique global minimum ex-
ists. Taking first-order derivatives according to β, this yields the following
solution:
∂PRSS
∂β
= −2X ′ (Y −Xβ) + 2λβ = 0,
β =
(
X ′X + λI
)−1
X ′Y . (5.14)
The LASSO algorithm on the other hand does not have an analytical
solution, and the researcher has to refer to the quadratic optimisation al-
ternatives to assist the estimation. It is not until 2004 that Efron et al.
introduced a method to efficiently account for some inherent inefficiencies
of LASSO, utilizing algebraic properties that help the algorithm to reach
convergence quickly. This is the Least Angle Regression for LASSO model,
known as LARS. The algorithm in general can claim many attractive fea-
tures (Cp statistic for selecting the optimal model on the path etc.) and for
that reason it has attracted significant attention from the start.
Before referring to LARS, however, as the most acknowledged contin-
uation of the LASSO it is preferable to mention another technique, the
Forward Stagewise Regression, which is very much interrelated to LARS.
The idea is identical with that used in the Forward Stepwise Regression,
but with a difference. One by one, coefficients are indeed added to the
model, but instead of moving from zero to the OLS estimate, the value of
the parameter changes only by a small amount. To facilitate better un-
derstanding of the mechanics behind LARS, below we provide in steps the
implementation of the algorithm.
• Firstly, all parameters are set equal to zero and the error vector equal
to the response variable Y , which is centered.
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• Secondly, the variable most correlated to the residuals is identified and
the value of the coefficient related to that variable is increased by an
amount δ, where δj = ε · sign (corr (r, xj)) with r the residual vector,
xj the variable with the highest correlation and ε a small initial value.
• Thirdly, the residual vector is renewed, r ← r−δjxj , again the variable
with the highest correlation is identified and the relevant parameter
is updated, βj ← βj + δ, until no predictor is still correlated with the
residuals.
Taking under consideration all the above about forward stagewise regres-
sion and LASSO, Least Angle Regression algorithm (or else ‘LARS ’) as
proposed by Efron et al. in 2004 shares common ground of intuition. The
algorithm starts as the forward stagewise regression, setting all parameters
equal to zero and identifying the predictor variable that has the highest cor-
relation with the dependent variable, which at step zero equals the residual
vector. The coefficient related to this predictor then enters the model, leav-
ing its zero starting point and moving towards its least-squares value until
a second variable has as much correlation with the residual vector as the
previous one. Contrary to stagewise regression, the algorithm moves from
one point to another not in small steps but directly to the targeted value.
This is achieved by progressing in an equiangular direction between the two
predictors until a third one enters the model exhibiting the same correlation
with the current residual vector as that of the previous two predictors. This
continues until all predictors have entered the model.
More precisely, first we initialize all parameters to equal zero. Let Yˆ
be the dependent variable estimate, i.e. Yˆ = Xβ with X, β as defined
above. Then the initial residual vector equals r = Y i.e. Yˆ0 = 0, and in all
subsequent steps r = Y − Yˆ . Secondly, we estimate the current correlation
vector cˆ, when
cˆ = X ′
(
Y − Yˆ
)
, (5.15)
and keep track of the covariates with the highest correlation,
Cˆ = max
j
{|cˆj |} . (5.16)
Let us also define an active subset A which will include the j position of
the highest correlated variables,
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A =
{
j : |cˆj | = Cˆ
}
, (5.17)
and a vector s to get the sign of the correlation,
s = sign {cˆj} , (5.18)
where j ∈ A. The next step is to estimate the weights w needed to be
assigned to each variable selected in order to proceed in an equiangular
direction:
wA = AAG−1A 1A,
GA = X
′
AXA (the Gram matrix),
XA = (. . . sjxj . . .)j∈A,
AA =
(
1
′
AG
−1
A 1A
)− 1
2 . (5.19)
The equiangular vector is simply the product of the weights with the active
predictors,
uA = XAwA. (5.20)
Additionally we have to estimate the correlation α between all variables and
the equiangular vector, which implies
α ≡ X ′uA, (5.21)
and at the end to update the YA as follows:
YA+ = YA + γˆuA, (5.22)
γˆ =
+
min
j∈Ac
{
Cˆ − cˆj
AA − αj ,
Cˆ + cˆj
AA + αj
}
. (5.23)
The ‘+’ symbol over min implies that the terms in the curly brackets that
are considered are only the positive ones. Finally, the beta coefficients are
updated such that
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βk+1 = βk + γˆw
′
A, (5.24)
where k is the step. Afterwards a variable is added and the procedure
continues until all p predictors have entered the model.
After all possible estimates of the β vector are generated, the researcher
has to select just a single candidate model. Efron et al. propose the well-
known Cp criterion, an additional important contribution of the LARS al-
gorithm since it provides the researcher a convenient and easily applicable
tool to use as a model selection indicator.
Under the assumption that the response variable Y is distributed with
mean µ and σ2 variance, i.e. Y ∼ (µ, σ2I), the Cp risk measure statistic is
Cp =
∥∥∥Y − Yˆ ∥∥∥2
σ2
− η + 2dfµ,σ2 , (5.25)
where dfµ,σ2 =
n∑
i=1
cov (yˆi, yi)/σ2 and σ2 the residuals variance, or simply for
the LARS case an approximation yields dfµ,σ2 = k where k is the number
of steps.3 Other more general approaches for model selection can also be
applied as k-fold cross-validation, which we propose here, or the selection
of an information criterion such as the Bayesian or Akaike Information Cri-
terion, or any other error measure (for example Mean Square Error etc.).
All performances of these criteria will be evaluated later in this chapter and
some conclusions will be discussed.
As an important alternative to the LASSO structure we find Elastic Net.
It was initially suggested by Zou and Hastie in 2005 for dealing with data
sets for which the number of predictors is greater than the number of obser-
vations, but turned out to produce in a many instances better results than
its competing alternatives. First the Na¨ıve Elastic Net is introduced, which
includes both an l1 and an l2 norm penalty, i.e.:
PRSS (β) =
n∑
i=1
yi − p∑
j=1
βjxij
2 + λ1 p∑
j=1
|βj |+ λ2
p∑
j=1
β2j
= ‖Y −Xβ‖22 + λ1 ‖β‖1 + λ2 ‖β‖22 , (5.26)
3For a more complete reference and proof of why see the original paper of Efron et al.
(2004).
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or else setting α = λ2/λ1 + λ2 then we have to minimize the following to
get the parameter estimates:
β = arg min
n∑
i=1
yi − p∑
j=1
βjxij
2
subject to (1− α)
p∑
j=1
|βj |+ α
p∑
j=1
β2j ≤ t. (5.27)
The last term is called the elastic net penalty. It is also obvious that by
setting α = 0 we get a LASSO type optimisation problem, while setting
α = 1 we get a Ridge Regression equivalent. Zou and Hastie for this reason
restrict the values of α such that α ∈ [0, 1]. They also move a step for-
ward in order to solve the optimisation problem of the Na¨ıve Elastic Net
and transform it into an equivalent “LASSO-type” problem.4 Although the
Na¨ıve Elastic Net accounts for some of the already mentioned inefficien-
cies of LASSO and Ridge Regression algorithm, it is still an incompetent
procedure, mainly because the two-fold penalty applied reduces the value
of the coefficients twice, thus creating an additional fragility of parameter
estimates. This problem forms the basis of the thought to use a correction
term which in turn produces the so called Elastic Net algorithm (LARSEN ).
We define X∗ = 1√
1+λ2
(
X√
λ2I
)
, Y ∗ =
(
Y
0
)
and β∗ =
√
1 + λ2β
then the Na¨ıve Elastic Net can be interpreted as “LASSO-type” problem
as follows:
β∗ = arg min ‖Y ∗ −X∗β∗‖2 + λ1√
1 + λ2
‖β∗‖1 . (5.28)
Thus β Naive
LARSEN
= 1√
1+λ2
β∗. Now for the Elastic Net case we define βLARSEN =√
1 + λ2β∗ or else βLARSEN = (1 + λ2)β Naive
LARSEN
.
LARSEN has also applications in Principal Components Analysis
as a technique to improve some of the most important shortcomings of the
method. Zou, Hastie and Tibshirani (2005) propose Sparse Principal Com-
ponents Analysis, targeted at reducing the number of principal components
which traditionally combine all variables available linearly and thus produce
4For further details refer to Zou & Hastie (2006).
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sparse and more interpretable models. The basic notion underpinning the
model is to express the PCA problem in a regression context; We may thus
derive the PCs easily through optimisation. Then we can straightforwardly
use a variable-reduction method, here LARSEN, and produce the desired
sparse PCs. The steps required can be described as follows.
First, suppose again that we have an X matrix that includes all variables
to be used in the analysis. This matrix, following Singular Value Decompo-
sition, can be expressed as
X = UΣV ′, (5.29)
where U is a matrix containing the PCs, Σ is a non-negative diagonal matrix
containing the volatility of the PCs and finally V is a matrix containing the
loadings. Since the PCs are a linear combination of the p variables the
authors prove that we can recover the loadings by regressing the PCs on
the p variables. We assume
βˆridge = arg min ‖Yi −Xβ‖2 + λ ‖β‖2 ;
then defining Y as the PC vector such that
Y = UΣ, (5.30)
with Yi being the ith PC, let the loadings vector vˆ = βˆridge/|βˆridge|, then
vˆ = Vi, (5.31)
where Vi is the ith loading. This result, although important, is not a genuine
alternative. We have first to perform PCA, and then to use (5.30) to find
a suitable sparse approximation. This can only be regarded as our firs
step towards a more general transformation that will allow us not only to
rebuild the loadings based on the initial SVD estimates but also to provide
a self-contained regression-type framework to derive the PCs.
(α, β) = arg min
n∑
i=1
∣∣xi − αβ′xi∣∣2 + λ k∑
j=1
|βj |2
= TrX ′X − 2Tr(α′X ′Xβ) + Trβ′(X ′X + λ)β
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= TrX ′X +
k∑
j=1
(
βj
′
(X ′X + λ)βj − 2αj ′X ′Xβj ′
)
, (5.32)
where k is the number of principal components desired and is selected sub-
jectively by the researcher (usually five to seven components are enough,
but that depends on the nature of the problem) and xi has already been
defined above as xi = (1, xi2, . . . , xip)
′, as taken from X = (x1, x2, . . . , xn)′
where n is the number of observations.
Setting α constant β can be estimated as follows:
∂PRSS
∂β
= 2β(X ′X + λ)− 2X ′Xα = 0,
β = (X ′X + λ)−1X ′Xα. (5.33)
For α though we have the following maximization problem:
αˆ = arg maxTrα′
(
X ′X
)
β
= arg maxTrα′
(
X ′X
)
(X ′X + λ)−1X ′Xα
= sjV, (5.34)
where s is a sign vector such that s =
{
1 correlation > 0
−1 elsewhere .
This in turn produces βˆ ∝ Vi ∀i = 1, 2, . . ., or
βj = sj
D2j
D2j + λ
Vj . (5.35)
Adding the `1 norm criterion will automatically generate the desired lower-
dimensional models,
(
α, βˆ
)
= arg min
n∑
i=1
∣∣xi − αβ′xi∣∣2 + λ k∑
j=1
|βj |2 +
k∑
j=1
λ1j |βj |1, (5.36)
with α′α a unitary matrix, βj proportional to Vj where j = 1, . . . , k,
and k the number of components. An additional observation is that the
above equation represents the Na¨ıve Elastic Net, which does not include
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the regularization-correction term. But here this term plays a trivial role,
since the acquired beta estimates are normalized so as to get the Vi load-
ings. Some final details regarding the numerical solution proposed are also
important for building the algorithm. For all asset classes, we have
(
α, βˆ
)
= arg min
n∑
i=1
∣∣xi − αβ′xi∣∣2 + λ k∑
j=1
|βj |2 +
k∑
j=1
λ1j |βj |1
= TrX ′X − 2Trα′X ′Xβ + Trβ′(X ′X + λ)β +
k∑
j=1
λ1j |βj |1
= TrX ′X +
k∑
j=1
(
βj
′
(X ′X + λ)βj − 2αj ′X ′Xβj ′ + λ1j |βj |1
)
(5.37)
To solve for each parameter we should consider two distinct equations:5
βj = arg min(1 + λ)β′j
(
X ′X + λ
)
(1 + λ)βj − . . .
− 2α′jX ′X(1 + λ)βj + λ1j |(1 + λ)βj |1 , (5.38)
αj = arg minTrα′j
(
X ′X
)
βj
= UjVj . (5.39)
Summarizing, the algorithm builds as follows.
• First ,we perform singular-value decomposition on our initial matrix
X such that from this transformation three new matrices are created,
U, Σ, V ′. The V matrix represents the loadings whose value at start
is assigned to alpha parameter, α0 = V .
• Next, we calculate the β matrix of parameters, where β is a p × k
matrix such that βj represents the output of the LARSEN algorithm
and is p × 1 vector where j = 1, . . . , k and k the number of compo-
nents (as defined above). What feeds into the LARSEN algorithm is
X as the independent variable and Xαj representing the dependent
variable.
5For proof of that conclusion along with more detailed analysis refer to Zou et al. (2006).
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• Afterwards we normalize the β output of the k - LARSEN algorithms
such that their Euclidian distance equals 1 and check whether the
minimization of β error estimate has been achieved and no further
improvement can be accomplished. If we have no convergence we
have to update alpha by performing singular-value decomposition on
X ′Xβ taking new U, Σ, V ′ and setting αnew = UV ′.
• Finally, we repeat the procedure until the optimal solution is found
or the maximum number of iterations is reached.
From the analysis above it is evident that we are using only the X matrix,
whose dimensions we try to reduce and as a result produce a sparse model
that can be used subsequently. The most important output of SPCA for our
analysis is the sparse loadings. The task now is to combine these with the
initial X matrix (i.e. XβSPCA) and obtain the sparse principal components
(XSPCA = XβSPCA) which will be the new predictor variables. Afterwards
we regress the SPCA on Y and compare the result
(
Yˆ = XSPCAβOLS
)
with
the true Y vector of responses, which is of course the ultimate objective in
order to make forecasts.
5.3.2. The Generalized Linear Variable Selection Algorithms
Until now the discussion was primarily confined to the linear case, where the
optimisation function only included linear combination of the parameters
with the prediction variables. There are, however, several occasions where
this is inefficient and a more general context should be used instead for
the variable selection algorithms discussed above. This need created several
extensions, all in an attempt to create robust optimisation routines that
could provide a solution to the unavoidable problems that arise due to these
higher-order relationships included in the optimisation functions.
If we rewrite the problem of variable selection in a more general setting,
then we have the following equations:
223
Ridge-type Regression,
βˆ = arg min
β
(
L (β) + λ2 ‖β‖22
)
; (5.40)
LASSO-type Regression,
βˆ = arg min
β
(L (β) + λ1 ‖β‖1) ; (5.41)
Elastic Net-type Regression,
βˆ = arg min
β
(
L (β) + λ1 ‖β‖1 + λ2 ‖β‖22
)
; (5.42)
where L is some general loss function. The focal point in this section though
is the logistic loss function, as a great representative of the problem involved
when dealing with binary data that can be described by a density function
from the exponential family.
5.3.3. The Logistic Regression
Let us assume that the vector of true responses Y can take only two values,
Y =
{
1 Y > 0,
0 Y ≤ 0, (5.43)
with probability taken from the logistic distribution such that
Prob (Y = 1 |X ) = e
β′X
1 + eβ′X
, (5.44)
Prob (Y = 0 |X ) = 1− Prob (Y = 1 |X ) = 1
1 + eβ′X
. (5.45)
To estimate the parameters vector we must first define the likelihood
function as
L (β |X ) =
n∏
i=1
Prob (Y = 1 |X )Yi (1− Prob (Y = 1 |X ))1−Yi . (5.46)
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Taking logarithms on both sides the log-likelihood function is6
logL (β) =
n∑
i=1
yi log (Prob (Y = 1 |X = xi )) + . . .
+ (1− yi) log (1− Prob (Y = 1 |X = xi))
or
logL (β) =
n∑
i=1
yiβ
′xi − log
(
1 + eβ
′xi
)
. (5.47)
Since an analytical solution of parameters is not possible here, many approx-
imations have been suggested instead. Amongst them, the Newton-Raphson
optimisation algorithm received a considerable amount of attention and is
more widely known as Iteratively Reweighted Least Squares (IRLS). How-
ever, the greatest drawback of the algorithm is the need to analytically
calculate the Hessian matrix. Unfortunately, in most cases this is neither
the easiest nor the safest path to follow. Briefly, the method can be de-
scribed as follows. First, having in mind the above likelihood function for
the logistic case, the parameter vector β is renewed using the formula
βnew = βold −
(
∂2L(β)
∂β∂β′
)−1
∂L(β)
∂β
, (5.48)
∂L(β)
∂β
=
n∑
i=1
yixi −
n∑
i=1
xie
β′xi
1 + eβ′xi
=
n∑
i=1
xi
(
yi − xie
β′xi
1 + eβ′xi
)
=
n∑
i=1
xi (yi − Prob (xi;β)),
∂2L(β)
∂β∂β′
= −
n∑
i=1
xix
′
i
eβ
′xi
1 + eβ′xi
(
1− e
β′xi
1 + eβ′xi
)
= −
n∑
i=1
xiProb (xi;β) (1− Prob (xi;β))x′i.
6Taking into account the previous equation and by substitution we get this result.
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Let
Prob (xi;β) (1− Prob (xi;β)) = P (1− P ) = W,
∂L(β)
∂β
= X ′ (Y − P ) ,
∂2L(β)
∂β∂β′
= −X ′WX.
Consequently
βnew = βold +
(
X ′WX
)−1
X ′ (Y − P ) (5.49)
By multiplying βold with (X ′WX)
−1X ′WX and (X ′WX)−1X ′ (Y − P )
with WW−1, we get
βnew =
(
X ′WX
)−1
X ′WXβold +
(
X ′WX
)−1
X ′WW−1 (Y − P ) ,
βnew =
(
X ′WX
)−1
X ′W
(
Xβold +W−1 (Y − P )
)
,
βnew =
(
X ′WX
)−1
X ′WZ, (5.50)
where Z = Xβold +W−1 (Y − P ) and is the so-called adjusted Y response.
So the optimisation problem can be restated as
βnew ← arg min (Z −Xβ)′W (Z −Xβ) . (5.51)
To summarise. the steps are as follows: First, the probability P and the
diagonal matrix W are computed such that β ← (X ′WX)−1X ′WZ. If the
stopping criteria are met or the maximum number of iterations is reached,
the algorithm stops. Otherwise a new probability P is computed along with
a new W matrix, the β vector is updated and the stopping criteria are tested
again until convergence is achieved.
The use of the Newton-Raphson algorithm is allowed here, since the lo-
gistic function that we want to estimate is concave, so a global minimum
solution can be traced. But to facilitate the convergence of the algorithm a
variation of the method has been proposed. This is the iterative ‘while loop’
by LeSagel (1999). This method depends on Newton’s gradient idea for op-
timisation, where if the parameter vector β is not optimised a new value for
that is calculated using a ‘direction vector’ ∆, where ∆ = −H−1∇βL (β),
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H−1 being the inverse of the Hessian matrix and ∇βL (β) being the gradient
with values as already calculated above. In other words the iteration loop
continues using βnew = βold + ∆ until convergence is achieved.
In a more general context, the last equation can be rewritten as
βnew = βold + λ∆, (5.52)
where λ in Newton-Raphson’s method is inferred to equal one. But LeSagel
proposed λ, which can be regarded as a regularization of the size of the step
∆, also be computed iteratively. To be more precise, the procedure followed
in order to determine the step size can be described as follows.
• First, the gradient vector and the Hessian matrix for the logistic model
are estimated using the formulae mentioned above, i.e. given a re-
sponse vector Y 1Y >0 and a predictors matrix X the gradient equals
∇β0L (β0) = X ′ (Y − P ) (5.53)
and the Hessian matrix in turn equals
H = −X ′WX, (5.54)
with
P =
eβ
′
0xi
1 + eβ
′
0xi
, (5.55)
W = P (1− P ) . (5.56)
• Afterwards ∆0 is calculated using for ∆0 the formula
∆0 = −H−1∇β0L (β0.) (5.57)
• Then the determination of the optimal step λ is performed using a
second smaller while-loop. An initial value of λ is first assigned (for
example λ0 = 2) and the logistic log-likelihood function using this λ
is calculated,
logL1 (β1) =
n∑
i=1
yiβ
′
1xi − log
(
1 + eβ
′
1xi
)
, (5.58)
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where β1 = β0 + λ0∆0, β0 is a vector including starting values for the
parameters and ∆0 is the initial ‘direction vector’.
• A recalculation of this logistic log-likelihood is performed using each
time a new value for λ where λnew = λold/2, until the new log-
likelihood Lnew is less than the previous log-likelihood, where
logLnew (βnew) =
n∑
i=1
yiβ
′
newxi − log
(
1 + eβ
′
newxi
)
(5.59)
with
βnew = βold +
λold∆old
2
.
When this new likelihood takes a value less than that we already have
it means that we have moved towards the right direction and accept
the estimated value of λ.
• After λ and ∆, the parameter vector is now ready to be estimated as
βnew = βold + λold∆old.
• If convergence is not achieved, the update of the parameter vector
should be performed again by changing the direction ∆ along with
the size of the step λ until a minimum is found.
5.3.4. `1 Regularized Logistic Regression
While the optimisation of the general logistic loss function is adroitly ad-
dressed by Newton methods, the additional constraint imposed on the pa-
rameters by an `1 type regularization term generates extra impediments that
have been discussed extensively in the literature. This is because although
the general logistic function is convex and continuously differentiable, by
adding the `1 regularization term it loses this property of differentiability.
This in turn dictates a different approach from the common one to the
optimisation problem of the Logistic loss function. Some of the methods
used to handle `1 optimisation problems include Sub-Gradient strategies,
unconstrained optimisation approaches where the function of interest is re-
placed by one that is differentiable (a Log-Barrier, epsL1 etc), is added and
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finally the constrained optimisation techniques where the `1 term is added
as constraint to the algorithm.7 One of the most successful representatives
of the latter subcategory for solving relevant `1 regularization problems is
the IRLS-LARS (Iterative Reweighted Least Squares for LARS, Lee et al.
2006). It was specifically designed though to handle only the Logistic Loss
function and not other more general Loss functions. However, it received
a lot of attention, as it efficiently approximates the Logistic function while
restraining the values of the parameters according to the `1 penalization
term.
Lately, though, Schmidt et al. (2007) propose a faster and more general
approach than IRLS-LARS which very competently takes into advantage
the ‘Two Metric Approach’ (Gafni, Bertsekas (1983)) and addresses the min-
imization of the `1 regularization loss function as a constrained optimisation
problem. As a result the Projection `1 Method, as it is named after by the
authors, can be applied for various loss functions while rapid convergence
is guaranteed. Briefly the algorithm can be described as follows.
Firstly we have to reformulate the problem as a non-negative constrained
optimization equivalent. The parameter vector is transformed into two non-
negative components such that
β =
[
β+ = βold · 1 (βold ≥ 0)
β− = −βold · 1 (βold < 0)
]
, (5.60)
where βold is a k×1 vector (k is the number of predictors) and β is a 2k×1
vector which transforms the loss function into a differentiable one. The
problem now can be restated as:
L
(
β+, β−
)
= f
(
β+ − β−)+ λ∑
i
(
β+i + β
−
i
)
∀β+i , β−i ≥ 0, (5.61)
where f here is the logistic log-likelihood as defined previously, but it can
be replaced by other log-likelihood functions. Now that we rewritten the
loss function, the gradient and the Hessian matrix can be estimated:
7For further details regarding available techniques for `1 optimisation problems refer to
Schmidt et al. (2007).
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∇β+,β−L
(
β+, β−
)
=
[
∇βoldL (βold)
−∇βoldL (βold)
]
+
[
λ
λ
]
, (5.62)
H
(
β+, β−
)
=
[
H (βold) −H (βold)
−H (βold) H (βold)
]
. (5.63)
The gradients and second derivatives inside the matrices are the same as
defined above, i.e. ∇βoldL (βold) = X ′ (Y − P ) and H (βold) = −X ′WX.
To start the iterative process for finding the optimal solution, we initialize
the Active set such that it includes all variables on condition that they are
greater than a threshold ε and the gradient at that point is less than zero,
ActiveSet = 1
((
β+, β−
) ≥ ε,∇β+,β−L (β+, β−) < 0) . (5.64)
The direction has then to be calculated adjusting the Newton formula,
∆A = −HA
(
β+, β−
)−1∇AL (β+, β−) , (5.65)
while the step size λ is calculated iteratively using cubic interpolation. Af-
terwards,
βAnew =
[
βAold + λold∆old
]+
. (5.66)
The likelihood is updated and the procedure repeats itself until no further
progress is observed such that the minimum is assumed to be found.8
5.3.5. `2 Regularized Logistic Regression
As already been mentioned above, when a linear function including an `2
type regularization constrain on the parameters is to be optimised, an an-
alytical solution exists; thus the optimisation problem is straightforward to
overcome. Under the Logistic loss function, though, there is no such conve-
nient approximation to the problem of estimating parameters. The function
which now becomes the focal point is
8See Schmidt et al. (2007).
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β = arg min
(
n∑
i==1
yi log pi + (1− yi) log (1− pi)
)
+ λ
k∑
j=1
β2i . (5.67)
This is still differentiable, and a global optimum can easily be traced using
a constrained optimisation algorithm where the constraint in this case is the
regularization term,
p∑
j=1
β2j ≤ t.
5.3.6. Elastic Net Regularized Logistic Regression
The loss function belonging to this category incorporates both an `2 and an
`1 regularization constrains, and for that reason no gradient can be calcu-
lated. To solve such a problem the method that has been adopted for the
`1 regularized logistic regression will be used here as well modified however
to incorporate the `2 term. To be more precise, the general representation
of likelihood is the same with the one used before, i.e.
L
(
β+, β−
)
= f
(
β+ − β−)+ λ∑
i
(
β+i + β
−
i
)
∀β+i , β−i ≥ 0, (5.68)
where the f function here represents not the simple logistic function but
includes an `2 constraint as well:
f (β) =
n∑
i==1
yi log pi + (1− yi) log (1− pi) + λ
k∑
j=1
β2i . (5.69)
The rest of the process towards the global optimum solution remains the
same.
5.3.7. SPCA and the Logistic Function
When trying to perform a Sparse Principal Components Analysis while the
logistic function is used the decomposition of the X matrix into XβSPCA
is the same with that described in the previous section. The steps followed
after the XSPCA is obtained, though, deviate from the linear approach.
Instead of regressing XSPCA with Y to take the βOLS estimates, we plug
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the XSPCA into the logistic probability function and calculate the relevant
probability estimate for Yˆ .
5.3.8. Model Averaging using Variable Selection Algorithms
Alongside the algorithms presented above that deal with the problem of
variable selection and the abundance of literature spawned as the after-
math of their proposition comes the intuitive question of which one of them
performs better. In other words, beneath the problem of detecting the best
predictors to achieve forecasting accuracy lies a more important consider-
ation to be addressed first; that is model uncertainty. Model uncertainty
has various implications in financial applications, and that is why more and
more attention has been drawn to the resolution of the problem. Model av-
eraging has still many to offer towards a safer approach for model selection
also. Here two distinct approaches of averaging are investigated, Bayesian
Approximation and Thick Modelling.
Bayesian Approximation, which has its traces in the Bayesian Model Av-
eraging, was opted here once more. This is because BA overcomes compli-
cations embedded in the estimation process.
As discussed briefly in the introduction, when attempting to use algorith-
mic techniques to achieve asset predictability there exists uncertainty in the
selection not only of the best model but also of the cutting point on the
paths that this produces. In other words, every algorithm produces a col-
lection of paths. These paths represent every new predictor that enters the
forecasting equation, creating this way a new, less sparse model from the
previous one. In order to select which of these sparse models generated at
each step should be picked, we use model selection criteria, cross-validation
etc. (for the case of LARS only we can use the Cp as an additional cri-
terion). This procedure, however, introduces an additional ‘cutting point’
uncertainty which we address here, also using model averaging.
To summarize, model averaging in this chapter serves a double purpose.
First, it is used to eliminate ‘cutting point’ uncertainty and second to ac-
count for model uncertainty, when deciding between competing algorithms.
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5.4. Methodology
After laying the mathematical and conceptual foundations for some of the
most popular algorithms used in variable selection problems, this section
offers a more detailed analysis of the steps followed to solve our problem.
To start with, let us consider an unbiased investor that stands a time t
and has available a wide number of predictors all including publicly available
information and historical observations from time 1 to time t (where time
1 is considered the starting point of the history relevant to the investor’s
problem). If this investor wants to make a safe prediction for an asset at
time t+ 1 by conditioning on all the information that he has gathered until
time t, he faces an apparent dilemma. This is the fact that some of the
candidate predictors are indeed important, while others are of diminishing
economic significance. Traditionally, solutions to such a problem have one
common direction. This consists of first finding as many as 2p-1 combina-
tions/models, where p is the number of available predictors, and based on
these combinations regressing as many as 2p-1 times (one for every candi-
date model). Finally, the method that in-sample performs better than its
rival alternatives is be selected using various criteria. The criteria that rank
the candidate models in-sample can be for example the R2, MSE, Infor-
mation criteria or any other financial criterion believed to be helpful when
taking this decision (i.e. Sharpe Ratio etc.). This best performer in-sample
is afterwards used for the t+ 1 out-of-sample forecast. The approach is the
all-subsets method, and is considered by many the safest choice in compar-
ison to the variable selection algorithms. But this method comes at a cost,
as it dictates the number of regressions to be performed to grow exponen-
tially as the number of available predictors increases, creating a sometimes
unbearable burden for the researcher. Additionally, using the all-subsets
technique the assumption that the best in-sample model will perform opti-
mally out-of-sample also is unavoidably often incorrect. In conclusions the
set up of the problem is as follows.
Let Y = (y1, y2, . . . , yn)
′ be a vector including excess stock returns and X
be a matrix of n observations and pMi predictors i.e. X = (x1, x2, . . . , xn)
′,
xMi =
(
1, xj2Mi , . . . , xjpMi
)
, where j = 1, 2, . . . , n and pMi varies depending
on which model among the 2p -1 used every time with p representing the
total of all predictors. Using the OLS framework, the target becomes min-
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imizing the Residual Sum of Squares using data from time 1 to time t for
the dependent variable and from time 0 to time t − 1 for the independent
predictors, i.e.
βˆMx = arg min
n∑
i=1
yti − pMx∑
j=1
βjMxx
t−1
ijMx

∀ Mx where x = 1, 2, . . . , 2p − 1.
After calibrating the betas and estimating the log-likelihood, the following
criteria are used to rank the competing models:
R2Mx = 1−
1
n
n∑
i=1
(yˆit − yit)2
1
n
T∑
i=1
(yˆit − y¯it)2
(5.70)
∀ Mx where x = 1, 2, . . . , 2p − 1,
AICMx = exp
(
2pMx
n
)
1
n
n∑
i=1
(yˆit − yit)2, (5.71)
BICMx = n
pMx
n
1
n
n∑
i=1
(yit − yit)2. (5.72)
The best model depending on the ranking criterion every time is used to
make tomorrow’s forecast. This is to say,
yt+1 = βˆMBESTXtMBEST . (5.73)
This procedure is repeated in order to acquire yt+2, yt+3, . . . , yt+h, where h
here represents the forecasting horizon, using a rolling window. For example,
to make a prediction for yt+2, we first drop one observation from the start
and include the last observation we have used plus one new. Having updated
our data, we are now ready to take the beta estimates using the following
formula:
βˆtMx = arg min
n∑
i=1
yt+1i − pMx∑
j=1
βjMxx
t
ij
2 ∀Mx, (5.74)
where as before x = 1, 2, . . . , 2p − 1. To select the best model one of the
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predefined criteria and is used. Finally, using the best model’s estimated
betas, the t+ 2 out-of-sample forecast can be made:
yt+2 = βˆMBESTXt+1MBEST . (5.75)
The same procedure is followed for every step of the remaining targeted
forecasting horizon also.
As an alternative to all-subsets we find Ridge regression. Although ridge
regression can be analytically tractable, it does not produce sparse models.
The method though can undoubtedly be regarded as a benchmark, and
for that reason it will be used for comparison reasons. Again using data
available for the independent predictors, we calculate the beta estimates
and use them to predict the value of the dependent variable at time t+1
repeating the procedure using a rolling window until t+h. For the t + 1
forecast the relevant betas are derived by minimizing the equation below:
βˆridge = arg min
n∑
i=1
yti − p∑
j=1
βridgex
t−1
ij
2 + λ p∑
j=1
βj
2
ridge. (5.76)
The equation has the tuning parameter λ that plays a defining role, since
it not only prevents the betas from explosion but also can actually drive
their values towards a particular direction. Taking into account all the
above, cross-validation as a widely acknowledged practice is used to trace
the optimal λ.
The alternative proposal to the investor comes from the algorithmic model
selection family, the LASSO well discussed before. The inputs to the algo-
rithm are the vector of the dependent variable Y = (y1, y2, . . . , yn)
′ and the
matrix of the independent predictors X = (x1, x2, . . . , xn)
′ which includes
all candidate alternative series to the researcher relevant to making that
particular prediction of the dependent variable.
Again a rolling window is used to make predictions from time t + 1 to
time t+ h.
For example, for time t+1 the target is minimizing the following penalized
residual sum of squares:
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βˆtMLASSOx = arg min
n∑
i=1
yti −
p
MLASSOx∑
j=1
βtjMLASSOx x
t−1
ij
2+λ pMLASSOx∑
j=1
∣∣∣βtjMLASSOx ∣∣∣,
(5.77)
where MLASSOx are the steps on the path that the algorithms produces,
while this time we have much quicker convergence.
Each of these steps represents the additional predictor which enters the
model starting from a model with no predictors but just a constant to one
where all covariates have entered the predictive equation. At this final step
the beta estimates are the OLS values. But in between the constant model
and that produced by regressing all available predictors on the dependent
variable there is a plethora of sparse candidate alternatives produced by
LASSO ready to be used for forecasting. To select the ‘cut off’ point on
the path, though, we again have to rely on the same criteria used before
for the all-subsets method, i.e. the R-square, Akaike and Bayesian Informa-
tion Criterion. To these an additional proposal to identify the best sparse
model will be added, 10-fold cross-validation. Some further details in steps
regarding cross-validation follow.
Initially the training set that has been used until now as a whole is divided
into 10 equal subsets. Let T stand for ‘training set’; then we partition that
as below:
T = T1 + T2 + . . .+ T10
Each of these subsets will be used as the pseudo out-of-sample period
or else the ‘test set’ meaning that every time one of the ten subsets will
be excluded, leaving only the remaining nine subsets as the new ‘trimmed’
training set. For example,
T trim = T1 + T2 + . . .+ T9
or
T trim = T1 + T3 + . . .+ T10 etc.
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The second step involves fitting LASSO to the data of the ‘trimmed’
training set. As the algorithm does not produce a single solution but a path
consisting of multiple steps, the target at each step is to make predictions
for every observation of the test set (the test set to excluded from the
total as described previously). The error for every observation is afterwards
reported and at the end the Mean Squared Error of the step for this test set
is estimated. This is repeated for all different test sets so that we end up
with ten MSEs (one for every test set) for every step. The last thing left to
do is to estimate the mean of these MSEs and the step that has the lowest
mean is the winning ‘cut off’ point. In other words, every step (λ value)
has the following MSE based on the number of target forecasts in the test
period:
MS CVEλk =
1
Tk
∑
(y,x)∈Tk
(
y − yλ
)2 ∀k = 1, 2, . . . , 10, (5.78)
where MS CVEk stands for Mean-Squared Cross-Validation Error of the k
fold and Tk is the number of observations of the k fold. The average error
of the step is
CV Eλ =
1
10
10∑
k=1
MS CVEλk . (5.79)
Finally we fit the model with the optimal λ that produced the lowest average
cross-validation error to the entire training set and make the ultimate target
forecast for t+ 1.
Apart from LASSO, LARS is also used in our quest to accurately identify
those predictors that can potentially produce powerful forecasting models
and consequently achieve the forecasting optimality so much desired. The
general set-up resembles that of LASSO, since the input matrix and the
target vector are the same while the equation of interest still imposes the
same restriction onto the parameter values (`1 norm restriction). LARS,
though, moves a step forward, as not only can it be easily modified to pro-
duce LASSO solutions but also it can improve forward stagewise regression,
with which it has a great resemblance. This is because instead of performing
small steps (changes in λ value) when trying to identify the next most cor-
related to the residual vector variable (practice commonly used in forward
stagewise regression), the algorithm moves in a direction which is equian-
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gular with those predictors already incorporated in the model using larger
steps (smaller though than forward selection). The above procedure is re-
peated until all covariates have entered the model. This in turn implies that
(as LASSO and stagewise regression do) instead of a simple solution, that
could indicate to the researcher the best model to be used out-of-sample
to make forecasts for the depended variable, it instead produces paths. To
select one single or else the optimal cut-off point on those paths, the same
criteria as before have to be used, i.e. R2 , the two Information Criteria
and the 10-fold cross-validation. After the optimal proposition is identified
and the beta estimates have been acquired the prediction for time t + 1 is
ready to be made.
To the above algorithmic approaches one more will be added in the anal-
ysis which combines both `1 and `2 norm restrictions imposed on the pa-
rameters. This is the previously discussed LARSEN and the equation of
interest is the following:
βtMLARSENx = arg min
n∑
i=1
yti −
p
MLARSENx∑
j=1
βtjMLARSENx x
t−1
ij
2 + . . .
+ λ1
p
MLARSENx∑
j=1
∣∣∣βtjMLARSENx ∣∣∣+ λ2
p
MLARSENx∑
j=1
β
2t
jMLARSENx
.
(5.80)
LARSEN is the last algorithm that is used in this analysis that has as
output a collection of steps, each of them represented with the acronym
MLARSENx for different values of the tuning parameters. Unavoidably the
optimal cutting point is established using the predetermined criteria (R2,
AIC, BIC, 10-fold cross-validation).
The last method to be proposed here is Sparse Principal Components
Analysis, which indeed produces those factors (sparse components) from
the initial matrix of predictors that can be used later to produce just one
single model. The number of Principal Components to be used depends
on the nature of the problem, though rarely more than six to seven fac-
tors are introduced. Here six predictors were considered enough to capture
the relationships of interest. Finally, this sparse model is regressed on the
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dependent variable to make future predictions.
Apart from trying to forecast the value of the dependent variable, our
investor is interested in betting on the direction of the index. In other
words, by creating an investment strategy and taking the right positions
we want to investigate whether we can actually generate excess returns
and ultimately profit. For this reason, apart from the linear regression
framework we deviate and use the logistic regression instead.
5.4.1. Accounting for a twofold uncertainty:
Cutting Point on the Path and Model Uncertainty
To perform averaging using one of the two predetermined techniques (Bayesian
Model Approximation and Thick Modelling), we have to consider two differ-
ent aspects of uncertainty generated by variable-selection algorithms. First,
we find an endogenous uncertainty created by every model as a single entity,
while at the same time we have the unavoidable uncertainty engendered by
the surfeit of all those different variable-selection proposals. As a result, we
have to approach averaging from two different angles. To account for the
internal uncertainty we initially average across the steps of the paths of a
single algorithm. But we also average across the steps of all paths generated
from all variable selection proposals so as to address model uncertainty.
Averaging across the steps of the paths for an algorithm has the fol-
lowing intuition. All the way through the analysis it has been repetitively
highlighted that these variable selection techniques themselves (except from
SPCA) do not produce a single answer as to which is the most favourable
model to use. Instead, they create paths, so that the researcher has to rely
on other criteria to make the decision of the optimal cutting point. This
in itself creates an intuitive ‘step’ uncertainty (the algorithm converges in
steps).
To address that problem we first use Thick Modelling. At the outset,
for every step of the variable selection algorithm we calculate the in-sample
MSE, R2, AIC and BIC and finally the Cross-Validation MSE. Depending
on which of the above criteria we want to use, each time we rank the step
performances and take a percentage of the best performing models to use
out-of-sample to make the desired forecast. These percentages that deter-
mine the number of models-steps to be averaged vary between 10%, 20%
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and 30%. Larger retention percentages could be adopted, but it is acknowl-
edged that smaller fractions sufficiently outperform.9 The rest of the step
performances that are not at the top 10%, 20% or 30% are discarded and
beta estimates for those steps will not be used. On the other hand, how-
ever, equal weights will be applied to the remaining top model and this
averaged scheme that is generated at the end will be the proposal to be
used out-of-sample to make the forecast for t+ 1 until t+ h using a rolling
window.
The second proposal comes from Bayesian Model Approximation (BMA).
To execute this type of averaging, we use the BIC information criterion as
calculated above for every step of the variable selection algorithm under
consideration. BMA uses all steps, not just the top performing, and to them
weights -probabilities- are assigned using the following probability index.
Prob (Mstep |X ) =
mˆMstep
n∑
i=1
mˆMstep
∀step = 1, 2, . . . , n, (5.81)
where Mstep is the model produced if the cutting point on the curve was
that step, mˆMstep is the marginal as approximated by the exponential of the
Bayesian Information Criterion and n is the number of steps the algorithm
needs to converge (at that stage all predictors have been included).
Turning to the second uncertainty, we have the obstacle of selecting a
variable-selection algorithm among many other candidates. For this rea-
son we utilize averaging to push the barriers beyond model indecisiveness.
In other words, we try to prove that with averaging, no matter how little
we know about specific cases where particular variable selection techniques
work better, and whether these claims are substantiated or not by differ-
ent types of datasets under different circumstances, we can always achieve
outperformance out-of-sample.
In order to use Thick Modelling, we still estimate all the predetermined
model selection criteria (MSE, R2, AIC, BIC, cross-validation MSE) for
every step of every variable-selection algorithm (LASSO,LARS, LARSEN,
SPCA, Ridge Regression), and then we combine the results in a cumulative
table. It is useful to repeat that SPCA and Ridge Regression do not produce
a path but give us a single model proposal. But they are still included in the
9Pesaran & Zaffaroni (2006).
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total rankings, which at this stage is performed across all model alternatives.
The top 10% or 20% or 30% performances according to different criteria
every time are kept and equal probabilities are assigned to them so as to
produce a new averaged model to be used out-of-sample.
Relatively similar procedures are followed for the BMA. The BIC Infor-
mation Criterion is estimated for all steps and all models, as in the previous
method, which is used to generate the cumulative table including all approx-
imated marginal distributions. If every single marginal in that cumulative
table is divided by the sum of all marginals, probability weights are created
and can be assigned to every step-model alternative. It might be postu-
lated that since BMA includes all steps generated from every algorithm to
create the new averaged model this could easily create an overfitted scheme
where everything is put together. However, probabilities related to poor
performers are very close to zero (the fraction marginal to sum of marginals
approaches to zero as the numerator decreases). The relevant equation to
produce the weight of interest to be assigned is as below, with n however
extended here to include the total number of all the steps of all variable se-
lection algorithms generated as they move towards convergence plus 2 (one
for SPCA and one for Ridge Regression).
Prob (Mi |X) = mMin∑
i=1
mMi
∀i = 1, 2, .., n. (5.82)
5.5. Data
Before presenting the data used for the purpose of this analysis, further con-
sideration should be given to existing evidence that exchange rates can have
robust predictability power over commodity prices (Chen, 2004, Chen et al.,
2008). Additionally, linkages between exchange rates and equities (Stavarek,
2004) also exist in the literature, but until now only weak dubious conclu-
sions can be drawn. Engle et al. (2005, 2007) insist that modelling exchange
rates as a random walk can be justified. This chapter tries to investigate
how common macroeconomic predictors, along with other publicly available
indexes and indicators used to forecast both exchange rates and commodity
prices, can be utilized to predict not only these two obviously interrelated
market products but also equities and bonds. Until now bonds were only
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associated with stock prices (Lo and MacKinlay (1997), Baker and Wurgler
(2009)). Never before has evidence suggested that all four asset categories
can in fact be forecasted using a common basket of predictors and with the
same success.
All predictors are selected after a thorough literature review. Data can
be easily acquired from most data providers (Bloomberg, Datastream, Db
Epsilon etc.).10 They cover the period between January 1988 and Decem-
ber 2008 inclusive. In particular the macroeconomic indicators, can be
downloaded from relevant governmental (national statistics) web sites. The
frequency considered throughout the analysis is monthly. The total is 252
observations, divided into the training and the validation set. Since our
target is forecasting as far as t+ 120, the training period includes 132 data
points while the remaining 120 observations are used for validation.
The target is first to predict US excess stock returns and for that pur-
pose the S&P500 Index is used as an indicator, while the risk-free rate is
represented by J.P. Morgan’s 3-month US total return Cash index.11 For
the commodities the S&P GSCI index is selected instead (formerly known
as the Goldman Sachs Commodity Index). The index is widely tradable
and versatile, including a variety of raw or primary products and covering
all commodity sectors. Additionally, the targeted FX index was the US
Dollar Index (USDX) which actually represents the relative value of the US
dollar against a collection of foreign currencies including the euro, Japanese
yen, Pound sterling, Canadian dollar, Swedish krona and finally Swiss franc.
Finally, for bonds the CSFB, World High Yield Index is selected to be fore-
casted.
All these four indices are used interchangeably as the target variable to be
predicted and also as a stand alone predictor for the remaining three. The
remainder of predictors, all of which in total constitute a collection of 19
macro and financial indicators, are as follows. Initially the macroeconomic
predictors include first the index of Narrow Money Supply (M1 for the
US and M0 for the UK) and second the Inflation Index as embodied by
the EU Harmonized Index of Consumer Prices (HICP All Items). Narrow
Money comprises of all physical money and currency along with other liquid
10For a more detailed description of the data see Table B.1. in the appendix.
11This index is used to track total returns (capital gains plus dividend) for constant
maturity euro-currency deposits.
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assets that the central bank possesses and represents the most restrictive
(narrowest) definition of money, this of a medium of exchange.
On the other hand, there are the financial predictors including first the
Term spread as represented by the yield of a 10-year US Treasury Bill minus
the Federal Funds Effective Rate, the Risk Spread Index as approximated
by a 3-month US Certificate of Deposit (FRCDS3M Index) minus a 3-month
US Treasury Bill (FRTBS3M Index). Additional financial indicators include
the Interest Rate Trend, defined as the monthly change of the average weekly
yield on long-term government bonds, the January Dummy used to capture
the January effect and finally the CVIX volatility index (CBOEVIX).
But the majority of predictors consist of interrelated commodity prices
and exchange rates, which belong to five small commodity exporters. This
idea that “commodity currency” exchange rates could be highly effective
in predicting future commodity prices is introduced by Chen et al. (2008).
However, this chapter moves a step forward by extending the idea to equities
and bonds. It sets out to prove that there are common factors that influence
global highly tradable indexes, and correctly identifying them could have a
tremendous impact on our predictive capability. The reason for selecting
smaller economies, though with sufficient exporting history and market-
based exporting rates, is that these countries are price takers due to their
small sizes. They are incapable of imposing price trends and as such even a
small fluctuation in the commodity price has a significant impact on their
exchange rates. In particular the countries selected are Australia, Canada,
South Africa, New Zealand and Chile, so their exchange rates against dollar
are used as predictors. For each of these countries, commodities represent
a high percentage of their total export earnings, while relevant to these
countries exporting products include Corn, Soy Beans, Silver, Gold, Gas
Oil and Crude Oil.12
12For further details on the justification of those predictors please refer to the original
paper: Chen, Rogoff & Rossi (2008).
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5.6. Results
5.6.1. Linear Results
In the linear-regression case the focus is on forecasting excess stock returns.
The rolling window used extends up to t+120, while at the end the average
performance of every model or averaged scheme for all out-of-sample target
forecasts is reported and conclusion are drawn.
For the purpose of the analysis the all-subsets method is considered as the
benchmark. In theory an investor who could regress as many as 2n-1 times
(which represents the number of possible combinations of available predic-
tors) and by using one of the widely acknowledged model selection criteria
(MSE, R2, AIC, BIC etc.) must be able to make a trustworthy prediction
for tomorrow. For the 19 predictors that are considered here this number
exceeds hundreds of thousands of regressions and if one more predictor is
added to the model the number of required regressions could explode to over
a million. Those regressions are actually executed though, to serve the pur-
pose of the research, and also it is investigated whether the performance of
all-subsets can be improved by trying to eliminate the uncertainty created
when considering which model selection criterion is optimal by the Thick
Modelling Averaging technique.
When the target forecast variable is US excess returns, the final ranking
reveals the following (Table 5.1). First, the optimal cutting point for vari-
able selection algorithms proves to be of immense importance. By changing
the selection criterion which varies between MSE, R2, AIC, BIC (which
all share common ground) and cross-validation, great differences in per-
formances are revealed. Cross-validation for all variable selection methods
outperforms the remaining model selection criteria. On the other hand,
SPCA and Ridge regression, which do not base their performance on such
indicators, seem to underperform their rivals. Turning to the all-subsets
method, the use of AIC or BIC criterion combined with Thick Modelling as
an averaging technique offers the method an improved performance. If aver-
aging is not imposed, however, this performance which is already not great,
could be in jeopardy as bottom rankings reveal. Actually, by using any of
the AIC, BIC, MSE, R2 criteria, which are very popular among researchers,
the investor could end up producing with certainty something very close to
the worst error of all models that are considered in this analysis. Having
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mentioned all the above, it is more than evident that the profits could be
totally wiped out under any model selection criterion if all-subsets without
averaging is chosen. The problem, though, of which alternative proposal
should we opt from the plethora of all model selection algorithms that ex-
ist in the literature still remains. But more importantly, even if we make
this selection we could hardly ever assert that this will be the right one
out-of-sample for all various asset classes and time periods.
Averaging does offer a solution to the problem, since results indicate a
catholic superiority of Thick Model Averaging using cross-validation for all
three retention percentages (10%, 20%, 30% of best models) for all vari-
able selection algorithms (LARS, LASSO, LARSEN). The interpretation of
the result indicates that no matter what retention percentage is selected
(restricted though into logical barriers, since there is hardly any meaning
using large retention percentages) and no matter which variable selection
technique the investor decides to trust, similar prediction error will be pro-
duced under the TM spectrum.
Additionally, regarding the uncertainty (“cutting point” on the path or
model uncertainty) that is more probable to drive our prediction outcome
towards the wrong direction, we notice the following. The right “cutting
point” on an algorithm seems to be of greater importance when compared
to the general model indecisiveness. That is, variable selection algorithms
do produce reliable results if only we could identify the time when we have
to interrupt convergence. In other words, when we average the steps of a
variable selection algorithm it seems to yield better results no matter which
algorithmic technique we have selected than when averaging the total steps
of all methods.
Regarding which averaging alternative is better, we also notice that Thick
Modelling outperforms Bayesian Approximation13. It is noticeable also that
Thick Modelling using cross-validation to rank candidate schemes outper-
forms the other ranking criteria (MSE, R2, AIC, BIC), either we when
consider “cutting point” on the path uncertainty or general model uncer-
tainty.
Averaging also improves the performance of all-subsets RMSE, but on the
whole it is not a competent alternative. Elastic Net also shows an erratic
behaviour, since the method is placed among the bottom performers. On
13A result supported also from relevant literature: Pesaran & Zaffaroni (2006).
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the contrary, when used under the averaging spectrum and in particular
under Thick Modelling with cross-validation, its performance stabilises at
first places. But overall, Elastic Net using Thick Modelling with cross-
validation outperforms all other alternatives. Notable is the fact, however,
that the differences in the RMSE reported from all algorithmic variable
selection methods is small after performing averaging, since without that
only inconsistent conclusions can be derived.
The use of other asset classes, however, will greatly facilitate reaching
a more catholic conclusion regarding model selection alternatives, ranking
criteria and whether averaging is the right direction to follow in order to
account for all the predetermined uncertainties.
The use of cross-validation for LARS, LASSO, LARSEN still produces
the desired results for the FX and Bond indexes. On the other hand,
these methods without averaging have a volatile performance on the to-
tal rankings table and averaging schemes should be opted instead. Cross-
validation also demonstrates a constant outperformance in comparison with
other model selection criteria when averaging paths across all algorithms is
under scrutiny for these two targeted indexes. Again, however, only under
the Thick Modelling spectrum averaging paths across all algorithms ex-
hibits a more competent performance. Turning to comparing the averaged
schemes, it is quite conspicuous that all top-ranking positions belong to av-
eraging alternatives using Thick Modelling, while all retention percentages
as long as they remain low constitute an optimal choice. Ridge regression
still retains an average performance overall, while SPCA is ranked near the
bottom.
To conclude, for the linear regression model analysis for the Equity, Bond
and FX indexes, it is evident that the all-subsets method has two inter-
nal flaws. Firstly it imposes enormous computational burden and in real
time can not possibly be considered as a way to facilitate investment de-
cisions. Secondly, it is also highly unreliable. It depends greatly on the
model selection criterion the researcher uses to determine the performance
in-sample of all possible predictor combinations. This criterion does not
guarantee that the selected optimal combination of covariates will also out-
perform out-of-sample. The results prove the point by placing the method
in bottom position on the RMSE total rankings table. On the other hand,
averaging offers the so needed performance stability of the variable selection
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algorithms. However, Thick Modelling using cross-validation offers better
results for any model under consideration. Differences in the performance
of the method under other ranking criteria (MSE, R2, AIC, BIC) are small
for all model selection algorithms.
One the other hand, the Commodity index seems a real challenge to fore-
cast. All in all, Elastic Net is still the optimal model selection technique
after again the Thick Modelling Averaging method is applied. However, in-
stead of cross-validation here, using any of the MSE, R2, AIC, BIC criteria
for various retention percentages proves to be a safer option. The same holds
for the all-subsets using Thick Modelling and the previous mentioned model
selection criteria. This way from the bottom of the ranking the all-subsets
with averaging methods regains a competent performance. Additionally,
while unsurprisingly the Ridge Regression method is still an average alter-
native, SPCA proves to exhibit reinforced predictive power while LARS and
LASSO move some places down in the top ranks.
To validate the predictive power of the models used we also performed the
Diebold-Mariano test. This is in order to answer the question whether the
predictions of a given model, A, are significantly more accurate, in terms of
a loss function g(·), than those of the competing model, B. The loss function
here in particular is the MSE, at 95% confidence level. Comparative results
for all asset classes are reported in Tables 5.21-5.24. For all four different
asset categories the all-subsets method using R2 or MSE, with and without
model averaging, generates significantly more accurate forecasts against the
other alternative model predictions. Also models that completely failed to
pass the test (their predictions were never statistically better than their
rivals) were not included in the results tables.
5.6.2. Logit Results
On the other hand, when the logit regression is under scrutiny we are not
interested in forecasting the actual asset stock return but instead we want to
predict just the direction of the movement of the index at time t+1. This can
also spawn simple trading strategies. By identifying whether the asset will
rise or fall the following day, the investor can take the right position and earn
profits no matter what will happen to its value the next trading day. Making
the right choice, though, involves high earnings (or at least the potential to
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make such when circumstances are favourable – lower transaction costs, no
trading barriers etc.). But taking the wrong position can be devastating for
the investor. This is why logit regression plays such an important role and an
even higher responsibility is placed on averaging techniques to diminish the
probability of a spurious result due to model or ‘cutting point’ uncertainty.
Some general conclusions with regards all four individual asset classes do
exist for some variable selection techniques while for others performances
vary depending on the nature of the targeted index (Table 5.2). In general
the all-subsets method does not outperform any model selection algorithm or
averaging scheme. This is for all four different asset categories. Especially,
the lowest probability of successful prediction of the direction of the four
indexes is demonstrated by the all-subsets method without averaging, while
when averaging is executed the technique seems to produce improved results.
It is also notable that the overall probability of successful prediction of the
direction on the index each time using averaging with all-subsets tends to
coincide for various retention percentages for the Thick modelling averaging
method and for different model selection criteria (MSE, R2, AIC, BIC). This
fact clearly indicates a constant performance of the averaging scheme that
is not dependent on the retention percentage or on the model selection
criterion. On top of that, it improves the overall performance of the all-
subsets method.
Additionally, at the bottom of all four asset classes we find a common tech-
nique, averaging across all algorithms. This conclusion is so strongly sup-
ported by empirical results that we could safely conclude that the method
should be treated with consideration. On the contrary, LASSO is a top per-
former for all targeted indexes with percentages of successful prediction of
the direction being improved when averaging is performed. LASSO appears
more competent especially when performing Thick Modelling with cross-
validation, while various retention percentages generate similar if not iden-
tical results. Moreover, Bayesian Approximation for all but the FX index is
not a competent averaging alternative, with Thick Modelling demonstrat-
ing a more consistent performance overall. Elastic Net also demonstrates
a superior record of successful forecasts when Thick Modelling is applied
to the method. However, irrespective of the model selection criterion, if
averaging is not applied the performance of the algorithm diminishes. Also
results show that for all retention percentages Elastic Net under the Thick
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Modelling spectrum produces identical results, eliminating this unavoidable
internal uncertainty created from the technique (i.e. correctly selecting the
optimal retention percentage).
Moving to the particular asset classes, it is notable that the FX and Bond
indexes demonstrate a similar ranking table, while the overall percentage
of their top performer method is higher than the equivalent top performer
for the Equity or Commodity Index. The argument for this result can be
either that the Equity and Commodity indexes are harder to predict, or
the set of predictors we used for all indexes is more related to predicting
FX and bonds. But the latter though cannot actually be substantiated, for
the following reason. The majority of these predictors used for the purpose
of our research include FX indicators as suggested by relevant literature
which connects commodity prices with foreign exchanges.14 In conclusions,
the commodity index is the hardest to predict among the remaining asset
classes.
Returning to Bonds and FX logit results, we can observe that LASSO
with averaging is the best predictive method, while Elastic Net is also a top
performer for these two asset classes. For the Bond index, though, Elastic
Net with Thick Modelling using AIC and BIC as model selection criteria
works better. On the contrary, for the FX index Thick Modelling with
MSE and R2 is preferable. On top of all, Bayesian Approximation under
the LASSO spectrum for FX is the definitive method. At the bottom of the
rankings we find, apart from the method of averaging across all algorithms,
the all-subsets method for both asset categories. On the other hand, Ridge
regression demonstrates a consistent average performance occupying places
in the middle of the rankings.
For the Equity and Commodity indexes, we find that LASSO with
cross-validation as well as LASSO with Thick Modelling using AIC and
BIC as model selection criteria is preferable. For the Equity index, the
Ridge regression scheme is still an average performer, but for Commodities
it outperforms all other alternatives if combined with Thick Modelling Av-
eraging. Elastic Net with Thick Modelling using AIC and BIC is still the
second-best alternative for both targeted indexes. At the bottom, for Com-
modities we find as before Thick Modelling across all algorithms and the
all-subsets method. However, for Equities and equities only the all-subsets
14Chen, Rogoff & Rossi (2008).
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method demonstrates a better performance reaching top ranking positions,
but only when is combined with the Thick Modelling averaging technique.
5.6.3. Investment Strategies: Mean-Variance Analysis
Modern Portfolio Theory can be naturally encapsulated in Markowitz’s
(1952) Mean-Variance approach, according to which the investor tries to
identify the portfolio that offers the maximum expected return with the
minimum possible variance. The logic behind this proposition, although
usually condemned for its simplicity by advocates of behavioural finance,
still remains a competing tool against more sophisticated approaches. This
is not only due to its simplicity of implementation but also to its effec-
tiveness on generating profits if combined with continuous rebalancing and
accurate selection of investor’s risk aversion. In 1990 Black and Litterman
introduced a revolutionary (for at time) proposition to the investor, where
he could actually incorporate to the objective pragmatic historic observa-
tions his subjective views for the future. In the Black-Litterman world,
Markowitz’s assumptions for normality of the market and linear dependent
scenario views still hold. Normality assumptions not only of the past data
under consideration but also of investor’s beliefs render the validity of the-
ory once more questionable and ultimately inadequate to capture all those
irregularities that exist and define modern capital markets.
Extensions to the BL theory are rarely reported in the past decade, with
the only recent exception the Entropy Polling theory as introduced by Attilio
Meucci (2008b). In his ground-breaking approach, markets are described
not only from returns but also from higher moments (implied correlation,
volatilities etc.). In addition, there is a noticeable departure from normal-
ity and market equilibrium, since skewness, fat tails and co-dependence of
extreme events are undeniably present. Finally, he introduces a significant
improvement in the formulation of investors’ views which are no longer re-
stricted to be linear and are not only related to future expected returns. So-
phisticated asset managers can and do have expectations about correlation,
volatilities, tail behaviour etc. which can under this spectrum be formulated
not only as equalities but inequalities as well. Entropy polling, although in
its infancy, has huge prospects and a lot to offer to those that dare to involve
themselves with pioneer investment management techniques. The only dis-
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advantage is, however, the indisputable complexity of implementation. On
the contrary, as has already been stressed, both Markowitz Mean-Variance
portfolio theory and the Black-Litterman further development have pros-
pered in the past as a result of their intuitive and uncomplicated nature.
This fact, in conjunction with their competence in generating profitable
results - even though their conceptual framework is founded under strict
conceptual restrictions - make the two theories of undisputable significance
for day-to-day asset management decisions. For all those reasons discussed
above the fundamental mean-variance framework is employed and results of
the implementation of this investment strategy is reported.
Having under our discretion 4 different asset classes, optimal allocation of
the investor’s wealth between them automatically becomes the focal point
of this section, with primary objective the attainment of maximum prof-
itability. The number of asset classes available that comprise a portfolio
can in reality far exceed this number. However, it is strongly supported by
empirical evidence that the fewer classes the more probable is predictabil-
ity patterns of those model selection algorithms used in our research to be
disclosed. As the number of asset classes increases results can be distorted.
Since we are using monthly data, the rebalancing of our portfolio was also
performed on a monthly basis. Also for the assessment of the overall perfor-
mance three additional statistics are used along with the cumulative wealth
(assuming that at time 0 the investor holds 1 unit of wealth): the Fama
French Alpha, the Carhart Alpha and finally the Sharpe Ratio. All these
metrics are widely used in the literature for assessing the performance of the
various asset allocation strategies, while for further details of each distinct
measure refer to the original papers.15
In addition, regarding the short sales constrain two distinct cases had
to be reviewed. First, we consider markets where regulatory agencies that
instigate short sale restrictions do exist. Under those restrictions, the per-
formance of our portfolio under the Mean-Variance spectrum was assessed,
using all those four measures above. This scenario, although possible under
extreme market conditions (see September/October 2008) or due to other
market irregularities (liquidity constrains, non synchronous trading), can
have a categorical effect on profitability and should only be chosen after
careful consideration. For this reason the second more rational view that
15Fama & French (1992), Carhart (1997).
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we investigate involves the exclusion of the no-short-sale restriction but im-
posed a second constraint, this time that the investor can either sell or buy
at a maximum of 100% of the value of the particular asset class. Confining
the percentage of leverage can still diminish the overall performance of the
strategy, but it was considered more appropriate to pragmatically simulate
an investment strategy that can mirror the real-world as accurate as possi-
ble. In a real-time environment it is often the case that taking a position for
example 300% long or short on an asset is not possible. Again the strategy
was assessed using the four performance measures for all available variable
selection and averaging methods investigated in this chapter.
5.6.3.1. Results - short sales restriction
In terms of cumulative wealth (Table 5.3), although the all-subsets method
using the Akaike or the Bayesian Information Criterion is ranked at the
top, using the MSE or the R2 criterion instead could dramatically reduce
the overall portfolio’s performance. Averaging with Thick Modelling under
the same method does produce equivalent results while once more the re-
tention percentage selected plays a trivial role in influencing the outcome of
the process. A stronger evidence of the importance of averaging methods
overall can be traced at the second-best alternative regarding cumulative
wealth, which is Elastic Net. Elastic Net under the AIC criterion produces
a competitive investment result, while this is not the case for the same
method under the BIC criterion, since it is placed near the bottom of the
total ranks. Averaging with Thick Modelling using Elastic Net on the other
hand performs sufficiently well, and most importantly irrespective of the
model selection criterion (AIC, BIC, MSE, R2) or the retention percentage.
All Thick Modelling alternatives produce similar cumulative wealth. SPCA
also exhibits a noticeable performance, while LASSO and LARS produce
mediocre results. Also averaging across all algorithms does not generate
the desired outcome.
On the other hand, Sharpe Ratio indicates a similar ranking for all meth-
ods. All-subsets is still ranked at the top, but caution should be placed on
correctly identifying the optimal model selection criterion which in turn ne-
cessitates the introduction of averaging. LASSO here has a more dominant
presence, while Elastic Net loses some strength. But for the Sharpe Ratio
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which is produced under the Elastic Net variable selection method, results
do vary whenever the model selection criterion is altered. Averaging more
is again necessary in order to secure stability.
Turning to rankings according to Fama French alpha and Carhart alpha,
results are almost identical. This is due to the fact that the four-factor
model of Carhart is a projection of the three-factor model of Fama and
French (1993) plus an additional factor for the momentum as suggested by
Jegadeesh and Titman (1993). A positive alpha is an indicator of a better
than expected performance under the portfolio’s systematic risk. So the
higher this alpha above the zero threshold the better. In contrast with the
previous two performance measures (cumulative wealth and Sharpe Ratio)
here LARS, LASSO and Ridge Regression are top performers. Elastic Net
also remains a competent scheme, but averaging methods here do not add
anything to the overall adequacy of the method. The same for all-subsets:
without averaging it is still among the first choices for producing portfolios
with higher positive alphas. Also SPCA proves to be inefficient to fulfil the
same purpose of successfully providing asset allocation solutions that earn
higher than anticipated returns.
5.6.3.2. Results - no short sales restriction
By partly removing the short sales restriction and imposing instead a lever-
age cap at 100% both when positioning long or short on an asset the total
rankings do not changed significantly (Table 5.4). However it is noticeable
that cumulative wealth does increase considerably for all methods. This
comes to substantiate the claim of what a significant impact on profitability
such kind of restrictions can make. The best scheme (if the initial as-
sumption is that our wealth equals one for example) produces as much as
4.31 cumulative wealth in a ten-year period (all calculations are performed
purely out-of-sample). This is generated by all-subsets method with Thick
Modelling as an averaging proposal for all retention percentages (these vary
from 10% to 30%) using the AIC or the BIC model selection criterion. The
same holds for the Sharpe Ratio, with the highest value for that measure
being produced again from all-subsets with Thick Modelling and AIC or
BIC proposition. However, Elastic Net under the Bayesian Approximation
now exhibits a superior performance, while the method without averaging
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is placed all over, from top to bottom ranking positions. This repetitive
uncertainty only reconfirms the importance of averaging.
Regarding the Fama French and Carhart alphas, Elastic Net, LARS and
LASSO constitute the top choices for producing portfolios with competent
performance. But it is noticeable that averaging schemes for these two
performance measures do not significantly improve the overall portfolio’s
alphas for all methods. They do, however, generate augmented alphas for
some particular models, and their role should not be disregarded. Ridge
regression exhibits a competent performance here for all four metrics, while
SPCA is not a strong alternative.
5.6.4. Logit based Analysis
5.6.4.1. Results - short sales restriction
For Equities when short sales are not allowed (Table 5.5), Thick Modelling
with all-subsets using the R2 or MSE model selection criterion and Thick
Modelling with Elastic Net under the R2 or MSE or cross-validation is the
best alternative in terms of cumulative wealth over a ten-year period. Once
more the selected retention percentage plays trivial role since rankings are
identical. However, although Thick Modelling with all-subsets using BIC
or AIC has similarly profitable results, Thick Modelling with Elastic Net
under the same criteria produces ambiguous conclusions. For some reten-
tion percentages the method generates average outcomes, while for others
it performs poorly. There is a pattern, though, since without any averaging
still Elastic Net under R2, MSE and cross-validation is better than un-
der the remaining two information criteria used for model selection. Also
without averaging Elastic Net generates average cumulative wealth, which
is considered by most the ultimate investor’s objective. Also LASSO with
cross-validation is ranked at a high position in terms of wealth generation,
with the significance of the method being more apparent in the remaining
three ranking criteria (Fama French and Carhart alpha and Sharpe Ratio).
Additionally the performance of the algorithm is improved under the Thick
Modelling Averaging approach when cumulative wealth is used as a measure
of the efficacy of the technique.
In conclusions Thick Modelling offers enhanced cumulative wealth for
the majority of the algorithms investigated. Averaging across all models
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produces mediocre performance when cumulative wealth and Sharpe Ratio
are used as indicators, while the alphas (both Carhart and Fama French)
are significantly lower than the alphas produced by the other competing
alternatives. Finally, for equities when short sales restriction is imposed,
SPCA should not be opted since for all performance measures results are
equally poor.
Comparing the above results with those of the section where the percent-
age of successful prediction of the direction of the index is discussed, we
have to notice the following (see Table 5.13). The top performing models
exhibit a consistency in their performance. Under this context the highest
cumulative wealth is produced by models that also exhibited the highest
rate of accurately identifying the direction of the asset move. These top
performers are represented by Thick Modelling with all-subsets using the
R2 or MSE and LASSO with cross-validation. Elastic Net on the contrary
demonstrates an irregular performance pattern, with some variations of the
method 16 retaining their strength while others not.
Turning to Bonds, what is conspicuous is that the averaging schemes
for all different algorithms prevail (see Table 5.6). Thick Modelling with
all-subsets using the R2 or MSE model selection criterion is again at the
top in terms of cumulative wealth and Sharpe Ratio, together with LASSO
using Thick Modelling in combination with the AIC or BIC instead. Elas-
tic Net when combined with Thick Model Averaging under AIC, BIC or
cross-validation is also among the optimal choices in terms of its ability to
generate profits. Of the worst performers we identify the Ridge regression
and averaging across all algorithms. It is evident also that the last scheme
consistently underperforms other methods under both the linear and the
non-linear spectrum across all asset classes. Ridge regression also produces
mediocre results, with few exceptions. Additionally LASSO with Bayesian
Approximation for bonds is in the top four positions when wealth is used
as a performance indicator. SPCA on the other hand, as in equities fails to
generate competitive results when profit and Sharpe Ratio are used as indi-
cators. However, SPCA manages to yield portfolios with high alphas (both
Fama French and Carhart alpha). Also when the performance measure ex-
amined is the portfolio’s alphas Elastic Net with Thick Model averaging
16The term “variations” of a model selection algorithm implies if averaging or not is
applied and which of all the different model selection criteria is chosen.
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and AIC or BIC selection criterion is at the top of the ranking tables along
with LASSO under the same averaging regime. All-subset, however, pro-
duces lower, though positive alphas, which in all cases is an indication of
a performance above expectation. Once more, all-subsets with Thick Mod-
elling is better than without averaging. Ridge regression as before generates
middling alphas and even lower Sharpe Ratios under all different variations
of the algorithm (with or without averaging, different model selection cri-
teria, retention percentages for Thick Modelling etc). All in all, however,
averaging alternatives to single model prevail and we additionally observe
a consistency of performance for the Elastic Net, LASSO and all-subsets
algorithms.
Turning our attention to results of the previous section when a logistic
regression for prediction of the direction of the Bonds index is performed for
a window of 120 months, we observe the following (see Table 5.14.). LASSO
and Elastic Net using Thick Modelling with AIC or BIC are the optimal
forecasting methods, which is also apparent when these algorithms are used
to facilitate portfolio investment decisions. Bayesian Approximation un-
der the LASSO continuum is also top performer when used to predict the
direction of the index and also when employed for investment reasons).
When Commodities are under consideration while still the short sales
restriction holds we observe the following (Table 5.7.). For all four port-
folio performance measures the averaging suggestions are at the top of the
rankings. Thick Model average when combined with LASSO as well as all
subset regression yields the highest cumulative wealth. LASSO with Thick
Modelling also has the highest portfolio alphas, while Sharpe Ratio for the
method is a little lower but still positive and at a satisfactory level. On
the other hand, although Elastic Net produces significantly high alphas the
Sharpe Ratios and cumulative wealth for the various alternatives of the
method are low.
An outcome worth noticing is that averaging across all algorithms here
exhibits a significant improvement in terms of cumulative wealth and most
importantly Sharpe Ratio. However, the alphas reported for the method
are still near zero, indicating a poor management of the systematic and
unsystematic risk. However, the fact that the alphas are even marginally
different from zero, the cumulative wealth near 2 for a ten-year period and
the Sharpe Ratios higher than the other methods means that the method
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cannot be so easily disregarded. Its potential as a way to eliminate model
uncertainty is also validated for a different asset class that will follow next
in the analysis, the Foreign Exchange index.
On the contrary, with averaging across algorithms, Ridge regression here
generates high Fama French and Carhart alphas, while in the ther two
performance indicators the results are not exceptional but still acceptable.
Additionally, although SPCA and Bayesian Approximation on average are
ranked in the middle (with Ridge regression and BA being the most prefer-
able choice), competing alternatives should be opted as more consistent
performers instead.
In comparison with the results from the logistic regression (Table 5.15), it
is evident that Ridge regression exhibited competent percentages of success-
ful prediction of the direction of the index in the total out-of-sample period,
while on average it could not retain this superiority when applied in an asset
allocation framework. On the contrary, LASSO and Elastic Net with Thick
Modelling consistently outperformed relevant alternative propositions.
Finally, the analysis of the investment strategies concludes with results re-
lated to the Foreign Exchange index (Table 5.8). LASSO and all-subsets
regression with Thick Model Averaging produce the highest wealth in a ten-
year investment horizon. Most importantly, however, is the fact that for the
first time we observe that Fama’s and Carhart’s alphas take for all methods
near zero to negative values while the same holds for Sharpe Ratios. This
can signal a potential inability of the algorithmic techniques to capture ade-
quately the dynamics of this particular asset class, or as others have claimed
(for example Engle and West, 2004), this could imply a general randomness
of the exchange index such that forecasting is difficult. However, cumula-
tive wealth, although lower in total when compared to equivalent results
from other asset classes, is still positive for the various models. Bayesian
Approximation and LASSO demonstrates an improved performance, while
Elastic Net with Thick Modelling remains a competent option in terms of
net selectivity performance results (selectivity minus diversification as this
is represented by portfolio’s alphas). The same holds for averaging across
all algorithms. The scheme produces marginally above-zeros alpha when
others underperform. Ridge regression in accordance with related results to
the stock and bond index generates low values for all four performance in-
dicators, while SPCA is at the bottom of the rankings with negative alphas
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and Sharpe Ratio and total wealth marginally above 1.
When returning to the rankings of the average percentage of correctly
forecasting the direction of the index using logistic regression (Table 5.16), it
is conspicuous that LASSO with Bayesian Approximation as well as LASSO
with Thick Model averaging is at the top of the ranks, and also Elastic Net,
under both averaging proposals. This stands as the empirical testimony of
the superiority once more of the averaging schemes and the consistency in
the performance of the two variable-selection methods. The same can be
stated for all-subsets with Thick Modelling. But still, negative alphas and
Sharpe Ratios as performance indicators cast a shadow on the results and
the predictive competency of all proposals for investment problems related
to foreign exchange.
5.6.4.2. Results - no short sales restriction
The next step in the analysis is to remove the short sales restriction. How-
ever, it was considered wiser to avoid taking any huge leverage and restrain
the weights to ±100%. Under this regime, we investigate how the rankings
altered for the various asset classes we are considering.
First we look at the Equities index (relevant results are provided in
Tables 5.9 and 5.17). Initially we observe a significant increase in the cu-
mulative wealth and also in the Sharpe Ratios for all models as opposed
to the ranking results when short sales were not allowed. However, the
Fama French and Carhart alphas drop considerably in value, and for those
schemes that underperformed, negative alphas are reported. Those models
relate mainly to the method of averaging across all paths of all algorithms
as well as to SPCA.
Also it is worth mentioning that a grouping effect is observed. In other
words, models related to the same algorithm but under different variations
such as averaging with different model selection criteria or Thick Modelling
with various retention percentages exhibit a common or very close perfor-
mance. This brings us closer to the attainment of a solution to the model
selection dilemma which could be related also to which averaging method
should be employed, unless we chose a single model each time.
Having in mind all the above observational results, we notice in a more
precise manner that all-subsets with Thick Model Averaging under all four
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portfolio performance measures is the most favourable choice. LASSO with
cross-validation and without any averaging comes next in terms of cumu-
lative wealth and Sharpe Ratio. However, the method generates negative
alphas, so this erratic behaviour in the results should make the investor
more sceptical about the competence of the algorithm. On the other hand,
LASSO with Thick Modelling for lower retention percentages (10%, 20%)
generates more constant performance based on all four ranking criteria. Ad-
ditionally, Elastic Net with Thick Modelling retains and enhances its pre-
dictive power in comparison with the previous section where short selling is
forbidden. Ridge regression, on the other hand, has again an average effect.
Turning to the Bond index, related asset allocation results (Tables 5.10
and 5.18), we observe that once more Thick Modelling with LASSO or Elas-
tic Net is at the top when cumulative wealth and Sharpe Ratios are used as
performance measures. However, alphas under both the three-factor model
of Fama and French and the four-factor alternative of Carhart are in the
majority of the cases negative. So, again depending on the interpretation
of these indicators, we can conclude that the performance of the modelling
strategies did not live up to the anticipated returns. However, one cannot
disregard the other two measures, especially when cumulative wealth re-
lated to the total investment horizon increased in comparison with results
when short sales restrictions are imposed. Once more the “grouping” effect
observed in equities (where the same algorithm under different variations of
the averaging strategies generates identical results) is also evident for this
asset class. Bottom performer remains averaging across all algorithms.
For the Commodity index, however, as opposed to bonds, the out-
come of the asset allocation strategy is completely different (Tables 5.11
and 5.19). Here we observe an increase in the cumulative wealth of around
100%, as well as an improvement in the other three performance indicators.
This result could also relate to the nature of the data, since the majority of
predictors found in relevant literature are used for forecasting commodity
prices. Alphas are back to positive for those top performing schemes which
include Thick Model Averaging strategies under LASSO, all-subsets regres-
sion and Elastic Net. These methods consistently perform with or without
short sales restriction, while the same holds for SPCA, which retains its
ability to generate profitable investment strategies with performance higher
than the market would dictate. Here, however, as opposed to the restric-
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tive asset allocation case the averaging across all paths of the algorithms
is ranked at the bottom. But this result is in accordance with the gen-
eral incapability of the method to generate competent results, as has been
reported for different asset classes before, both for the linear and the non-
linear models. Finally, Ridge regression retains average predictability. Also
important is the fact that Bayesian Approximation and Thick Modelling
assists in the attainment of higher performance as opposed to equivalent
alternatives without averaging.
In conclusions, the Foreign Exchange index under no short sales con-
straint generates, for all asset classes, identical rankings with those reported
when short sales are not allowed (Table 5.12.). What is also apparent is the
fact that alphas and the Sharpe Ratio for top-performing models are in-
creased and non-zero. However, negatives do exist, so careful consideration
should be given when selecting a method that relates to negative perfor-
mance indicators. An example all subset regression; although for some vari-
ations of Thick Modelling the method can be regarded as a good choice, the
alphas generated under all alternatives are negative, so the investor should
be cautious under this variable selection spectrum. Cumulative wealth is
also distinctively increased for the top models. Under this measure, and also
under Sharpe Ratio, Bayesian Approximation and Thick Model Averaging
primarily for LASSO and subsequently for Elastic Net are a successful de-
terminant of the investment result. The same outcome is observed in the
no-short-sales investment allocation case.
Last of all, detailed results that report the change in the ranking posi-
tion of a method, first when its performance is based on the result of the
percentage of successful prediction of the direction of the index17 and after-
wards on the asset allocation strategy (for all four performance measures
independently), are provided in Table 5.20.
5.7. Conclusions
In this chapter we consider two of the most common problems encoun-
tered in econometric applications. The first refers to the variable selection
problem, while the second relates to model uncertainty. In an attempt to
17Average performance for the total investment horizon as this was determined by the
logistic regression.
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address this obstacle we utilize some robust algorithmic techniques com-
monly used in scientific domains outside finance. The methods selected
include the all-subsets, Ridge regression, LASSO, LARS, Elastic Net and
finally Sparse Principal Component Analysis. On the other hand, model
uncertainty is addressed by averaging methods, including Thick Model Av-
eraging and Bayesian Approximation. The analysis is performed under both
the linear and the non-linear regression framework. For the empirical vali-
dation a collection of nineteen predictors, all publicly available, were used
while attempting to forecast the return of various asset classes (stock, bond,
commodity and foreign exchange index), as well as the direction of their
movement. Finally, asset allocation strategies are applied first with and
afterwards without a short-sales restriction.
Results in all cases indicate the superiority of those algorithms where
averaging methods were employed. In particular LASSO and Elastic Net
under Thick Model Averaging perform better than rival alternatives, while
on the other hand we find averaging across paths of all models consistently
underperforms. Ridge regression, though not by definition a variable selec-
tion technique, and used to restrain any unnecessary parameter explosion,
does not on average produce competent forecasting and investment-related
results. Finally, all-subsets regression, although it demonstrates high poten-
tial, imposes an unwanted computational burden on the researcher, which
can easily be avoided if other variable selection alternatives are chosen in-
stead.
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Figure 5.1.: LARS shrinkage of coefficients as a function of parameter s =
β∑
|βˆj | for the linear regression application on equities. Each
line represents a coefficient.
Figure 5.2.: LASSO shrinkage of coefficients as a function of parameter s =
β∑
|βˆj | for the linear regression application on equities.
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Figure 5.3.: Elastic Net shrinkage of coefficients as a function of parameter
s = β∑ |βˆj | for the linear regression application on equities.
Figure 5.4.: LASSO shrinkage of coefficients as a function of parameter s =
β∑
|βˆj | for the logit regression application on equities.
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Figure 5.5.: Ridge regression shrinkage of coefficients as a function of param-
eter s = β∑ |βˆj | for the logit regression application on equities.
Figure 5.6.: Elastic Net shrinkage of coefficients as a function of parameter
s = β∑ |βˆj | for the logit regression application on equities.
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6. Conclusions & Further Research
This chapter summarizes the most important conclusions derived from the
thesis, and sets up a framework for future improvements and extensions of
all methods used in various problem settings.
From what has been discussed so far, we can conclude that there is no
clear indication of the dominance of a single forecasting model that could
always generate the same outperformance in different scenarios, market en-
vironments and time periods. The subjectivity inherent in the researcher’s
choice of the model selection criterion which is used to indicate superiority
of a single process against other alternatives during the estimation period
unavoidably creates biases. We have proved empirically that this selection
based on various econometric criteria fails to produce the desired outcome
for an extended targeted forecasting period; thus the uncertainty that al-
ready exists escalates as we move further into the future to make predic-
tions. To address all these issues, model-averaging approaches are proposed.
Their implementation has been extended here from forecasting moments to
predicting distributions, pricing options and improving the performance of
complicated model-selection algorithms. This is in addition to their appli-
cation in portfolio-related investment decisions, where they facilitate in the
capital allocation process in order to generate excess wealth.
These are just some among many examples where model averaging can
be utilized, since the limitations of the method are few. One of those limita-
tions, however, relates to the fact that most of these averaging routines can
be very expensive computationally. The use of a supercomputer in many
instances was unavoidable, so the researcher needs sufficient programming
experience and the tools to execute these advanced computational problems.
However, some of the methods, such as model selection algorithms encoun-
tered in the fifth chapter, can be executed quickly and their performance
can be improved under the averaging spectrum. In other words, it is not
always the case that averaging creates an additional burden: it may also lift
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some barriers without significantly exploding the estimation time. Also the
scale of the problems and the targeted time horizons that were employed
for forecasting purposes in the thesis were to say the least extensive. In
reality, predicting just one step ahead at a time is a sufficient forecasting
time-frame, which therefore can be plausibly approached using averaging
techniques.
In addition, regarding future steps we have to notice the following. All
models discussed here were under the univariate spectrum. Extending the
averaging suggestions to the multivariate case where correlation dynamics
play a significant role might also be a challenge. By definition, all multivari-
ate models have parameters of higher order, thus estimating a collection of
them to perform averaging might explode the total number of coefficient-
related calculations. However, imposing restrictions on their specifications
could facilitate generating more sparse solutions. It is also suggested that
an investigation related to alternative optimisation routines, since those
employed have been the core of all research chapters, could vastly improve
computational time and accurateness. For the time being, however, this was
beyond the scope of the thesis. But in an era where computers approach
the teraflops region, the prospects of averaging methods seem better than
ever before.
Regarding model selection algorithms, the generalization of them was
performed under the logit regression framework. Additional loss functions
could also be employed in order to investigate the performance of the aver-
aging methods and ultimately gain a wider perspective of their usefulness.
This could also offer a better insight regarding which algorithms work better
for which type of data and which transformations. Further work is also sug-
gested when some variables are forced to be included into the model while
the rest are not. In other words, it might happen that the investor has firm
beliefs that some variables are important to describe the movement of the
dependent variable. Thus these should definitely be included in the predic-
tive equation. It is left to be investigated how model selection algorithms
react to such restrictions and whether performance is indeed improved or
not under certain constraints.
Additional work is also needed regarding the tuning parameter. Although
this has been also discussed in the past it has never been investigated under
the averaging spectrum. Usual criteria include cross-validation, AIC, BIC,
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Cp for LARS etc, the usefulness of which may depend on the averaging
method as well as on the data or the model selection algorithm picked.
Finally, regarding the type of data used in all chapters we should notice
the following. Although the main focus was equity indexes, further explo-
ration is suggested in other types of assets. This is in order to substantiate
a wider acceptance of the superiority of an averaging method against other
alternatives. However, one cannot disregard that such an initiation was es-
tablished in the fifth chapter, where in addition to equity we investigated
bond, FX and commodity index forecastability. The predictors used for
this purpose included commodity prices and exchange rates as well as com-
monly used macroeconomic indicators. What we set out to prove was that
there are some global factors that affect highly tradable indexes. However,
the list of such predictors cannot be exhausted, although results endorse
our initial statement, i.e. that exchange rates and commodities can affect
the performance of other asset classes. Further investigation is suggested,
however, in order to validate such a strong assumption.
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A. Additional Tables Chapter 3
min -0.0711
max 0.0557
mean 0.0002
median 0.0001
var 0.0001
std 0.0112
kurt 6.3894
skew -0.0843
jb 1
ks 1
Table A.1.: Summary statistics of S&P 500 for the period 31st August 1997
to 1st September 2007.
The above table contains some indicative statistics for the S&P 500 in-
dex for the years starting from 31/8/1997 until 1/9/2007 (a total of 2610
observations). These statistics refer to the whole sample (both in and out-of-
sample). The last two rows refer to Bera-Jarque hypothesis test of normality
and Kolmogorov-Smirnov goodness-of-fit hypothesis test. At significance
level 0.05 the first test rejects the null hypothesis of normally distributed
data. The same holds for the second test where the null hypothesis that
the sample’s CDF is normal is again rejected. These results are not sur-
prising, since the above mentioned tests use the third and forth moment to
determine whether the sample has the desired properties, but clearly these
moments differ from their theoretical normal values which are three and
zero respectively.
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