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Scuola di Scienze
Corso di Laurea Magistrale in Fisica del Sistema Terra
Analysis of precipitation from ground
observations over the Antarctic coast
Relatore:
Prof. Vincenzo Levizzani
Correlatori:
Ing. Luca Baldini
Dott.ssa Nicoletta Roberto
Presentata da:
Alessandro Bracci
II Sessione
Anno Accademico 2017/2018

Abstract
Improvements in the knowledge of the Antarctic hydrologic cycle are essential
in order to assess potential future changes of the surface mass balance and
to dene the contribution of the Antarctic ice sheet (AIS) on the sea level
rise. The primary mass input of the AIS is represented by snow precipitation.
Despite of their crucial role, the estimates of precipitation over Antarctica
are sparse and characterized by large uncertainties, being not well-assessed
by numerical weather/climate models, by ground observations and satellite
measurements.
Recently, dierent research stations in Antarctica were equipped with
observatories for cloud and precipitation, included the Italian Mario Zucchelli
station (MZS). This thesis is part of the APP-PNRA project ("Antarctic
precipitation properties from ground-based instruments") whose object is to
set up an observatory to characterize precipitation on the Antarctic coast.
The present study was focused on the evaluation of the response of solid
hydrometeors to the electromagnetic radiation and on the microphysical char-
acterization of precipitation.
The former was investigated using a pre-computed discrete dipole approx-
imation (DDA) database for complex-shape snowakes and a T-Matrix code
for soft-spheroids with dierent axis ratio and density values. The backscat-
tering cross sections calculated at the K-band by the two scattering methods
were compared, downstream of a harmonization procedure. In case of ag-
gregate particles the methods show a poor agreement, whereas comparable
values are found when pristine crystals are considered.
The latter was examined by considering the in-situ observations by a
Parsivel disdrometer and Micro Rain Radar. By exploiting the Parsivel data
collected during the austral summer periods 2016-2017 and 2017-2018, the
particle size distributions of hydrometeors were derived. The PSDs show
a high number of particles with very small diameter (around 1 mm), as
expected. Anomalies in hydrometeor velocities were found in disdrometer
measurements close to ground. Hence, the Parsivel retrieval during windy
days was also investigated, proving that meteorological conditions seem to
aect microphysical observations of Antarctic precipitation.
Numerical simulations, driven by DDA and T-Matrix methods, were also
performed by using the particle size distributions, captured by the disdrome-
ter, in order to obtain the simulated equivalent radar reectivity factor. The
comparative analysis of simulated and actual (provided by the MRR) reec-
tivity allowed to infer microphysical characterization of precipitation events
at MZS. Based on this methodology, 16 out of 22 precipitation days during
the observation periods were categorized: 6 as having aggregate-like features
and 10 as pristine crystal-like. The classication of the snowfall episodes will
allow computing the snowfall rate using a proper mass-size relationship.
The methodology studied in this work is an interest step to improve pre-
cipitation observation at the ground in the Antarctic region. In fact, accu-
rate ground based measurements are fundamental to calibrate and validate
satellite observations which are able to give measurements over large areas.
Moreover, the results of this thesis will be of practical interest, giving an
important contribution toward a more accurate quantication of snow accu-
mulation in the Antarctic coast.
Sommario
Le precipitazioni in Antartide avvengo quasi esclusivamente sotto forma di
neve e rappresentano una delle variabili fondamentali per il calcolo del bilan-
cio di massa superficiale della calotta polare. I cambiamenti di quest’ultima
possono inoltre influenzare direttamente il livello del mare a scala globale.
Nonostante la loro fondamentale importanza, le misure di precipitazione in
Antartide sono decisamente scarse e caratterizzate da una grande incertezza.
Infatti, le stime di precipitazione vengono solitamente fornite da modelli di
previsione numerica oppure da dati satellitari, i quali necessitano entrambi di
misure di riferimento al suolo per la validazione e la calibrazione. Purtroppo
però le osservazioni al suolo sono insufficienti e rare, viste le difficili condi-
zioni climatiche presenti nel continente Antartico, che rendono complicata la
gestione della strumentazione in-situ.
A livello internazionale, negli ultimi anni, si è assistito ad una crescita
dell’interesse per le misure di precipitazione al suolo in Antartide. Diverse
stazioni di ricerca sono state attrezzate con strumentazione specifica per la
misura della precipitazione, come Princess Elisabeth (Belgio), Dumont D’Ur-
ville (Francia) e Mc Murdo (USA). Anche la stazione di ricerca italiana Mario
Zucchelli è stata equipaggiata con strumenti in grado di rilevare e caratte-
rizzare le idrometeore e misurare l’accumulo di precipitazione. Questa tesi si
inserisce nel progetto di ricerca APP-PNRA (Antarctic precipitation proper-
ties from ground-based instruments) che ha come obiettivo quello di installare
un osservatorio presso la stazione di Mario Zucchelli, per la caratterizzazione
delle precipitazioni lungo la costa antartica.
Il lavoro si è concentrato sullo studio della risposta delle idrometeore
solide alla radiazione elettromagnetica nella banda K e sulla caratterizzazione
microfisica delle precipitazioni.
La prima tematica è stata analizzata usando due diversi metodi di calcolo
delle proprietà di scattering: un database generato tramite il DDA (Discre-
te Dipole Approximation) che prende in considerazione la complessità della
forma delle idrometeore solide, e i risultati di simulazioni effettuate con un
codice T-Matrix, il quale approssima le particelle di ghiaccio con uno sferoi-
de di densità e rapporto assiale variabili. Le cross section di backscattering,
calcolate con i suddetti metodi dopo una procedura di armonizzazione, sono
state confrontate. I risultati mostrano un buon accordo fra le due metodo-
logie di calcolo quando le idrometeore considerate sono cristalli puri (”pri-
stine”), mentre sorgono delle evidenti differenze quando vengono considerate
particelle formate da aggregati (”aggregate”).
Il secondo argomento è stato trattato analizzando le osservazioni di even-
ti di precipitazione presso la stazione Mario Zucchelli, rilevati attraverso un
Micro Rain Radar ed un disdrometro Parsivel. Utilizzando i dati provenienti
da quest’ultimo e raccolti durante le estati australi 2016-2017 e 2017-2018,
sono state calcolate le distribuzioni dimensionali delle idrometeore, che mo-
strano un’elevata concentrazione di particelle di ghiaccio molto piccole, con
diametro nell’ordine di 1 mm. Inoltre, sono state riscontrate delle anomalie
nella misura della velocità di caduta delle idrometeore, con valori ben più alti
di quelli normalmente osservati. Questa singolarità è stata indagata nel det-
taglio, provando infine che il metodo di misura utilizzato dal Parsivel viene
fortemente influenzato in condizioni di vento forte.
I metodi di scattering DDA e T-Matrix e le distribuzioni dimensiona-
li di idrometeore sono stati poi combinati per ottenere un valore simulato
del fattore di riflettività radar equivalente. Questo è stato successivamen-
te comparato col valore di riflettività misurato dal radar MRR nello stesso
istante. Il confronto ha permesso di caratterizzare microfisicamente gli even-
ti di precipitazione presso la stazione Mario Zucchelli. Utilizzando questo
metodo sono stati classificati 16 giorni di precipitazione dei 22 totali rilevati
nei due periodi esaminati. Durante 6 episodi, le idrometeore sono risultate
avere caratteristiche simili ad aggregati, mentre in 10 eventi la precipitazione
aveva caratteristiche simili a cristalli singoli. Questa classificazione permet-
terà, all’interno del progetto APP-PNRA, di calcolare l’accumulo di neve
al suolo tramite una relazione opportuna che lega massa e dimensione delle
idrometeore.
I risultati di questa tesi saranno di interesse pratico poiché potranno dare
un importante contributo verso una più accurata misura della precipitazione
nevosa al suolo nel continente Antartico.
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Chapter 1
Introduction
The polar regions have been and will be the most aected areas by climate
change (Johnston, 2009). Antarctic Ice Sheet (AIS) actually plays a major
role in regional and global climate variability and represents, probably, the
most critical factor of future sea-level rise, as it contains approximately more
than 70% of the world's fresh water. While some hints of ice sheet reduction
during the past decade are present, Antarctic ice sheet could represent a
major contributor to sea level rise over 21st century (Shum et al., 2008) in
a global climate change scenario, considering its volume equivalent to about
58 meters on global mean sea level rise (IPCC, 2014). Sheperd et al. (2018)
have recently presented comprehensive overview about the mass balance of
AIS from 1992 to 2017 and conrmed such concerns. Combining satellite
observations of its changing volume, ow and gravitational attraction with
modelling of its surface mass balance, the researchers showed that AIS had
lost about 2,700 billion tonnes of ice during the period considered, resulting
in a mean sea level rise of approximately 8 millimeters.
Snow, and solid precipitation more broadly, have been recognized as pri-
mary mass input for the ice sheet. Bearing all this in mind, a deeper knowl-
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edge of Antarctic ice sheet input as well as a continuous monitoring of its
trend would be desirable and very much needed. Moreover, the knowledge
of Antarctic hydrological cycle is essential even for assessing the radiative
budget of the lower atmosphere in addition to evaluate the ice sheet varia-
tion, the surface mass balance and the evolution of sea level height (Scarchilli
et al. 2011; DeConto and Pollard 2016).
Despite its fundamental role, the knowledge of precipitation over polar
region, particularly over Antarctica, remains largely unknown (Grazioli et al.,
2017a), being this quantity not well-estimated by numerical weather/climate
models, by ground observation and satellite measurements as well.
As pointed out by Agosta et al. (2015), being based on physical assump-
tions and schemes that are not generally suited for polar conditions, most
climate models are not able to quantify precipitation, showing a large bias
to observations or reanalysis products. On the other hand, both satellite
measurements and weather models need ground observations in order to be
calibrated and validated, although some steps toward detection of solid pre-
cipitation by means of the CloudSat satellite data have been made (Palerme
et al. 2014; Milani et al. 2016).
Accurate ground observations, that would be useful to improve numerical
model performance and to constrain measurements from space, are hard to
get due to the intrinsic complexity of solid precipitation measurements and,
in Antarctica, in addition to low precipitation rates. Furthermore, dicult
access and complex logistical operation add huge drawbacks to an intrinsi-
cally uncertain context. Moreover, the vastness of the continent, the extreme
environment and the harsh climatic conditions cause signicant diculties in
measuring and monitoring precipitation (Gorodetskaya et al. 2015; Grazioli
et al. 2017b).
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These are the main reasons why ground-based precipitation measure-
ments in the Antarctic region are scarce and of limited accuracy. Summariz-
ing, the available measurements are not able to support the characterization
of Antarctica precipitation microphysics, the comprehension of precipitation
process mechanisms , and to provide accurate quantitative input for estab-
lishing a hydrologic cycle for Antarctica.
1.1 State of art
In the Antarctica Region, however, some ground-based remote-sensing in-
struments have been operated and are operational in dierent research sta-
tions and some information on clouds and precipitation is available (e.g. Del
Guasta et al. 1993; Bromwich et al. 2012).
Nevertheless, there is a need for permanent observations over AIS in or-
der to provide valuable information on a long term. Being this knowledge a
pressing and an actual task for the scientic community, over recent years
some Antarctic stations, namely "Princess Elisabeth Antarctica" (PE) (Bel-
gium), "Dumont d'Urville Station" (DDU) (France), "McMurdo" (USA) and
"Mario Zucchelli" (Italy) are being equipped to continuously observe clouds
and precipitation.
Several instruments collected data in the austral summer 2015/16 at DDU
station, and one of them (Micro Rain Radar) is operating continuously. Ac-
cording to Grazioli et al. (2017b), a polarimetric weather radar (MXPol),
a Micro Rain Radar (MRR), a weighing gauge (Pluvio2) and a Multi-Angle
Snowake Camera (MASC) have collected the rst model-free measurements
of precipitation (including of precipitation microphysics) in the region of the
Adelie Land, where DDU is located. Thanks to these in-situ instruments,
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researchers can obtain a more realistic estimation of precipitation amount
keeping out phantom accumulation (a well-known phenomena that occur
during intense wind events and that provokes blowing snow and vibration).
Results have shown higher values (at least 10%) of DDU measurements with
respect to ERA-Interim reanalysis values. Moreover, using simultaneous data
from MRR, MXPol and Pluvio2, they obtained a local Z-S relation (i.e. an
equation to calculate snowfall intensity (S) from radar reectivity (Z)) suited
for precipitation events at DDU. Furthermore, an immediate micro-physical
parameter of precipitation was inferred using MXPol and MASC camera.
The latter provided a classication of hydrometeors at ground level accord-
ing to Praz et al. (2017) method, while from polarimetric data of MXPol a
classication covering a ray of hundred kilometers and at dierent heights
were obtained (Grazioli et al., 2015). Continue measurements provided by
the Micro Rain Radar at DDU were used by Grazioli et al. (2017b) to in-
vestigate the role of katabatic winds in sublimation of precipitation at low
atmospheric level (below 1000 meters) and a signicant depletion of snow-
fall in some events was observed. Going into details, connecting MRR data
and daily radiosounding at DDU, an evaluation of the loss of precipitation
due to katabatic dry winds at DDU was achieved and, in some low intensity
snowfall events, a loss of about 100% of precipitation was observed. Besides,
a quantication of sublimination was calculated by a "total sublimination
ratio" using MRR vertical proles of snowfall intensity, and a comparison
between snowfall ground measurements and satellite data was made in order
to better evaluate the role of low atmospheric levels into precipitation loss.
Gorodetskaya et al. (2015) analyzed measurements from cloud, precipita-
tion and meteorological observatory at Princess Elisabeth. PE is located at
Dronning Maud Land (East Antarctica) and is equipped with a ceilometer,
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a radiation pyrometer, a vertical pointing radar (MRR) and some automatic
weather stations. Operating since 2010, this observatory has been able to
capture and underline the complexity of Antarctic precipitation. Hourly
mean snowfall rate was derived from radar data through several Z-S (see
above) literature relationships, in order to take into account the extreme
variability in snow particle shapes, size distributions and densities, which
are major sources of uncertainty in Z-S relations. From ceilometer data,
clouds and precipitation occurrence, as well as cloud base height, were de-
rived using a polar threshold suited for high latitude zones (Van Tricht et al.,
2014). Some case studies (e.g. blowing snow episodes) related to a particular
synoptic scenario were discussed using instrumentation and, in addition, a
basic clouds/precipitation statistics was derived from remote sensing mea-
surements. Frequency by height for Z (measured by MRR) and attenuated
back-scatter prole (by ceilometer) over 14 months was obtained, showing
typical clouds and precipitation signal intensities at PE. Also snowfall ac-
cumulation and its interannual variability, as well as surface mass balance
component, were calculated, assembling a precious database for research in
the Antarctic region and worthy of further study. As a matter of fact, MRR
measurements (recorded since 2010 at PE) were used by Souverijns et al.
(2017) to estimate an appropriate radar reectivity-snowfall rate relation-
ship. Adding a Precipitation Imaging Package (PIP) disdrometer (installed
at the station in January 2016) and combining data with radar observations,
a Z-S relation for PE was calculated. According to the authors, this was the
rst time that disdrometer and radar measurements were matched to obtain
such relationship over the Antarctic ice sheet.
In this international background, the Italian Antarctic Research Pro-
gram (PNRA) has funded research programs at Mario Zucchelli Station,
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Terra Nova Bay. The "Italian National agency for new technologies Energy
and sustainable economic development" (ENEA) manages the permanent
meterological observatory (Clima Antartide1) which includes monitoring in-
struments for clouds and precipitation observation (i.e. a ceilometer, a laser
pluviometer, an infrared pyrometer and a Micro Rain Radar) as well as sev-
eral automatic weather stations (Scarchilli et al., 2017).
Moreover, in 2015, PNRA nanced the long term project "Antarctic pre-
cipitation properties from ground-based instruments" (APP) with the aim to
set up a precipitation observatory at Mario Zucchelli Station (MZS) installing
specic instruments for precipitation observation, namely a vertical pointing
Micro Rain Radar (MRR) and an optical disdrometer Parsivel, which were
installed during last Italian Antarctic expedition (2017-2018) (Roberto et al.,
2017).
1.2 The Mario Zucchelli station at Terra Nova
Bay
Antarctica is known as the highest, driest, windiest and coldest continent,
with the lowest recorded temperature on Earth, namely -89.2◦C at Russia's
Vostok Station, which is located over the Polar Plateau (Turner et al., 2009).
The Antarctic region extends for more than 14 millions km2 commensu-
rate with about 10% of the land surface of Earth. Most of the continent,
apart from the northern part of the Antarctica Peninsula, lies south of the
Antarctic Polar Circle. The mean elevation of the continent is about 2.200
meters above sea level, as land surface rises rapidly from the coast. It has a
quasi-circular shape excluding the Antarctic Peninsula and some large inlets
1www.climantartide.it
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L’esatta posizione del sito, distante circa 400 km. dalla Base americana di McMurdo, è individuata 
dalle seguenti coordinate geografiche:  
Latitudine: 74° 41' 42" Sud Longitudine: 
164° 07' 23" Est.  
La Stazione si trova su una penisola orientata da Sud a Nord. L'area su cui sorgono gli edifici offre 
agevole accesso al mare (ghiacciato normalmente fino alla fine di dicembre), sia dal versante Est 
che da quello ad Ovest.  
 
Fig. 1.1: Geographical map of the Antartica. Several research stations are
depicted with the information of the home country. The Italian research
station "Mario Zucchelli" is highlighted. Adapted from: Ponzo and Lori
(2007).
(i.e. Ross and Weddell seas). The latter, together with the Transantarctic
Mountains Range, divide the continent into West and East Antarctica (see
Figure 1.1). For a long time Antarctica was known only as remote and harsh
land and it was also subjected to several territorial claims until 1 December
1959, when the Antarctic Treaty was signed. This document, suspending
any territorial demands, stated that Antarctica shall be used only for peace-
ful purposes and that the scientic investigations and observations from the
Antarctic region shall continue, with data being exchanged and made freely
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available. In this international framework, Italy launched in 1985 the PNRA
(National Antarctic Research Programme) and quickly thereafter the rst
research station was built (1986).
The latter is the Italian Antarctic research station "Mario Zucchelli" (Fig-
ure 1.2) (74.7◦S, 164.1◦E) that is located at Terra Nova Bay, in the polar cap
at the conuence of the Reeves and Priestley glaciers (Cristofanelli et al.,
2011). Terra Nova Bay is a large inlet along the coast of the central part of
Victoria Land at the western margin of the Ross sea. The mountains fac-
ing the Bay belong to the Transantarctic Mountains Range (Argentini et al.,
1995). MZS is a permanent station in Antarctica even if it is functioning only
during the Austral summer period (October to February) hosting several sci-
entic research programmes which range from Earth science, oceanography
and marine biology to atmospheric chemistry and physics. Logistical facili-
ties, buildings and laboratories constitute the MZS, covering an area of more
than 7000 m2 (Ponzo and Lori, 2007).
The mean annual air temperature at MZS is -14.7◦C, and each year the
temperature rises up to 3◦-5◦C in the summertime and then falls to less than
-20◦C in May-August (French and Guglielmin, 2000). Strong winds aect
the area, due mainly to katabatic eects from the inland ice, and predom-
inantly from the west (French and Guglielmin, 2000). Katabatic surface
winds are generated over the Antarctic Plateau by strong radiative cooling,
which is responsible for the development of a near-surface inversion layer.
The cold, negatively buoyant air is driven downslope by the sloped-inversion
force, whose name emphasizes the topographic and thermodynamic forcing
(Davolio and Buzzi, 2002). At Terra Nova Bay the Priestley and Reeves
glaciers are the main paths through which the cold and gravity driven air
ows from the Antarctic plateau toward the bay, reaching the research sta-
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Questo stesso versante viene utilizzato per lo scarico annuale del materiale dalla nave appoggio, il 
cui trasferimento in Stazione viene effettuato:  
• su ghiaccio marino nel tratto iniziale del percorso;  
• su strada sterrata nell'ultima parte del percorso che collega la Tethys Bay alla Stazione.  
 
 
 
 
Fig. 1.2: Aerial view of the "Mario Zuc helli" res arch station t Terra Nova
Bay. Source: Ponzo and Lori (2007).
tion (Argentini et al., 1995) and blowing from west (coming from Reeves
glacier) or from northeast (Priestley glacier). Moreover, the ows moving
parallel to the Transantarctic Mountains cause the so called barrier winds
(Argentini and Mastrantonio, 1994). These ows are related mainly to the
large low pressure systems o shore over the Ross sea (Scarchilli et al., 2017)
that push air masses towards the steep coast. Failing to cross the moun-
tain range, the air ow is therefore parallel to the coastline hitting the re-
search station. There are still large uncertainties in current estimates of
precipitation amounts at MZS, mainly depending on instrumentation and
parametrization used. Piccardi et al. (1994) report an approximate value of
270 mm/year water equivalent, whereas satellite estimations range between
100 and 150 mm/year.
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1.3 Precipitation in Antarctica
The very low temperatures in the interior of Antarctica year-round, together
with the isolation from warm and moist air masses, yield that precipitation
there is very low, making much of the Antarctica a desert and the driest
continent on Earth (Turner et al., 2009). Moreover, little evaporation and
sublimation occur due to the low temperatures and, consequently, precipita-
tion rates are very small. As discussed earlier, numerical models generally
do not represent well precipitation due to problems in parameterizing key
processes that drive precipitation (Turner et al., 2009). Therefore, currently,
continent wide assessment of snowfall are limited to information from the
Cloud Proling Radar on board of the CloudSat satellite (Souverijns et al.,
2018), giving the scarce ground observation network and intrinsic observa-
tional problems in measuring solid precipitation aggravated by the windy
and extreme environment. Palerme et al. (2014) constructed a snowfall cli-
matology of the Antarctic continent using CloudSat products nding that
the mean snowfall rate, from August 2006 to April 2011, is 171 mm (water
equivalent) per year, over the Antarctic ice sheet, north of 82◦S. Moreover,
the spatial pattern of the snowfall rate (see Figure 1.3) shows considerable
dierences between West and East Antarctica. In fact mean annual snowfall
rate is 303 mm in the West, whereas only 118 mm in the eastern region of
the continent. In addition, it should be noted that precipitation in the pe-
ripheral part of ice sheet (with elevation <2250 meters) is 303 mm per year,
in comparison to a value of 36 mm related to the inner areas of the continent.
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C. Palerme et al.: How much snow falls on the Antarctic ice sheet? 1581
Figure 3. (a) Mean annual snowfall rate (mm water equivalent/year) from the 2C-SNOW-PROFILE product for the period August 2006–
April 2011. (b) Mean single retrieval uncertainty from the 2C-SNOW-PROFILE product for the period August 2006–April 2011.(c) The
ratio of the single retrieval uncertainty over the snowfall rate.
These are the expected uncertainties for individual snowfall
rate retrievals and, as noted earlier, likely consist of both
random and systematic components. Considering the maps
in Fig. 3, 2C-SNOW-PROFILE product provides a snowfall
rate uncertainty between 1.5 and 2.5 times the snowfall rate
for 4.7 years of certain data accumulated on the 1◦ × 2◦ grid
boxes. This relative uncertainty is particularly high on the
Antarctic plateau and the Peninsula, and it is lower on the
peripheral part of the ice sheet and in West Antarctica. When
calculating mean values with a large number of observations,
the standard error of the mean decreases as the number of
samples increases. Therefore, in this study, the uncertainty of
a 4.7-year mean snowfall rate should be fairly small. How-
ever, the real snowfall rate uncertainty on the entire CloudSat
period is difficult to assess because the relative contribution
of systematic and random errors remains unknown.
3.2 Comparison of the CloudSat products to
ERA-Interim reanalysis
Table1 shows a comparison between ERA-Interim reanaly-
sis and the precipitation samples from CloudSat at the French
station Dumont d’Urville (Fig.1). The nearest grid cell of the
ERA-Interim reanalysis has been taken into account for com-
paring the data sets. The ability of ERA-Interim to represent
precipitation in Antarctica is not yet well-known, but it is
expected that observations assimilated in the model help to
constrain the forecasts. It is important to note that CloudSat
observations are not used to produce ERA-Interim reanaly-
sis (Dee et al., 2011). Surface observations and radiosound-
ings are performed at Dumont d’Urville and assimilated in
ERA-Interim. Humidity profiles, obtained by radiosounding,
influence the forecasts used to predict precipitation in ERA-
Interim. Therefore, precipitation predicted by ERA-Interim
should be relatively more reliable at Dumont d’Urville than
at other sites, where no observation is available.
Table 1. Comparison between the precipitation samples from
CloudSat and ERA-Interim reanalysis at Dumont d’Urville for the
period August 2006–April 2011. In ERA-Interim reanalysis, pre-
cipitation events were defined for a precipitation rate over 0.07 mm
per 6 h. The success rate is the proportion of samples indicating a
situation (precipitation/no precipitation) that match the same situa-
tion in ERA-Interim. For the precipitation possible, the success rate
is the proportion of samples indicating precipitation possible that
match precipitation events in ERA-Interim.
Detection Number of Success rate
samples
Period without precipitation 265 92 %
Precipitation certain 85 91 %
Precipitation possible 38 55 %
Comparisons of the ERA-Interim reanalysis data at Du-
mont D’Urville station against the precipitation samples
from CloudSat were used to establish a precipitation rate
threshold for comparing the data sets. This threshold is nec-
essary because the ERA-Interim precipitation rates were
strictly positive 60 % of the time between 2006 and 2011
at Dumont D’Urville station (for comparison, the precipi-
tation frequency from CloudSat at Dumont d’Urville is be-
tween 22 and 32 %). A threshold of 0.07 mm per 6 h for
the ERA-Interim precipitation rates was found empirically
o give good agreement with the CloudSat precipitation sam-
ples; 0.07 mm per 6 h corresponds to the threshold for which
the highest Heidke skill score (Barnston, 1992) has been ob-
tained.
From 2006 to 2011, 67 % of the time, the ERA-Interim
precipitation rates at Dumont D’Urville were below this rate.
During this period, for the 265 samples that indicate no pre-
cipitation, 92 % match with no precipitation in ERA-Interim.
Furthermore, for the 38 samples indicating precipitation
www.the-cryosphere.net/8/1577/2014/ The Cryosphere, 8, 1577–1587, 2014
Fig. 1.3: Mean annual snowfall rate in mm (water equivalent) per year from
CloudSat satellite for the period August 2006-April 2011. Source: Palerme
et al. (2014).
1.4 Aim of t thesis
This thesis is part of the APP-PNRA project (Dr. Roberto and Dr. Baldini,
Institute of Atmospheric Sciences and Climate - National Research Council of
Italy) to set up an observatory to characterize precipitation on the Antarctic
coast through the analysis of radar and disdrometer data from the measure-
ment site and to develop a methodology for the synergetic use of MRR radar
and disdrometer values.
In this dissertation MRR reectivity and Parsivel measurements as well
as scat ering methods were investigated with the purpose of:
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• obtaining seasonal Particle Size Distribution (PSD) of precipitation at
the Mario Zucchelli research station, highlighting annual variations and
wind inuence;
• exploring the response of pristine ice crystals, ice aggregates and snowakes
to electromagnetic radiation at 24 GHz (K-band, MRR operational fre-
quency), through numerical simulations, using a DDA (Discrete Dipole
Approximation) scattering database and the T-Matrix scattering com-
putation method;
• calculating the equivalent radar reectivity factor (Ze) from PSD data
and DDA (or T-Matrix) particle back-scattering cross sections, and
comparing such values with Ze measured by MRR;
• classifying, given scattering property dissimilarity of dierent precipita-
tion particles, precipitation types at MZS during Austral summertime
of the beginning two years of data (2016-2017, 2017-2018).
1.5 Outline
The thesis is organized as follows. In Chapter 2 a theoretical background is
presented. This is divided in two main sections. First, the physics beyond
ice hydrometeors, their nucleation, formation and accretion, is examined.
Then, the relevant electromagnetic theory is provided with particular em-
phasis on the backscattering cross section. Chapter 3 concerns data and
methods employed in the dissertation. The Parsivel disdrometer and the
Micro Rain Radar are presented and scattering methods used in this thesis
are discussed. Finally, the methodology set up and followed in this thesis is
introduced. Results and hydrometeor classication are given in Chapter 4
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along with some case studies. Chapter 5 presents discussion and conclusion
of the present work.
13
Chapter 2
Theoretical background
2.1 Solid precipitation microphysics
2.1.1 Introduction
The processes governing rain formation inside clouds are quite complicated
and, to some extent, still not completely understood. Two basic microphysi-
cal mechanisms, by which precipitation forms in clouds, are often presented
as conceptual models in order to make a convenient and explanatory dier-
entiation of processes producing precipitation: warm rain and cold rain.
The former refers to rain derived from non icephase (hence completely
liquid) processes in clouds (Lau and Wu, 2003) and where collisions and
coalescence of water droplets of dierent sizes (thus with dierent terminal
velocities) are the dominant ways in which hydrometeors are formed. Coa-
lescence is the leading process of precipitation formation in tropical regions,
where updrafts allow huge quantities of water droplets to grow to a large
size quite quickly, but is also extremely ecient in some cumulus clouds at
middle latitudes whose tops can lay at temperatures below freezing level.
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The cold rain processes occur when temperatures in all or parts of the
clouds are lower than 0◦C. In these colder regions clouds are usually com-
posed of both ice crystals and supercooled liquid water droplets (Wang and
Georgakakos, 2005). The ice crystals, which form in this supercooled region,
grow rapidly, drawing moisture from the surrounding cloud droplets through
a well-known mechanism called Wegener-Bergeron-Findeisen (WBF) process.
As pointed out by Glickman (2000) the basis of this theory is in fact that the
equilibrium water vapor pressure with respect to ice is less than that with re-
spect to liquid at the same subfreezing temperature. Thus within a mixture
of these (ice and liquid) particles, and provided that the total water content
were suciently high, the ice crystals would gain mass by vapor deposition
at the expense of the liquid drops that would lose their mass by evaporation.
Because of the ambiguity in distinguishing between liquid-phase and ice-
phase rain at elevation higher than the freezing level, it must be clearly noted
that considerable uncertainty exists in the denitions of warm and cold rain.
2.1.2 Ice nucleation
More than 50% of the earth's precipitation originates in the ice phase. Ice
nucleation, therefore, is the starting mechanism leading to precipitation. The
poorly understood processes of ice initiation and secondary ice multiplication
in clouds result in large uncertainties in the ability to model precipitation
production and to predict climate changes (Heymseld et al., 2010). San-
tachiara et al. (2014) point out that ice formation can take place by two phase
changes: water vapor deposition or freezing of small water drops. Both these
processes are possible, in principle, through homogeneous or heterogeneous
nucleation, i.e. triggered by aerosol particles called ice nuclei (IN). These
processes can also be called as Primary processes (namely nucleation of ice
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from the liquid or water vapour phases) whereas Secondary processes (i.e. a
single ice crystal may act as IN, favoring, in some circumstances, the gener-
ation and the nucleation of new ice particles) could happen in a subsequent
stage.
Homogeneous freezing of small water droplets initiates within the inte-
rior volume of a cloud droplet and may occur when enough water molecules
stick together within the droplet to form an embryo of ice. In other words,
random uctuations of water molecules produce a structure acting as IN,
carrying on the ice particle formation. As in homogeneous nucleation of wa-
ter drops from vapor, the dimensions of stable nuclei and the probability of
embryo formation behave as key factors. Considering that these quantities
derive from solid-liquid interfacial free energy, a temperature of -40◦C has
been calculated as needed for freezing of liquid supercooled drops smaller
than 5µm and, in addition, the temperature at which water droplets rst
freeze increases with the droplet size. In the atmosphere, even though super-
cooled liquid drops are frequent, very occasionally at such low temperature
conditions, a water drop exits because heterogeneous nucleation has yielded
to ice particle at higher temperatures. Although freezing does not take place
immediately below 0◦C, the ice phase is frequently observed in the atmo-
sphere as cloud temperature approaches -20◦C (Pruppacher and Klett, 1997)
thanks to heterogeneous nucleation.
Homogeneous deposition, in turn, comes from water vapor molecules ran-
dom collisions forming a stable ice embryo. In order for this process to be
ecient very high values of supersaturation would be required (10-70 % re-
spect to the ice). In the atmosphere rarely supersaturation exceeds a value
of 1-2% with respect to water, because the heterogeneous nucleation of liquid
droplets starts at lower values of vapor density excess implicating a decrease
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of supersaturation. Hence homogeneous deposition it is not possible in the
atmosphere.
Ice crystals thus appear below -20◦C /-15◦C indicating heterogeneous nu-
cleation, and this temperature is assumed as a cut-o threshold for that
process. The probability of nucleation mostly depends on the properties of
the substrate material. The more tightly-bound the water molecules are to
the substrate, the greater will be the probability of ice nucleation. In ad-
dition, if the crystal structure of the substrate closely resembles that of an
ice crystal, it will increase the chances of ice nucleation (Liou and Yang,
2016), along with supercooling and supersaturation conditions. Moreover,
when the binding and the matching of the crystal lattice are good, heteroge-
neous freezing occurs at lower supersaturation and higher temperatures than
homogeneous freezing (Santachiara et al., 2014).
Therefore supercooled clouds (also known as "mixed phase" clouds, mean-
ing consisting of supercooled liquid droplets and ice particles) exist thanks
to a huge concentration of aerosol particles in the atmosphere, of which a
small amount acts as ice nuclei. Indeed these IN are rare in comparison to
cloud condensation nuclei which form liquid droplets.
Heterogeneous ice nucleation has been hypothesized to occur in four dif-
ferent modes: deposition, condensation, immersion and contact (Vali, 1985).
These can be briey described as follows by referring to descriptions made
by Murray et al. (2011) and by Broadley et al. (2012):
• deposition mode nucleation involves deposition of ice onto the solid
surface directly from the vapor phase and can occur when conditions
are supersaturated with respect to ice. It seems to be less important
than the other mechanisms in mixed phase clouds, but it is probably
important in upper-tropospheric ice clouds;
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• immersion freezing occurs when ice nucleates on a solid particle im-
mersed in a supercooled liquid droplet;
• condensation freezing involves ice formation during the condensation
of liquid water onto a solid particle. The distinction between immer-
sion and condensation modes is subtle, since the most likely route for
immersing a particle inside a droplet is through condensation on that
particle;
• contact freezing occurs when a solid particle comes into contact or
collides with the water-air interface.
Immersion mode and contact freezing are thought to be most important in
many mixed phase clouds. Generally, contact nucleation has been observed
to occur at higher temperatures than immersion freezing for the same IN.
Because of the subtle dierences among these mechanisms, we usually speak
of nucleation by freezing, thus avoiding to specify the process. Furthermore,
the relative importance of these freezing modes in the atmosphere is not yet
well understood.
2.1.3 Ice nuclei in atmosphere
Ice nuclei may nucleate ice in dierent ways, depending on temperature and
saturation conditions, as well as being controlled by unknown probability in
the course of the history in the cloud (Liou and Yang, 2016). Giving their
importance, many studies have been carried out both in laboratories (e.g.
Santachiara et al. 2014) and direct airborne and ground observations in the
atmosphere (e.g. Patade et al. 2014; Jiang et al. 2015) in order to enhance
the understanding of concentrations and compositions of IN.
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According to Jiang et al. (2015) large spatial and temporal variations in
IN concentration were observed during dierent campaigns worldwide. Usu-
ally the IN number varies in a range between values slightly above zero and a
few tens per liter, depending also on atmospheric temperature and supersatu-
ration. In particular, the dependence of IN concentration on temperature has
been parameterized (e.g. Fletcher et al. 1962 ) showing a nearly exponential
relationship:
N = N0exp(−bT ) (2.1)
where T is the activation temperature, N is the number concentration of ac-
tivated IN under temperature T , N0 and b are empirical parameters. Specif-
ically, N0 is the concentration at 0 degrees, instead b can vary between 0.3
and 0.8 degrees-1 (experimental values).
In urban air, the total concentration of aerosol is on the order of 108 per
liter, and only about one of them has been observed to act as a eective IN
at -20◦C (Liou and Yang, 2016).
In Antarctica several observation campaigns were carried out with the
aim of measuring aerosol concentration, size distribution and the condensa-
tion nuclei of clouds (e.g. Contini et al. 2010; Belosi et al. 2012). However
the characteristics of the IN, their composition and concentration were more
rarely investigated. A research conducted by Ardon-Dryer et al. (2011) at
the South Pole station reported a concentration of 1 IN per liter at a tem-
perature of -23◦C. Earlier, Saxena and Weintraub (1988) measured IN at
Palmer station discovering a number that spans from 0.03 to 10 IN per liter
at -5◦/-7◦C.
In the framework of the 27th Italian Antarctica expedition of PNRA
(Italian National Program for research in Antarctica) some IN measurements
were performed by Belosi et al. (2014) at the Mario Zucchelli Station, Terra
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Nova Bay, in November 2011. They found values from about 5 to 35 IN per
m3 at the air temperature of -17◦C.
Sources of IN can be natural (organic, such as bacteria, pollen, lichen,
fungi, decaying vegetation material, marine bacteria associated with plank-
ton, and inorganic namely clay particles, volcanic ash, soil dust) or anthro-
pogenic (soot, metallic oxides emitted by steel furnaces, copper smelters, etc.)
(Belosi et al., 2014). Observations have shown that clay minerals, usually
containing silicate, with variable amounts of water trapped in the mineral
structure and with a very small sizes (from 0.1 µm to a few micrometers in
diameter) act as primary component of atmospheric ice nuclei, in particular
the kaolinite, that is a common material found in many soil types. Moreover,
the activation temperature of such materials seems to be relatively high, only
-9◦C (Liou and Yang, 2016). Typically, one solid silicate particle was found
in the central portion of snow crystal. The diameter of that particles ranged
from 0.1 to 15 microns. These nding suggest that desert and arid regions of
the Earth surface are the major source of IN (Pruppacher and Klett, 1997).
Another main source of ice nuclei is represented by bacteria. Indeed, as
reported in Joly et al. (2013), they can catalyze ice formation thereby po-
tentially contributing to the induction of precipitation in supercooled clouds
and subsequently to bacterial deposition. In particular, bacteria of the genera
Pseudomonas, Pantoea, Erwinia and Xanthomonas seem to exhibit the most
ecient IN characteristics, inasmuch some of them can catalyze freezing of
supercooled water at a temperature as high as -2◦C (Cochet and Widehem,
2000).
Generally materials that act as good IN have properties quite dierent
from those that make good cloud condensation nuclei. Specically, as re-
ported in Wang (2013), the following characteristics seem to be fundamental:
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• water insolubility: while soluble particles can act as suitable CCN, they
are not good ice nuclei, that are, instead, all water-insoluble;
• size: observations and laboratory studies have shown larges particle are
preferable IN, better than materials in Aitken aerosol region;
• hydrophobicity: again, as opposed to cloud condensation nuclei, hygro-
scopicity is not a desirable characteristic for IN particle;
• chemical bond and crystallographic similarities: molecular and lattice
features play an important role in IN denition. Materials that contain
hydrogen bonds or bonds of similar nature would also help to promote
ice nucleation. In addition, since ice has a peculiar crystallographic
structure, so particle akin to ice have greater chance to operate as IN.
2.1.4 Secondary ice particle production
In contrast to liquid droplet nucleation in which one cloud condensation
nucleus contributes to the formation of a single drop, ice nucleation follows
a dierent pattern. Unexpectedly, airborne measurements have proved that
ice crystals concentrations inside clouds are in the region 104-105 times much
more than usual concentration of IN in the atmosphere. This means that
particular and ecient mechanisms operate in-cloud favoring multiplication
of ice crystals. As also cited in section 2.1.2, these are usually referred as
Secondary processes or ice multiplication and occur very rapidly (Hobbs and
Rangno, 1990).
Santachiara et al. (2014) investigated in detail ice crystal multiplication.
They described secondary processes as fracture of ice crystals exposed to dry
air layers or collision of preexisting ice crystal, otherwise as fragmentation
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of large cloud drops during freezing in free fall or as fragmentation of freez-
ing droplets following their collision with ice particles in the cloud (riming).
All these ice particles, derived from these dierent processes, can act as ice
condensation nuclei leading to the formation of new ice crystals.
2.1.5 Growth of ice crystals
Once the ice crystal is formed inside the cloud, the initial stage of its growth
is due to the diusion of water vapor. As previously reported, a saturated
environment with respect to water is favorable to a swift growth of crystals at
ice supersaturation conditions. Indeed, starting from the Clausius-Clapeyron
relationship, it is possible to obtain equation 2.2 where es is the saturation
vapor pressure at T temperature, Rv and L are the gas constant and latent
heat respectively.
des
dT
=
Les
RvT 2
(2.2)
Integration of equation 2.2 leads to equation 2.3 in which values of pressure
and temperature (es0 and T0) at the triple point of water molecules are in-
volved. Being latent heat of phase change between vapor and ice greater
than in vapor-water transition, consequently the saturation vapor pressure
over ice is smaller than respect to water. This is the reason why ice crystal
growth can take place despite of liquid droplets. Eciency of this process
has a maximum at -12◦C (Liou and Yang, 2016).
es(T )
es0
= exp[L(1/T0 − 1/T )/Rv] (2.3)
This is the well known mechanism called Wegener-Bergeron-Findeisen, al-
ready described in section 2.1.1.
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Then, in order to quantify the mass increase of an ice particle, a math-
ematical procedure known as electrostatic analogy is followed, representing
the starting point of ice crystal growth theory. The electrostatic potential
function Φ outside a charge conducting body satises Laplace's equation
∇2φ = 0 and also the boundary conditions represented by Φ = Φs that is
constant on the conductor and by Φ = Φ∞ again constant at innity i.e.
far enough from the conductor to gain unrued conditions (Pruppacher and
Klett, 1997). In a similar way, considering the growth of an ice particle with
a similar geometry as the conducting body, the governing equation (2.4) can
be written down, where ρv is the environmental vapor density.
∇2ρv = 0 (2.4)
Also boundary conditions are satised, given by ρv = ρv,S i.e. constant over
surface S (ignoring in that way the local curvature of the particle) and ρv =
ρv,∞ constant at innity. Obviously the ice particles are mostly non-spherical
and this is to be considered. However, through this analogy, it is possible to
determine the diusion growth rates for stationary non-spherical ice particles
without solving directly the equation 2.4, namely borrowing known solutions
for the electrostatic problems and using them in this situation.
The set of equations of electrostatic problem, as shown before, is identical
to the ice problem considering ρv equivalent to Φ. To achieve the electrostatic
solution a conductor with total electric charge Q is to be considered. This
conductor produces an electric eld ~E on its surface. It is well known that
~E is linked to Φ by the following relationship:
~E = −∇Φ (2.5)
Moreover, using Gauss law and integrating electric eld over a surface that
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envelops the conductor the equation 2.6 can be obtained (Wang, 2013).∮
S
~E · d~S =
∮
S
(−∇Φ) · d~S = 4πQ = 4πC(Φ∞ − ΦS) (2.6)
C, representing capacitance of conductor, is equal to:
C =
Q
Φ∞ − ΦS
(2.7)
Hence, taking advantage of the analogy, as ρv is equivalent to Φ, replacing Φ
with ρv and ~E with −∇ρv and using equation 2.6, the following equation is
obtained:
dm
dt
=
∮
S
(−Dv∇ρv) · d~S = 4πDvC(ρv,∞ − ρv,S) (2.8)
This allows to calculate the diusion growth rate of the ice crystal depending
on Dv (i.e. the vapor diusivity) and on C, that is function of particle
dimensions and shape. If C = r the equation depicts diusion growth for a
liquid droplets. For a circular disk of radius r, C = 2r/π can be used for
plate type ice crystals. Several C values, referring to dierent particle shapes,
have been calculated (Pruppacher and Klett, 1997), but actual ice crystals
display many dierent and complex shapes and thus some approximations are
necessary. Hence dendrites and plates have to be approximated as circular
disk of equal area or needles by a long prolate spheroids (Liou and Yang,
2016).
During the growth, the ice crystal surface temperature tends to be warmed
by release of latent heat, so value of ρv,S is greater than the one it would have
without heating. Under stationary growth conditions the amount of ρv,S is
given by heating trough latent heat release and by diusion of heat away
from ice crystal in the form:
ρv − ρv,S
TS − T
=
K
LsDv
(2.9)
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where K is the thermal conductivity coecient, T and Ts are the ambient
temperature and the temperature at crystal surface respectively and Ls is
the latent heat. Through the combination of equations 2.8 and 2.9 and by
denition of saturation ratio with respect to ice (Si = e/ei where e is the
environment vapor pressure while ei is the saturation pressure over ice) an
analytic expression for ice crystal growth speed can be achieved (equation
2.10).
dm
dt
=
4πC(Si − 1)
[( Ls
RvT
− 1) Ls
KT
+ RvT
ei(T )Dv
]
(2.10)
Here, as before, ventilation and kinetic eects have been neglected. In reality,
all ice crystals fall relative to air and hence it is necessary to consider the
eect of the falling motion to obtain more accurate estimate of the diusion
crystal growth rate (Wang, 2013). Ventilation eects tend to intensify growth
speed and can be assimilated into equation 2.10 modifying the denominator
with appropriate correction terms. Nevertheless, equation 2.10 remains a
good approximation to calculate the growth rate in the cases of large ice
crystals.
2.1.6 Habits of ice crystals
As said earlier, the electrostatic analogy is only an approximation of the real
growth process, since vapor density and temperature are assumed to be con-
stant on the particle surface. Indeed, while the assumption on temperature
could be somehow valid, the constant of vapor density, because the irregular-
ity of crystal surface, is far from being true. The surface of growing crystals
is made up of at terraces of dierent heights, terminating at ledges and
separated by steps (Liou and Yang, 2016), and steps themselves are irregular
and erratically distributed. These are the reasons why vapor density varies
from place to place on the particle surface.
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Environmental conditions, specically temperature and supersaturation,
determine not only the growth rate but also shape and aspect of ice crystals
modifying their preferential growth direction. Several studies have been car-
ried out in the last 70 year, producing a variety of habit diagrams describing
ice crystal shapes as a function of temperature and ice supersaturation. The
diagrams were drawn from laboratory, in situ observations or combinations
of the two. Pruppacher and Klett (1997) list dierent laboratory results
(e.g. Kobayashi 1961). Magono and Lee (1966) put together diagrams com-
ing from observation of snowfall obtained at the ground where snow crystals
were classied into 80 dierent types, and each of these types may exist over
a wide range of sizes and various degrees of aggregation (Locatelli and Hobbs,
1974).
Bailey and Hallett (2009) made a review of existing diagrams in the lit-
erature, and noticed that almost all habit diagrams agree on the behavior
of ice crystals at temperatures from 0◦C to -18◦C, whereas they dier in a
fundamental way at lower temperatures. Hence they proposed a new habit
diagram as result of the previous studies as well as of their laboratory works
and also adding eld observations utilizing a nonimpacting cloud particle
imager. The comprehensive diagram (Figure 2.1), in which the deep com-
plexity and the great variety of the dierent forms as well as the intriguing
links with supersaturation and temperature are well-represented, covers a
temperature range from from 0◦C to -70◦C and an ice supersaturation val-
ues from 0.1 to 0.6. It retains the habits description of older diagram for
temperatures above -18◦C. It should be noted, for instance, the ice crystal
appearance evolution at a xed supersaturation of 0.1, that varies from plates
to columns, again to plates and, as temperature becomes progressively lower,
again to column. Shape dependence from supersaturation is clear from the
26
4. Modification of columnar and rosette habits
precipitating from cirrus clouds
While studying the CPI images provided by Korolev
and Isaac, another pattern emerged with respect to bullet
rosettes and columns. Rosette ‘‘bullets’’ and columns
grown in the laboratory and observed at in situ at tem-
peratures lower than 2408C typically have aspect ratios
of 3–4 or greater, except in the case of single columns
growing at low to moderate ice supersaturations (below
FIG. 5. Habit diagram in text and pictorial format for atmospheric ice crystals derived from laboratory results (BH04)
and CPI images gathered during AIRS II and other field studies. Diagonal bars near the middle of the upper diagram are
drawn to suggest the possibility of the extension of the bullet rosette habit to temperatures slightly higher than 2408C.
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Fig. 2.1: Diagram of habits in text and pictorial format for ice crystals drawn
form laboratory results and from observations. Source: Bailey and Hallett
(2009).
diagram, for example, xing temperature at -15◦C crystal habit switch form
plates to dendrites, whereas at -30◦C from plates to columns. In addition,
it must be noted that the complexity of forms increases with increasing su-
persaturation. The study of crystal characteristics at temperatures between
-20◦C and -70◦C was carried out in the laboratory using a static diusion
chamber and it constitutes the new element of the research made by Bai-
ley and Hallett (2004). From -20◦C and -40◦C they found that plates are
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the dominant shape whereas columns mainly appears at lower temperature.
In both regimes complexity depends on supersaturation as said previously.
Also, it should be pointed out that temperatures of about -20◦C and -40◦C
act virtually as borders dividing single crystal and polycristalline (plates and
columnar) regimes. Single crystals (also known as pristine) represent the var-
ious shapes of ice particles in the simplest way, but are not fully indicative of
all natural snow crystals, which are often dominated by polycristalline forms
(Libbrecht, 2005). The latter instead reveal nucleation processes that lead
to the formation of irregular polycrystals and crystal twins namely crystals
with two or more components growing from a common grain boundary dis-
location (Bailey and Hallett, 2004). These complicated shapes should not
be confused with aggregate particles (resulting from accretion processes, see
section 2.12), as often happens in the literature (Bailey and Hallett, 2009).
2.1.7 Additional growth mechanisms
As mentioned before, ice crystal growth through diusion processes is by far
more ecient than in the liquid drop formation. In fact, in the latter case,
collision and coalescence mechanism are fundamental to increase droplets
dimensions. Also in the mixed-phase conditions (i.e. at temperatures where
supercooled water drops coexist with ice particles), besides growth by water
vapor diusion, an ice crystal can be involved in collision with both cloud
drops and other ice particles. In the rst mechanism, known as riming,
drops can freeze on the ice surface resulting in an increase of hydrometeor
dimensions. The terminology of ice particles formed by riming process is
considerably not precise and is not generally accepted (Pruppacher and Klett,
1997). As a matter of fact graupels, soft hail as well as snow pellets are all
denitions of hydrometeors in which ice crystal has lost its pristine identity,
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and particles, because of air intrusions, appear white, uy and opaque.
Moreover, when a frozen droplet or an ice crystal grown by riming and then
converting into a semi-transparent particle, then a small-hail particle can be
formed. Finally, subsequent processes of freezing and melting and re-freezing
of a single ice particle can result in the so-called ice pellets or sleet.
The second mechanism in which an ice crystal can enhance its dimen-
sion is by means of collisions and captures of other crystals, often referred
as clumping. The resulting aggregates of crystals are called snowakes. This
is probably the area where we have the least understating among all the
accretion growth processes of hydrometeors (Wang, 2013), since few exper-
imental studies have been carried on collision characteristics (e.g. collision
eciency factor). Moreover, there have not been theoretical studies owing
to the complexity of the problem (Pruppacher and Klett, 1997). Indeed
a collision between crystals does not always end in a merging, they could
stick together but also interlock (mainly dendritic habits) without cohesion
or could bounce apart. What is certain about this process is the strong air
temperature dependence since, from observations, an increasing of aggrega-
tion eciency with temperature could also explain the maximum dimension
of aggregates at temperature around 0◦C that is usually observed (Magono,
1960). Even though a second diameter maximum at temperatures between
-12◦C and -17◦C was found by Rogers (1974) in addition to the main maxi-
mum near 0◦C.
Snowakes usually consist of aggregation of planar snow crystals with
dendritic habits, that tend to adhere to one another due to the tangle upon
collision, as well as needle aggregate are observed, whereas aggregates of plate
and columnar shapes seem to be rare as they tend to rebound.
Another crystal feature that controls ice collisions and captures is fall
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speed (Liou and Yang, 2016). Generally such velocity is measured in labo-
ratory studies and it is linked to particle maximum dimension by equation
2.11,
u = kDn (2.11)
where u and D represent fall speed and maximum dimension of ice crystal
respectively. The terms k and n are experimental coecients depending on
the dierent ice crystal habits.
A mathematical relation (2.12), similar to equation 2.10, in spite of sev-
eral uncertainties about the accretion processes, can be obtained in order to
describe the variation of the mass of the falling ice crystals.
dm
dt
= EMπR2∆u (2.12)
E represents the mean collection eciency (e.g. a value of 0.55 for a case
dominated by dendrites was found by Mitchell et al. (2006) ), M denotes the
cloud water content, whereas R and δu are the equivalent radius of the col-
lector crystal and the dierence in fall velocity between collector ice particle
and smaller crystal or supercooled drop water (Liou and Yang, 2016).
2.1.8 Solid particle mass-size relations
The relationships between particle mass or density and dimension play a key
role in snow characterization. It is also an essential term in the calculations
of ice water content (IWC), of snowfall rate, and it is even strictly connected
with the fallspeed-size relation (Heymseld et al., 2002). Moreover, the elec-
tromagnetic scattering properties depend on both size and mass and, in the
radar reectivity simulators, typically a xed relationship between mass and
size is assumed (Botta et al., 2013). Several researches in literature have
investigated this aspect through ground observations (Locatelli and Hobbs
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(1974), Heymseld et al. (2004), Brandes et al. (2007)) agreeing with the
power-law form of such relation. Brandes et al. (2007) have found the two
following equations 2.13 and 2.14 as density and mass versus diameter rela-
tionships.
ρ(D) = 0.178D−0.9220 (2.13)
m(D) = 8.90× 10−5D2.10 (2.14)
Here ρ is in grams as well as the mass m. D0 is the median volume diameter
dened as: ∫ D0
Dmin
D3N(D)dD =
∫ Dmax
D0
D3N(D)dD (2.15)
Several other density-snowake size relations are reported in the same paper
and it should be noted that although they agree in the use of a power-law
equation, they dier in the specic particle diameter. For instance, Mu-
ramoto et al. (1995) relation is based on the maximum horizontal dimen-
sion, whereas Heymseld et al. (2004) consider the diameter of the minimum
circumscribed circle that enclose the projected area of the particle. Those
dierences make direct comparison among these relationships quite dicult.
Several relationship have also been found for the dierent kinds of ice
particle habits. In Locatelli and Hobbs (1974) a thorough list is reported.
Moreover, density dierences have been observed between pristine and ag-
gregate solid hydrometeors. Indeed pristine crystals typically have a higher
density than the aggregates that consist largely of air (Keat and Westbrook,
2017). In addition, as seen earlier, power- law relationships mean that den-
sities are dependent on particle dimensions namely the smaller the particle,
the denser it is. This suggests that the inner part of a large snowake is
denser than the outer one. Thus, it is reasonable to interpret snowakes as
particles with density that decreases from the center to the edges (Ori et al.,
2014).
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2.1.9 Ice crystal and snowake size distribution
In order to microphysical characterize a cloud or a precipitation event, the
frequency distribution of drops/crystals/snowakes diameters is mandatory
and is also one of the primary factors involved in determining radar reec-
tivity. The distributions are dened as the expected particle concentration
within a given volume of air versus liquid or solid particle dimensions.
In the liquid precipitation cases, the most widely used description was
that of Marshall and Palmer (1948), a well-know formula to represent rain-
drop spectra which is based on observations using a dyed lter technique:
n(D) = n0exp(−ΛD) (2.16)
HereD (expressed in mm) is the droplet equivolume diameter, n(D) (m−3mm−1)
stands for drop concentration of equivolume diameter D, whereas n0 is the
intercept of the curve with y-axis and is equal to 8× 103 m−3mm−1. The
value of term Λ is linked to rainfall rate basing on the equation 2.17.
Λ = 4.1R−0.21 (2.17)
Evidently, being an empirical relationship, the units of terms in the equation
2.16 have to be respected, otherwise constant values could change.
For natural snowakes one of the rst studies of size distributions was
carried out by Gunn and Marshall (1958) taking up Marshall and Palmer
formula. From ground observation they derived equation 2.18, again having
an exponential form:
ns(D) = nsexp(−ΛsD) (2.18)
where D is now the diameter of snow particle equivalent melted drop. At rst
sight, equation 2.18 could appear identical to Marshall and Palmer relation-
ship. Instead, both the other two terms of the equation have a precipitation
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Fig. 2.2: Size distributions for aggregate snowakes in a semi-log plot for
dierent rainfall rate values tted by Gunn and Marshall formula. Dots are
experimental data. Adapted from: Gunn and Marshall (1958).
rate dependency, namely intercept is not constant and equal to 3.8 × 103
R−0.87 m−3mm−1, whereas Λs = 25.5R
−0.48 cm−1. R is expressed in mm/h−1
of liquid water.
Several dierent formulas were derived from ground observation to express
diameter/concentration relationship in solid precipitation (e.g. Sekhon and
Srivastava (1970)), nding that snowakes typically follow an exponential
form. That is important, since it allows snow size distribution parameters to
be represented in a relative simple way in bulk microphysical scheme, used,
for instance, in cloud models (Woods et al., 2008). As a consequence of
exponential form, size distributions are usually plotted on semi-log axes in
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order to make their behavior clearly shown as straight line (see Fig 2.2).
The exponential behavior is a good approximation especially in aggregate
snowfall episodes, but in ice crystal/pristine precipitation events it seems to
fail. In these cases particle size distribution appears to agree well with a
log-normal distribution (Schlenczek et al., 2017).
In addition, several observations of particle size distributions in winter
storms (e.g. Heymseld et al. 2004; Brandes et al. 2007) were found also to
t the gamma model (Ulbrich, 1983). This can be expressed as:
N(D) = N0D
µexp(−ΛD) (2.19)
where N0 (mm
−µ−1m−3) is a number concentration parameters, µ is the dis-
tribution shape or curvature parameter, whereas Λ (mm−1) is a slope term
sensitive to large particles.
A power-law-type can describe ice crystal size distributions inside a cloud,
in particular cirrus clouds. According to Heymseld (1975) this relation ap-
pears as depicted in equation 2.20. Here, N is the value of number concen-
tration, a and b represented tting constants, D stands for largest crystal
dimension while wi is the ice water content of the cirrus clouds.
N = awiD
b (2.20)
According to Wang (2013) typically the concentration of ice crystals in cirrus
clouds is between 5×104 and 5×105 particles per m3.
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2.2 Electromagnetic theory
2.2.1 Introduction
The scattering consists in a physical process where a particle, hit by an
electromagnetic wave, continuously absorbs energy from the incident wave
and reradiates that energy in all directions. In this dissertation we con-
centrate on how solid hydrometeors scatter the electromagnetic waves, thus
deriving information on their characteristics. Moreover, scattering matters
since it inuences, through the interaction between electromagnetic waves
and solid/liquid particles, the signal received by a remote sensing instrument
(for instance the Micro Rain Radar). These instruments use precisely the
interplay between the substance and radiation (e.g. scattering, absorption
and emission) to retrieve important features of the atmospheric phenomena
such as precipitation.
A brief overview of relevant aspects of the electromagnetic theory as well
as scattering processes is given in this chapter. The topics presented in the
following pages are in part derived from Bringi and Chandrasekar (2001),
Mishchenko et al. (2002), Bohren and Human (2008), Liou and Yang (2016)
and Andronache (2018).
2.2.2 Electromagnetic eld equation
The disturbance in space due to the presence of an electric charge is the
basis of an electromagnetic eld. The latter is governed and mathematically
described by a set of equations, the well-know Maxwell's equations (equations
2.21), assuming that the physical properties of the medium are continuous
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at every point in its neighborhoods.
∇×H = 1
c
∂D
∂t
+
4π
c
j, (2.21a)
∇× E = −1
c
∂B
∂t
, (2.21b)
∇ ·D = 4πρ, (2.21c)
∇ ·B = 0. (2.21d)
In these equations E stands for the electric eld, the magnetic induction
vector is B, j represents the electric current density whereas D and H the
electric displacement and the magnetic vector respectively. Finally t denotes
time, c the velocity of light in the vacuum and ρ the local charge density.
It is well-know that an electromagnetic wave is characterized by electric
and magnetic vectors E and H, forming an orthogonal set with the direction
of propagation of the wave. Moreover, one of the fundamental properties
of these equation is that they make possible to represent, in homogeneous
medium, an electromagnetic eld by equation 2.22,
E(x, t) = E0exp[i(k · x− ωt)] (2.22)
where E0 is the amplitude of electromagnetic wave, k and ω are wave vec-
tor and frequency respectively, while x and t are the spatial and temporal
coordinates.
2.2.3 Stokes parameters
Generally optical instruments cannot directly measure the electric and mag-
netic eld associated with a beam of light, they rather measure the inten-
sity of radiation and its polarimetric state. Fundamental examples of these
observable quantities are the so-called Stokes parameters. A spherical co-
ordinate system, associated with a local right-handed Cartesian coordinate
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sorbing medium is specified by a unit vector n̂  or, equivalently, by a couplet ),,( ϕϑ
where ] ,0[ πϑ ∈  is the polar (zenith) angle measured from the positive z-axis and
)2 ,0[ πϕ ∈  is the azimuth angle measured from the positive x-axis in the clockwise
direction when looking in the direction of the positive z-axis. Since the medium is
assumed to be nonabsorbing, the component of the electric field vector along the di-
rection of propagation n̂  is equal to zero, so that the electric field at the observation
point is given by ,ϕϑ EEE += where ϑE  and ϕE  are the -ϑ  and -ϕ components of
the electric field vector. The component ϑ̂ϑϑ E=E  lies in the meridional plane (i.e.,
plane through n̂  and the z-axis), whereas the component ϕ̂ϕϕ E=E  is perpendicular
to this plane; ϑ̂  and ϕ̂  are the corresponding unit vectors such that .ˆˆˆ ϕϑ ×=n  Note
that in the microwave remote sensing literature, ϑE  and ϕE  are often denoted as vE
and hE  and called the vertical and horizontal electric field vector components, re-
spectively (e.g., Tsang et al. 1985; Ulaby and Elachi 1990).
The specification of a unit vector n̂  uniquely determines the meridional plane of
the propagation direction except when n̂  is oriented along the positive or negative
direction of the z-axis. Although it may seem redundant to specify ϕ  in addition to ϑ
when ,or    0 πϑ =  the unit ϑ  and ϕ  vectors and, thus, the electric field vector com-
ponents ϑE  and ϕE  still depend on the orientation of the meridional plane. There-
fore, we will always assume that the specification of n̂  implicitly includes the speci-
fication of the appropriate meridional plane in cases when n̂  is parallel to the z-axis.
To minimize confusion, we often will specify explicitly the direction of propagation
using the angles ϑ  and ;ϕ  the latter uniquely defines the meridional plane when
0=ϑ  or .π
Consider a plane electromagnetic wave propagating in a medium with constant
real ,ε  ,µ  and k and given by
ϕ
x
yO
z
ϑ
ϑ̂
ϕ̂
n̂ =ϑ̂×ϕ̂
Figure 1.2.  Coordinate system used to describe the direction of propagation and the polariza-
tion state of a plane electromagnetic wave.Fig. 2.3: Coordinate system used to described the direction of propaga-
tion and the polaritation state of a plane electromagnetic wave. Source:
Mishchenko et al. (2002).
system with origin in the observation point, is needed with the purpose of
dening such parameters. Considering an electromagnetic wave that propa-
gates in a homogeneous and non-absorbing medium, the direction of propa-
gation can be dened by a unit vector n or by a couple of angles (ϑ and ϕ)
(see Figure 2.3). These angles are respectively the zenith angle (ϑ ∈ [0,π])
and the azimuth angle (ϕ ∈ [0,2π)). In such case, being the medium as-
sumed as non-absorbing, the component of electrical eld along the direction
of propagation in equal to zero, so that the electric eld at the origin of the
axes is given by E=Eϑ+ Eϕ. In fact E can be decomposed into two compo-
nents representing the electric vectors parallel and perpendicular to a plane
trough the direction of propagation. The plane is usually called the plane of
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reference.
Thanks to such division it is possible to dene a set of four quantities,
namely the Stokes parameters. Because intensity is proportional to the ab-
solute square of the electric eld, neglecting a constant of proportionality,
these parameters are calculated as follow:
I = EϑE
∗
ϑ + EϕE
∗
ϕ (2.23a)
Q = EϑE
∗
ϑ − EϕE∗ϕ (2.23b)
U = EϑE
∗
ϕ + EϕE
∗
ϑ (2.23c)
V = −i(EϑE∗ϕ − EϕE∗ϑ) (2.23d)
where asterisk stands for the complex conjugate value. The Stokes parame-
ters I, Q, U, and V are also dened as the elements of 4x1 column vector I,
known as Stokes vector.
I =

I
Q
U
V
 (2.24)
The vector components have a physical meaning: I represents the total inten-
sity of the electromagnetic wave, Q is the dierence in intensity between the
horizontal and the vertical modes, U for the ± 45◦ modes (i.e. in a reference
frame rotated), whereas V stands for intensity dierence of the components
in the circular reference frame. Moreover, the Stokes parameters of a plane
monochromatic wave are not completely independent but rather related by
a quadratic identity. Indeed they satisfy equation (2.25)
I2 = Q2 + U2 + V 2 (2.25)
and also can be expressed in terms of the geometry dening an ellipse, the
so-called polarization ellipse.
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2.2.4 Scattering by an ice crystal
Atmospheric scattering involves a change in direction of propagation, fre-
quency and/or polarization caused by several interactions with the cloud
particles, with the hydrometeors as well as with the atoms in the atmosphere.
The scattering response of a hydrometeor to an incident electromagnetic
wave is related to size, shape, orientation, composition (ice, water, mixed
phase) of the particle and to the frequency of the incoming radiation. The
dielectric constant of relative permittivity (εr) is a complex number that
quanties the behavior of a material in response to the electromagnetic ra-
diation. Considering a particle with an arbitrary shape, this can be split
into very small nite scattering elements, representable as spheres. Apply-
ing an incident electric eld, a dipole momentum is inducted in the spheres.
The dipole momentum is the vector sum of the charge magnitude times the
charge separation distance for each sphere summed over the particle. When
the incident electric eld swings (as in the case of weather radar wave), each
tiny dipole will oscillate at the same frequency, transmitting electromagnetic
waves in all directions. Hence the total scattered wave can be thought as the
sum of these wavelets at a certain distance from the particle.
Before getting in further detail, the size parameter notion can be intro-
duced. This represents the relationship between the particle size and the
wavelength of the incident radiation and it is expressed as:
x =
2πa
λ
(2.26)
where a and λ stand for the characteristic dimension of the scattering particle
and wavelength of the incident radiation respectively. Size parameter shows
the number of complete wave cycles of the radiation per characteristic particle
length.
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Going into detail, the scattered electric eld, at a distance r from an ice
particle of arbitrary shape and size, is related to the two components of the
incident electric eld namely Eiϑ and E
i
ϕ. In the far eld, a 2 × 2 complex
scattering amplitude matrix (known as Jones matrix) transforms incident
electric vector into the scatter electric vector following the equation:Esϑ
Esϕ
 = exp(−ikr + ikz)
ikr
S2 S3
S4 S1
Eiϑ
Eiϕ
 =
A2 A3
A4 A1
Eiϑ
Eiϕ
 (2.27)
where Ei is the incident electric eld and Es is the scattered eld in the
far-eld (i.e. large distance). Moreover, z represents the vertical direction in
Cartesian coordinates, Sj (j=1,2,3,4) are the amplitude functions, whereas
Aj is referred to as the transformation matrix. The relation (2.27) expresses
that the incident energy interacts with a scattering particle and the scattered
energy is related to the distance and to the scattering matrix called Jones
matrix. It should be noted that such relation is angle-dependent, namely
the matrix changes if the angle between particle and incident wave varies.
As seen above, the Jones matrix links, through equation 2.27, the incoming
and scattered electric eld. Using the Stokes parameter, the Mueller matrix
M connects incoming and outgoing Stokes vectors through the following
relationship: 
I
Q
U
V
 =
M
k2r2

I0
Q0
U0
V0
 (2.28)
where the subscript 0 indicates the incident beam. The transformation ma-
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trix is given by:
M =

M11 M12 M13 M14
M21 M22 M23 M24
M31 M32 M33 M34
M41 M42 M43 M44
 (2.29)
and in particular its components come from the subsequent relationship:
M11 =
1
2
(|S2|2 + |S3|2 + |S4|2 + |S1|2) (2.30a)
M12 =
1
2
(|S2|2 − |S3|2 + |S4|2| − S1|2) (2.30b)
M13 = S23 + S41 (2.30c)
M14 = −D23 −D41 (2.30d)
M21 =
1
2
(|S2|2 + |S3|2 − |S4|2 − |S1|2) (2.30e)
M22 =
1
2
(|S2|2 − |S3|2 − |S4|2 + |S1|2) (2.30f)
M23 = S23 − S41 (2.30g)
M24 = −D23 +D41 (2.30h)
M31 = S24 + S31 (2.30i)
M32 = S24 − S31 (2.30j)
M33 = S21 + S34 (2.30k)
M34 = −D21 +D34 (2.30l)
M41 = D24 +D31 (2.30m)
M42 = D24 −D31 (2.30n)
M43 = D21 +D34 (2.30o)
M44 = S21 − S34 (2.30p)
It should be noted that the terms given by such equations are functions of
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the amplitude scattering matrix elements in the following ways:
Sjk =
(SjS
∗
k + SkS
∗
k)
2
(2.31a)
Djk = i
(SjS
∗
k − SkS∗k)
2
(2.31b)
Moreover, it is worth mentioning that in the Mueller matrix only seven
elements are independent, corresponding to the four amplitudes and three
phase dierences of the Sj. The rst element of the transformation or the
Mueller matrix allows also to dene the scattering cross section by equation
2.32.
σs =
1
k2
2π∫
0
π∫
0
M11sinΘdΘdφ (2.32)
Here Θ and φ stand for the scattering angle, the former, and the azimuthal
angle, the latter. The scattering cross section is an important feature as
it represents the amount of the incident energy that is removed from the
original path as result of a single scattering episode. In that way this ux is
distributed over a sphere area where the scatterer is on the center. Moreover
it is useful to introduce the scattering phase matrix P, that, if no assumption
is made about position and habit of the scattering element, is formed by 16
non zero elements. In the denition the rst elements is normalized to unity
in the subsequent way:
2π∫
0
π∫
0
P11(Θ)
4π
sinΘdΘdφ = 1 (2.33)
In addition, the scattered Stokes terms can be written using the scattering
phase matrix 
I
Q
U
V
 = Ωeff
P
4π

I0
Q0
U0
V0
 (2.34)
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where Ω stands for the eective solid angle associated with the scattering
and it is equal to σs/r
2.
In the atmospheric remote sensing we have to deal with groups of solid
hydrometeors, thus also the scattering by a group of ice crystals is discussed
in this thesis. In this case orientation and dimensions of each crystal with
respect to the incident wave inuence the total scattering. Considering a
sample of non-spherical ice crystals of same size and oriented in a random
way, the scattering phase matrix can be written as follows:
P(Θ) =
1
2πσs
2π∫
0
π∫
0
P′(α′, γ′)σ′s(α
′, γ′)sinα′dα′dγ′ (2.35)
here P′ represents the scattering phase matrix for a single crystal, whereas
α′ and γ′ are the orientation angles respect to the incident beam. Also the
relationship for the scattering cross section (equation 2.32) can be generalized
as
σs =
1
2π
∫ ∫
σ′s(α
′, γ′)sinα′dα′dγ′ (2.36)
where σ′s stands for single particle cross section. Further, considering ice
crystals that are randomly oriented in space, the law of reciprocity can be
applied, meaning that the directions of the incident and scattered polarized
beams can be reversed to achieve the same result. As a consequence the
amplitude functions (see equation 2.27) (S3, S4) must be equal to (−S4, -
S3). As discuss earlier in the relationship 2.34, the scattering phase matrix
sets out scattered and incident Stokes vector:
I
Q
U
V
 =
Ωeff
4π

P11 P12 P13 P14
P21 P22 P23 P24
P31 P32 P33 P34
P41 P42 P43 P44


I0
Q0
U0
V0
 (2.37)
43
Taking a sample of particles inside an arbitrarily volume and indicating as
P their scattering phase matrix, a same number of reciprocal particles with
P∗ as scattering phase matrix can be considered always in the same volume.
Therefore an average scattering phase matrix 〈P〉 can be obtained as (P +
P∗)/2, and has the property to be proportional to this transformation matrix:
〈P〉 =

〈P11〉 〈P12〉 〈P13〉 〈P14〉
〈P21〉 〈P22〉 〈P23〉 〈P24〉
〈P31〉 〈P32〉 〈P33〉 〈P34〉
〈P41〉 〈P42〉 〈P43〉 〈P44〉
 (2.38)
where the dierent terms are linear combinations similar to what seen in
equations 2.31 and 2.30. Some properties, also, permit to simplify the ma-
trix. Indeed, thanks to these six equivalences (i.e. 〈P12〉 = 〈P21〉, 〈P13〉 =
〈−P31〉, 〈P14〉 = 〈P41〉, 〈P23〉 = 〈−P32〉, 〈P24〉 = 〈P42〉, and 〈P34〉 = 〈−P43〉)
the scattering phase matrix becomes:
〈P〉 =

〈P11〉 〈P12〉 〈P13〉 〈P14〉
〈P21〉 〈P22〉 〈P23〉 〈P24〉
〈−P13〉 〈−P23〉 〈P33〉 〈P34〉
〈P14〉 〈P24〉 〈−P34〉 〈P44〉
 (2.39)
The scattering phase matrix contains ten independent terms, but considering
the previous relationships and a sample of randomly oriented ice particles
which have a plane of symmetry, the scattering matrix of an ice crystal is
reduced to six independent elements.
〈P〉 =

〈P11〉 〈P12〉 0 0
〈P12〉 〈P22〉 0 0
0 0 〈P33〉 〈P34〉
0 0 〈−P34〉 〈P44〉
 (2.40)
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The matrix is formed by only four independent elements in the case of a
spherical particles.
These considerations allow to dene the scattering phase matrix and scat-
tering cross section also in the case of a particle size distribution. Indeed,
considering a size distribution n(D), with D the major axis of an ice particle,
the scattering phase matrix associated with a suitable volume is written as:
P(Θ) =
∫ D2
D1
P(Θ, D)σs(D)n(D)dD∫ D2
D1
σs(D)n(D)dD
(2.41)
that represents the dimension limits of particle size. Finally, the scattering
cross section of a group of ice crystals represented by a size distribution is
obtained in the following equation:
σs =
∫ Dmax
Dmin
σs(D)n(D)dD
N
(2.42)
where N stands for the total number of ice crystals in the given volume.
2.2.5 Backscattering cross section
In this dissertation, as in radar meteorology, the backscattering cross section
or radar cross section is considered and evaluated. It represents the amount
of the incident wave scattered from the object in the direction toward the
source of the incident irradiance or the amount of radiation scattered back
toward the radar from a target. Because the exact characteristics of the
scatterer are unknown, it is assumed that the received power is from an
hypothetical target that scatters radiation isotropically.
In order to dene the backscattering cross section, the statement in
Bohren and Human (2008) was followed. Considering an electromagnetic
beam with irradiance Ii that illuminates an arbitrary particle and indi-
cating as X the vector scattering amplitude for the particle, the quantity
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Ii|X(θ, φ)|2/k2 is the amount of energy scattered into a solid angle about a
particular direction (θ, φ). Indeed, the vector scattering amplitude, in the
case where a hypothetical isotropic scatterer illuminated by the same beam
is considered, is direction independent and is equal to the scattering ampli-
tude in the backscattering direction (θ = 180◦) Xiso = X(180
◦). Indicating
with Wsca the total energy scattered in all direction, this is equal to:
Wsca =
Ii4π|Xiso|2
k2
(2.43)
Hence the denition of the backscattering cross section is achieved as follows:
σb =
4π|X(180◦)|2
k2
(2.44)
Moreover, being the backscattering cross section expressed in units of area,
this could make it dicult to compare dierent scattering properties of sev-
eral particles with various dimensions. This is the reason why often the cross
section is normalized into nondimensional units. This operation consists in
dividing the cross section by the project area of the scattering particle and
the quantity Qb, known as backscattering eciency, is attained. Its denition
through the backscattering cross section is:
Qb =
σb
πa2
(2.45)
where a is the dimension of the particle.
Furthermore, numerical values of the backascattering cross section for ice
crystal particles with so dierent and irregular shapes and dimensions, are
pretty hard to compute. In order to obtain such values, approximate solu-
tion methods are used whose results can be stored in precompiled databases.
These are presented and investigated in some depth in the next chapter. On
the other hand numerical values are easy to achieve in the case of Rayleigh
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scattering, namely when the scattering particle dimensions are small com-
pared to the radiation wavelength and hence size parameters are smaller than
unit. Specically it is possible to calculate the backscattering cross section
as:
σb =
π5
λ4
D6|K|2 (2.46)
with λ the radar wavelength and K the dielectric factor expressed in the
following equation:
|K|2 =
∣∣∣∣m2 − 1m2 + 2
∣∣∣∣2 (2.47)
where m stands for the complex refractive index. The most remarkable fea-
ture of the Rayleigh scattering is the sensitivity to the scatterer dimension,
being proportional to the sixth power of particle size. For operational weather
radars that transmit at S or C electromagnetic bands, many cloud and pre-
cipitation particles can be considered small with respect to the wavelength
and hence this simple approximation can be used. Instead, for high frequency
radar (i.e. K or W bands) as well as for the largest raindrops and large melt-
ing ice particle such as hail and snow aggregate Rayleigh scattering can no
longer be applied.
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Chapter 3
Data and Methods
The descriptions of the instruments used in this dissertation, the scattering
methods evaluated as well as the methodology followed in order to obtain
the hydrometeors classication, are presented in this chapter.
3.1 Data
3.1.1 Micro Rain Radar (MRR)
Weather radars typically operate at frequencies in X, C or S bands, namely
where precipitation particles fall within the Rayleigh approximation. Instead,
in order to investigate clouds, higher frequency systems (e.g. W, Ka and Ku
bands) are used, the so-called cloud-radars. The use of high frequencies
limited to cloud observations is due to the high values of attenuation of the
radar beam represented by the liquid hydrometeors, although ice attenuation
is lower hundred times than water depending on frequency (Kneifel et al.,
2011). If the atmospheric layers of interest are narrowed to the lowest portion
of atmosphere (namely up to 5-6 km), a possible solution can be represented
by using a cloud vertically proling radar that operates in the K-band, 24
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GHz (λ=1.24cm), such as the Micro Rain Radar.
The Micro Rain Radar 2 used in this work (hereinafter MRR), man-
ufactured by Metek GmbH, is a vertically pointing frequency modulated
continuous wave (FM-CW) proling Doppler radar and is able to estimate
Doppler spectra in 64 bins over 32 ranges (only 6 in the previous version
of the instrument, the MRR-1). Normally, FM-CW radars need to use two
separate antennas, one for transmitting and one for receiving. However in
the MRR, the backscattered signal is detected and received with the same
antenna assembly (monostatic radar). The core component of the radar is
a gunn-diode-oscillator with integrated mixing diode with 50 mW as nomi-
nal transmit power. The simple conguration cannot be operated in pulsed
mode, because during the shut o of the transmitter, also the receiver does
not work. In the mixing diode, the backscattering radiation and the trans-
mitted signal produce two dierent frequencies. This frequency shift depends
on the distance of the targets from the radar and on the falling velocities of
the hydrometeors (Löer-Mang et al., 1999). As opposed to the pulsed radar
technology, such small amount of peak power is enough for FM-CW radars.
Moreover, the MRR has a compact design (being composed only of a dish
with a diameter of approximately 60 cm and with a beam width of 1.8◦), a
low power consumption and with plug-and-play installation that make the
MRR suitable for placement in remote regions, such as Antarctic research
stations (Gorodetskaya et al., 2015). The working block diagram and a sum-
mary of the technical specications of MRR are reported in Figure 3.1 and
Table 3.1, respectively.
By properly processing power spectra collected in rain, the MRR allows
to estimate the vertical proles of drop size distributions and, from these, the
rain rates, liquid water content and characteristic falling velocity of hydrom-
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FIG. 1. Block diagram of the 24-GHz FM–CW Doppler radar
(MRR).
solved drop size distributions. More than 10 years later,
the first papers appeared with topics related to FM–CW
radar and rain measurements (Unruh and Wolf 1989;
Duvernoy et al. 1991). Some authors claimed, however,
that an FM–CW radar could not provide a satisfactory
solution to the rain measurement problem (Sheppard
1990; Lhermitte and Wills 1991).
This paper deals with the ability of a vertically point-
ing, FM–CW, K-band (12.5-mm wavelength) Doppler
radar, called the Micro Rain Radar (MRR), to measure
quantitatively raindrop size distributions and rainfall in-
tensity. Data from a measurement height of 100 m above
ground are used exclusively in this study. The radar
measurements from a 1-yr period are compared with
ground data obtained with a Joss–Waldvogel disdrom-
eter (Joss and Waldvogel 1967) and a conventional Hell-
mann rain gauge. Two case studies are selected to il-
lustrate the effects of the various steps in the data pro-
cessing. The daily rain sums of one year (May 1996
until April 1997) are also evaluated.
2. Measuring technique
a. Micro Rain Radar
The MRR is a vertically pointing, low-cost, FM–CW
Doppler radar manufactured by METEK, Elmshorn,
Germany. The block diagram of the MRR is shown in
Fig. 1. The heart of the radar is a frequency-modulated
GUN diode oscillator with an integrated mixing diode.
The transmitted electromagnetic wave has a power of
50 mW and is focused by a 50-cm offset parabolic an-
tenna. The wavelength of the radar is 12.5 mm, which
corresponds to a frequency of 24 GHz. The 3-dB beam-
width is 38. In the mixing diode the backscattered ra-
diation produces a signal whose frequency deviates from
the frequency of the transmitted signal. This shift in
frequency depends both on the distance of the illumi-
nated particles from the radar (time delay) and on the
fall velocities of the particles (Doppler shift). Power
spectra are calculated with the help of a fast Fourier
transform (FFT), and height-resolved distributions of
the particle fall velocities are derived (Strauch 1976;
Klugmann et al. 1996). Six height levels are available.
Their thicknesses can vary between 20 and 200 m,
which means that the radar can take measurements up
to 1200 m above the ground. In this study, however,
measurements at a height of 100 m AGL only are pre-
sented so that attenuation effects can be omitted.
b. Derivation of rain parameters
According to the common derivation of the power
received from a pulsed or FM–CW radar, the radar equa-
tion for distributed targets in spectral form is given by
2r
dZ 5 C dP, (1)
Dr
relating the spectral radar reflectivity dZ to the received
spectral power (Strauch 1976). The distance to the tar-
gets is denoted as r, Dr is the range resolution, and C
is the radar constant comprising the complex refraction
index of rain, assumed as constant for Rayleigh scat-
tering, as well as technical and geometrical factors of
the radar.
For the FM-CW Doppler radar under consideration,
the received power dP depends on the Doppler fre-
quency f, which itself is a measure of the Doppler ve-
locity y , so that
dP 5 p( f )df 5 p(y)dy , (2)
where p( f )df and p(y)dy are the spectral powers in the
frequency interval [ f, f 1 df ] and in the velocity interval
[y , y 1 dy], respectively. The spectral density p( f ) is
obtained by an FFT so that p(y) can be calculated via
df/dy 5 2l21 with l as wavelength of the transmitted
signal.
For Rayleigh scattering the spectral radar reflectivity
dZ can be written as
dZ 5 N(D)D6dD, (3)
where N(D) is the spectral number density, D is the
particle diameter, and dD is an increment in the particle
diameter.
Solving Eq. (3) for N(D) yields with Eqs. (1) and (2)
2r 1 dy
N(D) 5 C p(y). (4)
6Dr D dD
To evaluate Eq. (4), a relation between y and D is need-
ed. Assuming that y is the terminal fall velocity of hy-
drometeors, corresponding relations are given, for ex-
Fig. 3.1: Working block diagram of the Micro Rain Radar. Source: Löer-
Mang et al. (1999).
eteors can be derived ( etek, 2010). The Micro Rain Radar was originally
developed to measure p ecipitation at buoys in the North Sea, not being
aected by sea spray (Maahn Kollias, 2012), t en was used to observe
rain, bright band d snow.
As said previously, MRR is not a pulsed radar, so the distance from a
target to the instr ment must be obtained in a dierent way rather than
measuring the time between transmitted and received signal. Indeed, in
order to calculate the range resolution, the electromagnetic beam is sent
modulating its frequency. In this way, the distance of the target (or, in other
words, the time delay of the return signal) is achieved by the frequency shift
between the output and input signals.
(Richter, 1969) and Chadwick et al. (1976) proposed and introduced the
processing procedure of the FM-CW radars. Going into detail, following
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Instrument METEK Micro Rain Radar 2
Operating mode FM-CW Doppler
Spatial coverage Vertically proling
Centre frequency 24 GHz (λ=1.24 cm)
Frequency modulation 0.5 - 15 MHz
Nominal transmit power 50 mW
Antenna dish 60 cm oset parabolic dish
Measurement range 100 m - 3.1 km (at 100 m resolu-
tion)
No. of range gates 32
Measurement resolution selectable form 30 m to 300 m
Environment resolution Operational between -40◦ and
+60◦C; wind speed up to 45 m/s
Power consumption 25 W
Table 3.1: Main technical specications of the Micro Rain Radar.
Metek (2010), the transmitted pulse is modulated through a linearly de-
crease of frequency, resembling a saw-tooth (see Figure 3.2). The received
signal has a higher frequency than the transmitted one due to the time lag
and this dierence is proportional to the target distance. The frequency
sweeps linearly around a central frequency f0, from f0 + B/2 to f0 − B/2
and then jumps back to the initial value after T , the time of a full frequency
sweep. The travel (delay) time of the response pulse can be expressed as
th = 2h/c, where h is the target distance and c the speed of light. One of the
main features of MRR radars is to mix in the receiver, the received signal
with the signal at the output of transmitter. From a mathematical point of
view, this mixing characteristic results in a multiplication of the two signals.
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Figure 2: Resting point target 
Upper part: Frequency of the transmit signal and the echo. Lower part: Mixer output 
 
1.4.2 Range Resolution 
The transmit signal be described by the function 
 
s(t) = S sin (ϕS(t) ) (1.4.2.1) 
 
where the phase ϕs(t) is the integral of the ''instantaneous'' cycle frequency ωS t dt( )∫ . 
During one sweep holds the relation 
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The receiving signal is delayed with respect to the transmit signal by th = 2h/c, i.e. its phase 
is  ϕe(t) = ϕs( t - th ) or 
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Fig. 3.2: Frequency of the transmit signal and the echo. Here th represents
the travel (delay) time of the response pulse. Source: Metek (2010).
Exploiting trigonometric equations, the mixed frequency can be expressed as
sum and dierence of the two frequencies. Then, being frequency dierence
smaller than the central frequency f0, its contribution to the mixing signal is
suppressed by a low pass lter. The frequency of the mixing signal is derived
by dierentiation of its phase with respect to time, obtaining:
fm = B
th
T
(3.1)
Using the travel time relation, equation 3.1 can be easily written as:
fm =
2hB
T
(3.2)
Moreover, the signal returned from a moving target (as the precipitation
particles are) adds to the mixing frequency another frequency term due to
Doppler eect. Being the MRR a vertically pointed radar, the measured
Doppler velocity is assumed to be equivalent to the hydrometeor fall speed. In
fact, drop falling velocity, relative to the stationary antenna, produces a term
of frequency deviation between transmitted and received signals and this term
is a measure of the particle speed. It is well-know that rain drops of dierent
diameter have dierent falling velocities depending on their diameter(Atlas
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et al., 1973), and hence the backscattered signal consists of a distribution
of dierent Doppler frequencies. The spectral analysis of this signal yields
a wide distribution of lines corresponding to the Doppler frequencies of the
signal (Oluwadare et al., 2010). Summing the above mentioned two terms,
the total frequency shift is obtained:
∆ftotal =
2
λ
v +B
2h
cT
(3.3)
here the rst term on the right-hand side of the equation stands for the
Doppler eect, whereas the second one accounts for the range. Thus, an
ambiguity between the velocity of the particle and particle range appears
and makes it impossible to distinguish between each contribution. Actually
this statement is true only if a single sweep is considered. Indeed, contem-
plating several sweeps and using the Fourier transformation, it is possible
to distinguish the two frequencies, obtaining a reectivity matrix hosting 64
frequency intervals and 32 range gates. A more completed description of this
method is included in Metek (2010). According to Maahn and Kollias (2012),
of these 32 ranges, only 28 are typically taken into account. The rst one is
removed as it corresponds to the height of 0 meters. Near eld eects aect
the second and the third gates, hence they are eliminated. Whereas, the last
one is generally cut due to the high noise level. The remaining 28 exploitable
ranges lead to a maximum observable height that spans between 300 and
6000 meters depending on the choice of vertical resolution. The latter ranges
from 10 to 300 meters adjusting the frequency modulation from 0.5 to 15
MHz.
The drop size distribution is derived by MRR from the raw spectral power
received by the radar, given as
f(n, i) =
1020TF (i)
C
1
i2∆h
η(n, i) (3.4)
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where n and i are the numbers of Doppler spectrum and range gates re-
spectively, TF is the transfer function that compensates for the dependence
of amplication on frequency (Diederich et al., 2004) and C stands for the
device specic calibration constant. ∆h and η represent, instead, the range
resolution and the spectral reectivity namely the backscattered cross section
per volume. Considering that the frequency resolution of Doppler spectra is
∆f = 30.52 Hz, the corresponding velocity resolution is ∆v = ∆f · λ/2 =
0.1905 m/s. As said above, in order to achieve DSD, MRR takes advantage
of the following relation between terminal fall velocity and drop diameter
that has been found empirically by Gunn and Kinzer (1949) and then put in
analytic form by Atlas et al. (1973):
v(D) = (9.65− 10.3e−0.6D)δv(h) (3.5)
here D stands for drop diameter and the height dependent density correction,
δv(h), is included. Then, through velocity resolution, the spectral reectivity
density with respect to velocity is obtained:
η(v, i) =
η(n, i)
∆v
(3.6)
successively, the spectral reectivity density is gathered with respect to drop
diameter deriving the relation 3.5
η(D, i) = η(v, i)
∂v
∂D
(3.7)
and, nally, dividing η(D, i) by the backscattering cross section of a single
rain drop, the drop size distribution is calculated:
N(D, i) =
η(D, i)
σ(D)
(3.8)
As MRR wavelength is not so small compared to the natural drop dimensions,
the Rayleigh approximation to compute the backscattering cross section (see
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equation 2.46) is not applicable. Hence σ(D) is calculated via Mie theory
(Löer-Mang et al., 1999). Moreover, the Micro Rain Radar gains even the
radar reectivity Z by integrating the N(D) of equation 3.8:
Z =
∫
N(D)D6dD (3.9)
and again the precipitation rate is achieved via drop size distribution instead
of using a Z-R relationship:
R =
π
6
∫
N(D)D3v(D)dD (3.10)
As pointed out by Kneifel et al. (2011) and Maahn and Kollias (2012),
the standard radar variables evaluated by MRR had to be modied in order
to measure solid precipitation, since the MRR was originally designed only
for rain observations. Indeed, the operational software of MRR automati-
cally derives mean fall velocities, rain DSD, rain rate and radar reectivity
factor assuming liquid hydrometeors. As highlighted above, DSD is derived
from the assumption of a rain drop size-falling velocity relation. Moreover, in
equation 3.8 the backscattering cross sections are calculated by Mie approx-
imation supposing water spheres. As widely discussed in section 2.1, both
these assumptions are totally unrealistic when we deal with solid precipita-
tion. In fact, for snow particles, the dependence of velocity from size is rather
complicated, and it heavily depends on the dierent habits. Moreover, the
backscattering properties are largely dependent on ice particle shapes and
densities. Thus, in this dissertation, similarly to Kneifel et al. (2011), in-
stead of using Z obtained from N(D), used is the eective reectivity factor
(Ze) calculated by directly integrating the Doppler spectrum measured by
MRR:
Ze = 10
18 λ
4
π5|K2|
∫
η(v)dv (3.11)
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Fig. 3.3: Micro Rain Radar at Mario Zucchelli research station on the roof
of the logistic container.
where |K2| is a function of the dielectric properties of liquid water at the
freezing point, v the Doppler velocity and η the spectral reectivity. In
addition, in order to improve the MRR sensitivity, also the post-processing
methodology of Maahn and Kollias (2012) was applied to the MRR data.
This procedure, specically devised for snow observations, allowed to increase
the minimum detectable range to -14 dBz together with a noise removal
procedure.
MRR Data at MZS
In the framework of the APP-PNRA project, a MRR was installed on the roof
of a logistic container at the Mario Zucchelli research station in November
2017 (see Figure 3.3). It was set with a vertical resolution of 25 meters in
order to explore, with dense range gates, the atmospheric layers closer to
the ground from 75 meters to 750 meters above ground level. Unfortunately,
once put into operation, a receiver fault happened. Repair required the
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MRR to be sent back to the manufacturer. The MRR has been repaired by
Metek company and will be sent again to MZS in the next Italian Antarctic
expedition.
In this work the radar data were kindly provided by ENEA (Dr. Scharchilli)
that managed another MRR at MZS. This is operating continuously since
November 2016 at "Campo Meteo", about 200 meters from the logistic con-
tainer. A vertical resolution of 100 meters has been chosen for the Enea-
MRR, that allows measurements over 3 km in height, with the rst exploited
range gate at 300 meters above ground level.
The MRR provides three dierent data products: Proccessed Data, Av-
erage Data and Raw Spectra. The rst contains measurement quantities,
among others, radar reectivity. Average Data is identical to Proccessed
but averaged over user-selectable time interval (>10 s), whereas Raw Spec-
tra gives Doppler spectra densities without any correction. In this study
the Raw Spectra data were used, with a time interval of 60 seconds. Data
were autmatically processed by a noise suppression procedure (Adirosi et al.,
2016), by the methodologies of Kneifel et al. (2011) and Maahn and Kollias
(2012) and by an attenuation correction (Peters et al., 2010).
Data were stored in a laptop connected to the MRR and sheltered inside
the container (Figure 3.4), from which it is possible to manage the radar. At
the end of the Italian expedition in Antarctica at MZS, that lasts typically
from November to February each year, the annual data are taken to Italy and
then analyzed. This is because, at the moment, bandwidth of the internet
connection from that remote place, does not allow such large les be sent via
web.
The MRR data are originally in ASCII format, by Maahn and Kollias
(2012) procedure they are converted into netCDF format, which permits
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Fig. 3.4: Control computer of Micro Rain Radar at MZS (on left). White
box in the middle is the Junction Box. It is used to pass through the com-
munication between the PC and the RCPD (Radar control and processing
device and transceiver) mounted on MRR dish.
storing measurements in the forms of arrays. One Average le each day is
produced by MRR, containing information about time and heights as well
as radar quantities. Among the latter, Ze data and spectral reectivity with
respect to velocity were considered in this thesis. The former is organized
as a matrix composed by 31×1440 elements, each of them representing an
eective reectivity value in dBz. The range gates considered were 31 as the
ground one is not included. The second and third ranges were composed by
zero values and then eliminated, instead the last gate was evaluated inas-
much had a sucient signal to noise ratio. The number 1440 refers to the
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number of the minutes in a day. The spectral reectivity was represented by
a three-dimensional matrix (192×31×1440) and expressed in mm6/m3. 192
stands for the hydrometeor velocity ranges calculated using the de-aliasing
procedure of Maahn and Kollias (2012).
By a specic Matlab script, data from two Italian Antarctic expeditions
(32nd and 33rd) were analyzed in this work, covering two southern summers,
specically from November 2016 to February 2017 and from November 2017
to February 2018. Browsing MRR Ze measurements, 22 precipitation days
were identied (more than 1 hour of precipitation at the lower MRR level).
The use of radar to identify these events was fundamental since other instru-
ments (e.g. disdrometer, bucket rain gauge) fail in this task because, being
located near the terrain and observing phenomena at ground level, they are
heavily aected by blowing snow eect, a well-know feature of Antarctic
climate, that can produces phantom precipitation.
With the purpose of characterizing the falling hydrometeors at MZS, ex-
ploiting the backscattering dierence behavior between the hydrometeors,
the eective reectivity from MRR was also compared with a simultaneous
and simulated Ze in which Parsivel data and backscattering methods were
used. This methodology is described in section 3.2.3.
As extensively discussed in section 2.1.7, clumping process is the growth
mechanism by which an ice crystal can capture other solid particles. In
this circumstance, a key role is played by the fall speed of the hydrometeors.
Generally, a high spread of such speeds among falling particles during precip-
itation results in favoring clumping. In fact, supposing two colliding particles
with a small falling velocity dierence, this would imply an extended inter-
action time. During this time other factors (e.g. air motions, wind) could
distance the two ice crystals resulting in a non-clumping collision. The cir-
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cumstance is completely opposed in a high speed dierence situation, where
the collision has much of chance to determine an aggregate particle. So, in
order to qualitatively analyze the hydrometeor speed spread during a precip-
itation event and to account for turbulence eects due to windy conditions,
the spectral reectivity with respect to velocity was considered in the follow-
ing analysis.
3.1.2 Parsivel disdrometer
The measurement of size and velocity of falling particles is a challenging and
essential task for the scientic community. Dierent techniques (e.g. impact,
imaging, scattering, optical) are described in the literature and have been
experimented over the years. Each technique gives advantages and drawbacks
that must be carefully evaluated on the basis of the observed precipitation
type.
The Particle Size and Velocity (hereafter Parsivel) is an optical disdrom-
eter produced by OTT GmbH, for simultaneous measurements of size and
fall velocities of the hydrometeors. It is easy to handle, robust and low cost,
hence could be used extensively in a disdrometer network in order to investi-
gate the small scale variability of precipitation (Löer-Mang and Joss, 2000).
The observations are carried out using a sensor head that was developed for
this particular purpose (OTT, 2017b). It consists of a sensor that produces
a horizontal strip of light. The light-sheet has a size of 30 mm wide, 1 mm
high and 180 mm long, producing a horizontal sampling area of 54 cm2 and
this is done by a 780 nm laser diode with a power of 3 mW (Löer-Mang
and Blahak, 2001). The transmitter focuses the light sheet on a single photo
diode included in the receiver.
The Parsivel functional principle is quite simple (Figure 3.5). In the
60
Fig. 3.5: Functional principle of Parsivel. Source:OTT (2017b).
absence of particles the receiver produces the maximum voltage signal (5
Volt) from the sensor output. When a hydrometeor falls crossing the laser
beam, it produces a decrease of the output voltage due to the light extinction.
By the amplitude of the voltage decrease, particle size can be measured as
well as the duration of signal deviation allows an estimate of particle velocity
by assuming a xed relationship between the horizontal and the vertical
dimensions. The signal starts with the particle entering the light sheet and
ends when the particle has completely exited the light sheet. The distance
of inuence of a particle is given by the light sheet thickness of 1 mm plus
the particle diameter (Löer-Mang and Joss, 2000). The modication of
the signal due to small/large particle is depicted, as schematic example, in
Figure 3.6.
A spherical/spheroidal particle shape is assumed for the particle, so the
diameter corresponds to the width of the maximum blocked area (Löer-
Mang and Joss, 2000). The Parsivel size and drop retrieval concept has been
tuned to raindrops (Battaglia et al., 2010). Indicating with D the particle
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TABLE 1. Specifications of the optical disdrometer.
Sensor head
Size
Weight
Laser diode wavelength
power
Light sheet size
Measuring area
Measuring range diameter
velocity
d 5 225 mm, h 5 200 mm
5 kg
780 nm
3 mW
30 mm 3 1 mm 3 160 mm
48 cm2
0.3–30 mm (0.1–10 mm)
0.1–20 m s21
Electronics
Size
Weight
Power supply
Power consumption
A/D–Converter resolution
sample rate
Memory capacity (internal)
Access, interface
250 mm 3 260 mm 3 150 mm
5 kg
10–40 V DC or 100–230 V AC
10 W
12 bit
50 3 103 s21
1 month of rain
PC via RS 232
FIG. 1. Signals of particles falling through the light sheet. (a) Small
and large particles, (b) raw signal from the sensor, and (c) inverted
and amplified signal after thresholding for measuring purposes.
be obtained. This information is useful for ‘‘present
weather sensors’’ and for interpreting results from
weather radar systems in wintertime, especially in
alpine regions, where hydrometeors in the radar vol-
ume usually consist of snow.
Section 2 describes the instrument: general attributes,
the optical part of the sensor, the sensor housing, the
data analysis, and the accuracy achieved. In section 3
results from field operations are presented and compared
with data from other instruments. Finally, ideas for the
future, instrumental development, and planned appli-
cations are outlined in section 4.
2. Measuring system
a. Attributes of the instrument
The disdrometer consists of an optical sensor within
a housing and some appropriate electronics including
solid state memory, which allows at least one month’s
recording of rain data. Attributes of the instrument are
summarized in Table 1. The following sections explain
the measuring system in more detail.
b. Optical sensor
The basis of the instrument is a commercially avail-
able sensor, producing a horizontal sheet of light (30
mm wide and 1 mm high, 160 mm long). The light sheet
is produced by a 780-nm laser diode with a power of
3 mW. In the receiver the light sheet is focused onto a
single photodiode. The transmitter and receiver are
mounted in a housing for protection (see section 2c). In
the absence of drops the receiver produces a 5-V signal
at the output of the sensor. Particles passing through the
light sheet cause a decrease of this signal by extinction
and therefore a short reduction of the voltage. The volt-
age decrease depends linearly on the fraction of the light
sheet blocked. Figure 1 (upper part) schematically
shows the signals of two particles of different size. The
amplitude of the signal deviation is a measure of particle
size, the duration of the signal allows an estimate of
particle velocity. An appropriate concept to detect the
start and the end of a signal is implemented in the soft-
ware.
Geometrical considerations show that the effective
width of the light sheet depends on the particle size. To
be completely in the light sheet, larger particles have a
smaller region in horizontal direction. Therefore, to es-
timate concentration, the effective width for each par-
ticle is taken into account.
c. Sensor housing
Two different protections have been tested. At first,
a housing (Fig. 2a) of a shape similar to a Hellmann
rain gauge was analyzed for the rain measurements.
Then, for snow measurements a tunnel-like housing was
used (Fig. 2b).
The Hellmann housing has been tested; for example,
the effects of wind were investigated in great detail by
Nespor (1998). Furthermore, the Hellmann housing has
a rather small outside dimension, producing a minimum
of disturbance for rain, though only at vertical incidence.
Fig. 3.6: Signal modication due to falling of large/small particle (upper
plate); related raw signal outputs (middle plate); inverted and amplied
signal (lower plate). So rce: Lö r-M ng and Jos (2000).
diameter, hydrometeors with D<1 mm are assumed to be spherical, so with
an axis ratio (dened as the ratio betwee igh and width) equal to 1. In
particles in the r nge fr m 1 to 5 mm, the assum d axis ratio varies linearly
from 1 to 1.3 (Yuter et al., 2006) a d are assumed to be horizontally oriented
oblate spheroids (Battaglia et al., 2010). For drops larger than 5 mm, the axis
ratio is set to 0.7 (Tokay e al., 2014). Gen rally, rain d ops are assumed to
be symmetric in the horizont l plane. Moreover, becaus of the possibility for
two particles to be in the laser beam at the same time, a correction is applied
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to estimate the correct concentration of drops (Löer-Mang and Joss, 2000).
In the case of moderate rain, typically, the juxtaposition of particles is not
a problem, whereas in heavy rain or rain with a large number of drops, that
could be an important issue and hence the correction has to be applied.
The size and fall speed for every particle detected over the measuring
period are tabulated in an array whose dimensions are the number of size bins
by the number of fall speed bins (Yuter et al., 2006). Parsivel can measure
sizes up to about 26 mm and uses 32 size bins of dierent widths, ranging
from 0.125 and 3 mm. The lowest two size classes are not used at all because
of their low signal to noise ratio (Chen et al., 2011). So, the observations
starts at the third size bin (0.25 mm). Small drops are hence dependably
detected, representing an important feature in the investigation of scavenging
and chemical eects of precipitation (Löer-Mang and Joss, 2000). Also the
velocity is sorted into 32 speed classes, ranging from 0.05 to 20 m/s, with
dierent bin widths ranging from 0.1 to 3.2 m/s. Thanks to this velocity-
dimension array and exploiting the characteristic size-speed relationships for
dierent hydrometeors (e.g. Gunn and Kinzer (1949); Locatelli and Hobbs
(1974)), Parsivel can be used as present weather sensor. Each hydrometeor
class occupies a dened position in the size-velocity matrix (see an example
in Figure 3.7). Particles are categorized as: drizzle, drizzle with rain, rain,
rain and drizzle with snow, snow, snow grains, soft hail and hail.
From its size-velocity array, the Parsivel reconstructs the drop size dis-
tribution or particle size distribution in case of solid precipitation (see sec-
tion 2.1.9). Parsivel accumulates the concentration of hydrometeors (i.e.
n(D, v)ij) per diameter and fall velocity class over a predened sampling
time for each diameter size interval i and fall velocity interval j. Then, the
instrument converts the number concentration for each bin, that is counted
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FIG. 9. Schematic concept for using velocity and size information to detect the different types
of hydrometeors.
radar measured 100 m above ground level. The results
of the disdrometers agree well with each other, but
sometimes there is a discrepancy of up to 5 dB of the
values measured with radar. The difference may be
caused by some wetness of the snow or even more by
changes of the particle type. First estimations have
shown that the use of different mass–size relations (re-
lated to different particle types) has a strong influence
on the radar reflectivity derived from particle size dis-
tributions. For a single size distribution, variations of
up to 20 dB are possible. Obviously there is a need for
additional research on how to derive radar reflectivity
factors for snowflakes.
4. Summary and future development
An optical disdrometer was presented and results
from rain and snow were compared with data from a
Joss–Waldvogel disdrometer, a Hellmann rain gauge,
and a particle spectrometer. The overall agreement is
good.
The error in determining size in the whole range does
not exceed 6100 mm plus 65%. This was verified when
comparing drop concentration in the 20 size classes of
the Joss–Waldvogel disdrometer. These error limits are
expected to also be valid for size classes above those
recognized by the Joss–Waldvogel disdrometer. For the
velocity measurements, the error for the smallest drops
(0.3 mm) yields values of 25% and goes down to 10%
for the largest drops (5 mm). For daily rain sums the
standard deviation between instruments is around 10%.
Future work may include aspects of instrumental im-
provement as well as the application of the instrument
to obtain information on the precipitation process.
1) Instrumental work:
R investigate the value of the velocity information
to identify and eliminate edge effects,
R estimate effects of drops splashing on the housing,
and
R test a modified sensor to extend the measuring
range toward small drizzle drops.
2) Applications:
R collect more experience in measuring rain and
snow,
R make use of the combined velocity–size infor-
mation for detecting the type of hydrometeor (see
Fig. 9),
R analyze strong precipitation events and deduce a
measure for soil erosion by large raindrops, and
R investigate the representativity of point measure-
ments by combining the results of a number of
identical instruments operated simultaneously.
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Fig. 3.7: Semplied hydrometeors classication based on size and velocity
values. X-axis particle dimension (mm), y-axis particle speed (m/s). Source:
Löer-Mang and Joss (2000).
by area and time, to a volume distributio (Löer-Mang and Blahak, 2001)
by the following equation:
N(D, v)ij(mm
−1m−3) =
∑
ij
106n(D, v)ij
180mm(30mm− 0.5Di)vj∆Di∆t
(3.12)
where the time span is represented by ∆t, ∆Di is the w dth of the i
th di-
ameter bin, vj the terminal fall velocity of class j
th, whereas oth r terms
at denominator stand for sampling measuring area. Then, for each diame-
ter class, number concentrations are summed over all the velocity classes in
order to obtain N(D)i. In addition, as the Micro Rain Radar, Parsivel pro-
vides the radar reectivity factor Z and the precipitation rate R, and some
other information as kinetic energy and visibility that can be obtained from
Parsivel software. In particular, in an identical manner as MRR (see equa-
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tions 3.9 and 3.10), the Parsivel achieves Z and R through the integration of
particle size distribution and considering a power of hydrometeor diameter.
Actually, in the case of Parsivel, in order to calculate the reectivity, this can
be evaluated as a sum over discrete quantities as:
Z = 10log10
∑
i
N(D)iD
6
i∆Di (3.13)
here Di and ∆Di represents the mean diameter and the width of the i
th
diameter bin, whereas N(D)i stands for binned particle size distribution.
According to OTT (2017b), Parsivel would achieve an accuracy rate of
± 5% in the rain events, whereas ± 20% is indicated for solid precipitation.
Some intrinsic limitations of measuring principle, indeed, aect the measure-
ments. One is the passing of multiple particles in the laser beam that is taken
into account and corrected by a statistical procedure. Also marginal falling
hydrometeors, namely those particles that enter partially into the light sheet
or falling in proximity of the light sheet borders, represent a persistent prob-
lem, since such particles are considered by Parsivel as having smaller size
and smaller fall velocities (Battaglia et al., 2010). A recent version of the
instrument (i.e. Parsivel 2) seems to have overcome this issue thanks to the
addition of two photo diodes that detect margin fallers and then discard them
from the count. A lack of accuracy of the Parsivel measurements is reported
in case of solid precipitations and high-speed wind. Both these conditions are
peculiar features of harsh and cold climatic region like Antarctica. The solid
precipitation issue is deeply discussed in Löer-Mang and Joss (2000) and in
Battaglia et al. (2010), whereas Parsivel measurements in case of hurricane
and thunderstorms are described in Friedrich et al. (2013a,b).
According to Löer-Mang and Joss (2000), Parsivel provides an estimate
of the size and velocity of snowakes although, as aforementioned, in the case
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area [Eq. (2)] becomes 2A 3 h (i.e., the area of a rect-
angle).
The PARSIVEL signal, which is the reduction of the
output voltage, is directly related to the shadowed area.
The shadowed area is converted to the PARSIVEL
size DPAReq , assuming an oblate spheroid of volume
4/3pA2B (B 5 arA). Accordingly, D
PAR
eq is computed via
DPAReq 5 2Aa
1/3
r 5 2Ba
2/3
r . Using this, Eq. (2) is inverted
to compute DPAReq . Snowflakes may, however, have rather
complicate shapes. Relations between cross section and
equivolume diameter for a sphere and a rectangle are
given in Fig. 5 along with the relation used by PARSIVEL.
We can conclude that, for arbitrary particles, the only
dependable variable measured by PARSIVEL is the
maximum shadowed area of the particle, which can be
retrieved from the shown PARSIVEL size by revers-
ing the arrows in Fig. 5. Which size parameters can
we retrieve from the maximum shadowed area? As an
FIG. 3. (left) 2-DVD front view of a large snowflakes. (right) Simulated PARSIVEL-shadowed
area with around 80 samples (crosses) as a function of time (vertical axis).
FIG. 4. (a) Schematic diagram of a small and a large spheroidal particle shadowing the 1-mm-thick
PARSIVEL beam. (b) Schematic measuring example for a snowflake.
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Fig. 3.8: Parsivel snowake measuring example. WHD stands for widest
horizontal dimension. Source: Battaglia et al. (2010).
of snow the particles are assumed to be spherical and the mean hydrome-
teor velocity is calculated assuming this shape, so with a xed relationship
between horizontal and vertical dimensions. Moreover, the particle size is
assumed to be the maximum horizontal dimension of the snowake seen by
the instrument. The assumption of spherical shape, for ice particles, is obvi-
ously not true due to their irregularity and variety of habits, as highlighted
in section 2.1.6. But as a consequence of the lack of proper empirical and
theoretical relations, this assumption is currently used as a primary esti-
mation (Löer-Mang and Blahak, 2001). Battaglia et al. (2010) point out
that the main shortcoming of the instrument lies in the fact that Parsivel
measures only one size of the particle, which is approximately equal to the
widest horizontal dimension (especially in the case of large snowakes) and
that has no microphysical meaning. Hence, instead of gauging the real size
of the particle, the Parsivel returns the widest horizontal dimensions of the
hydrometeor (see Figure 3.8) during its falling across the light sheet with
an error less than or equal to 20% (Molthan et al., 2016). This, as already
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mentioned, is reected in velocity derivation as vertical dimension is pre-
sumed from the horizontal one. Moreover, Parsivel seems to overestimate
the number of small snowakes whereas large particles would be underesti-
mated when compared to other disdrometers (Battaglia et al., 2010). Despite
such considerations and the intrinsic limits of the instrument, Parsivel has
been used in several studies of solid particle observations (e.g. Löer-Mang
and Joss 2000; Löer-Mang and Blahak 2001; Yuter et al. 2006; Chen et al.
2011; Skofronick-Jackson et al. 2015; Molthan et al. 2016) with good results
and in accordance with comparing instruments. In fact, as underlined by
Löer-Mang and Blahak (2001), measuring size and velocity distributions
over an averaging time rather than looking at each individual particle, the
Parsivel lack of accuracy, due to the inuence of the irregular shapes, can be
reduced.
Friedrich et al. (2013a) investigated the eects of wind speed and wind
direction on Parsivel measurement accuracy, examining data from several dis-
drometers deployed during Hurricane Ike in 2008 and during some convective
thunderstorms throughout the Vortex2 experiment. While they have noticed
an overestimation in number concentration of medium and large particles
only during the hurricane, they also found out a peculiar feature of Par-
sivel measurements, that appeared in high-speed wind conditions. In fact,
they recognized an artifact in disdrometer observations that consists of a
large number concentration of raindrops with large diameters (>5mm) and
unrealistically low fall velocities (<1-2 ms−1) and called it the wind eect.
Indeed, in the presence of wind, the trajectories of the particles deviate from
the vertical terminal fall to a slanted path (see Figure 3.9). Hence the particle
motion results in the sum of air ux and the particle fall velocity and, more-
over, in these conditions, the drops could be canted and distorted changing
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particle velocity with the assumption that the particles
are spheres (Fig. 1 in L€offler-Mang and Joss 2000). The
size and fall velocity of each particle are sorted into
32 velocity classes ranging from 0.05 to 20 m s21 and 32
particle size classes ranging from 0.062 to 24.5 mm. Note
that the instruments used in the study were not able
to resolve the lowest two classes (i.e., size classes only
ranged from 0.312 to 24.5 mm). The class width is finer
for smaller and medium-sized particles and broadens
for larger particles (Table A1 in Yuter et al. 2006). The
instrument accumulates the number of particles per di-
ameter and fall velocity class over a predefined time res-
olution ranging from 10 to 3600 s. A detailed description
and specifications of the instrument’s hardware and data
analysis are found in L€offler-Mang and Joss (2000),
L€offler-Mang and Blahak (2001), Yuter et al. (2006),
and references within. A short description of the
calculation of the moments of the DSD can be found
in appendix A. For strong rain and for rain with a
large number of drops a correction function is also
applied, which calculates the estimated real number
concentration (Raasch and Umhauer 1984). L€offler-
Mang and Joss (2000) estimated the probabilities of
coincidence to be about 5% for an extreme convec-
tive shower (with size distribution parameter N0 5
1400 m23 mm21 and rain rate of 300 mm h21) and 10%
FIG. 1. (a) Stationary and (b) articulating disdrometers deployed during VORTEX2 2010. In (b), motors rotate the
articulating disdrometer sampling area into the wind based on measurements from the anemometer.
FIG. 2. Schematic showing the measurement principle of a PARSIVEL disdrometer under (a) no wind and
(b) windy conditions. In (a), particle motion is equal to the fall velocity when there is no air motion. The particle
motion is indicated by gray arrow; particles are indicated by gray filled circles. In (b), during windy conditions,
particle motion is the sum of air motion and the particle fall velocity. The measurement principle under no-wind
conditions is schematically illustrated in Fig. 1 in L€offler-Mang and Joss (2000).
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Fig. 3.9: Schemating portay l of Parsivel measurement principle in case of o
wind (left hand side) and windy atmpospheric conditions (righ hand side).
Gray arraw stands for particle motion. During windy conditions that is the
sum of air motion and particle fall velocity. Source: Friedrich et al. (2013a).
particle shapes. Therefore, in such situations, the Parsivel retrieval seems to
fail to identify particles in the correct way, producing this artifact. To im-
prove the accuracy of the Parsivel observations in strong winds, some studies
have suggested to orient the sampling area of the instrument perpendicular
to the wind direction (e.g. Bradley and Stow 1975; Griths 1975) and also
the manufacturer recommends deploying the instrument with its long axis
perpendicular to the wind. The validity of this suggestion is also conrmed
by the results in Friedrich et al. (2013a). In fact, the artifact noticed dur-
ing high wind conditions by stationary disdrometers, was not detected by
articulated instruments (Figure 3.10). The latter are disdrometers, designed
by University of Florida, in which Parsivel is coupled with an anemometer.
Exploiting wind direction observations, the articulating system continuously
aligns the disdrometer sampling area to the air ux, in order to keep the
Parsivel light sheet always perpendicular to the particle trajectories. The
absence of the artifact in such instruments means that the spurious parti-
cles, observed by stationary disdrometers, are related to particle falling at
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particle velocity with the assumption that the particles
are spheres (Fig. 1 in L€offler-Mang and Joss 2000). The
size and fall velocity of each particle are sorted into
32 velocity classes ranging from 0.05 to 20 m s21 and 32
particle size classes ranging from 0.062 to 24.5 mm. Note
that the instruments used in the study were not able
to resolve the lowest two classes (i.e., size classes only
ranged from 0.312 to 24.5 mm). The class width is finer
for smaller and medium-sized particles and broadens
for larger particles (Table A1 in Yuter et al. 2006). The
instrument accumulates the number of particles per di-
ameter and fall velocity class over a predefined time res-
olution ranging from 10 to 3600 s. A detailed description
and specifications of the instrument’s hardware and data
analysis are found in L€offler-Mang and Joss (2000),
L€offler-Mang and Blahak (2001), Yuter et al. (2006),
and references within. A short description of the
calculation of the moments of the DSD can be found
in appendix A. For strong rain and for rain with a
large number of drops a correction function is also
applied, which calculates the estimated real number
concentration (Raasch and Umhauer 1984). L€offler-
Mang and Joss (2000) estimated the probabilities of
coincidence to be about 5% for an extreme convec-
tive shower (with size distribution parameter N0 5
1400 m23 mm21 and rain rate of 300 mm h21) and 10%
FIG. 1. (a) Stationary and (b) articulating disdrometers deployed during VORTEX2 2010. In (b), motors rotate the
articulating disdrometer sampling area into the wind based on measurements from the anemometer.
FIG. 2. Schematic showing the measurement principle of a PARSIVEL disdrometer under (a) no wind and
(b) windy conditions. In (a), particle motion is equal to the fall velocity when there is no air motion. The particle
motion is indicated by gray arrow; particles are indicated by gray filled circles. In (b), during windy conditions,
particle motion is the sum of air motion and the particle fall velocity. The measurement principle under no-wind
conditions is schematically illustrated in Fig. 1 in L€offler-Mang and Joss (2000).
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Fig. 3.10: Classical stationary Parsivel disdrometer (left hand side) and ar-
ticulating disdrometer (right hand side). The latter, thanks to the coupled
anemometer, is able to continuonsly orient Parsivel sampling area perpen-
dicular respect to the wind. Source: Friedrich et al. (2013a).
an angle through the sampling area and this hypothesis is also proved by
laboratory experiments carried out in the same research.
Parsivel Data at MZS
The disdrometer was install n Novemb r 2016 at Mario Zuccheli st tion
during the 32nd Italian Antarctic expedition on the roof of a logistic container
at 6 meters of height a.s.l. (Figure 3.11) as part of the APP-PNRA project. It
has collected observations of two Austral summertime during 2016-2018 and,
right now, is measuring data for the rst time during the whole Antarctic
year. The Parsivel was arranged with its long axis in direction north-south,
hence its measurement area would be appropriate to observed particles in case
of wind blowing from east or west, basing on the research illustrated above.
Therefore, the strong katabatic wind aecting MZS that blows predominately
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Fig. 3.11: Parsivel at Mario Zucchelli on the roof of a logistic container.
from the west or north-east, as reported in section 1.2, seems to be correctly
taken into account. However, in case of barrier wind that typically comes
from 180◦-240◦ the Parsivel retrieval could be more dicult.
The disdrometer was set with a temporal resolution of 60 seconds, there-
fore the instrument provides a single averaged measurements each minute in
order to satisfy literature suggestions regarding solid hydrometeor observa-
tion as previously described.
Parsivel is controlled and managed by a PC sheltered into the logistic
container (see Figure 3.4, right hand side). The disdrometer is equipped
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Fig. 3.12: Data tab of Parsivel application software ASDO. Source: OTT
(2017a).
with an RS-485 interface and common PC's use standard RS-232 or USB
interfaces, so the instrument is connected to the PC through a corresponding
interface adapter.
OTT manufacturer provides an application software called ASDO to con-
gure the Parsivel, read out and display the data, and also to manage the
instrument remotely. An example of data tab screenshot of the software is
presented in Figure 3.12. On the left side an icon representing the current
weather is depicted along with hour, time and the particle type detected
by the instrument. Just below, the current status tab displays all dynamic
parameters and associated current values. On the right, the precipitation
spectrograph (i.e. the size-velocity matrix) is shown. The x-axis is subdi-
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vided into the 32 diameter classes and the y-axis into the 32 velocity bins.
The black-curve represents the size-speed relation by Gunn and Kinzer (1949)
and it is depicted as reference. As it is well known, Parsivel determines the
diameter and speed of each particle passing across its light beam and the
ASDO software classies such particle in the matrix according to the mea-
surement. The number of the detected particle is represented by the colors of
the matrix. The last plot at the bottom of the screenshot represents the mea-
surements (e.g. intensity of precipitation) in the time sequence. Moreover,
ASDO stores data in the database producing the so-called Parsivel telegram
every minute whose components are chosen by the user and which is written
in a database text le. As an example, a telegram line of data from MZS
(during a non precipitating day) is reported in order to explain what type of
information and measurements are stored in.
02/02/2017;12:56:00;0.000;84.76;-9.999;9999;0;3;5836;23.9;0.06
<SPECTRUM>ZERO</SPECTRUM>
The explanation of telegram values is provided in Table 3.2. In case of
precipitation detected by the instrument in place of ZERO, 1024 values are
reported, representing the number of particles for each size-speed bin. It
should be underlined that some quantities measured by Parsivel are not cor-
rected in solid precipitation and have to be discarded. In fact, since the
instrument assumes a spherical shape of the falling particles, measurements
as rain intensity, rain accumulated as well as radar reectivity are worthless
in data analysis.
In this dissertation, Parsivel observations ranging from 22 November 2016
to 9 February 2017 and from 11 November 2017 to 31 January 2018 at MZS
were examined, by the use of a dedicate Matlab script. Particle size distribu-
tions collected during these summer seasons were obtained and compared in
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02/02/2017 Date
12:56:00 Time
0.000 Rain intensity (mm/h)
84.76 Rain amount accumulated (mm)
-9.999 Radar reectivity (dBz)
9999 MOR visibility in the precipitation
0 Number of detected particles
3 Temperature in the sensor (◦C)
5836 Signal amplitude of laser strip
23.9 Power supply voltage (V)
0.06 Heating current (A)
ZERO 32× 32 matrix of all particle detected
Table 3.2: Explanation of Parsivel telegram data.
order to infer a microphysical characterization of precipitation. In addition,
even precipitation spectrographs of the two considered period were evaluated
with the purpose of detecting similarities and dierences. As said previously,
22 precipitation days have been identied by MRR data. PSD of these days
have been used to calculate a simulated Ze, then compared with Ze measured
by MRR in order to discriminate hydrometeors falling at MZS (methodology
is introduced in section 3.2.3). Moreover, products as PSD, precipitation
spectrograph as well as probability density function of maximum diameter
have been employed to deeply investigate precipitation day and to nd out
some peculiar features, especially linked to the wind presence. Finally, the
total amount of snow fall during each expedition was computed using Par-
sivel observations by the snowfall rate value calculated through the following
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formula:
SR =
1
A∆T
N∑
i=1
ρsnow(Di)
ρice
Vini (3.14)
where i represents the diameter class, ni stands for the particles number of
particles in the ith class, A is the area of measurement, ∆T is the integration
time in seconds, where as D and V are, respectively, the particle diameter
and volume. The latter was obtained by V = (π/6)D3. The ice density
value is 0.917 g/cm3, while the snow density, that depend on diameter by
the well-know power law relationship (see section 2.1.8), was calculated using
a literature relation (e.g. Brandes et al. 2007).
3.1.3 Ancillary measurements
In addition to measurements of the MRR and the Parsivel, also classical
meteorological parameters have been evaluated. The Osservatorio Meteo
Climatologico Italiano in Antartide, a PNRA project, manages and operates
a network of 31 automatic weather stations positioned at Terra Nova Bay,
over the Antarctic Plateau and near the French-Italian permanent station
located at Dome C (Figure 3.13). Among these, the automatic station called
Eneide (74◦41'45S, 164◦05'32E, 92 m a.s.l.) was chosen as representative of
MZS meteorological situation, being the closest one to the research station
(i.e. few hundred meters). Eneide (Figure 3.14) was installed on 7 January
1987, as the rst of the network, and is equipped with a Vaisala Milos 500
sensor that provides temperature, humidity, atmospheric pressure as well
as wind speed and direction (the anemometer is mounted over a 10 meters
mast), and with a Kipp and Zonen pyrometer sensor giving a measure of
solar radiation (Grigioni et al., 2016). The station is powered by 12 batteries
and 4 solar panels and stores data in a memory card, sends each minute
meteorological values via satellite connection to ENEA (in Italy) and to
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Fig. 3.13: Automatic weather stations network (red dots) of Osservatorio
Meteo Climatologico Italiano in Antartide. Source: climantartide.it
Italian research stations in Antarctica.
Data are also wrapped into a text le and, for this thesis, were read
trough a Matlab script. Among all the meteorological parameters, wind
velocity and direction have been considered and analyzed in order to infer
a possible relationship with Parsivel measurements during the 22 snow days
identied.
3.2 Methods
An accurate representation of the electromagnetic behavior of precipitation
particles requires modeling of realist complex geometry and a numerically
ecient technique to calculate averaged scattering properties over multiple
random target orientations (Fenni et al., 2018). Moreover, detailed electro-
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Fig. 3.14: The Eneide automatic weather station. Source: climantartide.it
magnetic models for ice crystals are necessary for calculating radar reecivity
as the latter depends on backscattering cross section linked to size, mass and
distribution of mass within the crystal (Botta et al., 2013). The methods
to model snow scattering properties at microwave frequencies can be divided
into structurally explicit and implicit techniques. The former determine scat-
tering and backscattering cross section assuming full knowledge of a given
snow particle structures and such calculation are computationally expensive
and time consuming. The implicit techniques model equivalent particles with
variable mass, bulk density and aspect ratio according to an eective-medium
approximation. It is highly desirable to nd a reasonable agreement between
model ice crystal cross sections using both methods (Honeyager et al., 2016).
Two scattering computation methods were investigated in this thesis in
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order to explore the response of ice crystals to electromagnetic radiation at
24 GHz (K-band, the MRR operational frequency) and to obtain scattering
properties of ice/snow particles: an explicit technique, the Discrete Dipole
Approximation (DDA) and an implicit one, namely the T-matrix method
(TMM). T-matrix is a powerful exact technique for computing light scat-
tering by non-spherical particles based on numerical solutions of Maxwell's
equations (Mishchenko and Travis, 1998). While in T-Matrix ice/snow par-
ticles are approximated as soft-spheroid, in DDA the complex geometry of
each particle is electromagnetically represented by a distribution of polariz-
able points, yielding to an accurate scattering properties of particles (Kuo
et al., 2016). Hence DDA is able to take into account the complexity of snow,
but large computation time is required.
3.2.1 Discrete Dipole Approximation
Overview
The discrete dipole approximation is a numerical technique for the calcula-
tion of the scattering and absorption properties of arbitrary shaped particles
(Liou and Yang, 2016). Exact solutions to Maxwell's equations are known
only for special geometries such as spheres, spheroids or innite cylinders, so
approximated methods are typically required and DDA belongs to this cate-
gory. In DeVoe (1964) this method was rst proposed for studying the optical
properties of various particles, especially molecular aggregates. Then, Purcell
and Pennypacker (1973) introduced DDA to study interstellar dust grains.
The common use for scattering calculations of DDA was nally presented by
Draine (1988) and Draine and Flatau (1994).
In DDA the target objects are approximated as arrays of polarizable
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dipole elements (dipoles) that are on the cubic lattices. These polarizable
points acquire dipole moments via their response to the local electric eld and
the electric eld of the surrounding points (Nowell et al., 2013). To approx-
imate a homogeneous medium, the spacing d of the dipoles must be small
enough compared to the incoming electromagnetic wavelength, specically
|m|d << λ, where λ is the wavelength in the external medium (e.g., vac-
uum or air) and m is the complex relative index of refraction of the material
comprising the particle (Petty and Huang, 2010).
From a mathematical perspective, according to Draine and Flatau (1994),
the electromagnetic scattering problem has to be solved, as stated, for a
target that is represented by an array of N dipoles. Each jth dipole is located
at position rj and has a polarization as follow:
Pj = αjEj (3.15)
where αj is the polarizability and Ej is the electric eld at rj. Ej is the result
of two contributes, namely the incident electromagnetic wave Einc,j and the
contribution of the other dipoles as:
Ej = Einc,j −
∑
k 6=j
AjkPk (3.16)
here AjkPk stands for the electric eld at rj due to the dipole Pk at rk. The
matrix Ajk is a 3× 3 linear operator that maps the contribution of kth region
polarization vector to the local electric eld at region j (Ori, 2016). If Ajj is
dened as Ajj ≡ α−1, then the scattering problem is reduced to nding the
polarization Pj satisfying a system of 3N linear equations:
N∑
k=1
AjkPk = Einc,j (3.17)
This complex linear system can be solved by direct matrix inversion or via it-
erative methods. The most complete solution is obtained by matrix inversion
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but huge memory is needed, whereas iterative methods require less memory
but yield a solution for only one incident wave direction and polarization at
a time (Petty and Huang, 2010).
Once that has been solved for unknown polarizations Pj, then the scat-
tered eld can be compute in any position as well as the extinction and
absorption cross sections:
Cext =
4πk
|E0|2
N∑
j=1
Im(E∗inc,j ·Pj) (3.18)
Cabs =
4πk
|E0|2
N∑
j=1
{
Im[Pj · (α−1)∗P∗j ]−
2
3
k3|Pj|2
}
(3.19)
where k represents the wavenumber. Then the scattering cross section is
calculated as:
Csca = Cext − Cabs (3.20)
The processing time and memory requirements in order to solve and run
the DDA method are very expensive, and computational costs increase dra-
matically with particle size parameters, particle ner resolution, larger parti-
cles and higher frequencies. Moreover, according to Honeyager et al. (2016),
assuming fully random particle orientation, the DDA calculations must be
repeated over many possible orientations of the particle relative to the inci-
dent light beam in order to determine the scattering properties, and also
a large number of representative habits of the hydrometeors must to be
considered with the purpose of portraying the wide variability of natural
particles. Such tasks, evidently, require additional computational resources.
These are the reasons why a pre-completed, comprehensive and innovative
DDA database was used in this thesis, containing scattering properties for
realistically shaped snow particle models.
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The NASA DDA Database
Several recent DDA databases have been developed in order to perform stud-
ies and computations based on accurate scattering models (e.g.Liu 2008;
Botta et al. 2011; Tyynelä et al. 2011; Nowell et al. 2013; Tyynelä and Chan-
drasekar 2014; Ori et al. 2014; Leinonen and Szyrmer 2015; Lu et al. 2016),
and also to make available valuable tools to the scientic community. Among
these, the extensive database of scattering properties of simulated pristine
crystal and aggregate particles presented in Kuo et al. (2016) was chosen in
this thesis.
Four are the main reasons for this selection: rst, scattering properties in
the Kuo's database have been calculate also for the K-band frequency (the
same as the Micro Rain Radar) as opposed to the majority of the others
(e.g. Botta et al. 2011; Tyynelä et al. 2011; Tyynelä and Chandrasekar 2014;
Ori et al. 2014; Leinonen and Szyrmer 2015); second, the clear distinction
between pristine and aggregate ice particles; third, the huge number of real-
istic synthetic solid hydrometeors and their corresponding single-scattering
properties, namely more than 1000 for pristine and nearly 7000 for aggre-
gate, that make this database by far the most complete; fourth, the further
subdivision, beyond the main dierentiation, of the particles into dierent
hydrometeor habits for each main class.
As previously said, the NASA database provides the single-scattering pa-
rameters of individual and aggregate particles (see also section 2.1.6) that
are derived using the DDSCAT code. The latter is a Fortran code for calcu-
lating scattering and absorption of light by irregular particles and periodic
arrangement of irregular particles based on DDA method and developed by
Draine and Flatau (2008). In addition to those properties, also geometric
features of solid hydrometeros are given into the database that is freely and
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b. Aggregate snow particles
In situ microphysics probe observations indicate that
the habits of particles with sizes greater than ;500 mm
are predominantly aggregates of crystals (Field 2000;
Heymsfield et al. 2002; Heymsfield and Miloshevich
2003; Schmitt and Heymsfield 2014). Therefore, to
produce full distributions of snow particles representing
the diversity of observed habits, simulations of crystal
self-collection are performed to create aggregate snow
particles. In the current study, each aggregate is com-
posed of only pristine crystals from the same snowfake
growth simulation; that is, only crystals having one of the
nine habits are used to create any aggregate. The crystals
that are aggregated come from different growth stages
of the crystal growth simulation described in section 2a,
however. As a result, the component crystals in a given
aggregate will be of different sizes but will have the same
basic geometric structure.
The self-collection algorithm proceeds as follows.
First, a ‘‘collector’’ particle is randomly selected from
the growth history of a given pristine crystal. The col-
lector is rotated such that its axis of maximum moment
of inertia Imax is oriented parallel to the vertical di-
rection, and then the particle is rotated about this axis
by a random angle. Then, a ‘‘component’’ crystal from
the same crystal growth history is selected at random.
The Imax of the component crystal is also oriented ver-
tically, and the crystal is rotated about this axis by a
random angle, but the component particle undergoes
another rotation about an axis perpendicular to the
vertical axis (i.e., a random relative tilt angle). The rel-
ative tilt angle is assumed to be normally distributed
with zero mean and a standard deviation of 608, in an
attempt to simulate the fall orientations of the collector
and component particles in a turbulent environment.
The angular deflection is not applied to the collector
particle, because it is the relative difference in particle
tilt that is important. Note that this assumed distribution
of relative tilt angles is consistent with a particle median
canting angle of roughly 288 if the collector and com-
ponent particle canting are assumed to sum to the rel-
ative tilt and with a median canting angle of 408 if
canting of only one of the two particles contributes to
the relative tilt. Although lower canting angles are ex-
pected from theoretical considerations (see Klett 1995),
these canting angles are in the range reported by Garrett
et al. (2015), who used short-exposure photography to
derive the distributions of snow particle canting from
snow events in the Wasatch Mountains of Utah.
To simulate the joining of the collector and compo-
nent particles, both particles are first projected onto a
horizontal plane, and the centroids of the projections are
determined. The mean distances Dp of the projection
elements to each centroid are also obtained. Now, con-
sidering the collector particle, a random point in the
horizontal projection of the particle is determined, with
the distance between this random point and the pro-
jection centroid described by a normal distribution with
zero mean and a standard deviation proportional to Dp.
A corresponding point is similarly found in the hori-
zontal projection of the component particle. These two
points are aligned vertically, and the two particles are
then brought into contact in this alignment and joined.
The joined particle becomes the new collector particle.
A new component particle is then selected, and the
FIG. 2. (top) Pristine crystal types simulated using the snowfake algorithm [adapted from Gravner and Griffeath (2009)]. Beneath each
type are snapshots of the aggregation simulation that is based upon each crystal type.
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Fig. 3.15: Nine pristine habits of NASA database (rst row). Beneath,
snaphots f aggregation mechanism for each habit. Source: Kuo et al. (2016).
currently available online1.
Typically, in order to generate synthetic ice crystals, two dierent meth-
ods are us d: physical or empir cal. The former tries to mimic the natural
gro th by diusion of ice crystals in a cloud, whereas, in the latter, the
physical properties are taken from in-situ observation for each abits. In
the NASA database a physical method was used, since the simulation of indi-
vidual pristine ice crystals is based on Gravner and Grieath (2009), where a
3D model for snow-crystal growth, called "snowfake", is presented. Snowfake
is a computational lgorithm that escribes the diusion of vapor a the
subsequent freezing in hydrometeor formation and, moreover, va ying the
initial crystal seed as well as the environmental conditions (e.g. saturation
level) and other parameters, a large variety of crystal habits, that closely
resemble crystals found in nature, is achieved and explained in the paper.
Exploiting this work, the NASA database contains nine dierent crystal
pristine habits that are depicted in the upper row of Figure 3.15. The lat-
1https://storms.pps.eosdis.nasa.gov/storm/OpenSSP.jsp
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ter includes the fern dendrite, classic dendrite, dendrite with facets, simple
star dendrite, needle, three dendrite with broadening arms and a sandwich
plate. Kuo et al. (2016) specify that these pristine shapes are representa-
tive of the habits usually observed in growth regime at temperatures higher
than -20◦C. Moreover, it should be underlined that other common types of
ice crystals (e.g. rosettes, columns) are not included in this database, and
that, in particle synthetic growth, the riming processes are not considered,
so hydrometeors are limited to unrimed crystals.
Aggregate particles included in the database are composed only of pris-
tine crystals coming from the same particle shape, hence only one of the
nine habits is used to create an aggregate. This means that, for example, a
fern dendrite aggregate is made up of a pristine fern dendrite main particle,
which acts as "collector", and other smaller fern dendrite particles. Therefore
such collector catches randomly, with a probability that decreases exponen-
tially as a function of particle size, other hydrometeors of dierent sizes but
with the same basic geometric structure. The process, that is repeated it-
eratively until the aggregate reaches a liquid equivalent diameter of 3.1 mm
or a maximum xed numbers of components, is depicted in lower rows of
Figure 3.15. Although the self-collection method is heuristic, the properties
of the resulting snow particles are consistent with observations (Kuo et al.,
2016), showing also dierent relationships of mass versus maximum diame-
ter for each aggregate type. The same is also true for pristine particles. The
distribution of aggregates is assumed to be consistent with a median canting
angle2 of 28◦ and, although this values is slightly higher than those reported
2The axes of symmetry of the hydrometeors are tilted by the eect of falling and the
resulting angle between the minor axis and the vertical is known as the canting angle
(Dalgleish, 1989).
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in the literature, it is still in the range of canting angle observations.
Following this procedure for synthetic aggregate formation and adding
pristine particles, the database contains more than 8000 synthetic hydrome-
teors ranging from a minimum size of 260 µm to a maximum size of 14.26 mm
(both expressed as maximum dimension of the solid particles). In addition,
it should be considered that the limitation of large particle size is not due
to aggregation method but rather to the substantial computational memory
needed to calculate scattering properties.
Thirteen microwave frequencies, from 10 to 190 GHz, are investigated in
the database. The single-scattering properties are produced for the common
bands used by ground based or satellite based instruments for remote sensing
research including, for example, 89 and 165.5 GHz, namely the frequencies
of GPM Microwave Imager or 13.6 and 35.5 GHz for dual-frequency precip-
itation radar and also the K-band that is the operational band of the Micro
Rain Radar.
In the database, for each particle, dimension and single scattering pa-
rameters are provided (see Table 3.3, with the short description given by
the authors). For the calculations, ice particles were assumed to fall with
random orientation so that the hydrometeor response at each frequency is
averaged over 900 dierent particle orientations with the purpose to produce
representative parameters.
For the aims of this thesis, 18 NASA database les were downloaded from
the aforementioned website, containing responses of hydrometeors to K-band
electromagnetic beam. Nine les are representative of the nine pristine habits
and the same amount for aggregate particles. Then, with a suitable Matlab
code, these TSV3 les were processed and merged together in order to obtain
3TSV stands for Tab Separated Values, a simple text format les for storing data in a
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Variable Explanation
Dmax maximum dimension/diameter
RhoDmax snow density based on Dmax, ice mass of the particle divided
by the volume of a sphere with Dmax as its diameter
Qbk backscattering eciency
Qext extinction eciency
Qsca scattering eciency
Qabs absorption eciency
g asymmetry factor
PrjArea orientation-averaged projection area of the particle
SfcArea surface area of the particle
req−vol radius of a sphere having the same volume as the ice mass of
the particle
req−prj radius of a sphere having the same projection area as the
orientation-averaged projection area of the particle
req−sfc radius of a sphere having the same surface area as that of the
particle
Llx length of the shortest axis of a circumscribing ellipsoid of the
particle
Lly length of the intermediate axis of a circumscribing ellipsoid of
the particle
Llz length of the longest axis of a circumscribing ellipsoid of the
particle
Rhoelps snow density based on the circumscribing ellipsoid, ice mass
of the particle divided by the volume of the circumscribing
ellipsoid
Table 3.3: NASA database variables provided for each particle and their
explanation.
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two valuable databases: one that represents the single crystals variability of
solid precipitation, the other the aggregate variability. Both cover a wide
particle dimensional range.
To obtain a single backscattering cross section value for each of 32 Parsivel
size bins the procedure was carried out as follows: rst, backscattering cross
section was calculated for each particle of pristine and aggregate databases;
second, the databases were split into the 32 size bins based on Dmax (i.e. the
maximum dimension) of each particle since this dimension has been thought
to represent in the best way the "true" dimensions of hydrometeors at MZS,
being Antarctic falling particles relatively small and despite the uncertainties
expressed in section 3.1.2 about the size observed by Parsivel; third, the
values contained in the bins were averaged (or, randomly, one of those values
was selected) achieving 32 backscattering cross section values, that is one for
each Parsivel size bins.
Actually, obtaining backscattering cross section values from the NASA
database was quite challenging. In fact this variable of interest is not present
in Table 3.3. Therefore, the cross section was derived from the backscattering
eciency. As pointed out in section 2.2.5 and equation 2.45, Qb is related to
σb and the calculation seems to be rather straightforward. But understanding
what kind of particle dimension is represented by the term a in equation
2.45 was quite puzzling. In the literature, dierent ice particle dimensions
are used to attain backscattering cross section on the basis of the eciency.
Nowell et al. (2013), for instance, suggest to employ the radius of an equal
mass of the solid ice sphere, whereas the whole denominator of equation
2.45 means the projected area of a volume-equivalent sphere of the scattered
particles in Hong et al. (2009). Moreover, there is no mention of cross section
tabular structure.
85
calculation in Kuo et al. (2016) or in other papers using this database (e.g.
Leinonen et al. 2018). Therefore, in order to untangle this problem, several
backscattering cross sections were calculated using the dierent dimension
variables of the database (i.e. Dmax, P rjArea, SfcArea, req−vol, req−prj, req−sfc).
Then the results were compared with backscattering cross section values
supplied by another DDA database, the well-established research work of
Leinonen and Szyrmer (2015), with the aim to select the right dimension
variable to calculate σb by means of Kuo's database. The comparisons will
be showed in chapter 4.
Moreover, with the purpose of comparing the DDA scattering outputs
with the σb coming from the T-Matrix method, the density-size relationship
has been achieved from the NASA database, as well as the aspect ratio (i.e.
the ratio between vertical and horizontal dimensions) with respect to the
size. These two relations will be used as inputs of T-Matrix code in the
computation of backscattering cross sections.
3.2.2 T-Matrix
Overview
In many remote sensing applications, solid hydrometeors are approximated
as spherical or spheroidal shapes consisting of a mixture of air and ice. This
simplied model is commonly referred to as soft or uy sphere and have
reached a large popularity due to the associated scattering numerical method
such as the T-Matrix (Mishchenko et al., 1996), that allows to compute an
analytic solution within short computational time (Ori et al., 2014). Even
though this model is considered to be a source of error in dealing with scatter-
ing problems of solid particles, especially in comparison with more detailed
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models such as the DDA method (e.g. Kulie et al. 2010; Botta et al. 2011;
Tyynelä et al. 2011), it is widely used in the radar-meteorological scientic
community both for its rapidity, as mentioned above, and because spheroidal
model is a quite good approximation for raindrops. Mainly, the soft sphere
approach fails since it requires approximating even complex ice crystals as
having uniform density inside the particle, while in nature, as already dis-
cussed in section 2.1.8, the inner parts of a large snowakes are denser than
the outer ones.
In the scattering problems the incident and scattered electric elds can
be expanded in terms of suitable vector wave functions. According to Liou
and Yang (2016), the expansion coecients associated with the scattered
wave can be related to their counterparts for the incident wave through a
transmitting matrix, known as T-matrix, containing all the single scattering
characteristics of the corresponding scattering particle. A methodology to
compute the T-matrix was created by Waterman (1971), the so-called ex-
tended boundary condition method (EBCM), while Mishchenko and Travis
(1998) have implemented EBCM by a computational code to eciently cal-
culate the single scattering properties of a number of axially symmetric non-
spherical homogeneous particles such as cylinders, spheroids and Chebyshev
particles.
Typically the T-matrix method starts with expanding incident and scat-
tered elds in vector spherical harmonics as follows:
Ei(R) =
∞∑
n=1
∞∑
m=−n
[amnRgMmn(kR) + bmnRgNmn(kR)] (3.21)
Es(R) =
∞∑
n=1
∞∑
m=−n
[pmnMmn(kR) + qmnNmn(kR)] (3.22)
here RgMmn, RgNmn, Mmn and Nmn are vector spherical wave functions,
whereas amn, bmn and pmn, qmn are the incident coecients and the scattered
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coecients respectively. Thanks to the linearity of Maxwell's equations and
boundary conditions, the relationships between the incident and scattered
parameters is linear and can be written by the transmitting matrix in this
way:
pmn =
∞∑
n′=1
n′∑
m′=−n′
[T 11mnm′n′am′n′ + T
12
mnm′n′bm′n′ ] (3.23)
qmn =
∞∑
n′=1
n′∑
m′=−n′
[T 21mnm′n′am′n′ + T
22
mnm′n′bm′n′ ] (3.24)
Using matrix form it would be written as:p
q
 = T
a
b
 =
T11 T12
T21 T22
a
b
 (3.25)
T-matrix contains the complete optical properties of the scattering particle
so, knowing the T-matrix, is quite simple to calculate the scattering proper-
ties for any orientation and any scattering angle of the particle. Mishchenko
(1990) provided a computationally and ecient approach to calculating single
scattering properties averaged over random orientations, useful when deal-
ing with hydrometeor scattering. Lastly, the scattering cross section can be
derived from T-matrix elements as:
Csca =
2π
k2
lmax∑
l=1
lmax∑
l′=1
(|T 11ll′ |2 + |T 12ll′ |2 + |T 21ll′ |2 + |T 22ll′ |2) (3.26)
where the previous double (mn) indices are combined into the single l index
dened as n(n+ 1) +m.
T-Matrix code
In this thesis, numerical simulations were carried out using the T-Matrix
model for spheroidal particles. The outputs of these simulations have been
compared with those of the DDA method, in order to point out dierences in
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atmospheric ice particle scattering models between a soft-spheroid approx-
imation and a more detailed approach in dealing with complex ice particle
shapes.
The CANTMAT 1.2 Fortran code developed at Colorado State University
was exploited for these calculations. This code is commonly in use in the
radar-meteorology research group of the Institute of Atmospheric Sciences
and Climate (ISAC) at the National Research Council of Italy (CNR), where
this thesis has been developed. The CANTMAT code allows to calculate
the Mueller matrix and Stokes vector of several solid and liquid hydrometeor
types, such as cloud droplet, rain drop, aggregate and graupel for any electro-
magnetic frequency. The aggregate option was chosen for these simulations,
carried out at K-band frequency, with the view to compare the results with
DDA aggregate database. With the aid of a suitable Matlab code, from the
Mueller matrix and Stokes vector, backscattering cross sections with respect
to particle diameters were obtained.
In addition, CANTMAT requires some user inputs to work properly. In
fact, the dimension of the particles for which the scattering parameters will
be calculated as well as the size-density and the axis ratio relations and also
the standard deviation of canting angle must be written into the Fortran
code. Therefore the central value of each Parsivel size bin was used as input
diameter, whereas the two relations were derived from the DDA database
(the methodology followed is presented in section 3.2.3), lastly canting angle
variability value was taken from Kuo et al. (2016).
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3.2.3 Methodology
DDA - T-Matrix harmonization
With the purpose of properly comparing the results of the two scattering
methods, few adjustments had to be considered and were adopted. As men-
tioned above, the T-matrix code requires relationships involving the dimen-
sion of the particle coupled with density and the axis ratio. These two rela-
tions follow dierent patterns. Density-size relation agrees with a power-law
form (see also section 2.1.8), whereas a linear form links size and axis ratio
(Nowell et al., 2013). Both of them have been derived from DDA database
as described below.
As can be seen perusing Table 3.3, an ice solid particle is described with
dierent size parameters but only one must be considered in density and
axis ratio relations. The choice was based on the following way of thinking.
The T-Matrix, and consequently the CANTMAT code, deal with spheroidal
particles and require an equivolume diameter. So, while the choice to use
Parsivel size bins, as diameter for scattering calculations, could be correct
since Parsivel considers hydrometeors as spheroidal shapes, none of the size
parameters in Table 3.3 could be used for the calculation of size relations.
This is the reason why a new radius has been computed. Calculating the
mass of each DDA particle (gathered through Dmax and RhoDmax) and di-
viding it by rhoelps, the volume of an ellipsoid circumscribing the particle
has been obtained and approximately can be considered as the volume of the
spheroid circumscribing the particle. Then, from this volume, the radius of
a sphere has been derived, representing the radius of a sphere equivolume to
the ellipsoid/spheroid. Hence, the equivolume diameter was calculated for
each particle of the DDA database. Later, the results were plotted versus
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the density (rhoelps) and versus the aspect ratio (computed as the ratio be-
tween shortest and longest axis of circumscribing ellipsoid). Finally, using
the Matlab tting tool, the power law relation between equivolume diameter
and density and the linear relation between equivolume diameter and axis
ratio were obtained. Both have been used as inputs, into the CANTAMAT
code.
Hydrometeors characterization
Through the use of simultaneous measurements of snowfall from the Micro
Rain Radar and the Parsivel disdrometer, a method to distinguish among
dierent hydrometeors can be developed and evaluated by comparing sim-
ulated and observed values. In particluar, it is possible to validate DDA
or T-matrix backscattering cross sections by comparing Ze (i.e. equivalent
radar reectivity) computed using disdrometer measured PSD and scattering
calculations, with the actual MRR measurements. The equivalent reectivity
factor can be calculated by equation 3.27. This is expressed as a summation
over particles binned within specic size ranges and it is simply the result
of Parsivel measurements (Ni is the number of particles within the size bin
and ∆Di is the bin width) multiplied by σb, namely the backscattering cross
section of the particles. The other terms λ and |K|2 are, respectively, the
radar wavelength and a value related to the dielectric constant of liquid water
and conventionally equal to 0.92.
Ze =
λ4
π5 |K|2
∑
i
Ni∆Diσb,i (3.27)
More to the point, the MRR equivalent reectivities measured at the rst ex-
ploitable range gate (i.e. 300 meter a.g.l.) were used in these comparisons, to-
gether with the calculations of four Ze from as many simulations. These four
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simulations represent each backscattering calculation method used: DDA
aggregate database, DDA pristine database, T-Matrix initialized with DDA
size relations and T-Matrix initialized with literature size relations.
Two error score indexes were used in this work for the evaluation of the
measured and simulated Ze comparisons. Specically, the Pearson correlation
coecient and the root mean square error were calculated for each of the 22
precipitation days identied during the period considered at MZS. Through
the analysis of the results of such statistical tools, the falling hydrometeor
type has been evaluated and the precipitation days were classied based on
ice particle properties.
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Chapter 4
Results
4.1 NASA-Leinonen database comparison
A comparison between two dierent DDA databases has been carried out,
as preparatory work, in order to obtain the proper backscattering cross sec-
tions from the NASA database. Indeed, in the latter, as discussed in section
3.2.1, the backscattering properties are provided in the form of the eciency,
and the process to derive the cross section was not straightforward. Hence,
another DDA database was chosen with the purpose of comparing backscat-
tering cross sections and of selecting the right dimension in the particle rep-
resentation. Giving the absence of particle properties at K-band frequency
in the Leinonen database, three other frequencies (Ku, Ka and W bands)
were chosen in this evaluation. The backscattering cross section values of
the two databases are reported in the following plots and depicted as cir-
cles (Leinonen database) and dots (NASA database). In Figure 4.1, the
Leinonen values are compared with the NASA backscattering entries. The
latter were calculated considering the maximum diameter of the particle as
the right representation of the size (see section 2.2.5), namely it was used
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Fig. 4.1: Comparison between backscattering cross section values of NASA
(dots), calculated by maximum diameter, and Leinonen (circles) databases.
Colors represent Ku (red), Ka (green) and W (blue) bands.
as the denominator term of equation 2.45. Also the radius of a sphere hav-
ing the same projection area as the orientation-averaged projection area of
the particle was used, as rst guess, to calculate the NASA cross sections.
The results are reported in Figure 4.2. Both graphs show a large dierence
in all the electromagnetic bands between the two DDA databases, with a
clear overestimate of the NASA database with respect to the Leinonen one.
Therefore, neither the maximum diameter nor the projection radius were
chosen as the dimension to be used. Instead, calculating the cross sections
through the equivalent radius, dened as the radius of a sphere having the
same volume as the ice mass of the particle, the two databases resulted in
a good agreement. In fact, analyzing Figure 4.3, it must be noted that the
two DDA values, at the investigated frequencies, are more or less completely
overlapped. Hence, considering the Leinonen database as a reference, the
equivalent radius was used as the description of the particle size in order to
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Fig. 4.2: Comparison between the backscattering cross section values of
the NASA (dots) calculated by projection radius and the Leinonen (circles)
databases. Colors represent Ku (red), Ka (green) and W (blue) bands.
Fig. 4.3: Comparison between the backscattering cross section values of
the NASA (dots) calculated by equivalent radius and the Leinonen (circles)
databases. Colors represent Ku (red), Ka (green) and W (blue) bands.
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obtain the backscattering cross section from the backscattering eciency in
this dissertation.
4.2 The NASA database
Following the way of thinking and the procedure explained in the previous
section, the backscattering cross sections were computed even at K-band. As
reported before, the NASA database has been divided into a pristine and
an aggregate databases. Each one contains nine ice particle habits cover-
ing the majority of the natural snow variability. The calculated values are
depicted in Figure 4.4 for the pristine ice particles, and in Figure 4.5 for
the aggregates. It should be noted how the dierent shapes aect the elec-
tromagnetic response of the particles, and even how the dimension of the
hydrometeor (here represented by the maximum diameter) plays an impor-
tant role in the scattering. The pristine ice crystals seem to follow a similar
response pattern at the lower sizes, while the dierence becomes pronounced
at larger dimensions, especially for the needle crystals that show a backscat-
tering cross section nearly two orders of magnitude smaller compared to the
other shapes. It must be stressed that the graph is presented in a logarith-
mic scale, therefore little dierences in the plot result in a large gap. The
aggregates follow a similar trend as that of pristine crystals, with an evident
increase of cross section values between smaller dimensions and 4 mm. The
needles again show a peculiar pattern. In fact, at the same maximum di-
mension, they can attain several backscattering values. This could be due
to the particular growth mechanism of needles computed using the snowfake
algorithm of Gravner and Grieath (2009).
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Fig. 4.4: NASA database backscattering cross sections for the ice pristine
particles at K-band. Colors represent dierent hydrometeor habits.
Fig. 4.5: NASA database backscattering cross sections for ice aggregate par-
ticles at K-band. Colors represent dierent hydrometeor habits.
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4.3 DDA - T-Matrix comparison
The evaluation of the response of hydrometeors to the electromagnetic ra-
diation is one of the aims of this thesis. For this purpose two of the most
utilized scattering methods were compared. As explained in section 3.2.3,
some size relations were retrieved from the NASA database in order to be
used as inputs into the T-Matrix code. Utilizing the DDA aggregate database
(because the CANTMAT code processes hydrometeors as aggregate-like par-
ticles) the density-diameter relation was obtained and is shown in Figure 4.6.
The diameter of a sphere equivolume to the ellipsoid circumscribing the ice
particles was used as the size representation (see also section 3.2.3). The
achieved relationship, where a and b stand, respectively, for the coecient
and the exponent of the power law form of the equation, is consistent with
the literature relations (e.g. Heymseld et al. 2004). In this analysis the dif-
Fig. 4.6: Density-dimension power law relation of the DDA NASA database.
Blue dots represent database of aggregate particles. Red line stands for tting
line. The other lines are relationships from the literature for reference.
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Fig. 4.7: Aspect ratio-dimension linear relation of the DDA NASA database.
Blue dots represent the database of aggregate particles. Red line is a tting
line.
ferent habits were not considered and the particles were processed as general
aggregate hydrometeors. This is the reason why they are depicted with a
unique color in the graphs. That is to comply with the CANTMAT code, in
which no habit distinction is made. A linear form, instead, links together the
aspect ratio of the particles and their dimensions. Using a linear t, the two
coecients were calculated (Figure 4.7) resulting in reasonable agreement
with the literature relationships (e.g. Nowell et al. 2013).
By these two relations the CANTMAT code was initialized. The outcomes
of T-Matrix computations were compared with the DDA backscattering cross
sections. The results are shown in Figure 4.8. Here, the dots depict the cross
section values of particle as calculated from the NASA database. The dif-
ferent hydrometeor shapes were made explicit through the colors with the
aim of highlighting if some habits showed similar patterns to the T-Matrix
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Fig. 4.8: Backscattering cross sections at 24 GHz. Dots represent the NASA
DDA database values. Lines with stars stand for the CANTMAT T-Matrix
calculations in which the density and aspect ratio depend on the particle
diameter.
simulations. The latter are drawn as lines and stars and the dierent colors
represent the dierent values of the canting angle standard deviation. The
two methods seem to be in good agreement at the smaller sizes, where the
particles fall within the Rayleigh approximation. Then there is a large dis-
crepancy between the methods and the DDA exhibits higher values than the
T-Matrix calculations. Moreover, the latter show the classical Mie resonance
behavior, not found in the DDA results. That is probably because CANT-
MAT considers particles as having a symmetrical structures, whereas, in the
NASA database, the aggregates are represented with more details, losing the
geometrical symmetry.
To assess the T-Matrix variability due to the dierent size relation set-
tings, several simulations were performed. In particular, some calculations
were carried out with the canting angle standard deviation set at 10 degrees
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Fig. 4.9: Backscattering cross sections at 24 GHz. Dots represent the NASA
DDA database values. Lines with stars stand for the CANTMAT T-Matrix
calculations: black line represents the computation where the size relations
were used and it is depicted as reference, the other lines stand for the simula-
tions in which the particle density depends on the particle diameter, whereas
the aspect ratio assumes xed values.
and with xed values of the axis ratio, while the density was linked to the
hydrometeor size by the aforementioned relation. The results are shown in
Figure 4.9. It can be seen how the T-Matrix resonance is strictly related to
the axis ratio values. In fact, with the lowest value (ar=0.2) the CANTMAT
simulation (red line with stars) exhibits a pattern similar to the DDA, with-
out the resonance eects, that instead becomes clear with a quasi-spherical
shape (ar=0.98, blue line). However, such a low value of the axis ratio is
rather unrealistic for the hydrometeors.
As mentioned on several occasions in this thesis, the scattering properties
depend deeply on density. In order to explore the T-Matrix electromagnetic
responses with respect to this quantity, several density values were used in the
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Fig. 4.10: Backscattering cross sections at 24 GHz. Dots represent the NASA
DDA database values. Lines with stars stands for the CANTMAT T-Matrix
calculations: black line represents the computation where size relations were
used and it is provided as reference, the other lines stand for the simulations
in which the aspect ratio depends on the particle diameter, whereas the
particle density assumes xed values.
simulations, while the axis ratio was governed by size relation. The results
(Figure 4.10) show that, in case of high density, the T-Matrix values are
greater than the DDA ones, and the opposite occurs for low density amount.
It should be noted that the density value of 0.05 (yellow line) reproduces quite
well the NASA database pattern. Such value seems not to be so unrealistic,
even though it fails to represent the smaller particles (see Figure 4.6).
Finally, some other simulations were carried out using a canting angle
standard deviation depending on hydrometeor diameter, following the litera-
ture hints (e.g.Kennedy and Rutledge 2011). The results (not shown) exhibit
almost the same patterns of Figures 4.9 and 4.10, meaning that, at least in
these CANTMAT computations, the canting angle plays a less fundamental
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role on backscattering response variability compared to the particle density
and the axis ratio.
4.4 Particle Size Distribution at MZS
Exploiting the Parsivel observations of the two Antarctic expeditions at the
Mario Zucchelli research station, the hydrometeor size distributions were de-
rived. Moreover, some quantities for characterization of precipitation were
calculated, as well as the accumulated snowfall through the formula intro-
duced in section 3.1.2.
In Figure 4.11 the particle size distribution of the 32nd Antarctic expedi-
tion is reported. The PSD behavior conrms the expectations, namely that
the ice/snow particles falling in Antarctica are typically very small. For com-
pleteness, the probability density function ofDmax, (the maximum dimension
of the hydrometeors) and of D0 (the median diameter) were computed and
Fig. 4.11: Particle size distribution at the Mario Zucchelli station, calculated
through Parsivel data of 32nd Italian Antarctic expedition at MZS.
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(a) PDF of Dmax (b) PDF of D0
Fig. 4.12: Probability density function of Dmax and D0, calculated through
Parsivel data of 32nd Italian Antarctic expedition at MZS.
are depicted in Figures 4.12(a) and 4.12(b), respectively. The former exhibits
a maximum at 2 mm of diameter, the latter shows a probability maximum
around 1 mm, both conrming the extremely small particle sizes of the hy-
drometeors falling at MZS.
Moreover, the spectrograph produced by the Parsivel in the period under
consideration is provided (Figure 4.13), showing a quite unusual behavior.
In fact, snow particles typically are expected to occupy the low velocity-high
dimension bins of the Parsivel spectrograph (see also section 3.1.2 and Figure
3.7), namely the area around the dendrite size-speed reference line depicted
in the plot. Instead, the maximum concentrations of hydrometeors (i.e. the
most common observed particles) are contained in the small dimension-high
speed bins. This is likely due to two simultaneous features: small hydrome-
teor size, signature of polar and arid regions, and the presence of high-speed
wind during observations, a well-known characteristic of the Mario Zucchelli
measurement site. Through the Parsivel data an accumulated snowfall value
of 297 mm was found in the observation period.
The same analysis was also conducted for the 33rd Antarctic expedition
(November 2017 to February 2018). The particle size distribution, depicted
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Fig. 4.13: Parsivel spectrograph data of 32nd Italian Antarctic expedition at
MZS. Red line represents velocity-speed relation for dendrites (Locatelli and
Hobbs, 1974), and it is reported as reference.
in Figure 4.14, shows a pattern similar to the previous year for the larger
diameters, while, for the smaller sizes, there seems to be a slight shift toward
larger diameters. Also Dmax and D0 PDF behaviors (Figures 4.15(a) and
4.15(b)) are consistent with the corresponding measured values of the 32nd
expedition. Analyzing the Parsivel spectrograph the slight dierence noted
in the PSD appears more clear. In fact, it is clear that larger ice particles
have been detected by Parsivel during this expedition. Although one maxi-
mum of hydrometeor concentration is still located in a quite unrealistic zone,
covering bins with velocity between 2 and 3 m/s, the other maximum proves
to be almost in agreement with the literature size-speed relation for the solid
particles. Lastly, a total amount of 307 mm of snowfall was calculated by
the data of the 33rd expedition.
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Fig. 4.14: Particle size distribution at the Mario Zucchelli station, calculated
through Parsivel data of 33nd Italian Antarctic expedition at MZS.
(a) PDF of Dmax (b) PDF of D0
Fig. 4.15: Probability density function of Dmax and D0, calculated through
Parsivel data of 33nd Italian Antarctic expedition at MZS.
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Fig. 4.16: Parsivel spectrograph data of 33nd Italian Antarctic expedition at
MZS. Red line represents velocity-speed relation for dendrites (Locatelli and
Hobbs, 1974), and it is reported as reference.
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4.5 Hydrometeor characterization
The Parsivel disdrometer data and the results of the four backscattering cross
section calculations were joined together to compute the simulated equivalent
radar reectivity factor Ze. The latter was compared with the simultaneous
reectivity measured by the MRR at the rst exploitable range gate (i.e.
300 meters above ground level), with the purpose of inferring falling particle
features.
In Figure 4.17 the rst approach in the evaluation of comparisons is pro-
vided. For each precipitation day, the mean value of the observed MRR
reectivity was subtracted from the mean value of each simulated reectiv-
ity, in order to estimate the deviations. The results are plotted versus the
mean value of Ze of the day taken into account. The blue dots represent the
errors referred to simulations where the DDA aggregate (hereinafter DDA-
agg) database was used, as well as red dots stand for the DDA pristine (here-
Fig. 4.17: Errors in modeled and actual radar equivalent reectivity for the
22 precipitation events considered at MZS.
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inafter DDA-pri) database. The T-Matrix simulation errors are depicted by
green and cyan markers. The former indicates that the CANTMAT code
was initialized with the results of DDA-T-Matrix harmonization procedure,
while K&R stands for the T-Matrix simulations where the size relations and
the canting angle standard deviation by Kennedy and Rutledge (2011) have
been used, that in order to try out a literature result in this context. It
should be noted that the errors seem to be placed in three dierent levels.
The simulations computed through the DDA-pri and the TM-Kuo are in very
good agreement each other and show small errors, especially in the days in
which the Ze mean value is between 6 and 13 dBz. The DDA-agg simula-
tions exhibit higher errors, up to 10 dBz, almost always overestimating the
observations, but resulting in a good agreement when large radar reectivi-
ties were measured. Lastly, simulations with the literature T-Matrix inputs
for the CANTMAT code, result in an overestimation of the actual Ze values,
proving to be inadequate in all the precipitation days.
This raw analysis was followed by an investigation where proper statisti-
cal tools were used, in view of linking each precipitation day to the simulation
that estimates the true reectivity as best. As described in section 3.2.3, the
correlation coecient and the root mean square error were computed for the
four simulations each day. A threshold of 0.6 for the correlation coecient
was established for removing simulations with a low degree of correlation
with the observations. Then, the computation with the lower value of RMSE,
among the simulations belonging to the same day, has been considered as the
best estimate. This procedure allowed to classify the precipitation events at
MZS into three main groups: days that exhibit an aggregate-like precipitation
behavior, a pristine-like behavior or unclassied events. The rst contains
days in which the DDA-aggregate simulation displays the small RMSE value.
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Observation period Aggregate Pristine Unclassied
22/11/2016 - 09/02/2017 6 2 3
11/11/2017 - 31/01/2018 0 8 3
Total 6 10 6
Table 4.1: Precipitation events at MZS during the 32nd and 33rd Antarctic
expeditions, classied by the best simulation estimate.
The second consists of days where the DDA-pristine and the T-Matrix (Kuo)
simulations are the best estimates. These two simulations, showing a very
similar behavior (as already depicted in Figure 4.17) and resulting in com-
parable statistical values, were placed in the same grouping. As unclassied
event was considered a day with poor correlation degrees (cc<0.6), often a
day with short-living of precipitation or with prolonged weak precipitation.
Classifying the snowfall days at the Mario Zucchelli station using the three
described groups allowed us to categorize the 22 precipitation events, that
are summarized in Table 4.1. The aggregate-like events were concentrated in
the season 2016/2017, while no entry was found in the following observation
period. A high occurrence of the pristine-like feature was found during the
33rd Antarctic expedition. In 6 snowfall days none of the simulations has
given reliable statistical index values, resulting in 6 unclassied events. Some
case studies are presented as examples for each grouping, in order to point
out the peculiar features of the precipitation events.
Aggregate-like event
A snowfall amount of 37.8 mm was recorded at MZS on 17 December 2017,
due to a well organized low pressure system approaching the research area
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(a) Temperature and humidity (b) Wind speed and direction
Fig. 4.18: Meteorological conditions at MZS on 17 December 2016.
from the Ross Sea. High-speed wind (up to 20 m/s) aected the station from
a direction almost parallel to the coastline (Figure 4.18(b)), suggesting the
presence of the so-called barrier wind (see section 1.2). Temperature and hu-
midity show an opposite behavior: the former decreased whereas the latter
increased (Figure 4.18(a)). This is likely due to the occurrence of continu-
ous precipitation, especially during the second half of the day. The MRR
equivalent reectivity measurements are shown in Figure 4.19, where the
time is reported along the x-axis, whereas the y-axis represents the height
above the instrument. The graph shows a well organized precipitation pat-
tern that reaches the rst exploitable range gate of MRR (300 meters) with
high dBz values. These have been compared with the four Ze simulations
and the results are reported in Figure 4.20. It should be noted the good
agreement between the simulation in which the DDA aggregate database was
used and the reectivity observed. The pristine and the T-Matrix (with Kuo
relations) simulations underestimate the actual values, while the CANTMAT
outputs, initialized with the literature relations, substantially overestimates.
The good agreement is also conrmed by statistical indexes. The correlation
coecient is 0.76 for the DDA-agg simulation, coupled with a RMSE value
of 3.9 dBz. The other simulations show similar correlation coecients, but
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Fig. 4.19: Equivalent reectivity measured by Micro Rain Radar at the Mario
Zucchelli research station on 17 December 2016.
Fig. 4.20: Equivalent reectivity measured by Micro Rain Radar (black line)
on 17 December 2016 is reported together with the four Ze simulations.
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(a) Ze observed versus Ze simulated using
DDA aggregate database.
(b) Ze observed versus Ze simulated using
DDA pristine database.
Fig. 4.21: Scatter plots: measured versus simulated Ze values at MZS on 17
December 2016.
the RMSE values are much higher. Scatter plots are provided in Figure 4.21,
note the concordance between the DDA-agg simulation and the observations,
and the underestimation in the case of the DDA-pristine database. Finally,
the spectrograph and the PSD gathered by the Parsivel are also provided
(Figure 4.22). Both seem to trace well the seasonal observations (Figures
4.13 and 4.11). Especially, the Parsivel retrieved small dimension of parti-
cles together with a high speed, quite unrealistic, likely due to the windy
conditions. Moreover, a large variability of hydrometeor velocity is reported
together with a small dimensional spread. Both features reect on the peaked
particle size distribution. This spectrograph behavior seems to be peculiar
(a) Spectrograph. (b) Particle size distribution.
Fig. 4.22: Parsivel observations at MZS on 17 December 2016.
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Fig. 4.23: Spectral reectivity (1 minute) measured by Micro Rain Radar on
17 December 2016.
of aggregate-like precipitation events, that have a strong presence during the
32nd Antarctic expedition. The high hydrometeor speed variability is also
conrmed by the spectral reectivity measured by the Micro Rain Radar.
Here, an example of one minute (that with the highest reectivity value was
chosen) of the MRR spectra is shown (Figure 4.23). At the lower levels the
velocities are larger than those at the upper ones, and span up to 5 m/s.
Hence, it is clear that windy conditions result in a higher impact close to the
ground than in the upper atmospheric levels, increasing the turbulence and,
consequently, impacting on the particle velocities.
Pristine-like event
In this section, two case studies are presented in order to point out the
dierent behaviors in the Parsivel observations when a pristine-like event
occurs.
A temperature slightly below 0◦C and a wind speed between 5 and 10 m/s
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were observed at MZS on 25 January 2018 (not shown). In Figure 4.24 the
Micro Rain Radar measurements were reported, and shows a well structured
precipitation event and some ice virga, namely streaks of ice particles falling
out of a cloud but evaporating or sublimating before reaching the ground.
A total amount of 39 mm of snowfall was recorded in that day. Comparing
simulated and actual Ze values, the DDA pristine database and the T-Matrix
with Kuo size relations seem to be the best estimates. The statistical indexes
show correlation coecients well above 0.7 for both simulations, and a RMSE
around 4 dBz. Whereas, the DDA-agg and the other T-Matrix simulation
result in a strong overestimation. The latter is evident analyzing the two
scatter plots of the DDA driven simulations versus the actual MRR obser-
vations (Figure 4.26). Lastly, the Parsivel measurements were also analyzed
(Figure 4.27) for the purpose of inferring microphysical features of precip-
itation. A well-dened speed-size zone in which particles concentration is
rather high is presented in the spectrograph. The same pattern can be found
Fig. 4.24: Equivalent reectivity measured by Micro Rain Radar at the Mario
Zucchelli research station on 25 January 2018.
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Fig. 4.25: Equivalent reectivity measured by Micro Rain Radar (black line)
on 25 January 2018 is reported together with the four Ze simulations.
(a) Ze observed versus Ze simulated using
DDA aggregate database.
(b) Ze observed versus Ze simulated using
DDA pristine database.
Fig. 4.26: Scatter plots: measured versus simulated Ze values at MZS on 25
January 2018.
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in the seasonal diagram (Figure 4.16), coupled by another maximum of larger
particles. The PSD on 25 January highlights hydrometeors slightly bigger
than those on 17 December. Moreover, the PDF distribution is more spread
out for larger diameters, probably hinting to the presence of dierent types
of falling particles that reached the ground.
(a) Spectrograph. (b) Particle size distribution.
(c) PDF of Dmax
Fig. 4.27: Parsivel observations at MZS on 25 January 2018.
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Fig. 4.28: Equivalent reectivity measured by Micro Rain Radar at the Mario
Zucchelli research station on 4 January 2018.
Low-speed wind conditions and temperature around -10◦C were reported
on 4 January 2018 in the rst half of the day, when weak precipitation (Figure
4.28) aected the research station, accumulating a snowfall of 23.8 mm. The
equivalent reectivity simulations are drawn in Figure 4.29 and compared
with the values observed by the MRR. Again, the actual MRR Ze measures
are correctly simulated by the DDA-pristine and the T-Matrix (Kuo based)
computations. The correlation coecients are 0.79 and 0.81 respectively,
with the RMSE values around 4 dBz. The DDA-agg simulation shows a
higher value for RMSE and a lower coecient of correlation. Moreover, it
must be reported that the deviation between the daily average of the true
measurements and the daily mean value of simulations is only 0.022, thus re-
sulting in a nearly complete agreement. In Figure 4.30 the two DDA scatter
plots are provided. Note the pretty good agreement of the pristine simula-
tion, especially for higher dBz values, and the overestimation of the aggregate
computation, together with a larger spread of the data. The Parsivel obser-
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Fig. 4.29: Equivalent reectivity measured by Micro Rain Radar (black line)
on 04 January 2018 is reported together with the four Ze simulations.
(a) Ze observed versus Ze simulated using
DDA aggregate database.
(b) Ze observed versus Ze simulated using
DDA pristine database.
Fig. 4.30: Scatter plots: measured versus simulated Ze values at MZS on 04
January 2018.
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(a) Spectrograph. (b) Particle size distribution.
Fig. 4.31: Parsivel observations at MZS on 4 January 2018.
vations provided the size-velocity plot and the particle size distribution that
are depicted in Figure 4.31. The spectrograph exhibits a peculiar behavior
because of the large particles with a low falling speed reported in this event.
The concentration peak is in accordance with the maximum present in the
Parsivel graph of the 33rd Antarctic expedition. Also a high dimensional
variability is evident, the opposite of that gathered by the disdrometer in
the aggregate-like event presented above (Figure 4.22(a)). The low speed
Fig. 4.32: Spectral reectivity (1 minute) measured by Micro Rain Radar on
04 January 2018.
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variability and the low turbulence conditions are also conrmed by the spec-
tral reectivity computed by the MRR (Figure 4.32). In the precipitation
column, the velocities of the hydrometeors span between 0 and 1 m/s, in ac-
cording with the typical snowake fall speed. The observed PSD is slightly
shifted towards larger diameters, and the peak appears wider in comparison
with the particle size distributions of the other case studies.
Unclassied event
In 6 precipitation events of the observation periods, the methodology followed
in this thesis fails, because the comparison between the measurements and
the simulations show poor or even negative correlation values. One of these
events is presented.
Heavy snowfall was recorded at MZS on 13 January 2018, coupling with
a high-speed wind conditions (up to 20 m/s). The MRR radar observations
captured the beginning of precipitation just before 19:00 UTC (Figure 4.33).
A decrease in snowfall, indicated by low dBz values, is evident from 21:00
UTC to 23:00 UTC, then heavy precipitation started over again. In Fig-
ure 4.34 the comparison measurements-simulations is illustrated. Analyzing
the plot, it is clear that the drop of the MRR reectivity (black line) is not
followed by a reduction of the simulation values, that instead show some
peaks. Hence, the Parsivel at the ground continuously observed many parti-
cles, while co-located and simultaneous radar measurements gathered pretty
low dBz values 300 meters above the ground. This could be due to a well-
known peculiar feature of cold and windy regions. In fact, the fresh snow
accumulated at the ground can be lifted in case of strong wind, giving rise
to the so-called blowing snow. This phenomenon makes the precipitation
measurement really hard, and the Parsivel disdrometer observations prove
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to be inaccurate in these situations. Due to the marked dierence between
simulation and MRR true values, the correlation coecient turn out to be
negative (Figure 4.35), and the methodology applied is not able to classify
Fig. 4.33: Equivalent reectivity measured by Micro Rain Radar at the Mario
Zucchelli research station on 13 January 2018.
Fig. 4.34: Equivalent reectivity measured by Micro Rain Radar (black line)
on 13 January 2018 is reported together with the four Ze simulations.
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(a) Ze observed versus Ze simulated using
DDA aggregate database.
(b) Ze observed versus Ze simulated using
DDA pristine database.
Fig. 4.35: Scatter plots: measured versus simulated Ze values at MZS on 13
January 2018.
this event.
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Chapter 5
Discussion and conclusion
5.1 Discussion
5.1.1 DDA - T-Matrix comparison
Once the harmonization procedure was applied, the comparison between the
T-Matrix and the DDA methods was executed and evaluated. The results,
presented in the previous section, conrm the conclusions of several studies
(e.g. Ori et al. 2014; Kuo et al. 2016; Falconi et al. 2018), in which the
scattering problems and the two scattering methods were deeply investigated,
although no one dealt with the electromagnetic responses of ice particles at
24 GHz (K-band), as carried out in this work. In fact, the graph of the
comparison (Figure 4.8) shows that the T-Matrix cross section values are
higher than the DDA ones for small particles, but lower for larger particles,
as reported in Falconi et al. (2018). Actually, the dierence is rather small
at small diameters, thus the two methods seem to achieve the same results,
whereas the gap increases with increasing diameters, resulting in a dierence
of several orders of magnitude.
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The dierence in the response at the larger sizes can be interpreted as
the consequence of the spheroidal approximation made by the T-Matrix.
Indeed, as long as ice particles are quite small, the approximation of the
crystal shape with a spheroid seems to work properly. On the other hand,
such approximation fails to model the complex shapes of lager particles, as
snow aggregates, that deviate signicantly from the spheroidal form.
Moreover, analyzing the results of the simulations (Figure 4.9 and 4.10)
it is clear that they are strongly inuenced by the size relations used, that
act as tuning parameters. Indeed, the backscattering cross sections can vary
considerably due to the density and axis ratio values used as input in the
CANTMAT code. This means that, in the T-Matrix simulations, the choice
of the right size relations, or of the right density and axis ratio values, is
a fundamental issue to deal with. As already considered in section 4, the
canting angle values used into the CANTMAT code, seem to inuence less
the outcomes of the simulations. Despite of this secondary role, also the
selection of the proper value of the canting angle is a challenging question. It
should be underlined that, in this thesis, the NASA database pre-compiled by
the DDA method, was considered as reference. Hence, the tuning parameters
for the T-Matrix simulations were derived from the DDA database in order to
make an appropriate comparison between the two methods. It is nonetheless
true that also to compute the DDA database proper size relations must be
used, thus running into the same T-Matrix issues.
These considerations imply that the backscattering cross section values,
or more generally the scattering properties of hydrometeors, depend deeply
on the relations that linked the microphysical quantities of ice particles, as
density, dimensions and axis ratio. Hence, compared to this, the decision of
the method to be used in the scattering problems seems to be a secondary
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issue. Furthermore, the retrieval of microphysical parameters of solid hy-
drometeors is not trivial. A great experimental eort is required in order to
provide an adequate characterization of ice and snow particles. This is the
reason why size relations derived from the literature are often used.
5.1.2 Microphysical observations
Obtaining and evaluating the particle size distributions of hydrometeors at
the Mario Zucchelli research station is one on the aims of this thesis. To reach
this goal the Parsivel disdrometer data, collected during the austral summers
2016-2017 and 2017-2018, were processed and evaluated. This represent the
rst analysis in which microphysical data of two seasons from MZS have been
used.
Both PSD (Figures 4.11 and 4.14) highlight the presence of very small
ice particles during the summer periods. This feature is consistent with the
dimensions measured at other Antarctic locations (Lachlan-Cope et al. 2001;
Gay et al. 2002; Walden et al. 2003), reporting values between 0.03 and
0.6 mm. It must be underlined that most of these observations are referred
to research stations very far from the sea. On the Antarctic coast, due to
the inuence of the ocean on the atmospheric moisture amount, the parti-
cle dimensions are expected to be slightly larger, and this proved to be in
reasonable agreement with the microphysical results found at MZS. More-
over, Gorodetskaya et al. (2015) reported that photographic observations of
the fallen snow crystals at the Princess Elisabeth research station captured
a maximum size of 0.5-0.8 mm, whereas Souverijns et al. (2017) indicated
that the snow particles over the PE station have a median diameter around
0.7 mm. Considering the position of the PE station, a few hundred kilome-
ters away from the coastline, both the maximum dimension and the median
126
diameter of the hydrometeors found at MZS are consistent with the PE ob-
servations.
Analyzing the spectrographs (Figures 4.13 and 4.16), the inuence of
high-speed wind in the Parsivel retrieval cannot be neglected. As stressed
in section 3.1.2, the disdrometer betrays a lack of accuracy during windy
days. The spectrograph of the rst observation period (2016-2017) exhibits
a very high number of small particles, coupled with an unrealistic fall speed.
This can be considered a peculiar signature of recurring high-speed wind
conditions at MZS. This well-known drawback of the instrument was deeply
investigated by Friedrich et al. (2013a,b). They found an artifact in the
Parsivel observations represented by an unusual large number concentration
of hydrometeors with large diameters and low fall speed in windy conditions.
This characteristic feature was not found in the Parsivel measurements at
MZS, where small particles with unrealistic high speed were clearly detected
when strong winds blew. This disdrometer limitation should be born in mind
when interpreting the Parsivel data, and further mitigation measures must
be devised and applied in order to improve the retrieval of the disdrometer.
However, the high number of small hydrometeors captured by the in-
strument in windy conditions could also be caused by other factors, as well
as due to the intrinsic limitation in small particles detection of the Par-
sivel (Battaglia et al., 2010). Blowing snow contributes to the near ground
snow ux, and is particularly eective in recirculating small and light parti-
cles (e.g. Mann et al. 2000; Gordon and Taylor 2009). Gorodetskaya et al.
(2015) report a threshold of 8 m/s, as wind speed needed for lifting snow
from the ground, a value often exceeded at MZS. Moreover, as evaluated by
Vardiman (1978) and supposed by Grazioli et al. (2017b), a contribution to
small particles may be the fragmentation of aggregates, in particular at the
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lower levels of the atmosphere, due to the mechanical breakup caused by
strong wind and turbulence. Both these eects can be key contributions to
the high concentrations and to the unrealistic velocities of the small particles
observed.
Finally, the accumulated snowfall amount was calculated for each Antarc-
tic expedition using the Parsivel data in spite of its limitations. The formula
presented by Huang et al. (2010) was used, even though it was derived for
2DVD disdrometer that measures two sizes of each ice particle. The snow-
fall rate, calculated through such formula, proves to be very sensitive to the
density-size relation used. Moreover, the observation periods are limited to
just a few months. For these reasons, it is therefore dicult to compare the
results obtained in this analysis with the other annual estimates of accumu-
lated snowfall at MZS reported in the literature, although, at rst glance,
they seem to be substantially higher, conrming that the quantication of
precipitation in the coastal regions of Antarctica remains a dicult task.
5.1.3 Hydrometeor characterization
The simulated equivalent radar reectivity factor was calculated through the
formula 3.27, using the outcomes of the four backscattering cross section com-
putations and the particle size distributions. Comparing the simulated Ze
values with the simultaneous actual reectivity measured by the Micro Rain
Radar, the features of the precipitation at MZS can be deduced. Despite
of the uncertainties of the Parsivel measurements, considering the various
approximations made in the DDA database processing and in the T-Matrix
computations, as well as the distance between the lowest measuring range
of MRR (300 m) and the Parsivel instrument at the ground, the compar-
isons result in an unexpected agreement, albeit in 6 precipitation events the
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methodology failed. For the aggregate-like events the mean value of the cor-
relation coecient is 0.68, well over the xed threshold, whereas the RMSE
mean is slightly more than 5 dBz. The precipitation days classied as hav-
ing pristine-like features exhibit a mean Pearson index of 0.69 together with
4.9 dBz as RMSE average. These indexes show that the methodology works
generally well.
Moreover, two comments on the scattering methods can be derived from
these comparisons. First, the DDA aggregate and pristine databases repro-
duce satisfactorily the scattering properties of ice particles at MZS, second,
the T-Matrix simulations again appear to be very sensitive to the size rela-
tions. In fact, a good correspondence between the T-Matrix method and the
DDA-pristine was found when the CANTMAT code was initialized with the
relationships obtained from the NASA database, even though such relation-
ships have been derived only from the aggregate database. This conrms that
the T-Matrix seems to be having trouble in dealing with aggregate particles.
Instead, when the literature relations were used in the CANTMAT code, the
simulations result in a systematic overestimation of the actual reectivity
values.
The classication of the events reveals that ice particles frequently exhibit
an aggregate- or pristine-like form at MZS. The only other categorization, in
the coastal regions of Antarctica, was carried out by Grazioli et al. (2017b)
that classied the hydrometeors exploiting the polarimetric data of the MX-
Pol radar at the DDU research station. They observed, at 400 m above
the ground, a proportion of three particle types with about 10% of rimed
snowakes, 40% of aggregates and 50% of crystals, albeit at the ground the
majority of the hydrometeors (54%) was identied as small particles, and
20% was by aggregates. This research can in part conrm the results found
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in this thesis inasmuch the presence of tiny solid hydrometeors and a sub-
stantial number of aggregates have been recognized. However, as opposed to
Grazioli et al. (2017b), the methodology applied in this dissertation does not
allow to discriminate multiple types of hydrometeors in the same event, thus
loosing the ne variability in the habits of particles during precipitation.
Analyzing the meteorological observations at the research station, a high
correlation was found between the occurrences of aggregate-like precipitation
and high-speed wind conditions. Going in depth, we found that aggregate
events always take place together with barrier wind, namely when southwest-
erly ow, almost parallel to the coast-line, blows at ground level. Thus, we
can speculate that the aggregate events are intrinsically related to the pres-
ence of a large low pressure system oshore over the Ross Sea, that pushes
air masses from the ocean towards the steep coast, increasing the moisture
and promoting aggregates formation. Furthermore, the turbulence and the
high-speed wind could broke the aggregates at lower levels, as mentioned
before, explaining the high concentration of small particles captured by the
disdrometer. The pristine-like episodes are found to occur mainly in con-
junction with a low-speed wind with variable direction. Moreover, they seem
to be related to a meteorological pattern in which the air masses originating
from the inner part of Antarctica (where single crystal precipitation have re-
peatedly been observed (e.g. Lachlan-Cope et al. 2001; Walden et al. 2003)
likely due to the extremely low humidity level) to reach the Mario Zucchelli
station.
On the other hand, the last two points can also be interpreted as due to
the diculty of the Parsivel in ice particles detection, giving rise to obser-
vations biased because of the wind. This is the reason why another type of
ground instrument (e.g. 2DVD, MASC) or photographs of the falling parti-
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cles could be helpful to completely demonstrate the validity of the method-
ology presented in this work. Actually, a photograph of the hydrometeors at
Fig. 5.1: Picture of the fallen hydrometeors at the Mario Zucchelli research
station on 2 December 2016.
MZS was taken on 2 December 2016. That day was classied as an aggregate-
like episode (correlation coecient=0.65, RMSE=5.5 dBz) by the method
presented in this thesis. The hydrometeors depicted in the picture seem to
be snowakes aggregates having dimension around 1 mm (Roberto et al.,
2018), conrming the validity of the methodology.
It should also be stressed that the importance of a correct classication
of the hydrometeors lies in the possibility of using the appropriate density-
size relation in each precipitation episode. This relationship represents a key
term in the snowfall rate formula, and therefore in the calculation of the
total snowfall accumulation at the ground, that is the fundamental input for
establishing the hydrologic cycle of Antarctica.
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Finally, as well demonstrated by the unclassied event presented in sec-
tion 4, comparing simulated Ze values from Parsivel observations with the
reectivity measured by the Micro Rain Radar, the blowing snow episodes
can be detected. In fact, the height above the ground of the lowest MRR gate
(300 m) can be considered not aected by this phenomenon (e.g. Gordon
and Taylor 2009; Scarchilli et al. 2010), which rarely exceeds 200 meters of
vertical development (Grazioli et al., 2017b). Hence, according to Grazioli
et al. (2017b), the synergetic use of remote sensing and in-situ measurements
can overcome in part the problem of the phantom precipitation, detecting,
and therefore removing, the contribution of the blowing snow to the total
accumulation. The main limit of this treatment seems to be that it can
be applied only to pure blowing snow episodes, hence not when precipita-
tion and blowing snow occur together. Actually, considering the dierence
between simulated and true reectivity values an estimate of the contribu-
tion of blowing snow could be derived if an appropriate Ze-S relationship is
used. In the same way also the low-level sublimation episodes, due to the dry
katabatic winds, can be detected when the reectivity at 300 meters exceeds
considerably the simulated reectivity at the ground. According to Grazioli
et al. (2017a), the sublimation of precipitation accounts up to 35% reduction
of total snowfall on the margins of East Antarctica, thus posing a serious
problem to the measurements of snowfall accumulations as well as to the
satellite-based estimations of precipitation.
5.2 Outlook
Several approaches are conceivable to improve the analysis of precipitation
from ground observations at the Mario Zucchelli station. The data-set eval-
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uated in this thesis covers only two summer periods, namely a few months
of observations. Using the new data, including, for the rst time, a whole
Antarctic year, can allow a more extensive discussion of the results presented
in this dissertation, being based on a more appropriate set of data.
Moreover, exploiting these new observations can permit to parameterize
the particle size distribution of hydrometeors, thus increasing the knowledge
of precipitation structure at Terra Nova Bay. In addition, such parameters
can be used as input into a recent development of the NASA-DDA website
that allows to generate several DDA-databases varying the mass-dimension
relation and the size distribution constants. Hence, DDA-databases suited
for Antarctic precipitation can be produced and then utilized to simulate the
reectivity factor using the method discussed in this thesis. Then, minimizing
the gap between actual and simulated Ze, a proper mass-size relation for the
Antarctic precipitation can be attained. This would be a key point in the
snowfall estimation at MZS. In fact, a suitable mass-size relation is essential
for the snowfall rate calculation, as previously discussed and, for this purpose,
the formula and the method presented in Souverijns et al. (2017) can be
followed and utilized.
Furthermore, thanks to the discrimination of precipitation episodes inves-
tigated in this thesis, an appropriate mass-size relation can be obtained for
pristine/aggregate-like precipitation events, improving the qualitative mea-
surement of snowfall accumulation signicantly. This is needed to better
assess the surface mass balance in the Antarctic region.
The precipitation events can be investigated in detail by the use of the
repaired Micro Rain Radar, that will be installed during the next Antarctic
expedition at MZS. Using a vertical resolution of 25 meters, the atmospheric
layers closer to the ground can be explored in more detail.
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Moreover, the classication of precipitation events deserves to be looked
at more closely. Using the new Parsivel observation as well as the new MRR
measurements, the method can be improved, contributing to rene the de-
tection criteria. Adding the European Center for Medium-Range Weather
Forecasts Interim re-analysis data, each pristine/aggregate event can be an-
alyzed in relationship to the synoptic weather systems.
Furthermore, from simultaneous measurements of MRR reectivity factor
and snowfall rate, the Ze-SR power law relationship can be derived. This
would allow to estimate unambiguously the snowfall accumulation in case of
strong wind as well as the low-level sublimation of snowfall.
According to Grazioli et al. (2017a), also a sublimation ratio (SBR) can
be obtained through equation 5.1,
SBR =
Smax − Sground
Smax
(5.1)
where Smax represents the maximum of snowfall accumulation calculated
by the Ze-SR relationship and Sground is the accumulated precipitation at
ground, thus comparing the computed values to those of the other Antarctic
research stations (e.g. Dumont D'Urville). Other comparisons can be carried
out between satellite-based snowfall accumulations and ground based obser-
vations at MZS, detecting the eects of the sublimation. The sublimation
analysis can also be studied with the aid of radiosonde measurements that
are conducted twice a day at MZS.
Finally, the data collected can be organized into a valuable database.
This would allow not only the opportunity to investigate in detail the snow-
fall events, their spatial and temporal occurrence and frequency at MZS, but
also it would support the validation and calibration of satellite-based mea-
surements. The database would be also helpful to the next satellite mission
EarthCARE, oering a precious validation site over the Antarctic region.
134
5.3 Conclusion
Despite their fundamental contribution in the assessment of the Antarctic
hydrologic cycle, the measurements of precipitation at the ground over the
southern polar region are scarce and not adequate to detail precipitation
properties. In order to ll this gap, some research programs in Antarc-
tica have been funded over recent years. One of them is the Italian APP-
PNRA project ("Antarctic precipitation properties from ground-based in-
struments") that aims to set up an observatory for investigating the precip-
itation at the Mario Zucchelli research station (MZS).
As part of the APP project, the main goals of this thesis are the evaluation
of the response of solid hydrometeors to the electromagnetic radiation at 24
GHz and the microphysical characterization of precipitation at MZS.
The electromagnetic response was explored by two scattering methods,
the DDA (Discrete Dipole Approximation) and the T-Matrix. Complex
shaped hydrometeors are taken into account by the DDA, while the T-Matrix
approximates ice particles as spheroids. The outcomes of the T-Matrix scat-
tering simulations and the backscattering cross sections of a very recent
pre-computed DDA database have been compared. The results show that
T-Matrix exhibits cross section values higher than DDA for small ice aggre-
gates, whereas lower for larger particles. On the other hand, the methods
seem to be in good agreement when the T-Matrix is compared with the
DDA database for pristine crystals. These results suggest that the T-Matrix
method, computed by the CANTMAT code, has problems in dealing with
complex shape hydrometeors as aggregates. In addition, the T-Matrix proves
to be very sensitive to the density-diameter and the axis ratio-diameter re-
lations used in the simulations.
The microphysical characterization of precipitation was derived evaluat-
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ing the Parsivel disdrometer and Micro Rain Radar observations at MZS dur-
ing the austral summer seasons 2016-2017 and 2017-2018. The particle size
distribution of each season has been computed and the results, in both obser-
vation periods, display an evident maximum around 1 mm diameter. Similar
sizes were observed in other research stations along the Antarctic coast. Al-
though the PSDs of the two summer seasons show only a slight dierence,
the Parsivel spectrographs exhibit two well separate patterns. Especially,
during the 2016-2017, a peculiar behavior of disdrometer measurements was
observed, showing very small particles coupled with unrealistic fall speed.
Such signature seems to be due both to the high-speed wind conditions, that
can inuence the Parsivel retrieval, and to the mechanical break of aggregate
hydrometeors caused by wind and turbulence at lower atmospheric levels.
The synergetic use of remote sensing and in-situ measurements as well
as of the DDA and T-Matrix scattering methods allowed to discriminate the
precipitation days at MZS. The MRR equivalent reectivity factor at 300
meters above the ground was compared with the simultaneous reectivity
computed with the Parsivel observation and the scattering data. Using the
Pearson correlation coecient and the root mean square error, each precip-
itation event has been classied as having pristine-/aggregate-like hydrome-
teor features. Applying this methodology, 6 out of 22 precipitation episodes
were identied as aggregate-like, 10 as pristine-like and in 6 days the method
turned out to be unsuitable. The relevance of the hydrometeors classication
lies in the possibility to compute the snowfall rate using proper mass-density
relationships.
The results of this thesis will contribute to providing a more accurate
quantication of solid precipitation in the Antarctic continent.
Part of this work was presented as poster contribution at the 10th Eu-
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ropean Conference on Radar in Meteorology and Hydrology, July 2018 (P
1.36).
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