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Introduction
Acute HIV-1 infection is marked by an initial period of 2 − 4 weeks in which the viral population expands from 1 − 5 infected cells to approximately 10 9 infected cells. Following this expansion period, in the subsequent 1 − 2 months, the viral load drops and reaches a setpoint (KEELE et al., 2008; FIEBIG et al., 2003; MEHANDRU et al., 2004 MEHANDRU et al., , 2007 . Cytotoxic T lymphocytes (CTLs) are thought to play an important role in shaping acute infection (COHEN et al., 2011; GOULDER and WATKINS, 2004) . The onset of CTL response is temporally correlated with the end of the expansion period, suggesting a role for CTLs in controlling viral load. Numerous studies have shown that during acute infection, specific HIV mutations on CTL targeted epitopes sweep to fixation, providing more direct evidence that CTL response shapes the infecting HIV population, see GOULDER
and WATKINS (2004) for a review.
In recent years, full genome sequencing studies have provided an increasingly detailed description of CTL response during acute infection, e.g. FERNANDEZ et al. (2005) ; GOONETILLEKE et al. Recent deep sequencing datasets have provided a picture of HIV escape at the CTL targeted epitopes, e.g. FISHER et al. (2010) ; HENN et al. (2012) ; BIMBER et al. (2009) . HIV escape mutations at the first CTL targeted epitope rise to significant proportions 1−3 weeks after peak viral load. Escape mutations at the next series of epitopes targeted rise to significant proportion within roughly 4 − 6 weeks of peak viral load. Importantly, deep sequencing studies have shown that HIV escape at a targeted epitope often occurs along multiple mutation pathways. The different mutation pathways are simply different nucleotide substitutions in the targeted epitope. During an HIV escape, these different mutations sweep to significant frequencies simultaneously, thereby replacing an HIV population typically homogeneous at the targeted epitope with a population possessing multiple, significant frequency, mutation variants at the epitope. This phenomena, termed 'epitope shattering' (BOUTWELL et al., 2010) , occurs at each of the multiple epitopes targeted by CTLs, producing an enormous array of possible mutation pathways.
Quantifying HIV escape rates may help clarify the role of CTL response in controlling and shaping infection. However, epitope shattering, especially when considered across multiple targeted epitopes, makes modelling and quantitative analysis of HIV escape difficult. Techniques exist to infer HIV escape rates (FERNANDEZ et al., 2005; ASQUITH et al., 2006; GOONETILLEKE et al., 2009; GANUSOV et al., 2011; GANUSOV and DE BOER, 2006 ) and these techniques have been valuable in quantifying the role of CTL killing in acute and chronic infection. However, these techniques consider a single epitope and assume only two HIV variants at that epitope, a wild type and mutant type. The effect of these assumptions on escape rates estimates is not known.
Put in evolutionary terms, HIV escape from CTL response forms an example of a selective sweep. A range of inference methods exist to analyze selective sweeps, e.g. (GILLESPIE, 1991; KAPLAN et al., 1988; KRONE and NEUHAUSER, 1997; NIELSEN and YANG, 1998; TAJIMA, 1989) , but these inference methods assume models that do not fit the specific biology of acute HIV infection. Several factors make HIV evolution during acute infection non-standard. First, the HIV population size is not fixed during initial infection (FIEBIG et al., 2003; STAFFORD et al., 2000) . Second, since CTL populations change over the time period of the sweep, the selective force exerted by CTLs is time varying. Third, the selective force exerted on the HIV population by CTL targeting and other fitness effects differs across the many variants involved in escape, producing a complex form of selection. Fourth, HIV escapes selection through multiple mutation pathways.
While models have been constructed that reflect some of these forces (for example see (SLATKIN and HUDSON, 1991) for a model of an exponentially growing population applicable to the HIV expansion time period) combining all these evolutionary effects in the context of inference has not been explored. Several authors have examined selection in the context of HIV, e.g. (FROST et al., 2000; NIELSEN and YANG, 1998; PENNINGS and HERMISSON, 2006; ROUZINE and COF-FIN, 2010; BATORSKY et al., 2011) , but not with models that reflect the unique features of CTL response and HIV escape during acute infection.
In this work, we describe a model and associated computational methods accounting for multiepitope CTL response and varied HIV escape pathways. Our focus is on modelling and inferring escape rates. The model is based on the standard model of viral dynamics (PERELSON, 2002) .
However, since HIV mutants produced in epitope shattering do not exist at initial infection and often arise sequentially in time, we extend the deterministic standard model to a stochastic birth-death process that includes mutation. Intuitively, the birth-death process is an agent-based system that tracks the birth, death, and mutation events of individual infected cells. Such an approach to HIV dynamics has been used previously, e.g. (ZHUO and DORMAN, 2005; RIBEIRO and BONHOEFFER, 1999; TUCKWELL et al., 2000; MERRILL, 2005; TUCKWELL et al., 2008) Accounting for the many HIV variants found in the deep sequencing datasets mentioned can lead to high dimensional models with many parameters, a setting for which inference is computationally difficult and often highly sensitive to the parameter values chosen. With this in mind, the focus of our inference methods is on hypothesis testing. We develop a computational method for testing whether a dataset is in a sense 'typical' of data produced from a particular model and set of parameter values. Rather than building confidence intervals that describe the 'most likely' parameters that generated the dataset, we ask whether a particular model and set of parameter choices is likely to have generated the dataset.
Even with our focus on hypothesis testing, we still must consider parameter estimation. Many parameters describing HIV infection are known, at least within some range, but we are interested in escape rates precisely because these are unknown. Consequently, we describe a computational approach for forming a posterior distribution for the escape rates of different HIV variants. The point of these methods is to provide parameter values that can be used as a starting point for hypothesis
testing.
While the model and inference methods we describe are general, in this work our results are restricted to the case of HIV escape at one or two epitopes. We first present numerical experiments showing that our posterior construction produces accurate estimates of escape rates and that our hypothesis tests have substantial statistical power. Then, we apply our methods to the datasets of patients CH40 and CH58 presented in (GOONETILLEKE et al., 2009; FISHER et al., 2010) . Our methods use data that specifies frequencies of different HIV variants at different sample time points, the type of data available in (GOONETILLEKE et al., 2009; FISHER et al., 2010) .
Our analysis of CH40 focuses on the first, targeted epitope, meaning that we model escape at a single epitope. Using the deep sequencing dataset of FISHER et al. (2010) , which provides variant frequencies soon after peak viral load, we construct a posterior for the escape rates of 8 variants involved in the escape. The 8 variants correspond to different mutations on the epitope, representing 8 mutation pathways. Using the posterior as a guide, we test and reject the hypothesis that all 8 variants share the same escape rate. In contrast, we are unable to reject a hypothesis that partitions the 8 variants into three groups within which escape rates are identical. The CH40 results demonstrate the utility of our methods in analyzing escape occurring through multiple mutation pathways.
For CH58 we consider the first two regions at which mutations are seen to escape, meaning that we model escape at two epitopes. The two regions considered for CH58 are unrelated to the CH40 epitopes. The first region is a targeted epitope while the second region may be associated with fitness effects derived from changes in the targeted epitope region, but our techniques apply to any genome region under selection, regardless of whether the selection is CTL mediated. Using our posterior construction and hypothesis tests, we show that escape at the two regions may be intertwined, highly skewing escape rate estimates that consider only a single epitope.
In our numerical experiments, as well as in considering the datasets CH40 and CH58, we compare our escape rate estimates to those produced by fitting the standard model to data. Assuming that mutation and birth-death events are stochastic, we find that standard model based estimates are downward biased while our estimates are roughly unbiased. More importantly, ignoring stochasticity severely underestimates the range of parameter values that can fit a dataset, leading to very high type I errors.
Calculating posteriors and p-values under our model is not computationally trivial. The model is stochastic and the data is high-dimensional. Standard Monte Carlo approaches in which the birth-death process is simulated without any conditioning are not effective because the data represents a single point in a high dimensional space and the birth-death process rarely hits any specific point.
Further, since the data is high-dimensional, defining what is meant by a p-value is not straightforward. We address these issues by constructing an approximation of the birth-death process which is a stochastically simpler process. Through this approximation, which we refer to as the stochastic reduction, posteriors can be computed using a Markov Chain-Monte Carlo approach and p-values can be defined and computed efficiently.
Importantly, our current hypothesis tests focus on deep sequencing datasets. As described in the Results section below, our algorithm for computing p-values is accurate when the number of sampled sequences is large, roughly 5000 sequences. For CH40 we have access to deep sequencing data, but for CH58 we do not. This is a general problem because deep sequencing data is usually not linked across epitopes. However, as described more fully in the CH58 results section, we apply hypothesis tests to the CH58 dataset by making assumptions on the variant frequencies part of the null hypothesis. Our posterior construction methods are valid regardless of sample size.
Model and Methods
We form our model by replacing the deterministic differential equations of the standard model, see (1) below, with stochastic equations that track the birth and death of individual infected cells.
The transition from deterministic to stochastic equations is needed to model the rise of escape mutations, but this transition complicates inference methods. For the standard model, a given set of parameter values always produces the same dynamics. For our model, different simulations using identical parameters can produce significantly different dynamics.
Our methods are based on a reduction that replaces stochastic dynamics with samples from one-dimensional probability distributions. To explain this reduction, consider a single HIV variant v that initially infects a single CD4+ cell but which, over time, comes to infect many CD4+ cells.
The v variant dynamics will initially be stochastic due to the randomness of birth and death events, but as time goes on and the number of v variants rises, averaging effects will reduce the stochasticity and deterministic equations will describe the dynamics. To achieve our reduction, we select a deterministic time, call it t, at which we are confidant that the number of v infected cells will be sufficiently large to make the v dynamics deterministic. The number of v variants at t will be random, but we can calculate the underlying probability distribution. Our reduction involves replacing the stochastic dynamics of v variants through time, with a single sample from the probability distribution we compute at time t. Prior to t the number of v variants is small and can be roughly ignored in the context of the full infecting population, after t the v dynamics are roughly deterministic. In this way, we replace the stochastic model of v variant dynamics with a sample from a one-dimensional probability distribution and a deterministic model, a significant reduction in complexity. If we do this for all variants involved in an escape, we can reduce our stochastic model to a deterministic model along with a collection of samples from one-dimensional probability distributions.
Model
Our model is based on the following form of the standard model for which virions are assumed to be in steady state, (PERELSON, 2002; NOWAK and MAY, 2000) T A birth-death process describes the dynamics of the variant populations specified by the escape graph vertices and is an extension of (1). T (t) and I v (t) represent the same populations as in the (1) with two extensions. First, we allow δ v to depend on time, i.e. we consider δ v (t) instead of just δ v . Second, if A and B are connected by an edge we let µ AB be the rate at which A variants mutate into B variants. Throughout this work we set all such mutation rates equal to µ = 3 * 10 −5 (1996) , but the methods allow for any value for any edge. The birth-death process is defined through the birth and death rates specified in Table 1 . For example, at time t a single cell infected by variant v produces child infected cells with rate kT (t), meaning that in a small time interval [t, t + ∆t] the probability of a new v variant infected cell arising is roughly kT (t)I v (t)∆t.
MANSKY
In all the cases we consider in this paper, the escape graph includes a founder vertex F , but the methods allow for infection by multiple founder variants. We always start the birth-death process at 'initial infection' which we model as t = 0, I F (0) = 1 and I v (0) = 0 for v = F . epitope has drawn significant CTL response and the sequence data shows epitope mutations at both epitopes targeted. In the double escape model, each variant is associated with three death rates:
, and δ v,3 corresponding to the three attack intervals.
For our single escape model, an appropriate dataset samples sequences at a time when the first targeted epitope and mutations at that epitope are both at significant frequencies, but before mutations at other targeted epitopes arise. Such a sampling time allows us to capture a variety of epitope mutations, while still focusing on escape at a single epitope. CH40 is an example of such a
dataset. An appropriate dataset for our double escape model is, essentially, an appropriate dataset for a single escape model with the addition of a later sampling timepoint that capture escape at the second targeted epitope. At the second sampling time, epitope mutations at the second targeted epitope should be at significant frequency, while mutations at epitopes beyond the first two epitopes targeted should be of low frequency to focus on double escape. CH58 is an example of such a dataset.
Our main interest lies in the parameters δ v,2 for the single escape model and δ v,2 , δ v,3 for the double escape model where v varies over all vertices in the escape graph. However, there are two identifiability issues that arise in the context of our models. We refer the reader to MIAO et al.
(2011) for a review of identifiability, but for us identifiability roughly means that we can uniquely infer death rates from the data if we ignore stochastic effects.
The first identifiability problem we face arises from the form of our data and applies to both The second identifiability problem arises in the context of double escape model data. As an example, consider the escape graph of Figure 2 . In many datasets that describe double or a higher number of epitope escapes, the first sampled time point taken soon after peak viral load reveals only mutations on the first epitope targeted. Consequently, the first time point provides no information about the death rates of variants with mutations at other epitopes. In our notation, for the double escape model, this means that δ v,2 and δ v,3 for v representing a variant with mutations outside the first targeted epitope, cannot simultaneously be identified. In such cases we choose a value for δ v,2 and use our hypothesis tests to verify that such values are reasonable.
Stochastic Reduction
Since the number of infected cells in acute infection is of order 10 9 , simulating our birth-death process through a Gillespie algorithm, (GILLESPIE, 2001) , is not computationally feasible. Previous authors, who have considered birth-death processes similar to ours, have used the idea of a stochastic-deterministic decomposition in order to construct simulations (ROUZINE et al., 2001; NOWAK, 2000; DESAI and FISHER, 2007; LEVIYANG, 2012) . In a stochastic-deterministic decomposition, the number of cells infected by a given variant v are simulated using a Gillespie algorithm until they reach some large cut-off value, after that time a deterministic differential equation is used to describe v variant dynamics.
Our stochastic reduction is also based on a stochastic-deterministic decomposition, but with the aim of expressing the birth-death process in a form more amenable to inference. To do this, for each
end ]. Given the stochastic interval, I v (t) dynamics are generated according to the following algorithm,
Pre-Stochastic Interval
Step:
Stochastic Interval
Step, sub-step a
end ). During this time interval, store T (t) and I v (t) for all v with an edge pointing to v.
Step, sub-step b
Let B(t) be a single variant birth-death process, i.e. B(t) is a scalar, defined by B(t
and with birth, death, and mutation rates of kT (t), δ v (t), and v →v µkT (t)I v (t), respectively. B(t) has the same birth, death, and mutation rates as variant v infected cells. Define
end ). Since T (t), I v (t) were stored in sub-step a, the distribution of X v can be computed through standard methods. See supporting information, section S8 for full details, but briefly, X v is computed by solving a backwards equation for the expected value
. Then a Fourier transform in ω is performed to obtain the distribution of B(t 
Step, sub-step c
Using the distribution computed in sub-step b, produce a samplex
Deterministic Interval
end , I v (t) dynamics are approximated using the differential equation:
The above algorithm can be employed for each variant, but in practice we assume that the founder variant is deterministic from t = 0. This approach ignores stochasticity in the first 1 − 2 days of infection, a time period that does not affect our results.
The endpoints of the stochastic intervals, [t
end ], are set through tuning parameters and L.
These two parameters tune the algorithm by implicitly selecting a trade-off between computational speed and accuracy. To explain how we choose t start is defined by
start ) = , i.e. the time at which the rate of mutations reaches . t
end is defined bỹ
end ) = L whereĨ M 1 (t) is roughly the average population size of M 1 variants. Put precisely, let t * be defined by µkI F (t * )T (t * ) = 1, thenĨ M 1 (t) obeys (2) with initial conditionĨ(t * ) = 0.
The stochastic interval of M 12 is generated similarly, but with M 1 playing the role of F . For a general escape graph, we would start with the founder and work our way outwards along the edges, generating a stochastic interval for each vertex.
The above algorithm introduces errors in the simulation of the birth-death process in each of the three steps. In the pre-stochastic step, we ignore the order probability that mutations create
start . In the stochastic interval step we assume that I v (t) = 0 even though v variants increase from 0 to order L. In the deterministic interval step, we ignore stochastic effects of the birth-death process and assume deterministic dynamics.
The stochastic-deterministic decomposition used by previous authors to simulate birth-death processes is obtained by replacing our Stochastic Interval, sub-steps a-c by a Gillespie simulation.
These previous works show that the relative error produced by the stochastic interval and deterministic interval steps is less than .03 and .01 for L = 100 and L = 2000, respectively (ROUZINE et al., 2001; DESAI and FISHER, 2007; LEVIYANG, 2012) . Importantly, as emphasized in ROUZINE Using the algorithm above, the stochasticity of the birth-death process is reduced to the variables
end ) or in other words the draws of the samplesx v from the distributions X v . To see this notice that except for sampling fromx v for all variants v = F , v variant dynamics are completely deterministic. We refer to X v andx v as the pop size distribution and pop size of the v variant population because, intuitively,x v determines how soon the v variant population has significant frequency and hence 'pops up' in the data.
At this point we have already achieved a reduction by expressing the stochasticity of the birthdeath process in terms of the pop size distributions. However, for appropriate choices of and L the stochasticity of the birth-death process can be further simplified. For concreteness, consider the escape graph of Figure 2 . If is chosen large enough and L is chosen small enough then
start , i.e. the stochastic interval of M 1 will end before the stochastic interval of M 12 starts. In this case, the stochastic interval of M 1 will be considered first, the distribution of X M 1 generated, andx M 1 sampled. Only oncex M 1 has been sampled will the dynamics be run forward to the M 12 stochastic interval. Then, X M 12 will be generated andx M 12 will be sampled. For more complex escape graphs, the idea is the same. The pop size of a vertex v depends on the pop sizes sampled for vertices that have an edge pointing to it and sampling of pop sizes on the escape graph begins from the founder vertex and moves outwards. To make these comments concrete, consider again the escape graph of Figure 2 . Figure 4 shows the pop size distributions for M1 and M12 variants (see Supporting Information, section S3 for parameter values used). The M1 stochastic interval ends at approximately t = 11. Plot A gives the pop size distribution of M1, i.e. the distribution of the number of M1 variants at t = 11.
Under our algorithm, instead of simulating the dynamics of M1 variants, we set the number of M1 variants at t = 11 by sampling from this distribution. Once a pop size has been chosen for M1, the M12 stochastic interval and pop size distribution can be determined. Plot B shows the pop size distribution of M12 for two values of the M1 pop size, 1000 and 3000. Plot C shows the start and end time of the M12 stochastic interval for different values of the M1 pop size. As in the case of M1 variants, at the end of the M12 stochastic interval, we sample from the M12 pop size distribution in order to determine the number of M12 variants.
Computing Posteriors
Let S(t) be the state at time t of the populations tracked by the birth-death process, e.g. for the escape graph of Figure 2 , S(t) = (T (t), I F (t), I M 1 (t), I M 12 (t)). LetD(t 1 , t 2 ) be frequency data for the variants of the escape graph collected at time points t 1 , t 2 . We choose two time points, which corresponds to a double escape model, for concreteness, in general any number of data time points are possible. As an example, the CH58 data discussed in the Results section includes two time points, see Table 6 . Let θ represent the parameters of the birth-death process for which we want to build a posterior, throughout this paper θ will be composed of escape rates, but in general any set of parameters can be chosen. We can simulate the birth-death process and generate samples for S(t 1 ), S(t 2 ). Let D(S(t 1 ), S(t 2 )) be the data generated by simulating the birth-death process and then simulating the sampling of sequences. By this we mean that first, through simulation, S(t 1 ), S(t 2 ) must be sampled to establish the exact frequencies of the variants at times t 1 , t 2 . Then, hypothetical samples must be drawn at time t 1 and t 2 to form simulated data.
Given a prior for θ, π(θ), our goal is to compute a posterior of θ conditioned on the data. More precisely, we aim to compute
However, it is easier to compute a posterior for θ, S(t 1 ), S(t 2 ),
and (3) can be obtained from (4) by treating S(t 1 ) and S(t 2 ) as nuisance parameters.
Bayesian posteriors are often computed through Markov chain Monte Carlo (MCMC) methods, see chapter 7 of (LEMEY et al., 2009) for a review of MCMC theory applied to viral data and (GILKS et al., 1996) for a general review. In our context, implementing such an approach depends on being able to compute (4). Once (4) can be computed, various MCMC methods allow one to sample from the posterior of θ. Specifically, we implement a Metropolis-Hastings based MCMC.
Such an approach is not affected if instead of computing (4) we compute
Indeed, (5) is identical to (4) up to a constant factor and such a proportional factor has no affect on a Metropolis-Hastings MCMC.
(5) can be expressed as a product of simpler conditional probabilities,
The factor P (D(S(t 1 ), S(t 2 )) =D(t 1 , t 2 ) | S(t 1 ), S(t 2 ), θ) can be interpreted as a sampling probability. That is, conditioned on knowing S(t 1 ), S(t 2 ) and hence the frequencies of the variants at times t 1 , t 2 , what is the probability of drawing the data. Computation of such probabilities is standard. However, P (S(t 1 ), S(t 2 ) | θ), the probability of a given system state at t 1 , t 2 given a parameter choice, is not standard.
Our approach is to use the stochastic reduction to replace S(t 1 ), S(t 2 ) byx v for all variants v = F . Since the birth-death process under our approximation is completely determined by the pop size samples, thex v determine the S(t). Given this equivalence, we consider P (x v for v = F | θ)
instead of P (S(t 1 ), S(t 2 ) | θ). Since we know the distribution of eachx v and since the dependence structure of thex v is simple by the stochastic reduction, P (x v for v = F | θ) can be computed in a standard manner.
We use a random walk Metropolis-Hastings algorithm on θ and thex v to form the posterior.
For instance, to form the posterior for patient CH58, θ is 3 dimensional and thex v , namelyx M 1 and x M 12 , are two dimensional. Our MCMC then operates on an 5 dimensional state space. To compute 10 7 MCMC steps takes approximately 1 day on an Intel I7-2600 using our C++ implementation. In all our results, we use a uniform prior on [−1, 2] for each escape rate.
Hypothesis Testing
Given an escape graph and a choice of parameters for the birth-death process, our goal is to test the null hypothesis that the data is formed by the model. Here we let θ represent all the parameters of the birth-death process and the underlying escape graph, as opposed to the previous section where θ typically represents only the escape rates. The challenge lies in computing a p-value.
More precisely, our goal is to compute the p-value of the data,D(t 1 , t 2 ), given θ. Given a pvalue, we can then test the null hypothesis that the data came from a model with parameters θ.
Since the data is multidimensional, forming a statistic through which to compute a p-value is not straightforward. However, as in the case of posterior computations, the stochastic reduction allows for a simplification.
Using the escape graph of Figure 2 as a concrete case, for a given θ there will be a pair of 
Before making this approach mathematically precise, we give a concrete example. Consider the example discussed at the end of the Stochastic Reduction subsection involving the escape graph in Figure 2 . All model parameters have the same values mentioned in that case. Now, however, we bring in data. Suppose that we have a one timepoint dataset for which at t = 40 the frequencies for variants F, M 1, M 12 are .05, .6, .35, respectively (since Figure 2 is a double escape graph, we would usually have two timepoints, but here we use one for simplicity of presentation).
Standard numerical optimization on the two-dimensional space composed of the M1 and M12 pop sizes shows that these frequencies are achieved when the M1, M12 pop sizes are approximately 2200, 4000, respectively. In the notation discussed above, x data M 1 = 2200 and x data M 12 = 4000. The M1 pop size distribution depends only on the model parameters, which are fixed, while the M12 pop size distribution depends on the M1 pop size which we take as 2200. We can then ask where the values 2200 and 4000 fall in these distributions. Figures 5A,B give the M1 and M12 pop distributions, the shaded region corresponds to pop sizes that are greater than 2200 and 4000 respectively. More precisely, the shaded regions give us the p-values .11 and .05 for the 2200 and 4000 respectively.
Combining these p-values, we compute an overall p-value of .04, meaning that at a confidence level of .95 the null hypothesis that the model formed the data can be rejected. Now we consider a slightly different dataset. Suppose that the dataset is as before, except that now we have frequencies of .1, .8, .1 for F, M 1, M 12, respectively. Importantly, we are working with the same model parameters as in the preceding paragraph. Under this data, we now find the optimal M1 and M12 pop sizes to be 1200 and 800 respectively. Figures 5C,D show where these pop sizes fall on the pop size distributions. We find p-values of .42 and .19 for 1200 and 800
respectively. Combining these p-values, we find an overall p-value of .29, meaning that we cannot reject the null hypothesis that the model formed the data.
To make the approach precise, let Φ M 1 and Φ M 12 be the cumulative densities of X M 1 and X M 12 even though the distribution X M 12 depends on X M 1 . We can then define the p-value by computing the probability with which two independent, uniform random numbers are more 'extreme' than q M 1 , q M 12 . This is a standard statistical problem, see the Supporting Information, section S4 for the specific algorithm we use to compute the p-value from the q's.
As noted in the preceding paragraph, q M 1 and q M 12 are uniformly distributed on
are assumed drawn from the pop size distributions, i.e. X M 1 and X M 12 , respectively. This, however, is not precisely true. To see this, imagine a scenario in which we simulate our model and construct a dataset, indeed the null hypothesis assumes the dataset is generated in exactly this way.
The simulation determines variant frequencies at time t 1 , t 2 corresponding to the pop sizes sampled,
Using these variant frequencies we construct a datasetD(t 1 , t 2 ) by sampling sequences.
Importantly, due to sampling error, the variant frequencies in the dataset may not be the same as those produced by the simulation. Since we compute x As discussed in the Results section below, using the pop size distributions for the distributions of x data M 1 , x data M 12 is an approximation that is accurate for large sample sizes. In the case of small sample sizes, we could compute the distribution of x data M 1 , x data M 12 rather than using the pop size distributions as approximations, but such an approach is computationally expensive and requires further work.
We can apply our current p-value computations to datasets with small sample size by including frequency assumptions in the null hypothesis, see CH58 results for a concrete example.
Results
We first present numerical experiments exploring our inference methods under a range of parameter values. Then we turn to patient data, applying our methods to the CH40 and CH58 datasets. We examine the CH40 dataset through the single escape graph, while considering CH58 through the double escape graph.
Numerical Experiments
Through numerical experiments, we investigated the error of our parameter inference methods as well as the type I error and statistical power of our hypothesis testing methods. Importantly, the experiments show that inference based on the standard model produces overly narrow confidence intervals as a consequence of ignoring stochastic effects, most notably mutation. In contrast, our methods produce more accurate confidence intervals.
We present numerical results for single escape graphs. Results for double escape graphs are similar, see sections S5 and S6 of the Supporting Information. Single escape graphs have the form of Figure 1 with only the number of vertices pointed to by F varying. We consider single escape graphs with 1, 3, 5 and 8 epitope mutations. Recall that in the single escape model, δ v,2 represents the death rate of variant v under CTL response. We focus on inferring the escape rates δ F,2 − δ v,2 over all mutant variants v.
Parameter Inference Experiments:
Our first numerical result shows that our posterior construction methods provide accurate estimates for the escape rates. We conducted a numerical experiment consisting of the following steps:
1. We randomly chose parameter values for our model from a meaningful biological range.
2. Given a specific choice for the parameter values, we simulated the resulting model and produced a simulated dataset of variant frequencies at time t D .
3. Given the simulated dataset, we constructed a posterior for the escape rates, assuming no knowledge of the death rates, but assuming we knew other parameters of the model.
To compare our posterior method to an approach dependent on a deterministic model, we performed an experiment using steps 1 − 2 as above. But for step 3, we used a least squares approach to fit a standard model to the simulated dataset. Importantly, sampling stochasticity at time t D was preserved, allowing us to form a distribution of estimates and corresponding confidence intervals under the standard model. See the Supporting Information, section S5 for more specifics on both posterior and deterministic experiments.
We repeated the above experiments 1000 times for both the posterior and deterministic inference methods assuming 5000 samples at time t D . Figure 6 gives a boxplot for the escape rate error using posterior and deterministic methods distributions. We present the error scaled by .4 since that is approximately the death rate of HIV infected cells in the absence of CTL attack (PERELSON et al., 1996) , so .4 can be seen as the background noise through which CTL influence on death rates must be estimated. For a given number of epitope mutations, the left and right boxplot corresponds to the posterior and deterministic method respectively. The results show the constructed posteriors are roughly unbiased with relative errors usually less than .05. The deterministic estimators are biased down because mutations start immediately in the deterministic model, while in the stochastic model founder variants must first rise to significant numbers. Since the number of mutations is overestimated by the deterministic method, the escape rates must be lower to achieve the same variant frequencies. Figure 7 was generated from a 3 epitope mutation model, see Supporting Information section S5 for details. The figure compares the estimation of one of the three escape rates through posterior and deterministic methods. In contrast to Figure 6 , the results represent estimates rather than scaled errors. As shown, the actual escape rate was .27. Posterior construction produces a relatively wide distribution containing the correct escape rate. Since the deterministic estimates ignore the stochasticity of mutation, considering only sampling stochasticity, the deterministic distribution is too narrow. This case, which is typical, is reflected in the poor type I errors discussed below.
Hypothesis Testing:
We consider two null hypotheses. For our methods, the null hypothesis assumes that the simulated dataset was generated under our stochastic model with the parameter values chosen. In contrast, to examine deterministic, standard model based methods, the null hypothesis assumes that Comparison of escape rate methods applied to the same dataset. As shown, the actual escape rate was .27 as shown in the far left. The posterior distribution is relatively wild and contains the correct escape rate value. In contrast the deterministic distribution is relatively narrow and does not contain the correct escape rate value.
the simulated dataset was generated under the standard model with the parameter values chosen.
To examine type I error under both methods, we chose parameters and simulated datasets exactly as in steps 1 − 2 of the experiments described above. Then, the null hypothesis was evaluated by computing p-values. When assuming our stochastic model, the p-value accounts for stochastic effects derived from both the model and sampling at time t D . In contrast, when assuming a standard model, the p-value reflects solely sampling stochasticity (see comments in Supporting Information S5 involving confidence intervals under the standard model). Type I error estimates given below were produced by averaging over 10000 hypothesis tests.
Type I errors for the deterministic method were very high, reflecting the overly narrow distributions constructed by the deterministic method. For example, in the case of 5 epitope mutations and 5000 samples at t D , type I error was .567, .65, .76 for confidence levels of 99%, 95%, and 80%, respectively. Table 2 shows the type I error for our methods at different confidence levels and number of sequences sampled. The sample size of ∞ reflects exact knowledge of the variant frequencies at sampling time, i.e. no sampling error. Allowing for error associated with running 10000 experiments, Table 2 shows that a sample size of ∞ has the correct type I error for the various confidence levels. As seen in the table, type I errors rise as the sample size drops, so that our hypothesis methods are too conservative in accepting the null hypothesis for finite sample sizes. The table shows that type I errors increase as the number of epitope mutations rises. Note that even at the sample size of 1000, our type I errors are more accurate than those obtained by deterministic methods under a sample size of 5000.
Two factors influence the type I errors at finite sample sizes. First, when a mutation variant is of low frequency, sampling errors become more pronounced and type I errors increase. For example, consider the case of 1 mutant and sample size of 1000. With unrestricted variant frequencies the table shows type I errors of .09 and .14 for confidence levels of 99% and 95%, respectively. However, if we consider only those experiments for which the mutation variant has frequency greater than .05 at sampling time, we find type I errors of .06 and .10, respectively. Second, to understand why coverage error rises as the number of mutants rises, recall that we compute a p-value for each mutant and then combine all such p-values to produce an overall p-value. We find that regardless of the number of mutants, our p-value estimates for each individual mutant have roughly the same accuracy. However, when there are more mutants, the error in estimating the p-value of each mutant accumulate and produce a less accurate overall p-value. Further, as the number of mutants rises, there are often more mutants at low frequency, leading to the error described above.
To examine power, we again chose parameters and simulated datasets exactly as we did for parameter inference. However, we then constructed another set of parameter choices as follows.
For each δ v,2 we definedδ v,2 = δ v,2 + u v where the u v ranged on [0, .3]. We did the same for δ F,2 .
For this new collection of parameters, we performed a hypothesis test using the simulated dataset.
Note that the dataset is simulated using the δ v,2 , while theδ v,2 are our null model. We repeated this experiment 10000 times.
Given the poor type I errors of the deterministic method, we present power results only for our hypothesis testing methods. Table 3 shows the power as a function of the euclidean distance between the δ v,2 andδ v,2 at the confidence level 95% assuming 5000 sampled sequences. As can be seen, we are able to reject appropriately when the true death rates are roughly .1 apart from the null hypothesis death rates. Power under 1000 sampled sequences is slightly greater (data not shown), but this increase comes with the price of greater type I error as noted in Table 2 . 
Patient CH40
The data we use for patient CH40 is presented in (GOONETILLEKE et al., 2009) and (FISHER et al., 2010) . We refer the reader to those papers and references therein for full details. Briefly, patient CH40 was identified during acute infection. Viral load data and immune response assays suggest the time of identification to be a few days after peak viral load. In GOONETILLEKE et al. Table 4 gives the NEF SR9 epitope, the epitope mutations, and the variant frequencies at the day 16 sampling. The table is almost identical to data found in Figure   5 of (FISHER et al., 2010 ) except that we consider only variants with frequency greater than 1%
at day 16. For those variants, frequencies were rounded to the nearest tenth and rescaled, by a factor of 1.033, so that frequencies summed to 100%. Deep sequencing data may have high error rates for low frequency variants. The cutoff we use of 1% may be too low. Here we do not focus on this important issue, assuming that sampling error for deep sequencing data follows standard multinomial distributions. As specified in the table, each NEF SR9 mutant is associated with a one letter label, the amino acid substitution caused by a single nucleotide mutation.
We and t D = 36, meaning that we assume day 16 post identification is day 36 post infection. The escape graph is given in Figure 1 . The standard model parameters were chosen to fit the viral load pattern of patient CH40, see Figure S1 of GOONETILLEKE et al. (2009) , and to fall within known ranges (STAFFORD et al., 2000; DE BOER, 2007; PERELSON et al., 1993) . Specifically, k = 3 * 10 −3 , d = .01, λ = 10 8 . We also set δ v,1 = .4 for all variants in the escape graph, recall that 
We first constructed posterior and deterministic distributions to estimate the escape rates (deterministic estimates were constructed as described in the numerical experiments). Figure 8 gives the marginal distributions for each of the epitope mutations. As in Figure 7 , the deterministic distribution is biased down.
We used the posterior estimates as a basis for a hypothesis test. Specifically, we used the median values found in Figure 8 as values for δ F,2 − δ v,2 . Following from the identifiability issues mentioned, the choice we make for δ F,2 has no effect on the p-value so we arbitrarily chose δ F,2 = .8. Using the resulting parameter values for δ v,2 gave a p-value of .99, demonstrating that the posterior does provide parameters that fit the data well. Each tic labeled by a letter and its right neighboring tic represent the posterior and deterministic estimates, respectively, for the corresponding mutation.
Our model and hypothesis tests allow us to investigate escape rates across the epitope mutations.
The striking feature of Table 4 is the high frequency of H variants with respect to the other epitope mutations. This deviation is reflected in the estimates given in Figure 8 , showing escape rates for H approximately .1 higher than other variants. The higher escape rate of H variants may result from differences in fitness, mutation rate, pMHC binding, or CTL recognition. But before turning to such explanations, it is valuable to consider whether the deviation could be caused by stochastic effects alone.
To address this issue, we can use our null hypothesis methods. Table 5 describes the death rates assumed by a null hypotheses in which all variants have an identical death rate, .8 − δ M , during the CTL response time, [15, 36] . The parameter δ M is the escape rate of the variants since δ F,2 = .8.
Aside from this change, all other parameters are the same as above and we still use the escape graph in Figure 1 . We considered a range of δ M from 0 to .5, none produced a p-value greater than 10 −4
meaning that the data does not fit this null model and accompanying hypothesis that all variants share the same escape rate. Having rejected the null hypothesis that all mutant variants are identical, a natural second hypothesis would be to somehow group the mutants into several categories. Figure 8 suggests that three groups might be appropriate : H and Q,R,M,C and N,E,I. The hypothesis can be specified by adapting Table 5 to allow for three different values of the escape rate, δ M , corresponding to the three groups. We find a p-value of .2 when the escape rate is .32; .24; and .16 for H; Q, R, M, C;
and N, E, I, respectively, suggesting that this particular model is a reasonable fit for the data.
The hypothesis presented above suggest, although certainly do not prove, that CH40 data reflects an escape involving multiple variants with different escape rates. Analysis of this type of escape is not possible under existing methods which assume a single mutant type.
Patient CH58
The data we used for patient CH58 was presented in (GOONETILLEKE et al., 2009) . We refer the reader to that paper and references therein for full details. Briefly, patient CH58 was identified during acute infection approximately a week prior to peak viral load. As for the CH40 dataset, day 0 represents the time of identification. Blood samples were collected at day 0, day 9, day 45 and subsequent times. Through single genome amplification, two regions on the founder genome were found to experience early escape : ENV EL9 and ENV 830 (see CH58.e and CH58.g in Figure 2 of (GOONETILLEKE et al., 2009) ). Escape at ENV EL9 was first seen at day 9, at which time ENV 830 and all other regions of escape were homogeneous. By day 45, escape had also occurred at ENV 830. Two other epitopes had low levels of variation by day 45, reflecting the start of escapes that continued past day 45. T cell assays verified ENV EL9 as a target of T cell response, but no response to ENV 830 could be found and the nucleotide sequence in that region is not a known CTL epitope, raising the possibility that ENV 830 is the location of compensatory mutations. were not present in the data and were not included in our model. Table 6 is the reduction of CH58 data to our three variants. to fit the viral load pattern of patient CH58, see Figure S1 of GOONETILLEKE et al. (2009) , and to fall within known ranges (STAFFORD et al., 2000; DE BOER, 2007; PERELSON et al., 1993) .
Specifically, k = 2.6 * 10 −3 , d = .01, λ = 10 8 . We set δ v,1 = .4, the death rate prior to CTL response, for all variants and δ M 12,2 = .4, the death rate of M 12 during the time period [t A , t D ].
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The escape rates δ Figure 9: Posterior and deterministic estimates for the escape rates of the CH58 dataset. Each tic labeled by an escape rate and its right neighboring tic represent the posterior and deterministic escape rate estimates, respectively. Figure 9 gives the posterior and deterministic estimators of the escape rates. As in the case of CH40, we use the posterior estimates to construct hypothesis tests. Due to the small sample size, we consider two hypotheses, labelled A and B. Importantly, we make the true frequencies of F, M 1, M 12 variants part of the null hypotheses, meaning that the assumed frequencies are free of sampling error. Table 7 gives the variant frequencies assumed under A and B. In hypothesis A, M 1 variants at day 45 have frequency 0, while in hypothesis B the M 1 frequency at day 45 is raised to .33 and, correspondingly, the M 12 frequency lowered to .56. Hypotheses A and B represent the endpoints of the 95% confidence interval for M 1 frequencies at day 45. Table 8 gives the escape rates, chosen using guidance from the posterior, assumed under hypotheses A and B. Hypotheses
A and B generated p-values of .96 and .45, respectively.
For the CH58 dataset, the value of our hypothesis tests is not in the p-values generated. Indeed, we chose the escape rates to make the p-values large. Rather, here we have found two models that we believe span a range of possible underlying variant frequencies from which the CH58 dataset was sampled. In both figures, M 1 variants initially push out F variants, followed by M 12 variants pushing out both M 1 and F variants. To frame the dynamics intuitively, we can suppose that CTLs initially respond to the ENV EL9 epitope, therefore selecting for M 1 and M 12 variants. This response lasts until day 9 and then is replaced by a secondary response that selects for M 12 variants over M 1 variants. In the case of hypothesis A dynamics, the secondary response selects F variants over M 1 variants, perhaps meaning that CTL response completely shifted to a new epitope after day 9. In contrast, for hypothesis B dynamics, the secondary response selects M 1 variants over F variants, corresponding intuitively to a weakened, but still present CTL response to ENV EL9. The figures also provide a feel for the dynamics that would have resulted from M 1 frequencies between those of hypotheses A and B.
The dark curve in both figures corresponds to the frequency of mutants at ENV EL9. The curves both have values of .29 and .89 at days 9 and 45 post identification, exactly the value of the CH58 dataset. If we restricted our attention only to ENV EL9, meaning that M 1 and M 12 variants would be indistinguishable, the dark curves are the profiles we would see. In this situation, using existing methods (ASQUITH et al., 2006) , we find an escape rate of .08 (similar to the value found in GANUSOV et al. (2011) and GOONETILLEKE et al. (2009) ) which is significantly less than the first M 1 escape rate and the M 12 escape rate assumed in the case of null hypotheses A and B.
The dynamics of Figure 10 show that between day 9 and 45 post infection, ENV EL9 escape is driven by ENV 830 selection. Indeed, under both hypothesis, M 1 variants eventually drop in frequency while M 12 variants escape at a rate of .24, suggesting strong selection for ENV 830 mutations and weak or negative selection for ENV EL9 mutations. In this scenario, the escape rate estimated by the ENV EL9 data alone is influenced more by secondary responses not directly associated to ENV EL9 than by the ENV EL9 CTL response itself.
Discussion
We have investigated two ways in which current escape rate inference methods can be extended.
First, through the CH40 dataset, we considered escape through multiple mutations on a single epitope. We found that escape rates varied between the different epitope mutations. More specifically, our posterior construction gave different escape rates for the different epitope mutations and our hypothesis tests rejected a null model under which all mutations shared the same escape rate. Current techniques do not allow for such analysis, since all epitope mutations must be grouped into a single mutant type. Second, through the CH58 dataset, we considered escape in response to selection at two genome regions (one an epitope the other region possibly not). In this case, we found that escape dynamics at the two regions were intertwined, raising the possibility that existing methods applied to a single epitope may be biased due to escape at other epitopes.
While we have presented a basic framework for computational inference of HIV escapes, two current limitations stand out. First, the computations we have presented consider only one epitope with many escape mutations or two epitopes with one escape mutation each. One would like to consider the realistic case of escape at multiple epitopes through multiple mutations. While our methods should apply to this greater context, understanding how to construct escape graphs and birth-death processes that can extract biologically useful information in this more computationally challenging setting requires further work. Second, as has been noted above, our inference methods currently require datasets with a large number of sampled sequences. For escape at a single epitope, deep sequencing datasets provide the needed sample sizes and our methods can be applied.
However, for escape at multiple epitopes, deep sequencing datasets usually fail to provide linkage information. In our analysis of the CH58 dataset, this restriction forced us to include more information in our null hypothesis. In principle, extension to small sample size should be possible, but more theoretical and computational work is needed.
