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MARCO TEÓRICO Y APROXIMACIÓN JURÍDICA 
AL BIG DATA: ALGORITMOS, INTELIGENCIA 
ARTIFICIAL Y TRANSFORMACIÓN DIGITAL1*
Aproximación general al big data: premisas y cautelas 
La expresión big data se debe al trabajo de Schönberger y Cukier (2013a). 
En español se utiliza también esta expresión inglesa. El Parlamento Europeo 
(2017) hace referencia a ‘macrodatos’, y no tanto a ‘datos masivos’: 
Recopilación, análisis y acumulación constante de grandes cantidades de datos, in-
cluidos datos personales, procedentes de diferentes fuentes y objeto de un tratamiento 
automatizado mediante algoritmos informáticos y avanzadas técnicas de tratamien-
to de datos, utilizando tanto datos almacenados como datos transmitidos en flujo 
continuo, con el fin de generar correlaciones, tendencias y patrones (analítica de 
macrodatos). 
Se habla de las V (Gartner, 2012): volumen, variedad, velocidad y valor, a 
las que se añaden, entre otras, la veracidad (Puyol, 2014, p. 488). Se hace refe-
rencia al carácter big —‘grande’ o ‘masivo’— de los datos para hacer alusión al 
volumen, esto es, a cantidades de datos ingentes, de magnitud inabarcable a la 
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mente humana, como la grandeza del espacio. Tales datos masivos pueden tener 
también la V por su variedad de fuentes y naturaleza; y se destaca asimismo la 
gran velocidad en la gestión y actualización de los datos. Los datos a los que 
se hace referencia pueden estar estructurados, no estructurados o parcialmente 
estructurados; no obstante, más allá de la cantidad o estructura, se destaca con el 
término big data elementos como la V del gran valor potencial presente y futuro; 
además, es nota diferencial de los datos masivos que no pueden ser manipulados, 
analizados, procesados con mecanismos o procesos tradicionales. 
El gran reto de los datos masivos es la captación, gestión y tratamiento para 
agregar valor a grandes volúmenes de datos poco utilizados o inaccesibles hasta 
la fecha; todo ello, para aportar y descubrir un conocimiento hasta ahora oculto. 
Boyd y Crawford (2011, p. 6), entre otros autores, subrayan que el big data no 
solo se refiere a grandes conjuntos de datos y a las herramientas y procedimientos 
utilizados para manipularlos y analizarlos, sino a un giro en el pensamiento com-
putacional y la investigación (Burkholder, 1992). Así como Ford cambió la forma 
en que se hicieron coches —y luego se transformó la forma de trabajo—, el big 
data va a cambiar toda la teoría social (Latour, 2009, p. 9) al automatizar tanto el 
objeto como el procedimiento del conocimiento. 
El big data, en muy buena medida, está conectado con la inteligencia artifi-
cial cuando los sistemas computacionales son capaces de tratar, aprender, resol-
ver problemas y tomar decisiones a partir de los grandes datos, desde un cambio 
de paradigma que automatiza tanto el objeto (los datos) como el procedimiento 
del conocimiento (Boyd y Crawford, 2011). Se aplican algoritmos, redes neuro-
nales artificiales y patrones de razonamiento, en principio similares a los huma-
nos (Nils, 1980). En esta dirección, el Parlamento Europeo (2017) recuerda que 
en algunos casos se capacitan “dispositivos de inteligencia artificial” como “redes 
neuronales y modelos estadísticos con el fin de predecir algunos acontecimientos 
y comportamientos”. Según el Parlamento Europeo (2017), los algoritmos pue-
den definirse como “conjuntos bien definidos de pasos para lograr una determi-
nada meta” (Kroll et al.), o bien, como “código software que procesa un conjunto 
limitado de instrucciones”. Los algoritmos avanzados de aprendizaje automático 
(advanced machine-learning algorithms) destacan por su capacidad de adaptarse 
y aprender, y cabe recordar que los robots no precisan de una entidad física y, 







obviamente, tampoco de una forma pretendidamente humana, sino que cada vez 
más hay que percibirlos como algoritmos de autoaprendizaje.
No es difícil prever la importancia económica del big data; así, por ejem-
plo, para Europa algunos estudios (DemosEuropa, 2013) indican que en 2020 la 
combinación de big data y open data —especialmente el primero— implicará un 
crecimiento de 230.000 millones de euros, un 1,9% adicional al PIB. Ello impli-
ca un incremento adicional del PIB de un 23% en comercio, 22% en industria, 
13% en financias y seguros, 13% en administración, 6% en sector TIC y 5% en 
sanidad y servicios sociales. Se afirma que un 50% de la economía europea queda 
afectada por el big data e incide en el crecimiento de un 5% o 6% de su eficiencia 
(Comisión Europea, 2013). Más recientemente se afirma que “el sector de los 
macrodatos está creciendo a un ritmo del 40% anual, siete veces más rápidamente 
que el del mercado de las tecnologías de la información” (Parlamento Europeo, 
2017).
Dado el tratamiento económico y empresarial del big data, y en clave jurídi-
ca, cabe preguntarse sobre el equilibrio de contraprestaciones que se da entre los 
proveedores de servicios y usuarios a cambio del acceso y uso de datos que gene-
ran estos últimos y su empleo como datos masivos. Se trataría de especular sobre 
las consecuencias jurídicas que pueden darse y un posible reparto de la riqueza 
que se genera, al igual que sobre las exigencias y condiciones que los prestadores 
imponen a los usuarios. 
¿De dónde proceden los datos masivos y todo lo imaginable que se puede hacer con ellos?
Los grandes datos son generados por humanos, también biométricamente, máqui-
na a máquina, producto de grandes transacciones o del uso de la web y las redes 
sociales (Sunil, 2012). Billones de whatsapps, correos electrónicos, contenidos 
en Facebook y Twitter, búsquedas en Google y videos en Youtube se generan 
por la navegación en internet, las comunicaciones del internet de las cosas, las 
comunicaciones entre máquinas, industrias, estaciones meteorológicas, etc. Estas 
actividades, por lo general, están vinculadas a medidores y sensores de tempe-
ratura, luz, altura, presión, sonido, localización, GPS, así como en el entorno 
de tecnologías RFID, wi-fi o bluetooth, a lo que se suman los datos biométri-
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(escáneres de retina, de huellas digitales, lectores de cadenas de ADN, monito-
reos médicos de todo tipo, etc.).
Ahora bien, vale la pena cuestionar respecto a qué se hace con los datos; en 
palabras de Martínez (2014), a partir del clásico de Mayer-Schönberger, este “es 
un territorio abierto a la imaginación” (p. 3); se trata de una “estadística del todo”, 
porque el científico puede analizar todos los datos, eliminando el sesgo de la 
elección de una muestra. Además, según sean las posibilidades de tratamiento, se 
trata de combinar datos como el químico, que aleatoriamente va tomando mues-
tras por doquier. Frente a la contrastación de una hipótesis a partir de los datos, 
se descubren correlaciones sin conocer previamente la causa. Así sucede al pro-
bar casi aleatoriamente la posible correlación entre datos en principio totalmente 
distantes (¿compra distintos alimentos la gente en función del estado del clima?, 
¿cómo influye el embarazo en las decisiones de consumo?, ¿sería posible ofrecer 
seguros de salud en función de las búsquedas en Google o del análisis de las pre-
ferencias alimentarias manifestadas por los usuarios y por sus redes de amigos en 
espacios sociales de internet?). 
Así las cosas, gracias al big data y la inteligencia artificial es posible gene-
rar patrones dinámicos de tendencias de futuro: la predictibilidad y el apoyo en 
la toma de decisiones, conocer mejor al cliente y el mercado, personalizar los 
productos y servicios, mejorar y agilizar la toma de decisiones, o prever el com-
portamiento (Agencia Española de Protección de Datos [AEPD] e ISMS Forum, 
2017, pp. 6-7). El big data y la inteligencia artificial se proyectan en los sectores 
público y privado al ámbito empresarial, los recursos humanos, el marketing, el 
consumo, el comercio, el transporte, la sanidad, la educación, etc. Del lado de las 
ventajas, más allá de la perspectiva de intereses privados, sin duda pueden reper-
cutir en ámbitos de la asistencia sanitaria, la lucha contra el cambio climático, la 
reducción del consumo energético, la mejora de la seguridad en el transporte y la 
posibilidad de establecer ciudades inteligentes. 
De este modo, se busca la optimización y eficiencia de las empresas y con-
tribuir a una mejora de las condiciones laborales, a la detección y la lucha con-
tra el fraude, además de que los macrodatos pueden ofrecer una ventaja com-
petitiva para los procesos de toma de decisiones (Parlamento Europeo, 2017). 
En cualquier caso, uno de los mayores retos es disponer de personas adecuadas y 







formadas para analizar y explotar los datos, esto es, convertir una gran cantidad 
de datos en decisiones, estrategias y mejores experiencias para los consumidores. 
Algunas cautelas que plantea el big data y la necesidad de abordarlo jurídicamente
Como ya señalaron Boyd y Crawford (2011), los números no hablan por sí mis-
mos; las afirmaciones de objetividad y precisión son engañosas dado que todos 
los investigadores son intérpretes de datos, y siempre hay un proceso de limpieza 
de datos inherentemente subjetivo. Apuntan que con los datos masivos también 
hay errores en internet, en razón de que interrupciones y pérdidas son a menudo 
poco fiables; así, los errores y lagunas se hacen también masivos. Se ha criticado 
igualmente que lo más grande no necesariamente es lo mejor. 
El uso tecnológico genera datos vaporosos o data fumes (Thatcher, 2014), con 
todas sus limitaciones, sesgos y manipulaciones. Incluso se ha llegado a hablar de 
Weapons of math destruction, ‘armas de destrucción matemática’ (O’Neil, 2016). 
Como señala Surden (2017), lejos del “manto de objetividad de la tecnología” (p. 
2), los sistemas tecnológicos pueden tener valores sociales incrustados o embe-
bidos en su diseño, e incluso estos pueden ser contrarios a la igualdad, los princi-
pios constitucionales y los derechos humanos. En este sentido, la baja calidad de 
los datos o los procedimientos podría ocasionar algunos problemas:
Dar lugar a algoritmos sesgados, correlaciones falsas, errores, una subestimación de 
las repercusiones éticas, sociales y legales, el riesgo de utilización de los datos con 
fines discriminatorios o fraudulentos y la marginación del papel de los seres humanos 
en esos procesos, lo que puede traducirse en procedimientos deficientes de toma de de-
cisiones con repercusiones negativas en las vidas y oportunidades de los ciudadanos, 
en particular los grupos marginalizados, así como generar un impacto negativo en las 
sociedades y empresas. […] La información revelada por los análisis de los macroda-
tos no ofrece una visión general objetiva e imparcial de ninguna materia y que es tan 
fiable como lo permitan los datos subyacentes. (Parlamento Europeo, 2017) 
Por su parte, Richards y King (2013) afirman importantes cautelas y una ne-
cesaria visión crítica frente a los grandes evangelistas del big data, esto es, los 
que prometen que los grandes datos pueden mejorar la toma de decisiones, por 
las mejores predicciones en áreas que van desde la admisión a la universidad, los 
servicios y las políticas médicas, hasta las políticas de seguridad nacional o pre-







Derecho y big data
que con los datos masivos se accede invasivamente a información privada, los 
resultados de estos tratamientos están casi completamente rodeados de secreto 
legal e industrial. Subrayan especialmente la paradoja que implica que un futuro 
casi milagroso y de transformación social sea al fin y al cabo un privilegio que 
queda en manos del gobierno y de grandes empresas a costa de los ciudadanos; 
todo ello, en el contraste de los riesgos de la identidad individual y colectiva. 
Lo anterior puede llevar a la “dictadura de los datos” (Cukier y Mayer-Schönberger, 
2013b) o, como se ha señalado, a errores masivos y a una estupidez artificial, que 
sería, eso sí, muy humana. 
Así las cosas, y como reacción frente a estos riesgos, se afirma la idea de una 
“responsabilidad algorítmica”, bajo la idea de que “normas científicas y éticas es-
trictas son fundamentales” (Parlamento Europeo, 2017); emerge así la necesidad 
de un “marco ético común sólido”, así como cuando se apela a “las normas éticas 
más elevadas”, especialmente aquellas que usen los macrodatos en la aplicación 
de la ley. 
Aproximación a elementos de economía colaborativa y transformación digital 
afines a la investigación
Economía colaborativa es la expresión usualmente utilizada en castellano para 
designar lo que en inglés se conoce como sharing economy, peer-to-peer eco-
nomy, mesh, collaborative economy o collaborative consumption; expresiones 
más o menos equivalentes, al margen de los particulares matices de significado. 
Con ellas se alude a los nuevos sistemas de producción y consumo de bienes y 
servicios que surgen a principios del siglo XXI y que aprovechan las posibilida-
des abiertas por los recientes avances de las tecnologías informáticas para inter-
cambiar y compartir dichos bienes y servicios.
Por otro lado, de modo necesariamente vinculado, el proyecto de investiga-
ción conecta la economía colaborativa con la transformación digital de la eco-
nomía. Ya no se trata de la mera informatización ni del uso de redes sociales 
o el marketing digital; tampoco consiste en la prestación de servicios a través 
de internet; las innovaciones y las TIC hacen reinventar la organización empre-
sarial (y también las organizaciones públicas) para lograr los nuevos objetivos. 
La competencia es digital, lo que parte de la premisa misma de una estrategia 







digital de la organización, conjunta e integral: rediseño de procesos, de gestión 
de la información y documentación, etc. La orientación al cliente o usuario exige 
una constante retroalimentación y transformación continua, lo cual se proyecta en 
la cultura de la organización, y en su estructura y regulación.
Con la transformación digital emergen nuevas expectativas y experiencias de 
cara al consumidor o al administrado, las mejoras de eficiencia en la gestión y 
organización, la potencialidad de nuevos ingresos a la organización empresarial, 
el apoyo en la innovación constante para generar ventajas competitivas. En el 
caso de los poderes públicos, al mejorar los servicios se potencia la colaboración 
interna; de igual modo, la transformación digital impone el uso y la profundiza-
ción del big data. 
Ni la colaboración ni el uso de recursos compartidos son fenómenos en ab-
soluto nuevos. La novedad de la llamada economía colaborativa y la transfor-
mación digital radica en el aprovechamiento de las posibilidades abiertas por las 
tecnologías informáticas que surgen a finales del siglo XX y principios del XXI; 
aprovechamiento que permite reducir considerablemente las asimetrías informa-
tivas y los costes de transacción que afectan a dichas actividades, incrementar 
la escala en la que se llevan a cabo y realizarlas de formas distintas a las hasta 
ahora conocidas. Los sistemas tradicionales de producción y consumo implican 
elevadísimos niveles de infrautilización de ciertos recursos y de sobreexplotación 
de otros. El caso de los autos familiares es paradigmático: se calcula que estos 
permanecen aparcados entre el 92% y el 96% de su vida útil y que un porcentaje 
sorprendentemente elevado del suelo urbano se dedica a este fin. Los nuevos 
sistemas de compartición de automóviles permiten aminorar esos porcentajes; tal 
compartición hace posible satisfacer las mismas necesidades de movilidad con un 
menor número de coches y de plazas de aparcamiento, lo cual mitiga la infrauti-
lización de los coches y la sobreexplotación del suelo urbano.
Actores, actividades y sistemas de economía colaborativa
Los actores, las actividades y los sistemas de economía colaborativa pueden ser 
de diversos tipos. Las actividades pueden realizarse con ánimo de lucro (es el 
caso de Uber o Airbnb) o sin él. Algunas de las empresas que han florecido en 
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servicios a través de una plataforma tecnológica que simplifica enormemente las 
correspondientes transacciones (Zipcar); otras se limitan a hacer de intermedia-
rias, por ejemplo, a través de algún dispositivo tecnológico y entre sujetos que 
intercambian bienes o se prestan determinados servicios (Uber). 
Algunas de estas actividades se desarrollan en ámbitos que hasta la fecha 
han carecido de una regulación jurídica específica (como los recados Taskrabbit); 
otras, en cambio, se llevan a cabo en mercados que han estado sometidos a una 
fuerte intervención pública (como los del taxi o los alojamientos), lo que ha res-
tringido de manera muy notable la libertad de los particulares para realizarlas. 
De igual modo, no hay que desconocer el papel esencial de los poderes públicos 
y las administraciones: en primer lugar, dada la heterorregulación del sector y el 
desarrollo de políticas públicas que afectan la transformación digital; en segundo 
lugar, por cuanto el sector público es esencial en la economía y en el consumo, 
e incluso de producción de servicios en la economía digital; finalmente, por la 
gestión de las administraciones públicas, la redefinición de sus funciones y el 
ajuste competencial de estas en los distintos niveles de gobierno. 
La necesaria aproximación jurídica y nuevos enfoques  
desde los derechos fundamentales 
Los ámbitos sensibles cercanos al interés del jurista no son pocos, aunque por su 
novedad no siempre es sencillo delimitarlos. Antes de poner palos en las ruedas 
de la innovación y el avance; antes de, en palabras de Tene y Polonetsky (2013), 
vilipendiar el big data e imponer una regulación de mano dura; antes de eso, cabe 
establecer directrices, regulaciones legales y técnicas para limitar usos poco éti-
cos, contrarios a derechos fundamentales y principios, en especial aquellos vin-
culados con la no discriminación y la privacidad, así como fortalecer el control y 
las garantías del individuo.
De igual modo, a partir de la nacionalidad y ubicación de los mayores ge-
neradores de datos masivos, cabe discutir las ventajas y los inconvenientes de 
los modelos de autorregulación o heterorregulación, incluso modelos de regula-
ción borrosa o nebulosa, como se dan en ámbitos próximos como el de la nube 
(Cotino, 2015). Cabe preguntarse, en razón de los derechos e intereses en juego y 
la naturaleza de la relación jurídica, cuál sería la tipología de fuentes apropiada: 







autorregulación, heterorregulación, códigos, normas de conducta, etc. La eficacia 
real de las decisiones que se adopten depende de este tipo de elecciones, al igual 
que del papel del derecho nacional y del derecho supranacional e internacional 
ante un fenómeno trasnacional. Incluso, sobre la base de existencia de normas, 
hay que abordar jurídicamente el tratamiento trasnacional, ley aplicable y juris-
dicción, así como negociabilidad del foro, de cara a otras empresas con las que 
contraten y respecto a los usuarios que generan los datos masivos. Debe tenerse 
en cuenta también el potencial del futuro papel del big data y la inteligencia ar-
tificial para la misma generación y creación de normas (algorithmic regulation) 
(Coglianese, 2017; Alarie, 2016).
Para ello, una de las premisas jurídicas es determinar y diferenciar el trata-
miento jurídico de la actividad de big data cuando se realiza ya sea por poderes 
públicos o por el sector privado. El marco jurídico puede ser diferente a partir 
de la responsabilidad del Estado, el principio de legalidad y el interés público, 
frente a la libertad de empresa y los derechos en juego por el sector empresarial. 
Trátese del sector público o del privado que realicen acciones de big data, hay 
que plantearse la discrecionalidad o potestad para usar y tratar los datos masivos, 
la protección jurídica que tienen respecto a los métodos, las tecnologías y los re-
sultados del big data; en especial debe tenerse en cuenta la propiedad industrial y 
la concurrencia de posibles obligaciones de transparencia y puesta a disposición 
de los datos abiertos para su reutilización. 
Sin perjuicio de la necesidad de sólidos presupuestos éticos, el punto de par-
tida jurídico deben ser los principios comunes del derecho constitucional y, en 
particular, los derechos y las libertades de las sociedades democráticas. Ellos no 
solo quedan afectados por el big data y la inteligencia artificial, sino que son prin-
cipios básicos que han de orientar las respuestas futuras. Ahora bien, puede ser 
necesaria una readecuación de tales principios (Sánchez, 2016), incluso hay que 
plantearse el reconocimiento de nuevos derechos, como podría ser un derecho a 
la criptografía. Se trataría de una actualización o nueva versión que posibilite la 
privacidad como el derecho a dejar a la persona sola (Warren y Brandeis, 2010), 
o, en términos más castizos, el derecho a dejar a la persona tranquila o en paz. 
Sin embargo, también es necesario un nuevo enfoque jurídico y dogmático en 
el tratamiento de los derechos fundamentales. El daño individual producido por 
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fundamental desde la perspectiva del individuo titular del derecho, pero bien pue-
de afectar masivamente a los derechos fundamentales de sectores o conjuntos de 
la sociedad de una manera relevante en esta dimensión colectiva. Y aunque puede 
ser necesario trabajar con una dimensión colectiva de los derechos —que no es 
lo habitual—, no hay que eludir la potencialidad jurídica de los elementos y las 
premisas de los derechos fundamentales concretos, como la dignidad y el libre 
desarrollo de la personalidad (art. 10.1 CE), pues cabe acudir a estos elementos 
esenciales para afrontar algunos retos jurídicos.
La doctrina no ha subrayado esta cuestión respecto al big data, solo ha con-
ceptuado alguna medida respecto a la privacidad (De Tullio, 2016); sin embargo, 
con una percepción práctica, el Parlamento Europeo (2017) acaba de indicar la 
necesidad de garantizar efectivamente —e incluso judicialmente a través de di-
versos derechos fundamentales— el uso del big data, siempre que repercuta de 
manera relevante en las personas. 
Datos masivos, discriminaciones y brecha masivas
Cabe tener precaución por cuanto el big data crea nuevas brechas digitales. Tene 
y Polonetsky (2013) describen tres clases de personas en el ámbito de big data: 
los que generan los datos (consciente o inconscientemente), los que tienen los 
medios para recoger los datos y aquellos que tienen experiencia para analizar-
los. Obviamente, estos últimos son los privilegiados de este nuevo mundo; son 
quienes fijarán las reglas reales de cómo se utilizarán y quiénes accederán al 
conocimiento; son quienes “pueden leer los datos”, esto es, quienes tienen el 
conocimiento y los medios para realizar el tratamiento masivo de datos, y por 
eso pueden imponer barreras de acceso o limitar selectivamente el acceso al co-
nocimiento generado. Entre tanto, quienes no pueden acceder, los excluidos, no 
pueden evaluar la calidad y el valor de los datos masivos y los análisis. Se crean 
así nuevas jerarquías políticas, económicas y sociales. Puede hablarse, entonces, 
de un big data rico y un pobre big data, y ello no escapa al mundo universitario 
y de la investigación, por cuanto los que no tengan acceso a las cuotas no podrán 
utilizar el conocimiento, pero tampoco evaluar la calidad metodológica de los 
productos del big data. 







Por último, como nuevos parias están quienes quedan en la periferia de los 
grandes datos, pues no los aportan. Como recuerda Lerman (2013), millones de 
personas en todo el mundo permanecen en la periferia de los grandes datos; así, 
sus preferencias y necesidades están en riesgo de ser ignoradas en las decisiones 
que se basen en el big data y la inteligencia artificial. El big data y los algoritmos 
pueden heredar o reflejar perjuicios y patrones de exclusión, o bien, ser resultado 
de quienes han tomado decisiones anteriores (Barocas y Selbst, 2016, p. 675). 
Más allá de la intencionalidad —que es muy posible que no se dé en muchas 
ocasiones—, se trata de un peligro objetivo que hay que prevenir. 
Frente a estas situaciones, es necesario redescubrir nuevas proyecciones de 
la igualdad y el derecho a la no discriminación, pues las dificultades para actuar, 
vigilar, controlar y corregir son complejas. Selbst (2017) apunta para Estados 
Unidos la necesidad de introducir técnicas como la discrimination impact as-
sessments, siguiendo el modelo de declaraciones de impacto ambiental. Por otro 
lado, otros autores afirman la necesidad de una ética en el diseño (Edwards, s. f., 
p. 30) o incluso una nueva “evaluación del impacto social” (Edwards, McAuley 
y Diver, 2016).
Precisamente, estas técnicas preventivas son bien conocidas en la UE en 
el ámbito de la discriminación, con numerosas directivas y legislación interna 
(Ley 4 de 2005); por otro lado, son relevantes los mecanismos privacy impact 
assessment (PIA) en el ámbito de la inteligencia artificial. El nuevo Reglamento 
europeo de protección de datos apuesta por mecanismos proactivos y preventivos 
en vez de reactivos. Así, impone la protección de datos desde el diseño y por de-
fecto (art. 25), de modo que la privacidad se integre, desde el inicio, en la gestión 
y el ciclo de vida del tratamiento de datos. Lo mismo debe postularse respecto a 
la no discriminación. 
En particular, es necesario integrar estas medidas preventivas de no discrimi-
nación en los casos en los que es exigible una evaluación de impacto (artículo 35 
del Reglamento). Precisamente, los usos del big data abren la posibilidad de que 
sea obligatoria dicha evaluación, por cuanto suelen suponer la elaboración de 
perfiles, especialmente si sobre el resultado del tratamiento se basan decisiones 
que producen efectos jurídicos sobre el individuo o que lo pueden afectar de ma-
nera significativa (artículo 35, tercer Reglamento; AEPD e ISMS, 2017, p. 21). 
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medidas la no discriminación; se hace referencia a la “discriminación y el sesgo 
algorítmico” (Parlamento Europeo, 2017). 
Se entiende que este tipo de garantías va a tener que combinarse con el re-
conocimiento de fuertes poderes de acceso al conocimiento de algoritmos, datos 
y potestades de control sobre los agentes claves en el big data y la inteligen-
cia artificial. Y ello debe quedar principalmente a cargo de autoridades indepen-
dientes y cercanas al sector IT, como la Comisión Federal de Comunicaciones 
(FCC, por siglas en inglés) en Estados Unidos, o las autoridades de protección 
de datos y transparencia en la UE. En buena medida, así ya lo propuso la FCC en 
2013 y recientemente lo han recordado AEPD e ISMS (2017, p. 26). 
El Parlamento Europeo, además de un “marco ético común sólido” o de 
“máxima prudencia”, hace referencia a la necesidad de “evaluaciones periódicas 
sobre la representatividad de los conjuntos de datos [y de] examinar la exactitud 
e importancia de las predicciones” (Parlamento UE, 2017, cons. 20).
De la personalización masiva de la información al fin de la esfera pública y la posverdad: 
libertad de expresión artificial
La tendencia general a la personalización de servicios se da, singularmente, res-
pecto al acceso a los contenidos de los medios de comunicación a través de inter-
net. Desde el 2000 se discute si internet en general y los servicios de personali-
zación masiva y filtrado selectivo de contenidos son positivos o no para la esfera 
pública y para la democracia deliberativa habermasiana (Cotino, 2013). En este 
sentido, del lado más pesimista —quizás el enfoque mayoritario—, Turow (1997) 
y especialmente Sunsstein (2001) sostienen que la personalización de contenidos 
conlleva una limitación del mercado de las ideas que es esencial en una sociedad 
libre; se considera que la personalización refuerza las posiciones particulares, sin 
apertura ni compromiso con lo diferente; es más, se sostiene que la particulariza-
ción de contenidos conlleva la desaparición del foro público. En la red y con los 
sistemas de personalización se crean enclaves deliberativos que no hacen sino re-
forzar las posiciones individuales, contribuyendo a extremar y polarizar la esfera 
pública (Sunstein, 2001, p. 67). 
Por el contrario, y del lado más optimista, Blumler y Gurevitch (2001), 
Gimmler (2001) o Kellner (2004) consideran que internet amplía la esfera pública, 







propicia que los usuarios se encuentren y se relacionen con una gran diversidad 
de información y opiniones diferentes a las que habitualmente se encuentra en la 
vida off line. En esta dirección, internet propicia el hallazgo fortuito de ideas e 
información diferentes a través de sus enlaces.
Resulta extremadamente difícil mensurar objetivamente los efectos de la rea-
lidad de la selección y personalización de contenidos; sin embargo, no cabe duda 
de que el big data permite construir masivamente las realidades que nos circun-
dan. Así las cosas, algunas cuestiones jurídicas que plantea el big data y la inte-
ligencia artificial están relacionadas con la posverdad. Asimismo, el Parlamento 
Europeo (2017) ha mostrado su preocupación: el riesgo de manipulación de las 
personas en razón del uso del big data y la generación y empleo de patrones 
puede ser importante, más aún si se tiene en cuenta que se puede manipular el 
mundo virtual que nos rodea y conformar una realidad objetiva y subjetiva para el 
sujeto, en razón de los procesos de personalización masiva de la información que 
hoy se permiten con las redes sociales y el big data. Solove (2014), por ejemplo, 
demostró cómo se puede manipular el estado de ánimo de las personas a través 
de la personalización masiva de noticias e ingeniería semántica, transmitiendo 
noticias más o menos positivas, etc. Ello suscita cuestiones del todo interés desde 
parámetros de libertad y libre desarrollo de la personalidad. 
En este sentido, Martín (2013) hace referencia a la inducción de comporta-
mientos a través del uso de datos masivos. Al fin y al cabo, con el big data se 
puede inducir a un comportamiento: por quién votar, qué estudiar, dónde viajar, 
dónde vivir, qué comprar…; es más, se puede inclinar más claramente hacia la 
ilegalidad, la xenofobia, el odio, la discriminación, etc. Como recuerda este autor, 
hay una frontera muy fina entre, por un lado, influir en las decisiones a través de 
argumentos o información que permite valorar y tomar una decisión libremente, 
sobre la base de un juicio de valor formado por estímulos externos, y, por otro, 
generar o inducir tales decisiones. En este último caso, la libertad en la toma de 
una decisión puede estar viciada por el uso de técnicas poco transparentes que in-
ducen al individuo a adoptar determinado comportamiento o decisión de manera 
inconsciente. 
Así las cosas, resulta de interés preguntarse si los contenidos automa-
tizados generados por máquinas están protegidos por la libertad de expresión 
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de las finalidades y funcionalidades del libre flujo de información en democracia 
(Massaro, Norton y Kaminski, 2016, 2017), si bien ello precisa de no pocas ma-
tizaciones para el futuro. También son muy relevantes las cuestiones que se sus-
citan por la responsabilidad ante los contenidos automatizados (Cheung, 2015). 
Igualmente hay que examinar con atención el uso de algoritmos de censura auto-
matizada y la dificultad misma en su investigación (Narayanan y Zevenbergen, 
2015). 
De la “oscuridad en el diseño” a la “transparencia algorítmica” y su fundamentación 
Stutzman y Hartzog (2013, p. 386) hacen referencia a la oscuridad por diseño (obs-
curity by design); la falta de transparencia resulta uno de los problemas claves para 
afrontar los usos del big data y la inteligencia artificial. Recientemente se aboga 
por la responsabilidad y la transparencia algorítmica (Parlamento Europeo, 2017); 
resulta casi un privilegio acceder a los algoritmos, los datos y el conocimiento ge-
nerado, que incluso quedan fuera del acceso de los poderes públicos, pese a la trans-
cendencia de su uso público y privado. Es más, los poderes públicos no siempre 
acceden, incluso en los casos en los que ellos mismos utilizan el big data y la inte-
ligencia artificial en sus funciones públicas administrativas, policiales o judiciales. 
Han pasado de crear y controlar los instrumentos de acción a ser consumidores de 
los que les ofrece el sector privado (Joh, 2017). Los mismos científicos y acadé-
micos quedan en riesgo de exclusión; incluso para acceder al conocimiento se ven 
obligados a colaborar con el sector privado (Pasquale, 2015). Por ello, debe darse 
una respuesta jurídica y fundamentar cómo y en qué medida se puede acceder a tal 
información, algoritmos y conocimientos generados. 
En la tradición jurídica angloamericana, el due process puede fundamentar 
dicha transparencia respecto a toda decisión basada en el big data y la inteligen-
cia artificial que afecte a los derechos de las personas (Boyd y Balkin, 2017). 
En el ámbito europeo, el derecho de acceso que forma parte del derecho a la pro-
tección de datos también puede ser importante. En el ámbito anglosajón, desde 
una perspectiva amplia de los contenidos del debido proceso, cabe destacar el es-
fuerzo de Crawford y Schultz (2014) para vincular un derecho fundamental a las 
importantes implicaciones del big data; precisamente hacen el esfuerzo al partir 
de que la privacidad y los datos personales quedan en buena medida superados. 







Pues bien, la idea básica es que en la tradición jurídica angloamericana el 
debido proceso prohíbe al Gobierno privar los derechos de un individuo a la vida, 
libertad o propiedad sin brindar acceso a información sobre ciertos componentes 
básicos de procedimiento del proceso de adjudicación, así como los derechos 
para revisar y disputar la prueba en cuestión. La idea parte de que el uso del big 
data en la toma de importantes decisiones debe nutrirse de garantías. Así, sería 
desarrollar el alcance del debido proceso para los sistemas informáticos de la ad-
ministración pública (Steinbock, 2005; Citron, 2010), de modo que cualquier per-
sona evaluada o determinada en decisiones que le afecten por los datos masivos 
tuviera ocasión de acceder a la información al respecto. Se trataría de derechos 
similares a quienes son juzgados por los tribunales. 
Pues bien, en sintonía con Miralles (2013), se propone el reconocimiento 
de un “derecho de acceso amplificado”, no limitado exclusivamente a los datos 
de que dispone un responsable de tratamiento, ni siquiera a los que les ha co-
municado, sino sobre qué tratamientos concretos ha aplicado a los datos, qué 
información calculada se ha obtenido a partir de estos y cuáles han sido los usos 
concretos (incluso respecto a las operaciones de disociación de la información). 
De esta manera, se daría respuesta a los poderes derivados de la autodetermi-
nación informativa, como un mecanismo preventivo ante posibles tratamientos 
opacos de los datos personales. Estas exigencias de transparencia y conocimiento 
se refuerzan jurídicamente con el derecho de acceso, que forma parte del derecho 
a la protección de datos y está especialmente reconocido en el ámbito de la UE. 
La aprehensión jurídica del fenómeno del big data desde la privacidad y el nuevo 
Reglamento europeo de protección de datos
Sin perjuicio a los derechos fundamentales mencionados, se requiere abordar ju-
rídicamente el big data desde la privacidad y, en concreto, desde el derecho de 
protección de datos personales, a modo de una vis atractiva. Más allá de la pro-
pia exigencia jurídica, se ha afirmado que el respeto de la privacidad ante el big 
data es una obligación moral de la sociedad (Allen, 2016). Krotoszynski (2015) 
subraya que el respeto de la privacidad ante el big data es una premisa esencial 
para que sea posible cualquier deliberación democrática y del ejercicio de la li-
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Se trata de un derecho joven y en plena expansión. Es muy difícil que algún 
ámbito de la realidad no quede vinculado a este derecho que afecta el tratamiento 
de cualquier información relativa a una persona física de modo más o menos 
estructurado: 
[Este derecho confiere] poder de control sobre sus datos personales, sobre su uso 
y destino, con el propósito de impedir su tráfico ilícito y lesivo para la dignidad y 
derecho del afectado. […] Atribuye a su titular un haz de facultades consistente en 
diversos poderes jurídicos cuyo ejercicio impone a terceros deberes jurídicos […]:  
el derecho a que se requiera el previo consentimiento para la recogida y uso de los 
datos personales, el derecho a saber y ser informado sobre el destino y uso de esos da-
tos y el derecho a acceder, rectificar y cancelar dichos datos. (Tribunal Constitucional 
Español, 2000) 
El derecho de protección de datos personales, hasta la fecha, ha girado es-
tructuralmente en el consentimiento del titular de los datos personales, pues teó-
ricamente es él quien debe consentir el tratamiento de datos y tutelar bajo su 
voluntad sus derechos ARCO (acceso, rectificación, cancelación y oposición); 
no obstante, por diversos motivos, esta columna vertebral de la protección de 
datos quebró hace tiempo: en primer lugar, porque son legión las excepciones 
legales a la necesidad de consentimiento informado para la recogida o la cesión 
de datos; en segundo lugar, no hay que olvidar la STJUE, de 24 de noviembre de 
2011, por cuanto es posible no exigir el consentimiento del afectado si el trata-
miento se justifica en el interés legítimo del responsable del tratamiento. Es cierto 
que, como pone de manifiesto la Sentencia del derecho al olvido, de 13 de mayo 
de 2015, el tratamiento de datos personales masivos por el buscador Google 
no queda legitimado suficientemente por el mero interés económico. 
En esta línea, Oliver y Muñoz (2014) señalan que es un hecho la banalización 
del consentimiento como mecanismo de tutela del derecho. No es realista, en 
modo alguno, creer que existe un efectivo control de la información personal a 
través del consentimiento y los derechos que lo complementan. El consentimien-
to se torna en una carta blanca al descontrol del flujo de los datos personales, y así 
acaba configurándose como un simbolismo que conlleva, a la postre, el fracaso de 
la privacidad pretendida y la inoperancia del sistema de protección. Ello debilita 
toda garantía jurídica que dependa del consentimiento de las personas, pues este 
se da by default. En cualquier caso, el consentimiento se hace casi inservible e 







inoperante con la mayor complejidad del contexto tecnológico, la web 3.0 y el 
big data (Oliver y Muñoz, 2014). Y no es para menos: con los sistemas de inteli-
gencia artificial y las decisiones automatizadas no es posible consentir, dado que 
es muy difícil prever las finalidades que se perseguirán y los algoritmos que utili-
zarán. Como apunta Martínez (2014), es una falacia afirmar que se pueda obtener 
para tratar una infinita cantidad de datos; según este autor, hay que arrinconar el 
consentimiento a un ámbito residual.
Pues bien, frente a las garantías subjetivas que en buena medida dependen 
del consentimiento y la acción del individuo, deben reforzarse las obligaciones 
legales preventivas de privacidad en el diseño por defecto y de la evaluación de 
impacto de protección de datos. Todo ello, en la línea con el reciente Reglamento 
de protección de datos de la UE; las garantías ya han sido mencionadas al abor-
dar la no discriminación (arts. 25-34 y ss., Reglamento; ENISA, 2015; AEPD e 
ISMS, 2017). 
Los datos masivos rehúyen el régimen jurídico del derecho de protección de datos personales 
Crawford y Schultz (2014) afirman —coincidiendo con Rubinstein (2013) y Tene 
y Polonetsky (2013)— que mediante el análisis de los metadatos —entendidos 
como un conjunto de hallazgos predictivos o agregados sin mostrar o distribuir la 
procedencia de los datos— en la mayoría de los casos se estará al margen de las 
protecciones de privacidad usuales y actuales. Señalan estos autores que el aná-
lisis predictivo y la categorización pueden suponer una verdadera amenaza para 
las personas, sobre todo cuando se realiza sin su conocimiento o consentimiento. 
Sin embargo, no se tratará necesariamente de un daño que cae dentro de 
la invasión de privacidad convencional, pese a que se trata de la relación de 
un individuo con datos sobre él; los datos masivos, aunque puedan crear una 
detallada imagen íntima del usuario con un alto grado de precisión, no surgen 
necesariamente de personas directamente, sino que pueden proceder de una 
combinación de técnicas de análisis de redes sociales y de la interpretación de 
los comportamientos en línea. Muchos de los usos sensibles o conflictivos del 
big data manejarán datos que no son personales, esto es, relativos a personas 
identificadas o identificables; por ello decaerán las garantías que implica este 
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suficiente para los tratamientos que interesan de extraer patrones, perfiles, pro-
babilidades, etc. 
Otra vía de escape y de las claves jurídicas es que hay que centrar especial-
mente la atención en la premisa de que el big data implica un tratamiento de 
datos personales; de lo contrario, no procede a aplicar el régimen jurídico de este 
derecho. Si los macrodatos no son datos de personas concretas identificadas o 
identificables, no se aplica la legislación de protección de datos. Pues bien, una 
vía para escapar a la aplicación del exigente régimen de protección de datos es la 
anonimización, esto es, desvincular la información de su titular, por lo que deja de 
ser dato personal. La anonimización del big data presenta especiales problemas 
técnicos y jurídicos; es muy difícil hoy día garantizar que los datos no vuelvan a 
ser personales (AEPD e ISMS, 2017, p. 40; Stalla-Bourdillon y Knight, 2017). 
En la misma dirección, con los sistemas repartidos y el troceamiento de la infor-
mación propios del big data, no es posible conocer la ubicación de los datos y su 
tratamiento efectivo, por lo que es ciertamente difícil predicar un control de estos 
por el usuario.
La anonimización de los datos masivos y sus dificultades para escaparse del derecho  
de protección de datos personales 
Una barrera importante para la aplicación de la normativa de protección de datos 
a los datos masivos es lograr establecer patrones a partir de datos anonimiza-
dos, esto es, desligados completamente los datos de sus titulares, de modo que 
resulten imposibles de vincular. De este modo, no serían datos personales y, en 
consecuencia, no se proyectaría el régimen normativo. Como se puede prever, 
saber si se trata o no de datos personales es una cuestión esencial para conformar 
el régimen jurídico aplicable.
A este respecto hay que seguir especialmente el Dictamen 5/2014, de 10 de 
abril, del Grupo de Trabajo del artículo 29 (sobre anonimización), el cual sirve 
para ver la dificultad de que se produzca una efectiva anonimización que des-
vincule los datos del régimen de datos personales. Asimismo, como recuerda 
Martínez (2014), la anonimización constituye un tratamiento que exigirá consen-
timiento, una base legal o un interés legítimo. Especialmente se señala que con 
ella se ha de evitar que pueda ser establecido vínculo alguno entre el dato y su 







titular sin un esfuerzo desproporcionado, que sea irreversible y que en la práctica 
sea equivalente al de un borrado permanente. Se repara en que la finalidad de re-
cogida inicial y la anonimización posterior, como tratamiento, sean compatibles. 
Cabe tener en cuenta también las expectativas del titular sobre usos posteriores, 
el impacto que puede tener la aplicación de patrones de big data en el titular de 
los datos y en sus derechos. De igual modo, se subrayan riesgos como la persis-
tencia de datos que permitan reidentificar mediante inferencias, por vinculación o 
relación con otros paquetes de datos personales. 
Graves dificultades de exigir el consentimiento para el tratamiento de datos masivos
El derecho de protección de datos personales ha girado estructuralmente en torno 
al consentimiento del titular de los datos personales; no obstante, por diversos 
motivos, esta columna vertebral de la protección de datos quebró hace tiempo. 
Rubinstein (2013) afirma que la gran ola del big data “arrollará” (overwhelm) los 
clásicos principios y consentimientos del derecho de protección de datos persona-
les. La sociedad no está dispuesta a renunciar al uso de las IT y no tiene una fuerte 
cultura de la privacidad, lo que lleva a hacer casi irreal o inefectiva la garantía 
del consentimiento (Oliver y Muñoz, 2014; Martínez, 2014; Rubinstein, 2013; 
Heeger, 2015). En la práctica, el consentimiento viene masivamente por defecto; 
no es realista en modo alguno creer que existe un efectivo control de la informa-
ción personal a través del consentimiento y los derechos que lo complementan. 
Incluso una vez se considere que sí se trata de datos personales bajo su régi-
men general, no son pocos los problemas que hay que analizar respecto de la pro-
yección de dicho régimen. Así sucede, por ejemplo, respecto al consentimiento, el 
cual, según Oliver y Muñoz (2014), se hace inservible e inoperante con la mayor 
complejidad del contexto tecnológico, la web 3.0 y el big data. Con los sistemas 
de ID y decisiones automatizadas, no es posible consentir dado que no siempre es 
posible prever la decisión automatizada que se adoptará. En la misma dirección, 
con los sistemas repartidos y el troceamiento de la información propios del big 
data no es posible conocer la ubicación de los datos y su tratamiento efectivo, por 
lo que es ciertamente difícil predicar un control de estos por parte del usuario. 
Asimismo, como apunta Martínez (2014), es una falacia afirmar que se pueda 
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“arrinconar” el consentimiento a un ámbito “residual”. Y como se ha adelanta-
do, habrá que perfilar los criterios para considerar que existe un interés legítimo 
suficiente para permitir tratamientos de datos del big data en razón de toda una 
serie de factores; de igual modo, no hay que excluir la oportunidad o necesidad 
de que sea la ley la que autorice los tratamientos del big data en sectores especí-
ficos (sanidad, educación, administración, justicia, etc.) o en razón de colectivos 
particulares. 
Dificultades para la proyección de los principios del derecho de protección  
de datos personales 
Más allá del consentimiento informado y de la seguridad en la protección de los 
datos personales, puede decirse que el núcleo duro de esta actividad está en los 
principios de calidad de los datos (por ejemplo, art. 4 LOPD española), a saber:
• Los datos de carácter personal solo se podrán recoger para su tratamiento 
—y sometidos a este— cuando sean adecuados, pertinentes y no excesi-
vos en relación con el ámbito y las finalidades determinadas, explícitas y 
legítimas para las que se hayan obtenido. 
• Los datos no podrán usarse para finalidades incompatibles. 
• Los datos serán exactos y puestos al día, de forma que respondan con 
veracidad a la situación actual del afectado. Si los datos resultaran ser 
inexactos, serían cancelados y sustituidos de oficio por los correspon-
dientes datos rectificados o completados. 
• Los datos serán cancelados cuando hayan dejado de ser necesarios o per-
tinentes respecto a la finalidad para la cual hubieran sido recabados o 
registrados. 
• Los datos no serán conservados en forma que permita la identificación 
del interesado durante un periodo superior al necesario para los fines con 
base en los cuales hubieran sido recabados o registrados. 
• Los datos serán almacenados de forma que permitan el ejercicio del de-
recho de acceso. 
Cabe remitirse a muy recientes estudios a este respecto, especialmente el reali-
zado por AEPD e ISMS (2017); hay que analizar la proyección de estos principios 







respecto del big data y su adecuación razonable. Como afirma Martínez (2014), 
a pesar de que los juristas disponen hoy de un sólido armazón de principios, se 
requiere del apoyo de una regulación que descienda al detalle. En este sentido, 
ya se ha mencionado el posible daño que puede proceder por un mal big data, 
pero también es cierto que, a pesar de la incorrección de los datos, este puede 
ser positivo y aportar valor a los datos. “Incluso lo ‘borroso’ nos ayuda en algo”. 
El autor en mención señala que hay que replantearse el principio de la finalidad: 
“Mi algoritmo se usó para estudiar patrones de consumo en un supermercado y, 
sin embargo, resultó que ofrecía elementos sustanciales en relación con las pro-
yecciones de salud de mis clientes”. Así, es propio al big data que el concepto de 
finalidad pueda verse por completo alterado, no ya durante el uso o respecto a la 
decisión sobre este, sino ante resultados inesperados. 
Dificultades para proteger los datos sensibles que se pueden generar a partir del big data
Como alertó la Comisión Federal de Comunicaciones de EE. UU. (FCC, 2014), 
los datos sensibles (raza, ideología, salud, orientación sexual, comisión de ilíci-
tos, etc.) ya no son los que generarán los usos sensibles y problemáticos del big 
data; no en vano con ello es posible generar patrones y perfiles vinculables a 
estas categorías sensibles, pero no a partir de datos ajenos en principio a estos 
datos sensibles (por ejemplo, las pautas de fumar) y, por tanto, no contar con las 
especiales garantías de estos tratamientos. 
Los datos de salud, ideología, religión, de orientación sexual o los relativos 
a delitos y sanciones suelen considerarse datos sensibles con un especial régi-
men jurídico y garantías. De nuevo con Martínez (2014) cabe señalar que las 
herramientas de big data ponen en cuestión esta categorización, pues se pueden 
establecer patrones o perfiles sensibles sin partir en modo alguno de datos de 
este tipo: deducir orientación sexual o de salud a partir del consumo televisivo, 
de contenidos o de compras, perfiles de criminalidad por pautas psicológicas de 
navegación, etc. De igual modo, con el big data es posible generar patrones y 
perfiles para usos de control o discriminación a partir de datos en principio ajenos 
al ámbito sensible. La geolocalización, las interacciones en redes sociales, el aná-
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las cosas pueden aportar información relevante susceptible de ser usada con fines 
discriminatorios, o con fines de control social y policial.
Asimismo, cabe tener en cuenta los peligros del manejo de datos históricos, 
puestos de manifiesto por el TEDH (Gran Sala), de 4 diciembre 2008, Caso S. y 
Marper contra Reino Unido, o la STJUE (Gran Sala), de 8 de abril de 2014, que 
declara esta Directiva 2006/24/CE de retención de datos de las comunicaciones 
contraria a la intimidad, vida privada y protección de datos, restringiendo así los 
usos preventivos de los datos. 
Cabe en este punto señalar el peligro que implica indexar las comunicaciones 
de la población con carácter puramente preventivo. Así pues, es necesario profun-
dizar en la idea básica de Martínez respecto a que el modo tradicional de entender 
la sensibilidad de los datos debe abarcar ya no solo la naturaleza del dato o la 
finalidad del fichero, sino también el escenario que deriva de la predictibilidad. 
Una aproximación a los usos de la inteligencia artificial y el big data  
en la aplicación automatizada de la ley
Desde 1972, si no antes, se detectan usos de automatización judicial y adminis-
trativa (Trazegnies, 2013, p. 123; Simmons, 2016, p. 957), y desde los noventa se 
hace en el ámbito policial (White House y NSTC, 2016). Buena parte de los usos 
más avanzados que se conocen hoy día son de apoyo a las decisiones públicas, 
y no tanto para determinar el contenido de tales decisiones. Es posible que se 
necesiten décadas para que el algoritmo tome las decisiones jurídicas complejas 
(Coglianese y Lehr, 2017, p. 36); no obstante, cada día más los algoritmos van 
guiando, apoyando o proponiendo decisiones públicas incluso de cierta comple-
jidad, y en muchos casos la decisión automatizada propuesta pasa “automática-
mente” a ser la decisión adoptada por el responsable humano.
Desde hace décadas se hacen esfuerzos para realizar ontologías jurídicas para 
los motores de búsqueda y la uniformización del lenguaje jurídico; se desarro-
llan también sistemas para la recuperación y el tratamiento de la documentación 
jurídica de asesoría jurídica, apoyar las decisiones jurídicas, la creación de do-
cumentos legislativos, la argumentación y la negociación jurídicas; así también, 
sistemas que actúan como consultores o asistentes inteligentes para encontrar 
solución legal a problemas (Cáceres, 2006; Zelezkikow, 1994; 2002). Incluso 







se prevé el uso de la inteligencia artificial para la misma generación y creación 
de normas (algorithmic regulation) (Coglianese y Lehr, 2017; Alarie, Niblett y 
Yoon, 2016).
En el ámbito administrativo, los algoritmos ya se usan en la contratación 
de bienes y servicios o en la selección de personal para asignar medicaid, food 
stamp u otros beneficios sociales (Coglianese y Lehr, 2017, p. 12; White House 
y NSTC, 2016, p. 30). Los algoritmos también seleccionan objetivos concretos 
para hacer inspecciones en el sector alimentario, en obras, en impuestos, etc. 
(Simmons, 2016, p. 957). El big data y la inteligencia artificial se utilizan y se 
van a utilizar más y más en la actuación pública, administrativa, policial o judi-
cial, lo cual obviamente va a tener cada día más implicaciones en la vida y los 
derechos de la ciudadanía. 
En principio, puede pensarse que el esfuerzo del jurista ha de ser el de pro-
yectar el derecho tradicional o presente a las nuevas tecnologías y esforzarse 
especialmente en las dificultades de que el derecho se aplique en un nuevo mar-
co tecnológico. Para internet, este modelo ha servido en general durante algún 
tiempo; no obstante, el derecho y las instituciones se ven superadas en no pocas 
ocasiones por el presente. Diversas ventajas pueden darse por el uso de la in-
teligencia artificial, los algoritmos y el big data en el ámbito específico de la 
aplicación del derecho. La inteligencia artificial puede aportar muchas opciones 
interpretativas e información al humano que debe decidir, o bien, puede poner en 
evidencia fallos o desvíos en la discrecionalidad administrativa o judicial, por la 
aplicación sesgada, intuitiva o errónea de la ley. 
El uso de algoritmos y big data en la aplicación de la ley y la justicia puede 
favorecer la eficiencia y el ahorro de tiempo y costes tanto de los poderes públi-
cos como de la ciudadanía; asimismo, puede permitir un sistema más eficaz y 
que gana en legitimidad. Esta última se incrementa cuando se adoptan soluciones 
que tienen en cuenta todas las variables, las cuales reducen la arbitrariedad, pue-
den ser más coherentes, más transparentes y comprensibles para la comunidad 
(Trazegnies, 2013). Además, la aplicación de la ley puede hacerse más previsible, 
y así gana la seguridad jurídica y se evita llegar a los tribunales en muchos casos 
(Zeleznikow, 2002). Como se verá, el uso de algoritmos y big data puede obligar 
a que garantías due process o la privacidad deban proyectarse en ámbitos poli-







Derecho y big data
poca intensidad. En no pocos supuestos, los algoritmos van a poner en evidencia 
fallos o desvíos en la discrecionalidad administrativa o judicial en la aplicación 
sesgada, intuitiva o errónea de la ley. 
Igualmente, tiene un gran potencial formativo: aparte de pilotos, se va a con-
tar con simuladores estupendos de actuación administrativa, policial o judicial 
que pueden contribuir a la actuación y formación de muchos profesionales jurí-
dicos. En el ámbito más concreto de la aplicación de la ley, cabe tener en cuenta:
• La aplicación escrupulosa de la ley con plena eficacia gracias a ro-
bots y algoritmos puede generar unos efectos nunca experimentados. 
Irónicamente, se puede llegar a unos niveles de eficacia, eficiencia y cali-
dad administrativa y judicial que excedan lo asumible tanto por la socie-
dad democrática en su conjunto como por los individuos. 
• Tradicionalmente, los poderes públicos han gozado de mayor o menor 
discrecionalidad o razonabilidad en la aplicación de la ley; ahora, en ma-
nos de algoritmos, pueden llevar a resultados insospechados (p. e., el 
positivo margen de actuación policial humana para resolver situaciones 
tensas, puesto en manos de robots). 
• Incluso en actuaciones públicas llevadas a cabo exactamente igual por 
humanos o robots, la percepción humana será diferente, especialmente 
en las actuaciones tradicionalmente llevadas de cara al público; esta di-
ferente percepción no necesariamente es negativa, puede ser una opor-
tunidad para los objetivos de los poderes públicos (testigos, objetividad 
selección, etc.). 
• Desde el punto de vista interno de las administraciones, no puede darse 
la misma exigencia a humanos que a robots; diferentes habrán de ser 
también los controles o las reacciones ante incumplimientos o errores. 
• Los algoritmos tratan tan rutinaria y masivamente datos de los ciudada-
nos y en tal cantidad de ocasiones que el tratamiento jurídico y las ga-
rantías desde la privacidad o el proceso debido no pueden ser los mismos 
que los de cada afectación de modo individual y aislado. En relación con 
lo anterior, parece necesario trabajar con una dimensión colectiva de los 
derechos individuales que no es la habitual. El daño individual produ-
cido por el big data y la inteligencia artificial puede ser imperceptible 







para un individuo, pero ser muy relevante para sectores o conjuntos de 
la sociedad.
• Desde el punto de vista interno de los poderes públicos, la exigencia a 
humanos y a robots no puede ser la misma, como diferentes habrán de ser 
los controles y mecanismos de estímulo de la productividad o reacción 
ante cumplimiento. 
• Los humanos deben dirigir, controlar y, al mismo tiempo, aprender de la 
actuación automatizada. En no pocos supuestos el robot puede poner en 
evidencia fallos o desvíos en la actuación tradicional cargada de sesgos o 
erróneo entendimiento de la aplicación intuitiva de la ley. 
El derecho es un plato que se sirve mejor frío; sin embargo, las nuevas tecno-
logías no dejan enfriar los problemas generados. No hay que dejar pasar el tiempo 
sin que el derecho guíe el desarrollo del big data y la inteligencia artificial en la 
aplicación de la ley y la actuación judicial. Este breve estudio se elabora desde 
la perspectiva jurídica y desde el marco de garantías constitucionales de Estados 
Unidos; no obstante, buena parte de los lineamientos que se incluyen pueden 
afirmarse en general para países democráticos constitucionales, por la afinidad de 
las garantías y los derechos constitucionales.
