Abstmt-This paper presents motion planning algorithms for underactuated systems evolving on rigid rotation and displacement groups. Motion planning is transcribed into Oowdimensional) combinatorial selection and inverse-kinematics problems. We present a catalog of solntions for all underactuated systems on SE(2), SO(3) and SE(2) x W classified according to their contmllability properties. from the identity in the group to any target configuration g, E G. In mathematical terms, we need to solve g, = exp(t,<,). . 'exp(tkKk).
I. INTRODUCTION
This paper presents motion planning algorithms for kinematic models of underactuated mechanical systems; we consider kinematic (i.e., driftless) models that are switched control systems, that is, dynamical systems described by a family of admissible vector fields and a control suategy that governs the switching between them. In particular, we focus on families of left-invariant vector fields defined on rigid displacements subgroups. This class of systems arises in the context of kinematic reductions for mechanical control systems; see [I] , [2] , [3], [4]. Clearly, the transcription into kinematic models simplifies the motion planning problem; e.g., [4] discusses 3R planar manipulators and [SI, 161 discuss the snakeboard system.
Literature review
Motion planning for kinematic models, sometimes referred to as driftless or nonholonomic models, is a classic problem in robotics; see [7] and also the references therein. In particular, the algorithms in [SI, [9] , [IO] focus on dynamical aspects and exploit conaollability properties.
For the class of systems of interest in this paper, the search for a motion planning algorithm is closely related to the inverse-kinematics problem. Example inverse-kinematics methods include (i) iterative numerical methods for nonlinear optimization, see [l I], (ii) geometric and decoupling methods for classes of manipulators, see [12] , 1131, (iii) the Paden-K h a n subproblems approach, see [14], [IO] , and (iv) the general polynomial programming approach, see [15] . The latter and more general method is based on tools from algebraic geometry and relies on simultaneously solving systems of algebraic equations. Despite these efforts, no general methodology is currently available to solve these problems in closed-form. Accordingly, it is common to provide and catalog This paper addresses the problem of bow to compute feasible motion plans for the control system (1) by concatenating a finite number of flows along the input vector fields. We call a flow along any input vector field a motion primitive and its duration a coasting time. Therefore, motion planning is reduced to the problem of selecting a finik-length combination of k motion primitives ( i l , . . . ,ik) E { 1,. . . , M }~ and computing appropriate coasting times (rl ,. . . ,ck) E 3 that steer the system coasting times. In each case, we attempt to select R = dim(G):
generically, this is the minimum necessary (but sometimes not sufficient) number of motion primitives needed. If the motion planning algorithm entails exactly dim(G) motion primitives, i.e., minimizes the number of switches, we will refer to it as a switch-optimal algorithm. Sections II, In, and IV present switch-optimal planners for SE (2) , S0(3), and SE(2) x B respectively. Due to reasons of space, we refer to the journal version [ I61 of this paper for the proof of all results conceming SE(2) x R Notation Let V, = (a,,bl,c,) and V,= (a,,b,,c,) satisfy the controllability condition in Lemma 2.1. Accordingly, either a1 or a2 is different from zero. Without loss of generality, we will assume that a, # 0, and take a , = I. As a consequence of Lemma 2.1, there are two qualitatively different cases to be considered: (I,b,,c,) and eitherb, #b20rcl #c,}.
Here we briefly collect the notation used throughout the paper. Let S be a set, id,: S -+ S denote the identity map of s, arctan2(x,y) denote he arctangent of y/x taking into account S W . In the following propositions, we compute solutions which quadrant the point (x,y) is in. We make the convention arctan2(0,0) = 0. Let sign: W -+ W be the sjgn function, i.e.,
Let A i j be the (i, j) element of the matrix A. Given v,w E R", denote the Euclidean norm.
Since dim(se (2) (v1,Vz) E 9'1. Consider the map 9X [9,] : SE(2) -+ R3, ProPosition 2.2: (Inversion for 9',-systems on SE (2)). Let (0,x,y) = (arctan2(a,P) ,~, e -~c t a n 2 ( a , P ) ) ,
where p = and Given a family of left-invariant vector fields {V,,. . . ,Vm) on -+ G given by
-cos0
the forward-kinematics map 4FX(i13-*id :
(rl ,. .. ,tk) ct exp(tlq,). ..exp(t,vi,).
[ ;
Note that the algorithm provided in the proposition is not only switch-optimal, but also works globally. Proot The proof follows from the expression of the map ~x (~,~J ) .
Let ~~~1 J J ) ( t l , r z , r 3 )
= (e+,y), 11 . CATALOG FOR SE (2) Let {e,,e,,e,} he the basis of se (2) (2)). Let (Vl,V,) E 9,. Define the neighborhood of the identity in SE (2) With this notation, exp: se@) -i SE (2) is If ( e , x , y ) Y2](e,n,y) = (tl,t2,t3) . The components of s%' ('~2J~(t,,r,,r,) are
9~? ,~J ) ( t , , t~, t , )
= t , +r,+t,,
In an analogous way to the previous proof, one verifies Remark 2.4: The map 3X[Y2] in Proposition 2.3 is a local right inverse to YX(1-2T') on a domain that strictly contains U. In other words, our estimate of the domain of 9X [9,] is conservative. For instance, for points of the form (O,x,y) E SE (2) . it suffices to ask for .%d1z2J) (1, , r2 , r3) = (e,x,y) .
Il(x,Y)ll 5 211 (Cl -C27b,-b2)11- (1 -~o~~) l l ( b~,~~) l l z I2lKc1 -cpb1-b2)ll2.
Additionally, without loss of generality, it is convenient to assume that the vector fields V,, V, satisfy b! + c: 5 b: + ci, so as to maximize the domain U.
We illustrate the performance of the algorithms in Fig. 1 . (2), it suffices to ask for are (b,,c,) = (0,S). (bl,c2) = (1,O) . The target location is ( @ , I , 1 ). Initial and target l o~a t i o~ are depicted in dmk gray.
For a point (e,O,O) E SE

CATALOG FOR SO(3)
Let {&,&,&} be the basis of 6 0 ( 3 ) : A Here we make use of the notation V = a& + bZy + c& 3   (a,b,c) based = (b,cz-b2clrc a2-c2al,a,b2-a,bl) In what follows, we let V , = (a,b,c) . Since ez and V, are linearly independent, necessarily a2 + b2 # 0 and c # f 1. Since dim(so(3)) = 3, we need at least three motion primitives to plan any motion between two desired configurations. Consider the map 9X(12,1): W3 --t S0(3), that is sX(1s2J)(rl,t2,t3) = exp(r,ZJ exp(r2P2)exp(t3&). (2) Observe that equation ( = (a,b,c) , with a'+ b2 # 0 and c # *I. S 0 ( 3 ) ( R , , E [ 2 c 2 -1 , 1 
Define the neighborhood of the identity in SO(3) U = { R E
]~.
Consider the map 9 X : U C SO(3) + R3 whose components are 9x1 (R) = arctan2 (w1Rls + w2R237 -w$13 + wIR23) , 3FX(1,z,1) , that is, it satisfies 9GV(1,2s1) o 9X = id, : U + U .
R -2
Pmof: Let R E U. Then, 1, and hence 9 X ( R ) is well-defined. Denote ti = $ X i ( R ) and let us show R = 9X(1~z~1) (t,,fz,t3) . Recall that the rows (resp. the columns) of a rotation matrix consist of orthonormal vectors in B~. Therefore, the matrix ~Z '~'~z~l~(fl,tz,f,) € SO(3) is determined by its third column ~X ( 1 , 2 , 1 ) ( t , , t z , f~) e~ and its third row e~9~( '~Z~' ) ( r l , t , , t 3 ) .
The factors in (2) admit the following closed-form expressions. For c, = cosf and s, = sint, Fig. 2. Inverse-kinematics planner on SO(3). "be parameters are (a,b,c exp(x/3,n/3,0) . To render the sequence of rotations visible. the body is wanslated along the inertial x-axis.
and exp(t9,) equals $+(l-02)c,
bn(l-c,)-cs,
ab(1-c,)+cs, b2+(1-b2)c, ac(1 -ct) -bs, bc(1 -c,) sin2(arg(ez,w) )(l -case).
(3) Therefore, R,, E [2c2 -1 , I] if and only if 1 -sin2 (arg(ei, a) )( 1cos e) 2 2c2 -1 e sin2(arg(ei,o) )(l -cos6) 5 2(1 -c2)
Two sufficient conditions are also meaningful. In terms of the rotation angle, if pj 5 arccos(2c2 -I) then 1 -case 5 2(1 -c2), and in turn equation (3) is satisfied. In terms of the axis of rotation, a sufficient condition for equation (3) is sin2(arg(ez,m)) 5 sin2(arg(ez,v,)) = 1-cz.
We illustrate the performance of the algorithm in Fig. 2 . (2) ,=(a,b,c,d) , andgESE (2) Since dim(se (2) x R) = 4, we need at least four motion primitives to plan any motion between two desired configurations.
IV. CATALOG FOR SE
Consider the map 9X(z313z11) : @ + SE ( 9X(13322s1) .
Consider the maD 9 X l ' 3 2 9 ' 3 3 ) : R? -+ SE (2) ( 4 l ( (~, -c , , b , -b~) We illustrate the performance of the algorithms in Fig. 3 . V. CONCLUSIONS We have presented a catalog of feasible motion planning algorithms for underactuated controllable systems on SE(2),
