Convergence rates for finite element discretisations of elliptic eigenvalue problems in the literature usually are of the form: If the mesh width h is fine enough then the eigenvalues resp. eigenfunctions converge at some well-defined rate. In this paper, we will determine the maximal mesh width h 0 -more precisely the minimal dimension of a finite element space -so that the asymptotic convergence estimates hold for h ≤ h 0 . This mesh width will depend on the size and spacing of the exact eigenvalues, the spatial dimension and the local polynomial degree of the finite element space.
Eigenvalue problems for second order elliptic problems
In this paper, we shall deal with the numerical approximation of eigenvalue problems for linear second order partial differential equations.
Let Ω ⊂ R d be a bounded Lipschitz domain with boundary Γ and let H k (Ω) denote the usual Sobolev space equipped with the scalar product (·, ·) H k (Ω) and norm · H k (Ω) . For simplicity we restrict to the pure Dirichlet problem and denote by H .
We shall deal with the problem of seeking eigenpairs (λ, e) ∈ C × H 1 0 (Ω) \ {0} such that a (e, v) = λ (e, v) L 2 (Ω) ∀v ∈ H The set of all eigenvalues is the spectrum and denoted by σ (a). In this paper, we will consider the case of real analytic coefficients A, b, c and domains with analytic boundary. 
The standard example for an elliptic problem is given by the Laplace operator.
be a bounded domain. The bilinear form a :
(Ω) → R corresponding to the weak formulation of the Laplace operator is given by
and the eigenvalue problem reads:
For d = 1 and Ω = (0, 1), the eigenpairs are given explicitly by
where the normalization factor c n ∈ R is chosen such that e n L 2 (Ω) = 1. A simple calculation shows that the isolation distance between the eigenvalues satisfies
b. For general d > 1, the isolation distance can be arbitrary small: Consider the Laplace eigenvalue problem with Dirichlet boundary conditions on the rectangle (0, 1) × (0, a ε ) with a ε = 3 4
2 (1 + ε) and some ε > 0. Then, the following values λ = 9 + 128 9 (1 + ε) and λ = 1 + 200 9 (1 + ε) belong to the spectrum of the Laplacian with homogeneous Dirichlet boundary conditions and satisfy
c. The study of the asymptotic distribution of eigenvalues of selfadjoint elliptic operators goes back to H. Weyl [26] and was refined e.g., in [8, Sec. VI, § 4, Satz 17 and 19], [4] , [3] , [20, Theorem 13.1] . The main result reads
where N : R → R is a smooth, strictly monotonously increasing function which satisfies N (λ) := card {λ ∈ σ (a) : λ ≤ λ} for all λ ∈ σ (a). and C d is a positive constant which only depends on the space dimension d. If we assume in this light -for the selfadjoint case -that λ − < λ < λ + is a triple of consecutive eigenvalues such that there exists a (slowly varying) function g :
(1 + g (t)) and g (λ) = 0 (1.8a) and, for all t ∈ [λ − , λ + ],
g are positive constants and 0 < α < 1, then, we can derive an estimate for the spectral gap as follows. To reduce technicalities we assume that λ has multiplicity
and for the relative spectral gap, we obtain
where ξ ∈ [λ, λ + ] for the "+" sign and ξ ∈ [λ − , λ] for "-". The last quotient on the righthand side can be estimated from above by Cλ
, where C only depends on the constants in (1.8b). According to the middle inequality in (1.8b), the quantity λg (λ) =C II g is bounded from below and above independent of the size of λ. Hence, we have derived under the hypotheses (1.8) and sufficiently large λ − the estimate 
Galerkin Finite Element Method
The Galerkin discretisation of (1.2) is based on the definition of a finite dimensional subspace
(Ω) and given by seeking pairs
The space S is chosen as a conforming finite element space S Since domains with (curved) boundary are relevant geometries for our theory, we consider triangulations with possibly curved elements: The triangulation G consists of elements which are the image of a reference simplex (i.e., the unit simplex in R d ). We do not allow hanging nodes and assume -as is standard -that the element maps of elements sharing an edge or a face induce the same parametrisation on that edge or face. The maximal mesh width is denoted by h := max τ ∈G h τ , where h τ := diam τ . Additionally, we make the following assumption on the element maps F τ : τ → τ .
Definition 2.1 (quasi-uniform regular triangulation) Each element map F τ can be written as
is an affine map and the maps R τ and F affine τ satisfy for constants C affine , C metric > 0 independent of h and τ ∈ G
where D denotes the (multidimensional) derivative.
Remark 2.2 Triangulations satisfying Definition 2.1 can be obtained by patchwise construction of the mesh: Let G macro be a fixed triangulation (with curved elements) with analytic element maps that resolves the geometry. If the triangulation G is obtained by quasi-uniform refinements of the reference element τ and the final mesh is obtained by mapping the subdivisions of the reference element with the macro element maps, then the resulting element maps satisfy the assumptions of Definition 2.1.
For meshes G satisfying Def. 2.1 with element maps F τ we denote the usual space of piecewise (mapped) polynomials by
Regularity and Approximability of Eigenfunctions
The a priori error analysis for eigenvalue problems requires subtle regularity properties of eigenfunctions and corresponding approximation properties of finite element spaces. Their derivation is the topic of this section. We choose an increasing numbering of the eigenvalues according to their modulus and their multiplicities |λ 1 | ≤ |λ 2 | ≤ . . . and define, for 1 ≤ j ≤ N , the space
As a measure for the approximation quality of the finite element space
where
In order to estimated (U 1,j , S), regularity properties for eigenfunctions of elliptic operators are needed and subtle approximation properties for finite element spaces. Theorem 3.1 Let Ω be an analytic, bounded Lipschitz domain which satisfies (1.5). Let the coefficients A, b, c satisfy Assumptions 1.1 and 1.2. Then, any eigenfunction u (normalized to u L 2 (Ω) = 1) is analytic. There exist constants C, K > 0 depending only on the constants in Assumption 1.1, (1.5), on a min , and the spatial dimension d such that
where λ is the eigenvalue corresponding to u. 
where 
with
. From Assumption 1.1(4) we conclude that
holds. Since u is an eigenfunction corresponding to λ and u L 2 (Ω) = 1 we obtain
Plugging these quantities into the estimate in [21, Theorem 5.3.10] we get
where C only depends on the constants 
Theorem 3.2 Let the assumptions of Theorem 3.1 be satisfied. Let u be an eigenfunction of (1.2) corresponding to an eigenvalue λ (normalized to u L 2 (Ω) = 1). Then, there exist positive constants C 2 , C 3 , σ, and sufficiently small C 1 > 0 independent of h, λ, p such that for all h, p which satisfy kh/p ≤ C 1 with k := |λ| there exists a finite element function u S ∈ S such that
Proof. In [22, Proof of Theorem 5.4, formula (5.9)] the approximation of some analytic functions is investigated. However, the conditions on the functions there differ slightly from (3.3) and, hence, we have to adapt the analysis accordingly. In view of (3.3) we will consider functions which satisfy
for some constants C, K, k > 0. Let
The combination of (3.6) and (3.7) yields 
Hence, the assumptions of [22, Lemma C.3] are satisfied and we get from [22, (5.9) ] and the first estimate in (3.8) the existence of a finite element function v S ∈ S such that
By choosing h, p such that kh/p 1 we obtain
4 Convergence Analysis for the Selfadjoint Case. Error Estimate for the Eigenvalues.
The a priori analysis for elliptic eigenvalue problems is classical (see, e.g., [25] , [6] , [7] , [1] , [13] ) and convergence rates for the finite element method are proved provided the mesh width h is fine enough. In this section we will consider the selfadjoint case, i.e., the sesquilinear form a 1 in (1.3) is zero so that a = a 0 . For this case, sharp error estimates for Ritz values and Ritz vectors are proved in [16] , [11] , [18] , [23] . We briefly recall and combine them with the regularity and approximation properties derived in the previous section. The eigenvectors are denoted by e i and the normalization is chosen so that (e n , e m ) 0 = δ n,m . Note that this implies a (e n , e m ) = λ n (e n , e m ) 0 = λ n δ n,m .
The finite element discretisation (2.1) has eigenvalues
where N := dim S and the corresponding eigenvectors are denoted by e S,n , 1 ≤ n ≤ N . 
The proof is a combination of [11, Chap. 9 [25] , [16] ). Corollary 4.2 Let the Assumptions of Theorems 4.1, 3.1, and 3.2 be satisfied.
2. If we assume (in view of (1.7)) that there is a constant C d independent of j such that
. (4.6) 3. Let (4.5) be satisfied. By choosing the discretisation parameters h and p according to
then, for sufficiently large λ j , the upper bound in (4.6) is bounded by 1/2 and the error estimate
4. Let (4.5) be satisfied. For p = 1, the condition on h such thatd
Proof. ad 1) Note that Assumption 1.1 implies that 0 < λ 1 ≤ λ j for all j ∈ N. Hence,
In view of (4.3) we have to estimate the quantityd
denote the eigenvectors as in (3.1) which are orthonormal in L 2 (Ω). Hence, by using the previous Theorem, we get (with k i := |λ i | and e i 1 ≥ c √ λ i , where c := (max {a max , C c })
The quantityd 2 (U 1,j , S) can therefore be estimated by the right-hand side in (4.4).
ad 2) This is a trivial consequence of part 1 and (4.5).
ad 3) The assumptions on h and p imply
The estimate of the first term in (4.6) is just a repetition of the previous arguments.
ad 4) For p = 1, we get from (4.6)
and (4.7) follows.
Convergence Analysis for the Selfadjoint Case. Error Estimate for the Eigenfunctions
In this section, the error of the eigenfunction approximation will be estimated. We assume throughout this section that Assumption 1.1 (with b = 0) and Assumption 1.2 are satisfied so that -as a consequence of the Riesz-Schauder theory -the compact solution operator T :
Note that the eigenfunctions of T and (1.2) are the same and the eigenvalues µ of T and λ of (1.2) are reciprocal to each other. Assumption 1.1 implies the Riesz-Schauder theory: The spectrum σ (a) of (1.2) is countable with infinity as the only possible accumulation point. All elements λ ∈ σ (a) are eigenvalues. The dimensions of the corresponding eigenspaces E (λ, a) := span {u : (λ, u) is an eigenpair of (1.2)} (5.2) are finite.
For the error analysis, we consider the continuous problem in the form T u = µu The discrete version is formulated in an analogous way by introducing the operator T S : S → S by 
. Then, there exists some u
where P S denotes the a (·, ·)-orthogonal projection onto S.
For a proof, we refer to [24, Theorem 3] . The restriction to simple eigenvalues for the eigenvector error estimates is quite strong. The error estimates have been generalized in [17] and [23] to the case of multiple and also clustered eigenvalues.
Estimate (5.4) only makes sense if d j,S > 0. This condition can be replaced by a stronger condition which employs the error estimate for the eigenvalue approximation. From the max/min principle we conclude that µ S j ≤ µ j .
Corollary 5.2 Let the Assumptions of Theorem 5.1 be satisfied and let 1 ≤ j ≤ dim S. If j > 1, let the finite-dimensional space S be chosen such that 
3. Assume in addition (cf. (1.9)) that
Then,
Proof. We give the proof only in the case j > 1, because the case j = 1 is a simplified version thereof. ad 1) Part 1: Condition (5.5) implies µ S j−1 > µ j . This follows from (5.5) via
Part 2) Proof of (5.6). The min/max principle implies µ j − µ S j+1 ≥ µ j − µ j+1 and, hence, part 1 yields
ad 2) Standard approximation properties for finite element spaces imply
from which the estimate of the first factor of the right-hand side in (5.6) follows. The combination with Theorem 3.2 yields the assertion. ad 3) The third part follows from part 2 and (5.7).
Conclusions
In the following we will discuss different choices of λ, h, p and their implication. For simplicity we assume that N S := dim S satisfies N S = O (p/h) where α > 0 depends only on σ and d. We see that a minimal finite element space S which has the property that the relative eigenfunction error is (starting to be) below 100% is characterized by the choices p ∼ log λ j and h ∼ αλ −1/2 j log λ j . Afterwards, any reasonable strategy for enriching the finite element space (h version, p version, adaptive hp versiondepending on the elliptic regularity) will exhibit its textbook convergence rate.
2) In the analytic case (Assumptions 1.1, 1.2) it is most preferable to employ a p-version of the finite element method (for sufficiently small mesh width h) because, then, the error is converging exponentially.
Remark 6.1 Nowadays, a posteriori error estimates for finite element discretisations are popular (see, e.g., [10] , [19] , [15] , [12] ), [9] , [5] ). Also here, the question of the minimal dimension of a finite element space plays a role (and is still open) especially when computing higher eigenvalues and corresponding eigenvectors.
Systematic numerical experiments have been performed and published in [2] . They clearly show that the dependence of the minimal dimension of the finite element space S on λ, δ, and h (such that the relative eigenfunction error is smaller than 100%) is visible also in practical computations.
