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Abstract
A uniqueness type system is used to distinguish values which are referenced at most once from values which may be referenced
an arbitrary number of times in a program. Uniqueness type systems are used in the Clean and Mercury programming languages to
provide efﬁciently updatable data-structures and I/O without compromising referential transparency.
In this paper we establish a Curry–Howard–Lambek equivalence between a form of uniqueness types and a ‘resource-sensitive’
logic. This logic is similar to intuitionistic linear logic, however the ◦ modality, which moderates the structural rules in the antecedent
in the same way as !, is introduced via the dual ? rules. We discuss the categorical proof theory and models of this new logic, as well
as its computational interpretation.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
In a referentially transparent programming language it is, in general, not possible to make in-place modiﬁcations
of data-structures. In the standard implementation all occurrences of a given variable refer to a single stored value.
Modifying this shared value would invalidate any occurrences which had yet to be evaluated, compromising referential
transparency, thus data-structures are modiﬁed using copy-on-update behaviour. For example, to change an element in
an array a new copy of the top-level structure of the array must be created, to which the update is made. The required
copying extracts a performance penalty, and can potentially result in asymptotically worse behaviour compared to an
equivalent imperative program. Clean’s [4,14] uniqueness type system provides a solution to this situation by allowing
in-place updates of data when it is possible to guarantee the absence of side-effects. Thus, one may obtain the efﬁciency
of in-place updates without sacriﬁcing the semantic advantages of referential transparency. In this paper we discuss a
new formulation of this system motivated by a Curry–Howard style equivalence between types and logical formulae.
We will characterize a ‘uniqueness type system’ as a type system which permits types to be annotated as unique
(afﬁne/linear), or non-unique (non-linear), with a further condition that a type with a unique annotation may be coerced
to the corresponding non-unique annotated type. Alternatively we can think of every type as having a distinguished
subtype of unique values. A value belongs to this unique subtype if it can be shown that it is referenced at most once
during program evaluation. A unique value (one which may be assigned a unique type) can be modiﬁed in-place since
we are guaranteed that there are no references to that value other than the occurrence in which the value is modiﬁed.
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reverse l = reverse’ l []
reverse’ [] ms = ms
reverse’ (l:ls) ms = reverse’ ls (l:ms)
Fig. 1. List reversal.
In data-structures there is a consistency condition for uniqueness types: non-uniqueness is inherited by any positively
occurring (covariant) type parameter. For example, the elements of a non-unique list are necessarily non-unique since
unconstrained access to the spine of the list permits unconstrained access of its elements. This property is discussed
in [4].
Using type inference a compiler can infer the uniqueness of values, thus efﬁcient updates can be obtained auto-
matically where a program’s structure permits. This is in contrast to the monadic approach used in Haskell imple-
mentations in which the programmer must make a very deliberate choice to use either mutable or immutable data-
structures.
The uniqueness property is not purely syntactic, it may depend on the operational semantics of the language. For
example, in a Clean if–then–else statement a value can be used non-uniquely in the conditional and uniquely in both
branches. This is permissible since Clean’s operational semantics guarantee that if–then–else statements are evaluated
lazily, thus the conditional is completely evaluated ﬁrst, then exactly one of the branches is evaluated. The system
we consider here does not depend on any operational assumptions, however a practical implementation may make
implementation assumptions in order to obtain additional uniqueness. Case expressions in which the evaluation of
cases are mutually exclusive can be handled by including additive rules in the logic, which allow context sharing
without requiring non-uniqueness. However, we will leave discussion of these issue to a later date.
1.1. In-place updates
Fig. 1 gives an implementation of list reversal using an accumulating parameter. Notice that the recursive call in
the second clause of reverse’ preserves the uniqueness of its arguments, at each recursive step we have at most
one reference to each of the parameters in the body of the function. Thus if the reverse function is applied to a list
which is spine-unique then the second clause of reverse’ can be implemented by an in-place modiﬁcation of the list
node at the head of the ﬁrst argument. Using uniqueness information to optimize this function we obtain an efﬁcient,
imperative style in-place list reversal implementation.
For example, consider replacing the second clause of reverse’ in Fig. 1 by the line
reverse’ ln#(l:ls) ms = reverse’ ls ln#(l:ms),
where the pattern ln#(l:ls) is used to retain a reference to the list node matched by the pattern, allowing its reuse
in the expression ln#(l:ms) in which the ‘tail’ component has been redirected. This syntax has the advantage that
replacing in-place updates with non-destructive updates is simply a matter of removing the # annotations.
1.2. Linear type systems
Several ‘linear’ type systems have been created which provide typed-based distinction between values which are
used linearly and those which are used non-linearly. These systems can generally be divided into two classes, those
derived from linear logic [6], such as [17,16], and those motivated by operational models, such as [7,18]. Clean’s
uniqueness type system [3,2] is derived from the graph rewriting semantics of the language, thus it falls into the latter
class.
The Curry–Howard isomorphism is an equivalence between types and terms in the simply typed -calculus, and
formulae and proofs in a fragment of intuitionistic logic. This suggests amore general equivalence between type systems
and systems of logic. For example, the logical system corresponding to Reynold’s Syntactic Control of Interference
system has been realized in the logic of bunched implications (BI) [13]. In this paper we will seek to provide a logic
for uniqueness types.
The system we will develop here was inspired by ideas from Clean’s uniqueness type system. There are some
important differences, however, which should be noted. From a categorical and logical point of view it is more natural
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to treat uniqueness, rather than non-uniqueness, as the general case.Wewill use superscript ◦ to denote non-uniqueness;
for example, Int is the type of unique integers, while Int◦ is the type of non-unique integers. In contrast, the Clean
programming language treats non-uniqueness as the default and uses a preﬁx ∗ to denote uniqueness. Thus, in Clean,
Int would designate the type of non-unique integers, and ∗Int would be the type of unique integers. In addition, we
will permit implicit inheritance of non-uniqueness through covariant subterms of types. For example, List◦(Int)
and List◦(Int◦) will be considered equivalent as types. In a Clean style syntax the type of unique lists of unique
integers would be written List(Int), and types such as List(∗Int) (a non-unique list of unique elements) are
forbidden.
It is tempting to look to the modalities of linear logic, in particular !, to supply a logical interpretation of uniqueness
types. However, in linear logic the dereliction rule permits coercion of non-linear formulae into linear formulae. The
obvious method of coercing a value from a non-unique type to a unique type requires constructing a fresh copy of that
value. Since one of the goals of using a uniqueness type system will be to reduce memory allocations we would like
to avoid copying data whenever possible, hence this is not a desirable primitive of the system. On the other hand, the
ability to coerce from a unique to a non-unique type allows us to assume the uniqueness of a value until its use proves
otherwise, at which point it can be coerced to a sharable, non-unique type. This coercion is computationally much
cheaper than the non-unique to unique coercion. For pure values we are just ‘forgetting’ that the value is modiﬁable.
The situation is a bit more complicated for functions as values, we will discuss this further in Sections 2.1.1 and 5. In
the next section we shall develop a form of ‘linear logic’ which will provide a proper Curry–Howard correspondence
for uniqueness types.
2. Uniqueness logic
The primary property distinguishing a uniqueness type system from other linear type systems is the subtype relation
between the unique (linear) and non-unique (non-linear) versions of each type.Wewill assume, further, that this relation
extends to computations; any computation on unique types can be extended to a computation on non-unique types by
replacing in-place updates with non-destructive updates.
From these two properties we will derive the rules of uniqueness logic (UL). Fig. 2 gives a Gentzen sequent style
presentation of this logic. Each sequent consists of a ﬁnite multiset of comma separated formulae on the left (the
antecedent) and a single formula on the right side (the succedent), separated by a . In Fig. 2 P, Q and R are arbitrary
formulae, and  is a ﬁnite multiset of formulae.
An inference rule consists of zero or more hypothesized sequents above a horizontal line, and a single concluded
sequent below the line. A proof, or derivation, is a ﬁnite tree formed using the rules of inference, where the leaves of
the tree are axioms (inference rules with zero hypotheses). From the point of view of the Curry–Howard isomorphism
we will think of a derivation concluding in the sequent P1, . . . , Pn Q essentially as a computable function of type
P1 × · · · × Pn → Q, the inference rules are rules which allow us to build up and combine simpler functions.
There are four connectives in UL, a nullary connective, I, a unary connective, ◦, and two binary connectives, ⊗ and
 . For each connective there is a right and left introduction rule for introducing that connective into the antecedent or
succedent, respectively. Computationally we will think of I as the unit type, the type of the 0-tuple. In SML and Haskell
this type, and its only element, are written ( ). The ⊗ connective gives us types for pairs, P ⊗ Q is the type of pairs
whose ﬁrst component is of type P and whose second component is of type Q. The  connective gives us function
types, PQ is the type of functions from P to Q. The ◦ connective gives the type of non-unique values, P ◦ is the type
of non-unique values of type P. Semantically, the ◦ operation can be thought of as extracting the denotational content
from a type. Thus, a value of type Int is a stored integer, an integer together with its storage; whereas a value of type
Int◦ is the denotation of a stored integer, i.e. just an integer. As discussed in Section 3 the ◦ operation is idempotent,
thus the result of applying ◦ to a non-unique type is (isomorphic to) the type itself.
An interesting derivable rule is
, P ◦ Q
, P Q
(redemption)
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P P
(identity)
1 P 2, P ,3 R
2,1,3 R
(cut)
 R
, I R
(IL)
 I
(IR)
, P ,Q R
, P ⊗ Q R (⊗L)
1 P 2 Q
1,2 P ⊗ Q (⊗R)
1 P 2,Q R
2,1, PQ R
(L)
, P Q
 PQ (R)
, P Q◦
, P ◦ Q◦ (◦L)
 P
 P ◦ (◦R)
, P ◦, P ◦ R
, P ◦ R (contraction)
 R
, P ◦ R (weakening)
Fig. 2. Uniqueness logic.
from the following derivation
P P
(identity)
P P ◦ (◦R) , P ◦ Q
, P Q
(cut)
.
By taking redemption as a primitive rule in our logic we obtain the following result:
Theorem 1 (Cut elimination). For any sequent  P which is derivable in UL there is a derivation of  P which
does not involve the cut rule.
As is standard practice, cut elimination is obtained by proof manipulations. These manipulations supply a proof
theory for UL. The details of the cut elimination procedure and the resulting proof theory are discussed in [8]. In
Section 3 we will discuss the categorical proof theory that results from this cut elimination procedure. Note that there
is a proof-net style presentation of this logic which provides an alternative normalization procedure for proofs in this
logic, with the same resulting proof theory as generated by the cut elimination procedure.
2.1. Term annotation
The basic observation of the Curry–Howard isomorphism is that the inference rules for intuitionistic logic correspond
precisely to the term formation rules for the simply typed-calculus. Logical formulae are equivalent to types, and logical
derivations correspond to -terms up to the equivalence relations provided by cut elimination and term normalization,
respectively. This observation provides an important bridge between proof theory and typed termnormalization systems.
In a similar way we can associate a term system to UL to get a term language for UL derivations. Fig. 3 gives one
way of annotating the proofs. Variables introduced by identity and weakening must be unique. The new pattern (P )
formed in the ◦L rule is calculated as follows:
(I ) = ( )
(A) = x A atomic, x fresh
(Q ⊗ R) = ((Q), (R))
(QR) = x x fresh
(Q◦) = x x fresh
We will discuss the idea behind this rule in Section 2.1.1.
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x : P  x : P (identity)
u¯1 : 1  t : P u¯2 : 2, p : P, u¯3 : 3  u : R
u¯1 : 2, u¯ : 1, u¯3 : 3  let p = t in u : R (cut)
u¯ :   t : R
u¯ : , ( ) : I  t : R (IL)  ( ) : I (IR)
u¯ : , p : P, q : Q  t : R
u¯ : , (p, q) : P ⊗ Q  t : R (⊗L)
u¯1 : 1  s : P u¯2 : 2  t : Q
u¯1 : 1, u¯2 : 2  (s, t) : P ⊗ Q
(⊗R)
u¯1 : 1  s : P u¯2 : 2, p : Q  t : R
u¯2 : 2, u¯1 : 1, f : PQ  let p = f s in t : R
(L)
, p : P  t : Q
  p.t : PQ (R)
u¯ : , p : P  t : Q◦
u¯ : ,(P ) : P ◦  let p = (P ) in t : Q◦ (◦L)
a u¯ :   t : P
u¯ :   t : P ◦ (◦R)
u¯ : , p : P ◦, q : P ◦  t : R
u¯ : , r : P ◦  t[r/p, r/q] : R (contraction)
u¯ :   t : R
u¯ : , x : P ◦  t : R (weakening)
a see Section 2.1 for deﬁnition of 
Fig. 3. Uniqueness logic with terms.
Notice the use of let, rather than term-substitution, to explicitly represent sharing of subterms. The let construct
allows us to express shared references to a stored value. For example, in the derivation
x : A  x : A
u : B◦  u : B◦ v : B◦  v : B◦
u : B◦, v : B◦  (u, v) : B◦ ⊗ B◦
y : B◦  (y, y) : B◦ ⊗ B◦
x : A, f : AB◦  let y = f x in (y, y) : B◦ ⊗ B◦ (L)
the resulting term let y = f x in (y, y) involves a single application of the function f to the value x, with the
result being shared, in contrast the term (f x, f x) involves two function applications. This distinction is very important
if f wants to destructively modify its input, in the latter term both f and x are necessarily non-unique, while in the
former they may be unique values.
2.1.1. The ◦ rules
The right introduction rule for ◦ expresses the coercion of a unique type to its corresponding non-unique supertype.
On inductive types this coercion may either consist of setting a bit in the stored representation of the value, or may
not require any operation at all, the effect of the coercion having already been calculated at compile time. On the other
hand, the coercion of a unique function to a non-unique function is more complex since a function is typically bundled
with its in a closure. When applied, a function may attempt to destructively modify values in its context. However,
once the function is shared the values in context will also be shared, thus the coercion of a function to a non-unique
type must ensure that all updates are done non-destructively.
The ◦L rule can be implemented in two ways. We can either change all destructive updates on that value to equivalent
non-destructive operations, or, as shown in Fig. 3, we can make a copy of the value to a sufﬁcient depth to guarantee
that any structure which might be modiﬁed is unshared. The idea here is that updates, since they must manipulate the
speciﬁc storage structure of value, are not polymorphic. Thus types in which the proof is parametric cannot be the
subject of destructive updates. For example, a function of type List(a) → List(a), which is polymorphic in type
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a, might involve in-place updates of the list structure, but cannot modify any of its elements; thus it is sufﬁcient to copy
the spine of the input before proceeding in order to ensure that any potentially in-place updates are safe.
2.2. Comparison with linear logic
UL is a ‘resource-sensitive’ logic, that is, the contraction and weakening rules take a restricted form. In linear logic
contraction and weakening in the antecedent are mediated by the ! modality, in UL the ◦ plays the same role. The
key difference between these two systems is the form of the introduction rules for these modalities. The left and right
introduction rules for ! in linear logic are
, P Q
, !P Q (dereliction)
! P
!  !P (promotion),
notice that it is the right introduction rule which is restricted, introduction of ! on the right requires ! has already been
applied to all the formulae in the antecedent. Whereas, in UL the left introduction rule for ◦ is restricted by requiring
the succedent already has ◦ applied. Consider now the remaining, unrestricted introduction rules: in linear logic we
can make the derivation
P P
(identity)
!P P (!L) ,
while UL permits the derivation
P P
(identity)
P P ◦ (◦R) .
Neither of the converse sequents can be derived in the respective logics, thus the treatment of the ! and ◦ modalities
entail contrary coercion relationships between the linear and non-linear formulae.
2.2.1. Contraction axioms
In order to see the computational consequences of this difference consider their interaction with contraction. In linear
logic the contraction rule is equivalent to an axiom
!P P ⊗ P (ll − contr − ax)
for each P, the contraction rule to be recovered by the derivation
!P  !P (identity)
!P  !!P (promotion)
!!P  !P⊗!P (ll − contr − ax)
.
.
.
.

, !P, !P Q
, !P⊗!P Q (⊗L)
, !!P Q (cut)
, !P Q (cut) .
More generally, a !P can be used to generate an arbitrary number of P (or !P ) formulae, thus the ! designates a formula
as duplicable.
In UL the contraction rule is equivalent to an axiom
P P ◦ ⊗ P ◦ (ul − contr − ax),
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contraction is then obtained by
P ◦ P ◦◦ ⊗ P ◦◦
P ◦ P ◦
P ◦◦ P ◦
P ◦ P ◦
P ◦◦ P ◦
.
.
.
.

, P ◦, P ◦ Q
, P ◦◦, P ◦ Q
, P ◦◦, P ◦◦ Q
, P ◦◦ ⊗ P ◦◦ Q
, P ◦ Q .
Notice that the contraction axiom for UL can be applied to any formula, thus, unlike the situation in linear logic, any
formula can be ‘duplicated’, however formulae which are obtained by duplication are tagged with the ◦ modality.
Thus, in reading a proof as a function from the antecedent to the succedent, the ! modality indicates the potential to
duplicate, while the ◦ modality indicates that the formula under consideration might have arisen from duplication.
3. Uniqueness categories
Given any logic we can form an ‘entailment’ graph, where the nodes are formulae, and there is an edge from P to
Q whenever there is a proof of P Q. This view, however, does not distinguish between different proofs of a sequent.
Since we want to think of proofs as programs we do not want to consider all programs of a given type as equivalent.
A more useful equivalence relation on programs is denotational equivalence. Since we want to distinguish between
different proofs of a given sequent it is more appropriate to consider a category of formulae and proofs, rather than a
graph. Since the cut elimination procedure for intuitionistic logic provides the right equivalence relation for -calculus
we will take the cut elimination procedure for UL as our notion of denotational equivalence for uniqueness terms. The
proof equivalence induced by the cut elimination procedure for UL gives us the following categorical structure:
Deﬁnition 2. A uniqueness category is a symmetric monoidal category (U,⊗, I, a, c, l, r) with a symmetric strong 1
idempotent 2 monad (◦, , ,m, n) such that each X◦ is a natural cocommutative monoidal comonoid (with natural
transformations ε : X◦ → I and  : X◦ → X◦ ⊗ X◦). We will say that an object X is non-unique if it is isomorphic to
some Y ◦, otherwise it is unique.
A closed uniqueness category is a category whose symmetric monoidal structure is closed (i.e. the tensor has a right
adjoint).
To say that the comonoid (X◦, , ε) is monoidal is to say the following diagrams commute
I
n 



 I
◦
ε

I
A◦ ⊗ B◦ ⊗ 
m

(A◦ ⊗ A◦) ⊗ (B◦ ⊗ B◦)


(A◦ ⊗ B◦) ⊗ (A◦ ⊗ B◦)
m⊗m

(A ⊗ B)◦

 (A ⊗ B)◦ ⊗ (A ⊗ B)◦
A◦ ⊗ B◦ m 
ε⊗ε

(A ⊗ B)◦
ε

I ⊗ I
l=r
 I
I ⊗ I
l

n⊗n  I ◦ ⊗ I ◦
I n
 I ◦

 ,
where  is the natural isomorphism (A ⊗ B) ⊗ (C ⊗ D)(A ⊗ C) ⊗ (B ⊗ D) given by the monoidal
structure.
1 The monoidal natural transformations, mA,B : A◦ ⊗ B◦ → (A ⊗ B)◦ and n : I → I◦, are isomorphisms.
2 The counit, A : A◦◦ → A◦, is an isomorphism.
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Lemma 3. If (T , , ) is an idempotent monad then T X = TX for all X.
Proof. By the monad laws T X; X = TX; X = 1, but  is an isomorphism, thus monic. 
Lemma 4. If (T , , ) is an idempotent monad then the Kleisli category is equivalent to the full subcategory of
T objects.
Proof. There is a bijection from hom(A,TB) to hom(TA,TB) given by f → Tf ;  with inverse g → ; g. We have
T (; f );  = T ;Tf ;  = ;Tf ;  = f ; ;  = f
and
; (Tg; ) = g. 
From this observation we shall think of the Kleisli category as the category of ‘ordinary’ computations (those which
do not depend on uniqueness type information). In Section 3.2 we will see that this view is appropriate as the Kleisli
category for a closed uniqueness category forms a model for -calculus.
There are two alternative characterizations of uniqueness categories whose equivalence is asserted in the following
(see [8] for a complete proof):
Theorem 5. The following are equivalent:
(i) A symmetric afﬁne category, with a commutative idempotent Kleisli triple, 3 (◦, , †), and a family of maps ,
where A : A◦ → A◦ ⊗ A◦ for each object A, such that
; f ⊗ f = f ;  ∀f : A◦ → B◦, (1)
; 1 ⊗ ; a = ; ⊗ 1, (2)
; ! ⊗ 1; uL = 1, (3)
; c = , (4)
⊗ ; ;m ⊗ m = m; , (5)
!; = 1, (6)
; (c; (0 ⊗ 1; )†)† = 1, (7)
where m = c; (c; †)†.
(ii) A symmetric monoidal category with a symmetric isomonoidal idempotent monad, for which the tensor on the
Kleisli category is a product,
(iii) A uniqueness category.
The ﬁrst equivalent presentation is of interest since it provides the most direct relation to the logical presentation of
this structure, since the † operation is a direct translation of the ◦L rule. The second is a very natural deﬁnition from
the categorical point of view.
3.1. Strong Kleisli triples
The monad in extension form [11] consists of an endofunction on objects, T, an arrow A : A → TA for each
object A, and an operation † which takes an arrow of the form f : A → TB to an arrow f † : TA → TB satisfying
3 See Section 3.1.
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the equations
† = 1, (8)
; f † = f : A → TB, (9)
f †; g† = (f ; g†)† : TA → TB. (10)
It is easy to show that this structure is equivalent to the standard (T , , ) deﬁnition of a monad (the details are given
in [11]). [15] gives an extension style presentation of a monad which is strong with respect to the product. Here I will
generalize this to give an extension style presentation of a monad which is strong with respect to an arbitrary tensor
product. I will use the term ‘strong Kleisli triple’ following Moggi’s use [12] of the term ‘Kleisli triple’ for a monad
in extension form which is common in the categorical semantics community.
A strong Kleisli triple on a monoidal category consists of an endofunction, T, on objects, a map A : A → TA for
each object A, and a combinator † which takes an arrow of the form f : A⊗B → TC to an arrow f † : A⊗ TB → TC
satisfying the equations
(l; )† = l : I ⊗ TA → TA, (11)
1 ⊗ ; f † = f : A ⊗ B → TC, (12)
f ⊗ 1; g† = (f ⊗ 1; g)† : A ⊗ TB → TC, (13)
a−1; 1 ⊗ f †; g† = (a−1; 1 ⊗ f ; g†)† : (A ⊗ B) ⊗ TC → TD. (14)
A strong Kleisli triple is idempotent if l†;  = l. In a symmetric monoidal category a commutative Kleisli triple is a
strong Kleisli triple for which c; (c; †)† = (c; (c; )†)†.
It is easy to see that:
Proposition 6.
• A strong Kleisli triple is equivalent to a strong monad.
• An idempotent strong Kleisli triple is equivalent to an idempotent strong monad.
• A commutative strong Kleisli triple is equivalent to commutative strong monad (and hence a symmetric monoidal
monad.)
It is now clear that the ◦ modality in the logic has a strong Kleisli triple form. For each formula Pwe have a derivation
P P
(identity)
P P ◦ (◦R) ,
giving the  map, and by interpreting the comma as a tensor product (and associating to the left) the left introduction
rule for ◦,
, A B◦
, A◦ B◦ (◦L),
is precisely the † operation for a strong Kleisli triple. The proof equivalences given by cut elimination verify the
properties required by a commutative idempotent Kleisli triple.
3.2. Closed uniqueness categories
A uniqueness category supplies adequate structure to describe the interaction between ◦ and contraction (the monad
and comonoid structures on ◦) which is the most important feature of the logic. However, in order to interpret the
connective we need a right adjoint to ⊗, thus a closed uniqueness category.
We can now justify the view that the Kleisli category for ◦ is the category of ordinary computations, obtained by
forgetting all uniqueness information. We do this by showing that monoidal closed structure lifts to the Kleisli category
to give a cartesian closed structure, which is precisely the structure needed to form a categorical model of -calculus.
D. Harrington / Theoretical Computer Science 354 (2006) 24–41 33
Lemma 7. Let X be a monoidal closed category with a monoidal monad, the Kleisli category is closed (with respect
to the induced tensor) iff for each A,B ∈ X there is an object A −−∗ B ∈ X with an isomorphism
A,B : T (A −−∗ B)ATB
for each A and B such that
T (A −−∗ B) T  


T 2(A −−∗ B)
T 

T (ATB)
	

ATB A T 2B1
commutes, where 	A,B = curry{⊗ 1;m; eval} : T (AB) → ATB.
Proof. Suppose the Kleisli category is closed, let
 = curry{
; T eval∗; }
we will show that  has inverse
curry∗{eval}
using the universal property of the exponential in the Kleisli category if the following diagram commutes for curry{
;
T eval∗; }; curry∗{eval} then by uniqueness
curry{
; T eval∗; }; curry∗{eval} = 1 (since 1 also makes the diagram commute).
A ⊗ T (A −−∗ B) 
;Teval∗; 
1⊗curry{
;Teval∗;}

TB
A ⊗ (ATB)
1⊗curry∗{eval}

A ⊗ T (A −−∗ B)

;Teval∗;

1 ⊗ curry{
; T eval∗; }; 1 ⊗ curry∗{eval}; 
; T eval∗; 
= 1 ⊗ curry{
; T eval∗; }; eval
= 
; T eval∗; 
hence curry{
; T eval∗; }; curry∗{eval} = 1.
Conversely,
1 ⊗ curry∗{eval}; 1 ⊗ curry{
; T (eval∗); }; eval
= 1 ⊗ curry∗{eval}; 
; T (eval∗); 
= eval
and thus curry∗{eval}; curry{
; T (eval∗); } = 1.
Finally, using the universal property for AB we will show that the required diagram for  commutes
1 ⊗ (T ; T ;	; 1 ); eval
= 1 ⊗ (T ; T ; curry{
; T eval}; 1 ); eval
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= 1 ⊗ (T ; T ; curry{
; T eval; }); eval
= 1 ⊗ (T ; T ); 
; T eval; 
= 1 ⊗ T ; 
; T (1 ⊗ ); T eval; 
= 1 ⊗ T ; 
; T (1 ⊗ curry{
; T eval∗; }); T eval; 
= 1 ⊗ T ; 
; T (
; T eval∗; ); 
= 
; T (1 ⊗ ; 
; T eval∗; ); 
= 
; T (; T eval∗; ); 
= 
; T eval∗; 
thus T ; T ;	; 1  = curry{
; T eval∗; } = 
Now assume we have such objectsA−−∗B and isomorphism  satisfying the required commutativity property. Deﬁne
curry∗{f } = curry{f }; −1
eval∗ = 1 ⊗ (; ); eval.
We will now prove the universal property for the exponential in the Kleisli category, ﬁrst we show that curry∗{f } makes
A ⊗ B f 
1⊗curry{f }

TC
A ⊗ (A −−∗ C)

;Teval∗;

commute:
1 ⊗ curry∗{f }; 
; T eval∗; 
= 1 ⊗ (curry{f }; −1); 
; T (1 ⊗ (; )); T eval; 
= 1 ⊗ (curry{f }; −1); 1 ⊗ T (; ); 
; T eval; 
= 1 ⊗ (curry{f }; −1); 1 ⊗ T (; ); 1 ⊗ curry{
; T eval; }; eval
= 1 ⊗ (curry{f }; −1); 1 ⊗ T (; ); 1 ⊗ 	; 1 ⊗ (1 ); eval
= 1 ⊗ (curry{f }; −1); 1 ⊗ ; eval
= 1 ⊗ curry{f }; eval
= f.
Now we establish the uniqueness of curry∗{f }, assume 1 ⊗ g; 
; T eval∗;  = f then
f = 1 ⊗ g; 
; T eval∗; 
= 1 ⊗ g; 
; T (1 ⊗ (; ); eval); 
= 1 ⊗ g; 1 ⊗ T (; ); 
; T eval; 
= 1 ⊗ g; 1 ⊗ T (; ); 1 ⊗ 	; eval; 
= 1 ⊗ g; 1 ⊗ T (; ); 1 ⊗ 	; 1 ⊗ (1 ); eval
= 1 ⊗ (g; ); eval
thus, by the universal property of the exponential
g;  = curry{f }
and thus
g = curry{f }; −1 = curry∗{f }
thus uniqueness is established. 
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Corollary 8. If M is a monoidal closed category with an idempotent monoidal monad then the Kleisli category is
closed, the exponential is given by
A −−∗ B ≡ ATB,
curry◦{f } ≡ curry{f };  : M(A ⊗ B,TC)M(B, T (ATC)),
eval◦ ≡ eval : A ⊗ (ATB) → TB.
Corollary 9. If U is a closed uniqueness category then the Kleisli category, U◦ is cartesian closed.
Hence the Kleisli category is a model for -calculus, and thus for simple computations. Thus one can see ◦ in the
sense of Moggi’s notions of computation [12] as adding the ability to use values non-linearly to an appropriate category
of ‘linear’ computations.
4. Models
There are a number of simple examples of uniqueness categories. Any cartesian category (that is, any category with
all ﬁnite products) is a uniqueness category with respect to the identity monad. Any symmetric monoidal category
whose unit is a ﬁnal object (afﬁne category) is a uniqueness category with respect to the constant functor to the ﬁnal
object. Any product of uniqueness categories is also a uniqueness category.
For a more concrete example, consider the poset given by the semi-open interval (0, 1] ⊂ Q. This has a tensor
product given by multiplication, with the right adjoint given by, q r = min{1, r/q}. For any q ∈ (0, 1] let q◦ = 1.
Viewed as a category, this poset is a closed uniqueness category. Notice that qq2 iff q = 1, that is, there is an arrow
q → q ⊗ q iff q = 1 iff q is a non-unique object. While this model is posetal we can use the product construction to
‘fatten it up.’ For example, (0, 1]×Sets is a closed uniqueness category, since Sets is cartesian closed and thus a closed
uniqueness category with respect to the identity monad. This model has a non-trivial class of unique objects which do
not have a duplication map X → X ⊗ X.
In the remainder of this section we will describe two constructions for generating uniqueness categories from simpler
structures.
4.1. Category of references construction
Let X be any category with a strict initial object and ﬁnite coproducts that preserve pullbacks (when they exist), that
is, if
A
p 
q

B
f

C g
D
and
A′
p′ 
q ′

B ′
f ′

C′
g′
D′
are pullback diagrams then
A + A′ p+p
′

q+q ′

B + B ′
f+f ′

C + C′
g+g′
D + D′
is also a pullback.
The category of references on X , RefX , is deﬁned as follows. The objects of RefX are subobjects (monics) in X .
Given two subobjects i : X′ → X and j : Y ′ → Y an arrow from i to j is an arrow f : Y → X in X such that j ; f
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factors through i 4 and
Y ′
j

Y ′
j ;f

Y
f
X
is a pullback square.
Proposition 10. RefX is a uniqueness category.
The tensor product is given by the coproduct, and ◦ takes each object i : X′ → X to the corresponding initial arrow
zX : 0 → X and leaves the underlying arrows from X ﬁxed. It is routine to verify that the necessary equations hold.
The Kleisli category for RefX is equivalent to X op.
Let us consider RefSets: its objects are pairs (X′, X) such that X′ ⊆ X. An arrow (X′, X) → (Y ′, Y ) consists of a
function f : Y → X such that
• f (Y ′) ⊆ X′,
• if y ∈ Y , y′ ∈ Y ′ and f (y) = f (y′) then y = y′.
We will think of an arrow f : (X′, X) → (Y ′, Y ) as a map from a set of variables,Y, to a set of stored values, X, where
Y ′ is the set of uniquely referenced variables, and X′ is the set of uniquely referenced values. The ﬁrst condition for
arrows states that unique variables must map to unique values. The second condition states that if a variable is unique
and is mapped to a particular value then it must be the only variable which is mapped to that value. The non-unique
objects of this category are the pairs (∅, X) for any set X.
Models generated using the category of references make reasonable semantics models as there are no arrows
A → A ⊗ A,
whereA is a unique objects, thus unique values cannot be duplicated. In addition, the left adjoint of theKleisli adjunction
is faithful, or equivalently,  is monic, and thus each unique object is a subobject of its corresponding non-unique object.
Unfortunately, if RefX is a closed uniqueness category then by Corollary 9 the Kleisli category, and hence X op must
be cartesian closed. Since the ﬁnal object in X op is strict (as it is a strict initial object in X ) then there is a bijection
f : X → Y
1; f : 1 ⊗ X → Y
curry{1; f } : 1 → XY ,
and since there is at most one arrow from 1 to any given object then there is at most one arrow between any two objects
in X , hence X must be a poset.
4.2. Applying Day’s construction
The category of references construction provides well-behaved semantic models for uniqueness categories, but it
does not provide interesting (non-posetal) closed uniqueness category models. However, we can use Day’s construction
to extend an arbitrary small uniqueness category to a closed uniqueness category. Thus we can take a reasonable non-
closed model and extend it to a closed model which preserves the original model as a subcategory. The following results
are based on [5] and results on Kan extensions which can be found in [10].
Theorem 11 (MacLane [10, dual of X.3.1 Corollary 2]). If M is a small category and A is cocomplete then for any
functors K : M → C and T : M → A there is a left Kan extension of T along K, LanKT : C → A. Furthermore, if
L : C → D is a functor then LanLKT = LanL(LanKT ).
4 i.e. there is some (necessarily unique) f ′ : Y ′ → X′ such that j ; f = f ′; i.
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Corollary 12. LetMandN be small categories,AandB be cocomplete categories,andA : M → AandB : N → B
be functors, then any functor F : M → N induces a functor Fˆ : A → B given by the left Kan extension of BF along A.
Furthermore, ̂GF = GˆFˆ .
If F,G : M → N are functors and if  : F→˙G is a natural transformation then there is a natural transformation
ˆ : Fˆ→˙Gˆ and̂;  = ˆ; ˆ.
Theorem 13 (Day [5]). Let C be a small (symmetric) monoidal category, Cˆ = SetsCop , and Y : C → Cˆ be the Yoneda
functor, then the left Kan extension of ⊗; ;Y : C × C → Cˆ along Y × Y : C × C → Cˆ × Cˆ induces a functor
⊗ˆ : Cˆ × Cˆ → Cˆ which provides a (symmetric) monoidal closed structure on Cˆ.
Corollary 14. If C is any small category whose structure can be described in terms of functors of the form
Cm → Cn, for m, n ∈ N, natural transformations between these functors and equations on these functors and natural
transformations then Cˆ also has this structure.
Thus if U is a small uniqueness category then Uˆ is a closed uniqueness category. Furthermore Y : U → Uˆ
preserves all the structure of U up to isomorphism. In particular, we may consider̂RefX , for any appropriate
category X . Since Y is full and faithful then there are no maps U(−, A) → U(−, A) ⊗ˆU(−, A) whenever A is a
unique object, thus unique objects cannot be copied. However it is not, in general, true that if  is monic in U then it
will be monic in Uˆ . Thus unique objects are not necessarily subobjects, in the categorical sense, of their corresponding
non-unique object.
4.3. Lax-functor construction
Another construction producing uniqueness categories uses ideas from [1]. The key observation is the equivalence
between lax-functors into the category of relations and faithful functors.
Recall that a lax-functor into Rel (the category of sets and relations) is a map G of objects to objects and arrows to
arrows such that
1G(X) ⊆ G(1X),
G(f );G(g) ⊆ G(f ; g),
that is, identities and composition are only preserved up to an inclusion.
Proposition 15 (Abramsky et al. [1]). Faithful functors between small categories C and D are equivalent to lax-
functors D → Rel.
Given a small category D and a lax-functor G : D → Rel we can constructor a category C = DG and a faithful
functor G˜ : C → D as follows. The objects of DG are pairs (X, a) such that X ∈ objD and a ∈ G(X). For each arrow
f : X → Y in D such that (a, b) ∈ G(f ) we have an arrow (a, f, b) : (X, a) → (Y, b) in DG. There is an obvious
faithful functor G˜ : DG → D which forgets the elements.
Conversely, given a faithful functor F : C → D we deﬁne a lax-functor F¯ : D → Rel as follows.
F¯ (D) = {C ∈ obj(C)|F(C) = D},
F¯ (f : D → D′) = {(C,C′)|∃h : C → C′ s.t. F(h) = f }.
With the observation that the left adjoint of the Kleisli adjunction for a (closed) uniqueness category is a faithful functor
and that theKleisli category is a cartesian (closed) categorywewill showhow to construct a (closed) uniqueness category
as follows:
Proposition 16. If D is a cartesian closed category, G : D → Rel is a lax-functor, I ∈ G(1) and for each X, Y ∈ D
we have functions
⊗ : GX × GY → G(X × Y ),
◦ : GX → GX
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(where × is the cartesian product of sets) such that for all f, f ′ arrows in D and all suitable A,A′, B, B ′, C
(A,B) ∈ G(f ), (A′, B ′) ∈ G(f ′) ⇒ (A ⊗ A′, B ⊗ B ′) ∈ G(f ⊗ f ′)
(A ⊗ (B ⊗ C), (A ⊗ B) ⊗ C) ∈ G(a)
((A ⊗ B) ⊗ C,A ⊗ (B ⊗ C)) ∈ G(a−1)
(I ⊗ A,A) ∈ G(uL)
(A, I ⊗ A) ∈ G(u−1L )
(A ⊗ B,B ⊗ A) ∈ G(c)
(A,B) ∈ G(f ) ⇒ (A◦, B◦) ∈ G(f )
(A◦ ⊗ B◦, (A ⊗ B)◦) ∈ G(1)
((A ⊗ B)◦, A◦ ⊗ B◦) ∈ G(1)
(A,A◦) ∈ G(1)
(A◦◦, A◦) ∈ G(1)
(A◦, A◦ ⊗ A◦) ∈ G()
(A, I) ∈ G(!)
then DG is a uniqueness category.
If D is cartesian closed and, in addition to the above structure, there is a function
 : GX × GY → G(X ⇒ Y )
such that
(A ⊗ B,C) ∈ G(f ) ⇔ (B,AC) ∈ G( curry{f })
then DG is a closed uniqueness category.
An example of this construction arises from the observation that there is a faithful functor F : RefX → X op which
takes subobjects of X to X (in fact F is a ﬁbration). When X is small this gives a lax-functor F¯ : X op → Rel which
takes an object to its set of sub-objects, which we can think of as the set of all uniqueness types corresponding to the
given classical type. The relation F¯ (f ) ⊆ sub(X) × sub(Y ) relates all pairs of subobjects of X and Y for which f
extends to an arrow in RefX . Thus F¯ gives the set of possible uniqueness typings of a given arrow. Each F¯ (1X) is the
coercion preorder on the unique typings of X. As the coproduct of monics is monic in X we have the required function
⊗ : F¯X × F¯ Y → F¯ (X × Y ). The function ◦ : F¯X → F¯X maps all sub-objects of X to the empty sub-object.
More generally, if we think of a faithful functor F which maps a category of uniqueness types U to a category of
ordinary types T by forgetting the uniqueness information then the laxness of composition of the corresponding functor
F¯ : T → Rel reﬂects the property that typing a program in parts may result in a less general typing than typing the
program as a whole since only partial information is available.
5. Higher-order functions
Theuse of higher-order functions is important inmanydeclarative languages. In the uniqueness type systemdeveloped
thus far the types of higher-order functions are constructed using the connective. Higher-order functions require
careful treatment in a uniqueness type system. A functional value is generally implemented as a closure which may
include hidden references to values in the environment in which the function was created. For example, consider the
constant function, represented by the -term y.x, where x is free (deﬁned in its environment). Each reference to
this function produces a reference to x, so the uniqueness of the result of the function depends on the uniqueness
of the function itself. If x has no other references and this function is used uniquely then the result will be unique.
On the other hand, if this function is used non-uniquely then the result, x, will be non-unique. Thus the uniqueness of
the output of this function depends on the uniqueness of the function itself. In contrast, the uniqueness of the output of
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the function x.x depends only on the uniqueness of its input since it does not refer to any potentially unique values in
its environment.
In the system presented thus far a multiply referenced term x.x would be given the type (XX)◦. Evaluation for
non-unique functions is obtained from ordinary evaluation by
X ⊗ (XY )◦ ⊗1;m  (X ⊗ (XY ))◦ eval◦  Y ◦
thus the result of applying a non-unique function to an argument is always non-unique. This derived evaluation map
ensures that when we apply a non-unique function there is essentially an automatic coercion of its output to a ◦ type to
reﬂect the fact that ◦ needs to be added the values in its environment. This treatment is safe from an implementational
standpoint, however it restricts the usefulness of higher-order functions as it is overly conservative.
In Clean’s type system the uniqueness of a function type and its output type are independent, however function
types are not subject to uniqueness coercion. Rather than breaking the general subtype relation between unique and
non-unique types we will introduce a new connective for functions which do not depend on unique context. Such
functions may be used non-uniquely without inﬂuencing the uniqueness of their output. This additional connective
provides an alternative method of attaining the same goals as Clean’s treatment of functional types, while preserving
the general subtype relation between unique and non-unique types.
5.1. Exponentials in non-unique context
We shall add a new ‘exponential’ constructor for functions with non-unique context. Let U be a uniqueness category,
and F and G the left and right adjoints to the Kleisli adjunction for ◦. We shall ask for right adjoints to the functors
A ⊗ (G−) : U◦ → U
for each A ∈ U , where U◦ is the Kleisli category. We will denote these right adjoints by A ⇒ −. Thus we have a
bijection
A ⊗ B◦ → C
B◦ → A ⇒ C curry◦
of arrows in U which is natural in B and C, and for which A,B : A ⇒ B → (A ⇒ B)◦ is an isomorphism, i.e. A ⇒ B
is already a non-unique object.
The evaluation map, eval⇒ : A ⊗ (A ⇒ B) → B is given by the counit of the adjunction in the usual way:
A ⇒ C 1 A ⇒ C
A ⊗ (A ⇒ C) C ,
Thus we can apply non-unique functions of the form A ⇒ B without sacriﬁcing the uniqueness of their output:
A ⊗ (A ⇒ B)◦ 1⊗−1 A ⊗ (A ⇒ B) eval⇒ B.
The ⇒ exponential is present in [0, 1), the presheaf models discussed in Section 4.2, and more generally it is present
any time the right adjoint in the Kleisli adjunction has a right adjoint by composition of adjoints:
Proposition 17. Let U be a closed uniqueness category and let F G be the Kleisli adjunction for ◦, i.e. ◦ = GF, if
G H then A ⊗ (G−) : U◦ → U has right adjoint H(A−) : U → U◦.
Lemma 18. If U is a uniqueness category then ◦ has a right adjoint iff G has a right adjoint, where F G is the
Kleisli adjunction.
Proof. Since ◦ is idempotent the counit of the Kleisli adjunction is an isomorphism. If G has a right adjoint H then
◦ = GF has right adjoint GH by composition of adjoints. Conversely, if ◦ = GF has right adjoint K, where the
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adjunctions are given by the following data:
(F,G, 1 : 1 → GF, ε1 : FG1)
(GF,K, 2 : 1 → KGF, ε2 : GFK → 1)
then G has right adjoint FK. The unit of the adjunction is ε−11 ;F2;FKGε1 : 1 → FKG and the counit is ε2. 
Proposition 19 (Lane and Moerdijk [9, Chapter VII, Example 4]). Let C and D be small categories and L : C → D
be a functor. Then Lˆ : LanY (YL) : Cˆ → Dˆ has a right adjoint.
In particular, if U is a small uniqueness category then in the presheaf category the lifting of ◦ has a right adjoint,
and so
Corollary 20. If U is any small uniqueness category then Uˆ is a closed uniqueness category and Uˆ contains ⇒
exponentials.
6. Comparison with clean
The type system developed in this paper was inspired by the Clean uniqueness type system, however, as we previously
noted, it differs in several respects. The largest divergence between the two systems is their treatment of function types
as discussed in Section 5. From the logical and categorical point of view application of non-unique functions is inherited
from application of unique functions in such a way that the result of applying a non-unique function is always non-
unique, thus it is not necessary to restrict the coercion on function types. However, in order to recover the ability to
have non-unique functions with unique output we introduce a new function type constructor which can only be used
to construct functions which can safely be shared without compromising the uniqueness of their output.
A less serious difference is the syntactic treatment discussed inSection 1.2. The logical/categorical viewpoint suggests
uniqueness as a default, without non-uniqueness being specially annotated, whereas, in Clean, uniqueness is annotated.
Furthermore, we allow automatic propagation of non-uniqueness, while Clean requires a well-formedness condition
on types.
7. Comparison with the logic of bunched implications
It is also tempting to draw a relation between UL and Pym’s logic of BI [13]. Both are based on a computational
interpretation of non-linearity as reference sharing. In BI the linear/non-linear distinction does not occur at the level
of individual formulae, but at the level of conjunctions of formulae. The linear conjunction P ∗ Q requires that P
and Q are produced by a disjoint set of resources, while the non-linear conjunction P ∧ Q requires that P and Q are
both produced from the same set of resources. In BI the computational goal is to determine which computations might
interfere with each other (by having access to the same resources), thus linearity is relative. The computational goal of
UL is to prevent interference completely, thus linearity must be absolute.
The difference between these two logics is more clear in terms of the categorical proof theory. The models of BI are
categories which have both a symmetric monoidal closed structure and a cartesian closed structure, however, there is no
additional relationship between the linear (monoidal) and non-linear (cartesian) structure. On the other hand, in UL we
do not guarantee that products exist in general. However, there is a subcategory for which the tensor product is actually
a cartesian product. Furthermore, there are natural maps which carry an object into this subcategory. Models of bunched
logic only form models of UL in a degenerate way (as either a cartesian or afﬁne category), and the Kleisli category of a
model of closed uniqueness categories forms a degenerate model of BI in which the cartesian and monoidal structures
are the same.
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