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We examine the possible phase diagram in an H-T plane for Fulde-Ferrell-Larkin-Ovchinnikov (FFLO) states in
a two-band Pauli-limiting superconductor. We here demonstrate that, as a result of the competition of two different
modulation length scales, the FFLO phase is divided into two phases by the first-order transition: the Q1- and Q2-FFLO
phases at the higher and lower fields. The Q2-FFLO phase is further divided by successive first order transitions into an
infinite family of FFLO subphases with rational modulation vectors, forming a devil’s staircase structure for the field
dependences of the modulation vector and paramagnetic moment. The critical magnetic field above which the FFLO is
stabilized is lower than that in a single-band superconductor. However, the tricritical Lifshitz point L at TL is invariant
under two-band parameter changes.
Introduction.— Owing to the fundamental significance of
the coexistence of superconductivity and magnetism, Fulde-
Ferrell-Larkin-Ovchinnikov (FFLO) states1, 2 have attracted
much attention in the fields of condensed matter,3 cold
atoms,4–8 and neutron stars.9 Still FFLO remains elusive in
spite of extensive experimental and theoretical investigations
in a wide range of fields. The emergence of the FFLO state
via the second-order transition is accompanied by the Jackiw-
Rebbi soliton10 by which the Pauli paramagnetic moment
is neatly accommodated.11 The soliton provides a generic
key concept for the common understanding of the essential
physics of the FFLO phase in a single-band superconduc-
tor, incommensurate structures,12, 13 and fermionic excitations
bound at topological defects of a superconductor.14
Multiband effects with multiple sheets of Fermi sur-
faces are observed in a variety of superconductors, such as
MgB2, iron-based superconductors, and Sr2RuO4 to mention
a few.15, 16 It has been proposed that multi-band effects are ac-
companied by exotic superconductivity.17–20 It is now recog-
nized that the multiband superconductor is the rule rather than
the exception. Nevertheless, in contrast to those in a single-
band superconductor,3 the FFLO phases in multiband systems
have not been clarified so far, except in few studies.21–23
Results of several recent experiments have collectively
urged us to investigate the FFLO phases in multibands: The
observations of strong Pauli effects in iron pnictides24–28 and
of a strange phase boundary line, dTLOdH > 0 (TLO is the BCS-
FFLO transition line), in another multiband heavy-fermion
superconductor, CeCoIn5, for H ‖ ab,29 which is in contrast
with a conventional phase diagram with dTLOdH <0 (see the inset
of Fig. 1 and Refs.3 and30).
In a single-band superconductor, the self-organized peri-
odic structure of the FFLO state is a direct consequence of
∗E-mail: mizushima@mp.okayama-u.ac.jp
the synergistic effect between spin paramagnetism and su-
perconductivity with the spontaneous breaking of the trans-
lational symmetry. The spatial modulation is characterized by
the single length scale Q−1, proportional to the Fermi veloc-
ity Q−1 ∝ vF.11 Multiband superconductivity is characterized
by multicomponent pair potentials. In the absence of inter-
band coupling, the γ band (= 1, 2) independently has its own
favored FFLO modulation Q−1γ . When the interband coupling
becomes finite, however, two pair potentials are no longer in-
dependent and the coupling gives rise to the competition of
multiple length scales self-consistently determined, Q−1γ .
In this Letter, we try to establish the essential features of
FFLO characteristic of multiband superconductors, which are
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Fig. 1. (color online) Phase diagram in an H-T plane. The thick (thin) lines
indicate the second (first) -order transition lines. The Q2-FFLO phase is sub-
divided into a family of FFLO subphases. The open circle is the Lifshitz
point L at (TL, HL). The order of the dashed line is undetermined. The inset
describes the phase diagram in a single-band system.11
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absent in a single-band case,11 and examine the possible phase
diagram for FFLO phases. The resulting phase diagram is
summarized in Fig. 1, where our main outcome is threefold:
(i) The FFLO phase is divided into two main phases by the
first-order transition, each having a different modulation pe-
riodicity. The Q1-FFLO phase stabilized in the higher field
is understandable with the single modulation vector Q1 of
the major band (γ = 1). The Q2-FFLO phase in Fig. 1 is a
result of the competing effect of two different length scales
Q−11 , Q−12 and is unique to two-band superconductors. (ii)
The Q2-FFLO phase is further subdivided by first-order tran-
sitions into a family of FFLO subphases with the sequence
of rational modulation vectors Q2/(2n + 1) (n ∈Z). This suc-
cessive first-order phase transition exhibits a devil’s staircase
structure for the modulation period and magnetization. (iii)
The onset field of the FFLO phase is lower than the Lifshitz
point HL owing to the interband effect and the phase boundary
indicates a positive slope dTLOdH >0.
Formulation.— We consider spin- 12 fermions (σ =↑, ↓) in
two bands γ = 1, 2 under a magnetic field H, interacting
through an attractive s-wave interaction gγγ′ = gγ′γ < 0. We
deal with a quasi-one-dimensional (Q1D) system along the
FFLO modulation vector ( zˆ-axis). This is a minimal extension
of a single-band theory.11, 31 The quasiparticles with the wave
function ϕν,γ = [uν,γ, vν,γ]T and energy Eν in the γ-band are
obtained by solving the Bogoliubov-de Gennes (BdG) equa-
tion32 [
ξγ(z) ∆γ(z)
∆
∗
γ(z) −ξ∗γ(z)
]
ϕν,γ(z) = Eν,γϕν,γ(z), (1)
where ϕν,γ must fulfill
∫
dzϕ†ν,γϕν,γ = 1. In this paper, we
set ~ = kB = 1. The single-particle Hamiltonian density is
ξγ(z) = 12Mγ (−i ddz + A)2 − µγ − µBH with the mass Mγ. The
chemical potentials µγ are parameterized as µ1 = EF + µ12/2
and µ2 = EF − µ12/2. Since we are interested in the strong
Pauli limit, the vector potential A is supposed to be spatially
uniform, neglecting the orbital effect.30 Note that the orbital
effect can be suppressed in low-dimensional superconduc-
tors.33, 34
The BdG equation Eq. (1) is self-consistently coupled with
the gap equation in the γ-band given by
∆γ(z) =
∑
γ′
gγγ′Φγ′ (z), (2)
where Φγ(z) = ∑ν uν,γ(z)v∗ν,γ(z) f (Eν,γ) describes the Cooper
pair amplitude in the γ-band with the distribution function at
the temperature T , f (E)=1/(eE/T + 1).
In Eq. (2), g12 = g21 denotes the amplitude of the inter-
band pair tunneling. Although we examined several sets of pa-
rameters (g12/g11, g22/g11, µ2/µ1),35 we here concentrate on
the set (0.1, 0.6, 0.5), where the density of states (DOS) at
the Fermi surface of normal electrons, Nγ, is dominated by
the minor band N2/N1 = 2. Thus, the Fermi velocity ratio
is vF,2/vF,1 = 1/
√
2 in our 1D parabolic dispersion. We here
assume M1 = M2 because the deviation merely alters the ra-
tios of vF,2/vF,1 and N2/N1. This results in ∆2,0/∆1,0 ≈ 0.5 at
T = H = 0, where ∆γ,0 ≡ ∆γ(T = 0). Namely, the band γ = 1
(=2) is major (minor) in its gap.
We here consider a 1D modulation with the period L,
∆γ(z + L/2) = eiχ∆γ(z), (3)
where χ=π (2π) corresponds to FFLO (BCS) states. This im-
poses the periodic boundary condition on quasiparticle wave
functions, ϕν,γ(z + pL/2) = eikReiχσz/2ϕν,γ(z), where k = 2πqLNL
is the Bloch vector and R denotes the Bravais lattice vector
that satisfies kR = πpq/NL with p, q ∈ Z. Hence, we self-
consistently solve Eq. (1) coupled with the gap equation (2)
in the interval z ∈ [0, L/2]. The BdG equation Eq. (1) is nu-
merically diagonalized with the finite element method im-
plemented with the discrete variable representation.35 In this
work, we deal with L/ξ<40, where ξ= vF,1/∆1,0 is the coher-
ence length.
Sequence of FFLO states.— Within the condition in
Eq. (3), there exists a family of FFLO states as a con-
sequence of the interplay between two bands. To clarify
this, we start with the Fourier expansion in FFLO states,
∆γ(z) = ∑mγ∈Z eiqγ(2mγ+1)z∆(mγ)γ . Note that the symmetry re-
quires Q(2m− 1)≡q1(2m1 − 1)=q2(2m2 − 1). Then, ∆1,2(z) is
expanded with Q= 2πL as
∆γ(z) =
∑
m∈Z
eiQ(2m−1)z∆(m)γ . (4)
In a single-band superconductor with ∆2 =0, an isolated kink
state characterized by ∆(m)1 =
∆1,0
2|m|−1 is stabilized at the criti-
cal field µBH = 2π∆1,0.
11 The higher Fourier components with
|m| ≥ 2 disappear as H increases and the spatial modulation
results in the sinusoidal form∆1(z)∝sin(Qz). The field depen-
dence of Q follows the relation Q∼2µBH/vF in the high-field
limit.11 In the case of two-band superconductors, the modula-
tion vector Qγ of ∆γ(z) is determined as a result of the compe-
tition between two bands, where the γ=1 (γ=2) band favors
the modulation vector Q1 ∝ v−1F,1 ∝ µ−11 (Q2 ∝ v−1F,2 ∝ µ−12 ) and
Q1 <Q2 in our system.
Figure 2 shows the thermodynamic potential Ω =
−∑γ,γ′ gγγ′〈Φ∗γ(z)Φγ′(z)〉+∑ν,γ{Eν,γ〈|uν,γ|2〉−T ln(1+e−Eν,γ/T )}
for a fixed FFLO period Q−1 ≡ L/2π, where 〈· · · 〉 denotes
the spatial average over the system. We evaluate Ω(Q) with
self-consistent solutions of Eqs. (1) and (2). It is seen from
Fig. 2(a) that Ω(Q) has several local minima, ∂Ω
∂Q = 0 and
∂2Ω
∂Q2 ≥0, in the lower-temperature regime. The local minimum
with the largest Q (ξQ ∼ 0.8) corresponds to Q1ξ, which is
favored by the major band, and the other minima with small
Q’s follow Q2/(2n + 1) with n ≥ 1. This is in contrast to the
higher-temperature regime shown in Fig. 2(b), where only a
single minimum exists, which monotonically shifts towards
the shorter L as H increases. The FFLO period Q tends to
Q1 ∼ µBH/vF,1 at high fields, which is understandable from
the single-band picture.
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Fig. 2. (color online) Thermodynamic potential Ω with respect to the
FFLO period Q ≡ 2π/L at T/Tc = 0.075 (a) and 0.30 (b) for various mag-
netic fields H.
To clarify the distinction between the Q1- and Q2-FFLO
states, we show ∆γ(z) at µBH/∆1,0 = 0.546 and T = 0.075Tc
in Figs. 3(a) and 3(b), which correspond to the local min-
ima with the largest and second largest Q values, respec-
tively. Figures 3(e)-3(g) show the Fourier components ∆(m)2
in Eq. (4). It is seen from Figs. 3(a) and 3(e) that the local
minimum state with Qξ = 0.76 is characterized by a single
peak at m = 1, corresponding to Q ≡ 2πL ∼ Q1. In this sense,
we refer to this phase as the Q1-FFLO phase. In the Q1-
FFLO phase, the Pauli paramagnetic moment Mγ = 〈mγ〉 =∑
ν[〈|uν,γ|2〉 f (Eν,γ) − 〈|vν,γ|2〉 f (−Eν,γ)] in the γ-band accumu-
lates in the FFLO node at which the midgap bound states with
spin ↑ (↓) are formed inside (outside) of the Fermi surface as
the Jackiw-Rebbi soliton. Hence, the spatial modulation of
Mγ=2 is characterized by a single 2Q, as shown in Figs. 3(c)
and 3(h), where the spatial uniform contribution of Mγ with
n = 0 is omitted. Here, Mγ(z) is expanded with Q = 2πL as
Mγ(z)=∑m∈Z ei2mQzM(m)γ .
In the low-T regime, the contributions of the minor band
become competitive, giving rise to the appearance of several
local minima in addition to the Q1-FFLO state, as shown in
Fig. 2(a). This competing effect is also reflected in the phase
diagram shown in Fig. 1, where the critical field above which
the Q2-FFLO phase appears is much lower than hcri= 2π∆ in a
single-band system.11 To understand the structure of the Q2-
FFLO phase, in Figs. 3(b) and 3(g), we display the spatial pro-
file of ∆1,2(z) with Qξ=0.27 at µBH/∆0 =0.546, correspond-
ing to the local minimum labeled as n= 2 in Fig. 2(a). In the
regime around the critical field in two-band systems, Q−12 is
comparable to the coherence length Q−12 ∼ξ, whereas Q−11 ≫ξ,
since vF,1 > vF,2. The FFLO phase with the single modulation
vector Q2 is not favorable because of the loss of condensa-
tion energy, and the stability of the Q1-FFLO phase requires a
higher magnetic field. As shown in Eq. (4), however, it is pos-
sible to realize a family of Q2’s, such as Q2/3, Q2/5, · · · in
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Fig. 3. (color online) Spatial profiles of ∆γ(z) and mγ(z) in Q1- and Q2-
FFLO states at T/Tc0 = 0.075 and µBH/∆1,0 = 0.546: Qξ = 0.76 (a, c) and
0.27 (b, d). Histogram of corresponding Fourier components ∆(m)2 (e-g) and
M(m)2 (h-j) in the γ=2 band.
two-band systems. It is clearly seen from Figs. 3(b) and 3(g)
that ∆1,2(z) with Qξ = 0.27 is composed of multiple modula-
tion vectors, 3Q ∼ 0.91ξ−1 (m = 2) and 5Q ∼ 1.4ξ−1 (m = 3)
in addition to Q ∼ 0.27ξ−1 (m = 1). Although the modulation
vector favored in the minor band is estimated as Q2 ≈ 1.4ξ−1,
the optimal wave number Qξ=0.27 that determines the over-
all FFLO period corresponds to Q ∼ Q2/5, and the induced
components 3Q and 5Q are found to be 3Q2/5 and Q2, re-
spectively.
In the series of local minima labeled as n = 1, 2, · · · in
Fig. 2(a), ∆γ(z) are composed of the overall modulation vector
Q≈Q2/(2n+1) and the induced components (2m−1)Q2/(2n+
1) with m = 1, 2, · · · . This family of Q ≈ Q2/(2n + 1) is re-
ferred to as the Q2-FFLO phase, which can be stabilized in
the lower-H and lower-T regimes in Fig. 1. The multiple-Q
modulated structure in the Q2-FFLO phase is clearly reflected
in the spatial profile of the Pauli paramagnetic moment dis-
played in Fig. 3(d), and the Fourier components in Figs. 3(i)
and 3(j) have sharp peaks at 2Q2. It is also seen from Fig. 2(a)
that the family of the Q2-FFLO phase undergoes the first-
order transition to the Q1-FFLO phase as H increases.
Devil’s staircase structure.— The appearance of the Q2-
FFLO phase is a consequence of the competition of the two
length scales Q−11 and Q−12 , which is unique to multiband su-
perconductors. We here discuss the thermodynamic stability
of the Q1 and Q2 phases with respect to H. Figure 4(a) shows
the quasiparticle dispersion in the minor band (γ = 2) of the
Q1-FFLO state with Qξ = 0.76 and the n = 1 Q2-FFLO state
with Qξ=0.45 at T =0.075Tc and µBH=0.546∆1,0. The band
structure at approximately Ek,γ = −µBH is interpreted as the
lattice of the Jackiw-Rebbi solitons bound at the FFLO nodes,
responsible for the paramagnetic moment.
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Fig. 4. (color online) (a) Dispersion in the reduced zone for the γ=2 band
of the Q1-FFLO state with Qξ=0.76 and n=1 Q2-FFLO state with Qξ=0.45.
DOS of Q1-FFLO state with Qξ=0.76 (b) and Q2-FFLO state with Qξ=0.45
(c) and Qξ=0.27 (d). The other parameters are the same as those in Fig. 3
The most distinct structure between the Q1- and Q2-FFLO
phases is seen around Ek,γ = 0. In the Q1-FFLO phase, the
dispersion crosses Ek,γ = 0, giving rise to a large amount of
the zero-energy DOS and paramagnetic moment as shown
in Figs. 3(b) and 4(b). The DOS is defined as Nγ(E) =∑
ν[〈|uν,γ|2〉δ(E − Eν,γ) + 〈|vν,γ|2〉δ(E + Eν,γ)]. In the case of
the Q2-FFLO phase with n= 1, ∆2(z) is mostly composed of
two different Fourier components, Q2/3 and Q2, as shown in
Fig. 3(f), while ∆2(z) in the Q1-FFLO phase is described by a
single Q. Hence, the original band in the Q2-FFLO state with
Q=Q2/3 is folded back into a small reduced Brillouin zone,
reflecting the mixed component with the larger modulation
vector 3Q = Q2. Then, the band gap opens at approximately
zero energy, which reduces N2(E = 0) but gains condensa-
tion energy. Hence, the energetics of the FFLO phases is sim-
ply understandable as the competition between the Q1-FFLO
phase with zero-energy DOS and the Q2-FFLO phase with
condensation energy.
Figure 5(a) shows a summary of the field dependence of
the modulation vector Q ≡ 2π/L at T = 0, where the symbols
“×” and “+” denote the metastable solutions. The ground state
denoted by filled circles is determined by minimizing Ω(L).
The field dependence of Q1,2 in a single-band superconduc-
tor is plotted as a reference, where Q1 and Q2 are estimated
using (vF,1, ∆1,0) and (vF,2, ∆2,0), respectively.11 It is shown in
Fig. 5(a) that the Q(H) curve is understandable with two com-
peting modulation vectors, Q1 and Q2. The branch with the
largest Q, called the Q1-FFLO phase, follows Q1(H), which
is dominated by the γ = 1 band with vF,1 and ∆1,0, whereas
the branches with the smaller Q’s are categorized into the
family of the Q2-FFLO phases with an infinite rational vec-
tor Q2/(2n + 1) (n = 1, 2, · · · ,∞). Thus, Q and M in the
ground state have a step structure, called the devil’s staircase
structure.36, 37 At µBH=0.552∆1,0, the Q2-FFLO phase under-
goes the first-order transition to the Q1-FFLO phase with the
Fig. 5. (color online) Field dependence of the FFLO modulation Q (a) and
the magnetization M/N (b) at T = 0. The symbols × and + indicate the
metastable states in Ω(Q), where Ω in + is higher than that in the BCS phase.
The shaded area denotes the Q2-FFLO phase, where the transition between
BCS and Q2-FFLO phases takes place at approximately µBH/∆0≈0.45.
shorter FFLO period.
KFe2As2 is a strongly Pauli-limited superconductor with
α-, β-, ζ- and ǫ-bands.26, 27 A minor (major) gap forms on the
α-, β-, and ζ- (ǫ) bands with a relatively larger (smaller) Fermi
velocity, which leads to Qαβζ < Qǫ or Q2 < Q1 in the present
context. Note that the Q2 < Q1 case inevitably has a critical
field at which the Q2(H) curve crosses Q1(H). The lower-field
regime with Q2 , 0 and Q1 = 0 is dominated by the minor
band, in which the Q2-FFLO phase is stabilized. The higher-
field regime with Q2 < Q1 turns to the Q1-FFLO phase via the
first order transition.35 Hence, the emergence of the Q2-FFLO
phase is a generic feature in two-band Pauli-limiting super-
conductors, but the Q2-FFLO phase is not divided into sub-
phases and the devil’s staircase is absent, when Q2/Q1 . 1.
To fully understand KFe2As2, however, we have to take ac-
count of the orbital effect. The interplay between vortices and
FFLO states in multiband systems remains as a future prob-
lem. Note that the generalized WHH approach has recently
made the Pauli-limit effect of KFe2As2 questionable.38
Conclusions.— We have examined the multiband effects on
FFLO phases and revealed that generic and nontrivial features
are absent in a single-band case. Our calculation is based on a
minimal model extended from a canonical 1D FFLO Hamil-
tonian.11 We have demonstrated that the FFLO phase diagram
in the H vs T plane is divided into two main subphases by the
first order transition, where the Q2-FFLO phase in the lower-
H regime is further subdivided, giving rise to a devil’s stair-
case in physical quantities. Yet, remarkably, the tricritical Lif-
shitz point L at TL/Tc = 0.561 . . . , where the normal, FFLO,
and uniform BCS phases meet,37, 39 is invariant even in the
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multiband case, as shown in Fig. 1, independent of any of the
parameters g12/g11, g22/g11, and µ1/µ2.35 This is a generic
feature observed in various systems.40–44 The present findings
on the FFLO state are also applicable to imbalanced superflu-
ids with two chains45, 46 in ultracold atoms.
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