The function h 0 for a number field is analogous to the dimension of the RiemannRoch spaces at divisors on an algebraic curve. We provide a method to compute this function for number fields with unit group of rank at most 2, even with large discriminant. This method is based on using LLL-reduced bases, the "jump algorithm" and Poisson summation formula.
Introduction
As an analogue of the dimension of the Riemann-Roch spaces of divisors on an algebraic curve, van der Geer and Schoof introduced the function h 0 for a number field F (see [15] ). This function is also called the "size function" for F (see [5] [6] [7] [8] 14] ). The properties and an upper bound for h 0 were provided in [7, 8, 15] . After that, in [10, Section 10.9 ], Schoof proposed a method to compute this function by using reduced Arakelov divisors. Essentially, we can approximate the value of h 0 at a given class of divisor D by knowing the short vectors of the lattice L associated to D because the main contributions to h 0 (D) come from the shortest vectors of L (see [6] and [15] ). This can be efficiently computed if L comes with a good, i.e., reasonably orthogonal, basis.
Here we present a method to approximate the value of h 0 by using the Poisson summation formula as well as some "good" divisors which can be obtained by doing the "jump algorithm" [10, Algorithm 10.8] and from an LLL-reduction on D (see Section 4 and [12, 13] ). These divisors may not be reduced in the usual sense (see [10] ) but they can be used to compute h 0 efficiently. Let F be a number field of degree n and discriminant ∆ F with unit group of rank at most 2. We compute an approximate value of h 0 at any class of Arakelov divisors on Pic F . This method does not require a basis of the unit group of the ring of integers O F of F and runs in polynomial time in log |∆ F | (see Section 5.2) .
In Section 2, we give a brief introduction to Arakelov divisors, the Arakelov class group and the group Pic F , the function h 0 for a number field and the Poisson summation formula for lattices. Then we discuss some results on Arakelov divisors obtained from the LLL-algorithm in Section 3. Section 4 provides an algorithm to approximate the values of h 0 for number fields with large discriminant. Section 5 is devoted to bounding the error as well determining the running time of the algorithm. We also present some numerical examples applying this method to compute h 0 for real quadratic fields and real cubic fields in Section 6.
Preliminaries
This section briefly recalls some basic definitions that are used in the next sections. See [10, 15] for full details.
Let F be a number field of degree n with the ring of integers O F and r 1 , r 2 the number of real and complex infinite primes (or infinite places). Let Cl F be the class group of F . Denote by F R := F ⊗ Q R σ real R × σ complex C where σ runs through the infinite primes of F . Then F R is anétale R-algebra with the canonical Euclidean structure given by the scalar product u, v := Tr(uv) for u = (u σ ), v = (v σ ) ∈ F R . In particular, in terms of coordinates, we have
Here the degree of an infinite prime σ is equal to 1 or 2 depending on whether σ is real or complex.
The norm of an element u = (u σ ) σ of F R is defined by N (u) := σ real u σ · σ complex |u σ | 2 .
Arakelov divisors
Here and in the rest of the paper we often call fractional ideals simply 'ideals'. If we want to emphasize that an ideal is integral, we call it an integral ideal.
Definition 2.
1. An Arakelov divisor is a pair D = (I, u) where I is an ideal and u is an arbitrary unit in σ R Let D = (I, u) be an Arakelov divisor. The degree of D is defined by deg(D) := − log (N (u)N (I)). We associate to D the lattice uI := {uf = (u σ · σ(f )) σ : f ∈ I} ⊂ F R with the inherited metric from F R (see [1, 10] ). For each f ∈ I, by putting f D := uf , we obtain a scalar product on I that makes I become an ideal lattice as well [10, Section 4] . The covolume of the lattice L = uI associated to D is covol(L) = |∆ F | N (I)N (u) = |∆ F | e −deg (D) . To each element f ∈ F * is attached a principal Arakelov divisor (f ) = (f −1 O F , |f |) where f −1 O F is the principal ideal generated by f −1 and |f | = (|σ(f )|) σ ∈ σ R * + ⊂ F R . It has degree 0 by the product formula. 
The group
Then Λ is a lattice contained in the vector space (⊕ σ R) 0 . We define
By Dirichlet's unit theorem, T 0 is a compact real torus of dimension r 1 + r 2 − 1 [2, Section 4.9]. The structure of Pic 0 F is described by the following proposition.
Proposition 2.4. The map that sends the class of a divisor (I, u) to the class of the ideal I is a homomorphism from Pic 0 F to the class group Cl F of F . It induces the exact sequence
Proof. See [10, Proposition 2.2].
Metric on the Arakelov class group
For u ∈ σ R * + , we let log u denote the element log u := (log(u σ )) σ ∈ σ R ⊂ F R . By using the scalar product from F R , this vector has length log u 2 = σ deg(σ) log 2 (u σ ). We define 
This number is between 0 and 1. A divisor D is call effective if e(D) > 0. Similar to a Riemann-Roch space of an algebraic curve, we denote by H 0 (D) the union of {0} and the set of all elements f of F for which the divisor (f ) + D is effective, i.e.,
Since e((f ) + D) > 0 if and only if f ∈ I \ {0}, the set H 0 (D) is equal to the infinite group I. In order to measure its size, we weight each element f ∈ I with the effectivity of the Arakelov divisor (f ) + D:
The value of the function h 0 at D is obtained by summing up these terms for all f in I including 0 and then taking its logarithm as follows. 
The Poisson summation formula for lattices
Let L be a lattice in R n and L = L 1 ⊕ L 2 . Note that we do not require that L 1 and L 2 are orthogonal to one another.
Consider the sum
Let V be the subspace L 1 ⊗ R of R n and let π(b) denote the orthogonal projection onto V of a vector b ∈ R n . We have the following.
Lemma 2.5. Let γ be the covolume of the lattice L 1 inside V . Then
and a + π(b) are orthogonal. The Pythagorean Theorem implies therefore
Thus, we can write
Applying the Poisson summation formula to the second sum (see [3] and Chapter 7 in [11] ), we obtain that
Some Results
In this section, we discuss "nice" properties of Arakelov divisors obtained from the LLL-algorithm. From now on, we put
Let D = (I, u) be an Arakelov divisor and let L = uI be the lattice associated to D. Assume that a basis of L is given. By using the LLL-algorithm, we can find an LLL-reduced basis
Then J is an ideal of F . Therefore, we can define as follows. We prove the proposition below. i) The ideal J −1 is integral with
ii) There is some s ∈ σ R * + 0 and some f ∈ I such that
and
Proof. i) Since D is obtained from an LLL-reduction on D, there is an LLLreduced basis {b 1 , ..., b n } of the lattice uI associated to D such that b 1 = uf and J = f −1 I for some f ∈ I. As f ∈ I, the ideal J contains 1. Thus J −1 is integral. By Lemma 3.3, there is a nonzero element g ∈ J such that
We have
and by the property of LLL-reduced bases [9, Section 10]. As a consequence,
The inequalities (3.1) and (3.2) imply that
Therefore the first statement in i) is proved. Since covol(J) = |∆ F |N (J), the second statement in i) follows.
ii) The divisor D = (I, u) is of degree 0, by Lemma 3.3, there is a nonzero element f in I such that uf ≤ √ n ∂ 1/n F . Since b 1 is the first vector in an LLLreduced basis of the lattice uI, we again have
Then with the notation in i), we have that 
Part i) shows that J −1 is integral, so N (J) ≤ 1. Therefore, the following inequality holds.
This leads to log(s σ ) ≤ log 
Proof. By Proposition 3.4, there exists some s ∈ σ R * + 0 for which
we have the following.
Thus, the lattice associated to W is L = e −d/n N (J) −1/n sJ.
Computing The Function h 0
Let W = (I, v) be an Arakelov divisor of degree d and let D be the divisor translated from W . Assume that a basis for the ideal lattice I and the coordinates of the vector v are known. We compute an approximate value of h 0 at the class of the Arakelov divisor W ∈ Pic F with some given error δ. We consider the case in which v is a long vector and the discriminant ∆ F is quite large since it is quite trivial to compute h 0 (W ) in other cases.
We have that
We approximate the value of h 0 (W ) with some small error. This can be done by summing up only the large terms, i.e., the terms e −π f v 2 for which f v 2 ≤ M with some given M > 0. In case v is a long vector, while collecting such short vectors f , it is quite easy to miss many of them. Consequently, the obtained value of h 0 (W ) may be smaller than the true value. Therefore, we will find some "good" divisor D , that is obtained from an LLL-reduction on D and has nice properties described in Section 3, then use it for computing h 0 (W ). Note that by Proposition 3.4, for any given divisor D of degree 0, there exists a
We first describle the following algorithm that is similar to (cf.[ [10] , Algorithm 10.4]).
Then one performs the LLL reduction on the divisor
F , the running time of this second step is also polynomial in log |∆ F |.
Next, we explain how to compute efficiently a divisor D obtained from some LLL reduction close to a given divisor D = (O F , u) in Pic 0 F . This process can be seen as performing repeatedly doubling and LLL-reduction to go from the origin (O F , 1) to D. We apply the "jump algorithm" [10, Algorithm 10.8] with a minor modification to adapt to our situation. Indeed, in the reduction step, instead of using a shortest vector, we use the first vector of an LLL-reduced basis of the lattices associated to Arakelov divisors. Description. Assume that u = (e −wσ ) σ . Let t ≥ 0 be the smallest integer for which 
Note that here
completes the description of the algorithm.
With the notation of Proposition 3.4 and Corollary 3.6, let L = e −d/n N (J) −1/n sJ be the lattice associated to W . Then
Every vector of the lattice L has the form e −d/n N (J) −1/n sf for some f ∈ J. As s is short, N (J) −1/n is a small scalar and J is a nice lattice (see Proposition 3.4), we can easily compute an LLL-reduced basis of L then find short vectors of the lattice L more efficiently. Therefore, the value of h 0 (W ) can be computed more exactly. Computing h 0 (W ) is done in 3 steps described in Section 4.1, 4.2 and 4.3 in succession.
Finding a good divisor D close to D
Assume that a basis for the ideal lattice I and the coordinates of the vector v are known. We will find a divisor D that is obtained from some LLL reduction and with the property that
). This process is described as follows. 
Use Algorithm 4.2 to compute a reduced Arakelov divisorD 2 whose image in Pic
Computing D
Adding divisors D 1 and D 2 as described in Algorithm 4.1, we then compute a divisor
Applying Poisson summation for the lattice
Assume that L has an LLL-reduced basis {b 1 , ..., b n }. Let {b * 1 , ..., b * n } denote the Gram-Schmidt orthogonalization of this basis and
for all 2 ≤ i ≤ n and 1 ≤ j ≤ i − 1.
Then any element z ∈ L can be written uniquely as z = n i=1 x i b i with the coefficients x i ∈ Z for all i = 1, 2, ..., n. Similar to Lemma 4.5, we can write z 2 as below. An approximate value of h 0 is obtained by summing up only the terms e
for which x ∈ L as below.
covol(L) vectors. Here α(n) is a function depending only on n. See Algorithm 2.12 in [4] and Section 12 in [9] for the explanation. Therefore, in order to reduce the number of vectors in the list L, we can "make" covol(L) larger by using the Poisson summation formula as follows.
Assume that b * 1 = b 1 < 1. Let k be the largest index such that A i,i < 1 for all i ≤ k. Denote by
Since {b 1 , ..., b n } is LLL-reduced, the vectors b 1 , ..., b k form an LLL-reduced basis for L 1 (see [9] ). 
Assume that L 
Lemma 4.5. We have
for all 1 ≤ i ≤ k and moreover
Proof. This is easily proved by using Remark 4.4 and properties of the GramSchmidt orthogonal basis {c *
Recall that A j,j = b * j 2 and A t,j = µ t,j for all j = k + 1, · · · , n and t > j. We have the lemmas below.
Proof. Because π(b) is the orthogonal projection of b on V that has an orthogonal basis b * 1 , · · · , b * k , we obtain that
Then the result is implied by taking scalar product of π(b) with a = k l=1 x l c l .
Lemma 4.7. We have
t for all j ≥ 2, the vector b therefore can be rewritten as where Q(x 1 , · · · , x n ) = Q 1 (x 1 , ..., x n ) + 2Q 2 (x 1 , · · · , x n )i with
Finding the short vectors of the lattice associated to D
An approximation of h 0 (W ) is obtained by summing up the terms e −πQ(x) such that Q 1 (x) ≤ M . By using the Fincke-Pohst algorithm, we can find the list L 1 containing all vectors x = (x 1 , · · · , x n ) ∈ Z n such that Q 1 (x) ≤ M . See Algorithm 2.12 in [4] . Then an approximate value of h 0 (W ) is obtained as follows.
covol(L ) (see Algorithm 2.12 in [4] and Section 12 in [9] ). Since A i,i < 1 for all i ≤ k, it follows that covol(L ) ≥ covol(L). From this inequality and (4.14), we usually obtain that #L 1 ≤ #L.
Thus, the list L 1 usually contains less vectors than the list L does. In addition,
At the result, the sum in (4.13) converges better than in (4.5).
Hence, we can compute (4.13) by only summing a small number of terms. Note that the function qfminim in pari-gp that uses the Fincke-Pohst algorithm, can be used to find all nonzero vectors (up to a sign) with length bounded by M of a given lattice. Another method uses an LLL reduced basis of the lattice L ; see Section 12 in [9] . For a fixed lattice, the complexity of both methods is in polynomial time in M (see Section 5.2).
By the proofs of Lemma 5.1, 5.2 and Proposition 5.3, to approximate h 0 (W ) with an error δ, we can choose M ≈ 1 π−1 (log(1/δ) + (n + 1) log 3 + (n(n + 1)/2 − 1) log 2). The algorithm below computes an approximate value of h 0 (W ) with a given error δ. Input:
• A basis for the lattice I.
• The coordinates of v.
• An error δ.
Output: An approximate value of h 0 (W ) with error δ.
ALGORITHM 4.9.
(1) Find a divisor D that is close to D in Pic Then S = O(λ −n e −(π−1)M ). In particular, the bound for S goes to zero when M tends to infinity.
The balls with centers a ∈ B t and radius λ/2 are disjoint. Their union is contained in the (hyper) annular disk
Consequently, the following is implied.
This leads to
The second inequality is since t > M ≥ λ 2 . Using this inequality, we get
t . This implies that the first integral is at most
The second one is equal to
Hence
Thus, the lemma is proved. Section 10] . Thus, all the coefficients C i,i = 1 Ai,i with i ≤ k and A jj with j ≥ k + 1 are at least 2 −n+1 . As the result,
The result now follows since λ 2 = min{Q 1 (x) : x ∈ Z}.
Proposition 5.3. Let δ be the error in approximating h 0 (W ) described in Algorithm 4.9. Then for fix degree of the number field, and for M ≥ max{λ 2 ,
Proof. Now let
Then h 0 (W ) = log( 1 γ S 0 ) and we approximate it by log(
Furthermore,
Run time of Algorithm 4.9
We prove the proposition below.
Prop 5.4. Let 0 < δ < 1. Assume that the given basis of the ideal lattice I and the vector v have size bounded by |∆ F | O (1) . If the degree n of the number field is fixed, then Algorithm 4.9 with an error δ runs in time in poly(log(1/δ) · log |∆ F |). Step 2a), 2b) and 2c) and hence Step 2 can be done in polynomial time in log |∆ F |. 
. Therefore, the complexity of Step 3 is bounded by poly(M ). Proposition 5.3 says that M is bounded by O(log(1/δ)). As the result, Step 3 can be done in time poly(log(1/δ)).
Overall, the algorithm runs in time in poly(log(1/δ) · log |∆ F |) for fixed degree n of the number field.
Some Numerical Examples
We compute the value of h 0 for real quadratic fields and number fields with unit group of rank 2. In the examples below, we pick an irreducible polynomial P of large discriminant and compute h 0 for the number field F defined by P . The algorithm works well without requiring the units of F . Here pari -gp is used to compute approximate values of h 0 and Mathematica is used to plot it. Since the symmetry induced by Riemann-Roch (see Proposition 1 in [15] ), the graphs of h 0 on the cosets of Pic F are similar. See Example 1, 2 and 3 in [15] . In the following examples, we compute h 0 on the coset Pic
F of class of divisors of degree d = 1/2 log ∆ F . Example 6.1. Let ∆ F = 10 80 + 129 and P = X 2 − ∆ F be the polynomial defining
Then F is a real quadratic field with the discriminant ∆ F and with two real infinite primes σ 1 :
The class number of F is 1 and the group Pic F is isomorphic to a cylinder. For every d ∈ R, the coset Pic
F of classes of degree d is a circle whose circumference is equal to the regulator R F of F .
We have R 2 0 = {(x 1 , x 2 ) : x 1 , x 2 ∈ R and x 1 +x 2 = 0} = {(−x 1 , x 1 ) : x 1 ∈ R} is the bisector of the second quadrant of the axes. It is a 1-dimensional subspace of 
, e −w2 ) and w = 10 20 can be seen as the distance from (O F , 1) to D.
Input:
• A basis for the lattice O F : a 1 = (1, 1) and a 2 = (−5 39 − 0.5, 5 39 − 0.5).
, e −w2 ) and (w 1 , w 2 ) = (− ).
We apply Algorithm 4.9 as follows. The smallest integer t such that n · 2 −t · |w i | < log ∂ F for i = 1, 2 is t = 61. Let (z 1 , z 2 ) = 2 −61 · w ≈ (−30.66587, 30.66587) and ω = (e −z1 , e −z2 ). As described in Algorithm 4.2, denote by
By performing doubling and LLL-reduction 61 times, we can reach to D. The result can be seen in Table 1 .
In Table 1 
Let L be the lattice associated to Q 1 (x). After that, we do LLL-reduction on the middle points of the small intervals to obtain good divisors. Let S be the set of all good divisors obtained by this way. Then S has 18 divisors in total (see Figure 1) . Example 6.2. Let P = X 3 − 88998X 2 − 1090173446X − 1000470997815. Then P is an irreducible polynomial with 3 real roots denoted by α 1 = α, α 2 , α 3 . Let F = Q(α). Thus, F is a real cubic field with 3 real infinite primes σ i : F −→ R 3 sending α to α i for i = 1, 2, 3. The discriminant of F is ∆ F = 10000820940380105429207549453 > 10 28 . We have R 3 0 = {(x 1 , x 2 , x 3 ) ∈ R 3 : x 1 +x 2 +x 3 = 0} a 2-dimensional subspace of R 3 with an orthonormal basis {e 1 = (
The connected component of identity of Pic 0 F is the Dirichlet torus T 0 = R 3 0 / Λ where Λ is the lattice {(log |σ 1 
Denote by w = 10
10 · e 1 + 10 10 · e 2 ≈ (11153550716.50411, −8164965809.27726, −2988584907.22685) = (w 1 , w 2 , w 3 ).
, e −w2 , e −w3 ) and w ≈ 14142135623.73095 can be considered as the distance from (O F , 1) to D.
• A basis for the lattice O F : a 1 = (1, 1, 1 We compute h 0 (W ) by using Algorithm 4.9. We have that t = 30 is the smallest integer for which n · 2
−30 · w ≈ (10.38755, −7.60422, −2.78333) and ω = (e −z1 , e −z2 , e −z3 ). As described in Algorithm 4.2, denote by
In Table 2 , the second column contains the matrices of which columns form an LLL-reduced basis for the lattices J i for all i = 1, 2, ..., 30. The coordinates of these vectors are computed with respect to the basis of O F .
Let J = J 30 and s = ω 30 ≈ (e 1.09384 , e −0.61605 , e −0.47780 ). Then by choosing The rectangle ABCE is divided into small squares, each one has sides of length 1. After that, we perform LLL-reduction at the center of such squares to obtain good divisors. Let S be the set of all good divisors obtained by this way. Then S has 15 points in total (see Figure 3) . Now, let W be an arbitrary divisor in X 1 X 2 X 3 X 4 . Then its translated divisor D is a divisor in ABCE. We search for a good divisor D in S which is the closest to D and use D to compute h 0 (W ). Then h 0 is plotted as in Figure 4 and 5 below in which the red points are divisors on Pic
F whose translated divisors are good divisors in S. In Figure 4 , the dark color area is corespondent to the large values of h 0 . Fig. 4 : The contour plot of h 0 in the box X 1 X 2 X 3 X 4 . 
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