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KURZZUSAMMENFASSUNG 
Im täglichen Leben werden in den unterschiedlichsten Bereichen Bilder eingesetzt, um 
Menschen persönlich anzusprechen, um sie zu aktivieren und zu stimulieren. Im 
Marketing steigt der Einsatz von Bildern enorm (Wedel & Pieters, 2008), da Bilder die 
Fähigkeit haben, Erlebnisse zu erzeugen und die Phantasie anzuregen. Sie sind somit sehr 
eng mit Emotionen verbunden (Bradley, Greenwald, Petry & Lang, 1992; Lang, 
Greenwald, Bradley & Hamm, 1993). Zudem lässt die rasante Entwicklung im 
Multimediabereich die Anzahl der fotografierten und gespeicherten Bilder steigen. Die 
Suche nach dem „besten Bild“ für z.B. eine Kampagne gestaltet sich schwierig, da die 
Inhalte mehrerer Bilder zu einem Thema oft eine hohe Ähnlichkeit aufweisen. Die Low-
Level-Features, wie Farbton, Sättigung und Helligkeit, unterscheiden sich jedoch deutlich 
voneinander. Der Fokus dieser Arbeit liegt auf der Analyse des Einflusses emotionaler 
Charakteristika im Image Retrieval. Dies umfasst die zum einen Untersuchung der von 
Farbeigenschaften eines Bildes ausgelösten Emotionen, sowie die Evaluation der 
Ergebnisse einer emotionalen Bildsuche.  
Zur Induktion der Emotion wurden 18 Bilder des International Affective Picture System 
ausgewählt und auf sechs unterschiedliche Weisen modifiziert (Graustufen, erhöhte 
Helligkeit, verringerte Helligkeit, erhöhte Sättigung, vertikale Spiegelung und Unschärfe). 
Die daraus resultierenden 126 Bilder dienten als visuelle Stimuli in einem 
Laborexperiment mit 42 Probanden und einem Online-Fragebogen mit 385 Teilnehmern. 
In diesen Untersuchungen wurden Emotionen auf der psychologischen Ebene durch eine 
Tachistoskopstudie sowie zwei Self-Assessment-Manikin Studien gemessen. Auf der 
physiologischen Ebene wurden die elektrodermale Aktivität, die Elektromyographie 
sowie Augenbewegung und Pupillenreaktion zur Messung der auftretenden Emotionen 
herangezogen. Zudem wurden von jedem Bild Farbdaten im RGB- und HSL-Farbraum 
extrahiert. Die Bilder wurden anhand der Emotionsmessungen in Verbindung mit den 
Farbdaten auf Ähnlichkeiten und Zusammenhänge hin analysiert. Mittels dieser 
Ergebnisse wurde PiXem entwickelt - ein Werkzeug zur Unterstützung der Indexierung 
von Bilddaten. Durch die Extraktion zusätzlicher Metadaten (Farbeigenschaften) kann 
eine emotionale Einschätzung eines Bildes vorgenommen werden. PiXem wurde dazu 
genutzt, um eine emotionale Annotation einer Bilddatenbank durchzuführen. Diese stellt 
die Basis für zwei weitere Studien zur Untersuchung des Einflusses emotionaler 
Charakteristika auf die Bildsuche. Es wurden mehrere Suchdurchläufe ausgeführt, die die 
emotionalen Annotationen berücksichtigen. Abschließend wurde die Einbindung von 
Emotionen im Suchprozess evaluiert. Diese beiden Studien beschäftigen sich mit der 
Suche nach dem „besten“ Bild, während zwei weitere Studien die Verwendung von 
Bildern auf Webseiten analysieren. Sind die ausgewählten Bilder wirklich die „Besten“? 
Ergebnisse der Untersuchungen zeigen den Einfluss der Helligkeit und des Farbtons auf 
die Emotion. Der Effekt der Sättigung konnte nicht eindeutig erklärt werden. Die im 
Marketing verwendeten Bilder werden teils positiv, aber auch negativ wahrgenommen. 
Somit wird der Bedarf einer Unterstützung bei der Suche nach dem „besten 
Bild“ unmissverständlich herauskristallisiert.  
PiXem wurde entwickelt, um Bilder emotional zu annotieren und ermöglicht somit die 
Einbindung von Emotionen in den Suchprozess des Xtrieval Framework. Die 
darauffolgende Evaluierung der Ergebnisse zeigt, dass die Qualität der Ergebnisse des 
Image Retrieval durch die Einbindung von Emotionen verbessert werden konnte. Vor 
allem in Kombination mit MPEG-7 konnte eine Verbesserung der Suchergebnisse bis zu 
11,4% erreicht werden. Die Ergebnisse der Suche anhand von MPEG-7 Kriterien und 
zusätzlichen Emotionskriterien zeigen signifikante Verbesserungen. Die 
Berücksichtigung von Emotionen im Ranking beeinflusst die Qualität der Ergebnisse des 
Image Retrieval somit positiv. 
Demzufolge liefert diese Arbeit einen Beitrag im Image Retrieval aber auch 
fächerübergreifend für das visuelle Marketing oder die Psychologie und ermöglicht 
gleichzeitig einen Wissenstransfer zwischen Wissenschaft und Praxis. Die Unterstützung 
bei der Suche und Auswahl des „besten Bildes“ optimiert die Verwendung von Bildern, 
die uns täglich begegnen, aktivieren und inspirieren.  
 
 
 
ABSTRACT 
Pictures are used to activate and stimulate a person’s thoughts. Especially in the marketing 
industry, the use of pictures to communicate a certain message has increased tremendously in 
recent years (Wedel & Pieters, 2008), as they stimulate a person’s imagination and help create 
first experiences. Therefore, pictures are very closely linked to emotions (Bradley, Greenwald, 
Petry & Lang, 1992; Lang, Greenwald, Bradley & Hamm, 1993). The rapid developments in 
multimedia have led to an escalation of the number of digitally stored pictures and photographs. 
Consequently, finding the ‘best picture’ for a convincing advertising campaign has been 
becoming increasingly difficult due to the abundance of available pictures. To further 
complicate this search process, a lot of pictures related to a specific topic are very similar with 
regard to their content. However, their low-level features, such as hue, saturation, and 
luminance, might differ considerably. Therefore, this work focusses on the influence of 
emotional characteristics on the image retrieval process. This includes the study of emotions 
caused by the color properties of a picture, as well as the evaluation of the results of an 
emotional image retrieval processes. 
For the first step of this research, 18 pictures of the International Affective Picture System were 
selected as emotional stimuli. These pictures were modified in six different ways (turned to 
grayscale, increased luminance, decreased luminance, increased saturation, vertical reflection, 
and blurring), resulting in a final set of 126 pictures. This set was used in a laboratory 
experiment with 42 participants and in an online questionnaire with 385 participants. A 
tachistoscope study and two self-assessment manikin studies were used to measure the 
perceived emotional quality of all pictures on the psychological level. Additionally, emotions 
on the physiological level were measured using the electrodermal activity, electromyography, 
as well as eye movements and the reaction of the pupils. To relate the pictures’ low-level 
features to the emotions, RGB and HSL color data were extracted. Based on these results, 
PiXem was developed. PiXem is a software tool that allocates an emotion to a picture based on 
its extracted metadata (color properties) and is used to support the indexing of images. These 
findings provided the basis for two further studies that analyzed, improved, and refined image 
retrieval processes. Several image searches were carried out taking into account the emotional 
annotations. Finally, the integration of emotions into the search process was evaluated. These 
 two studies are concerned with the search for the “best” picture, while two other studies 
analyzing the use of pictures on websites. Are the selected pictures really the “best”? 
Results show that a picture’s luminance and color have the power to influence emotion. The 
effect of saturation on emotions could not be clearly established. Moreover, this research 
shows that not all pictures used for marketing purposes are perceived positively, but can also 
be perceived negatively. Thus, marketers clearly have to be assisted in their picture selecting 
processes.  
PiXem was developed to annotate images emotionally and thus enables the integration of 
emotions into the search process of the Xtrieval framework. The subsequent evaluation of the 
results shows an improvement of emotional image retrieval processes. Especially in 
combination with MPEG-7, an improvement of the quality of the search results up to 11.4% 
can be achieved. Consequently, one can conclude that the consideration of emotions for ranking 
affects the quality of the results of the Image Retrieval positively.  
Besides its contribution to research in image retrieval, this work contributes also adds to the 
research areas of visual marketing and psychology and stimulates knowledge transfer between 
research and practice. Assisting marketers to select the “best picture” also affects which pictures 
we are confronted with on a daily basis. 
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 Kapitel I 
 
 
 
 
 
I. EINFÜHRUNG 
 
 
Das erste Kapitel beginnt mit einleitenden Worten, die in die Thematik dieser Arbeit einführen. 
Anschließend werden die Problemstellung und Forschungsfragen erläutert. Dem folgt eine 
Einordnung in die wissenschaftlichen Bereiche, in der sich diese Arbeit bewegt und die 
Beschreibung des Aufbaus der Arbeit.  
Im vorliegenden Text wird durchgängig die männliche Form benutzt. Im Sinne des 
Gleichbehandlungsgesetzes sind diese Bezeichnungen als nicht geschlechtsspezifisch zu 
betrachten. 
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I.1 Einleitung 
„Sue, a young college graduate, is planning her vacation. She is considering a trip to a tropical 
island and has information on three destination options. She scans the text and pictures of her 
three options. Sue daydreams, imaging herself in the possible destinations. One set of images 
especially catches her eye and she is ‚off‘, vicariously experiencing the destination and enjoying 
the emotional feelings created by her vision.”                 
            (Walters, Sparks & Herington, 2007, S. 24) 
 
So wie Sue werden viele Menschen täglich von Bildern inspiriert, ob es jetzt die Bilder der 
Hochzeit von Freunden sind, die man auf Facebook sieht, ob man die Zeitung aufschlägt und 
die Szenerie des gestrigen Skandals entdeckt oder auf dem alltäglichen Weg zur U-Bahn an 
vier Werbeplakaten für Unterwäsche, Joghurt, ein Event oder eine Urlaubsdestination 
vorbeiläuft. Nicht alle Bilder inspirieren die Betrachter in einem positiven Sinn, aber alle 
werden innerhalb kürzester Zeit unbewusst wahrgenommen und verarbeitet, oder wie Kroeber-
Riel und Esch (2011, S. 218) es treffend ausdrücken: „Bilder sind schnelle Schüsse ins Gehirn“. 
Die Kunst von Beeinflussungsstrategien, denen wir tagtäglich in den diversen Werbemedien 
ausgesetzt sind, besteht offenkundig darin, diese „Schüsse“ nachhaltig in den Köpfen der 
Betrachter zu verankern, sie in den Bann zu ziehen und verweilen zu lassen. 
Es heißt nicht umsonst „ein Bild sagt mehr als tausend Worte“ (Fred R. Barnand in Kroeber-
Riel & Esch, 2011, S. 214). Die Bildkommunikation hat gegenüber der Sprache wesentliche 
Vorteile. Bilder haben einen großen Einfluss auf den ersten Eindruck des angebotenen 
Produktes (Bender Stringam & Gerdes Jr., 2010; Kim & Fesenmaier, 2008). Sie haben die 
Fähigkeit, Erlebnisse zu erzeugen, die Phantasie anzuregen und sie laden zum Träumen ein. 
Dadurch wird die zu vermittelnde Information leichter und schneller aufgenommen und bleibt 
für eine längere Zeit im Gedächtnis verankert (Foscht & Swoboda, 2007; Laskey, Seaton & 
Nicholls, 1994; Anderson, 1995). Die Aufnahme und Verarbeitung eines Bildes ist mit sehr 
geringer kognitiver Anstrengung verbunden, so dass sie auch von wenig involvierten, passiven 
Betrachtern auch unter Zeitdruck quasi im „Vorbeigehen“ wahrgenommen werden (Kroeber-
Riel & Esch, 2011). 
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„An image attribute is… not limited to purely visual characteristics, but includes other 
cognitive, affective, or interpretative responses to the image such as those describing spatial, 
semantic, or emotional characteristics“ (Jörgensen, 2003, S. 3). 
Somit ist es beim Einsatz von visuellen Stimuli wichtig, zusätzlich zum Bildinhalt auch jene 
elementaren Bildeigenschaften zu beachten, die für die Auslösung kognitiv kaum kontrollierter 
emotionaler Reaktionen verantwortlich sind. Unter solchen elementaren Bildeigenschaften sind 
die visuellen Charakteristika eines Bildes zu verstehen. In erste Linie wird mit den visuellen 
Eigenschaften eines Bildes die Farbe in Zusammenhang gebracht. Das, was in der 
Alltagssprache Farbe genannt wird, ist genauer als Farbton zu bezeichnen. Die 
Farbwahrnehmung unterscheidet drei Hauptdimensionen. Zusätzlich zum Farbton ist ein Bild 
durch seine Helligkeit und seine Sättigung definiert (Krech, Crutchfield, Livson & Parducci, 
1985). Diese elementaren visuellen Eigenschaften eines Bildes führen zu unwillkürlicher 
visueller Aufmerksamkeit und werden häufig auch als sogenannte Low-Level Features eines 
Bildes bezeichnet (Jiebo & Savakis, 2001). 
Gemäß dem Zitat „seeing is believing [and] believing is buying“ (Wedel & Pieters, 2008, S. 2) 
werden Bildern im Marketing eine große Bedeutung zugeordnet. Das bestärkt auch der 
Umstand, dass in den letzten Jahren die Bilder in Magazinwerbungen immer größer werden 
und der Text immer geringer (Wedel & Pieters, 2008). Gerade im Bereich des Service 
Marketing und im Speziellen im Tourismus ist es wichtig den potenziellen Kunden im 
Vorhinein ein Erlebnis zu verschaffen. Es werden Bilder genutzt, um das durch den nicht 
greifbaren, immateriellen Charakter entstehende Risiko zu minimieren (Cutler & Javalgi, 1993). 
Auch in der Informatik rücken Bilder zunehmend in den Fokus wissenschaftlicher 
Untersuchungen, da die rasante Entwicklung der letzten Jahre im Multimediabereich auch die 
Anzahl der fotografierten und gespeicherten Bilder steigen ließ. Ein Angestellter einer 
Werbeagentur wird täglich mit diesen Bilderfluten konfrontiert, wenn es darum geht, das „beste 
Bild“ für seine Kampagne auszusuchen. Ebenso gut könnte es auch ein Journalist, ein 
Raumausstatter, ein Architekt, ein Fotograf usw. sein, der sich mit dieser Thematik beschäftigt. 
Auch jede Privatperson ist mit der enormen Menge an gespeicherten Bildern konfrontiert. 
Sowohl bei der Suche nach einem bestimmten Bild im Internet als auch in den privaten Ordnern, 
lässt der Suchprozess und die Suchergebnisse einiges zu wünschen übrig. Zu einem bestimmten 
Thema gibt es viele Bilder, deren Bildinhalte nicht selten eine hohe Ähnlichkeit aufweisen, die 
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Bilder können sich allerdings sehr deutlich in den Low-Level Features unterscheiden. Das 
bisherige Vorgehen der reinen textbasierten Suche wird den Ansprüchen der Suchenden nicht 
mehr gerecht (Liu, Zhang, Lu & Ma, 2007; Eakins & Graham, 1999). Hingegen zieht das 
inhaltsbasierte Image Retrieval auch die automatisch extrahierten Eigenschaften eines Bildes 
zur Suche heran. Die Brücke zwischen diesen Low-Level Features und der dahinter steckenden 
High-Level-Semantik ist jedoch nur marginal untersucht (Neumann & Gegenfurtner, 2006). 
Im Fokus dieser Arbeit steht die Verbindung von Low-Level Features und High-Level-Semantik. 
Im Speziellen geht es um den Emotional Gap, dessen Lücke zwischen der Bildeigenschaft 
Farbe und der vom Betrachter empfundenen Emotion zu untersuchen ist. In einem ersten Schritt 
werden die Farbeigenschaften eines Bildes im Hinblick auf die von ihnen ausgelöste Emotion 
analysiert. Folgend wird ein Werkzeug entwickelt, dass durch die Extraktion geeigneter Low-
Level Features ein Bild emotional kategorisiert. Dieses Werkzeug wird zur Indexierung von 
Bildern herangezogen. Die dadurch gewonnenen zusätzlichen Metadaten werden in den 
Suchprozess eingebunden und die Ergebnisse dieser Suche evaluiert.  
I.1.1 Problemstellung und Forschungsfragen 
Aufmerksamkeit erregen, im Gedächtnis bleiben, unterhalten und überzeugen sind vier Ziele, 
die den Erfolg einer Werbung kennzeichnen. Eng damit verbunden sind Emotionen (Bolls, 
Lang & Potter, 2001; Ravaja, 2004). Zudem zeigen bisherige Studien, dass vor allem Bilder 
Aufmerksamkeit auf sich ziehen können und Handlungen beeinflussen (Schweiger, 1985; 
Schweiger & Wiklicky, 1986; Osberger & Maeder, 1998; Lang, Bradley & Cuthbert, 2008). 
An der emotionalen Wahrnehmung eines Bildes ist maßgeblich der Bildinhalt beteiligt (Bradley, 
Codispoti, Cuthbert & Lang, 2001), jedoch auch die visuellen Bildeigenschaften prägen die 
Emotion (Itti & Koch, 2001). Bradley et al. (1992) zeigen eine verbesserte Gedächtnisleistung 
bei emotional erregenden Bildern. Zudem steigt der Beobachtungszeitraum bei affektiv 
geladenen Bildern (Bradley & Lang, 1999). Die Ergebnisse der Forschung zeigen, dass Bilder 
oft als Mittel zum Transportieren und Auslösen von Emotionen verwendet werden. Die 
Erkenntnisse erlauben jedoch keine Verallgemeinerung, so dass keine Aussage darüber 
getroffen werden kann, welche dieser visuellen Eigenschaften eines Bildes Auswirkungen auf 
die emotionale Wahrnehmung haben. Zudem beschäftigen sich bisherige Studien meist 
ausschließlich mit der Auswirkung einer Farbe oder einer Farbkombination auf die Emotion 
Kapitel I. Einführung  5 
 
 
(Ou & Luo, 2003; Ou, Luo, Woodcock & Wright, 2004a; Ou, Luo, Woodcock & Wright, 
2004b). In der Realität jedoch werden Bilder verwendet, die aus mehreren Farben bestehen. 
Diese wurden bisher in der Forschung kaum untersucht (Solli & Lenz, 2011). Daher steht im 
Vordergrund des ersten Abschnittes dieser Arbeit folgende Forschungsfrage:  
Welchen Einfluss haben Farbeigenschaften auf die emotionale Wirkung eines Bildes? 
Mithilfe der gewonnenen Ergebnisse wird der Blick im Weiteren auf die Weiterentwicklung 
des Image Retrieval gelegt. Die Suche nach Bildern anhand eines vorgegebenen Textes ist 
weitverbreitet und mittlerweile sehr gut ausgereift, jedoch auch durch einige Einschränkungen 
(wie zum Beispiel Subjektivität) geprägt. Daher werden zusätzlich zum Text spezielle 
Bildeigenschaften zur Suche herangezogen. Auf der Suche nach dem „besten“ Bild für eine 
Kampagne spielen die genannten Low-Level Features und deren emotionale Wahrnehmung 
eine große Rolle. Nur einige wenige Studien beschäftigen sich mit dem Evozieren von 
Emotionen durch Bildeigenschaften (Liu, Zhang, Lu & Ma, 2007; Yanulevskaya, Van Gemert, 
Roth, Herbold, Sebe & Geusebroek, 2008; Bianchi-Berthouze & Kato, 2003). Die Entwicklung 
des Werkzeuges PiXem ist ein Versuch, die Lücke zwischen extrahierten Bildeigenschaften 
und ausgelösten Emotionen zu schließen. Das Werkzeug dient der Unterstützung der 
Indexierung von Bilddaten, die in einem weiteren Schritt im Image Retrieval verwendet werden.  
Bei der Suche nach Bildern werden sehr oft emotionale Wörter gebraucht. Vor allem Novizen 
oder Suchende, die sich inspirieren lassen wollen und kein festes Suchziel haben, verwenden 
bei ihrer Suche nach Bildern emotionale Begriffe (Beaudoin, 2008). Die meisten Systeme 
verfehlen diesen Anspruch der Benutzer. Das größte Problem dabei ist die Subjektivität. Damit 
hat vor allem das Text Retrieval zu kämpfen. Aber auch eine Emotion ist höchst subjektiv 
(Jörgensen, 1998). Demzufolge versucht diese Arbeit den Ansprüchen der Nutzer gerecht zu 
werden und beschäftigt sich mit folgender zweiter Forschungsfrage:  
Wie beeinflusst die emotionale Wirkung eines Bildes die Qualität der Image Retrieval 
Ergebnisse? 
Um den praktischen Nutzen dieser Arbeit zu unterstreichen, befassen sich zwei weitere Studien 
mit der Anwendungsdomäne Tourismusfotografie. Damit soll geklärt werden, ob die in diesem 
Bereich verwendeten Bilder bereits die „besten“ ausgewählten Bilder – im Sinne ihres 
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emotionalen Gehalts, ausgelöst durch Low-Level Features – sind. Das Hauptaugenmerk dieser 
Arbeit liegt jedoch auf der Suche des „besten“ Bildes. 
Die Arbeit basiert somit auf Grundlagenforschung, die zusätzlich im Anwendungskontext 
umgesetzt wird. Das Ziel ist, die beiden fächerübergreifenden Forschungslücken zu schließen. 
Die erste Herausforderung ist dabei die Analyse des Zusammenhangs zwischen Bildeigenschaft 
und Emotion. Diese Erkenntnisse werden in einem zweiten Schritt dazu genutzt, um Bilder 
emotional zu annotieren und somit eine emotionale Suche zu ermöglichen. Eine Verbesserung 
der Ergebnisqualität durch den Einbezug von Emotionen wird angestrebt. 
I.1.2 Wissenschaftliche Einordnung 
Das Problem der steigenden Anzahl an fotografierten und gespeicherten Bilder sowie die Suche 
nach dem „besten“ Bild für zum Beispiel eine Kampagne zeigt die Wichtigkeit des globalen 
Ziels dieser Arbeit. Dieses ist im Bereich des Image Retrieval fundiert. Die Suche nach Bildern 
anhand derer Bildeigenschaften begrenzt die Disziplin auf das inhaltsbasierte Image Retrieval 
(Content Based Image Retrieval, CBIR). In diesem Forschungsfeld gibt es einige wenige 
Forscher, die sich speziell der Lücke zwischen Low-Level Features und den Emotionen als 
High-Level-Semantik zuwenden und diese versuchen zu schließen. Dieser Bereich ist noch sehr 
klein und die bisherige Forschung weist einige Schwächen auf, daher versucht diese Arbeit, 
einen wissenschaftlichen Beitrag in dieser Disziplin zu leisten.  
In vielen Bereichen werden Bilder eingesetzt, um Menschen persönlich anzusprechen, um sie 
zu aktivieren und zu stimulieren. Beispielsweise im Marketing steigt die Verwendung von 
Bildern enorm (Wedel & Pieters, 2008). Bilder haben die Fähigkeit, Erlebnisse zu erzeugen, 
die Phantasie anzuregen und sind somit sehr eng mit Emotionen verbunden (Bradley M. M., 
Greenwald, Petry & Lang, 1992; Lang, Greenwald, Bradley & Hamm, 1993). Die Analyse der 
Verbindung von Bild und Emotion ist im Marketing oft vorzufinden und ist speziell im Bereich 
des visuellen Marketings anzusiedeln (Wedel & Pieters, 2008). Wedel und Pieters (2008) 
charakterisieren drei wichtige Disziplinen, die für das visuelle Marketing essentiell sind: Visual 
Science, kognitive Psychologie und soziale Psychologie. Unter Visual Science verstehen sie das 
Wissen und die Erforschung der Verbindung von Auge und Gehirn sowie deren Auswirkungen. 
Die kognitive Psychologie spiegelt die visuelle Wahrnehmung wider. Es ist wichtig zu wissen, 
welche Einflüsse visuelle Stimuli auf die Aufmerksamkeit und auf kognitive Prozesse beim 
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Menschen haben. Genauso wichtig ist das Verständnis von Theorien und Methoden der sozialen 
Psychologie, die die Rolle der Emotion im Sehprozess erklären. Für die Beantwortung der 
ersten Forschungsfrage dieser Arbeit sind diese Bereiche von enormer Wichtigkeit. Um die 
Lücke zwischen der Bildeigenschaft Farbe und der vom Betrachter empfundenen Emotion zu 
untersuchen, sind psychologische Konstrukte und fundiertes theoretisches Wissen der 
Psychologie notwendig. 
I.1.3 Aufbau der Arbeit 
Wie in Abbildung 1 ersichtlich, folgt diese Arbeit einem klar strukturierten wissenschaftlichen 
Aufbau. Basierend auf der Theorie, wird die Methode und Analyse abgeleitet. Daraufhin folgen 
die Ergebnisse. Zum Schluss werden diese Abschnitte in einer Conclusio zusammengebracht 
und im Hinblick auf die zu Beginn erläuterten theoretischen Grundlagen diskutiert. 
Der konzeptionelle Teil der Arbeit beschäftigt sich mit den theoretischen Grundlagen (Kapitel 
II) zu Emotionen, der visuellen Wahrnehmung, dem Bild und dem Image Retrieval. Ausgehend 
von den unterschiedlichen Definitionen einer Emotion, werden in Kapitel II.1 die 
grundlegenden Emotionstheorien und Emotionsstrukturen diskutiert. Darauf aufbauend wird 
eine für diese Arbeit geltende Definition festgelegt und sowohl die verwendeten Messmethoden 
mit ihren Vor- und Nachteilen als auch der zur Emotionsinduktion genutzte Reiz erläutert. 
Kapitel II.2 befasst sich mit der visuellen Wahrnehmung. Der Prozess des Sehens und der damit 
zusammenhängende Prozess der Informationsverarbeitung, im Speziellen die Theorien der 
Farbwahrnehmung, werden aufgegriffen und charakterisiert. Ähnlich der Definition einer 
Emotion ist auch die Definition eines Bildes nicht eindeutig klar. Daher skizziert Kapitel II.3 
die verschiedenen Ausprägungen eines Bildes, dessen Wirkung auf den Betrachter, die 
Bildeigenschaften, die ein Bild dominieren, und legt eine für diese Arbeit geltende Definition 
fest. Kapitel II.4 widmet sich dem Image Retrieval. Zu Beginn wird der für das Image Retrieval 
auslösende Moment, die Suchintention und Suchparadigmen, erläutert. Mit Fokus auf dem 
inhaltsbasierten Image Retrieval wird die Entwicklung der Bildsuche dargestellt, die 
auftretenden Vor- und Nachteile beleuchtet und der in diesem Bereich häufig verwendete 
Standard MPEG-7 erklärt. Zudem wird in diesem Kapitel ein Überblick über die aktuelle 
Forschung im Bereich des Emotional Based Image Retrieval gegeben sowie die ersten 
Forschungsfragen und Hypothesen theoretisch hergeleitet.  
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Abbildung 1: Aufbau der Arbeit
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Der für diese Arbeit grundlegende Untersuchungskorpus und die verwendeten 
Evaluierungsmaße werden im Zuge der Evaluationsinitiativen erläutert. Im Zusammenhang 
damit steht Xtrieval, eine Kombination aus text- und inhaltsbasiertem Information Retrieval, 
das an dieser Stelle genauer beleuchtet wird. Der konzeptionelle Teil der Arbeit schließt mit 
einem aktuellen Forschungsüberblick, der Bilder und Emotionen vereint betrachtet. Im Kapitel 
II.5 werden weitere Forschungslücken ausgewiesen und Forschungsfragen wie auch 
Hypothesen aufgestellt. 
Aufbauend auf der erläuterten Theorie charakterisiert die empirische Untersuchung den zweiten 
Teil der Arbeit (Kapitel III, IV und V). Dabei wird zunächst die methodische Vorgehensweise 
dargestellt. Kapitel III.1 dokumentiert das Untersuchungsdesign. Im Mittelpunkt stehen hier die 
visuellen Stimuli, die geeignet ausgewählt und verändert wurden. Besondere Aufmerksamkeit 
wird außerdem der Datenerhebung geschenkt. Die verschiedenen Studien – vom 
experimentellen Design über die Kategorisierung der emotionalen Wörter, einer Online-
Umfrage bis hin zur Erhebung der Farbdaten – erforderten unterschiedliche Anforderungen und 
Erhebungsumstände, um ihrem speziellen teils quantitativen, teils qualitativen Charakter 
gerecht zu werden. Diese werden in Kapitel III.2 beschrieben. Die Analyse der gewonnenen 
Daten erforderte in einem ersten Schritt eine Aufbereitung der Daten, die in Kapitel IV.1 
erläutert wird. Die zur Analyse der Ähnlichkeiten und Zusammenhänge verwendeten Methoden 
beschreibt Kapitel IV.2. Anschließend werden die Ergebnisse der empirischen Untersuchung 
präsentiert. Die reinen Emotionsvermessungen der Bilder werden, getrennt voneinander, zuerst 
auf der psychologischen Ebene (Kapitel V.2), dann auf der physiologischen Ebene (Kapitel 
V.3) betrachtet. Kapitel V.4 untersucht den Zusammenhang der unterschiedlichen 
Messmethoden. Zusätzlich zu den erhobenen Emotionsdaten wurden aus den Bildern Farbdaten 
extrahiert. Die Untersuchungsergebnisse der Verbindung der Emotionsmessung einerseits und 
den extrahierten Farbdaten andererseits werden in Kapitel V.5 herauskristallisiert. Zum Teil der 
empirischen Untersuchung der Arbeit gehört auch die praktische Anwendung der bisherigen 
Forschung und der Forschungsergebnisse. Dieser Abschnitt fokussiert die beiden 
wissenschaftlichen Schwerpunkte der Arbeit. Kapitel V.6 führt in die Anwendungsdomäne 
Tourismusfotografie ein. Es wird die Verwendung von Bildern im Tourismus geprüft. Sind die 
Bilder wirklich die „Besten“? Mit dem Ziel der emotionalen Annotation von Bildern wird 
anhand der Untersuchungsergebnisse das Messinstrument PiXem entwickelt, das Bilder mit 
Hilfe ihrer Low-Level Features in emotionale Kategorien einteilt. Das Vorgehen sowie der 
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Programmablauf werden in Kapitel V.7 erläutert. Kapitel V.8 zeigt den Aspekt des Retrievals 
in der Domäne Tourismus. Das Ziel ist das Ergebnis der Suche nach dem „besten“ Bild durch 
die Berücksichtigung von Emotionen zu verbessern. Unter Verwendung von PiXem werden 
innerhalb des Retrieval Frameworks Xtrieval mehrere Suchprozesse gestartet und evaluiert. Die 
Ergebnisse der Evaluation zeigen eine Verbesserung der Qualität der Retrievalergebnisse durch 
die Einbindung von Emotionen in den Suchprozess. 
Abschließend werden die Ergebnisse interpretiert und anhand der theoretischen Grundlage 
diskutiert (Kapitel VI.1). Kapitel VI.2 erläutert kurz die Einschränkungen und Grenzen der 
Untersuchungen, bevor in Kapitel VI.3 ein Ausblick in die Zukunft gegeben und letztendlich 
das Fazit gezogen wird.  
 Kapitel II 
 
 
 
 
 
II. THEORIE 
 
 
Dieses Kapitel gibt einen Überblick über die theoretischen Grundlagen dieser Arbeit. 
Angefangen von den Emotionen, über die visuelle Wahrnehmung, das Bild bis hin zum Image 
Retrieval werden die verwendeten Theorien und Konzepte erläutert. Aus der Theorie werden 
Forschungsfragen und Hypothesen abgeleitet. Das Kapitel schließt mit einem aktuellen Bericht 
der Forschung, der die Beziehung zwischen Farbe und Emotion betrachtet. 
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II.1 Emotionen 
„Everybody knows what an emotion is, until asked to give a definition“(Fehr & Russell, 1984, 
S. 464). 
Dieses Zitat von Fehr & Russell (1984) zeigt die Schwierigkeit des Definierens von Emotionen. 
Jeder Mensch glaubt zu wissen was eine Emotion ist, bis er versucht diese zu definieren 
(Schmidt-Atzert, 1996, S. 18). Eine Emotion zu verstehen und zu definieren wird schon seit 
tausenden von Jahren versucht. Schon 1378 beschäftigte sich Aristoteles in seinem Werk 
„Rhetoric“ mit dem Konstrukt Emotion (Jenkins, Oatley & Stein, 1998, S. 7). Die Ursache, die 
hinter dieser Problematik steckt, ist laut Young (1943) die Komplexität der emotionalen 
Zustände und Prozesse, die von vielen unterschiedlichen Perspektiven aus betrachtet werden 
können. Carlson und Hatfield (1992) schreiben dazu: „Psychologen tendieren dazu, in ihrer 
Definition die Aspekte von Emotionen zu betonen, die sie interessieren. In dieser Hinsicht seien 
sie mit Blinden zu vergleichen, die einen Elefanten anfassen und berichten, was ein Elefant ist. 
Je nachdem, wo sie den Elefanten berühren, kommen sie zu unterschiedlichen 
Feststellungen“ (Schmidt-Atzert, 1996, S. 18). Ein allumfassendes Verständnis einer Emotion 
ist somit quasi unmöglich (Niedenthal, Krauth-Gruber & Ric, 2006). Kleinginna und 
Kleinginna (1981) unterstreichen mit ihrer Analyse von bisherigen 
Emotionsdefinitionsversuchen dieses Komplexitätsproblem. Sie finden in der Literatur 91 
Definitionen und neun Ansätze, die das Emotionskonzept versuchen zu erklären.  
Die aus erkenntnistheoretischer Sicht verständliche Forderung nach einer genauen Bestimmung 
des Forschungsgegenstands setzt voraus, dass zum Zeitpunkt der Definition einer Emotion 
bereits alle Erscheinungsformen und Ausprägungen bekannt sein müssen. Da dies durch die 
oben beschriebene Problematik kaum machbar ist, reicht es aus eine Arbeitsdefinition zu 
erstellen, die sich auf die zu Grunde liegende Sichtweise und das genaue Forschungsvorhaben 
bezieht. 
Eine dieser Arbeit zu Grunde liegende Arbeitsdefinition lautet: 
„Eine Emotion ist ein quantitativ näher beschreibbarer Zustand, der mit Veränderungen auf 
einer oder mehreren der folgenden Ebenen einhergeht: Gefühl, körperlicher Zustand und 
Ausdruck.“ (Schmidt-Atzert, 1996, S. 21). 
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Eine Emotion löst somit unterschiedliche Reaktionen aus, die entweder als bewusstes oder 
unbewusstes und spontanes Verhalten auftreten (Bagozzi, Gopinath & Nyer, 1999). 
Bezugnehmend auf die sehr heterogenen Definitionen ihrer Analyse schlagen Kleinginna und 
Kleinginna (1981, S. 355) eine breite Arbeitsdefinition vor:  
„Emotion is a complex set of interactions among subjective and objective factors, mediated by 
neural/ hormonal systems, which can (a) give rise to affective experiences such as feelings of 
arousal, pleasure/ displeasure; (b) generate cognitive processes such as emotionally relevant 
perceptual effects, appraisals, labeling processes; (c) activate widespread physiological 
adjustments to the arousing conditions; and (d) lead to behavior that is often, but not always, 
expressive, goal-directed and adaptive.“ 
Ganz global betrachtet sind Emotionen“… what people say they are” (Scherer, 2005, S. 697). 
In Verbindung mit dem Wort Emotion treten in der Literatur häufig die Wörter Stimmung, 
Gefühl und Affekt auf, die manchmal sogar als Synonyme für Emotion verwendet werden. Die 
häufig bedeutungsäquivalent verwendeten Begriffe sollen im Folgenden genauer erläutert 
werden, um eine präzise Charakterisierung der Emotion zu erleichtern und das Konstrukt von 
den anderen Begriffen abgrenzen zu können. 
Eine Stimmung oder auch Gefühlszustand ist ein eher diffuser emotionaler Zustand, der jedoch 
von langer Dauer ist (Isen, 1984; Bagozzi, Gopinath & Nyer, 1999). Otto, Euler und Mandl 
(2000) nennen sie auch Low-Level-Emotionen. Eine Stimmung beschreibt eine vage 
Gesamtbefindlichkeit, die keinen „Dingcharakter“ (Otto, Euler & Mandl, 2000) besitzt und nur 
durch ihre Valenz (gut oder schlecht) beschrieben wird. Der Unterschied zur Emotion kann mit 
der Übertragung auf die gestaltpsychologische Figur-Grund-Unterscheidung anschaulich 
dargestellt werden. „Dieses Gestaltgesetz beschreibt die Tendenz des perzeptiven Feldes, sich 
in Figur- und Grundkomponenten zu gliedern. Die Figur ist eindrucksvoll, bedeutsam und steht 
im Vordergrund. Sie hat eine Form und die Eigenschaft eines Gegenstandes. Der Grund 
hingegen ist formlos und erstreckt sich hinter der Figur. Er ist gegenstandslos und hat die 
Eigenschaft ungeformten Materials. Stimmungen werden mit dem Grund verglichen, der eine 
Art Dauertönung des Erlebnisfeldes darstellt, von der sich mehr oder weniger scharf umrissen 
andere Erlebnisgegebenheiten abheben (Ewert, 1983) […] Emotionen [hingegen] werden nur 
mit der Figurkomponente verglichen“ (Otto, Euler & Mandl, 2000). Das am wenigsten 
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umstrittenste Unterscheidungskriterium ist das Ausmaß der Objektbezogenheit. Die Emotion 
ist stark objektbezogen, die Stimmung hingegen nicht (Bagozzi, Gopinath & Nyer, 1999). 
Affect wird vor allem im Englischen häufig als Synonym für Emotion verwendet. Im 
deutschsprachigen Raum dagegen wird ein besonders intensiver emotionaler Zustand damit 
deklariert, der auch überwiegend mit einer daraus resultierenden Handlung abschließt (Meyer, 
Schützwohl & Reisenzein, 1993). Meist ist dieses Befinden gekoppelt mit physiologischer 
Erregung, wie erhöhtem Puls und Blutdruck, schnellerer Atmungstätigkeit und Veränderung 
der Gesichtsfarbe (Otto, Euler & Mandl, 2000). In der Literatur findet man den Begriff affect 
meist in Verbindung mit der Valenz (positiv oder negativ) oder wie Frijda (1993, S. 383) es 
formuliert „affect figures as an aspect of the felt appraisal of events“, womit der Erlebensaspekt 
einer Emotion angesprochen wird. 
Gefühl wird oft gleichbedeutend mit dem Wort Emotion benutzt (Kroeber-Riel & Weinberg, 
1999, S. 100). Aber „Emotion ist nicht gleich Gefühl“ (Schmidt-Atzert, 1996). Bei dem Gefühl 
steht die subjektive Erlebniskomponente im Mittelpunkt. Es ist ein eher augenblicklich erlebter 
Zustand von kurzer Dauer. Ein Gefühl beschreibt den Moment des Empfindens, in der die 
Emotion ins Bewusstsein eintritt (Gordon, 2001). Daher wird ein Gefühl auch als kognitiver 
Aspekt der Emotion betrachtet, da Erfahrung und Wissen miteinbezogen werden (Myers, 2008). 
Somit sind Kognition und Emotion gegenseitig voneinander abhängig. 
Die Emotion ist, wie auch schon Kleinginna und Kleinginna (1981) in ihrer Arbeitsdefinition 
beschreiben, ein komplexes Interaktionsgefüge. Zusätzlich zum Gefühl schließt die Emotion 
auch den körperlichen Zustand und den sogenannten Ausdruck mit ein (Schmidt-Atzert, 1996). 
Im Gegensatz zur Stimmung, die wie oben beschrieben nicht objektgerichtet ist, hat die 
Emotion einen konkreten Anlass. Sie wird durch Persönlichkeitsmerkmale oder eine bestimmte 
Situation gesteuert und somit auch nur durch Ereignisse ausgelöst, die für die Person bedeutsam 
sind. Emotionen sind intensiv, kurzlebig (Forgas, 1994) und somit unwiederholbar (Meyer, 
Schützwohl & Reisenzein, 1993). Durch ihre Qualität, Intensität und Dauer lassen sich 
Emotionen gruppieren (Meyer, Schützwohl & Reisenzein, 1993). 
Aus allen unterschiedlichen Emotionsdefinitionen lassen sich kaum Übereinstimmungen 
erkennen (Kroeber-Riel & Weinberg, 1999). Drei eher abstrakte Kernaspekte von Emotionen 
kann man jedoch aus den unterschiedlichen Definitionen herauskristallisieren (Bottenberg & 
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Dassler, 2002; Schmidt-Atzert, 1996; Scherer, 1984). Izard (1994) definiert eine Emotion 
anhand dieser drei Ebenen (siehe Abbildung 2): 
 der Erlebensaspekt oder die subjektive Komponente (Gefühl) 
 die physiologische Reaktion, worunter man eine körperliche Veränderung versteht 
 der Verhaltensaspekt, der sich im Ausdruck und in der Handlung wiederspiegelt. 
 
Abbildung 2: Multikomponentencharakter der Emotion (Scherer, 1984 aus Mahlke, Minge & Thüring, 
2006) 
Izard (1994, S. 271) beschreibt ein Beispiel, wie sich die Emotion Freude auf den drei 
unterschiedlichen Ebenen darstellt. Subjektiv wird Freude als „Gefühl von Selbstvertrauen und 
Bedeutsamkeit, als Gefühl, geliebt zu werden und liebenswert zu sein“ charakterisiert. Auf der 
physiologischen Ebene zeigen sich Reaktionen des autonomen Nervensystems, die unter 
anderem an der Gesichtsmuskulatur zu identifizieren sind. Außerdem ist Freude an einem 
Lachen bzw. Lächeln zu erkennen. Diese Gesichtsmimik spiegelt den Ausdruck der Emotion 
auf der Verhaltensebene (Kroeber-Riel & Weinberg, 1999). Mit Hilfe dieser drei Komponenten 
können Intensität und Qualität einer Emotion identifiziert werden. 
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II.1.1 Emotionstheorien 
„Theories of emotion are testable statements about the causes of an emotion, the process by 
which the states are differentiated into definable experience, the order in which the components 
of the emotion occur, and how the different components of emotion interact“ (Niedenthal, 
Krauth-Gruber & Ric, 2006). Um einen besseren Gesamtüberblick über die Vielzahl der 
Emotionstheorien zu erhalten, dienen Klassifizierungsansätze als Orientierungs- und 
Einordnungshilfe. Die zwei wichtigsten Klassifizierungsansätze sind die Annahme zur Natur 
und Entstehung von Emotionen sowie die Kernfragen der Untersuchungen (Meyer, Schützwohl 
& Reisenzein, 1993).  
Betrachtet man die Annahmen zur Natur und Entstehung von Emotionen, so kann man drei 
Theorien unterscheiden:  
 Verhaltenstheorie 
 Mentalistische Theorie 
 Syndromtheorie 
Die Verhaltenstheorie, vertreten unter anderem durch Wundt (1922) und Watson (1913), setzt 
Emotionen mit beobachtbarem Verhalten bzw. Reaktionen auf äußere Stimuli gleich. Bis heute 
sind die Fragestellungen und die damit verbundenen Forschungsansätze relevant. Für die 
mentalistische Theorie sind Emotionen gleich mit bestimmten mentalen (= psychischen), meist 
bewussten Zuständen. Darwin (1965) und James (1884) sind Vertreter dieser Theorie. Die dritte 
Theorie, die diesem Ansatz folgt, ist die Syndromtheorie. Die Syndromtheorie verbindet die 
beiden bereits genannten Typen, indem „sie Emotionen mit Syndromen aus mentalen 
Zuständen, Verhaltensweisen und physiologischen Reaktionen identifizieren“ (Meyer, 
Schützwohl & Reisenzein, 1993). Repräsentanten, die sich dieser Theorie annehmen sind 
Arnold (1968) und Plutchik (1980). Vergleicht man die genannten Theorien mit dem 
Alltagsverständnis von Emotionen, so kommt die mentalistische Theorie dem am nächsten 
(Meyer, Schützwohl & Reisenzein, 1993). 
Eine Klassifizierung hinsichtlich der Fragestellungen und der damit verbundenen 
Forschungsansätze lässt sich auf vier Weisen vornehmen:  
 die evolutionsbiologischen Emotionstheorien,  
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 die behavioristisch-lernpsychologischen Emotionstheorien,  
 die kognitiv-physiologischen Emotionstheorien und  
 die neuro- & psychophysiologischen Emotionstheorien.  
Da diese allerdings keine exakte Abgrenzung zueinander haben, ist eine eindeutige Zuordnung 
der Theorien nicht immer möglich. In Verbindung gebracht werden die genannten Theorien mit 
der Genese von Emotionen. Sie beziehen sich auf die Entwicklung der Art des Stammes 
(Phylogenese), der Einzelwesen (Ontogenese) oder des psychischen Aktes (Aktualgenese). Die 
Phylogenese beschäftigt sich somit mit der Evolution der Emotion, die Ontogenese mit dem 
Erlernen bzw. Verlernen einer Emotion und die Aktualgenese mit der Wahrnehmung einer 
Gegebenheit und der daraus resultierenden Emotion. 
Im Mittelpunkt der evolutionsbiologischen Emotionstheorien (Phylogenese) steht die 
biologische Funktion von Emotionen. Die evolutionäre Entwicklung und Bedeutung von 
Emotionen wird genauer untersucht. Man versucht die Frage welchen Zweck und welchen 
Vorteil die Entwicklung der Emotion hinsichtlich Überleben und Fortpflanzung hat zu erörtern 
(Meyer, Schützwohl & Reisenzein, 1993). Anfänge dieser Theorien gehen auf Darwin (1965) 
zurück, der Emotionen als mentale Zustände sieht, die durch bestimmte Situationen 
hervorgerufen werden und sich in einem typischen Emotionsausdruck zeigen. Für 
Emotionstheoretiker dieses Ansatzes sind Emotionen nicht erblich oder genetisch verankert, 
lediglich der Emotionsausdruck ist genetisch verankert. Neben Darwin (1965) sind McDougall 
(2003) und Plutchik (1980) weitere wichtige Vertreter dieser Emotionstheorie. McDougall 
schreibt den Emotionen zwei Funktionen zu, zum einen ein situationsangemessenes Erkennen 
und zum anderen eine physiologische Aktivierung, die zum Ausführen einer Emotionshandlung 
(McDougall nennt diese Instinkthandlung) führt. Nach Plutchik (1980) ermöglichen Emotionen 
die Einschätzung bzw. die Bewertung von Außenreizen. Dies ist eine wichtige Funktion, die 
das Wohlergehen des eigenen Organismus sichert. Im engen Zusammenhang mit den 
evolutionspsychologischen Emotionstheorien steht das Konzept der Basisemotionen, das in 
Kapitel II.1.2 genauer erläutert wird.  
Die behavioristisch-lernpsychologischen Emotionstheorien (Ontogenese) beschäftigen sich mit 
der Fragestellung inwieweit und auf welche Weise Emotionen erlernt werden. Sie sind daher 
als Gegenbewegung zu den evolutionspsychologischen Ansätzen zu sehen. Vertreter der 
behavioristisch-lernpsychologischen Theorie sind der Ansicht, dass Emotionen nicht 
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vollständig vererbt, sondern zum großen Teil erlernt werden. Dies nennt man die Ontogenese. 
Wichtigster Vertreter ist Watson (1913), der grundsätzlich zwei Arten von Emotionen 
unterscheidet: ungelernte Emotionen, sogenannte Reflexe und emotionale Reaktionen, die er 
als angeboren betrachtet und gelernte, die erst durch Wissen und Erfahrungen entstehen. Als 
ungelernte Emotionen hat er bei Neugeborenen drei Basisreaktionsmuster identifiziert, die von 
Geburt an bei jedem vorhanden sind: Furcht, Wut und Liebe. Die Vielfalt der Emotion wird 
erst im Laufe der Sozialisation durch Lernprozesse erklärt. Furcht, Wut und Liebe sind 
Reaktionsmuster, die durch einen Reiz ausgelöst werden und eine bestimmte Reaktion 
hervorrufen (siehe Tabelle 1). Dabei handelt es sich jedoch nicht um erlebte Gefühle, sondern 
lediglich um Reaktionen. Womit der beschriebene Erlebensaspekt einer Emotion in Watsons 
Theorie nicht berücksichtigt wird. 
Tabelle 1: Ungelernte Reaktionsmuster nach Watson (Meyer, Schützwohl & Reisenzein, 1993) 
Reiz Reaktion Reaktionsmuster 
Laute Geräusche, Verlust von 
Halt 
Anhalten des Atems, Schreien, 
„Auffahren“ des ganzen Körpers, … 
Furcht 
Behinderung der 
Körperbewegungen 
Rötung des Gesichts bis zur 
Blaufärbung, Steifwerden des ganzen 
Körpers, Aussetzen der Atmung, … 
Wut 
Streicheln der Haut, Schaukeln, 
Schreien hört auf, Gurgeln, Glucksen, 
Erektion, … 
Liebe 
 
Kognitive Emotionstheorien, auch Appraisal Theorien genannt, hingegen gehen von der 
Interpretation und der Erklärung der Begebenheit aus und sehen die Emotion als Ergebnis 
dessen. Das heißt, Fokus dieser Theorie ist die Fragestellung: Wie werden Emotionen in einer 
konkreten Situation erzeugt (Aktualgenese)? Das Ergebnis ist also immer abhängig von der 
individuellen Einschätzung einer Situation. In einer bestimmten Situation oder durch einen 
bestimmten Stimulus erleben unterschiedliche Personen verschiedene Emotionen (Niedenthal, 
Krauth-Gruber & Ric, 2006). Schachter und Singer (1962) sehen die kognitiven Fähigkeiten 
und die physiologische Erregung als Grundlage des emotionalen Erlebens. Ihre Zwei-Faktoren-
Theorie (Schachter & Singer, 1962) baut darauf auf, dass auf einen Reiz zuerst eine körperliche 
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Veränderung, wie z.B. Schwitzen, Zittern, erhöhter Puls oder ähnliches stattfindet, welche dann 
je nach Situation gedeutet und als Emotion wahrgenommen wird ( Abbildung 3). 
 
Abbildung 3: Theorie von Schachter und Singer (eigene Darstellung) 
Auch James verfolgt mit seiner These dass „die körperlichen Veränderungen unmittelbar der 
Wahrnehmung der erregenden Tatsache folgen und das unser Empfinden dieser Veränderung, 
während sie auftreten, die Emotion IST“ (James 1890 zitiert nach LeDoux, 2001, S. 48) den 
Ansatz der kognitiven Emotionstheorie. Damit wiedersprechen die kognitiven 
Emotionstheorien dem alltäglichen Verständnis von Emotion, genannt Affektive Theorien, die 
aus der Wahrnehmung einer erregenden Tatsache entsteht und körperliche Veränderungen zur 
Folge hat (siehe Abbildung 4).  
 
Abbildung 4: Alltagsverständnis einer Emotion (angelehnt an Meyer, Schützwohl & Reisenzein, 1993) 
Reiz
körperliche 
Veränderung 
+ 
Kognition
Emotion
Reiz Emotion körperlicheVeränderung
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Ein weiterer theoretischer Ansatz sind die neuro- und psychophysiologische Theorien, die 
erklären, was im Körper und besonders im Gehirn passiert, wenn ein Lebewesen Emotionen 
zeigt. Welche körperlichen Prozesse korrelieren mit Emotionen? Untersuchungsgegenstand 
sind hier die körperlichen Veränderungen, die im peripheren und zentralen Nervensystem, aber 
auch in bestimmten Organen stattfinden, während eine Person eine Emotion erlebt. 
Problematisch hierbei ist jedoch die Verbindung von der jeweiligen körperlichen Veränderung 
mit der bestimmten Emotion. Einer der wichtigsten Vertreter, der sich mit diesem 
Untersuchungsgegenstand beschäftigt, ist LeDoux (1998). In seinen Untersuchungen fand er 
heraus, dass die Amygdala der wichtigste Teil des Gehirns in Bezug auf Emotion darstellt (Le 
Doux J. , 1998). Wie sich Emotionen im Gehirn wiederspiegeln und was genau passiert wird in 
dieser Arbeit nicht genauer beschrieben, da dieses Themengebiet für die weitere Analyse nicht 
behandelt wird. Für weitere Informationen wird an dieser Stelle auf LeDoux (1995; 1998) und 
Rolls (2000) verwiesen. 
II.1.2 Emotionsstruktur 
Es besteht kein Zweifel daran, dass es unzählige unterschiedliche Emotionen gibt. Doch es stellt 
sich die Frage worin sich diese unterscheiden (Schmidt-Atzert, 2000). Hass und Liebe sind 
unterschiedliche Emotionen, doch wodurch unterscheiden sie sich und wie können diese beiden 
Emotionen gemeinsam im Alltag auftreten? Daher besteht die Aufgabe der Emotionsforschung 
nicht nur darin Emotionen zu identifizieren (inventarisieren), sondern diese auch zu ordnen 
(klassifizieren, dimensionieren, in Beziehung setzen), zu beschreiben und in ihrer Spezifität zu 
analysieren (Struktur, Entwicklung) (Ulich & Mayring, 1992). Auf unterschiedlichste Art und 
Weise wurde dies bis dato in unzähligen Studien versucht. Anhand dieser Versuche lassen sich 
drei Ordnungsansätze herauskristallisieren (Schmidt-Atzert, 2000; Ulich & Mayring, 1992): 
 „Die Suche nach Basisemotionen (Primäremotionen)“ 
 „Das Aufstellen grundlegender Dimensionen“ 
 „Das Aufstellen eines Klassifikationssystems“. 
Viele Emotionsforscher gehen davon aus, dass es bereits angeborene bzw. angelegte Emotionen 
gibt, die unabhängig von Kultur, Geschlecht oder Erziehung von jedem Menschen gezeigt und 
identifiziert werden können. Diese nennen sie dann Basisemotionen (biologisch – Emotionen 
sind nicht genetisch vererbt), Grundemotionen oder Primäremotionen (psychologisch - 
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Primäremotionen lassen sich nicht weiter zerlegen). Jeder Mensch reagiert auf Basisemotionen 
einheitlich und automatisch, jedoch subjektiv werden diese unterschiedlich erlebt und 
ausgedrückt, da sie dem kulturellen Einfluss unterworfen sind (Kroeber-Riel & Weinberg, 1999, 
S. 103; Cacioppo, Klein, Berntson & Hatfield, 1993, S. 119). Aus diesen Basisemotionen 
entstehen im Laufe der Entwicklung spezifischere Emotionen, die als Gemische verschiedener 
Grundemotionen gelten (Schmidt-Atzert, 2000; Ulich & Mayring, 1992). Zurückzuführen ist 
diese Emotionsstruktur auf den evolutionszentrierten Emotionsansatz. Ortony und Turner 
(1990) zeigen in ihrer Studie die Problematik der Suche nach Basisemotionen, indem sie die 
unterschiedlichen Konzepte der Emotionsforscher auflisten und gegenüberstellen (siehe 
Tabelle 2). 
Die Anzahl der analysierten Emotionen reicht von zwei (Mowrer, 1960) bis zu elf 
Basisemotionen (Arnold, 1968) und auch die Benennung der Emotionen an sich weist große 
Unterschiede auf. Diese Ungleichheit ist darauf zurückzuführen, dass jeder Forscher für die 
Bestimmung der Basisemotionen sein eigenes Bestimmungskriterium anwendet, was wiederum 
mit der genannten Schwierigkeit der Emotionsdefinition (siehe Kapitel II.1) zusammenhängt. 
„There is little agreement about how many emotions are basic, which emotions are basic, and 
why they are basic“ (Ortony & Turner, 1990, S. 315).  
Eine weitere Alternative Emotionen zu ordnen bietet die Kategorisierung von Emotionen, dabei 
wird versucht über empirische Datenanalysen Emotionen anhand von Ähnlichkeitsmessungen 
und Datenreduktion auf eine begrenzte Anzahl von Kategorien zusammen zu fassen. Die durch 
die Datenreduktion herausgefilterten Emotionskategorien entsprechen inhaltlich den von den 
Basistheoretikern postulierten primären Emotionen oder Basisemotionen. Mees (1991), 
Schmidt-Atzert und Ströhm (1983) und Ulich und Mayring (2003) verwenden diesen Ansatz 
der Kategorisierung der Emotionen. Jedoch variiert auch hier die Anzahl der vorwendeten 
Emotionskategorien von Autor zu Autor, so dass nicht von einem einheitlichen System 
gesprochen werden kann.  
Auch die Untersuchungen betreffend der Emotionsdimensionen zeigen unterschiedliche 
Benennungen der Dimensionen (Schmidt-Atzert, 1981). Jedoch können alle Analyseergebnisse 
auf zwei Dimensionen heruntergebrochen werden. Damit stimmen diese beiden Dimensionen 
mit den ersten beiden Dimensionen des semantischen Raumes von Osgood, Suci und 
Tannenbaum (1957) überein. Eine Dimension beschreibt ein Kontinuum von mehr oder 
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weniger angenehmen Emotionen (Valenz), die zweite Dimension kennzeichnet die 
Aktiviertheit (Arousal). Ob mit diesen beiden Dimensionen Emotionen ausreichend 
unterschieden werden können sei dahingestellt. Zum Beispiel sind die Emotionen Angst und 
Hass beide als unangenehm und erregend eingestuft und liegen im zweidimensionalen Raum 
sehr eng beieinander (Schmidt-Atzert, 1996). 
Tabelle 2: Unterschiedliche Konzepte von Basisemotionen (Ortony & Turner, 1990, S. 316) 
Autor Jahr Basisemotionen 
James 1884 Furcht, Trauer, Liebe, Wut 
McDougall 1926 
Ärger, Ekel, Freude, Furcht, Abhängigkeit, 
Spannung, Verwunderung 
Watson 1930 Furcht, Liebe, Wut 
Arnold 1960 
Ärger, Aversion, Mut, Niedergeschlagenheit, 
Begierde, Verzweiflung, Furcht, Hass, Hoffnung, 
Liebe, Trauer 
Mowrer 1960 Lust, Unlust 
Izard 1971 
Ärger, Verachtung, Ekel, Belastung, Furcht, Schuld, 
Interesse, Freude, Scham, Überraschung 
Plutchik 1980 
Vertrauen, Ärger, Antizipation, Ekel, Freude, Furcht, 
Trauer, Überraschung 
Ekman et al. 1982 Ärger, Ekel, Furcht, Freude, Trauer, Überraschung 
Gray 1982 Wut und Schrecken, Angst, Freude 
Panksepp 1982 Erwartung, Furcht, Ärger, Panik 
Tomkins 1984 
Ärger, Interesse, Verachtung, Ekel, Belastung, 
Furcht, Freude, Scham, Überraschung 
Weiner et al. 1984 Glück, Trauer 
Frijda 1986 
Begierde, Glück, Interesse, Überraschung, 
Verwunderung, Leid 
Oatley et al. 1987 Ärger, Ekel, Angst, Glück, Trauer 
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Osgood et al. (1957) beschreiben in ihren Analysen zum Semantischen Differential eine weitere 
Dimension, die Dominanz, die sich allerdings als nicht signifikant herausstellt (genauere 
Beschreibung in Kapitel II.1.3.1). 
Verschiedene emotionale Reaktionen sind an unterschiedlichen mentalen Prozessen beteiligt. 
So ist zum Beispiel „the positive arousal that attracts men’s attention to ads showing seductive 
women“ ein Prozess, der automatisch einsetzt, hingegen „the hope one may experience after 
seeing an ad about revolutionary dieting pills“ wird durch einen kognitiven Vorgang in Gang 
gesetzt (Poels & Dewitte, 2006, S. 4). Diese beiden unterschiedlichen Prozesse fordern auch 
eine Segmentierung der Emotionen. Poels und Dewitte (2006) leiten basierend auf der Literatur 
ein Kontinuum ab (siehe Abbildung 5). 
 
Abbildung 5: Emotionskontinuum (Poels & Dewitte, 2006) 
Am linken Ende des Kontinuums befinden sich die Emotionen der niedrigen Ordnung, die 
LeDoux (1996) und Zajonc (1980) als spontan auftretende, unkontrollierbare Emotionen 
kennzeichnen. Diese Emotionen können durch Reaktionen auf zwei Ebenen, durch die Valenz 
und das Arousal, beschrieben werden. Das rechte Ende des Kontinuums beschreibt die 
komplexen Emotionen der höheren Ordnung (Lazarus, 1991; Smith & Ellsworth, 1985). Diese 
Emotionen werden durch kognitive Prozesse gesteuert. In der Mitte des Kontinuums befinden 
sich die Basisemotionen, da diese weder dem automatischen Prozess, noch dem kognitiven 
Prozess zuzuordnen sind (Poels & Dewitte, 2006). 
Ein Modell, das zwei Ordnungsansätze sowie unterschiedliche Zugänge über Art und 
Entstehung von Emotionen vereint ist das Circumplex Model of Affect von Russell (1980). 
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 Russells Circumplex Model of Affect 
Viele Theoretiker sehen die Basis der Emotion mit all ihren Ausprägungen als zwei-
dimensionale Organisation. Dieser zweidimensionale Blick auf die Emotionen hat seinen 
Ursprung in Osgoods, Sucis und Tannenbaums (1957) Semantischem Differential. Dieses 
Verfahren wurde dazu entwickelt, um die Bedeutung von Wörtern herauszufinden. Es wird aber 
auch für die Messung von emotionalen Eindrücken verwendet. Das Semantische Differential 
besteht aus zweipoligen Skalen, auf denen die Befragten ihre Eindrücke bewerten. Die 
Ergebnisse der Studien von Osgood et al. (1957) zeigen, dass emotionale Bewertungen anhand 
von drei Basisdimensionen namens Valenz (Qualität: angenehm – unangenehm), Arousal 
(Erregung: aufregend – schläfrig) und Dominanz (stark - schwach) ausgewiesen werden können 
(Pleasure – Arousal – Dominance Model, kurz PAD). Ähnliche Schlussfolgerungen konnten in 
früheren Studien durch verbale Aussagen und durch den Gesichtsausdruck gezogen werden 
(Russell, 1980). 
Das Circumplex Modell of Affect (Russell, 1980, kurz CMA) basiert auf dem Semantischen 
Differential und ist eines der am meist untersuchten multidimensionalen Ansätze um 
emotionale Antworten zu erfassen. Laut dieses Modells können sowohl emotionale Reaktionen, 
wie auch die affektive Qualität im Allgemeinen anhand von zwei rechtwinkeligen, zweipoligen 
Dimensionen nämlich Valenz (Qualität: angenehm – unangenehm) und Arousal (Erregung: 
aufregend – schläfrig) definiert werden. Die Validität und Reliabilität der Dimensionen wurde 
mittels unterschiedlicher Samples, Sprachen und Kulturen überprüft (Russell, Lewicka & Niit, 
1989). Jegliche affektive Qualität ist definiert durch eine Kombination von zwei 
Hauptkomponenten. Dadurch können affektive Bewertungen als spezifische Verteilungen in 
dem affektiven Raum, welcher durch zwei rechtwinkelige, zweipolige Dimensionen definiert 
ist, repräsentiert werden (Abbildung 6). 
Zusätzlich zu den zwei bipolaren Emotionspaaren pleasant – unpleasant und arousing – sleepy 
hat Russell (1980) zwei weitere Emotionspaare exciting – gloomy sowie distressing – relaxing 
identifiziert. Diese befinden sich jeweils im 45° Winkel zwischen den beiden Hauptachsen, 
formen jedoch keine unabhängigen Dimensionen. Resultierend aus Kombinationen von den 
zwei primären Dimensionen und den zwei zusätzlichen Dimensionen helfen neun Quadranten 
den affektiven Raum zu definieren (Abbildung 7). Schlussendlich fasst der vorgeschlagene 
affektive Raum die Vielfältigkeit der affektiven Antworten und emotionalen Ausdrücke in acht 
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Variablen (z.B. vier zweipolige Skalen), welche in das Circumplex Modell fallen, zusammen. 
Daraus folgt, dass der affektive Raum in die Sektionen arousing, exciting, pleasant, relaxing, 
sleepy, gloomy, unpleasant und distressing unterteilt werden kann. Eine neutrale Qualität wird 
hinzugefügt um das Zentrum des Circumplex Modells zu bedecken, dadurch korrespondieren 
die sich ergebenden Klassifikationen sehr gut mit den neun möglichen Kombinationen von 
Valenz (hoch, mittel, gering) x Arousal (hoch, mittel, gering). Nach Lang et al. (2005; 2008) 
sind Bilder mit Valenzwerten kleiner-gleich vier mit einer niedrigen Valenz gekennzeichnet. 
Bilder mit Werten größer sechs zeichnen sich durch eine hohe Valenz aus. Die Werte 
dazwischen stehen für eine mittlere Valenz. Gleiches gilt auch für die Arousalwerte. „Das 
Modell verbindet (also) den dimensionalen und den kategorialen Ansatz“ (Schmidt-Atzert, 
1996). 
 
Abbildung 6: Russells Circumplex Model of Affect 
Russell und Pratt (1980) entwickelten basierend auf Russells Circumplex Model of Affect 
(CMA) zu jeder der acht Kategorien jeweils fünf Adjektive. Demnach besteht die Skala aus den 
folgenden 40 Begriffen: arousing – intense, arousing, active, alive, forceful; sleepy – inactive, 
drowsy, idle, lazy, slow; exciting – exhilarating, sensational, stimulating, exciting, interesting; 
gloomy – dreary, dull, unstimulating, monotonous, boring; pleasant – pleasant, nice, pleasing, 
pretty, beautiful; unpleasant – dissatisfying, displeasing, repulsive, unpleasant, uncomfortable; 
distressing – frenzied, tense, hectic, panicky, rushed; relaxing – tranquil, serene, peaceful, 
restful, calm. 
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Für ihre Städteimagestudie reduzierten Pezenka und Schneider (2011) die Anzahl der Items pro 
Kategorie von fünf auf drei Items, um eine Überforderung des Befragten und einen damit 
einhergehender möglichen Abbruch des Fragebogens zu verringern. Die Auswahl der Begriffe 
richtete sich demnach, ob diese zur Beschreibung einer Stadt herangezogen werden können und 
ob diese eventuelle Verständnisprobleme hervorrufen könnten. Zusätzlich zu den drei am 
besten beurteilten Begriffen wurden äquivalente englische Substantive, wie auch passende 
deutsche Adjektive gesucht (siehe Abbildung 7).  
 
Abbildung 7: Verbale CMA-Skala (Pezenka & Schneider, 2011) 
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„Nouns(…) are syntactically self-contained and less spoiled by spurious associations than 
adjectives always connected to some (uncontrolled) object“ (Mazanec, 2010, S. 511), somit ist 
die Suche nach Substantiven in Verbindung mit Städten im online Kontext, so wie es Pezenka 
und Schneider (2011) durchgeführt haben, geeigneter. Für Befragungen oder Untersuchungen 
mit Probanden, sind Adjektive die bessere Wahl, da diese direkt mit dem 
Untersuchungsgegenstand verbunden werden können. 
Nach Russell und Pratt (1980) können die acht Kategorien und in weiterer Folge die diesen 
Kategorien zugeordneten Begriffe in positiv und negativ unterteilt werden. Arousing, exciting, 
pleasant und relaxing sind die positiven Kategorien, hingegen sleepy, gloomy, unpleasant und 
distressing gehören zu den negativen Kategorien. 
II.1.3 Emotionsmessung 
Emotionen entziehen sich aufgrund ihrer Komplexität und die bislang ausstehende 
Verständigung auf eine vollständige und in der Literatur weitestgehend akzeptierte Definition 
(Kapitel II.1), einer direkten empirischen Zugänglichkeit (Schmidt-Atzert, 2000). Jedoch 
können körperliche Veränderungen, Verhaltensaspekte sowie subjektive Beschreibungen 
anhand der vorgestellten Emotionskomponenten gemessen werden (Schmidt-Atzert, 1996). Es 
können also drei Ebenen herangezogen werden, auf denen die Messungen stattfinden: die 
psychologische/ subjektive Ebene, die Verhaltensebene und die physiologische Ebene 
(Kroeber-Riel & Weinberg, 1999; Bradley & Lang, 1994). Eine Emotion ist nicht gleichzeitig 
auf jeder der drei Ebenen messbar, da es zu zeitlichen Verschiebungen kommt und einzelne 
emotionale Merkmalsausprägungen sich eventuell nur auf einer bestimmten Ebene zeigen 
(Kroeber-Riel & Weinberg, 1999). Je nach Fragestellung sind daher unterschiedliche 
Messmethoden mehr oder weniger gut geeignet, um Emotionen empirisch zugänglich zu 
machen und in weiterer Folge einer Analyse zu unterziehen. Eine genaue Betrachtung der 
Messmethoden ist wichtig, um die Reliabilität und die Validität zu gewährleisten.  
Unter den psychologischen Messungen versteht man verschiedene Methoden der 
Selbsteinschätzung, wie verbale Beschreibungen oder Fragebögen, welche verbal oder 
nonverbal durchgeführt werden können (siehe Tabelle 3). Die erfassten Emotionen werden vom 
Individuum selbst als Emotion bezeichnet und entweder verbal, meist in Form von Adjektiven 
(Kroeber-Riel & Weinberg, 1999), weitergegeben (Schmidt-Atzert, 1993) oder nonverbal über 
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Ratingskalen abgefragt. Diese Techniken sind im Vergleich zu den anderen beiden Gruppen 
der Messverfahren einfach durchzuführen, jedoch bringen sie auch einige Probleme mit sich. 
So sind sie zum einen leicht beeinflussbar (Pauli & Birbaumer, 2000; Poels & Dewitte, 2006). 
Hierbei spielt die Problematik der sozialen Erwünschtheit (Zimbardo & Gerrig, 2004; Poels & 
Dewitte, 2006; Stocké, 2004) und auch der Kultur eine Rolle (Niedenthal, Krauth-Gruber & 
Ric, 2006, S. 342; Kroeber-Riel & Weinberg, 1999). In vielen Kulturen wird über Emotionen, 
Gefühle und das momentane Befinden des Gegenübers nicht offen gesprochen. Auf die Frage 
„Wie geht es dir?“ wird meist geantwortet „gut“, selbst wenn das Befinden eher gegenteilig ist. 
Eine andere Antwort wird generell auch nicht erwartet. Somit beinhalten diese Messmethoden 
oft einen kognitiven Bias (Poels & Dewitte, 2006). Manche Probanden jedoch sind nicht in der 
Lage über sich selbst zu reflektieren und können daher auf personenbezogene Fragen keine 
sinnvollen Antworten geben (Introspektionsfähigkeit) (Zimbardo & Gerrig, 2004, S. 43). 
Ebenso wird die Situationsabhängigkeit einer Emotion vollkommen vernachlässigt. Wie in 
Kapitel II.1 beschrieben, ist eine Emotion ein Zustand von nur sehr kurzer Dauer und hängt 
stark von der Situation ab in der sich die Person in diesem Moment befindet (Kroeber-Riel & 
Weinberg, 1999). Die Befragung findet meist eine lange Zeit nach dieser Situation statt, so dass 
die Emotion verfälscht sein kann. Eine optimale Messung sollte zeitlich so nah wie möglich an 
diesem Zustand stattfinden (Bosch, Schiel & Winder, 2006). Je entfernter der Abstand der 
Messung von der wahrgenommenen Emotion liegt, umso größer ist die Gefahr, dass sich die 
Probanden nicht richtig daran erinnern können. Sowohl verbal, als auch nonverbal ist es wichtig 
die Kommunikationsfähigkeit richtig zu stellen. Eine Befragung in der Muttersprache wäre die 
geeignetste. Auch wenn die Sprache verstanden wird, kann es trotzdem dazu kommen, dass die 
befragte Person die Frage oder die Aufforderung falsch versteht (Zimbardo & Gerrig, 2004).  
Tabelle 3: Methodenüberblick der Emotionsmessung 
Ebene Beispiele für Messverfahren 
Psychologische/subjektive Ebene Verbale Beschreibungen, Fragebögen 
Verhaltensebene Stimm-, Mimik-, Gestikerkennung 
Physiologische Ebene 
Muskelspannung, Hautleitfähigkeit, Puls, 
Gehirnströme 
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Ganz gegensätzlich dazu verhalten sich die Methoden zur Messung von Verhaltensparametern, 
wie zum Beispiel Stimm-, Mimik- oder Gestikerkennung. Diese Techniken sind sowohl in der 
Durchführung als auch bei der Auswertung sehr aufwändig und erfordern lange Lernphasen vor 
der Durchführung (Bartlett, Hager, Ekman & Sejnowski, 1999). Zudem sind die 
Verhaltensparameter nicht immer eindeutig, das Verhalten muss nicht mit der gerade 
empfundenen Emotion in Verbindung stehen. Menschen haben oft Verhaltensweisen, die sie 
sich angewöhnt haben und die nicht in direkter Abhängigkeit zu einer Emotion stehen (Ulich 
& Mayring, 1992; Poels & Dewitte, 2006). In einem gewissen Maße ist das Verhalten auch 
steuerbar (Kaiser & Wehrle, 2000). Durch den experimentellen Laborcharakter dieser 
Verfahren ergeben sich weitere Erschwernisse, die eine eindeutige und unverfälschte Messung 
von Emotionen beeinträchtigen (Reips, 2000; Poels & Dewitte, 2006). Dieses Eindringen in die 
Privatsphäre hält viele Menschen davon ab überhaupt an solchen Studien teilzunehmen. Die 
Situation bzw. der emotionale Zustand, der bei einem Experiment hervorgerufen wird, ist zwar 
so präzise wie möglich am Alltagsleben orientiert, jedoch sind es immer noch 
„produzierte“ Emotionen in einem ungewohnten Umfeld, was den Probanden irritieren oder 
sogar aufregen kann. Der eindeutige Vorteil dieser Methoden liegt darin, dass die Messung 
genau zum Zeitpunkt der auftretenden Emotion geschieht (Kroeber-Riel & Weinberg, 1999). 
Die physiologischen Verfahren zur Messung von Emotionen, wie Hautleitfähigkeit, Atmung, 
Puls, etc. besitzen durch ihren experimentellen Laborcharakter die erwähnten Schwierigkeiten. 
Hinzu kommen die Notwendigkeit von sehr teuren Spezialgeräten und die Problematik der 
Interpretierbarkeit (Ulich & Mayring, 1992), da es noch zu wenige Forschungsergebnisse gibt, 
die Regeln für die Analyse und die Interpretation solcher Daten aufstellen. Diese Verfahren 
profitieren durch ihre Nähe zur Entstehung der Emotion und vor allem durch ihre nicht 
manipulierbare Art (Pauli & Birbaumer, 2000; Poels & Dewitte, 2006; Stemmler, 2000).  
Aufgrund der zahlreichen Kritikpunkte an den verschiedenen Messmethoden sowie unter 
Beachtung des theoretischen Mehrkomponentenmodells der Emotion (siehe Kapitel II.1) sind 
unterschiedliche Messmethoden erforderlich, um die emotionalen Aspekte in unterschiedlichen 
Erfassungsebenen zu identifizieren. Erst die Erfassung der emotionalen Aspekte durch eine 
Kombination unterschiedlicher Messmethoden ermöglicht es, Emotion als Ganzes zu 
analysieren (Poels & Dewitte, 2006). Einzelne emotionale Merkmalsausprägungen zeigen sich 
eventuell nur auf einer bestimmten Ebene (Kroeber-Riel & Weinberg, 1999). Infolge der 
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genannten Vor- und Nachteile der Techniken wurden in dieser Arbeit die psychologische, die 
physiologische Ebene und die Verhaltensebene zur Messung herangezogen (Tabelle 4). Es 
werden zwei beeinflussbare (SAM und Tachistoskop) und drei nicht manipulierbare Methoden 
(EMG, EDA und Eye Tracking) verwendet. EMG, EDA und Eye Tracking messen genau zum 
Zeitpunkt des Auftretens der Emotion, während die Tachistoskopmessung und die SAM-
Befragung etwas zeitverzögert stattfinden. Auf allen Ebenen wurde darauf geachtet jeweils 
beide Emotionsdimensionen abzudecken. Welche Messinstrumente verwendet wurden zeigt 
Tabelle 4. In den folgenden Kapiteln wird auf die verwendeten Messmethoden näher 
eingegangen. 
Tabelle 4: verwendete Messinstrumente und deren Vor- sowie Nachteile 
Charakteristika 
Psychologisch/ 
Subjektiv 
Verhalten Physio-
logisch 
T
ac
hi
st
os
ko
p 
SA
M
 
EM
G
 
E
ye
tr
ac
ki
ng
 
ED
A
 
Manipulierbar – Ja, Nein J J N J/N N 
Zeitverzögert – Ja, Nein J J N N N 
Verbal – Ja, Nein J N N N N 
Kognitiver Bias – Ja, Nein J J N N N 
Interpretation – Leicht, Schwierig S L S S S 
Durchführung – Leicht, Schwierig  L L S L S 
Kosten – Niedrig, Hoch N N H H H 
Emotionsdimension – Valenz, Arousal - V/A V A A 
Messung einer bestimmten Emotion (E) oder 
multiple Emotion (M) M E M M M 
Noise – Ja, Nein J N J J J 
Messen eines Kontinuums (K) oder einer 
statischen Emotion (S) S S K K K 
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 Das Self Assessment Manikin 
Das Self-Assessment Manikin (kurz SAM; Lang, 1980; Bradley & Lang, 1994) ist ein 
kulturunabhängiges nonverbales Bewertungsinstrument, das für die einfache, schnelle und 
kostengünstige Durchführung der Bewertung von affektiven Reaktionen auf jegliche Art von 
Stimuli kreiert wurde. Ursprünglich wurde es als eine Alternative zu den verbalen Selbst-Report 
Messungen entwickelt, um die Vielzahl der Probleme, welche mit diesen Messverfahren 
assoziiert sind, zu eliminieren. Das SAM basiert auf den drei unabhängigen bipolaren 
Dimensionen Pleasure – Freude, Arousal – Erregung und Dominance – Dominanz  (Mehrabian 
& Russell, 1974). Für jede der drei Dimensionen wird eine Reihe von Piktogrammen verwendet 
(Abbildung 8). Stilisierte Figuren stellen eine 9-stufige Bewertungsskala dar.  
 
Abbildung 8: SAM bestehend aus den drei Dimensionen Valenz (oben), Arousal (Mitte) und Dominanz 
(unten)(Bradley & Lang, 1994) 
Für die Dimension Valenz reicht das graphische Männchen von einer glücklichen, lachenden 
Figur bis zu einem unglücklichen, stirnrunzelnden. Diese Dimension wird auch Valenz genannt 
und verläuft von positiv über neutral hin zu negativ. Für die Dimension Arousal erkennt man 
das Männchen von schläfrig mit geschlossenen Augen bis aufgeregt mit offenen Augen. Die 
Steigerung der Aufregung ist vor allem im Bauch des Männchens zu erkennen. Die dritte 
Dimension der Dominanz zeichnet sich durch die Größe des dargestellten Männchens aus.  
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Seit der Entwicklung des SAM konnten viele Studien (Bradley & Lang, 1994; Morris, 1995; 
Backs, Da Silva & Han, 2005) belegen, dass sich sowohl Erwachsene wie auch Kinder mit den 
graphischen Figuren des SAMs identifizieren können und so die dargestellten emotionalen 
Dimensionen verstehen und bewerten können.  
Unterschiedliche Studien mit dem SAM zeigen, dass die beiden Dimensionen der Valenz und 
des Arousal nahezu immer die gleichen Ergebnisse liefern (Bradley & Lang, 1994), hingegen 
die dritte Dimension der Dominanz hat sich in empirischen Untersuchungen wenig bewährt, da 
es sich wahrscheinlich eher um ein Attribut kognitiver Vorgänge handelt (Kroeber-Riel & 
Weinberg, 1999; Kroeber-Riel & Weinberg 2003, S. 430). Die dritte Dimension der Dominanz 
wurde aus diesem Grund in späteren Anwendungen des SAM nicht mehr gemessen (Russell & 
Pratt, 1980). Durch die Messungen der Valenz- und Arousaldimensionen kann jeder Stimuli 
direkt im zweidimensionalen affektiven Raum (siehe Kapitel II.1.2.1) abgebildet werden. 
Daher werden in den folgenden Studien nur diese beiden primären Dimensionen abgefragt. 
Das SAM ist kostengünstig und leicht zu interpretieren. Pro Proband wird ein Valenz- und ein 
Arousalwert erhoben, der genau einer Emotion zugeordnet werden kann und frei von 
Verzerrungen bzw. Störungen (Noise) ist. 
 Der Geneva Affect Label Coder 
In der Emotionsforschung werden häufig offene Fragen verwendet, um Emotionen empirisch 
zugänglich zu machen. Die Probanden werden gebeten, ihre Gefühle in ihren eigenen Worten 
zu beschreiben. Diese offenen, frei erzählten Gefühle bringen sehr viel Information, die 
allerdings nur schwer in quantitativen statistischen Analysen verwendet werden kann. Daher 
wird versucht diese freien Antworten in eine beschränkte Anzahl an Emotionsklassen zu 
kategorisieren. In den meisten Fällen werden Forscher bei diesem Schritt mit zwei 
Schwierigkeiten bzw. Fragen konfrontiert. Zum einen muss eine feste Anzahl an 
Emotionskategorien festgelegt werden, was die Fragen aufwirft: Welche Emotionen und wie 
viele Kategorien? Zum anderen sollte ein verlässliches und objektives Kodierungssystem 
angewendet werden.  
Diesen Anforderungen entsprechend, entwickelte Scherer (2005) mit seiner Forschungsgruppe 
im Swiss National Center of Competence in Research (NCCR) for the Affective Sciences den 
Geneva Affect Label Coder, kurz GALC.  
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Mit dem GALC können 36 affektive Zustände aus Wörtern der natürlichen Sprache erkannt 
werden, indem in einer dahinterliegenden Datenbank nach Worttermen und deren Synonymen 
gesucht wird. Jedem Wort wird somit durch den Vergleich seines Wortstammes und seiner 
Synonyme eine oder mehrere der 36 Klassen zugeordnet. Diese Zuweisung basiert auf dem 
Thesauri und ist in den Sprachen Deutsch, Englisch und Französisch möglich. 
 Elektromyographie 
Die Elektromyographie (EMG) ist eine Möglichkeit eine Emotion über ihren Verhaltensaspekt 
zu messen. Dieses Verfahren registriert spontane Aktionsströme der Muskelgewebe. Die 
Kontraktion zahlreicher Gesichtsmuskeln kann auf der Hautoberfläche mittels 
Oberflächenelektroden, die auf die Haut geklebt werden, gemessen werden.  
Schwartz et al. (1976) zeigen, dass vor allem die Aktivität der Gesichtsmuskeln mit dem 
emotionalen Befinden verbunden ist. Für die Messung von Emotionen im Gesicht wurden in 
den meisten Studien (Cacioppo, Petty, Losch & Kim, 1986; Lang, Greenwald, Bradley & 
Hamm, 1993; Bolls, Lang & Potter, 2001) zwei Gesichtsmuskel analysiert, der Musculus 
Corrugator Supercilii und der Musculus Zygomaticus Major. Beide zeigen robuste 
Korrelationen zwischen Emotion und deren Aktivität (Rolko, 2003). Speziell für diese Muskeln 
liegen relevante anatomische Daten vor, die die richtige Platzierung der Elektroden 
sicherstellen (Tassinary, Cacioppo & Geen, 1989). Da das Gesicht viele Mimik-Muskeln besitzt, 
die sehr nahe beieinander liegen, ist es von großer Wichtigkeit die Elektroden genau zu 
platzieren, um den gewünschten Muskel aufzuzeichnen. Fridlund und Cacioppo (1986) zeigen 
die Elektrodenplatzierungen der Haupt-Mimik-Muskeln des Gesichts (Abbildung 9). Trotzdem 
ist es nicht auszuschließen bei einer Aufzeichnung von Muskelaktivität auch benachbarte 
Muskulatur zu erfassen, da diese teils übereinander verlaufen oder bei Aktivität verschoben 
werden, so dass nicht einzelne Muskeln sondern ganze Muskelregionen abgelesen werden 
(Fridlund & Cacioppo, 1986). 
Der Musculus Corrugator Supercilii, auch Stirnrunzler genannt, zieht die Augenbraue nach 
unten und innen, schafft damit eine Faltung der Stirn und ist an einem wütenden 
Gesichtsausdruck beteiligt  (Hjortsjö, 1970). Zwei Elektroden werden angebracht, um diese 
EMG Aktivität zu identifizieren. Eine oberhalb der Augenbraue in der Höhe der Verlängerung 
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des inneren Augenwinkels (Endocanthion), die zweite circa 1 cm davon entfernt direkt am 
inneren Augenbrauenrand (Fridlund & Cacioppo, 1986). 
 
 
 
Abbildung 9: Gesichtsmuskel zum Anbringen der EMG Elektroden (Fridlund & Cacioppo, 1986) 
Der Musculus Zygomaticus Major hebt den Mundwinkel und ist somit für das Lächeln 
verantwortlich (Hjortsjö, 1970). Beide Elektroden sind auf einer gedachten Linie vom 
Mundwinkel zum Ohransatz hin zu platzieren, wobei die erste Elektrode auf der Höhe des 
Nasenansatzes postiert wird und die zweite circa 1 cm darunter in Richtung des Mundes 
(Fridlund & Cacioppo, 1986).  
Beide Muskelströme sind aussagekräftige psychophysiologische Indikatoren zur 
Differenzierung der emotionalen Valenz. Fröhliche Eindrücke (hohe Valenz) zeigen sich durch 
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eine höhere Aktivität des Musculus Zygomaticus Major, unangenehme Eindrücke (niedrige 
Valenz) durch eine höhere Aktivität des Musculus Currogator Supercilii (Cacioppo, Petty, 
Losch & Kim, 1986; Bradley, Greenwald & Hamm, 1993; Cacioppo, Klein, Berntson & 
Hatfield, 1993). Studien zeigen, dass Frauen eine höhere Gesichtsaktivität in Bezug auf 
Emotion aufweisen als Männer (Bradley & Lang, 2000). 
Die Elektromyographie ist gegenüber Beobachtungen der Gesichtsmimik weniger 
zeitaufwändig und zeichnet auch kleinste Muskelaktivierungen auf, die durch bloßes 
Anschauen nicht wahrgenommen werden können. Bevor dieses Signal für die Analyse sichtbar 
wird, muss es erst verstärkt werden. Die Amplitude des Signals steht für die Intensität des 
emotionalen Befindens. Die Interpretation der Daten birgt jedoch Schwierigkeiten, da der starke 
Experimentalcharakter die Aufmerksamkeit der Testpersonen auf die Mimik lenkt und diese 
beeinträchtigt. Somit können spontane und willkürliche Muskelkontraktionen nicht 
auseinandergehalten werden. Diese Störungen können das Ergebnis beeinflussen. 
Die Elektromyographie misst die Emotion über einen gewissen Zeitraum, somit ist ein 
Kontinuum an Emotionswerten vorhanden. Zudem ist die Zuordnung zu einer bestimmten 
Emotion schwierig (Poels & Dewitte, 2006; Bolls, Lang & Potter, 2001). Die 
Elektromyographie bietet die Möglichkeit die Valenzdimension einer Emotion zu erfassen. 
 Elektrodermale Aktivität 
Im Gegensatz zur Elektromyographie, die die Valenzdimension einer Emotion misst, 
identifiziert die elektrodermale Aktivität (EDA) den Aktivierungsgrad (Arousal) eines Bildes 
(Poels & Dewitte, 2006; Ravaja, 2004). Nach Boucsein (1988) ist die EDA die am häufigsten 
verwendete Methode zur Erfassung physiologischer Auswirkungen die durch emotionales 
Befinden hervorgerufen werden. In der Literatur findet man unterschiedliche Begriffe für die 
elektrodermale Aktivität, die auch Hautleitfähigkeitsreaktion (skin conductance response, 
SCR), Hautwiderstandsreaktion (skin resistance response, SRR), psychogalvanische Reaktion 
(PGR) oder hautgalvanische Reaktion (HRG) genannt wird (Kroeber-Riel & Weinberg, 1999). 
Gemessen wird dieser Arousalwert meist an Handflächen oder Fußsohlen, da sich dort 
zahlreiche Schweißdrüsen befinden, die vom Nervensystem gesteuert werden (Cacioppo & 
Tassinary, 1990). Vor allem über die Handflächen wird die Hautleitfähigkeit gemessen, da 
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diese einfacher zu „erreichen“ sind und nicht zu sehr in die Privatsphäre der Probanden 
eingedrungen wird.  
An den Fingerspitzen des Zeige- und Mittelfingers der nicht-dominierenden Hand werden zwei 
Elektroden angebracht (siehe Abbildung 10) und ein Strom mit geringer konstanter Spannung 
aus einer externen Quelle wird durch die Haut geleitet und gemessen (Schandry, 1998). Dieses 
Vorgehen nennt man Gleichspannungsmethode. Gemessen wird in der Einheit Siemens.  
 
Abbildung 10: Anbringungsorte für EDA-Elektroden an der Hand (Venables & Christie, 1980) 
Sowohl positive, angenehme, als auch negative, unangenehme emotionale Stimuli weisen eine 
erhöhte EDA auf (siehe Abbildung 12), jedoch konnten nur geringe Korrelationen zwischen 
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Valenz und EDA gefunden werden. Ein linearer Zusammenhang besteht zwischen 
Aktivierungsgehalt und Hautleitfähigkeit (siehe Abbildung 11; Bradley M. , Codispoti, 
Cuthbert & Lang, 2001). Somit bedeutet eine erhöhte Hautleitfähigkeit ein höheres Arousal 
(Bradley, Greenwald & Hamm, 1993). Die Messungen der EDA korrelieren sehr stark mit den 
Self-Reports des emotionalen Arousals (Ravaja, 2004). 
 
Abbildung 11: EDA in Abhängigkeit mit der Aktiviertheit der betrachteten Bilder (Bradley M. , 
Codispoti, Cuthbert & Lang, 2001) 
Im Gegensatz zur EMG, bei der Frauen stärkere Gesichtsmuskelaktivierungen aufweisen, 
zeigen Männer eine höhere elektrodermale Aktivität (Bradley & Lang, 2000). 
 
Abbildung 12: EDA in Abhängigkeit mit der Valenz der betrachteten Bilder (Lang, Bradley & Cuthbert, 
1990) 
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Auch diese Messmethode birgt einige Schwierigkeiten. So ist die Elektrodermale Aktivität 
zwar nicht direkt manipulierbar, wird jedoch beeinflusst durch Müdigkeit des Probanden, 
Medikamente oder auch durch den weiblichen Zyklus (Hopkins & Fletcher, 1994). Gleich der 
EMG wird auch ein Kontinuum an Messwerten aufgenommen. Gemessen wird auch hier die 
multiple Emotion. 
 Augenbewegung und Pupillenreaktion 
Augenbewegung und Pupillenreaktion sind eine weitere Möglichkeit der Messung von 
Emotionen auf der Verhaltensebene in Verbindung mit visuellen Stimuli. Ein Eyetrackinggerät 
ermöglicht die Erfassung dieser beiden unbewussten und unkontrollierbaren Variablen noch 
bevor diese bewusst wahrgenommen, interpretiert und verzerrt werden (De Lemos, 2007). 
In den unterschiedlichsten Bereichen, wie in der Schlafforschung, in der 
Entwicklungspsychologie und vor allem in der Wahrnehmungspsychologie werden 
Augenbewegungen aufgezeichnet und analysiert (Schandry, 1998). Jedoch nur selten werden 
diese Daten als Indikator für Emotionen eingesetzt. Eine Verbindung zwischen der Häufigkeit 
schneller Augenbewegungen und des Aktivierungsgrades zeigen Cramon und Zihl (1977) auf. 
Diese ruckartigen, sprunghaften Augenbewegungen, die beim Blickwechsel von einem zum 
anderen Fixations-Objekt entstehen, werden Sakkaden genannt. Sie haben eine Dauer von circa 
30 bis 80 ms (Holmqvist & Nyström, 2011). Im Gegensatz dazu stehen die Fixationen. Diese 
dauern zwischen 100 und 2000 ms (Karsh & Breitenbach, 1983). Dabei fokussiert das Auge für 
einen Zeitraum von mehreren Millisekunden bis zu mehreren Sekunden einen bestimmten 
Punkt. Während einer Fixation ist das Auge nicht vollkommen still. Anhand der Bewegungen 
des Auges können drei Typen von Fixationen unterschieden werden. Ein Tremor beschreibt 
kleine Bewegungen, deren Sinn jedoch unklar ist. Drifts sind kleine Bewegungen, die das Auge 
vom Zentrum der Fixation wegbewegen und zwischen 200 und 1000 ms andauern. Die 
Bewegung, die das Auge innerhalb kürzester Zeit wieder zu seiner Ausgangsposition 
zurückbringt, wird Microsakkade genannt. Microsakkaden bewegen sich in einem Zeitfenster 
von 10 bis 30 ms (Holmqvist & Nyström, 2011). Diese kleinen Bewegungen des Auges sind 
für den Menschen selbst nicht festzustellen, auch ein Blickwechsel zwischen linkem und 
rechtem Auge macht dies nicht möglich (Dodge, 1900). Während einer Fixation nimmt das 
Auge Informationen auf und verarbeitet diese im Gehirn. Hingegen während Sakkaden wird 
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bewusst keine visuelle Information aufgenommen (Gregory, 2001; Holmqvist & Nyström, 
2011).  
Innerhalb der ersten Fixationen wird das Wesentliche einer Szene wahrgenommen. Erst die 
nachfolgenden Fixationen füllen die Szene mit Details (Buswell, 1935). Nur die wichtigsten 
Aspekte werden fixiert. Diese Bedeutsamkeit eines Aspektes hängt stark von der Aufgabe bzw. 
dem zu erreichenden Ziel ab oder von der Beschaffenheit dieses Bereiches. Unterschiedliche 
Bereiche können durch verschiedene Komponenten, wie Farbe, Kontrast, Intensität, etc. aus der 
Szene herausstechen und so Aufmerksamkeit auf sich lenken. Eine komplizierte bzw. nicht 
eindeutige Anordnung einer Szene bewirkt längere Fixationen und kürzere Sakkaden (Wedel 
& Pieters, 2008). Fixationen stehen in einem direktem Zusammenhang mit Emotionen. Calvo 
und Lang  (2004) untersuchten das Blickverhalten bei emotional unterschiedlichen Bildern und 
zeigen, dass nicht-emotionale und emotionale Bilder unterschiedliche Fixationen und 
Blickfolgen aufweisen. 
Eine weitere körperliche Reaktion, die mit dem emotionalen Befinden einer Person in 
Verbindung steht, ist das Verhalten der Pupille. „Das Verhalten der Pupille stellt eine objektive 
physiologische Manifestation psychischer Phänomene dar, die bei sensorischer, mentaler und 
emotionaler Aktivität auftreten“ (Hess, 1972, S. 491 zitiert in Schandry, 1989; Wickens, 
Hollands, Parasuraman & Banburry, 2013). 
Die Pupille ist die Öffnung der Iris vor der Augenlinse. Mit Hilfe zweier Muskeln ist das 
Verkleinern (Miosis) oder Vergrößern (Mydriasis) der Pupille möglich. Der Musculus 
Sphincter Pupillae ist ein ringförmiges Muskelband, das rund um die Pupille verläuft und für 
das Verkleinern der Pupille zuständig ist. Das Vergrößern der Pupille übernimmt der 
sternförmig vom Pupillenrand weglaufende Musculus Dilator Pupillae (Beatty & Lucero-
Wagoner, 2000; Schandry, 1998; siehe Abbildung 13). Die Pupille ändert sich aufgrund 
wechselnden Lichteinfalls (Holmqvist & Nyström, 2011). Bei erhöhtem Lichteinfall verengt 
sich die Pupille, niedriger Lichteinfall evoziert eine Weitung der Pupille. Während des 
Schlafens entspannen sich die Muskeln und die Pupille verkleinert sich (Schandry, 1998). Da 
die Muskeln der Pupille mit dem Gehirn verbunden sind, weitet sich die Pupille bei 
außergewöhnlicher psychischer Belastung oder emotionaler Aktiviertheit (Bradley, Miccoli, 
Escrig & Lang, 2008; Gregory, 2001; Holmqvist & Nyström, 2011). 
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Abbildung 13:Pupillenmuskeln (Beatty & Lucero-Wagoner, 2000) 
Für die Messung der Pupillometrie reicht es aus ein Auge zu beobachten und zu analysieren, da 
die Pupillenweite für beide Augen gleich variiert. Bisher sind diese Messungen aufgrund des 
aufwändigen Versuchsaufbaus, der teuren Geräte für die Messungen und der benötigten Zeit 
eher weniger verbreitet. (Schandry, 1998) 
Auf Basis der Uneinigkeit mehrerer Forscher über den Zusammenhang der 
Pupillenveränderung und der auftretenden Emotion, zeigen Bradley et al. (2008) in ihrer Studie, 
dass die Pupillenweite mit der Arousaldimension einer Emotion korreliert und von der 
Valenzdimension unabhängig ist. Miccoli et al. (2004) demonstrieren die Interaktion der 
Anzahl der betrachteten Regionen eines Bildes und einer Emotion sowie die Beziehung der 
Anzahl der Fixationen in einem Bild mit der Emotion. Emotional geladene Bilder (sowohl 
pleasant, als auch unpleasant), im Gegensatz zu neutralen Bildern, weisen eine größere Anzahl 
der betrachteten Regionen, wie auch Fixationen auf.  
Diese beschriebenen Emotionsmessungen implizieren eine vorherige Emotionsinduktion, die 
auf Standards zurückgreift, um die gemessene Emotion bei den unterschiedlichen Probanden 
messen zu können.  
II.1.4 Emotionsinduktion 
Zur Induktion von Emotionen werden seit Mitte der 60er Jahre in der Psychologie 
unterschiedliche Verfahren angewandt (eine Übersicht geben Gerrards-Hesse, Spies & Hesse, 
1994). Diese reichen „vom Vortäuschen dramatischer Fehlfunktionen der Registriergeräte […], 
der Präsentation komplexer Videofilme mit unterschiedlichen Tonspuren […], der Imagination 
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persönlicher […] oder standardisierter affektiver Erlebnisinhalte […], bis hin zur willkürlichen 
Erstellung mimischer Ausdruckskonfigurationen […]“ (Hamm & Vaitl, 1993). 
Bis dato bestand die Schwierigkeit darin, den gemeinsamen Nenner von Verhaltensmustern, 
physiologischen Reaktionen oder subjektiven Berichten und Emotionen zu finden, der den 
emotionalen Zustand auslöst. Umgekehrt gilt daher für die Messung von Emotionen, dass die 
äußeren Umstände, die Situation und die Stimuli im generellen bei jeder Messung äquivalent 
sind (Bradley, 2000 in Verschuere, Crombez & Koster, 2001; Lang, Bradley & Cuthbert, 2008; 
Lang, Bradley & Cuthbert, 2005). Demzufolge ist es für die Erforschung von Emotionen 
wichtig auf Standards und festgelegte Maße zurückgreifen zu können (Bradley & Lang, 2000). 
Das NIMH Center for the Study of Emotion & Attention (CSEA) der University of Florida 
beschäftigt sich mit der Generierung von Standards. Die Forschungsgruppe um Bradley M.M. 
entwickelt Datenbanken mit unterschiedlichen emotionalen Stimuli, die zur Induktion 
herangezogen werden können. Zurzeit steht eine Datenbank mit digitalen Sounds (The 
International Affective Digitized Sound System – IADS), eine Datenbank mit englischen 
Wörtern (The Affective Norms for English Words – ANEW), eine Datenbank mit englischen 
Text (The Affective Norms for English Text – ANET) und eine Datenbank mit Farbfotografien 
(The International Affective Picture System – IAPS) zur Verfügung.1 
Aufgrund des Fokus der vorliegenden Arbeit, der auf der Analyse von Bildern und ihren 
Emotionen liegt, wird im Weiteren das International Affective Picture System als 
Ausgangsbasis der visuellen Emotionsinduktion näher erläutert. 
 Visuelle Reize: Das International Affective Picture System  
Viele Forscher verwenden Bilder zur Induktion bestimmter Emotionen. Einen Standard zu 
schaffen ist allerdings nicht gerade einfach. Bilder, die starke negative Gefühle auslösen sind 
laut Schmidt-Atzert (1993) leicht zu finden. Schwieriger ist es jedoch Bildmaterial 
auszumachen, das positive Emotionen induziert. Hamm und Vaitl (1993) dagegen berichten 
ihre Schwierigkeiten im Aufdecken von unangenehmen und zugleich wenig erregenden Bildern. 
                                                        
1 The Center for the Study of Emotion and Attention: http://csea.phhp.ufl.edu/index.html 
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Das NIMH Center for the Study of Emotion & Attention (CSEA) der University of Florida 
entwickelte eine Bilddatenbank, die alle Dimensionen der Emotion abdeckt: das International 
Affective Picture System (IAPS). 
Die IAPS ist eine standardisierte Forschungsdatenbank, die aus mehr als 1000 
emotionsauslösenden Farbfotografien mit unterschiedlichsten Inhalten, wie z.B. 
Landschaftsbildern, Bildern mit Menschen oder Tieren, besteht (siehe Abbildung 14; Lang, 
Bradley & Cuthbert, 2005; Lang, Bradley & Cuthbert, 2008) und für Forschungsexperimente 
weltweit eingesetzt wird (Ito, Cacioppo & Lang, 1998; Müller, Keil, Gruber & Elbert, 1999; 
Grühn & Scheibe, 2008). Mehrere Studien mit Personen aus unterschiedlichen 
Herkunftsländern wurden durchgeführt (Verschuere, Crombez & Koster, 2001; Lasaitis, Larsen 
Ribeiro & Bueno, 2008), um die IAPS auf ihre Validität zu testen und die internationale 
Gültigkeit zu legitimieren. 
Theoretisch basiert die IAPS auf Russells (1980) zweidimensionalen Circumplex Model of 
Affect (siehe Kapitel II.1.2.1). Daher sind alle Bilder der Datenbank anhand ihrer Valenz- und 
Arousalwerte standardisiert. Für die Erhebung dieser Daten wurde das von Lang (1980) 
entwickelte Bewertungssystem Self Assessment Manikin (siehe Kapitel II.1.3.1) verwendet. 
Die aus der Erhebung resultierenden Daten (Mittelwerte und Standardabweichungen) sind von 
Männern, Frauen und von beiden kombiniert für jedes Bild der IAPS verfügbar. Somit kann 
jedes Bild mit seinen gemessenen Valenz- und Arousalwerten als Punkt im zweidimensionalen 
affektiven Raum abgebildet werden (Abbildung 15). 
 
Abbildung 14: IAPS Beispielbilder mit unterschiedlichem semantischen Inhalt 
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Mit dieser Auswahl an normativ bewerteten affektiven Stimuli ist eine Datenbank entwickelt 
worden, aus der kontrolliert emotionale Stimuli anhand ihrer erfassten emotionalen Bedeutung 
selektiert werden können. Darüber hinaus erleichtert diese Standardisierung von emotionalen 
Bildstimuli den Vergleich von unterschiedlichen Forschungsstudien und gibt gleichzeitig die 
Möglichkeit der Reproduktion dieser (Lang, Bradley & Cuthbert, 2005). Die Forderung nach 
äquivalenten Stimuli ist somit erfüllt worden. 
 
Abbildung 15: IAPS Bilder im zweidimensionalen affektiven Raum getrennt nach Frau und Mann 
(Bradley, Codispoti, Sabatinelli & Lang, 2001) 
II.2 Visuelle Wahrnehmung 
Schon Aristoteles (384-322 v.Chr.) berichtet in seinem Werk „Über die Seele“ von den fünf 
wichtigsten menschlichen Fähigkeiten. Sehen, Hören, Riechen, Schmecken und Tasten sind 
angeborene Sinne, die keine bewussten Ressourcen brauchen und dem Menschen dazu dienen 
„um all das wahrzunehmen, was wahrgenommen werden kann“ (Goldstein, 2002, S. XIV). Die 
für das Leben wichtigen Umwelteigenschaften werden durch die Wahrnehmung erkannt, um 
gegebenenfalls reagieren bzw. mit dem Lebensraum und der Umgebung entsprechend agieren 
zu können (Goldstein, 2002, S. 3). 
Demzufolge erfüllen diese Fähigkeiten mehrere Aufgaben. Durch die Wahrnehmung im Raum, 
entsteht eine räumliche Orientierung. Es bildet sich ein Basisbezugssystem, durch das eine 
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eindeutige Kennzeichnung von oben, unten, vorne und hinten in Bezug auf die eigene Position 
entsteht. Wahrnehmen bedeutet nicht nur das Erkennen von Gegenständen, Orten, Ereignissen, 
Oberflächen, Substanzen und Nahrungsmitteln, sondern vor allem das Erkennen ihrer 
Bedeutung und die Reaktion darauf. Das Handeln und Reagieren auf bestimmte 
Umweltfaktoren wird durch die Wahrnehmung gesteuert und kontrolliert. Ein weiterer 
wichtiger Faktor ist das Zeitempfinden. Eine Zeitdauer sowie eine zeitliche Abfolge kann 
festgelegt und erkannt werden. Jedoch können zeitliche Abfolgen nur im mittleren Bereich 
wahrgenommen werden. Zu schnelle Prozesse (z.B. eine Explosion) und zu langsame Prozesse 
(z.B. die Erosion eines Gebirges) sind durch das menschliche Auge nicht wahrnehmbar. Die 
Wahrnehmung bezieht sich nicht nur auf Dinge oder auf die Person selbst, sondern auch auf 
das gesamte soziale Umfeld. Personen werden erkannt und mit ihnen kann kommuniziert 
werden. Es entsteht durch Zuhören und Sprechen eine aktive Kommunikation oder durch 
Beobachtung, Interpretation und gezieltem Einsatz der Körpersprache eine nonverbale 
Kommunikation. Nicht alle diese Fähigkeiten der Sinne, gehören zur „menschlichen 
Grundausstattung“, sondern erfordern spezielle Eigenschaften, die durch Erfahrungen oder 
durch Eigeninitiative erlernt werden können (Goldstein, 2002, S. 3). So ist etwa die nonverbale 
Kommunikation zwischen Menschen unterschiedlicher Kulturen als nicht selbstverständlich 
anzusehen, kann aber erlernt werden. 
 
 
Abbildung 16: Wahrnehmungskette zur Informationsaufnahme und -verarbeitung nach Goldstein (2002) 
und Zimbardo & Gerrig (2004) 
Das wichtigste menschliche Sinnesorgan ist das Auge. Mehr als 80% der Sinneseindrücke 
werden über die Augen wahrgenommen (Dahm, 2006). Der Wahrnehmungsprozess läuft 
jedoch bei allen Sinnesorganen gleich ab (siehe Abbildung 16). Ausgelöst wird der Vorgang 
durch einen Reiz. Die Reizinformationen treffen als Muster auf die Rezeptorenflächen. Bei der 
visuellen Wahrnehmung wird der aufgenommene Reiz als Bild auf dem Hintergrund der Augen 
abgebildet. Nur die Reizinformationen, die für das Handeln wichtig sind, werden aus dem 
Reiz Trans-duktion
Ver-
arbeitung
Wahr-
nehmung
Wieder-
erkennung Handeln
Sensorische Prozesse Perzeptuelle Organisation Identifikation und Wiedererkennen
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Abbild extrahiert. Etwa 1010 bit/s an Sinnesreizen werden vom Organismus empfangen, jedoch 
nur bis zu 102 bit/s werden weiter verarbeitet (Mayer, 2000). Nach Zeki (2003) ist die Farbe der 
Aspekt eines Reizes, der als erstes wahrgenommen wird. Die Bewegung hingegen steht an 
letzter Stelle der Reizaufnahme. 
In einem weiteren Schritt erfolgt die Umwandlung der Reizmuster in bioelektrische Signale. 
Dies nennt man Transduktion. Im Nervensystem werden die bioelektrischen Signale weiter 
verarbeitet und mit gespeicherten Informationen verbunden und verglichen. Die letzten Schritte 
von der Wahrnehmung über die Wiedererkennung bis zum Handeln sind kaum getrennt 
voneinander zu betrachten. Kennzeichnend für die Wahrnehmung ist das bewusste Erleben des 
Reizes. Durch den Vergleich mit den bereits gespeicherten Informationen werden Objekte, 
bereits erlebte Situationen, etc. wiedererkannt. Gegebenenfalls folgt darauf eine Handlung 
(Goldstein, 2002). 
Zimbardo und Gerrig (2004) beschreiben den Prozess der Wahrnehmung in nur drei Schritten: 
sensorische Prozesse, perzeptuelle Organisation und Identifikation und Wiedererkennen. 
Dennoch kann man diese Schritte mit der Wahrnehmungskette von Goldstein (2002) 
gleichsetzen (siehe Abbildung 16). Jeweils zwei der Schritte von Goldstein werden durch einen 
von Zimbardo und Gerrig ersetzt.  
Kurz gesagt wird die Information vom Sinnesorgan über die Rezeptoren zu den Neuronen 
weitergeleitet. Das Auge nimmt die Information auf, die als Abbild des Umgebungsausschnittes 
auf die Netzhaut (Retina) projiziert wird. Die Abbildung im Auge wird als proximaler Reiz 
oder auch Nahreiz (dem Betrachter nah) bezeichnet, hingegen der Reiz selbst als distaler Reiz 
oder auch Fernreiz (entfernt vom Betrachter)(Goldstein, 2002, S. 42; Gibson, 1982; siehe 
Abbildung 17). Der proximale Reiz wird auf der Retina auf dem Kopf dargestellt, wird aber 
richtig wahrgenommen (Mayer, 2000). Im Gegensatz zum distalen Reiz (dreidimensional) ist 
der proximale Reiz nur zweidimensional. Auf der Netzhaut sitzen Rezeptoren, die den Reiz in 
ein neuronales Signal umwandelt. Neuronen verarbeiten die Signale und leiten diese ins Gehirn 
weiter. Dort empfangen die zentralen Neuronen die Signale und vergleichen diese mit den im 
Gedächtnis gespeicherten Informationen (Goldstein, 2002). 
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Abbildung 17: Distaler und proximaler Reiz (Zimbardo & Gerrig, 2004) 
Abhängig vom Kontext, von den Erfahrungen der Person und von der Bewertung des 
wahrgenommenen Reizes wird die Aufmerksamkeit gelenkt. „Ein Beobachter erwartet nicht 
einfach passiv ein Reizmuster, sondern er sucht vielmehr aktiv die Informationen der Umwelt 
auf, die ihm wichtig erscheinen. Dieser Prozess der Auswahl und der aktiven Zuwendung wird 
als Aufmerksamkeit bezeichnet“ (Goldstein, 2002, S. 132). Letztendlich beeinflusst die 
Aufmerksamkeit, was wahrgenommen und im Gedächtnis gespeichert wird. Schon 1890 
beschreibt James dieses Phänomen: „Millionen Dinge… sind in meinen Sinnen gegenwärtig, 
erreichen aber niemals wirklich die Welt des bewussten Erlebens. Warum? Weil sie für mich 
nicht von Interesse sind. Mein bewusstes Erleben ist das, was ich zu beachten beschließe… 
Jeder weiß, was Aufmerksamkeit ist. Sie ist die Inbesitznahme eines einzigen von mehreren, 
offenbar gleichzeitig möglichen Gedankenvorgängen durch das Bewusstsein, und zwar in 
klarer und lebhafter Weise… Sie bedeutet Rückzug von einigen Dingen, um wirksam mit 
anderen umgehen zu können“ (James, 1890 aus Goldstein, 2002, S. 132). 
Dieses Prinzip der Aufmerksamkeit schließt mit ein, dass durch Nichtaufmerksamkeit eine 
gewisse Blindheit (inattentional blindness) für weitere Umweltreize entsteht. Außerdem 
können aufeinanderfolgende Reize erst nach 500 ms wieder entdeckt werden. In diesem 
Wechsel von einem zum anderen Reiz wird die Aufmerksamkeit unterdrückt (attentional blink). 
Generell sind im Gedächtnis für Erlebnisse und Situationen allgemeine Bilder abgespeichert. 
Das alltägliche Leben ist visuell abgebildet. Jedoch fehlen die Details. Daher werden 
Veränderungen nur sehr schwer wahrgenommen (change blindness) (Goldstein, 2002). 
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Die visuelle Aufmerksamkeit wird durch spezifische visuelle Features gelenkt. Diese 
stimulierenden Features führen zu unwillkürlicher Aufmerksamkeit und werden als pre-
attentive oder Low-Level Features (Kapitel II.3.2) bezeichnet.  
Solche, durch Stimuli gelenkte Kontrolle von menschlicher Aufmerksamkeit, wird bottom-up 
genannt. Die Wahrnehmungsanalyse wird von den Daten aus der Umgebung gesteuert. Im 
Gegensatz dazu, folgt ein Beobachter bei High-Level oder Top-Down Prozessen meist einer 
detaillierten Aufgabe in Gedanken und nimmt das Bild, Objekt oder die Szene bewusst, als 
Ganzes wahr. Die Wahrnehmung der Umwelt wird von vergangenen Erfahrungen, Wissen und 
Erwartungen beeinflusst (Goldstein, 2002; Zimbardo P. , 1995). 
Das Spiel mit der Aufmerksamkeit durch visuelle Stimuli wird in den unterschiedlichsten 
Bereichen (z.B. Werbung, Webseitengestaltung, etc.) eingesetzt. Daher ist eine 
Auseinandersetzung mit der Sinnesmodalität Sehen unumgänglich. Um die Wahrnehmung von 
Farben, Muster, Texturen, Bewegung und Tiefe im Raum bewusst einzusetzen und auszunutzen, 
müssen der visuelle Reiz (Lichtwellen), das Sinnesorgan (Auge) und die beteiligten Rezeptoren 
(Stäbchen und Zapfen der Retina) eingehend untersucht werden (Zimbardo & Gerrig, 2004).  
II.2.1 Sehen: Das Auge und der Reiz 
Das menschliche visuelle System besteht grob gesagt aus dem Auge und dessen Verbindung 
zum Gehirn. Für den Sehvorgang ist der Umweltreiz, der den Anstoß gibt, essentiell. 
 „Der Sehvorgang beginnt damit, dass beim Hinblicken auf einen Ort der Umgebung Licht ins 
Auge fällt. Das Auge nimmt das Licht auf, fokussiert es zu einem Netzhautbild und wandelt es 
in bioelektrische Aktivität des Nervensystems um […]. Das einfallende Licht passiert die 
Hornhaut (den durchsichtigen vorderen Teil des Auges), dann eine als Pupille bezeichnete 
Öffnung und schließlich die Linse. Die Hornhaut und die Linse fokussieren das Licht und lenken 
es auf die Netzhaut oder Retina, eine Schicht aus Neuronen, die den hinteren Teil des Augapfels 
auskleidet. Wenn wir die Retina vergrößert betrachten, sehen wir ein komplexes Netzwerk aus 
fünf Arten von Neuronen […]. Die auffälligsten Neuronen dieses Netzes, die Stäbchen und 
Zapfen, sind Photorezeptoren, die auf Licht mit elektrischen Signalen reagieren. Diese Signale 
werden dann durch das Neuronennetzwerk, […], verarbeitet und weitergeleitet. Die 
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elektrischen Signale […] verlassen den rückwertigen Teil des Auges durch den Sehnerv oder 
Nervus opticus [...]“ (Goldstein, 2002, S. 44) und gelangen zum Gehirn (siehe Abbildung 18). 
Zapfen und Stäbchen sind visuelle Rezeptoren, die für die Transduktion des Lichtmusters in 
elektrische Signale zuständig sind. Ihre Form ist namensgebend (siehe Abbildung 19). Zapfen 
sind kurz und kegelförmig und reagieren auf helles Licht. Feine Details und Farben können 
durch sie bei großer Beleuchtung wahrgenommen werden. Am empfindlichsten sind sie für 
Licht mit einer Wellenlänge von 560 nm. Hingegen die Stäbchen sind lang und stabförmig. In 
der Dunkelheit, bei niedriger Beleuchtung werden diese aktiv. Sie reagieren bei kürzeren 
Wellenlängen und sind am empfindlichsten für Licht mit einer Wellenlänge von 500 nm 
(Goldstein, 2002). Daher sind sie für weniger scharfes Schwarz-weiß-Sehen zuständig (Mayer, 
2000). Im Auge ist die Verteilung dieser beiden Photorezeptoren sehr unterschiedlich. Die 
Anzahl der Stäbchen ist ungefähr zwanzigmal so hoch wie die der Zapfen. In der Fovea (Gelber 
Fleck oder Sehgrube), dem Ort des schärfsten Sehens befinden sich nur Zapfen. Während einer 
Fixation eines Objektes betrachten die Augen das Objekt so, dass es genau auf die Fovea fällt 
und maximal aufgelöst beobachtet werden kann (Mayer, 2000). An der Stelle, an der der 
Sehnerv aus dem Auge austritt, sind keine Rezeptoren vorhanden. Diese Stelle wird der blinde 
Fleck genannt. Zapfen und Stäbchen sind Sinneszellen, die Licht umwandeln und die Signale 
an die Neuronen weiterleiten. Die Signale werden über den Sehnerv aus der Netzhaut an das 
Gehirn vermittelt. Für die weitere Beschreibung der Vorgänge im Gehirn sei an dieser Stelle 
auf Goldstein (2002) verwiesen. 
 
Abbildung 18: Das Auge (Goldstein, 2002) 
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Sehen bedeutet die Verarbeitung von Informationen, die von einem Reiz ausgehen. Das Auge 
betrachtet ein Objekt, wahrgenommen werden jedoch die vom Objekt reflektierten Lichtmuster. 
Somit ist der auslösende Reiz das Licht, dessen Informationen verwertet werden (Goldstein, 
2002; Gregory, 2001). 
 
Abbildung 19: Stäbchen und Zapfen (Goldstein, 2002) 
Physikalisch wird Licht als elektromagnetische Wellen oder als Teilchen (Photonen) bezeichnet 
(Goldstein, 2002, S. 42; Gregory, 2001, S. 34), die durch Schwingungen von Elektronen 
entstehen (Goldstein, 2002). Durch Reflektion des Lichtes wird eine bestimmte Farbe 
transportiert. Gemessen wird das sichtbare Licht in Nanometer. Das menschliche Auge kann 
nur in einem kleinen Bereich zwischen 400 nm und 700 nm Farben wahrnehmen (Abbildung 
20). 
Innerhalb dieser Wellenlängen ist die Abstufung zwischen den Farben sehr unterschiedlich. 
Licht der Wellenlängen 400 nm bis 450 nm wird violett wahrgenommen, von 450 nm bis 500 
nm blau, von 500 nm bis 570 nm grün, von 570 nm bis 590 nm gelb, von 590 nm bis 630 nm 
orange und von 620 nm bis 700 nm rot (Goldstein, 2002). Schließt man das 
Wellenlängenspektrum zu einem Kreis, so entsteht der Farbkreis (Itten, 1992), bei dem sich die 
Komplementärfarben jeweils gegenüber liegen (siehe Abbildung 21). Rot ist die 
Komplementärfarbe von Grün und Gelb von Blau sowie jeweils vice versa (Mayer, 2000). 
Die Spektralfarben wurden schon im 17. Jahrhundert von Isaac Newton entdeckt. „Denn die 
[Licht-] Strahlen sind, um genau zu sein, nicht farbig. Es liegt nichts in ihnen als eine bestimmte 
Kraft und Disposition, eine Empfindung dieser oder jener Farbe hervorzubringen. Denn so wie 
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Schall nicht anderes ist als eine zitternde Bewegung in einer Glocke oder einer Saite oder einem 
klingenden Körper, und in der Luft nicht außer Bewegung, die durch das Objekt ausgelöst 
wird… so sind Farben der Objekte nichts als eine Disposition, diese oder jene Sorte von 
Strahlen stärker zu reflektieren als den Rest…“ (Newton, 1671 in Zimbardo & Gerrig, 2004). 
Fällt ein Sonnenstrahl auf ein Prisma, wird dieser in die Spektralfarben von Rot bis Violett 
aufgesplittet (Beispiel Regenbogen). Eine dahinter angeordnete Linse bündelt die 
Spektralfarben wieder zum anfänglichen Sonnenstrahl. „Wir sehen Weiß, wenn alle 
Wellenlängen des Spektrums gleichzeitig mit gleicher Intensität auf uns einwirken, und wir 
sehen farbig, wenn nur ein Teil des Spektrums auf uns wirkt.“ (Goldstein, 2002, S. 
Farbtafelserie 3). 
 
Abbildung 20: Elektromagnetisches Spektrum (Goldstein, 2002) 
Im alltäglichen Leben wird man kaum von einzelnen Wellenlängen konfrontiert, da die 
unterschiedlichen Oberflächen der Umwelt das Licht teilweise reflektieren, absorbieren oder 
durchlassen. Abhängig von der Beschaffenheit der Oberfläche und der Beleuchtungsquelle 
unterscheidet Richter (1981) drei Arten von Farben, die das Auge über die Lichtmuster 
wahrnimmt. Die Körperfarben absorbieren einen Großteil des Lichtes und sind nur zum 
geringen Teil durchlässig. Im Gegensatz dazu lässt zum Beispiel Wasser das meiste Licht durch. 
Diese Farben werden daher Durchsichtfarben genannt. Erreicht das Lichtmuster direkt vom 
Gegenstand aus das Auge, so werden diese Farben als selbstleuchtend bezeichnet. Sie 
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reflektieren den größten Teil des Lichts. Als Umweltreiz dem die Augen in dieser 
Untersuchung ausgesetzt sind, dienen Bilder, im Speziellen Fotografien. 
 
Abbildung 21: Farbenkreis nach Itten (1992) 
II.2.2 Theorien der Farbwahrnehmung 
Unterschiedliche Theorien über die Farbwahrnehmung bestehen. Schon 1800 veröffentlichte 
Sir Thomas Young seine Theorie des Farbensehens, diese besagt, dass im Auge drei Arten von 
Farbrezeptoren vorhanden sind. Die unterschiedlichen Wellenlängen des Lichts sprechen 
unterschiedliche Zapfen in der Netzhaut an. Drei Arten von Zapfen sind in der Netzhaut 
vorhanden, die α-, β-, γ- Rezeptoren. Basierend auf dieser Theorie entwickelt Hermann von 
Helmholtz die Dreifarbentheorie, die später als trichromatische Theorie von Young-Helmholtz 
bekannt wurde. Rot, Grün und Blau werden als Primärfarben gekennzeichnet und jede weitere 
Farbe wird als Kombination dieser Primärfarben erfasst (additive Farbmischung, Kapitel 
II.3.2.1; Mayer, 2000; Zimbardo & Gerrig, 2004). Mit dieser Theorie kann sowohl die 
Farbwahrnehmung, als auch die Farbblindheit (siehe Kapitel II.3.2.1) erklärt werden.  
Das Phänomen der lateralen Hemmung allerdings ist bis dato unbeachtet. Unter Beachtung 
dieses Phänomens entwickelt Ewald Hering Ende des 19. Jahrhunderts die Gegenfarbtheorie. 
Er geht nicht von drei Primärfarben aus, sondern von drei Farbpaaren. Rot-Grün, Blau-Gelb 
und Schwarz-Weiß liegen der Farbempfindung zu Grunde. Dabei orientiert er sich an den 
Komplementärfarben des Farbenkreises (siehe Abbildung 21). Seiner Auffassung nach 
entstehen Komplementärfarben durch Übermüdung.  
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Diese beiden Theorien stehen jedoch nicht miteinander in Konflikt, sondern betrachten jeweils 
unterschiedliche Verarbeitungsebenen. Die Theorien beweisen, dass es auf der Netzhaut drei 
Rezeptoren gibt, die unterschiedlich stark auf die Grundfarben Rot, Grün und Blau reagieren. 
Was bedeutet, dass ein bestimmter Zapfentyp auf eine bestimmte Bandbreite von Wellenlängen 
reagiert (Zimbardo & Gerrig, 2004). 
II.3 Das Bild 
Gleich der Definition einer Emotion ist auch die Definition eines Bildes schwierig. Die 
Definitionsversuche von Gibson (1982) zeigen die Schwierigkeit den Begriff Bild zu definieren. 
Der Begriff Bild kann auf zwei unterschiedliche Weisen aufgefasst werden. Es kann sich um 
das mentale Bild handeln, das durch Erinnerungen, Vorstellungen oder durch die Phantasie im 
Kopf der Personen entsteht oder etwa um das unmittelbar wahrgenommene Bild, wie zum 
Beispiel eine Zeichnung, ein Gemälde oder eine Fotografie. Kappas und Müller (2006) 
unterscheiden zwischen „materiellen Bildern“ bzw. „Abbildern“ und „immateriellen 
Bildern“ bzw. „Denkbildern“. Mitchell (1990) beschreibt ein Bild mit einem großem Spektrum, 
das von grafischen bis hin zu sprachlichen Bildern reicht (siehe Abbildung 22).  
Der Begriff Bild wird in der deutschen Sprache in verschiedenen Kontexten eingesetzt. So 
können Bilder in der Sprache durch Metaphern oder Beschreibungen entstehen. Im Kopf 
entstehen geistige Bilder während Erinnerungen aufkommen oder während einem Traum. 
Unterschiedliche Formen werden zu Bildern zusammengefügt. Auch beim täglichen Blick in 
den Spiegel sieht man sein optisches Spiegelbild (Doelker, 2002). Diese Arbeit beschränkt sich 
auf die Analyse von grafischen Bildern, die im Folgenden näher definiert werden.  
Weidenmann (1994) klassifiziert das Konzept Bild in drei Gruppen. Ein Bild kann künstlerisch, 
unterhaltend oder informierend sein. Künstlerische Bilder weisen keine eindeutige 
Interpretierbarkeit auf. Es steht dem Betrachter offen, wie er das Bild verstehen mag. Indessen 
informierende Bilder wollen etwas mitteilen. Sie kommunizieren bestimmte Informationen als 
visuelle Argumente. Die zu erzielende Aussage muss jedoch eindeutig und klar visuell codiert 
sein. Unterhaltende Bilder zielen darauf ab, die Aufmerksamkeit des Betrachters zu wecken 
und bei ihm Emotionen auszulösen. Jedoch auch künstlerische und unterhaltende Bilder lassen 
sich informierend nutzen. Diese Verwendung ist allerdings untypisch, da diesen Bildern 
generell eine andere Rolle zugewiesen wurde.  
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Abbildung 22: Spektrum an Bildern nach Mitchell (1990) (Doelker, 2002) 
Der Begriff Bild wird in erster Linie gleichbedeutend mit den Begriffen Gemälde, Foto und 
Zeichnung verwendet. Im weiteren Sinne werden auch abstrakte Darstellungen, wie 
Verkehrszeichen, Logos, Diagramme, etc. als Bild bezeichnet. Das spiegelt sich in der 
Definition von Lutz und Lutz (1978) wieder, die ein Bild als „any two-dimensional 
representation in which the stimulus array contains at least one element that is not alphabetic, 
numeric, or arithmetic“.  
Je nach Forschungsschwerpunkt und in Abhängigkeit der gestellten Forschungsfrage, werden 
unterschiedliche Charakteristika eines Bildes in der Definition herausgearbeitet. Aus den 
zahlreichen Definitionen abgeleitet, definiert Gibson (1982) ein Bild als „eine Oberfläche, die 
so behandelt worden ist, dass sie eine optische Anordnung aus erstarrten Strukturen mit 
unterliegenden Invarianten zur Verfügung stellt.“ Im Gegensatz zu Kroeber-Riels (1996) 
Definition eines Bildes, der ein Bild als „Aufzeichnung eines realen oder fiktiven Gegenstandes, 
die dem Gegenstand ähnlich ist und deswegen wie der Gegenstand wahrgenommen 
wird“ bezeichnet oder entgegen Dreschers (1997) Definition, der annimmt, „ein Bild ist eine 
konkrete oder abstrakte Darstellung einer rezipierbaren Realität bzw. eines 
Realitätsausschnittes mit potentiell Sinn konstituierender Funktion“, beinhaltet Gibsons (1982) 
Definition zusätzlich zum Bildinhalt die Komponente der Bildeigenschaften. Für die 
vorliegende Arbeit wurde aus den beschriebenen Definitionen eine Definition abgeleitet, die 
alle für die Arbeit wichtigen Charakteristika umfasst. Ein Bild ist eine zweidimensionale 
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Darstellung eines Realitätsausschnitts, das bestimmte Bildeigenschaften aufweist, die jedoch 
von der Realität abweichen können. 
Um die Bildeigenschaften computergestützt analysieren zu können, muss das Bild digital 
vorliegen. Ein digitales Bild wird dem Betrachter über einen Bildschirm sichtbar gemacht. 
Diese Rasterbilder setzen sich aus regelmäßig angeordneten Elementen, den Pixeln, zusammen. 
Die in den Pixeln vorhandene Information ist vom Bildtyp (siehe Kapitel II.3.2) abhängig. 
Durch die Breite (Anzahl der Spalten) und durch die Höhe (Anzahl der Zeilen) des Bildes lässt 
sich die Größe ablesen. Die Anzahl der Bildelemente je Längeneinheit gibt die Auflösung des 
Bildes an und zeigt dessen Größenordnung in der Realität. Angegeben wird die Auflösung in 
dpi (dots per inch), ppi (pixel per inch) oder lpi (lines per inch). Somit ist ein digitales Bild 
nichts mehr als eine Menge von zweidimensionalen, numerischen Daten (Burger & Burge, 
2006). 
 „Ein Bild ॴ ist eine zweidimensionale Funktion von den ganzzahligen Koordinaten Գ ൈ Գauf 
eine Menge von BildwertenԶ , also ॴ (u,v)א Զ und u,v א Գ“ (Burger & Burge, 2006, S. 10). 
II.3.1 Die Wirkung eines Bildes 
Seit dem Karikaturenstreik 2005, der durch die Veröffentlichung der Mohammed Karikaturen 
hervorgerufen wurde, ist es nicht von der Hand zu weisen, dass Bilder große Aufmerksamkeit 
erregen können und als starke Emotionsstimuli gelten (Müller & Knieper, 2006). 
Gegenüber der Sprache hat die Kommunikation mit Bildern wesentliche Vorteile. Das 
menschliche Gehirn speichert Wörter als verbale Codes und Bilder als visuelle Codes ab. Je 
nach Abstraktionsgrad werden sowohl Wörter als auch Bilder doppelt kodiert. Bilder, im Sinne 
der in Kapitel II.3 festgelegten Definition, sind relativ einfach zu verbalisieren und werden 
daher im Gehirn sowohl durch visuelle Codes, als auch durch verbale Codes gespeichert. 
Dennoch können auch Wörter, die über eine hohe Bildsprache verfügen, doppelt kodiert werden. 
Das Wort „Tisch“ kann ganz leicht verbildlicht werden, das Wort „Freiheit“ wiederum nicht 
(Unnava & Burnkrant, 1991). Dies nennt man das dual coding model (Paivio, 1991). Paivio 
(1991) geht davon aus, dass durch die überwiegend doppelte Kodierung im Gehirn die 
Erinnerung an Bilder leichter fällt als die Erinnerung an Wörter, da über mehrere Wege nach 
Bildern gesucht werden kann. Jedoch Nelson, Reed und Walling (1976) zeigen, dass auch durch 
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eine einfache visuelle Codierung das Bild dem Wort überlegen ist. Die doppelte Kodierung ist 
somit nicht entscheidend für das Phänomen des pictorial superiority effects (Nelson, Reed & 
Walling, 1976).  
Bilder haben die Fähigkeit, Erlebnisse zu erzeugen, die Phantasie anzuregen und sie laden zum 
Träumen ein (Kappas & Müller, 2006). Ein Betrachter ist durch die visuelle Darbietung einer 
Szene stark emotional involviert (Ruge, 2001, S. 170) und kann sich leicht in die abgebildete 
Situation versetzen (Kappas & Müller, 2006). Dadurch wird die zu vermittelnde Information 
leichter und schneller aufgenommen und bleibt für eine längere Zeit im Gedächtnis verankert 
(Foscht & Swoboda, 2007; Laskey, Seaton & Nicholls, 1994; Anderson, 1995). Die Aufnahme 
und Verarbeitung eines Bildes ist mit sehr geringer kognitiver Anstrengung verbunden, so dass 
sie auch von wenig involvierten, passiven Betrachtern auch unter Zeitdruck quasi im 
„Vorbeigehen“ wahrgenommen werden (Kroeber-Riel & Esch, 2011). 
Aus diesen Gegebenheiten resultierend, können Bilder eine Reihe von unterschiedlichen 
Funktionen einnehmen und werden daher in sehr vielen Bereichen eingesetzt. Meckel (2011) 
schreibt einem Bild fünf unterschiedliche Funktionen zu, die die bereits erwähnten Vorteile der 
Bildkommunikation gegenüber der Sprache nochmals zusammenfassen und hervorheben: 
 eine Informationsfunktion,  
 eine Unterhaltungsfunktion, 
 eine Erlebnisfunktion, 
 eine Emotionalisierungsfunktion & 
 eine Interpretationsfunktion. 
In der Werbung werden Bilder genutzt, um aufzufallen, zu informieren und emotionale 
Erlebnisse zu vermitteln. Durch Kontrast und Farbe oder durch Verfremdung und 
überraschende Bildkompositionen aktiviert man die Betrachter (auffallen), die dann den 
Bildinhalt wahrnehmen (informieren) und in die Erlebniswelt eintauchen können (emotionales 
Erlebnis) (Kroeber-Riel, 1996). 
Einem Bild schreibt Kroeber-Riel (1996) zwei Wirkungen zu, die Klimawirkung und die 
Erlebniswirkung. Bildelemente, die im Vordergrund des Bildes stehen, werden vom Betrachter 
fixiert und verarbeitet. Sie bestimmen den wahrgenommenen Bildinhalt und sind maßgeblich 
an der Erlebniswirkung beteiligt. Hingegen, die Klimawirkung wird durch bestimmte 
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Bildeigenschaften aktiviert. Diese Bildreize werden peripher wahrgenommen und unbewusst 
im Gehirn aufgearbeitet. In der Literatur werden die Eigenschaften eines Bildes mit dem Begriff 
Low-Level Features bezeichnet (Suzuki & Cavanagh, 1995; Chatzichristofis & Boutalis, 2008).  
II.3.2 Die Bildeigenschaften: Low-Level Features 
Low-Level Features umfassen, wie der Name schon sagt, die Eigenschaften der kleinsten 
Komponenten (Pixel) aus denen sich ein Bild zusammensetzt. Die visuelle Darstellung eines 
Bildes beinhaltet die Grundelemente Punkt, Linie, Fläche, Körper (Volumen), Helligkeit 
(Abstufung), Graduierung, Bewegung und Farbe (Doelker, 2002). Die Farbe eines Bildes wird 
als erstes erkannt (Zeki, 2003) und ist gleichzeitig die dominanteste Beschaffenheit, da erst 
durch die Anordnung gleichfarbiger Pixel ein Punkt, eine Linie bzw. eine Fläche entsteht. 
Durch die Zusammensetzung und das Zusammenspiel verschiedenstfarbiger Pixel entstehen 
der Kontrast, die Helligkeit und die Sättigung eines Bildes (Goldstein, 2002; Gregory, 2001). 
Die Eigenschaften eines Bildes sind somit abhängig von der Beschaffenheit der Pixel im 
Allgemeinen. Ist die Hälfte der Pixel hell und die andere Hälfte sehr dunkel, so ist das Bild 
durch einen hohen Kontrast gekennzeichnet. 
Tabelle 5: Grauwertbilder (Intensitätsbilder) (Burger & Burge, 2006) 
Kanäle Bit/Pixel Wertebereich Anwendungen 
1 1 0…1 Binärbilder: Dokumente, Illustration, Fax 
1 8 0…255 Universell: Foto, Scan, Druck 
1 12 0…4095 Hochwertig: Foto, Scan, Druck 
1 14 0…16383 Professionell: Foto, Scan, Druck 
1 16 0…65535 Höchste Qualität: Medizin, Astronomie 
 
Jeder Pixel kann 2k unterschiedliche Werte annehmen, wobei k die Bit-Tiefe beschreibt. Die 
Information, die jeder Pixel mit sich bringt, ist abhängig vom Bildtyp. Es gibt Binärbilder, 
Grauwertbilder, RGB-Farbbilder oder Spezialbilder. Spezialbilder sind für die Astronomie und 
die Medizin wichtig und werden in der vorliegenden Arbeit außer Acht gelassen. Gleiches gilt 
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für Binärbilder, die nur aus schwarzen und weißen Pixeln bestehen. Wichtig sind hingegen 
Grauwertbilder, deren Informationen über einen Kanal beschrieben werden. Typisch sind 
Grauwertbilder mit einer Bit-Tiefe von k = 8 (siehe Tabelle 5). Somit kann ein Pixel Werte von 
0 bis 255 annehmen, wobei der Wert 0 für minimale Helligkeit (schwarz) steht und 255 für eine 
maximale Helligkeit (weiß)(Burger & Burge, 2006). 
Tabelle 6: Farbbilder (Burger & Burge, 2006) 
Kanäle Bits/Pixel Wertebereich Anwendungen 
3 24 [0…255]3 RGB, universell: Foto, Scan, Druck 
3 36 [0…4095]3 RGB, hochwertig: Foto, Scan, Druck 
3 42 [0…16383]3 RGB, professionell: Foto, Scan, Druck 
4 32 [0…255]4 CMYK, digitale Druckvorstufe 
 
Die Informationen der Farbbilder werden durch drei Kanäle der Primärfarben Rot, Grün und 
Blau (RGB) übermittelt. Auch die Farbbilder werden meist mit 8 Bits pro Pixel verwendet und 
bestehen daher aus 3 x 8 = 24 Bits. Die Werte der Pixel liegen im Wertebereich [0…255] (siehe 
Tabelle 6). 
Drucker arbeiten mit 4 (oder mehr) Farbkomponenten, meist Cyan, Magenta, Yellow und Black 
(CMYK). Die Bilder haben einen Informationsgehalt von 32 Bits/Pixel. Es können Werte von 
0 bis 255 angenommen werden. 
 Farbe 
Das, was in der Alltagssprache Farbe genannt wird, ist genauer als Farbton zu bezeichnen. 
Schon im beginnenden 19. Jahrhundert entwickelt Albert Henry Munsell eines der wichtigsten 
Farbmodelle, das Munsell-Modell (Munsell, 1912). Dabei unterscheidet er drei 
Hauptdimensionen. Zusätzlich zum Farbton ist ein Bild durch seine Helligkeit und seine 
Sättigung definiert (Krech, Crutchfield, Livson & Parducci, 1985; Zimbardo & Gerrig, 2004; 
Gonzales & Woods, 2008). Wird über die Farben Rot, Gelb, Blau oder jede andere Farbe 
gesprochen, so ist der Farbton gemeint, der durch seine Wellenlänge charakterisiert wird 
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(beschrieben in Kapitel II.2.1). Die Sättigung beschreibt die Intensität der Farbe für die 
gegebene Wellenlänge. Ein Bild ohne Sättigung wird als achromatisches Graustufenbild 
bezeichnet. Weiß, Schwarz und Grau sind achromatische Farben, hingegen Rot, Grün, Blau und 
deren Kombinationen sind chromatisch. Die Helligkeit einer Farbe beschreibt die Intensität der 
Lichtenergie, deren Spektrum sich von schwarz bis weiß erstreckt (Goldstein, 2002). 
Diese elementaren visuellen Eigenschaften eines Bildes führen zu unwillkürlicher visueller 
Aufmerksamkeit (Wedel & Pieters, 2008). Demzufolge werden wir ständig mit Farben 
konfrontiert, sei es beim Blick in den Kleiderschrank, wenn das tägliche Outfit 
zusammengestellt wird, auf dem Weg zur Arbeit beim Halten an der Ampel oder beim 
Betrachten eines Bildes während eines Museumsbesuches. Farben haben unterschiedliche 
Wirkungen, die in vielen Bereichen (z.B. Werbung, Verkehrsführung, Store-Design) eingesetzt 
werden, um den Menschen zu beeinflussen (Bellizzi & Hite, 1992; Bellizzi, Crowley & Hasty, 
1983).  
Eine große Rolle spielt die Farbe bei der Objektwahrnehmung. „Das Erkennen setzt voraus, 
dass die Form der Gegenstände und Oberflächen wahrgenommen wird. Dazu müssen 
Einzelmerkmale, wie Konturen, Ecken, Farben, Texturen und Geometrien der Objekte und 
Oberflächen analysiert und zu Einheiten zusammengefügt werden.“ (Goldstein, 2002, S. 187) 
Dieses Zitat von Goldstein (2002) steht in enger Verbindung mit der Tatsache, dass Farben an 
erste Stelle der Reizaufnahme stehen (Zeki, 2003). Viele Farben sind im Gehirn mit 
Gegenständen bzw. Formen verbunden, so dass die Wahrnehmung dieser direkt auf eine Form 
und im zweiten Schritt auf einen Gegenstand schließen lässt. Wie schon beschrieben (siehe 
Kapitel II.3.2) entsteht durch das Zusammenspiel verschiedenstfarbiger Pixel der Kontrast, der 
Objekte aus dem Hintergrund hervorhebt. Erdbeeren differenzieren sich vom Strauch durch ihre 
Farbe. Zum Teil verdeckte Gegenstände werden auf Grund ihrer Farbe vervollständigt. Somit 
hat Farbe die Funktion Objekte zu unterscheiden und zu gliedern (Goldstein, 2002). 
Objekte, die einen für sie typischen Farbton aufweisen, werden in ihrem Farbton verstärkt. Rote 
Erdbeeren erscheinen stärker rot, als sie wirklich sind. Diese Farbintensivierung wird durch 
sogenannte Gedächtnisfarben hervorgerufen (Mayer, 2000; Gregory, 2001). 
In Zusammenhang mit der im Gehirn gespeicherten Erfahrung bewirken Farben emotionale 
Assoziationen. Langwellige Farben (z.B. Rot, Gelb, Orange) wirken warm, da sie mit Feuer 
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oder der Sonne verbunden werden. Hingegen kurzwellige Farben (z.B. Blau, Violett) werden 
mit Wasser, Eis und Schnee verknüpft und werden als eher kühl wahrgenommen. Zusätzlich 
werden Gemütlichkeit, Geborgenheit und Zuneigung mit warmen Farben sowie Frische und 
Sauberkeit mit kalten Farben assoziiert (Mayer, 2000). 
Farben haben eine perspektivische Wirkung. Je wärmer der Farbton, umso näher werden die 
Formen bzw. Objekte wahrgenommen. Je kälter, umso entfernter. Intensive Farben mit einer 
hohen Sättigung werden näher empfunden, im Gegensatz dazu Objekte mit blassen Farben, also 
geringer Sättigung als weiter entfernt wahrgenommen (Mayer, 2000). 
Tabelle 7: Zuordnung Farbe und Gefühl nach Heller (1989) 
Rot 
Die Liebe, die Erotik, die Leidenschaft, Wut/Zorn, Aggressivität, die Sexualität, die Hitze, 
die Gefahr, die Energie, die Begierde, das Verbotene, das Verführerische, die Nähe, die 
Aktivität 
Blau 
Die Ferne, die Kühle, das Vertrauen, das Männliche, die Sportlichkeit, die Harmonie, die 
Sympathie, die Treue 
Grün 
Das Giftige, die Erholung, die Hoffnung, das Beruhigende, das Natürliche, das Saure, die 
Lebendigkeit, das Herbe, das Gesunde, die Jugend, die Ruhe 
Gelb Die Eifersucht, der Neid, das Saure, der Geiz, die Verlogenheit 
Braun 
Die Faulheit, das Altmodische, die Gemütlichkeit, das Biedere, das Spießige, das 
Aromatische, das Mittelmäßige, das Angepasste, das Unsympathische 
Schwarz 
Das Böse, die Magie, die Macht, das Schwere, die Brutalität, das Harte, die Leere, das 
Konservative, der Lärm, das Verbotene 
Weiß 
Die Reinheit, die Unschuld, die Neutralität, die Wahrheit, das Gute, die Ehrlichkeit, das 
Leichte, das Salzige, die Frömmigkeit, das Zarte, das Neue, die Funktionalität, das Leise, 
die Sachlichkeit 
Silber Die Schnelligkeit 
Gold Das Teure, die Pracht, die Angeberei 
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Die Helligkeit einer Farbe hat einen Einfluss auf die wahrgenommene Masse eines 
Gegenstandes. „Objekte in hellen Farben erscheinen uns leichter als Objekte in dunklen 
Farben“ (Mayer, 2000, S. 50). 
In bestimmten Situationen werden Farben als Signale eingesetzt. Um auf eine Gefahr 
aufmerksam zu machen wird die Farbe Rot verwendet. Ein Beispiel dafür sind Verkehrsschilder, 
wie das Stoppschild oder das Vorfahrtachtenschild. Die Farbe Grün steht für die Umwelt. Daher 
sind fast alle Zeichen, die auf Umweltfreundlichkeit hinweisen in grün gehalten (Mayer, 2000).  
Durch Farben können unbewusste Reaktionen ausgelöst werden. In Verbindung mit den im 
Gedächtnis gespeicherten Erfahrungen werden Farben bestimmte Gefühle zugeordnet (Mayer, 
2000; Goldstein, 2002). Heller (1989) zeigt, dass die assoziierten Gefühle nicht immer konform 
sind (siehe Tabelle 7). Entscheidend für die Zuordnung eines Gefühls zu einer Farbe ist der 
Kontext, in der die Farbe wahrgenommen wird.  
Die bisher genannten Effekte werden als psychologische Effekte zusammengefasst. Weiters 
besitzen Farben auch physiologische Wirkungen. Nimmt das Auge einen Farbton wahr, so 
entsteht durch laterale Hemmung im Auge des Betrachters zeitgleich dessen 
Komplementärfarbe. Die laterale Hemmung bewirkt den Effekt des Simultankontrastes einer 
Farbe. Gegenfarben haben einen wechselseitigen Einfluss aufeinander. Betrachtet man eine 
weiße Fläche umgeben von einer grünen Fläche, so wird die Mitte nicht mehr weiß, sondern 
schwach rot wahrgenommen (siehe Abbildung 23). 
              
Abbildung 23: (a) Simultankontrast, (b) Farbverstärkung (eigene Darstellung) 
Kapitel II. Theorie  61 
 
 
Fixiert das Auge über eine längere Zeit eine Form mit einer bestimmten Farbe, z.B. einem 
grünen Kreis, und blickt dann auf eine weiße Fläche, so ist ein schwacher roter Kreis sichtbar. 
Diesen Effekt nennt man Nacheffekt oder Sukzessivkontrast (Mayer, 2000). 
Wenn wir über die Grundfarben und deren Kombinationen reden, stellt sich die Frage, wie viele 
Kombinationen überhaupt wahrgenommen werden können. Ausgehend von den drei 
Grundfarben Rot, Grün und Blau können alle möglichen Farben kombiniert werden (Abramov 
& Gordon, 1994), mit Ausnahme von Braun, Silber oder Gold (Gregory, 2001). Generell 
können Menschen 200 unterschiedliche Farbtöne erkennen, diese wiederum 500 verschiedene 
Helligkeitsabstufungen und ungefähr 20 Sättigungsnuancen aufweisen können. Insgesamt 
können sieben Millionen unterschiedliche Farben wahrgenommen werden (Zimbardo & Gerrig, 
2004), jedoch nur zwei Millionen können bewusst erkannt und benannt werden (Gouras, 1991 
aus Goldstein, 2002). Nicht alle Menschen können diese enorme Anzahl an Farben erkennen. 
Es gibt vier Arten der Farbfehlsichtigkeit. Monochromasie ist die Fehlsichtigkeit, bei der die 
Umwelt nur in Helligkeitsschattierungen wahrgenommen wird. Dem Auge fehlen 
funktionsfähige Zapfen. Diese Fehlsichtigkeit ist erblich. Im Gegensatz dazu können Menschen 
mit Dichromasie nur bestimmte Farben nicht erkennen. Die Rot-Grün-Blindheit ist die am 
häufigsten vorkommende Fehlsichtigkeit. Sie wird über das X-Chromosom vererbt, wodurch 
mehr Männer als Frauen diese Fehlsichtigkeit haben. Frauen besitzen durch ihr zweites X-
Chromosom die Möglichkeit die Rot-Grün-Blindheit auszugleichen. Medizinisch gesehen gibt 
es zwei Formen, die Protanopie und die Deuteranopie. Den Protanopen fehlen die Zapfen, die 
auf langwelliges Licht reagieren. Man spricht hier von der Rotblindheit. Bei der Deuteranopie 
fehlen die Zapfen für mittelwelliges Licht, die auf Licht im grünen Farbbereich reagieren. Mit 
Tritanopie wir die Blau-Gelb-Blindheit benannt, die nur selten vorkommt. Es fehlen die Zapfen, 
die durch kurzwelliges Licht stimuliert werden (Goldstein, 2002; Gregory, 2001; Zimbardo & 
Gerrig, 2004). Die Ishihara Farbtafeln ermöglichen diese Farbfehlsichtigkeiten zu erkennen 
(siehe Abbildung 24). 
Menschen mit normaler Farbsehfähigkeit erkennen auf den runden Farbtafeln Zahlen, die sich 
durch ihre Farbnuance vom Hintergrund abheben. Farbfehlsichtige Menschen erkennen können 
die Zahlen nur sehr schwer wahrnehmen oder sehen überhaupt nur runde Farbflecken. Die in 
Abbildung 24 dargestellten Farbtafeln zweigen die Rot-Grün-Schwäche (a) bzw. eine 
allgemeine Farbschwäche (b) auf (Ishihara, 1960). 
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Abbildung 24: Ishihara Farbtafeln (a) Rot-Grün-Blindheit, (b) Farbschwäche (Ishihara, 1960) 
Die Farbkombinationen der Grundfarben können nach zwei unterschiedlichen Methoden 
abgeleitet werden. Die additive Farbmischung summiert die Primärfarben RGB zu jedem 
beliebigen Farbton. Die unterschiedlichen Wellenlängen der Spektralfarben ergeben durch 
Addition weiß. Bei der subtraktiven Farbmischung werden die Farben Cyan, Magenta und Gelb 
verwendet. Durch Cyan werden die blauen und grünen Rezeptoren stimuliert, Magenta 
stimuliert die roten und blauen Rezeptoren und Gelb die roten und grünen Rezeptoren. Werden 
alle Farben subtrahiert, erhält man Schwarz. Im subtraktiven Farbsystem wird die Farbe 
wahrgenommen, deren Wellenlänge nicht absorbiert wird. Gelb absorbiert Blau. Bei einer 
Mischung von Gelb und Blau werden die nicht absorbierten Wellenlängen als Grün 
wahrgenommen (Mayer, 2000, S. 46; Gregory, 2001). Aus diesen beiden Methoden der 
Farbmischung entstehen unterschiedliche Farbräume. 
 Farbräume 
In der Literatur wird der Begriff Farbraum mit den Begriffen Farbmodell, Farbsystem oder im 
englischen mit Color Space oder Color System verwendet. Ein Farbraum, oder im englischen 
Color Space, definiert eine Farbe mathematisch. Dazu sind verschiedene Parameter notwendig, 
die im verbundenen Farbmodell, auch Farbsystem genannt, festgelegt sind. Mittels dieser 
Parameter kann ein Koordinatensystem aufgespannt werden, innerhalb dessen jede Farbe als 
Punkt repräsentiert wird (Käster, 2005). Die meisten Farbmodelle sind dreidimensional. Die 
Spezifikation der Farben in einem Farbmodell dient der Standardisierung (Gonzales & Woods, 
2008). In der Literatur werden zahlreiche unterschiedliche Farbmodelle verwendet, die je nach 
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Eigenschaften für bestimmte Anwendungen ausgewählt werden. Grundsätzlich lassen sich die 
Modelle in zwei Arten klassifizieren. Die technisch-physikalischen Modelle orientieren sich an 
der Hardware. RGB wird bei Farbmonitoren verwendet und CMYK für Drucker. Im Gegensatz 
dazu gibt es außerdem die Wahrnehmungsmodelle, HSV und HSL, die Farben beschreiben, wie 
der Mensch sie wahrnimmt und interpretiert (Gonzales & Woods, 2008; Burger & Burge, 2006). 
Farbe ist für die inhaltsbasierte Bildersuche ein wichtiges Merkmal, das sehr einfach aus einem 
Bild extrahiert werden kann. Daher haben sich die unterschiedlichen Farbräume gerade in 
diesem Bereich etabliert (Käster, 2005). Die für diese Arbeit relevanten Farbräume werden im 
Folgenden näher erläutert. 
 
Abbildung 25: Farbwürfel (Burger & Burge, 2006) 
Basierend auf den Grundfarben Rot, Grün und Blau werden im RGB-Farbraum alle möglichen 
Farben durch Überlagerung dieser gebildet. Der RGB-Farbraum ist ein additives Farbmodell, 
das zu den technisch-physikalischen gehört und zur Darstellung eines Bildes auf einem 
Farbbildschirm eingesetzt wird. Diese drei Grundfarben sind die Grundlage für das kartesische 
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Koordinatensystem, in dem sie einen dreidimensionalen Würfel aufspannen (Abbildung 25). 
Im Ursprung des Koordinatensystems liegt die Farbe Schwarz (S). Weiß (W) befindet sich 
genau im gegenüberliegenden Eck des Würfels. Die drei Grundfarben liegen auf den Ecken des 
Würfels, die sich auf den drei Achsen befinden (R, G und B). Cyan (C), Magenta (M) und Gelb 
(Y) belegen die Eckpunkte parallel zu den Achsen. Auf der Würfeldiagonale von Schwarz nach 
Weiß liegen die Grautöne (zum Beispiel Punkt K). Jeder Farbkanal kann Werte zwischen 0 und 
255 annehmen. Grautöne haben in allen Farbkanälen den gleichen Wert (R = G = B).  
Tabelle 8: RGB-Werte (Burger & Burge, 2006, S. 234) 
Punkt Farbe R G B H S L 
S Schwarz 0 0 0 - 0 0 
R Rot 1 0 0 0 1 0,5 
G Grün 0 1 0 2/6 1 0,5 
B Blau 0 0 1 4/6 1 0,5 
C Cyan 0 1 1 3/6 1 0,5 
M Magenta 1 0 1 5/6 1 0,5 
Y Yellow 1 1 0 1/6 1 0,5 
K 50% Grau 0,5 0,5 0,5 - 0 0,5 
W Weiß 1 1 1 - 0 1 
R75 75% Rot 0,75 0 0 0 1 0,375 
R50 50% Rot 0,50 0 0 0 1 0,25 
R25 25% Rot 0,25 0 0 0 1 0,125 
P Pink 1 0,5 0,5 0/6 1 0,75 
 
Durch eine Normalisierung der Farbwerte liegen diese im Wertebereich zwischen 0 und 1. Die 
drei Farbkanäle spannen somit den Einheitswürfel auf (Abbildung 25). Jeder Punkt im oder auf 
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dem Würfel repräsentiert eine Farbe und wird durch einen Vektor definiert (Gonzales & Woods, 
2008). Tabelle 8 zeigt die RGB-Werte der in Abbildung 25 eingezeichneten Farbpunkte. 
Der CMYK Farbraum oder auch nur CMY Farbraum ist ein subtraktives Farbmodell und basiert 
auf den Farben Cyan, Magenta und Gelb (Yellow). Wie in Abbildung 25 ersichtlich sind auch 
diese drei Farben im Würfel abgebildet. Das Prinzip dieses Farbraumes wird bei Druckern 
angewendet. Da die Addition von Cyan, Magenta und Gelb nur ein dreckiges Schwarz ergibt, 
wird die Farbe Schwarz extra angeführt (hierfür steht der Buchstabe K). Ein Drucker hat somit 
vier Farbtoner: Cyan, Magenta, Gelb und Schwarz. 
Jede Farbe im CMYK Farbraum kann in den RGB-Farbraum transformiert werden und 
umgekehrt. Der Theorie der subtraktiven Farbmischung folgend, reflektiert eine Cyan 
Oberfläche kein Rot, Magenta reflektiert kein Grün und Gelb kein Blau (Gonzales & Woods, 
2008). Demzufolge lautet die Umrechnungsformel wie folgt: 
൭
ܥ
ܯ
ܻ
൱ ൌ൭
ͳ
ͳ
ͳ
൱ െ ൭
ܴ
ܩ
ܤ
൱ 
Formel 1: Berechnung CMY aus RGB 
Diese beiden Farbräume sind wie schon beschrieben technisch–physikalisch, beziehen sich auf 
die Hardware und entsprechen nicht dem menschlichen Verständnis von Farbe. Obwohl der 
RGB-Farbraum auf den ersten Blick mit dem menschlichen Sehen eng verbunden zu sein 
scheint, da drei unterschiedliche Zapfen jeweils auf Rot, Grün oder Blau ansprechen, ist dieser 
Farbraum doch nicht intuitiv. Die Intensität und Qualität eines Farbkanals kann nicht 
ausreichend beschrieben werden. Eine Farbe kann jedoch anhand ihrer Sättigung, Helligkeit 
und ihres Farbtons wahrgenommen und beschrieben werden (Gonzales & Woods, 2008).  
Diese Parameter werden im HSB oder auch HSV Farbraum verwendet. Die Farben werden 
anhand von drei Parametern charakterisiert, durch den Farbton (englisch Hue), die Sättigung 
(englisch Saturation) und die Helligkeit (englisch Brightness bzw. Value). Traditionell wird 
dieser Farbraum anhand einer sechseckigen Pyramide dargestellt (siehe Abbildung 26 (a)). 
Dabei wird der S-Wert auf der horizontalen Achse und der V-Wert auf der vertikalen Achse 
abgebildet. Somit liegt die Sättigung auf dem Radius der Pyramidenoberfläche. Der H-Wert 
wird als Winkel auf der Pyramidenoberfläche angegeben. Die unterste Spitze der Pyramide 
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entspricht dem Farbpunkt Schwarz (S). Der Farbpunkt Weiß (W) liegt im Zentrum der 
Basisfläche der Pyramide. An den sechs Eckpunkten befinden sich die drei Grundfarben Rot 
(R), Grün (G) und Blau (B) sowie die Farben Cyan (C), Magenta (M) und Gelb (Y). Die 
Komplementärfarben sind hier um 180° versetzt (Burger & Burge, 2006). Farbinformationen 
findet man im Parameter H, der bei Grautönen immer den Wert 0 aufweist. Somit sind die Farb- 
und Grauwertinformationen in diesem Farbraum voneinander getrennt (Gonzales & Woods, 
2008). 
 
Abbildung 26: (a) HSV-Pyramide (b) HLS-Doppelpyramide (Burger & Burge, 2006) 
Ähnlich dem HSB/ HSV Farbraum gibt es den HSL-Farbraum, der eine Farbe durch die 
Parameter Farbton (englisch Hue), Sättigung (englisch Saturation) und Helligkeit (englisch 
Luminance) definiert. Die Farbton-Komponente (Hue) ist völlig identisch mit der des 
vorherigen Farbraumes und wird demnach auch als Drehwinkel angegeben. Sowohl die 
Sättigung auf der vertikalen Achse, als auch die Helligkeit auf der horizontalen Achse stimmen 
mit der Ausrichtung des vorherigen Farbraumes überein, werden jedoch anders berechnet. 
Grund dafür ist die Darstellung des HSL-Farbraumes als Doppelpyramide (siehe Abbildung 26 
(b)). Die Farbpunkte Schwarz (S) und Weiß (W) bilden die beiden Spitzen der Doppelpyramide. 
An den sechs Eckpunkten der Schnittebene zwischen den beiden Teilpyramiden liegen die 
Farben Rot (R), Grün (G), Blau (B), Cyan (C), Magenta (M) und Gelb (Y). Mathematisch wird 
der HSL-Farbraum nicht als Doppelpyramide, sondern als Zylinder dargestellt (siehe 
Abbildung 27). Die Koordinate S (Saturation) gibt den Radius des Zylinders an, L (Luminance) 
die Distanz entlang der vertikalen Achse zwischen Weiß (W)- und Schwarzpunkt (S) und H 
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(Hue) wird durch einen Winkel beschrieben. Daher wird der Farbton H in Grad angegeben und 
die Sättigung und Helligkeit in Prozent.  
 
Abbildung 27: HLS-Zylinder (Burger & Burge, 2006) 
Die Kreisfläche des Zylinders basiert auf dem Farbkreis nach Itten (siehe Abbildung 28). Die 
Farben verlaufen von Rot bei 0° über Orange 30°, Gelb 60°, Gelb-Grün 90°, Grün 120°, Grün-
Cyan 150°, Cyan 180°, Blau-Cyan 210°, Blau 240°, Blau-Magenta 270°, Magenta 300° und 
Magenta-Rot 330° (siehe Abbildung 28). Je näher ein Punkt dem äußeren Kreisrand ist, desto 
geringer ist seine Sättigung. Im Zentrum besitzt die Sättigung ihr Maximum und auf der 
Außenseite des Kreises ihr Minimum. 
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Abbildung 28: HLS-Farbkreis (eigene Darstellung) 
Jede Farbe im RGB-Farbraum kann auch in den HLS-Farbraum umgewandelt werden. Die 
Umrechnung in diesen Farbraum ist umfangreicher und komplizierter, wie die des CMYK-
Farbraumes, lässt sich aber anhand der folgenden Formeln für die Variablen H, S und L 
durchführen (Hanbury & Serra, 2003). 
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Formel 2: Berechnung HSL aus RGB 
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 Histogramme 
Histogramme sind ein in der Bildverarbeitung häufig verwendetes Hilfsmittel, um 
Farbeigenschaften eines Bildes schnell zu beurteilen. Sie zeigen die Helligkeitsverteilung im 
Bild.  
Wie in Kapitel II.3.2.2 beschrieben setzt sich jedes Pixel aus einem Rot-, einem Grün- und 
einem Blaukanal zusammen, die jeweils Werte von 0 (keine Farbe) bis 255 (pure Farbe) 
annehmen können (Abbildung 29). Die Farbe Lila setzt sich, wie Abbildung 29 zeigt, aus den 
Tonwerten R= 185, G= 132 und B= 234 zusammen. Bei den Grautönen sind die Werte in den 
drei Farbkanälen gleich. 
 
Abbildung 29: Pixel bestehend aus R-, G-, B-Kanal 
Die grafische Darstellung der Tonwertverteilung eines Bildes wird als Histogramm oder auch 
Tonwertkurve bezeichnet. Diese Verteilungen der Tonwerte werden in einem 
Koordinatensystem mit zwei Achsen abgebildet. Dabei befinden sich die Tonwerte auf der X-
Achse. Diese Werte verlaufen von 0 bis 255, wobei der Nullpunkt Schwarz repräsentiert und 
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255 Weiß. Auf der Y-Achse werden die Häufigkeiten der jeweiligen Tonwerte abgetragen. Bei 
einem Histogramm handelt es sich somit um eine Bildstatistik, die die Häufigkeit der Tonwerte 
im Bild angibt (Burger & Burge, 2006).  
Es lassen sich zwei Arten von Histogrammen unterscheiden:  
 das Farb-Histogramm zeigt die Tonwertverteilungen der drei Farbkanäle (RGB) 
getrennt voneinander (Abbildung 30). Die Werte von 0 bis 255 bilden die Farben von 
Schwarz bis hin zur puren Farbe des jeweiligen Kanals. 
 
Abbildung 30: RGB-Histogramm (ImageJ) 
 Das einfache Histogramm stellt die Verteilung der Gesamt-Tonwerte bzw. der 
Helligkeitswerte des Bildes dar. Für jeden Pixel werden die Helligkeiten der drei Kanäle 
zu einem Wert zusammengefasst (Abbildung 31). Dieses Histogramm zeigt Werte von 
0 (schwarz) bis 255 (weiß). Alle Werte dazwischen definieren Grauwerte. 
  
Abbildung 31: Grauwert-Histogramm (ImageJ) 
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Im Image Retrieval werden Histogramme sehr oft genutzt, um die Bildeigenschaften zu 
extrahieren, da diese dafür sehr gut geeignet sind (Deselaers, Keysers & Ney, 2008). 
Histogramme bieten einige Vorteile, die bei der Suche von Bildern von großer Bedeutung sind. 
Ein Histogramm ist sehr robust. Sowohl eine Rotation, als auch eine Skalierung eines Bildes 
wirken sich nicht auf das Histogramm aus. Zudem ist ein Histogramm einfach zu 
implementieren, kann schnell erstellt werden und benötigt wenig Speicherplatz (Konstantinidis, 
Gasteratos & Andrealis, 2006, S. 25).  
Jedoch geben Histogramme keinen Aufschluss darüber, wo sich ein bestimmter Pixel im Bild 
befindet. Auch die exakte Farbe, die sich aus den drei Farbkanälen zusammensetzt, kann aus 
dem Histogramm nicht abgelesen werden (Burger & Burge, 2006). Somit können für die 
Bildsuche keine Rückschlüsse auf die Farbverteilung eines Bildes geschlossen werden. 
Unterschiedliche Beleuchtungen eines Objektes resultieren in unterschiedlichen Histogrammen. 
Eine Bildsuche mit Hilfe von Histogrammen kann daher das gleiche Foto nur mit abweichender 
Beleuchtung nicht finden (Konstantinidis, Gasteratos & Andrealis, 2006, S. 25). 
II.4 Image Retrieval 
Die rasante Entwicklung im Multimediabereich ließ die Anzahl der fotografierten und 
gespeicherten Bilder steigen. Durch die Konfrontation mit dieser Bilderflut entstand in den 
unterschiedlichsten Bereichen, wie Medizin, Mode, Architektur, Journalismus, Werbung, etc., 
ein Bedarf nach einer effizienten Möglichkeit der Bildersuche (Liu, Zhang, Lu & Ma, 2007). 
Innerhalb der letzten Jahre hat sich das Image Retrieval sehr verändert. Die erste Generation 
des visuellen Information Retrievals (70er Jahre) basiert ausschließlich auf Text. Die 
Informationen, die in den Bildern stecken werden durch alphanumerische Zeichen repräsentiert. 
Diese dienen als Schlüsselwörter durch die das Bild gefunden werden kann. Bei der 
textbasierten Suche gibt der Suchende bestimmte Begriffe in die Maske der Suchmaschine ein 
(z.B. Landschaftsbilder von Cezanne). Spezielle Algorithmen matchen Suchbegriff und 
Schlüsselwörter und geben dann die passenden Bilder aus (Colombo, Del Bimbo & Pala, 1999; 
Cho, 2004). Dieses Vorgehen bietet einen einfachen semantischen Zugang zu einer Menge von 
digitalen Bildern, jedoch ist die Zuordnung von Schlüsselwörtern sehr subjektiv und vor allem 
zeitaufwändig. Diese Verschlagwortung von Bildern folgt keinen Regeln und bietet nur einen 
mangelnden visuellen Zugang (Liu, Zhang, Lu & Ma, 2007; Nack & Lindsay, 1999a). Aus 
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einem Zeitschriftenartikel über das Gemälde Mona Lisa zum Beispiel, lassen sich die Wörter 
Gemälde und Mona Lisa einfach aus dem Text extrahieren. Die visuellen Eigenschaften des 
Bildes der Mona Lisa lassen allerdings keine Schlüsse auf die abgebildete Person ziehen. Das 
Bild muss wieder von Hand indexiert werden (Eibl & Kürsten, 2009). Zudem lassen sich 
visuelle Bildeigenschaften nur schwer durch Text beschreiben (Cho, 2004). Denn „the 
interpretation of what we see is hard to characterize, and even harder to teach a 
machine“ (Datta, Joshi, Li & Wang, 2008, S. 5:2). 
Daher wurde in den 90er Jahren damit begonnen, die visuellen Eigenschaften eines Bildes (z.B. 
Farbe, Textur, Shape, Objektlage) direkt zu extrahieren und über diesen visuellen Inhalt des 
Bildes zu suchen. Diese zweite Generation nennt sich inhaltsbasierte Suche bzw. Content Based 
Image Retrieval (Liu, Zhang, Lu & Ma, 2007). In dieser Generation des Image Retrieval sind 
vergleichende Suchanfragen („find pictures like this“), die Suche nach Objekten („find a picture 
of a flower“) und emotionale Suchen („find pictures of a joyful crowd“) möglich (Liu, Zhang 
Lu & Ma, 2007). 
Die Schwierigkeit liegt hierbei in der Beschreibung der visuellen Eigenschaften eines Bildes 
(Cho, 2004). Zudem ist eine Bildeigenschaft „not limited to purely visual characteristics, but 
includes other cognitive, affective, or interpretative responses to the image such as those 
describing spatial, semantic, or emotional characteristics“(Jörgensen, 2003, S. 3). Das große 
Problem ist daher die Verbindung zwischen den visuellen Eigenschaften, die ein Algorithmus 
extrahiert, und der semantischen Bedeutung, die der Suchende vorgibt (Colombo, Del Bimbo 
& Pala, 1999). Dies nennt man den Semantic Gap (Wang & Wang, 2005). „The semantic gap 
is the lack of coincidence between the information that one can extract from visual data and 
the interpretation that the same data have for a user in a given situation“(Smeulders, Worring, 
Santini, Gupta & Jain, 2000, S. 1353). 
Um die semantische Lücke zwischen den extrahierten Low-Level Features und der dazu 
passenden High-Level-Semantik zu schließen, ist eine geeignete und akkurate Extraktion der 
Low-Level Features, die Erforschung der High-Level-Semantik, ein gutes User Interface und 
ein effizientes Indexing Tool von enormer Wichtigkeit (Liu, Zhang, Lu & Ma, 2007). 
Systeme, die sich dieser Forschungslücke widmen, werden Content Based Image Retrieval 
(CBIR) Systeme genannt. Eine Unterkategorie der CBIR Systeme, die sich ausschließlich mit 
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den emotionalen Eigenschaften eines Bildes beschäftigen, werden Emotional Semantic Image 
Retrieval (ESIR; Wang & Wang, 2005) oder auch Emotional Based Image Retrieval (EBIR; 
Olkiewicz & Markowska-Kaczmar, 2010) Systeme genannt. Diese Systeme ermöglichen unter 
anderem Suchanfragen wie „fröhliche Menschen“ oder „ängstlicher Hund“. In Analogie zum 
Semantic Gap benennt Hanjalic (2006) die Lücke zwischen Bildeigenschaften und Emotion als 
Emotional Gap und definiert diese als: „the lack of coincidence between the measurable signal 
properties, commonly referred to as features, and the expected affective state in which the user 
is brought by perceiving the signal“. 
Ein gängiges Mittel, dass zur Extraktion von Bildeigenschaften angewandt wird, sind 
Histogramme. In der dritten Generation des Image Retrieval wird speziell auf das 
Datenmanagement eingegangen (Liu, Zhang, Lu & Ma, 2007). Es werden geeignete Standards 
entworfen, die eine Entwicklungsumgebung für eine effiziente Darstellung, Verarbeitung und 
den Abruf von visuellen Informationen bieten. MPEG-7 ist solch ein entwickelter Standard. 
II.4.1 Suchintention und Suchparadigmen 
Die Suche nach Informationen jeglicher Art beginnt mit der internen Suche. Dabei greift der 
Suchende unbewusst auf seine Erinnerungen, Erlebnisse und Erfahrungen im 
Langzeitgedächtnis zurück (Gursoy & McCleary, 2004), die mit dem vorliegenden 
Suchproblem in Verbindung stehen. Ist diese interne Suche nicht erfolgreich oder bietet das 
Ergebnis der internen Suche nicht ausreichend Information, so wird eine externe Suche gestartet. 
Die Suche im Internet oder das Gespräch mit Freunden und Bekannten sind Beispiele für 
externe Suchprozesse (Bettman, 1979; Engel, Blackwell & Miniard, 1995). 
Bei der Suche im Internet ist der erste Schritt das Eingeben geeigneter Suchbegriffe in die 
Suchmaske der Maschine. Die Suchmaschine (z.B. Google) vergleicht die eingegebenen 
Suchbegriffe mit den Schlüsselbegriffen der Dokumente und gibt die relevanten Dokumente, 
bei denen Suchterm und Schlüsselbegriff übereinstimmen, aus. Der Suchende evaluiert die 
Ergebnisse, indem er sich ausgewählte, vermeintlich passende Ergebnisse anschaut und so die 
gesuchte Information aus diesen Quellen filtert (Marchionini, 1995). 
Je nach Suchintention unterscheidet sich das Suchparadigma. Ist die Intention des Suchenden 
sich inspirieren und leiten zu lassen, um so neue Ideen zu generieren und die Phantasie 
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anzuregen, dann ist sein Suchverhalten als explorativ zu charakterisieren. Demgegenüber steht 
das zielgerichtete Suchparadigma. Dieses bezieht sich auf ein aufgabenspezifisches Suchmuster, 
bei dem der Suchende direkt nach bestimmten Informationen sucht (Hoffman & Novak, 1996). 
Bisherige Forschung hat gezeigt, dass diese beiden Suchtypen Webseiten unterschiedlich 
wahrnehmen und bewerten. Der zielgerichtete Suchtyp achtet sehr auf eine hohe 
Zweckmäßigkeit und Benutzerfreundlichkeit der Seite, während dem explorativen Suchtyp der 
Spaß- und Erlebnisfaktor der Webseite sehr wichtig ist (Dickinger & Stangl, 2012). 
Vor allem Bilder und emotionale Elemente steigern den Spaß- und Erlebnisfaktor einer 
Webseite. Es konnte gezeigt werden, dass die beiden Suchtypen unterschiedlich emotional auf 
Bilder reagieren (Mariarcher, Ring & Schneider, 2013). 
Die Suche nach Bildern unterscheidet sich von der Suche nach textuellen Informationen (siehe 
Kapitel II.4). Daher untersuchte Batley (1988 aus Jörgensen & Jörgensen, 2005) das visuelle 
Suchverhalten und identifizierte vier visuelle Suchstrategien: seeking, focussed exploring, open 
exploring und wandering. Demnach sucht eine Person entweder nach einem bestimmten Bild 
(seeking), nach einem Bild mit einem speziellen Inhalt oder speziellen Eigenschaften (focussed 
exploring), nach einem Bild, dass zu einem bestimmten Thema passt, allerdings keine 
speziellen Eigenschaften aufweisen muss (open exploring), oder die Person lässt sich von 
Bildern in einem Bilderpool einfach nur inspirieren und lässt sich so von einem Bild zum 
nächsten leiten (wandering). Der Grundgedanke, der vorher beschriebenen beiden Suchtypen 
kann auch hier gefunden werden. So lassen sich die Suchstrategien seeking und focussed 
exploring der zielgerichteten Suche zuordnen, open exploring und wandering gehören eher zum 
explorativen Suchparadigma. 
Ähnliche Suchtypen definieren Smeulders et al. (2000 in Datta, Joshi, Li & Wang, 2008). Die 
Einteilung der unterschiedlichen Suchtypen hängt ganz von deren Suchintention ab. Daher 
konnten drei Suchtypen charakterisiert werden. Ein Browser hat kein klares Ziel vor Augen, 
hat eine Menge Zeit und lässt sich bei seiner Suche treiben. Dabei kann sich sein Suchtopic 
ständig ändern. Der zweite Suchtyp ist der Surfer. Gleich dem Browser hat auch dieser Typus 
zu Beginn seiner Suche kein klares Ziel und lässt sich bei der Suche inspirieren. Jedoch soll die 
Suche ihn dabei unterstützen immer tiefer in ein Thema einzutauchen und schlussendlich zu 
einem klar definierten Ziel zu kommen. Der dritte charakterisierte Suchtyp ist der Searcher, der 
explizit weiß nach was er sucht. Seine Suche gestaltet sich typischerweise sehr kurz und 
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zielgerichtet. Auch diese drei Suchtypen können mit den oben beschriebenen Suchparadigmen 
in Verbindung gebracht werden. Der Browser sucht eindeutig explorativ, wie auch der Surfer 
zu Beginn seiner Suche. Zum Ende hin gehört der Surfer dem zielgerichteten Suchparadigma 
an, wie auch der Searcher. 
II.4.2 Inhaltsbasiertes Image Retrieval 
Das Inhaltsbasierte Image Retrieval beschäftigt sich mit dem Problem des Auffindens von 
digitalen Bildern in großen Datenbanken. Man versteht darunter jegliche Technologie, die es 
ermöglicht digitale Bildarchive an Hand ihres visuellen Inhalts zu ordnen (Goodrum, 2000). Im 
Englischen spricht man von Content Based Image Retrieval (CBIR) oder auch Content-Based 
Visual Information Retrieval (CBVIR) (Jitendra & Swadas, 2013). Unter dem Begriff 
„Content“ oder „Inhalt“ bzw. „inhaltsbasiert“ wird in diesem Kontext jegliche Information, die 
aus einem Bild gewonnen werden kann, wie zum Beispiel Farbe oder Textur, zusammengefasst 
(Jitendra & Swadas, 2013). Diese Charakteristika eines Bildes werden auch Low-Level 
Features genannt (siehe Kapitel II.3.2). Im CBIR wird anstatt der manuellen textbasierten 
Annotation eine automatische Indexierung mit den Bildeigenschaften vorgenommen.  
Die meisten CBIR Systeme arbeiten mit dem Vergleich zweier Bilder (Wang, Chen, Li, Wanf 
& Qi, 2001). Es können Bilder gefunden werden, die einem vorgegebenen Bild ähnlich sind. 
Die Gleichheit wird durch gleiche Objekte, Anordnung, Beleuchtung, Kameraposition, Zoom, 
Semantik oder durch eine Kombination dieser Aspekte bestimmt. Im Idealfall extrahiert der 
Computer alle relevanten Merkmale aus dem Bild genauso, wie es der menschliche Betrachter 
tun würde (Neumann & Gegenfurtner, 2006; Wang, Chen, Li, Wanf & Qi, 2001). 
Generell gibt es drei Typen von Suchanfragen, die sich durch ihre Komplexität unterscheiden. 
Von Level 1 zu Level 3 steigt der Schwierigkeitsgrad der Anfragen (Eakins & Graham, 1999).  
Level 1 Suchanfragen konzentrieren sich rein auf die Suche nach primitiven Eigenschaften 
eines Bildes, wie Farbe, Textur, Form oder räumliche Lage eines Bildelementes. Diese 
Eigenschaften sind objektiv und können, wie schon erwähnt, direkt aus dem Bild extrahiert 
werden. Somit sind Suchanfragen wie „find images containing yellow stars arranged in a ring“ 
oder auch die häufig genutzten Bildvergleiche („find me more pictures that look like this“) 
möglich (Eakins & Graham, 1999).  
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Suchanfragen des zweiten Levels fokussieren sich auf die abgebildeten Objekte in einem Bild. 
Zusätzlich zu den Bildeigenschaften ist weiteres Wissen notwendig, um logische 
Schlussfolgerungen bezüglich der Objektidentität treffen zu können. Demzufolge sind zwei 
Arten von Suchanfragen im Level 2 möglich. Zum einen die Suche nach Objekten eines 
bestimmten Typs („find pictures of a double-decker bus“) und zum anderen die Suche nach 
speziellen Objekten oder Personen („find a picture of the Eiffel tower“) (Eakins & Graham, 
1999). 
Level 3 umfasst Suchanfragen, die nach abstrakten Attributen in einem Bild suchen. Hier geht 
es um die Verbindung von Low-Level Features zur High-Level-Semantik. Den gefundenen 
primitiven Eigenschaften eines Bildes muss ein Sinn und Zweck zugeordnet werden. In diesem 
Level sind wiederum zwei Arten an Suchanfragen möglich. Es kann nach bestimmten Events 
oder Aktivitäten gesucht werden („find pictures of Scottish folk dancing“) und genauso ist eine 
Suche nach emotionalen oder religiösen Bildern möglich („find a picture depicting suffering“)  
(Eakins & Graham, 1999). 
In dieser Klassifikation der Suchanfragen wird die Suche nach Metadaten, wie Autor, Ort und 
Zeit, vollkommen vernachlässigt, da diese dem textbasierten Image Retrieval zuzuordnen ist 
(Eakins & Graham, 1999).  
Die Probleme im reinen textbasierten Image Retrieval rufen ein gesteigertes Interesse an der 
Entwicklung des inhaltsbasierten Image Retrieval hervor (Goodrum, 2000). Obwohl in den 
letzten Jahren ein enormer Fortschritt zu verzeichnen ist, besteht immer noch nicht genügend 
Wissen über menschliches Sehen, Kognition und Emotion. Die meisten Algorithmen, die 
solche Low-Level Features nutzen sind schon sehr gut entwickelt. Die Bildeigenschaft Farbe 
bringt gute Ergebnisse bei der Berechnung der Bildgleichheit, da Farbe unabhängig von der 
Blickrichtung oder der Betrachtungsdistanz ist (Neumann & Gegenfurtner, 2006). Daher nutzt 
auch die Mehrheit der CBIR-Systeme die Eigenschaft Farbe um die Bildgleichheit zu berechnen 
(Jitendra & Swadas, 2013). Dabei werden Histogramme genutzt, um die Farben aus dem Bild 
zu extrahieren (Neumann & Gegenfurtner, 2006). 
Nach langer intensiver Forschung sind die ersten CBIR-Systeme auf dem Markt. Deren 
Technologie lässt allerdings noch einige Wünsche der User offen (Eakins & Graham, 1999).  
Die Entwicklung einer Bildsuchmaschine, die den Ansprüchen aller Benutzer entspricht, 
erfordert Wissen über den User sowie Verständnis der Interaktion zwischen User und System 
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bei der Bildsuche. Dies muss sowohl aus der Benutzerperspektive, als auch aus der 
Systemperspektive beleuchtet werden (Datta, Joshi, Li & Wang, 2008).  
Abbildung 32 zeigt alle wichtigen Charakteristika, die für die Bildsuche aus der 
Benutzerperspektive wichtig sind. Der User wird in seiner Suchabsicht charakterisiert (User 
Intent). Diese Achse gibt Auskunft darüber, wie genau der Benutzer sein Suchziel kennt. Zudem 
ist es wichtig zu wissen, in welcher Datenbank ein Benutzer suchen möchte (Data Scope) und 
in welcher Form die Suchanfrage vorliegt (Query Modality).  
Aus der Systemperspektive sind folgende drei Faktoren für die Bildsuche von Bedeutung (siehe 
Abbildung 33): 1) wie wünscht der Benutzer die Präsentation der Ergebnisse (Visualizatotion), 
2) in welcher Datenbank soll gesucht werden (Data Scope) und 3) wie schaut die 
Benutzereingabe aus bzw. wie möchte der Benutzer mit dem System kommunizieren. Diesen 
Eigenschaften wird in den unterschiedlichen CBIR-Systemen auf dem Markt unterschiedlich 
starke Bedeutung zugebracht. 
Goodrum (2000) nennt folgende kommerzielle CBIR-Systeme: IBM’s Query By Image 
Content (QBIC (Flickner, et al., 1995)), Virage’s VIR Image Engine (Gupta, 1996) und 
Excalibur’s Image Retrieval Ware. Zu den CBIR-Systemen im Web gehören unter anderem 
WebSEEK2, Informedia (Hauptmann & Witbrock, 1997) und Photobook (Pentland, Picard & 
Scarloff, 1996). Datta, Joshi und Wang (2008) nennen weitere CBIR-Systeme, die von 
Bedeutung sind. Im akademischen Bereich Columbia VisualSeek (Smith & Chang, 1997), 
UCSB NeTra (Ma & Manjunath, 1997) und Stanford WBIIS (Wang, Wiederhold, Firschein & 
Wei, 1998) sowie im kommerziellen Bereich AMORE (Mukherjea, Hirata & Hara, 1999). 
User suchen jedoch meist nicht nach den Bildeigenschaften eines Bildes, sondern nutzen 
semantische Schlüsselwörter, um ein bestimmtes Bild zu finden (Jitendra & Swadas, 2013). 
Demnach ist eine Kombination von textbasierter und inhaltsbasierter Bildsuche anzustreben 
(siehe Kapitel II.4.4).  
Aufgrund der menschlichen Subjektivität nehmen unterschiedliche Personen oder auch die 
gleiche Person in unterschiedlichen Situationen dasselbe Bild unterschiedlich wahr. Daher 
empfehlen Wang, Chen, Li, Wanf und Qi (2001) einen emotionalen inhaltsbasierten 
Suchansatz.  
                                                        
2 http://www.ee.columbia.edu/ln/dvmm/researchProjects/MultimediaIndexing/WebSEEK/WebSEEK.htm 
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Abbildung 32: Image Retrieval aus der Benutzerperspektive (Datta, Joshi, Li & Wang, 2008) 
 
Abbildung 33: Image Retrieval aus der Systemperspektive (Datta, Joshi, Li & Wang, 2008) 
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 Emotional Based Image Retrieval 
Die Suche nach emotionalen Bildern ist in der Informatik in den letzten Jahren verstärkt 
erforscht worden (Solli & Lenz, 2011; Olkiewicz & Markowska-Kaczmar, 2010; Wang & 
Wang, 2005; Schmidt & Stock, 2009; Kim, Shin, Kim, Kim & Shin, 2009). Im Fokus der 
Forschung stehen die Weiterentwicklung des Suchprozesses und die Verbesserung des 
Suchergebnisses. Dabei stehen die Effektivität des Prozesses und die Relevanz der Ergebnisse 
im Vordergrund (Olkiewicz & Markowska-Kaczmar, 2010). 
Durch Emotional Based Image Retrieval Systeme (EBIR, oder auch Emotional Sematic Image 
Retrieval, ESIR genannt) können Suchanfragen wie „fröhliche Menschen“ oder „traurige 
Gesichter“ gestellt werden. Diese Suchanfragen stoßen an die Grenzen der Bilderkennung, da 
solche High-Level-Semantik nicht ohne weiteres aus einem Bild extrahiert werden kann 
(Hanjalic, 2006). Laut Jörgensen (1998, S. 162) verfehlen die bisherigen Suchsysteme die 
Belangen der Benutzer, die zusätzlich zu den visuellen Eigenschaften eines Bildes einen 
emotionalen Zugang zu Bildern haben (Choi & Rasmussen, 2003, S. 499). Beaudoin (2008) 
zeigt, dass vor allem Novizen ein Bild mit emotionalen oder interpretativen Begriffen 
charakterisieren. Es ist somit notwendig ein Bild nicht nur durch seine visuellen Eigenschaften, 
sondern auch durch semantische und emotionale Attribute zu beschreiben (Jörgensen, 1998, S. 
164). Schmidt und Stock (2009) benennen vier Attribute, durch die ein Bild charakterisiert 
werden kann: „Ofness“ (Objekte des Bildes), „Aboutness“ (Bildinterpretation), 
„Isness“ (Beschreibung der formalen Attribute) und „Emotiveness“ (durch das Bild ausgelöste 
Emotionen).  
Mittlerweile ist das Gebiet der Emotionserkennung durch menschliche Gesichtsausdrücke oder 
das menschliche Verhalten sehr gut erforscht. Das Facial Action Coding System (FACS; Ekman 
& Rosenberg, 1998) ist zu einem Standard geworden. Im Gegensatz dazu ist die Wahrnehmung 
von Emotionen ausgelöst durch Szenen bzw. Bilder und deren Bildeigenschaften in der 
Forschung bisher kaum beachtet. 
Nur wenige EBIR-Systeme wurden bisher entwickelt. Eines der ersten EBIR-Systeme, das sich 
mit dieser Problematik beschäftigt, ist das Kansai Distributed Information Management 
Environment (K-DIME; Bianchi-Berthouze & Kato, 2003). Es ermöglicht den Benutzern eine 
Bildsuche im Internet durch emotionale Keywords. In diesem System ist das Kansai User 
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Model (KMU) von zentraler Bedeutung. Hier findet das Mapping der Wörter und Bilder statt. 
Je nach Schlüsselwort greift das System auf unterschiedliche Low-Level Features der Bilder zu. 
„romantisch“ und „frisch“ sind zum Beispiel zwei Begriffe, die mit den Farbeigenschaften des 
Bildes verbunden werden, hingegen „beeindruckend“ und „mutig“ werden mit den 
Kontureigenschaften in Bezug gesetzt. Diese Zuordnung gestaltet sich jedoch etwas 
schwieriger, da weitere Experimente zeigten, dass auch der Bildinhalt einen wesentlichen 
Einfluss hat. Die für die Suchanfrage herangezogenen Bildeigenschaften ändern sich je nach 
Bildinhalt. Der Begriff „Ruhe“ in Verbindung mit einer Landschaft oder in Verbindung mit 
einem Möbelstück wird durch unterschiedliche Low-Level Features analysiert. Durch das 
Feedback des Benutzers am Ende des Suchprozesses unterliegt das System einem ständigen 
Lernen und Verbessern (Bianchi-Berthouze & Kato, 2003). Der von Yanulevskaya et al. (2008) 
entwickelte Algorithmus versucht diese Lücke zu schließen, indem Szenen kategorisiert werden 
und diesen eine emotionale Qualität (Valenz) zugewiesen wird. Colombo et al. (1999) 
untersucht Regionen eines Bildes in Bezug auf ihre emotionale Ausrichtung und definiert die 
Bildeigenschaften Farbton (Hue), Sättigung (Saturation), Helligkeit (Luminance), Kontrast und 
Farbharmonie als mögliche Emotionsauslöser. Die Farbe ist das am häufigsten genutzte 
Charakteristika eines Bildes bei der Bildsuche (Solli, 2011; Wang & Yu, 2005). In vielen 
Studien wird das Histogramm dazu genutzt, um die Farbeigenschaften eines Bildes zu 
beschreiben (Solli & Lenz, 2011; Wei-Ning, Ying-Lin & Sheng-Ming, 2006).  
Ein EBIR-System erfordert somit die Extraktion dieser Bildeigenschaften (Liu, Zhang, Lu & 
Ma, 2007). MPEG-7 ist ein Standard, der einige dieser Bildeigenschaften durch verschiedene 
Deskriptoren zur Verfügung stellt. Damit ist die Leistung, die Zuverlässigkeit und Genauigkeit 
des Systems sichergestellt. Olkiewicz und Markowska-Kaczmar (2010) oder Lee et al. (2008) 
verwenden diesen Standard in ihrem System zur Merkmalsextraktion.  
Die unterschiedlichen Definitionen einer Emotion (siehe Kapitel II.1) und die unterschiedlichen 
Emotionstheorien (siehe Kapitel II.1.1) führen zu sehr unterschiedlichen EBIR Systemen 
(Olkiewicz & Markowska-Kaczmar, 2010). Je nach Forschungshintergrund werden Theorien 
aus der Psychologie, wie Basisemotionen (Schmidt & Stock, 2009; Siraj, Yusoff & Kee, 2006) 
oder die Dimensionen des PAD Models (Hanjalic, 2006) verwendet, um die Bilder einer 
Emotion zuzuordnen. Zhang und Lee  (2008) nehmen eine sehr einfache Zuordnung der Bilder 
in die Kategorien Positiv und Negativ vor. Adjektivpaare, wie warm-kalt, statisch-dynamisch, 
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schwer-leicht, hart-weich, etc., beschreiben die objektiven Attribute eines Bildes und werden 
auch als emotionale Kategorien verwendet (Wei-Ning, Ying-Lin & Sheng-Ming, 2006). 
Die größte Schwierigkeit eines EBIR-Systems liegt im Mapping von Bild und Emotion. Mit 
dieser semantischen Lücke zwischen Low-Level Features und der High-Level-Semantik 
beschäftigen sich viele Forscher der unterschiedlichsten Disziplinen. Neumann und 
Gegenfurtner (2006) behaupten, dass auf Basis der Bildeigenschaften die vom Bild ausgelösten 
Emotionen niemals entdeckt werden können. Im Gegensatz dazu betont Jörgensen (1999), dass 
es möglich ist nach dem “unretrievable in electronic imaging systems“ (S. 348), der Emotion, 
zu suchen. 
Auf Grund dieser Gegensätzlichkeit und basierend auf der beschriebenen Theorie, wird diese 
Arbeit durch folgende Forschungsfrage geleitet: 
Wie beeinflusst die emotionale Wirkung eines Bildes die Qualität der Image Retrieval 
Ergebnisse? 
Die Studie von Beaudoin (2008) zeigt, dass Novizen bei ihrer Suche meist emotionale Begriffe 
verwenden. Speziell für den explorativen Suchtyp ist der Spaß- und Erlebnisfaktor von großer 
Bedeutung (Dickinger & Stangl, 2012). Auch Mariarcher, Ring und Schneider (2013) erkennen 
in ihrer Untersuchung bei den unterschiedlichen Suchtypen eine unterschiedliche durch Bilder 
ausgelöste emotionale Wirkung. Diese Studien unterstreichen die Bedeutung der Emotion im 
Image Retrieval. 
Zahlreiche Evaluierungen von Image Retrieval Ergebnissen zeigen, dass die Qualität der 
Suchergebnisse durch die Kombination von Text und Low-Level Features verbessert wird 
(siehe Kapitel II.4.3.1).  Ein gängiges Vorgehen dabei ist das Re-Ranking der Ergebnisse durch 
die Bildeigenschaften, wie es unter anderem Wilhelm et al. (2007) tun. 
Anhand dieser Studien lässt sich folgende Hypothese ableiten: 
Die Berücksichtigung der emotionalen Wirkung von Bildern im Ranking beeinflusst die 
Qualität der Image Retrieval Ergebnisse. 
Durch die beiden Emotionsvariablen Valenz und Arousal kann die allgemeine Hypothese in 
zwei spezifischere Hypothesen differenziert werden: 
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H1.1:  Die Berücksichtigung der Valenz im Ranking beeinflusst die Qualität der 
Ergebnisse des Image Retrieval. 
H1.2:  Die Berücksichtigung des Arousals im Ranking beeinflusst die Qualität der 
Ergebnisse des Image Retrieval. 
Die vorliegende Arbeit befasst sich somit mit dem Emotional Based Image Retrieval und 
versucht die von Hanjalic (2006) definierte emotionale Lücke zwischen den Low-Level 
Features und der High-Level-Semantik zu schließen. Die Annotationen geeigneter Emotionen 
als zusätzliche Metainformationen werden für die Bildsuche herangezogen und die Ergebnisse 
dieser Suche dann evaluiert. 
 MPEG-7: Standard zum Abruf von visuellen Informationen eines 
Bildes 
Die rasante Entwicklung der letzten Jahre im Multimediabereich, ließ auch die Anzahl der 
audiovisuellen digitalen Medien (z.B. Fotografien, Videos, Musikdateien) steigen. Um diese 
Menge an Daten zu verwalten, entwickelte 1996 die Motion Picture Expert Group ein 
Framework, das das Management dieser digitaler Daten unterstützt. Im März 2002 wurde der 
Multimedia Content Description Standard verabschiedet (Kosch & Heuer, 2003). Im Gegensatz 
zu vielen anderen MPEG Standards (MPEG-1, MPEG-2, MPEG-4) dient MPEG-7 nicht der 
Datenkompression, sondern der Datenbeschreibung. MPEG-7 liefert weder einen Standard zur 
automatischen oder semi-automatischen Merkmalsextraktion, noch repräsentiert es den Inhalt 
der audiovisuellen Datei. Lediglich ein anwendungsunabhängiges Framework zur 
Beschreibung der Dateimerkmale wird zur Verfügung gestellt, das es möglich macht mit diesen 
komplexen und stark inhomogenen Daten zu arbeiten (siehe Abbildung 34): „the bits about the 
bits“ (Nack & Lindsay, 1999b). Mit Hilfe dieses Frameworks ist es möglich nach audio-
visuellen Daten zu suchen, wie nach textuellen Daten.  
 
Abbildung 34: MPEG-7 Kompetenzbereich (angelehnt an Koenen (1999)) 
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Der MPEG-7 Standard besteht im Wesentlichen aus drei Komponenten, den Deskriptoren, den 
Beschreibungsstrukturen (Description Schemes) und der Description Definition Language. Die 
Deskriptoren repräsentieren die Merkmale von audiovisuellen Daten. Nicht nur die Syntax, 
sondern auch die Semantik der Eigenschaften wird durch Deskriptoren definiert (Koenen, 
1999). Die beschriebenen Merkmale reichen von reinen Metadaten, wie Autor, Ort oder 
Erstellungsdatum bis hin zu komplexen Charakteristiken, wie Melodiebeschreibungen oder 
Farbverteilungen. Es können drei Gruppen von Merkmalen unterschieden werden: die Meta-
Informationen der Multimediadatei, wie Autor, Ort, Genre, etc., werden zu den katalogisierten 
Merkmalen zusammengefasst. Darüber hinaus gibt es noch die semantischen Merkmale, die 
genaue Informationen über vorhandene Objekte und Ereignisse liefern. Die signalbasierten 
Merkmale, wie Farbe, Form oder Textur beschreiben die Struktur des multimedialen Inhaltes 
und werden somit als strukturelle Merkmale bezeichnet. Grundlegende visuelle Deskriptoren 
beschreiben zum Beispiel die dominante Farbe im Bild (Dominant Color Descriptor, Color 
Space Deskriptor), die Textur (Homogenous Textur Descriptor) oder die Form einer 
bestimmten Region (Edge-Histogram Descriptor, Region-Based Shape Descriptor). All diese 
Deskriptoren sind in Beschreibungsstrukturen eingebettet, die deren Struktur sowie deren 
Beziehung untereinander festlegen und dokumentieren (siehe Abbildung 35).  
„Deskriptoren beschreiben die Merkmale der audiovisuellen Daten. Um die Daten in einer 
Beschreibung interpretieren zu können, weisen die Beschreibungsstrukturen, in denen die 
Deskriptoren eingebettet sind, diesen Deskriptoren einen Kontext bzw. eine Bedeutung 
zu.“ (Kosch & Heuer, 2003) Um diese Beschreibungen und Strukturen festzuhalten, wird die 
Description Definition Language verwendet. Diese Sprache ist XML-basiert und ermöglicht 
die Gestaltung von neuen Deskriptoren und Beschreibungsstrukturen sowie die Veränderung 
und Erweiterung bestehender Beschreibungsstrukturen. Somit sind die MPEG-7 
Beschreibungen für verschiedene Systeme kompatibel.Für die Entwicklung des MPEG-7 
Standards können folgende wichtige Ziele zusammengefasst werden (Nack & Lindsay, 1999a; 
Nack & Lindsay, 1999b): 
 die Beschreibung des Inhaltes der Multimedia-Datei 
 die Flexibilität im Datenmanagement und 
 die Kompatibilität der Daten. 
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Dieser neue Standard dient als Schnittstelle zwischen der Beschreibung der Merkmale einer 
audiovisuellen Datei und der Suchmaschine (Koenen, 1999). 
 
 
Abbildung 35: Beziehung zwischen den MPEG-7 Komponenten (angelehnt an Koenen (1999)) 
II.4.3 Evaluationsinitiativen 
Anfang der 90er wurde eine der bedeutendsten Evaluationsinitiativen, die Text REtrieval 
Conference3 (TREC) gegründet. Um einen Vergleich unterschiedlicher Retrieval Theorien und 
Modelle zu ermöglichen, wurde von ihnen eine Volltext-Datensammlung entwickelt, die der 
Größe einer von Suchmaschinen kommerziell genutzten Datenbank entsprach. Außerdem 
verfassten sie Aufgaben, Testfragen und Beurteilungskriterien zur Evaluierung von 
Suchanfragen (Mandl, 2008; Kürsten, 2012). TREC hat einen großen Einfluss auf die weitere 
                                                        
3 http://trec.nist.gov/ 
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Entwicklung des Information Retrievals. Das steigende Interesse an diesem Thema und der 
enorme Fortschritt in diesem Bereich zeigt sich in der immer größer werdenden Konferenz, die 
von 27 Tracks in 2007 auf 34 Tracks in 2012 gewachsen ist.  
Aus der TREC hat sich das Conference and Labs of the Evaluation Forum4 (früher Cross-
Language Evaluation Forum; CLEF) entwickelt. Diese Initiative beinhaltet eine Reihe von 
Laboren zur Evaluierung von Informationssystemen sowie zur Abhaltung von Workshops und 
gleichzeitig eine breitgefächerte Konferenz, die sich hauptsächlich mit mulitlingualen und 
multimodalen Daten befasst. Seit 2000 ist diese Initiative von der TREC abgekoppelt und als 
eigenständig anzusehen. Im Jahre 2003 gab es erstmals den Workshop ImageCLEF, der sich 
der Entwicklung der Strategien im Content Based Image Retrieval widmet (Datta, Joshi, Li & 
Wang, 2008). 
Die Retrieval Gruppe der TU Chemnitz nimmt seit 2006 an der CLEF Konferenz teil. Seit 2003 
erforscht diese Gruppe die visuellen und textuellen Eigenschaften von Bildern in 
sprachübergreifenden Suchszenarien (mehr dazu in Kapitel II.4.4; Kürsten, 2012).  
Innerhalb dieser Konferenzen wurden Datenbanken und Evaluierungsmaße entwickelt, die den 
Vergleich von unterschiedlichen Suchprozessen ermöglichen. Im Folgenden werden die für 
diese Arbeit grundlegende Bilddatenbank sowie die wichtigsten Evaluierungsmaße vorgestellt. 
 Untersuchungskorpus: die IAPR TC-12 Benchmark Datenbank 
Zum Evaluieren von textuellen und visuellen Suchmethoden wurde ein Standardkorpus 
benötigt, der ein Benchmarking zwischen den unterschiedlichen Suchprozessen und 
Suchalgorithmen möglich macht. Somit wurde die IAPR TC-12 Benchmark Datenbank  
(Grubinger, Clough, Müller & Deselaers, 2006) zusammengestellt, die seit 2006 Verwendung 
findet. Vor allem auf den Information Retrieval Konferenzen TREC und CLEF (siehe Kapitel 
II.4.3) kommt diese Bilddatenbank zur Anwendung. Auch innerhalb der beiden folgenden 
durchgeführten Studien wurden Fotografien der IAPR TC-12 Benchmark Datenbank analysiert.  
Grubinger et al. (2006) setzten sich zum Ziel, eine Sammlung von Bildern zu erstellen, die 
hochwertige Farbfotos unterschiedlicher Themen und Einstellungen enthält. Zudem sollten für 
                                                        
4 http://www.clef-initiative.eu/ 
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die Fotografien mehrsprachige textuelle Metadaten bereitstehen sowie keine urheberrechtlichen 
Beschränkungen aufweisen, damit eine Verwendung in der Wissenschaft sichergestellt ist. 
 
Abbildung 36: Fotografien der IAPR TC-12 mit unterschiedlichem Inhalt (Grubinger, Clough, Müller & 
Deselaers, 2006) 
Insgesamt konnten 20.000 Fotografien verschiedener Orte der ganzen Welt mit 
unterschiedlichem Inhalt zusammengestellt werden. Die meisten Bilder stammen von dem 
Reiseunternehmen Viventura5, das Abenteuer- und Sprachreisen in der ganzen Welt organisiert. 
In der Datenbank befinden sich Fotografien aus Argentinien, Australien, Österreich, Bolivien, 
Brasilien, Chile, Kolumbien, Ecuador, Frankreich, Deutschland, Griechenland, Guyana, Korea, 
Peru, Russland, Spanien, Schweiz, Taiwan, Trinidad & Tobago, Uruguay, USA und Venezuela. 
Die Mehrzahl der Bilder kommen jedoch aus Peru (28,4%) und Australien (21,5%). Inhaltlich 
reichen die Bilder von Landschafts-, Städte-, Sport-, Tierfotografien bis hin zu Aufnahmen von 
Aktivitäten oder Menschen (siehe Abbildung 36).  
Auf den Bildern ist oftmals der gleiche visuelle Inhalt zu sehen. Je nach Wetterkonditionen, 
Tageszeit, Blickwinkel, etc. ist aber die Beleuchtung, die Ansicht oder der Hintergrund 
unterschiedlich (siehe Abbildung 37). Diese verschiedenen Settings des gleichen Bildinhaltes 
eignen sich somit perfekt für die Evaluierung von visuellen Suchmethoden. 
                                                        
5 http://www.viventura.de/ 
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Abbildung 37: Beispielbilder mit gleichem Inhalt, (a) aus verschiedenen Ansichten oder zu (b) 
unterschiedlichen Wetterkonditionen (Grubinger, Clough, Müller & Deselaers, 2006) 
Die Bilder der Datenbank enthalten bereits Annotationen in den Sprachen Deutsch, Englisch 
und Spanisch. Es stehen ein Titel, eine Beschreibung und Anmerkungen zum Bild für die 
textuelle Suche zur Verfügung (siehe Abbildung 38). Zudem werden die Bilder durch eine 
eindeutige Kennung (Bildname), den Namen des Fotografen, dem Datum und dem Ort der 
Aufnahme beschrieben. 
 
Abbildung 38: Bild mit Annotationen in drei Sprachen (Grubinger, Clough, Müller & Deselaers, 2006) 
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Um ein realitätsnahes Suchszenario zu ermöglichen sind nicht alle Bilder komplett annotiert. 
70% der Bilder sind mit Titel, Beschreibung, Notizen, Ort und Datum annotiert. Nur 10% 
beinhalten einen Titel, Ort und Datum. Wiederum 10% nur den Ort und das Datum und die 
restlichen 10% haben keine Annotationen (Clough, Grubinger, Deselaers, Hanbury, & Müller, 
2007). 
Zusätzlich zu den Fotografien in dieser Bilddatenbank stehen 39 vorgegebene Themen bereit, 
die jeweils durch drei Bilder repräsentiert werden. Diese Themen sind mit einem Titel, einer 
kurzen Beschreibung und einer Kategorienzugehörigkeit ausgezeichnet (siehe Abbildung 39). 
Die unterschiedlichen Themen sind auch unterschiedlich in ihrem Charakter. So kann zum 
Beispiel zwischen stark visuellen oder nicht visuellen Themen und linguistisch komplexen und 
nicht komplexen Themen unterschieden werden (Clough, Grubinger, Deselaers, Hanbury, & 
Müller, 2007). Im Gegensatz zur vorher verwendeten Bilddatenbank St. Andrews, die 
hauptsächlich nur aus historischen schwarz-weiß Bildern besteht, enthält die IAPR TC-12 
Bilddatenbank hauptsächlich Farbfotografien, die nur teilweise annotiert sind.  
 
Abbildung 39: Thema Leuchtturm mit Bildern und englischen Annotationen 
Seit 2006 wird die IAPR TC-12 Bilddatenbank auf der ImageCLEF verwendet. Im Gegensatz 
zu der vorher verwendeten Datenbank St. Andrews (Clough, Müller, & Sanderson, 2005) 
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zeigen die Evaluierungsergebnisse deutlich niedrigere Werte. Dies führen Clough et al. (2007) 
auf die Themenwahl, die optisch anspruchsvolle Fotosammlung und die teilweise 
unvollständige Annotation der Bildsammlung zurück. Die besten Evaluierungsergebnisse 
werden mit der Kombination von textuellen und visuellen Retrieval Techniken erzielt (siehe 
Kapitel V.8). 
 Evaluierungsmaße 
Zur Beurteilung der Suchergebnisse werden mehrere Kennzahlen herangezogen. Precision und 
Recall sind die beiden grundlegenden Evaluierungskriterien, die schon 1955 von Kent et al. 
beschrieben wurden (Morris; Rasmussen, Toms, Jansen & Muresan, 2005). Precision wird als 
die Genauigkeit beschrieben. Gemessen wird diese am Verhältnis der gefundenen relevanten 
Daten zu den gesamten gefundenen Daten (Formel 3). Das in Formel 4 beschriebene Verhältnis 
von gefundenen relevanten Daten zu den gesamten relevanten Daten erläutert den Recall und 
somit die Vollständigkeit des Suchergebnisses. Beide Kennzahlen liegen in einem 
Wertebereich zwischen 0 und 1 bzw. zwischen 0% und 100%.  
 
ܲݎ݁ܿ݅ݏ݅݋݊ ൌ 
ȁሼݎ݈݁݁ݒܽ݊ݐ݁ܦܽݐ݁݊ሽ ת ሼ݂݃݁ݑ݊݀݁݊݁ܦܽݐ݁݊ሽȁ
ȁሼ݂݃݁ݑ݊݀݁݊݁ܦܽݐ݁݊ሽȁ
 
Formel 3: Berechnung Precision 
ܴ݈݈݁ܿܽ ൌ 
ȁሼݎ݈݁݁ݒܽ݊ݐ݁ܦܽݐ݁݊ሽ ת ሼ݂݃݁ݑ݊݀݁݊݁ܦܽݐ݁݊ሽȁ
ȁሼݎ݈݁݁ݒܽ݊ݐ݁ܦܽݐ݁݊ሽȁ
 
Formel 4: Berechnung Recall 
Basierend auf diesen beiden Kennzahlen können weitere Evaluierungskriterien abgeleitet 
werden. Um mehrere Suchergebnisse miteinander vergleichbar zu machen, dient als Standard 
Kriterium für Retrieval Systeme die Mean Average Precision (MAP, siehe Formel 6). Für die 
MAP wird das arithmetische Mittel der Average Precision (AP, siehe Formel 5) bestimmt, 
welche den Durchschnitt der Precision über alle Recall Werte berechnet (ausführliche Details 
siehe Wilhelm (2008)).  
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Formel 5: Berechnung Average Precision 
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Formel 6: Berechnung Mean Average Precision 
Aufgrund der Kritik an der AP wurde ein weiteres Maß zur Evaluierung von Suchergebnissen 
eingeführt, die Rank-biased Precision (RBP). Die RBP gibt an, wie sich ein User bei einem 
bestimmten Suchergebnis verhält, wie groß die Chance ist, dass er sich die Ergebnisse der 
zweiten Suchergebnisseite anschaut (Moffat & Zobel, 2008). Ein RBP von 0,5 zeigt eine sehr 
geringe Chance von nur 0,1%, ein RBP von 0,95 gibt eine 50% Chance an.  
II.4.4 Xtrieval: eine Kombination von text- und inhaltsbasiertem 
Information Retrieval 
Als Teil des sachsMedia Projektes der TU Chemnitz wird seit 2005 von der Retrieval Gruppe 
das Xtrieval Framework entwickelt. Das Projekt sachsMedia hat zum Ziel gewachsene Archive 
der lokalen TV Sender zugänglich und wirtschaftlich verwertbar zu machen, so dass diese 
Sender miteinander kooperieren können.  
Das Xtrieval Framework dient der Konzeption, Durchführung und Analyse von 
Evaluierungsexperimenten im Information Retrieval. Es bietet eine Schnittstelle, mit der zum 
einen unterschiedliche text-retrieval Techniken kombiniert und zum anderen neue Methoden 
zur Suche von Multimediadateien integriert und evaluiert werden können (Kürsten, Wilhelm & 
Eibl, 2008). Demzufolge konnte das Ziel eines sehr flexiblen und variablen Frameworks 
erreicht werden.  
Die Kombination von Text- und Multimediaretrieval ermöglicht eine holistische Suche nach 
den unterschiedlichsten Dateiformaten. Die Textsuche erzielt mittlerweile schon sehr gute 
Ergebnisse. Text ist einfach und schnell zu extrahieren und zu verarbeiten. Demnach ist es 
einfach danach erfolgreich zu suchen (Eibl & Kürsten, 2009). Die Suche nach einem Bild 
gestaltet sich jedoch schwieriger (siehe Kapitel II.4). Die visuellen Eigenschaften eines Bildes 
können sowohl direkt (inhaltsbasierte Suche) – zum Beispiel durch ein Histogramm – oder 
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indirekt in Form von Schlagworten (textbasierte Suche) zur Suche herangezogen werden. Eine 
Kombination der beiden Ansätze verspricht ein überdurchschnittlich erfolgreiches Ergebnis.  
 
Abbildung 40: vereinfachte Darstellung des Xtrieval Frameworks (Kürsten, Wilhelm & Eibl, 2008) 
Das Xtrieval Framework besteht aus drei Hauptfaktoren, der Indexierungskomponente, der 
Retrievalkomponente sowie der Evaluierungskomponente (siehe Abbildung 40). Über die 
grafische Benutzeroberfläche (Graphical User Interface – GUI) können diese Komponenten 
konfiguriert werden. Das Setzen von Parametern sowie die Berechnung und Visualisierung von 
Evaluierungsmaßen ist darüber möglich. Eine explizite Beschreibung der Vorgehensweise in 
den einzelnen Komponenten und des Zusammenspiels dieser kann in Kürsten, Wilhelm & Eibl 
(2008) und Kürsten (2012) nachgelesen werden. 
Seit 2006 nimmt die Chemnitzer Retrieval Gruppe mit Xtrieval an der CLEF teil. Das System 
wird den unterschiedlichsten Aufgaben der Konferenz angepasst. Verglichen mit anderen 
Retrievalsystemen arbeitet Xtrieval unterschiedlich gut, je nachdem welche Techniken der 
Suche zugrunde liegen.  
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II.5 Die Beziehung zwischen Farbe und Emotion 
Schon 1941 fand Eysenck (1941) heraus, dass verschiedene Farben auf Menschen 
unterschiedlich wirken. Er veröffentlichte eine Rangordnung von Farbpräferenzen an deren 
erster Stelle Blau steht, vor Rot, Grün, Violett, Orange und Gelb. Einen Unterschied zwischen 
den Geschlechtern und Kulturen konnte er nicht feststellen. Bei Kindern sind die Farben Rot 
und Blau am beliebtesten, Grün ist die unbeliebteste Farbe (Crozier, 1999). In unserem Leben 
ändern sich die Farbpräferenzen, da diese stark von Erfahrungen, Erlebnissen oder aktuellen 
Trends (z.B. in der Mode) beeinflusst werden (Singh, 2006; Terwogt & Hoeksma, 1994).  
Eine Reihe von Studien zeigen den Einfluss der Kultur (Chattopadhyay, Gorn & Darke, 2002), 
des Alters (Terwogt & Hoeksma, 1994; Ou, Luo, Woodcock & Wright, 2004; Ou, Luo, Sun, 
Hu & Chen, 2012) oder des Geschlechts auf die Emotion (Valdez & Mehrabian, 1994; Bradley 
& Lang, 2000). Daher ist es nicht verwunderlich, dass es zwar alteingesessene Stereotypen gibt 
in Bezug auf Farbe und Emotion, die jedoch auch große Diskrepanzen aufweisen. Die Farbe 
Rot wird sowohl mit der Emotion Liebe, als auch mit der Emotion Angst verbunden (Aslam, 
2006). Die Wirkung der Farbe auf die Emotion ist somit stark vom Individuum – seinen 
Erfahrungen, Erlebnissen und der aktuellen Situation sowie der Kultur – abhängig. Aslam 
(2006) beschreibt diese Abhängigkeit auf drei Ebenen: die kulturelle, physikalische und 
psychologische Ebene (siehe Abbildung 41). 
 
Abbildung 41: Faktoren, die die Farbwahrnehmung beeinflussen (Aslam, 2006) 
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Die kulturelle Ebene umfasst unter anderem das Geschlecht, das Alter, die Religion oder die 
Sprache des Bild-Betrachters. Auf der psychologischen Ebene beeinflussen Meinungen und 
Assoziationen die Wahrnehmung einer Farbe. Physiologisch gesehen ist die Farbwahrnehmung 
verbunden mit der Fähigkeit Farben sehen zu können oder nicht. Im Gegensatz dazu, gibt es 
Forscher, die annehmen, dass Reaktionen auf Farben angeboren sind und instinktiv passieren. 
Sie gehen somit von einer universellen Basis aus (Simmons, 2006; Aslam, 2006). 
Bisherige Studien zeigen, dass warme Farben bzw. Farben mit langen Wellenlängen, wie Rot, 
Orange oder Gelb, das emotionale Arousal erhöhen. Im Gegensatz dazu stehen die kalten 
Farben bzw. die Farben mit kurzen Wellenlängen, wie Blau, Grün oder Violett, die eher als 
entspannend, beruhigend und angenehm wahrgenommen werden (Bellizzi & Hite, 1992; 
Bellizzi, Crowley & Hasty, 1983; Lee & Andrade, 2010). Diese Ergebnisse stimmen mit den 
Resultaten der Studie von Simmons (2006) nicht zu 100% überein. Blau und Violett wurden 
als sehr angenehm kategorisiert, wogegen grünes und gelbes Braun als unangenehm empfunden 
wird. Auf der Arousalebene wurden die Farbtöne Rot und Gelb als anregend eingestuft, 
allerdings helles Blau und Violett, Farbtöne mit kurzen Wellenlängen, sind auf der Arousalskala 
nur sehr niedrig bewertet worden. 
Eine Studie, auf die in sehr vielen weiteren Forschungen verwiesen wird und die als 
Ausgangspunkt für weitere Studien gilt, wurde von Valdez und Mehrabian 1994 veröffentlicht. 
Im Gegensatz zur bisherigen Annahme, dass der Farbton einen Einfluss auf die Emotion hat, 
wird in dieser Studie gezeigt, dass vor allem die Sättigung (S) und die Helligkeit (B, für 
Brightness) einer Farbe sich auf die Emotion auswirken. Die Effekte der Helligkeit sind für 
chromatische, wie für achromatische Farben kaum unterschiedlich. Anhand einer 
Regressionsanalyse konnten folgende Gleichungen aufgestellt werden:  
Pleasure = .69B + .22S 
Arousal = -.31B + .60S 
Dominance = -.76B + .32S 
Formel 7:Berechnung des emotionalen Bildgehalts anhand der Bildeigenschaften 
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Anhand des Sättigungs- und Helligkeitswerts einer Farbe kann diese im affektiven Raum (siehe 
Kapitel II.1.2.1) platziert werden. Der Farbton erklärt nur einen sehr kleinen Teil der Varianz. 
Blau, Blau-Grün, Grün, Rot-Violett, Violett und Violett-Blau sind die am angenehmsten 
wahrgenommenen Farbtöne, hingegen Gelb und Grün-Gelb werden als am wenigsten 
angenehm empfunden. Die Farbtöne Grün-Gelb, Blau-Grün und Grün rufen die größte 
Erregung hervor, dagegen sind Violett-Blau und Gelb-Rot am wenigsten erregend. Grün-Gelb 
bewirkt eine höhere Dominanz als Rot-Violett (Valdez & Mehrabian, 1994). Die Bedeutung 
der Sättigung und Helligkeit einer Farbe wird in einer weiteren Studie bestätigt. Camgöz, Yener 
und Gülenc (2002) zeigen, dass Farben mit einer hohen Sättigung und Helligkeit vor anderen 
präferiert werden. Diese bewirken auch die höchste Aufmerksamkeit (Camgöz, Yener & 
Güvenc, 2002). Blau war in dieser Arbeit der favorisierte Farbton. Hingegen Farbtöne im 
Bereich Gelb-Grün bis Cyan erreichen die höchste Aufmerksamkeit, gefolgt von den Farbtönen 
im Bereich zwischen Rot und Magenta (Camgöz, Yener & Güvenc, 2002). Auch Lee und 
Andrade (2010) heben die Bedeutung von Helligkeit und Sättigung im Kontext der Emotionen 
hervor. Sie zeigen, dass Pastellfarben entspannend wirken, während dunkle Farben Gefühle der 
Anspannung und Bedrohung auslösen. Ou, Woodcock und Wright (2004) definieren die von 
Farben ausgelösten Emotionen als „Farbemotionen“. 
Farben treten in der Regel nicht als Einzelfarben auf, sondern stehen in Verbindung mit anderen 
Farben. Die Verbindung zweier Farben ist als Farbharmonie bekannt und wird schon von 
Goethe (1810) beschrieben. Goethes Vorstellung einer Farbharmonie ist die gemeinsame 
Verwendung von komplementären Farben (siehe Kapitel II.3.2.1). Bisherige Studien zu 
Farbharmonien untersuchten nur die Harmonie zweier Farben. Dabei unterstreichen diese, dass 
auch, wie bei den Betrachtungen der Einzelfarben, die Helligkeiten der Farbharmonien Einfluss 
auf die Emotion ausüben. Es sollten moderate Helligkeitsdifferenzen zwischen den Farben 
verwendet werden (weder extrem kleine, noch extrem große Helligkeitsunterschiede). Alle 
Farbpaare, die Blau enthielten, wurden als harmonisch angesehen, was wieder auf die 
Bedeutung der Farbe Blau hinweist (Ou & Luo, 2003). Die physiologischen Wirkungen (siehe 
Kapitel II.3.2.1) von Farben verhindern die eindeutige Zuordnung der Effekte zu den einzelnen 
Farben. In der Farbkombination Rot und Gelb wirkt Gelb wärmer als Rot (Singh, 2006). Erst 
2011 wurde versucht mehrfarbige Bilder in Bezug auf Emotionen zu analysieren (Solli & Lenz, 
2011). Die Untersuchungen gestalten sich als schwierig und umfangreich, da es eine 
unbegrenzte Anzahl an mehrfarbigen Farbkombinationen gibt. Erste Ergebnisse weisen darauf 
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hin, dass Farbemotionen ausgelöst durch mehrfarbige Farbkombinationen denen ähneln, die 
durch eine Farbe ausgelöst werden.  
Diese Basis-Studien werden sowohl zur Entwicklung der EBIR Systeme, als auch in allen 
Bereichen des Marketings verwendet. Der immer wichtiger werdende und wachsende Bereich 
des eCommerce beschäftigt sich mit der Wirkung von Farben hinsichtlich der Gestaltung ihrer 
Webseiten (Cheng, Wu & Yen, 2009; Conway, Limayem, Papadopoulou & Pelet, 2011; Gorn, 
Chattapadhyay, Sengupta & Tripathi, 2004; Cyr, Head & Larios, 2010). Nicht nur in der online 
Kommunikation mit dem Kunden wird auf die verwendete Farbe geachtet, sondern auch offline 
werden Farben eingesetzt, um potentielle Kunden zu erreichen und positiv zu stimmen. Gorn 
et al. (1997) zeigen, dass Anzeigen mit gesättigten Farben und einer hohen Helligkeit die 
Sympathie für diese Anzeige und für die Marke selbst erhöhen. Es ist bewiesen, dass Farben 
einen Einfluss auf das Kaufverhalten haben. In einem Geschäft beeinflussen Farben und Licht 
die Atmosphäre, die sich auf die Stimmung des Kunden auswirkt und somit auch auf deren 
Kaufverhalten (Babin, Hardesty & Suter, 2003; Bellizzi & Hite, 1992; Bellizzi, Crowley & 
Hasty, 1983). Labreque und Milne (2012) heben in ihrer Studie nochmals deutlich hervor, dass 
nicht nur der Farbton, sondern vor allem die Sättigung und die Helligkeit einen Einfluss auf die 
Markenwahrnehmung und die damit verbundene Vertrautheit, Markensympathie und 
schlussendlich auf die Kaufabsicht haben. Die teils ambivalenten Ergebnisse dieser 
Untersuchungen führen bei potentiellen Anwendern (Journalisten, Werbegestalter, …) zur 
Ablehnung dieser Kenntnisse sowie zum Nicht-Gebrauch (Bottomley & Doyle, 2006) und 
unterstreichen den dringenden Forschungsbedarf (Labreque & Milne, 2012).  
Auch von Seiten der Forschung bieten diese Studien ein großes Verbesserungspotential. Die 
Bedeutung der Sättigung und Helligkeit wird in einigen Beiträgen hervorgehoben. Daher ist es 
wichtig, die Farbe nicht nur als Farbton zu verstehen, sondern eben diese beiden 
Farbeigenschaften miteinzubeziehen. Um eine Verwendung dieser Erkenntnisse in EBIR 
Systemen sicher zu stellen, reicht es nicht aus, den Einfluss einer Farbe oder einer 
Farbkombination auf die Emotion zu kennen. Die dort sowie im Marketing verwendeten Bilder 
bestehen aus mehreren Farben, deren Effekt auf die Emotion bisher noch kaum (Solli & Lenz, 
2011) untersucht wurde. Die bereits an den EBIR Systemen geübte Kritik bezüglich der 
Verwendung unterschiedlicher Emotionen, trifft auch auf alle anderen Studien zu. Durch die 
Vielfalt der verwendeten Emotionen ist ein Vergleich der Ergebnisse kaum möglich. Zudem 
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verwenden einige Publikationen emotionale Begriffe, die in der Theorie nicht fundiert sind. 
Auch wenn es keine grundlegende Definition einer Emotion gibt (siehe Kapitel II.1), so sind 
Emotionstheorien (siehe Kapitel II.1.1) und die Möglichkeiten der Messung (siehe Kapitel 
II.1.3) fest in der Literatur verankert. Die meisten Studien messen eine Emotion mittels 
psychologischen Messinstrumenten (Solli, 2011; Wei-Ning, Ying-Lin & Sheng-Ming, 2006; 
Lee, Zhang & Park, 2008). Dabei steht eindeutig das subjektive Erleben im Vordergrund. Unter 
Beachtung des theoretischen Modells der Emotion (siehe Kapitel II.1) sind verschiedene 
Messmethoden erforderlich, um die unterschiedlichen Aspekte der Emotion zu identifizieren. 
Aufgrund der beschriebenen Literatur und der damit zusammenhängenden Schwierigkeiten 
unterliegt diese Arbeit der folgenden Forschungsfrage: 
Welchen Einfluss haben Farbeigenschaften auf die emotionale Wirkung eines Bildes? 
Somit beschäftigt sich diese Arbeit mit mehrfarbigen Bildern und deren Einfluss auf die 
Emotion unter Berücksichtigung der Farbeigenschaften – Farbton, Sättigung und Helligkeit – 
sowie unter Berücksichtigung der Emotion als Mehrkomponentenmodell, die Messungen auf 
den unterschiedlichsten Ebenen – psychologisch, Verhalten und physiologisch – benötigt.  
Es lässt sich eine sehr allgemeine Hypothese ableiten, die im Folgenden weiter spezifiziert wird: 
Die Farbeigenschaften haben einen Einfluss auf die emotionale Wirkung eines Bildes. 
Bezugnehmend auf die bereits beschriebenen Effekte der Farbeigenschaften auf die Emotion 
und die damit verbundene Emotionsmessung auf der psychologischen, subjektiven Ebene ist zu 
erwarten, dass sich die gleichen Einflüsse auch in dieser Arbeit auf der psychologischen Ebene 
zeigen. Die bisherigen Studien messen Emotionen verbal. Durch die in Kapitel II.1.3 
beschriebenen Vor- und Nachteile der unterschiedlichen Messverfahren können 
unterschiedliche Einflüsse der Farbeigenschaften auf die Emotion entstehen. Daher werden 
folgenden Hypothesen aufgestellt: 
H2.1: Der Farbton hat einen Einfluss auf das Arousal. 
H2.2: Der Farbton hat einen Einfluss auf die Valenz. 
H2.3: Die Helligkeit hat einen Einfluss auf das Arousal. 
H2.4: Die Helligkeit hat einen Einfluss auf die Valenz. 
H2.5: Die Sättigung hat einen Einfluss auf das Arousal. 
H2.6: Die Sättigung hat einen Einfluss auf die Valenz. 
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Weitere Forschungsprojekte beschäftigen sich mit Emotionsmessungen auf der 
physiologischen Ebene sowie auf der Verhaltensebene. Somit gelten diese Hypothesen auch für 
die Messung der Valenz und des Arousals auf der physiologischen und auf der Verhaltensebene. 
In Tabelle 40 im Anhang A sind die Literaturquellen aufgelistet, die für die Herleitung der 
Hypothesen 2.1 bis 2.6 essentiell sind. Abbildung 42 zeigt das Hypothesenmodel inklusive der 
Hypothesen 1.1 und 1.2.   
 
 
Abbildung 42: Hypothesenmodell 
In einer Reihe von Studien wird gezeigt, dass die Gesichtsmuskel, Musculus Corrugator 
Supercilii und Musculus Zygomaticus Major, psychologische Indikatoren zur Differenzierung 
der Valenz sind. Fröhliche Eindrücke (hohe Valenz) zeigen sich durch eine höhere Aktivität 
des Musculus Zygomaticus Major, unangenehme Eindrücke (niedrige Valenz) durch eine 
höhere Aktivität des Musculus Currogator Supercilii (Cacioppo, Petty, Losch & Kim, 1986; 
Bradley, Greenwald & Hamm, 1993; Cacioppo, Klein, Berntson & Hatfield, 1993). Ein 
weiterer linearer Zusammenhang besteht zwischen der Hautleitfähigkeit und dem Arousal 
(Bradley, Codispoti, Cuthbert & Lang 2001; Bradley, Greenwald & Hamm, 1993). Die 
Interaktion zwischen der Anzahl der Fixationen in einem Bild und der Emotion wird von 
Miccoli et al. (2004) dargestellt. Neutrale Bilder zeigen im Gegensatz zu emotional geladenen 
Bildern eine niedrigere Anzahl an Fixationen auf. Weitere Untersuchungen lassen den Schluss 
zu, dass unter Angst insgesamt mehr Fixationen stattfinden (Ashby & Clifton, 2005; Moran, 
Byrne & McGlade, 2002). Bradley et al. (2008) dokumentieren in ihrer Publikation die 
Korrelation der Pupillenweite mit der Arousaldimension einer Emotion.  
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III. METHODE 
 
 
In diesem Kapitel wird das methodische Vorgehen, bestehend aus Untersuchungsdesign und 
Datenerhebung beschrieben. 
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III.1 Untersuchungsdesign 
Dieses Kapitel beschreibt die in den Studien dieser Arbeit verwendeten Bilder sowie deren 
Darbietung. 
III.1.1 Visuelle Stimuli 
Zur Induktion der Emotion wurden in dieser Arbeit insgesamt 126 Bilder verwendet. Diese 
resultieren aus der Reduktion der IAPS (siehe Kapitel III.1.1.1) und geeigneter 
Bildveränderungen (siehe Kapitel III.1.1.2). 
 Bildauswahl 
Die verwendeten visuellen Stimuli der Untersuchung stammen aus der emotionalen 
Bilddatenbank IAPS (siehe Kapitel II.1.4.1). Aufgrund der großen Anzahl der emotionalen 
Farbbilder erfolgte, wie in fast allen Studien, die sich mit der IAPS beschäftigen (Smith, 
Cacioppo, Larsen & Chartrand, 2003; Mikels, Fredrickson, Larkin, Lindberg, Maglio & Reuter-
Lorenz, 2005), eine Reduzierung des Bildpools. Für die endgültige Auswahl waren mehrere 
Schritte nötig. Angelehnt an Einhäuser und König (Einhäuser & König, 2003) sollten die 
ausgewählten Stimuli weitestgehend frei von menschlichen Einflüssen sein. Demnach wurden 
in einem ersten Schritt Nahaufnahmen und Portraits von Menschen, wie auch von Tieren 
entfernt. Diese Bilder lassen durch unser Wissen und durch unsere sozialen Erfahrungen anhand 
von Körperhaltung und Mimik der abgebildeten Menschen oder Tiere auf gewisse Emotionen 
schließen. Der Fokus dieser Untersuchung liegt auf den Low-Level Features und soll 
weitestgehend nicht vom Bildinhalt überlagert werden. Des Weiteren wurden hinsichtlich des 
Untersuchungsaufbaus Erotikszenen extrahiert, um einem eventuellen Schamgefühl und einer 
gewissen Unsicherheit seitens der Probanden zu entgehen, welches das Ergebnis verfälschen 
könnte. Zusätzlich erfolgte eine Reduzierung um Kriegsszenen und Aufnahmen von 
verstümmelten Körperteilen, da diese wie auch schon die Nahaufnahmen und Portraits von 
Menschen und Tieren den Erhebungsgegenstand verdecken. Insgesamt bestand die Datenbank 
nach diesen Reduzierungsphasen aus 424 Bildern.  
Für weitere Schritte wurde der zugrunde liegende emotionale Raum in die neun Kategorien des 
Circumplex Modells (siehe Kapitel II.1.2.1) - arousing, exciting, pleasant, neutral, relaxing, 
sleepy, gloomy, distressing, unpleasant – eingeteilt. Anhand der Valenz- und Arousalwerte 
Kapitel III. Methode  101 
(Mittelwert plus/minus Standardabweichung) jedes IAPS Bildes wurden die Bilder, die von 
Männern und Frauen unterschiedlichen Kategorien zugeordnet wurden, herausgefiltert 
(Bilderpool: 263 Bilder), da es für die weitere Analyse wichtig ist, eine eindeutige 
Ausgangskategorie einem Bild zuweisen zu können. Darüber hinaus wurden Bilder von 
schlechter Qualität und mit altmodischem Inhalt oder altmodischem Stil entfernt. Der 
Bilderpool bestand nach diesen Reduzierungsstufen aus 245 Bildern. 
Infolge dieser Reduktionsschritte wurden für jede Kategorie zwei Bilder ausgewählt, die die 
jeweilige emotionale Rubrik am besten repräsentieren. Für die neutrale Kategorie wurden die 
beiden Bilder gewählt, die am nächsten zum Mittelpunkt (Valenz = 5,00; Arousal = 5,00) liegen. 
Für alle anderen Kategorien jeweils die beiden Bilder mit der größten Distanz zum Mittelpunkt. 
Das finale Bilderset besteht aus insgesamt 18 IAPS Bildern (siehe Abbildung 43). 
 
Abbildung 43: Ausgewählte Bilder mit ihrer jeweiligen emotionalen Kategorie 
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 Bildveränderungen 
Die im Originalen aus der IAPS stammenden Bilder, wurden in Anlehnung an die in der 
Literatur gefundenen dominanten Bildeigenschaften und bezüglich der vom Menschen als 
grundlegend empfundenen Eigenschaften einer Farbe (Kapitel II.3.2) hin verändert. Auch in 
der Studie von Bradley et al. (2008) werden Bilder in ähnlicher Art und Weise modifiziert. 
Bei der Veränderung der Bilder war es wichtig, Extreme zu kreieren, damit sich die Bilder 
deutlich voneinander unterscheiden und auch unterschiedlich wahrgenommen werden. 
Zusätzlich musste darauf geachtet werden, dass trotz der extremen Veränderungen der 
Bildinhalt bei normaler Betrachtung erkennbar sein sollte. 
 
Abbildung 44: Bild 5210 (Original) und seine Veränderungen (Graustufen, erhöhte Helligkeit, verringerte 
Helligkeit, erhöhte Sättigung, vertikale Spiegelung und Unschärfe) 
Daher wurden folgende sechs Modifikationen (siehe Abbildung 44) durchgeführt: 
(1) Graustufen – Grayscale (G): Jegliche Farbinformationen der RGB-Bilder wurden 
entfernt. Somit fand eine Umwandlung der 24-bit dreikanaligen Farbbilder in 8-bit 
einkanalige monochrome Graustufenbilder statt.  
(2) Erhöhte Helligkeit – Increased Luminance (HH): Um eine erhöhte Helligkeit zu 
erreichen wurden die RGB-Werte aller Pixel um 100 erhöht bzw. auf ihr Maximum von 
255 gesetzt. 
(3) Verringerte Helligkeit – Decreased Luminance (HN): Um eine verringerte Helligkeit zu 
erreichen wurden die RGB-Werte aller Pixel um 100 reduziert bzw. auf ihr Minimum 
Null gesetzt. 
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(4) Erhöhte Sättigung – Increased Color Saturation (SA): Eine maximale Sättigung des 
Farbbildes wird erreicht, indem jede in dem Bild vorhandene Farbe auf 100% gesetzt 
wird. 
(5) Vertikale Spiegelung – Vertical Reflection (SP): Jedes Bild wurde an seiner vertikalen 
Achse gespiegelt.  
(6) Unschärfe – Blurring (U): Für diese Veränderung wurde ein Gauß-Filter mit einem 
Radius von zehn Pixeln verwendet. Der Radius wurde durch mehrmaliges Testen von 
Versuchspersonen festgelegt. Diese sollten die Objekte des Bildes so wenig wie 
möglich erkennen, wobei das Bild aber auch nicht bis zur Unkenntlichkeit verändert 
werden sollte. 
Mit den 18 originalen Bildern der IAPS und deren sechs Veränderungen resultiert das 
endgültige Bilderset in 7 * 18 = 126 Bildern. 
In den folgenden Untersuchungen wurden die gespiegelten und unscharfen Bilder ebenfalls 
analysiert, obwohl der Fokus dieser Arbeit auf den Farbeigenschaften (Sättigung, Helligkeit, 
Farbton) der Bilder liegt. Die Interpretation und Diskussion beschränkt sich auf 
Farbeigenschaften. 
III.1.2 Darbietung der visuellen Stimuli 
Die zur Emotionsinduktion verwendeten Bilder wurden in der Arbeit auf zwei unterschiedliche 
Weisen präsentiert. Während der Eyetrackingstudie und für den SAM-Fragebogen wurden die 
Bilder auf einem PC Bildschirm abgebildet. Für die kurzzeitige Darstellung auf der Leinwand 
war ein zusätzliches Gerät notwendig, das Tachistoskop. 
Für alle Untersuchungen wurde ein „free-viewing“ Design gewählt. Den Probanden wurde, was 
das Betrachten der Bilder betrifft keine spezielle Aufgabe gestellt. "The free viewing task was 
chosen in order to avoid introducing task dependent top-down effects on eye movements. In 
addition, the free viewing task was chosen because it most closely approximates natural viewing 
conditions” (Parkhurst, Law & Niebur, 2002). 
Die Bildwahrnehmung ist ein andauernder Prozess, der mit einem anfänglichen 
„Raten“ beginnt und zu einem bewussten Verstehen des Bildinhaltes übergeht. Zu Beginn des 
Prozesses lösen die wahrgenommenen Farben und Formen eine spontane, unbewusste 
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emotionale Assoziation aus (vgl. Kapitel II.2). Erst das Erkennen des Bildinhaltes verbindet die 
Erlebnisse des Betrachters mit dem Gesehenen, womit unterschiedliche Personen bei gleichen 
Bildern unterschiedliche Emotionen und diese unterschiedlich stark empfinden. Fokus dieser 
Studie ist der erste Eindruck, der beim Betrachten der ausgewählten Bilder entsteht. Im 
Speziellen stehen die spontanen emotionalen Assoziationen im Zentrum. Daher war es wichtig, 
die Bilder nur für eine kurze Zeit zu präsentieren, um den ersten emotionalen Eindruck nicht 
aufgrund erkannter, rationaler Themen (Bildinhalt) zu überlagern und zu modifizieren. 
Eine Methode, die verwendet wird um Reaktionen innerhalb einer kurzen Präsentation 
experimentell zu induzieren, ist die Messtechnik des Tachistoskops. Das Wort 
„Tachistoskop“ stammt von dem griechischen Wort „tachius“ (schnell) und „skopie“ (sehen). 
Das Tachistoskop ist ein Gerät, das eine kurzzeitige Präsentation von statischen Bildern 
ermöglicht. 
Es gibt drei Typen von Tachistoskop-Geräten: 1. Das Objekt-Tachistoskop, 2. Das Augen-
Tachistoskop und 3. Das Projektions-Tachistoskop. Für diese Studie wurde Typ 3 verwendet, 
welcher im Folgenden genauer erläutert wird. Ein Projektions-Tachistoskop ist eine Kontroll-
Applikation, welche mit einem Diaprojektor verbunden ist. Aus diesem Grund ist es möglich, 
statische Bilder (wie Fotografien) mittels Dias auf einer Leinwand für eine sehr kurze Zeit 
darzustellen. Die Verwendung eines automatisch kontrollierten Tachistoskops ermöglicht einen 
minimalen Präsentationszeitraum von 1/10.000 Sekunden. Diese kurzzeitige Darstellung 
minimiert den Wahrnehmungsprozess und verhindert das genaue Ansehen oder das Erfassen 
des Bildinhalts. Damit können frühe emotionale Eindrücke und spontane Assoziationen 
identifiziert werden. Typischerweise werden verbale Assoziationen aufgenommen und für eine 
Inhaltsanalyse verwendet.  
Die Tachistoskop Technik ist eine reaktive Methode, bei der die Teilnehmer den 
Versuchsaufbau kennen und wissen, was sie erwartet. Das Ziel der Studie ist ihnen jedoch nicht 
bekannt (Spiegel, 1970).  
III.1.3 Auswahl der Stichprobe 
Die für das Experiment ausgewählte Stichprobe von Teilnehmern unterlag keinen expliziten 
Auswahlkriterien, da zwar jeder Mensch unterschiedlich empfindet, jedoch das Variieren von 
Emotionen von Mensch zu Mensch nicht an Faktoren wie Alter, Berufsgruppe oder 
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Bildungsstautus festgemacht werden kann. Lediglich die Herkunft der Auskunftsperson kann 
eine ausschlaggebende Rolle bei der Betrachtung von Bildern im Hinblick auf Emotionen 
spielen. So ist zum Beispiel ein Unterschied in der Wahrnehmung von Bildern zwischen 
unterschiedliche Kulturen erkennbar (Pettersson, 1982). Folglich wird sich auch die Emotion 
je nach Komposition des Bildes und Herkunft der Probanden unterscheiden. Aus den Studien 
von Bradley und Lang (2000) geht hervor, dass Frauen und Männer unterschiedliche Emotionen 
bei der Betrachtung von Bildern empfinden. Aus diesen Gründen wurde versucht, eine 
möglichst ausgewogene Verteilung zwischen Männern und Frauen zu erreichen sowie die 
Herkunft auf europäische Länder zu beschränken. 
Akquiriert wurden die Probanden über Facebook und über eine Emailaussendung an derzeitige 
Studierenden des Institutes für Tourismus und Freizeitwirtschaft der Wirtschaftsuniversität 
Wien. Somit war der größte Anteil der Teilnehmer Studierende der Wirtschaftsuniversität 
Wien, der Universität für Bodenkultur und der Hauptuniversität Wien sowie 
Austauschstudierende aus europäischen Ländern. 
III.2 Datenerhebung 
Die Daten für diese Arbeit wurden in mehreren unabhängigen Studien auf unterschiedlichste 
Art erhoben. Durchgeführt wurden ein mixed within-between Experiment, zwei Card Sorting 
Studien, eine Online-Wiederholungsmessung mittels SAM und die Extraktion der 
Farbeigenschaften der Bilder. Dabei wurde darauf geachtet, sowohl die physiologische, als 
auch die psychologische Ebene der Emotionsmessung abzudecken. 
III.2.1 Experiment: Emotionale Vermessung visueller Stimuli 
Das mixed within-between Experiment wurde in zwei Phasen durchgeführt. Die erste Phase 
fand vom 24.11.2009 bis 26.11.2009 und vom 30.11.2009 bis 01.12.2009 in einem 
Seminarraum der Wirtschaftsuniversität Wien statt. Dort wurde eine Tachistoskopstudie 
durchgeführt. Diese nahm ungefähr eine viertel Stunde pro Person in Anspruch. Die zweite 
Phase fand vom 02.12.2009 bis 04.12.2009 sowie am 10.12.2009 und 11.12.2009 im Labor der 
CURE6, dem Center for Usability Research & Engineering statt. Von jedem Probanden wurden 
                                                        
6 http://www.cure.at/ 
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während der Betrachtung von Bildern gleichzeitig biometrische Messungen (Zygomaticus 
Major, Corrugator Supercilii und Elektrodermale Aktivität) sowie eine Eyetrackingstudie 
(Blickregistrierung und Pupillengröße) aufgezeichnet. Zum Ende jeder Aufzeichnung bewertet 
jeder Teilnehmer alle gesehenen Bilder mittels SAM in einem Online-Fragebogen. 
 
Die zweite Phase konnte in circa 30 Minuten durchgeführt werden. Für jede Testperson wurde 
ein Set von 14 Bildern zusammengestellt, das aus je zwei Originalbildern sowie aus je zwei 
Bildern der sechs Veränderungen bestand. Die Reihenfolge der Vorgabe je Set war wie folgt: 
Original, erhöhte Helligkeit, verringerte Helligkeit, erhöhte Sättigung, vertikale Spiegelung, 
Unschärfe und wurde zweimal hintereinander durchlaufen. Jedes Set wurde derart 
zusammengestellt, dass kein Bild zweimal gezeigt wurde, weder in seiner Originalform, noch 
in einer der sechs Veränderungen, so dass ein Lerneffekt vermieden werden konnte. 
 
Vor Beginn der zweiten Phase des Experimentes wurde an alle Teilnehmer ein Email versandt, 
das nochmal über etwaige Irrtümer und Fragen bezüglich der Messungen aufklärt und wichtige 
Hinweise enthielt, die zu beachten waren (siehe Anhang B). 
Für die zweite Phase des Experimentes stand das Usability und User Experience Labor der 
Usecon/CURE zur Verfügung. Die Probanden nahmen einzeln im Testraum Platz und wurden 
zuerst über den Ablauf und die vorgenommenen Messungen informiert. Danach wurden alle 
Elektroden für die biometrischen Messungen angebracht und die Testperson nahm die für das 
Experiment und für sie optimale und bequeme Sitzposition vor dem Computerbildschirm ein. 
Vom Überwachungsraum aus überprüfte der Experimentleiter, ob die Elektroden richtig sitzen 
und ob beim Lachen oder Stirnrunzeln der Testperson die Elektroden Daten aufnehmen. 
Außerdem wurde das Eyetrackinggerät kalibriert.  
Da Emotionen zeitlich begrenzt sind, somit einen Anfang und ein Ende haben, und die Person 
sich vorher in einem neutralen oder in einem anderen Zustand befindet (Schmidt-Atzert, 1996), 
wurde zu Beginn des Experiments eine Baseline aufgenommen, die den neutralen Ruhezustand 
der Person wiederspiegeln soll.  
Danach wurde die Präsentation der visuellen Stimuli gestartet. Aufrgund der zeitlichen 
Begrenztheit einer Emotion und damit das Auge nicht ermüdet oder überfordert wird, wurden 
die Bilder nicht direkt nacheinander gezeigt. Alternierend mit einem sechs Sekunden weißen 
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Bildschirm wurden die Bilder für 12 Sekunden dargestellt. Jede Präsentation startete und endete 
mit einem weißen Bildschirm für jeweils sechs Sekunden. Die Darbeitung der Bilder ist an 
Studien mit vergleichbarem Versuchsaufbau (Bradley & Lang, 1994; Lang, Greenwald, 
Bradley & Hamm, 1993; Larsen, Norris & Cacioppo, 2003) angelehnt. Anschließend wurden 
die Testpersonen von den Elektroden befreit und bewerteten alle betrachteten Bilder mittels 
SAM. Abbildung 45 zeigt dieses Vorgehen in der Phase 2 des Experiments. 
 
Abbildung 45: Ablauf Laborexperiment (Phase 2) 
108  Kapitel III. Methode 
 
 Tachistoskopstudie 
Im Vorfeld der Studie wurde ein Pretest mit mehreren Personen durchgeführt, um die beste 
Darstellungszeit sowie den optimalen Sitzplatz der Teilnehmer und die ideale Platzierung des 
Tachistoskopes herauszufinden. Mehrer Platzierungsmöglichkeiten für den Sitzplatz der 
Teilnehmer, wie auch für das Tachistoskop wurden geprüft, bis das projezierte Bild optimal im 
Sichtfeld des Betrachters lag, so dass dieser ohne zusätzlichen Aufwand (z.B. Kopfdrehen) das 
Bild wahrnehmen konnte. Gleichermaßen wurde die Darstellungszeit des Tachistoskopes 
getestet, indem jeder Person unterschiedliche Bilder unterschiedlich kurz gezeigt wurden. 
Bedingung für die ideale Dauer der Darbietung war, dass der Inhalt des Bildes nicht erkannt 
werden sollte, Farben und Kontraste jedoch sollten wahrgenommen werden. Bei einer zu kurzen 
Darbeitungszeit wird nur noch ein weißer Fleck identifiziert.  
 
Abbildung 46: Ablauf Tachistoskopstudie (Phase 1) 
Der Pretest brachte folgenden Versuchsaufbau und Ablauf (siehe Abbildung 46). Ungefähr in 
der Mitte des Raumes befand sich ein kleiner Tisch mit einem Sitzplatz für den Probanden 
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(Abstand zur Leinwand circa 2,30 m). Dahinter stand das Tachistoskop mit circa vier Meter 
Abstand zur Leinwand. Die Leinwand hat eine Größe von 1,80 m x 1,90 m (Abbildung 47). 
Das auf die Leinwand projezierte Bild nahm in der Breite fast die komplette Größe der 
Leinwand ein. Der Proband konnte von seinem Sitzplatz aus ohne Kopf- oder Körperdrehungen 
das komplette Bild wahrnehmen. Nach einer kurzen Erläuterung über Ablauf und Messung 
wurde der Raum abgedunkelt. Einzige Lichtquelle war eine kleine Lampe im hinteren rechten 
Eck des Raumes, damit keine ungewohnte, beängstigende Atmosphäre herrschte. Die 
Wahrnehmung der projezierten Bilder wurde dadurch nicht beeinflusst. Somit konnten die 
Bilder perfekt wahrgenommen werden und die Testperson konnte sich nur auf das Betrachten 
der Bilder konzentrieren ohne von anderen Gegenständen im Raum abgelenkt zu werden. 
Jeder Testperson wurde ein eigens zusammengestelltes Set von jeweils 14 Bildern gezeigt, 
wobei jedes Bild mittels Tachistoskop für nur 0,003 Sekunden dargeboten wurde. Unmittelbar 
nach der Darbietung jedes einzelnen Bildes wurde die Testperson aufgefordert über ihre 
spontanen Eindrücke zu berichten. Die folgenden Fragen, die jeder Proband vor sich liegen 
hatte, sollten hierbei als Hilfestellung dienen: 
1. Welche spontanen gefühlshaften Eindrücke/ Emotionen hat das Bild bei Ihnen 
ausgelöst? 
2. Welche spontanen Assoziationen verbinden Sie mit dem Bild? 
3. Sind Ihnen Farben, Gegenstände oder Objekte besonders aufgefallen? 
 
Alle Äußerungen und Bemerkungen während der Präsentation wurden mit einem Diktiergerät 
aufgenommen, damit sie im Nachhinein transkribiert und analysiert werden konnten. 
 
Abbildung 47: Versuchsaufbau Tachistoskopstudie 
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 Eyetrackingstudie 
Zur Erhebung der Augenbewegungen der Testpersonen während der Betrachtung eines Bildes 
wurde ein eigenständiges Eyetrackinggerät, das Tobii x50 verwendet. Das Tobii x50 ist nicht 
in einem Bildschirm integriert, sondern stand unterhalb des Bildschirmes mit einem Abstand 
von circa 60 cm zur Testperson und in einem Winkel von +/- 35 Grad vom Stimulus zum 
Betrachter (Abbildung 48).  
 
Abbildung 48: (a) Eyetrackinggerät Tobii x50 (b) Aufbau des Eyetrackinggerätes Tobii x50 
Mittels des Softwareprogrammes Tobii Studio konnte die Hardware konfiguriert und kalibriert 
werden. Zusätzlich konnten für die Analyse der erhobenen Daten unterschiedliche 
Auswertungs- und Visualisierungsverfahren angewandt werden.  
Für die vorliegende Studie wurden jedoch nur Heatmaps und Gazeplots pro Proband je Bild 
direkt über das Programm erstellt. Basis weiterer Analysen in Auswertungsprogrammen wie R 
oder SPSS war eine exportierte Textdatei pro Bild und pro Proband, die pro Sekunde 50 
Messwerte enhält. 
 Messung biometrischer Daten 
Die Aufzeichnung der biometrischen Daten erfolgte mit der FlexComp Infiniti Hardware. 
Verschiedene physiologische Parameter, wie Muskelaktivität und Hautleitfähigkeit, können 
registriert und aufgezeichnet werden. Mittels der Software werden die ankommenden 
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elektrischen Signale ausgelesen und in Datenkurven umgewandelt, welche dann auf dem 
Monitor wiedergegeben werden (siehe Abbildung 49).  
 
Abbildung 49: Versuchsaufbau biometrische Messung und Eyetracking 
In diesem Experiment wurde die FlexComp Infiniti Hardware dazu verwendet, die 
Hautleitfähigkeit und die Muskelaktivität des Zygomaticus Major und des Corrugator Supercilii 
aufzuzeichnen. Dazu wurden zum einen zwei Elektroden am mittleren Fingergelenk des Zeige- 
und Ringfingers der nicht dominanten Hand befestigt (genaue Beschreibung siehe Kapitel 
II.1.3.4). Für eine bessere Leitfähigkeit wurde auf die Elektroden Gleitgel aufgetragen. Zum 
anderen wurden jeweils drei Elektroden mit Hilfe eines Klebepads zwischen den Augebrauen 
und auf der Wange angebracht (genaue Beschreibung siehe Kapitel II.1.3.3). 
Einige wenige Auswertungen können direkt im mittgelieferten Programm ausgeführt werden. 
Jedoch als Basis für weitere Analysen dieser Arbeit diente eine exportierte Textdatei je 
Proband, die pro gemessene Sekunde 256 Messwerte enthält. 
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 Nonverbale Messung mittels SAM 
Zusätzlich zur Aufzeichnung der Augenbewegung und der biometrischen Daten, bewerteten 
die Probanden am Ende der zweiten Phase alle von ihnen gesehenen Bilder anhand der 
Pleasure- und Arousalskala des SAM (siehe Kapitel II.1.3.1). Der Fragebogen wurde online 
umgesetzt, so dass die Bewertung direkt im Anschluss an die biometrischen Messungen und 
der Eyetrackingstudie noch vor Ort ausgefüllt werden konnte. Die einzelnen Bilder wurden 
möglichst groß im oberen Teil des Bildschirms abgebildet, direkt darunter befand sich die 
Ratingskala, so dass alles übersichtlich auf einer Bildschirmseite zu sehen war und nicht 
gescrollt werden musste (Abbildung 50). Ein Zeitlimit für diesen Fragebogen war nicht gegeben. 
 
 
Abbildung 50: Beispiel SAM-Messung – Online-Fragebogen 
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III.2.2 Kategorisierung der emotionalen Wörter der Tachistoskopstudie 
In der Tachistoskopstudie der Phase 1 wurden die Probanden aufgefordert ihre Gefühle und 
Emotionen zu den dargebotenen Bildern in ihren eigenen Worten zu beschreiben. Der Geneva 
Affect Label Coder wurde in einem ersten Schritt dazu verwendet die genannten Begriffe zu 
reduzieren. Damit diese Wörter in weiterer Folge für quantitative statistische Analysen 
verwendet werden können, wurden die frei genannten Wörter in eine begrenzte Anzahl von 
Emotionskategorien eingeordnet (siehe Abbildung 51). 
In einem ersten Schritt kategorisierten sechs Personen unabhängig voneinander die 
vorgegebenen Wörter in die Kategorien positiv, negativ und neutral. Zusätzlich wurde eine 
weitere Sorting Studie durchgeführt, die als Grundlage die neun Kategorien des Circumplex 
Modells hatte. 
 
Abbildung 51: Ablauf Kategorisierung 
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 Geneva Affect Label Coder 
Aus der Tachistoskopstudie der Experiment-Phase 1 gehen 186 emotionale Wörter hervor, die 
im Weiteren kategorisiert werden sollen. Diese Begriffe wurden mit dem Geneva Affect Label 
Coder (GALC) von Scherer (2005) bearbeitet und reduziert. GALC kategorisiert Wörter 
anhand ihrer Wortstämme und ihrer Synonyme in 36 emotionale, affektive Gruppen. Alle 
Gruppen und Synonyme basieren auf dem Thesauri für Englisch, Französisch und Deutsch. 
Die 186 genannten Wörter wurden in ein Excel File eingetragen, das Makro analysiert die 
Wörter anhand ihrer Wortstämme sowie deren Synonyme und gibt zu den Wörtern ein oder 
zwei emotionale Kategorien aus. Zwei Kategorien treten auf, wenn der Wortstamm zu zwei 
emotionalen Kategorien passt. Dabei treten oft Fehler auf, die durch ein nochmaliges 
Durchschauen des Ergebnisses eliminiert wurden. 
 Sorting 
Die durch GALC reduzierten Begriffe werden in zwei weiteren Sorting Studien kategorisiert. 
Das Sorting ist ein einfacher und innovativer Weg Ähnlichkeitsdaten zu erheben. Dabei gibt es 
zwei unterschiedliche Methoden. Beim Open Card Sorting können die Probanden die Anzahl 
der Gruppen sowie deren Benennung frei wählen. Im Gegensatz dazu ist beim Closed Card 
Sorting eine feste Anzahl an Gruppen vorgegeben (Coxon, 1999). 
Die beiden Sorting Studien dieser Arbeit sind geschlossen. Den Teilnehmern wird eine fixe 
Anzahl an Kategorien mit festgelegten Benennungen vorgegeben. Jedes Bild kann genau einer 
Gruppe zugeordnet werden. In der ersten Studie ordneten die Teilnehmer die Begriffe in die 
emotionalen Kategorien positiv, negativ und neutral. Dabei wird die Paper & Pencil Version 
des Card Sortings verwendet. 
Mit Hilfe des online Tools Websort konnte in der zweiten Sorting Studie das zeitaufwändige 
und komplizierte Hantieren mit der Zuordnung auf Papier vermieden werden. Die 
vorgegebenen Kategorien wurden mit den Adjektiven des Circumplex Modells (siehe II.1.2.1) 
beschrieben. Insgesamt standen neun Gruppen zur Kategorisierung der Bilder zur Verfügung. 
Durch Drag & Drop konnten die Wörter den Kategorien zugeordnet werden (siehe Abbildung 
52). 
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Abbildung 52: online Sorting Tool – Websort 
III.2.3 Wiederholungsmessung: Online-Fragebogen SAM 
Aufgrund des kleinen Samples des Experiments wurden die ausgewählten Bilder der IAPS und 
deren Veränderungen in einer weiteren Studie mittels dem SAM vermessen. In der Zeit vom 
21.10.2011 bis 31.11.2011 wurden ausschließlich europäische Bürger befragt. 
Zusätzlich zur Vermessung der Bilder durch das SAM werden in diesem Online-Fragebogen 
zuvor das momentane Befinden sowie das Self-Concept abgefragt. Nach den Bildbewertungen 
folgt ein Test auf Farbfehlsichtigkeit durch die Ishihara Farbtafeln (siehe Kapitel II.3.2.1) sowie 
die Abfrage der Lernstile und der Demographie. Tabelle 9 fasst die Konstrukte und Items des 
Online-Fragebogens zusammen. Zur Auswertung werden in dieser Arbeit allerdings nur die 
Bildbewertungen, die Ishihara Farbtafeln und die Demographie verwendet. 
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Tabelle 9: Fragebogenkonstrukte 
Konstrukt Item Referenz 
Momentanes Befinden Wie fühlen Sie sich momentan? Bitte bewerten Sie anhand der 
folgenden Skalen welches Gefühl Sie gerade haben bzw. in welcher 
Stimmung Sie sich gerade befinden. Bitte beachten Sie, dass Ihre 
Beurteilung Ihre unmittelbare Empfindung widerspiegeln soll, nicht 
mehr und nicht weniger. 
Lang, 1980 
Self-Concept Auf einer Skala von emotional bis rational. Wie bewerten Sie sich? Ich 
bin eine ... Person. 
Ring & Schneider, 
2012 
Bildbewertungen Sie sehen nun unterschiedliche Bilder. Bitte bewerten Sie anhand der 
folgenden Skalen, welches unmittelbare Gefühl bzw. welche 
unmittelbare Stimmung das jeweilige Bild während der Betrachtung 
bei Ihnen auslöst. 
Lang, 1980 
Farbfehlsichtigkeit Welche Zahl erkennen Sie auf dem oberen Bild? Ishihara, 1960 
Lernstil Bitte geben Sie Ihre Lösungsstrategie für das jeweilige Problem 
bekannt. Entscheiden Sie sich bitte jeweils für die Alternative, die Sie 
am ehesten anwenden würden. 
Fleming, 2001 
Demographie Geschlecht, Alter, Herkunftsland, Wohnsitz, Beruf, 
höchstabgeschlossene Ausbildung 
 
III.2.4 Erhebung der Farbdaten 
Zur Untersuchung der Farbeigenschaften werden in dieser Arbeit zwei unterschiedliche 
Farbräume herangezogen. Im RGB-Farbraum dienen Histogramme zur Generierung der R-, G-
, B-Werte pro Bild. Aus dem RGB-Farbraum wird das Bild in den HSL-Farbraum transformiert 
und die H-, S-, und L-Werte eines Bildes extrahiert. 
 Farbdaten im RGB-Farbraum 
Für jedes Bild wird ein Histogramm erstellt, das die Häufigkeitsverteilung der RGB-Werte im 
Bild angibt (siehe Kapitel II.3.2 und Abbildung 53). Die RGB-Werte verteilen sich über dem 
Intensitätslevel von 0 bis 255. Aus diesen Häufigkeitsverteilungen wird pro Bild der Median 
für jeden Farbkanal berechnet. Ein niedriger Median zeigt, dass die Mehrheit der Pixel in 
diesem speziellen Farbkanal dunkel ist. Ein hoher Median ist charakterisierend für Bilder die 
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hauptsächlich rot, grün und blau sind. Daraus folgt, dass ein hoher Median eine hohe Sättigung 
von jeweils Rot, Grün oder Blau anzeigt.  
 
Abbildung 53: RGB-Histogramme mit R-, G-, B-Medianen und Gini-Koeffizient für das Bild 5210 
(ImageJ) 
Zusätzlich wird aus dem kumulierten Histogramm, das sich aus den drei einzelnen RGB-
Histogrammen zusammensetzt, der Kontrast errechnet. Für jedes Intensitätslevel von 0 bis 255 
werden die Häufigkeiten aus den R-, G- und B-Farbkanälen addiert und durch 3 dividiert. Der 
Kontrast des Bildes wird durch den Gini-Koeffizienten dargestellt. Der Gini-Koeffizient ist eine 
Messmethode, um die ungleiche oder gleiche Verteilung von Datenreihen zu analysieren. 
Hauptsächlich wird dieser Koeffizient in der Volkswirtschaft verwendet, um 
Vermögensunterschiede oder Einkommen zu bewerten. Dennoch wurde dieses Verfahren auch 
in vielen anderen Disziplinen angewandt (z.B. Saisonalität im Tourismus). Der Gini kann Werte 
von 0 bis 1 annehmen, wobei 0 ein totales Gleichgewicht und 1 ein totales Ungleichgewicht 
bedeutet. Um den Gini-Koeffizient zu berechnen wird das R Packet „reldist“ (Handcock, 2013) 
verwendet. In dieser Arbeit dient der Gini-Koeffizient der Zusammenfassung der Verteilung 
von Pixel von 0 (schwarz) bis 255 (weiß). Nach der herkömmlichen Interpretation des Gini-
Koeffizienten, zeigen Werte nahe 0 meist eine Gleichgewichtsverteilung der Pixel über dem 
Level von schwarz zu weiß an. Das bedeutet, dass das Bild mit einem geringen Kontrast 
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ausgestattet ist. Werte nahe 1 hingegen zeigen eine ungleiche Verteilung und deshalb auch 
einen hohen Kontrast. 
Als Ergebnis lassen sich die vier Messungen je Bild aus den Informationen des Histogramms 
zusammenfassen: Gini-Koeffizient, Median des roten Kanals, Median des grünen Kanals und 
Median des blauen Kanals. 
 Farbdaten im HSL-Farbraum 
Für die Erhebung der HSL-Daten eines Bildes, wird das Bild in einem ersten Schritt mittels der 
Formel 2 (siehe Kapitel II.3.2.2) vom RGB-Farbraum in den HSL-Farbraum überführt. Die S- 
und L-Werte bewegen sich in einem Bereich zwischen 0 und 100 und geben in Prozent an, wie 
gesättigt bzw. wie hell dieser Pixel ist. Die H-Werte reichen von 0 bis 360 und geben durch 
eine Gradzahl an um welche Farbe es sich handelt (siehe Abbildung 28). Um die Eigenschaften 
eines Bildes mit möglichst wenigen Variablen zu beschreiben, ist an dieser Stelle eine 
Reduktion der Daten notwendig. 
Die extrahierten H-Werte werden zu sechs Kategorien zusammengefasst (siehe Tabelle 10). 
Angegeben werden in diesen Kategorien die Häufigkeiten des Auftretens der Farbkategorie im 
Bild. Aus allen S- und L-Werten wird für jedes Bild ein Median berechnet. 
Tabelle 10: Wertebereich der H(ue) Kategorien 
Kategorie Wertebereich 
Gelb 31 – 90 
Grün 91 – 150 
Cyan 151 – 201 
Blau 211 – 270 
Magenta 271 – 330 
Rot 331 – 30 
 
Somit werden die Farbeigenschaften eines Bildes im HSL-Farbraum durch acht Variablen 
repräsentiert: Hrot, Hgelb, Hgrün, Hcyan, Hblau, Hmagenta, Smedian und Lmedian. 
 
 Kapitel IV 
 
 
 
 
 
 
IV. ANALYSE 
 
 
Die Analyse der Daten erfordert eine vorherige Datenreduktion, die in diesem Kapitel erläutert 
wird. Zudem die verwendeten Analysemethoden zur Untersuchung der Ähnlichkeiten und 
Zusammenhänge beschrieben.  
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IV.1 Datenreduktion 
Die biometrischen Daten, die Eyetracking Daten und die Pupillendaten wurden während des 
Experiments als Zeitreihen gemessen. Somit liegen für jede Variable pro Bild mehrere Daten 
vor, die für die weitere Analyse zuerst geeignet aufbereitet werden müssen.  
IV.1.1 Aufbereitung der biometrischen Daten 
Im Experiment wurden von jeder Person Daten vom Zygomaticus Major, vom Corrugator 
Supercilii und von der Hautleitfähigkeit aufgenommen. Zu Beginn wurde jeweils eine 3-
minütige Baseline gemessen, die den Normalzustand jeder Person wiederspiegelt, danach 
folgen jeweils abwechselnd Messungen über sechs Sekunden Black Screen sowie 12 Sekunden 
Bild. Pro Sekunde wurde 256 mal gemessen. Somit liegen pro Person für die Baseline 46.080 
gemessene Datenpunkte vor, 1.536 Datenpunkte für den Black Screen und für jedes Bild 3.072 
Datenpunkte.  
Um diese Daten zu analysieren waren einige Datenaufbereitungsschritte nötig (siehe Abbildung 
54). Der Literatur folgend (Larsen, Norris & Cacioppo, 2003; Van Boxtel, 2001; Ravaja, 2004) 
wurden die Daten der Elektromyographie (Zygomaticus Major und Corrugator Supercilii) mit 
einem Butterworth Filter bearbeitet, um etwaige Muskelzuckungen zu eliminieren. Der 
Butterworthfilter filtert Ausreißer, sogenannte Peaks, aus den Daten heraus und setzt diese 
Werte auf ein vorher bestimmtes Maximum. Dieser Tiefpassfilter wurde mit dem Packet 
„signal“ (Liggers, et al., 2013) in R realisiert und auf eine kritische Frequenz von 0,1 gesetzt. 
Zusätzlich wurden die Werte des Zygomaticus Major in den positiven Wertebereich verschoben. 
Für den Zygomaticus Major, den Corrugator Supercilii sowie für die Elektrodermale Aktivität 
(EDA) wurde im Weiteren für jede Person pro Baseline, Bild und Black Screen jeweils ein 
Mittelwert berechnet. Um die Veränderung von Baseline bzw. Black Screen zum gezeigten Bild 
zu analysieren wurde gemäß Lang et al. (1993) für die beiden Variablen der Elektromyographie 
der Mittelwert der Baseline bzw. des Black Screens vom Mittelwert des gezeigten Bildes 
subtrahiert. 
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Abbildung 54: Vorgehen – Datenreduktion der biometrischen Daten 
Durch die unterschiedliche Bearbeitung der EDA Daten in der Literatur wurden hierfür zwei 
Vorgehen der Datenreduktion angewandt. Zum einen wurde gleich der Elektromyographie der 
Mittelwert der Baseline bzw. des Black Screens vom Mittelwert des gezeigten Bildes 
subtrahiert (Bradley, Miccoli, Escrig & Lang, 2008), zum anderen wurde in Anlehnung an Lang 
et al. (1993) der maximale Wert während der Bilddarbietung ermittelt. 
Zur Standardisierung der Daten wurde mit jeder Variable eine Z-Transformation durchgeführt. 
Werte über 3 und unter -3 wurden als Ausreißer identifiziert und im Folgenden eliminiert. 
122  Kapitel IV. Analyse 
 
IV.1.2 Aufbereitung der Eyetracking Daten 
Pro Person wurden während der Eyetracking Studie in einer Sekunde 50mal die 
Augenbewegungen aufgezeichnet. Demnach liegen für die 12 Sekunden Bildbetrachtung 
insgesamt 600 Datenpunkte und für die 6 Sekunden Black Screen 300 Datenpunkte vor. Diese 
Daten wurden nach Bildern sortiert und zusammengefügt, so dass für jedes Bild in seiner 
jeweiligen Veränderung die Blickaufzeichnungen von allen Personen, die dieses Bild betrachtet 
haben, in einem File gespeichert wurden. 
Das Softwareprogramm Tobii Studio fasst die häufig fokussierten Bereiche in einem Bild 
zusammen und bildet die Fokuspunkte, die in diesem Bereich liegen auf zwei gemittelte 
Variablen ab. Somit gibt es eine gemittelte X- und eine gemittelte Y-Variable pro Abtastpunkt. 
Mittels dieser Fixationspunkte werden dann pro Bild Voronoi-Diagramme erstellt. Ein 
Voronoi-Diagramm zerlegt anhand der gemittelten Fixationspunkte ein Bild in Regionen. Die 
gemittelten Fixationspunkte bilden dabei das Zentrum der Region. Alle fokussierten Punkte, 
die näher an einem Zentrum einer bestimmten Region liegen, als zu einem anderen Zentrum, 
werden zu dieser Voronoi Region zusammengefasst (Aurenhammer, 1991). 
Ein Voronoi-Diagramm ist eine häufig verwendete Methode zur Analyse in der 
Blickaufzeichnungsforschung (Holmqvist & Nyström, 2011; Hartwig, Schnitzspahn, Kliegel, 
Velichkovsky & Helmert, 2013). Over, Hooge und Erkelens (2006) sehen ein Voronoi-
Diagramm als ein quantitatives Maß der Fixationsdichte an. Je größer die Voronoi Zelle 
(Region), desto weniger oft wurde dieser Bereich fixiert. Je kleiner die Zelle, umso größer ist 
die Fixationsdichte in diesem Bereich (Holmqvist & Nyström, 2011).  
 
Abbildung 55: Gaze-Plot 9940HH und Heat-Map 7175G 
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Vergleichbar ist das Voronoi-Diagramm mit einem Gaze-Plot bzw. einer Heat-Map (siehe 
Abbildung 55), die die Fixationsdichte durch die Größe der Kreise bzw. die Farbe darstellen. 
Allerdings können diese beiden Analysemethoden nur subjektiv miteinander verglichen werden. 
Das Voronoi-Diagramm ist eine quantitative Analysemethode, die zusätzlich zum visuellen 
Output noch weitere Daten liefert (z.B. Größe der Zellen). 
Die Voronoi-Diagramme wurden mit dem Packet „tripack“ (Renka, Gebhardt, Eglen, Zuyev & 
White, 2013) in R realisiert. Zusätzlich wurden Informationen über die Anzahl der Voronoi 
Zellen pro Bild, die Größe der kleinsten und größten Zelle, der Mittelwert und Median der 
Zellengröße sowie die Anzahl der Zellen kleiner dem Median extrahiert. In der visuellen 
Darstellung wurden Zellen kleiner dem Median rot markiert. Dies sind die Zellen mit der 
höchsten Fixationsdichte. 
IV.1.3 Aufbereitung der Pupillendaten 
Während der Eyetracking Aufzeichnungen im Experiment wurden auch die Pupillendaten jeder 
Person aufgezeichnet. Es liegen demnach Pupillendaten pro Person vor für die 12 Sekunden 
Bildbetrachtung und die sechs Sekunden Betrachtung des Black Screens. In einer Sekunde 
wurde die Pupille 50mal abgetastet. Somit existieren für jedes Bild 600 Datenpunkte und für 
jeden Black Screen 300 Datenpunkte.  
Die Aufbereitung der Pupillendaten benötigte mehrere Schritte (siehe Abbildung 56). In 
Anlehnung an Bradley et al. (2008) wurden die Daten der Bildbetrachtung auf acht Sekunden 
gekürzt, die des Black Screens auf zwei Sekunden. Jeweils zu Beginn und am Ende der 
Betrachtung wurden zwei Sekunden abgezogen. Nachdem wurde ein Mittelwert pro Bild und 
pro Black Screen berechnet. Der Mittelwert des Black Screens vor der jeweiligen 
Bildbetrachtung wurde vom Mittelwert des Bildes subtrahiert. Da es keine Black Screen Phase 
vor dem ersten Bild gab, wird für die erste Bildbetrachtung aus den restlichen Daten der Black 
Screens ein Mittel errechnet. 
Zudem wurden aus den Ausgangsdaten sowohl Minimum, als auch Maximum jedes Bildes 
berechnet und in einem weiteren Schritt der minimale Wert vom maximalen Wert subtrahiert. 
Die anschließende Z-Transformation dient der Standardisierung der beiden Variablen. 
Ausreißer kleiner -3 oder größer 3 werden nachfolgend noch ausgeschlossen. 
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Abbildung 56: Vorgehen - Datenreduktion der Pupillendaten 
IV.2 Analyse der Ähnlichkeiten und Zusammenhänge 
Im Folgenden werden die in dieser Arbeit verwendeten Methoden vorgestellt, die zur 
Untersuchung von Zusammenhängen herangezogen werden können. Die Unterschiede dieser 
Methoden liegen auf der einen Seite in der Anzahl der Variablen, deren Zusammenhang getestet 
werden kann sowie auf der anderen Seite im jeweiligen Skalenniveau der Variablen. 
Zur einfachen Überprüfung der Signifikanz werden der Wilcoxon Test, der Mann-Whitney-U 
Test und der T-Test verwendet. Der Wilcoxon-Test ist ein nichtparametrischer Test, der prüft, 
ob sich die zentrale Tendenz zwischen zwei gepaarten Stichproben signifikant unterscheidet. 
Im Gegensatz dazu testet der Mann-Whitney-U Test den Zusammenhang zwischen zwei nicht 
gepaarten Stichproben. Der T-Test ist ein parametrischer Test, der anhand der Mittelwerte 
zweier Gruppen den Unterschied dieser feststellt. 
Zur Analyse der Ähnlichkeiten werden unterschiedliche multivariate Analysen herangezogen. 
Die Clusteranalyse zählt zu den bekanntesten „Interdependence methods“ der multivariaten 
Analysen (Moutinho, 2000, S. 106). Eine weitere Technik, die zu diesen Methoden gehört ist 
die Korrespondenzanalyse.  
Bevor weiter auf die Analysemethoden eingegangen wird, zeigt  
Tabelle 11 die in dieser Arbeit verwendeten Methoden. 
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Tabelle 11: Verwendete Analysemethoden 
Analysemethode Software 
Wilcoxon Tests, 
SPSS, 
TRN327, 
R 
Mann-Whitney-U Tests, 
T-Tests, 
Korrelationen, 
Varianzanalysen (ANOVA), 
Hierarchisches Clustering 
(Single Linkage), 
Artificial Neural Networks, 
Korrespondenzanalyse, 
Regression 
 
IV.2.1 Varianzanalyse (ANOVA) 
ANOVA steht für „Analysis of Variance“ und ist somit die englische Abkürzung für die 
Varianzanalyse. Ziel dieser Methode ist es, die Wirkung einer (oder mehrerer) unabhängiger 
Merkmale auf eine (oder mehrere) abhängige Merkmale zu untersuchen. Bei diesem 
statistischen Verfahren ist jedoch folgende Prämisse zu beachten: Die unabhängige(n) 
Variable(n) muss (müssen) nominalskaliert sein und die abhängige(n) Variable(n) auf 
metrischem Skalenniveau gemessen werden (Backhaus, Erichson, Plinke & Weiber, 2005). 
Darüber hinaus lassen sich mehrere Typen der Varianzanalyse unterscheiden. Die Anzahl der 
Faktoren – der unabhängigen Variablen – bilden die Basis dieser Differenzierung. Von einer 
einfaktoriellen Varianzanalyse spricht man im Fall von einer abhängigen sowie einer 
unabhängigen Variable. Eine zweifaktorielle Varianzanalyse muss dem entsprechend 
herangezogen werden, wenn die Problemstellung aus einer abhängigen und zwei unabhängigen 
Variablen besteht. Hat man auf der einen Seite mindestens zwei abhängige Variablen sowie 
                                                        
7 TRN32 by J. A. Mazanec © 1997,  http://raptor.mazanec.com:3000/down/trn32 
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eine oder mehrere unabhängige Variablen, spricht man von einer mehrdimensionalen 
Varianzanalyse (Backhaus, Erichson, Plinke & Weiber, 2005). 
IV.2.2 Korrelation 
Aufgabe einer Korrelation ist es, den statistischen Zusammenhang zwischen zwei 
intervallskalierten Variablen aufzuzeigen. Die Frage ob eine Variable durch die andere bedingt 
wird, kann jedoch mit Hilfe einer Korrelation nicht beantwortet werden. Das heißt, dass weder 
eine unabhängige noch eine abhängige Variable bestimmt werden kann (Hatzinger & Nagel, 
2013).  
Der Korrelationskoeffizient ist mit െͳ ൑ ݎ ൑ ͳ normiert. Er drückt die Stärke des linearen 
Zusammenhangs zwischen den zwei Variablen aus. Des Weiteren gibt das Vorzeichen die 
Richtung des Zusammenhangs an. Ein negativer Zusammenhang (ݎ ൏ Ͳ) bedeutet, dass bei 
zunehmenden x-Werten die durchschnittlichen y-Werte abnehmen. Bei einem positiven 
Zusammenhang (ݎ ൐ Ͳ ) verhalten sich x und y-Werte genau in gegengesetzter Richtung 
(Hatzinger & Nagel, 2013). 
Der Rangkorrelationskoeffizient nach Spearman wird herangezogen, wenn man den 
Zusammenhang zwischen zwei ordinal-skalierten Variablen berechnen möchte. Bei diesem 
Verfahren werden zwei Rangreihen miteinander verglichen und statistisch auf ihre 
Übereinstimmung getestet. Genauer gesagt erhält man den Rangkorrelationskoeffizienten nach 
Spearman indem man den Korrelationskoeffizienten nach Pearson aus diesen Rangdaten 
berechnet (Hatzinger & Nagel, 2013). 
IV.2.3 Regressionsanalyse 
Die Regression ist ein statistisches Verfahren, mit Hilfe dessen die Beziehung bzw. 
Abhängigkeit zwischen Variablen untersucht werden kann. Dieser Zusammenhang zwischen 
einer abhängigen Variable und einer oder mehreren unabhängigen Variablen lässt sich durch 
dieses Verfahren quantitativ erklären und beschreiben. Darüber hinaus ist die Prognose von 
unbekannten Werten der abhängigen Variablen ebenfalls möglich (Schroeder, Sjoquist & 
Stephan, 1976). Backhaus et al. (2005) fassen die Fragestellungen, die mittels 
Regressionsanalysen bearbeitet werden können, in drei große Anwendungsbereiche zusammen: 
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 Ursachenanalyse: Wie stark ist der Einfluss der unabhängigen Variable auf die abhängige 
Variable? 
 Wirkungsprognosen: Wie verändert sich die abhängige Variable bei einer Änderung der 
unabhängigen Variablen? 
 Zeitreihenanalyse: Wie verändert sich die abhängige Variable im Zeitablauf und somit unter 
gleichen Bedingungen auch in die Zukunft? 
Des Weiteren unterscheidet man zwischen einfacher, multipler und logistischer Regression. Die 
einfache lineare Regression wird im Folgenden kurz erläutert. Die Aussage „Je höher die 
Kosten für Werbung, desto höher die Absatzmenge eines Produktes“ impliziert, dass die 
Absatzmenge eines Produktes eine Funktion der Summe an Ausgaben für Werbung ist. Dieser 
kausale oder funktionale Zusammenhang wird häufig in Form einer mathematischen Gleichung 
ausgedrückt. Ein perfekter linearer Zusammenhang würde folgendermaßen ausgedrückt werden  
ܻ ൌ ߙ ൅ ߚܺ, 
Formel 8: Linearer Zusammenhang einer Regression 
wobei Y die sogenannte Responsevariable oder abhängige Variable ist, die von einer Variable, 
des Prädiktormerkmals oder der unabhängige oder erklärende Variable X, abhängt. Des 
Weiteren bezeichnen ߙdas konstante Glied und β den Regressionskoeffizienten. Diese zwei 
Parameter bestimmen die Regressionsgerade. Das konstante Glied ߙ gibt den Wert von Y für X 
= 0 an und stellt somit den Schnittpunkt der Regressionsgerade mit der Ordinate dar, wobei der 
Regressionskoeffizient β die Steigung oder Neigung der Geraden angibt. Dieser 
Regressionskoeffizient gibt außerdem an, um wie viele Einheiten sich die abhängige Variable 
Y wahrscheinlich ändert, wenn sich die unabhängige Variable X um eine Einheit erhöht. 
Im oben genannten Beispiel hängt die Absatzmenge, von der Höhe der Ausgaben an Werbung 
ab. In diesem Fall ist die Absatzmenge eines Produktes die abhängige Variable Y, wohingegen 
die Ausgaben an Werbung die Unabhängige X ist.  
Realistischer wäre jedoch das Modell 
ܻ ൌ ߙ ൅ ߚܺ ൅ ߝ, 
Formel 9: Lineares Regressionsmodell mit Fehler 
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das um ߝ  erweitert wird. Eventuelle Residuen oder Modellfehler werden durch dieses 
zusätzliche ߳ ausgedrückt (Backhaus, Erichson, Plinke & Weiber, 2005). 
Der Unterschied zwischen einfacher und multipler Regression liegt darin, dass die multiple 
Regression um mehr als eine unabhängige Variable erweitert wird. Das Konzept sowie die 
Herangehensweise sind fast ident zur einfachen Regression, zusätzliche Prämissen müssen hier 
jedoch beachtet werden. Modellhaft wird die multiple Regression folgendermaßen ausgedrückt 
ܻ ൌ ߙ ൅ ߚଵ ଵܺ ൅ ߚଶܺଶ ൅ ߚଷܺଷ ൅ ڮ൅ ߚ௡ܺ௡ ൅ ߝ 
Formel 10: Multiples Regressionsmodell 
Bei der multiplen Regression muss die abhängigen Variablen ein intervallskaliertes Merkmal 
aufweisen, die unabhängigen Variablen können sowohl intervall- oder nominalskaliert sein 
(Backhaus, Erichson, Plinke & Weiber, 2005). 
Bei einer logistischen Regression „wird die Wahrscheinlichkeit der Zugehörigkeit zu einer 
Gruppe (einer Kategorie der abhängigen Variablen) in Abhängigkeit von einer oder mehrerer 
unabhängiger Variablen bestimmt“ (Backhaus, Erichson, Plinke & Weiber, 2005, S. 10-11). 
Die unabhängigen Variablen können sowohl nominal- als auch metrisch-skaliert sein 
(Backhaus, Erichson, Plinke & Weiber, 2005).  
IV.2.4 Clusteranalyse 
Die Clusteranalyse ist eine Gruppe von multivariaten Techniken, welche Objekte auf 
Grundlage ihrer Charakteristiken gruppiert (Mountinho & Hutcheson, 2011). Die 
Clusteranalyse dient dazu, „eine Menge von Objekten anhand ausgewählter Eigenschaften so 
in Gruppen (Cluster) zu unterteilen, dass ähnliche Objekte in einer Gruppe zusammengefasst 
werden und umgekehrt die Objekte aus unterschiedlichen Gruppen sich möglichst deutlich 
voneinaner unterscheiden“ (Brosius, SPSS 16, 2008). Bei erfolgreichem Clustering ist diese 
Unterscheidung bei einer graphischen Darstellung klar erkennbar: Die Objekte eines Clusters 
liegen nahe beisammen und in großer Entfernung zu Objekten anderer Cluster (Hair, Anderson, 
Tatham & Black, 1998). Die Auswahl des Kriteriums ist abhängig von den betrachteten 
Objekten, weshalb eine sinnvole Definition der Ähnlichkeit für die spezifische Fragestellung 
vor Beginn der Clusteranalyse wesentlich ist. Während für einige Unterscheidungen – wie 
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beispielsweise das Geschlecht – die Zuteilung in Cluster sehr einfach ist, ist bei anderen 
Fragestellungen eine Kombination aus mehreren Merkmalen als Kriterium in Betracht zu 
ziehen (Brosius, 1998). 
Die Clusteranalyse zählt ebenso wie die Faktorenanalyse zu den „Independent 
techniques“ (Mountinho & Hutcheson, 2011). Die Grundlage der Clusteranalyse ist ein 
mehrdimensionales Daten-Set. In einem ersten Schritt muss der Forscher einige grundlegende 
Entscheidungen treffen: Welcher Algorithmus soll zur Datenanalyse verwendet werden, 
welches Verbindungsmaß ist das geeignetste, wie viele Gruppen sollen aus der Analyse 
hervorgehen u.Ä. (Dolnicar, 2002). Gerade die Auswahl des Algorithmus gestaltet sich häufig 
sehr schwierig, da die rund 100 entwickleten Algorithmen häufig verschiedene Ergebnisse 
liefern, weshalb eine parametrischer Vergleich essenziell für ein gutes Ergebnis ist (Edelbrock, 
1979). Anschließend werden die Daten analysiert und die Objekten einzelnen Untergruppen 
zugeordnet. 
Mit der Wahl einer Ähnlichkeitsmessung wird der Clusteringprozess gestartet. Die Ähnlichkeit 
bezieht sich auf den Grad der Korrespondenz der Objekte bezüglich der in der Clusteranalyse 
verwendeten Charakteristiken. Vier verschiedene Ähnlichkeitsmaße werden in der 
Clusteranalyse angewandt. Das bekannteste ist die euklidische Distanz, doch auch die absolute 
euklidische Distanz, welche auf der euklidischen Distanz beruht sowie die City-block-Distanz, 
die die Summer der absoluten Differenz der Variablen zur Berechnung nutzt sowie die 
Mahalanobis Distanz, die die Korrelationen der Variablen begründet indem sie alle Variablen 
gleich gewichtet, können zu ausgezeichneten Ergebnissen führen. Die Wahl der 
Distanzmessung ist abhängig von einigen Eigenschaften der Variablen, wie beispielsweise der 
Korrelation. In vielen Fällen ist es von Nutzen die Clusterlösungen für verschiedene 
Distanzmessung zu testen und zu prüfen welches Ergebnis das sinnvollste ist. 
 
Nach der Berechnung der Ähnlichkeit werden die Cluster gebildet, meist werden einige Cluster-
Möglichkeiten geprüft (Zwei-, Drei-Cluster Lösung,…), um aus diesem Set die beste Lösung 
zu wählen (Mountinho & Hutcheson, 2011). Ein hilfreiches Tool um zu überprüfen welche 
Clusterlösung die Beste ist, bietet TRN. Es gibt verschiedene Herangehensweisen an die 
Erstellung von Clustern. Bei der hierarchischen Methode werden die zwei ähnlichsten 
(nähesten) Objekte, die sich noch nicht in einem Cluster befinden, identifiziert und ihre Cluster 
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kombiniert. Im zweiten Schritt werden jene zusammengefasst, die einander am 
zweitähnlichsten sind usw. Dieser Prozess wird so lange fortgesetzt, bis sich alle Objekte zu 
einem Cluster gehören bzw. bis die vorgegeben Anzahl an Clustern erreicht ist. „Ähnlich einem 
Stammbaum kann dieser Verinigungsprozess graphisch in Form eines Dendogrammes 
zusammengefaßt [sic!] werden“ (Blasius & Georg, 1992). Dieses hierarchische Clustering ist 
eine agglomerierende Methode (Hair, Anderson, Tatham & Black, 1998). Die partitionierende 
Prozeduren, unter welchen vor allem der k-Means und der hill-climbing Algorithmus von 
Bedeutung sind, hingegen beruhen nicht auf einer baumähnlichen Struktur, sondern weisen die 
einzelnen Objekte einer zufällig vorgegebenen Anzahl von Clustern zu (Hair, Anderson, 
Tatham & Black, 1998). „Mit Hilfe eines iterativen Suchprozesses werden die Objekte so lange 
nach einem Optimierungskriterium umgruppiert, bis ein vorgegebenes Abbruchkriterieum (z.B. 
die Clusterinterne Varianz kann nicht weiter reduziert werden) erreicht ist“ (Blasius & Georg, 
1992). Für die Marktsegmentierung wird in erster Linie der k-Means verwendet, welcher die 
Objekte dem nähesten Cluster-Zentrum zuweist nachdem ein zentraler Punkt gewählt wurde. 
Sobald alles Objekte eingeordnet sind, wird auf Basis des Durchschnitts aller Fälle ein neues 
Zentrum errechnet, dem die neuen Fälle wieder zugeordnet werden um die quadrierte 
euklidische Distanz zwischen den Fällen und dem Cluster-Zentrum zu verringern. Der Prozess 
wird fortgesetzt bis der Austausch der Fälle unter einer bestimmten Grenze bleibt (Ganglmair 
& Wooliscroft, 2001). Insbesondere der halbierende k-Means wird als sehr wirkungsvolle 
Clustering-Methode angesehen (Steinbach, Karypis & Kumar, 2000). Da die unterschiedlichen 
Clustering-Methoden auch verschiedene Ergebnisse liefern, ist es wesentlich die Stärken und 
Schwächen der einzelnen Methoden zu kennen. Im wesentlichen beeinflussen folgende fünf 
Faktoren die Leistung der einzelnen Clustering-Methoden am stärksten: die Elemente der 
Clusterstruktur, Ausreißer sowie der benötigte Abdeckungsgrad, der Grad der 
Clusterüberlappungen und die Wahl der Ähnlichkeitsmessung (Aledenderfer & Blashfield, 
1987).  
Ein wesentlicher Vorteil der Clusteranalyse ist, dass sie bei jeder beliebgen Stichprobengöße 
anwendbar ist (Dolnicar, 2002). Ein auftretendes Problem ist jedoch die Tatsache wirklich alle 
Objekte einem passenden Cluster zuzuordnen. In vielen Fällen ist dies auch nicht entscheidend, 
da das Ziel ist, homogene Gruppen zu identifizieren und nicht eine 100-prozentige Abdeckung 
zu erreichen (Edelbrock, 1979). Dies entspricht dem Anspruch der Cluster-Analyse, Objekte zu 
klassifizieren, so dass sie einander möglichst ähnlich sind (Everitt, 1979).  
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 TRN 
Topology Representing Network (TRN) ist ein selbstorganisiertes neurales Netzwerk 
Programm für die Datensegmentierung, welches innerhalb eines vorgegebenen Datensets nach 
homogenen Gruppen sucht (Dolnicar, 2002). Im wesentlichen lernen TRNs den besten 
möglichen Weg, um die empirischen Daten in einem interaktiven Prozess einer, vom Forscher 
ausgewählten, Menge an Clustern zuzuornden (Dolnicar, 2005). TRN wurde bislang im 
Tourismus wenig angewandt (Dolnicar, 2002), genießt aber ein hohes Ansehen, da es stabilere 
Ergebnisse als traditionelle Cluster-Methoden verspricht (Ganglmair & Wooliscroft, 2001). 
 
TRN ist eine nicht-parametrische Methode der Sergmentierung, die auf sensitiver 
Vektorquantisierung beruht, welche vorrangig bei technischen Applikationen genutzt wird 
(Martinetz & Schulten, 1991). TRN nutzt den „Neural Gas“ (NG) Algorithmus, welcher von 
Martinetz und Schulten entwickelt wurde. NG Netzwerke gehen im Wesentlichen aus 
Kohonen-Netzwerken, einem für die Vektorquantisierung vielgenutzten neuralen Netzwerk 
Modell, hervor, welche für den Wechsel der Output-Neuronen in erster Linie das 
Nachbarschaftsprinzip anwenden (Martinetz & Schulten, 1991). Im Gegensatz zu den 
Kohonen-Netzwerken wird jedoch bei NG die Nachbarschaft in jedem Veränderungsschritt 
dem Input entsprechend angepasst, was eine relativ freie Bewegung der Neuronen erlaubt 
(Vascàk, 2009). Im wesentlichen unternimmt TRN folgende Schritte: während des Durchlaufes 
wird eine bestimmte Nummer ausgewählten Prototypen wiederholt mit zufällg aus dem 
Datenset gewählten Vektoren in Kontakt gebracht. Der laut euklidischer Distanz ähnlichste 
Protortyp wird zum „Gewinner“ und darf lernen, das bedeutet er wird in Richtung des Input-
Vektors aktualisiert. Auch die zweit- und drittähnlichsten Prototypen werden der Lernregel 
entsprechend aktualisiert. Die geringe Anziehungskraft, welche ursprünglich zufällig verteilt 
wurden und als Startkoordinaten dienten, werden so adaptiert, dass das System lernt, seine 
Struktur dem Verteilungsmuster der Inputdaten entsprechend anzupassen. Diese Aktualisierung 
folgt den Regeln des Lernens und jeder Prototyp lernt die Verantwortung für ein homogenes 
Datenset zu übernehmen (Ganglmair & Wooliscroft, 2001). Der Neural Gas Algorithmus wurde 
im Vergleich mit k-Means Clustering und Kohonen‘s Self Organizing Maps (SOM) getestet 
und zeigte beim Co-Update der angrenzenden Prototypen eine Optimierung der expliziten 
Kostenfunktion. Wichtig ist anzumerken, dass sowohl SOM, als auch TRN keine getrennte 
Partitionierung von Marken und Konsumenten vornimmt, sondern die Marken so gruppiert, wie 
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sie vom Konsumenten wahrgenommen werden (Dolnicar, Grabler & Mazanec, 1999). Im 
Gegensatz zum SOM und SOMnia Programm ist die Nachbarschaftsstruktur des 
Prototypensystems jedoch nicht vorherbestimmt, sondern wird während des Netzwerktrainings 
erlernt. Insgesamt zeigt sich, dass TRN k-Means und SOM in seiner Leistung übertrifft 
(Ganglmair & Wooliscroft, 2001; Dolnicar, 2005). 
 
TRN 32, eine eigenständige Visual Pascal Version, ist eine Weiterentwicklung des 
herkömmlichen Programms, das um zusätzliche Features für die Initialisierung und Berechnung 
von statistischen Nachbarschaften oder Sammon Projektionen erweitert wurde. Die erweiterte 
Beta-Version von 2008 bietet durch die Möglichkeit bis zu 30.000 Fälle, 100 Variablen und 30 
Klassen abzuwickeln zusätzliche Funktionalität. Der weighted Simple Structure Index (wSSI) 
unterstützt die Auswahl der Nummer von Klassen und durch die Erweiterung werden der 
Koeffizient der Ähnlichkeitsvergleiche und Kreuztabellen der Klassen werden für jedes Paar 
der vom Nutzer nachgefragten Marken bereitgestellt (Mazanec, 2009). 
IV.2.5 Korrespondenzanalyse 
Die Korrespondenzanalyse ist eine explorative und multivariate Datenanalyse ähnlich der 
Faktoranalyse und der Mulitdimensionalen Skalierung. Sie kann ergänzend zu anderen 
Verfahren angewandt werden (Clausen, 1998; Blasius & Georg, 1992). 
Die Korrespondenzanalyse ist eine Besonderheit der „canonical correlation analysis“. Ihre 
Aufgabe ist es, eine komplexe Datenmatrix in eine einfachere umzuwandeln, ohne dass dabei 
wichtige Informationen verloren gehen (Clausen, 1998). Sie wird daher häufig zur 
Strukturierung normalverteilter Daten verwendet (Blasius & Georg, 1992).  
Es können zwei Arten von Analysen unterschieden werden: Die einfache und die multiple 
Korrespondenzanalyse. Für die einfache Korrespondenzanalyse werden die Eingabedaten in 
Kontingenztabellen aufbereitet, das heißt die zu beschreibende Variable wird in Bezug zu 
mehreren beschreibenden Variablen gesetzt. Im Unterschied dazu ist für die multiple 
Korrespondenzanalyse entweder eine Indikator-Matrix oder eine Burt-Matrix notwendig. „Die 
Burt-Matrix ist die zeilen- und spaltenweise zusammengesetzte Matrix aller Kontingenztabellen 
aller beteiligter Variablen“ (Blasisus, 2001).  
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Zu beachten ist hierbei, dass die Eigenwerte, also die Trägheitsgewichte der Varianzen 
(Blasisus, 2001), bei der multiplen Variante händisch errechnet werden müssen (Blasius & 
Georg, 1992). Ziel der Korrespondenz-Analyse ist es, eine Beziehung zwischen Spalten und 
Zeilen in einer zweidimensionalen Grafik darzustellen (Moutinho & Hutcheson, 2011; Clausen, 
1998). 
Die Daten beruhen auf Bewertungen eines Objektes hinsichtlich vorgegebener Attribute. Das 
Datenniveau kann sehr vielfältig sehr. Es können Häufigkeiten, Prozentwerte, Reihungen wie 
auch heterogene Datensets verwendet werden (Moutinho & Hutcheson, 2011). Ebenfalls 
möglich ist dichotomes Datenmaterial, welches über die An- und Abwesenheit eines 
Merkmales Auskunft gibt (Roth, 2011). Ausgangpunkt für jegliche Analysen ist eine 
zweidimensionale Kontingenztabelle (Moutinho & Hutcheson, 2011).  
Mittels einer Chi² Analyse (Greenacre, 1993) wird als Erstes überprüft, ob die Daten in 
ausreichendem Maße variieren und somit eine weitere Analyse sinnvoll ist (Blasius & Georg, 
1992). Wird eine Analyse für zielführend erachtet, folgt eine Dimensionsreduktion, wobei die 
Anzahl der Dimension sich meist aus der Anzahl der kleinsten Kategorie minus eins ergibt 
(Clausen, 1998). Bei dieser Reduktion kann somit nicht mehr das gesamte Modell erklärt 
werden, da jede Dimension nur einen gewissen Prozentsatz der totalen Inertia beschreibt 
(Clausen, 1998). Inertia steht für ein Distanzmaß, welches die Unähnlichkeit der Zeilen (oder 
Spalten) zu der Durchschnittszeile (oder Durchschnittspalte) angibt (Roth, 2011). Daher ist es 
wichtig, den Prozentsatz der Gesamtinertia welcher von der ersten bzw. von der zweiten Achse/ 
Dimension in einem Koordinatensystem erklärt wird, zu wissen, sofern das Modell in einem 
zweidimensionalen Raum dargestellt werden soll. Die erste Achse vermittelt mehr 
Informationen über die Ähnlichkeiten der Merkmale als die zweite und deren folgenden (Roth, 
2011). Hervorzuheben ist, dass im Unterschied zur Clusteranalyse, der Anwender keinen 
Einfluss auf den Projektionsraum nehmen kann (Blasius & Georg, 1992). 
In der graphischen Darstellung werden nicht nur die Objekte, sondern auch die Ausprägungen 
der Attribute dargestellt. Die Darstellung zeigt eine Punktewolke in einem Koordinatensystem 
(Moutinho & Hutcheson, 2011). Jene Objekte und Attribute, welche gleiche Verteilungen 
aufweisen, liegen eng beieinander während Kategorien mit unterschiedlichen Verteilungen 
große Zwischenräume aufweisen (Clausen, 1998). Es ist jedoch nicht möglich, die 
Zwischenräume zwischen den einzelnen Zeilen- und Spalten-Merkmalen in der Grafik als 
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Distanz zu interpretieren. Es ist lediglich möglich, den Winkel der einzelnen Punkte zum 
Achsenkreuz zu interpretieren (Blasius & Georg, 1992). Datensätze, welche sich stark von den 
anderen unterscheiden, werden als Ausreißer bezeichnet. Mit modernen Korrespondenzanalyse 
Programmen ist es möglich, die verändernde Wirkung der Ausreißer auszugleichen, so dass die 
Daten im Datensatz belassen werden können, ohne die Ergebnisse zu verfälschen (Roth, 2011).  
Wie bereits angesprochen ähnelt die Korrespondenzanalyse der Faktorenanalyse in vielen 
Belangen, jedoch unterscheiden sich die beiden Analysen in einigen wesentlichen Punkten. Die 
Korrespondenzanalyse kann auch mit Daten mit nominalem Datenniveau erstellt werden, 
wohingegen die Faktorenanalyse ein metrisches Datenniveau verlangt. Da bei der 
Korrespondenzanalyse die Bewertung der Objekte auf Basis vorgegebener Attribute erfolgt, im 
Gegensatz zur MDS, in der die Objekte einander gegenübergestellt werden, ist die 
Interpretation der Korrespondenzanalyse auf den Wahrnehmungsraum beschränkt. 
Der Wissenschaftler H. O. Hartley publizierte im Jahr 1935 ein Paper, welches zum Thema die 
Korrelation von Reihen und Spalten in einer Kontingenztabelle hatte. In den 40er und 50er 
Jahren kam es zu einer weiten Entwicklung unter Guttman. In den 60er Jahren trug der Franzose 
Benzérie entscheiden zur Entwicklung bei. Dies mag erklären, warum die 
Korrespondenzanalyse in der englischsprachigen Literatur weniger vertreten ist (Greenacre, 
1984).  
 Kapitel V 
 
 
 
 
 
V. ERGEBNISSE 
 
 
Das Kapitel 5 beschreibt die Stichproben der Untersuchungen, erläutert die Ergebnisse der 
verschiedenen Emotionsmessungen auf der psychologischen und physiologischen Ebene und 
vergleicht unterschiedlichen Valenz- und Arousalmessungen miteinander. Außerdem wird das 
Annotationstool PiXem beschrieben sowie der Einsatz von Bildern im Marketing und die 
Verwendung von Emotionen im Image Retrieval erläutert. 
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V.1 Beschreibung der Stichproben 
Am Experiment nahmen insgesamt nahmen 42 Probanden teil, davon waren 22 weiblich, 20 
männlich und zwischen 19 und 47 Jahren alt. Ungefähr 60% (genau 59,52%) waren zwischen 
23 und 27 Jahren alt (siehe Abbildung 57) und das Durchschnittsalter beträgt 26 Jahre. 
 
 
Abbildung 57: Demografische Verteilung beim Experiment 
An der Online-Studie nahmen insgesamt 385 Personen teil. Davon waren 263 weiblich und 122 
männlich. Der größte Anteil der Teilnehmer (68%) ist zwischen 21 und 30 Jahren alt (siehe 
Abbildung 58). Wie in Abbildung 59 ersichtlich, sind 65% der Befragten Studenten und 25% 
Angestellte. 65% haben eine abgeschlossene Matura und 33% ein abgeschlossenes Studium. 
Die meisten Probanden haben eine österreichische Staatsbürgerschaft (84,2%). Es handelt sich 
somit bei dieser Studie um ein Convenience Sample. 
19 20 21 22 23 24 25 26 27 28 29 30 31 47
weiblich 2 1 2 0 5 2 3 2 2 2 0 1 0 0
männlich 0 0 1 1 4 1 2 1 3 0 2 3 1 1
gesamt 2 1 3 1 9 3 5 3 5 2 2 4 1 1
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Abbildung 58: Demografische Verteilung der Online-Studie 
 
 
Abbildung 59: Beruf und Bildung der Teilnehmer an der Online-Studie 
Die Auswertung der Daten erfolgt auf den zwei untersuchten Ebenen der Emotionsmessung. 
Danach folgen die Auswertungen auf der physiologischen Ebene, die durch die biometrischen 
Daten, die Eyetracking Daten sowie durch die Daten der Pupille abgedeckt werden. 
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V.2 Ergebnisse auf der emotionalen psychologischen Ebene 
Beginnend mit der qualitativen Auswertung der Tachistoskopdaten, folgen die Ergebnisse des 
Sortierens dieser Daten in die Kategorien positiv, negativ und neutral sowie in die neun 
Kategorien des CMA. Anschließend werden die Ergebnisse der SAM-Messungen des 
Experiments und der Online-Studie beschrieben.  
V.2.1 Ergebnisse der Tachistoskopstudie 
In einem ersten Schritt wurden alle Äußerungen und Bemerkungen während der 
Tachistoskopstudie transkribiert und in Kategorien, die der Analyse des Textes dienen, 
zusammengefasst. Dafür wurden drei Kategorien erstellt: Objekt, Farbe und Emotion. Die 
Kategorie Objekt enthält Gegenstände oder Objekte, die der Proband auf dem Bild während der 
kurzen Darbietung seiner Meinung nach erkannt hat. In der Kategorie Farbe sind alle Farben 
enthalten, die ein Proband während der Tachistoskopstudie gesagt hat. Alle Wörter mit einem 
emotionalen Gehalt sind in der Kategorie Emotion zusammengefasst. Im Weiteren werden 
diese drei Kategorien genauer betrachtet. 
Anhand der Kategorie Objekt, die Begriffe der Probanden bezüglich des Bildinhaltes enthält, 
kann man erkennen, dass der Gegenstand der Bilder 5210, 5760, 7175, 7497 und 9301 in ihrem 
Original eindeutig erkannt wurde. Dies zeigen auch die Schlagwortwolken (siehe Abbildung 
60) in denen häufig genannte Wörter durch ihre Größe nochmal hervorgehoben wurden. Zu 
52,4% konnte der Bildinhalt auf den gesättigten Bildern erkannt werden und zu 53,6% auf den 
gespiegelten Bildern. Bei allen anderen Veränderungen wurde der Bildinhalt größtenteils nicht 
erkannt. Ausnahme ist hier das Bild 7175, das in all seinen Veränderungen erkannt wurde (siehe 
Abbildung 61). 
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Abbildung 60: Schlagwortwolken zu den Bildern 5210, 5760, 7175, 7497, 9301 
Die Kategorie Farbe gibt Auskunft darüber, wie die Bildveränderungen in der kurzen 
Darbietungszeit farblich wahrgenommen werden. Fast alle Probanden haben bei den 
Graubildern mit schwarz und weiß betitelt. Die Bilder mit hoher Helligkeit wurden als sehr hell 
beschrieben, oft auch schwarz-weiß und nur sehr wenige Farben wurden erkannt. Auch auf den 
Bildern mit niedriger Helligkeit wurden kaum Farben identifiziert. Allerdings die durch erhöhte 
Sättigung modifizierten Bilder wurden dagegen als sehr farbig und bunt gesehen. 
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Abbildung 61: Schlagwortwolke zum Bild 7175 mit allen Veränderungen 
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In der Kategorie Emotion wurden die emotionalen Wörter, die zu dem jeweiligen Bild von den 
Probanden genannt wurden, zusammengefasst (siehe Tabelle 41 im Anhang C). Zu zwei 
Bildern (7010HN und 9001U) wurden gar keine Wörter genannt, die Versuchsteilnehmer 
konnten bei der kurzen Präsentation dieser Bilder nichts erkennen. Durchschnittlich konnten 
vier emotionale Wörter pro Bild zugeordnet werden, wobei das Bild 5760O mit 10 Wörtern die 
meisten Nennungen aufweist. Das Bild 5760 mit all seinen Veränderungen ist auch das Bild 
mit den meisten Wortnennungen (insgesamt 43). Ein Muster über die Verteilung der 
Worthäufigkeiten ist nicht zu erkennen. Insgesamt weist die Veränderung SP die meisten 
Nennungen auf (87), das Originalbild steht an zweiter Stelle mit 82 genannten Wörtern (siehe 
Tabelle 39 im Anhang C). Die wenigsten Wörter wurden bei der Veränderung U genannt (57 
Wörter). 
 Sortierung der Bilder in die Kategorien positiv, negativ und 
neutral 
Aus der Liste der genannten emotionalen Wörter wurden die doppelten Wörter 
herausgenommen, um in einem zweiten Schritt von fünf Personen unabhängig voneinander in 
die Kategorien positiv, negativ und neutral eingeteilt zu werden (siehe Abbildung 62).  
 
Abbildung 62: Vorgehen - Kategorisierung der Bilder in positiv, negativ und neutral 
Von den 186 Begriffen aus der Tachistoskopstudie konnten 164 mehrheitlich einer der drei 
Kategorien zugeordnet werden. Davon fallen 70 Wörter in die positive Kategorie, 86 wurden 
der negativen Kategorie zugeordnet und nur acht Wörter der neutralen Kategorie (siehe Tabelle 
12). 
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Tabelle 12: Positive, negative und neutrale Kategorien mit ihren zugeordneten Wörtern 
Kategorie Wörter 
Positiv 
aktiv, angenehm, ausgelassen, Ausgelassenheit, befreiend, Befreiung, behaglich, 
Behaglichkeit, beruhigend, entspannend, entspannt, Entspanntheit, Entspannung, 
erholsam, Erholung, erleichternd, Erleichterung, erwartungsvoll, Feierstimmung, 
Freude, Freiheit, freundlich, Frieden, fröhlich, Geborgenheit, gelassen, 
Gelassenheit, gemütlich, Gemütlichkeit, genießen, Glück, gut, Harmonie, 
heimelig, Heiterkeit, Hoffnung, interessant, Interesse, lebendig, Leichtigkeit, 
Leidenschaft, loslassen, nett, Neugier, Neugierde, nicht negativ, nicht 
unangenehm, offen, positiv, relaxen, Ruhe, ruhig, schön, Sorgenlosigkeit, 
spannend, Spaß, vertraut, Vertrautheit, warm, wärmer, Wohlbefinden, 
wohlfühlen, wohlfühlend, wohlig, Zufriedenheit, Zuversicht, unbeschwert, 
ausgeglichen, aktivierend, Klarheit 
Negativ 
Aggression, abgekühlt, abgestumpft, abschreckend, abstoßend, abwertend, 
Aggressivität, Angst, angsteinflößend, anwidern, Ärger, aufbauschend, 
beängstigend, bedauern, Bedrängnis, bedrohlich, Bedrohung, bedrückend, 
beengend, befremdend, beklemmend, beklommen, beunruhigend, depressiv, 
deprimierend, distanziert, düster, einengend, eingeengt, eingesperrt, einsam, 
Einsamkeit, Ekel, ekelerregend, ekelhaft, ekelig, erdrückend, erschreckend, 
frustrierend, Furcht, Furcht einflößend, gefährlich, gräßlich, Graus, grauslich, 
grindig, Heimweh, langweilig, negativ, Nervosität, nicht ansprechend, nicht 
einladend, nicht ermutigend, nicht schön, öde, Schmerz, schrecklich, Stress, 
stressig, Trauer, traurig, trist, unangenehm, Unbehagen, unbehaglich, 
unentspannend, unfreundlich, Ungeduldigkeit, ungemütlich, Ungemütlichkeit, 
Ungewissheit, ungut, unheimlich, uninteressant, unklar, unmotiviert sein, 
Unruhe, unruhig, unsicher, unwohl, unwohlfühlend, unwohl sein, verlassen, 
verwirrend, widerlich, Wut 
Neutral ambivalent, belanglos, contradiction (Gegensatz), nachdenklich, neutral, unbekannt, unbestimmt, unerwartet 
Nicht eindeutig 
Aufregung, aufwühlend, dämpfend, eigenartig, geheimnisvoll, gleichgültig, 
Gleichgültigkeit, Hektik, kalt, Kälte, kühl, Mitgefühl, Müdigkeit, nicht positiv, 
Stille, Stolz, Temperament, überraschend, unspektakulär, wild, dunkel, Energie 
    
Anschließend wurden die Bilder der Kategorie zugewiesen, der die meisten Wörter zugeordnet 
wurden. Insgesamt konnten von den 126 Bildern 108 mehrheitlich einer Kategorie zugeteilt 
werden. Davon sind 47 Bilder positiv, 60 negativ und nur ein Bild neutral (siehe Tabelle 13). 
Die meisten Bilder konnten genau einer Kategorie zugeordnet werden. Ein Muster, wie sich die 
Bilder ausgehend von ihrem Original zur jeweiligen Veränderung verhalten, ist jedoch nicht 
eindeutig ablesbar. Bilder, die im Original nicht eindeutig zuordenbar waren (6230O, 7078O), 
ändern mit den Veränderungen SP und SA ihren emotionalen Gehalt in die positive Kategorie, 
hingegen mit der Veränderung U werden sie negativ bewertet (siehe Tabelle 16). Die in ihrem 
Original positiv empfundenen Bilder (5000O, 5210O, 5760O, 5825O, 7010O, 7175O, 8185O, 
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8475O) werden auch als in ihrer Veränderung SA positiv wahrgenommen. Auch in ihrer 
Veränderung SP ändert sich nur bei einem Bild (5000) die emotionale Richtung von positiv auf 
negativ (siehe Tabelle 14). 
Tabelle 13: Positive, negative und neutrale Zuordnung der Bilder 
Kategorie Bilder 
Positiv 
5000O, 5000SA, 5210O, 5210SA, 5210SP, 5210U, 5760G, 5760HN, 5760HH, 
5760O, 5760SA, 5760SP, 5760U, 5825G, 5825O, 5825SA, 5825SP, 5825U, 
5940HH, 6230U, 7010G, 7010HH, 7010O, 7010SA, 7010SP, 7078HN, 7078U, 
7175G, 7175O, 7175SA, 7175SP, 7175U, 7497HH, 8185O, 8185SA, 8185SP, 
8475O, 8475SA, 8475SP, 8492HH, 8492U, 9001G, 9001HH, 9301U, 9901U, 
9940G, 9940HN 
Negativ 
5000HN, 5000HH, 5000SP, 5000U, 5210HN, 5825HN, 5825HH, 5940G, 
5940HN, 5940O, 5940SA, 5940U, 6230HH, 6230SA, 6230SP, 7010U, 7078G, 
7078SA, 7078SP, 7175HN, 7497G, 7497HN, 7497O, 7497SA, 7497SP, 
7497U, 8185G, 8475G, 8475HN, 8475HH, 8475U, 8492G, 8492HN, 8492O, 
8492SA, 8492SP, 9001O, 9001SA, 9001SP, 9301G, 9301HN, 9301HH, 
9301O, 9301SA, 9301SP, 9422G, 9422HN, 9422HH, 9422O, 9422SA, 
9422SP, 9901G, 9901HN, 9901O, 9901SA, 9901SP, 9940HH, 9940O, 
9940SA, 9940SP 
Neutral 8185HN 
Nicht eindeutig 
5000G, 5210G, 5210HH, 5940SP, 6230G, 6230HN, 6230O, 7010HN, 
7078HH, 7078O, 7175HH, 8185HH, 8185U, 9001HN, 9001U, 9422U, 
9901HH, 9940U 
    
 
Ähnlich verhalten sich die Bilder, deren Original in der negativen Kategorie liegt (5940O, 
7497O, 8492O, 9001O, 9301O, 9422O, 9901O, 9940O). Diese werden auch in ihrer 
Veränderung SA negativ wahrgenommen und die Veränderung SP bewirkt nur bei einem Bild 
(5940) einen Wechsel in die nicht eindeutig zuordenbare Kategorie. Eine Veränderung der 
Bilder in Graustufen werden die Bilder 9001 und 9940 nicht mehr negativ, sondern positiv 
wahrgenommen. Eine verringerte Helligkeit bewirkt bei Bild 9001 einen Wechsel in die nicht 
zuordenbare Kategorie und bei dem Bild 9940 in die positive (siehe Tabelle 15). 
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Tabelle 14: Bilder, deren Original positiv ist 
 O G HH HN SA SP U 
5000 + * - - + - - 
5210 + * * - + + ° 
5760 + + + + + + + 
5825 + + - - + + + 
7010 + + + * + + - 
7175 + + * - + + + 
8185 + - * ° + + * 
8475 + - - - + + - 
 
Tabelle 15: Bilder, deren Original negativ ist 
 
 
O G HH HN SA SP U 
5940 - - + - - * - 
7497 - - + - - - - 
8492 - - + - - - + 
9001 - + + * - - * 
9301 - - - - - - + 
9422 - - - - - - * 
9901 - - * - - - + 
9940 - + - + - - * 
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Tabelle 16: Bilder, deren Original nicht eindeutig zuordenbar ist 
 O G HH HN SA SP U 
6230 * * - * - - + 
7078 * - * + - - + 
 
Legende 
+ positiv 
° neutral 
- negativ 
* 
nicht eindeutig 
 
V.2.1.2 Sortierung der Bilder in die neun Kategorien des CMA 
In einem dritten Schritt ordneten 20 Personen die Wörter den neun Kategorien des CMA zu 
(siehe Abbildung 63). Für die Kategorisierung der Bilder in die neun Kategorien des 
Circumplex Modells wurden die 186 emotionalen Begriffe der Tachistoskopstudie mittels 
GALC (siehe Kapitel II.1.3.2) auf 129 reduziert. Das von Scherer entwickelte GALC (Scherer, 
2005) ordnet den genannten Wörtern emotionale Kategorien zu, sofern diese mit einer Emotion 
in Verbindung gebracht werden können. Kategorien, die mehrmals vorkommen wurden 
entfernt, so dass eine Liste von 129 Wörtern entstand. In einem weiteren Schritt wurden diese 
129 Wörter von 20 Personen den neun Kategorien des Circumplex Models zugeordnet. 
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Abbildung 63: Vorgehen- Kategorisierung der Bilder in die neun Circumplex Kategorien 
29 Wörter wurden mehrheitlich eindeutig einer Gruppe zugeordnet (siehe Tabelle 17) und 
lediglich für folgende 25 Wörter war keine Zuordnung möglich: abgekühlt, aufbauschend, 
belanglos, dunkel, eigenartig, einengend, Feierstimmung, Freude, Freiheit, gleichgültig, 
Gleichgültigkeit, Glück, Hoffnung, Klarheit, Leichtigkeit, loslassen, offen, positiv, Sehnsucht, 
Stille, Stolz, unbekannt, Ungewissheit, unspektakulär, verwirrend. 
Tabelle 17: Zuordnung Wörter zu einer Kategorie (29) 
Kategorie Wörter 
Arousing aktiv, aktivierend 
Distressing Hektik 
Exciting geheimnisvoll 
Gloomy öde, trist 
Neutral ambivalent, neutral, unbestimmt 
Pleasant freundlich, nett 
Relaxing erholsam, Erholung, relaxen 
Sleepy Müdigkeit 
Unpleasant 
abstoßend, abwertend, anwidern, Ekel, Enttäuschung, 
grässlich, Graus, grauslich, negativ, Unbehagen, 
unbehaglich, unfreundlich, Unwohlsein, widerlich 
    
 
Die restlichen 75 Wörter konnten jeweils einer Doppelkategorie zugeordnet werden. Eine 
Doppelkategorie besteht aus zwei nebeneinanderliegenden und somit sinnvoll verbindbaren 
Kategorien.  
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Tabelle 18: Zuordnung der Wörter zu einer Doppelkategorie (75) 
Doppelkategorie Wörter 
Arousing/ Exciting Aufregung, Energie, erwartungsvoll, Interesse, lebendig, Lust, spannend, Spaß, Temperament, Überraschung, unerwartet, wild 
Arousing/ Distressing aufwühlend, Spannung/ Stress 
Gloomy/ Sleepy abgestumpft, Langeweile, unmotiviert sein 
Gloomy/ Unpleasant 
bedauern, Bedrängnis, bedrückend, deprimierend, distanziert, düster, 
einsam, Einsamkeit, kalt, Kälte, kühl, Mitleid, nicht ansprechend, nicht 
einladend, Traurigkeit, ungemütlich, Ungemütlichkeit, verlassen 
Neutral/ Sleepy nachdenklich 
Pleasant/ Relaxing 
behaglich, Behaglichkeit, Erleichterung, Frieden, Geborgenheit, 
gemütlich, Gemütlichkeit, genießen, Harmonie, heimelig, Heiterkeit, 
vertraut, Vertrautheit, warm, wärmer, Wohlbefinden, wohlig, 
Zufriedenheit 
Unpleasant/ Distressing 
Aggression, Aggressivität, Angst, Ärger, bedrohlich, Bedrohung, 
beengend, befremdend, Bestürzung, eingeengt, eingesperrt, erdrückend, 
Furcht, gefährlich, Irritation, Schmerz, Ungeduld, unheimlich, unklar, 
unsicher, unwohl 
    
Genauer beschreiben kann man diese Kategorien durch die beiden Variablen Valenz und 
Arousal, die den affektiven Raum (siehe Kapitel II.1.2.1) aufspannen. Diese beiden Variablen 
können mit je drei „Werten “ beschrieben werden – hoch, mittel, niedrig. Ein hohes Arousal 
haben die Kategorien Arousing, Exciting und Distressing, ein mittleres Arousal haben die 
Kategorien Pleasant, Neutral und Unpleasant, ein niedriges Arousal haben die Kategorien 
Gloomy, Relaxing und Sleepy. Anhand der Variable Valenz lassen sich folgende Kategorien 
zu drei Gruppen zusammenfassen: Exciting, Pleasant, Relaxing – hohe Valenz; Arousing, 
Neutral, Sleepy – mittlere Valenz; Distressing, Gloomy, Unpleasant – niedrige Valenz. Damit 
lassen sich die Doppelkategorien wie in Tabelle 19 beschreiben. Eine der beiden Variablen ist 
immer eindeutig bestimmt.  
Für das weitere Vorgehen, nämlich der Zuordnung der Bilder zu den neun emotionalen 
Kategorien des Circumplex Modells, ist die Zuordnung der Wörter in Doppelkategorien nicht 
sinnvoll. Einem Bild wurden meist mehrere Wörter zugeteilt. Liegen diese Wörter jeweils in 
einer Doppelkategorie, so ist das eindeutige Einsortieren in eine dieser neun Kategorien 
unmöglich. Es müssten wieder neue Überkategorien erstellt werden.  
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Tabelle 19: Beschreibung der Doppelkategorien mit den Variablen Valenz und Arousal 
Kategorie Arousal Valenz 
Arousing/ Exciting hoch mittel bis hoch 
Arousing/ Distressing hoch niedrig bis mittel 
Unpleasant/ Distressing mittel bis hoch niedrig 
Pleasant/ Relaxing niedrig bis mittel hoch 
Neutral/ Sleepy niedrig bis mittel mittel 
Gloomy/ Unpleasant niedrig bis mittel niedrig 
Gloomy/ Sleepy niedrig niedrig bis mittel 
      
Daher wurden pro Bild (aggregierte Werte) aus den Kategorien der Wörter Mittelwerte 
berechnet, die dann als Input für eine Clusteranalyse dienten. So konnten Bilder mit ähnlichem 
emotionalen Gehalt gruppiert werden. Der wSSI von 0,43 (siehe Abbildung 64) schlägt eine 
fünf Clusterlösung vor. 
 
Abbildung 64: (a) Anzahl der Cluster (TRN32) (b) wSSI bei 5 Clusterlösung (TRN32) 
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Anhand der Prototypentabelle (siehe Tabelle 20) kann das Profil eines jeden Clusters erkannt 
werden. Demnach kann dem Cluster 1 die Emotion Relaxing zugeordnet werden, dem Cluster 
3 Unpleasant, Cluster 4 Pleasant und dem kleinsten Cluster 5 mit nur 3% die Emotion Exciting. 
Das mit 34% größte Cluster, Cluster 2, wird durch drei Emotionen des Circumplex Modells 
bestimmt: Unpleasant, Distressing und Gloomy. Alle drei Emotionskategorien sind durch ihre 
hohe Valenz charakterisiert.  
Tabelle 21 zeigt, wie die Bilder den fünf Clustern zugeordnet wurden. Wie schon bei der 
Kategorisierung in positiv, negativ und neutral ist auch hier kein eindeutiges Muster in der 
Zuordnung der Veränderungen zu den Emotionskategorien zu erkennen. Bei genauerer Analyse 
der originalen Bilder mit niedriger Valenz (Cluster 2 und 3) zeigt sich ein häufiger Wechsel in 
die Kategorien mit hoher Valenz (Cluster 1, 4 und 5) bei den Veränderungen HH und U. 
Ausgehend von den Bildoriginalen mit hoher Valenz (Cluster 1, 4 und 5), sinkt die Valenz 
eindeutig bei den Modifikationen G und HN. Diese Alternation ist am deutlichsten in Cluster 4 
zu erkennen. 
Tabelle 20: Prototypentabelle der 5 Clusterlösung 
  Prototyp 1 Prototyp 2 Prototyp 3 Prototyp 4 Prototyp 5 
Größe 15 (12%) 42 (34%) 34 (28%) 29 (23%) 4 (3%) 
gloomy 0,214 2,870 1,424 1,293 1,305 
neutral 1,210 1,905 0,508 1,518 0,863 
sleepy 0,549 0,689 0,058 0,453 0,300 
unpleasant 0,182 5,487 11,299 1,902 1,979 
pleasant 5,674 1,437 0,235 6,643 0,418 
exciting 0,621 0,914 0,508 1,326 8,175 
distressing 0,134 3,146 5,384 1,013 1,556 
arousing 1,643 1,266 0,511 2,599 5,403 
relaxing 9,774 2,287 0,073 3,253 0,000 
            
 
Betrachtet man alle Cluster genauer bezüglich ihrer Valenz- und Arousalausprägung, so ist 
festzustellen, dass die Cluster entweder eine hohe Valenz oder eine niedrige Valenz aufweisen. 
Die Emotionskategorien der mittleren Valenz sind nicht besetzt. Auf der Arousalebene findet 
nur eine Unterscheidung bei den Kategorien mit hoher Valenz statt. 
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Tabelle 21: Bildgruppierungen in 5 Cluster 
Cluster Bilder 
Cluster 1: Relaxing 
5000O, 5210O, 5210SA, 5210SP, 5210U, 5760G, 5760HN, 
5760O, 5760SP, 5825SP, 5825U, 7010HH, 7010O, 7078HN, 
7175U 
Cluster 2: 
Unpleasant/distressing/gloomy 
5000G, 5000HN, 5000SA, 5000SP, 5210G, 5210HN, 5760HH, 
5825G, 5825HH, 5940G, 5940HN, 5940O, 5940SA, 5940SP, 
5940U, 6230G, 6230HN, 6230HH, 6230O, 7010G, 7010U, 
7078SP, 7175G, 7175HN, 7497HN, 7497O, 8185HN, 8185HH, 
8185U, 8475HH, 8492O, 8492SP, 9001O, 9001SA, 9001SP, 
9422HN, 9422O, 9422SP, 9901HH, 9901SA, 9901SP, 9940G 
Cluster 3: Unpleasant 
5000HH, 5000U, 5825HN, 6230SA, 6230SP, 7078G, 7078SA, 
7497G, 7497SA, 7497SP, 7497U, 8185G, 8475G, 8475HN, 
8475U, 8492G, 8492HN, 8492SA, 9301G, 9301HN, 9301HH, 
9301O, 9301SA, 9301SP, 9422G, 9422HH, 9422SA, 9901G, 
9901HN, 9901O, 9940HH, 9940O, 9940SA, 9940SP 
Cluster 4: Pleasant 
5210HH, 5760SA, 5760U, 5825O, 5825SA, 5940HH, 7010SA, 
7010SP, 7078HH, 7078U, 7175HH, 7175O, 7175SA, 7175SP, 
7497HH, 8185O, 8185SA, 8185SP, 8475O, 8475SA, 8475SP, 
8492HH, 8492U, 9001G, 9001HH, 9422U, 9901U, 9940HN, 
9940U 
Cluster 5: Exciting 6230U, 7078O, 9001HN, 9301U  
    
Zusätzlich zur Clusteranalyse mit TRN wurde eine Korrespondenzanalyse durchgeführt, die die 
Valenz- und Arousalausprägungen bezogen auf die Cluster genauer untersucht. Für diese 
Analyse wurden die neun Kategorien des Circumplex Modells zu je drei Valenz- und drei 
Arousalkategorien wie folgt zusammengefasst: 
 Hohe Valenz = exciting + pleasant + relaxing 
 Mittlere Valenz = arousing + neutral + sleepy 
 Niedrige Valenz = distressing + unpleasant + gloomy 
 Hohes Arousal = distressing + arousing + exciting 
 Mittleres Arousal = unpleasat + neutral + pleasant 
 Niedriges Arousal = gloomy + sleepy + relaxing 
Aus den Werten der Prototypentabelle der vorherigen Clusteranalyse (siehe Tabelle 20) und 
diesen Regeln entstand eine neue Kontingenztabelle (Tabelle 22), die Input für die 
Korrespondenzanalyse in R ist. 
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Tabelle 22: Kontingenztabelle – Input 
  Hohe Valenz 
Mittlere 
Valenz 
Niedrige 
Valenz Hohes Arousal 
Mittleres 
Arousal 
Niedriges 
Arousal 
Cluster 1 16,069 3,402 0,53 2,398 7,066 10,537 
Cluster 2 4,638 3,86 11,503 5,326 8,829 5,846 
Cluster 3 0,816 1,077 18,107 6,403 12,042 1,555 
Cluster 4 11,222 4,57 4,208 4,938 10,063 4,999 
Cluster 5 8,593 6,566 4,84 15,134 3,26 1,605 
 
Anhand des Scree Plots (Tabelle 23) ist eine zweidimensionale Lösung der 
Korrespondenzanalyse am aussagekräftigsten. Insgesamt werden 96,4% der Varianz erklärt, 
wovon allein 65,4% auf die Dimension 1 fallen. Die Eigenwerte dieser beiden Dimensionen 
zeigen jedoch, dass nur die Dimension 1 mit 0,25 eine geeignete Dimension darstellt. Damit 
eine Dimension akzeptabel ist, soll der Eigenwert laut Hair et al. (1998) größer 0,20 sein. 
Tabelle 23: Dimensionen der Korrespondenzanalyse 
Dimension Eigenwert % kummulierte %   scree plot  
1 0,24841 65,4 65,4 ************************* 
2 0,11773 31,0 96,4 ************ 
3 0,00966 2,5 99,0 * 
4 0,00396 1,0 100,0   
  -------- -----     
Total: 0,379762 100,0     
          
Tabelle 24 und Tabelle 25 beinhalten weitere Informationen, die die in Abbildung 65 
dargestellten Objekte (Cluster) und deren Attribute (Emotionen) näher erläutern. Die Werte der 
Masse der Attribute zeigen, dass für die weitere Analyse vor allem vier Attribute wichtig sind: 
die hohe Valenz (0,21), die niedrige Valenz (0,20), das mittlere Arousal (0,21) und das hohe 
Arousal (0,17). Zusammengesetzt aus den beiden Werten cor1 und cor2 geben die 
Qualitätswerte an, wie gut die Objekte durch die beiden abgebildeten Dimensionen erklärt 
werden. Cluster 1 (0,99), Cluster 3 (0,99) und Cluster 5 (1,0) werden vollständig bzw. nahezu 
vollständig erklärt. 
Graphisch dargestellt wird die zweidimensionale Lösung der Korrespondenzanalyse in 
Abbildung 65. Ausgerichtet ist dieses Koordinatensystem am Durchschnittsprofil der 
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eingegebenen Daten. Somit zeigt die Distanz von einem „Punkt“ (Objekt oder Attribut) zum 
Durchschnittsprofil, wie sehr sich die beiden voneinander unterscheiden. Auch die Inertia ist 
ein Maß, das zeigt wie unähnlich die Spalte oder Zeile zum Durchschnitt ist. Cluster 2 und 
Cluster 4 sowie die mittlere Valenz und das mittlere Arousal sind dem Durchschnittsprofil sehr 
ähnlich und können daher auch nicht explizit beschrieben werden. Die Maße ctr1 und ctr2 
zeigen durch welche Dimension der „Punkt“ erklärt wird. So lässt sich deutlich erkennen, dass 
das Cluster 1 (0,41) und das Cluster 3 (0,50) von der ersten Dimension abhängen und das 
Cluster 5 (0,77) durch Dimension 2 erklärt wird. Gleichermaßen verhalten sich die Attribute, 
die hohe Valenz (0,33) und die niedrige Valenz (0,48) weisen hohe Werte in der ersten 
Dimension auf, das hohe Arousal (0,55) in der Dimension 2. 
Tabelle 24: Spalten 
Name Masse Qualität Inertia Distanz k=1 k=2 cor1 cor2 ctr1 ctr2 
Cluster 1 0,20 0,99 0,12 0,77 0,71 0,28 0,86 0,13 0,41 0,13 
Cluster 2 0,20 0,76 0,02 0,31 -0,23 0,15 0,54 0,22 0,04 0,04 
Cluster 3 0,20 0,99 0,13 0,81 -0,79 0,18 0,94 0,05 0,50 0,06 
Cluster 4 0,20 0,67 0,02 0,31 0,24 0,07 0,62 0,05 0,05 0,01 
Cluster 5 0,20 1,00 0,09 0,68 0,06 -0,67 0,01 0,99 0,00 0,77 
 
Tabelle 25: Zeilen 
Name Masse Qualität Inertia Distanz k=1 k=2 cor1 cor2 ctr1 ctr2 
hohe Valenz 0,21 1,00 0,08 0,64 0,63 0,02 0,98 0,00 0,33 0,00 
mittlere Valenz 0,10 1,00 0,02 0,46 0,23 -0,36 0,25 0,62 0,02 0,11 
niedrige Valenz 0,20 1,00 0,12 0,80 -0,78 0,16 0,96 0,04 0,48 0,04 
hohes Arousal 0,17 1,00 0,07 0,64 -0,14 -0,62 0,05 0,94 0,01 0,55 
mittleres Arousal 0,21 1,00 0,03 0,36 -0,19 0,28 0,27 0,59 0,03 0,14 
niedriges Arousal 0,12 1,00 0,06 0,67 0,51 0,40 0,58 0,34 0,13 0,16 
 
Wie anhand der Daten der Korrespondenzanalyse erklärt, sieht man auch in der graphischen 
Darstellung der zweidimensionalen Lösung, dass die Valenz entlang der Dimension 1 fällt. Die 
hohe Valenz liegt im positiven Bereich der Dimension 1 (k1 = 0,63), hingegen die niedrige 
Valenz im negativen Bereich (k1 = -0,78). Die mittlere Valenz liegt dazwischen, ist jedoch wie 
in Tabelle 25 zu sehen und wie oben beschrieben, nicht substanziell. Die Dimension 2 ist auf 
den ersten Blick charakterisiert durch das Arousal. Das hohe Arousal (k2 = -0,62) im negativen 
Kapitel IV. Analyse  153 
Bereich, das niedrige Arousal (k2 = 0,40) im positiven Bereich und das mittlere Arousal 
zwischen diesen beiden Polen. Allerdings ist das nur der erste graphische Eindruck, da wie 
schon vorher erläutert, das niedrige Arousal mit einer Masse von 0,12 (siehe Tabelle 25) ein 
eher irrelevantes Attribut für die Erklärung der Objekte darstellt. Auch der in Tabelle 23 
abgebildete Eigenwert der Dimension 2 zeigt, dass das Arousal eher unbedeutsam ist. 
Aus den Positionen der relevanten Objekte und der relevanten Attribute können Beziehungen 
zwischen Cluster und Emotionskategorien abgeleitet werden. Demnach kann dem Cluster 1 die 
Eigenschaften hohe Valenz zugeordnet werden. Demgegenüber steht das Cluster 3, das mit 
einer niedrigen Valenz näher beschrieben werden kann. Ganz gegensätzlich zu diesen beiden 
Clustern ist dem Cluster 5 ein hohes Arousal zugewiesen (Abbildung 65). 
 
Abbildung 65: Korrespondenzanalyse der Cluster 
Ein eindeutiges Muster, das zeigt, wie sich die Bildveränderungen auf die Kategorisierung 
auswirken, ist nicht zu erkennen. Es gibt sowohl Bilder, die im Original in einer Kategorie mit 
hoher Valenz liegen und durch eine ihrer Veränderungen die Valenz sinkt, als auch Bilder, die 
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im Original eine niedrige Valenz aufweisen und durch die Veränderung die Valenz steigt. 
Gleiches gilt für die Arousalwerte. Auffällig oft bewirken allerdings die Veränderung der 
Helligkeit und die Veränderung zu einem Grauwertbild diesen Wechsel. 
V.2.2 Ergebnisse der SAM-Messung – Experiment 
Ein Vergleich der originalen SAM-Daten der IAPS mit den Daten der original Bilder (n = 18)  
dieser Messung mittels Wilcoxon Test zeigt keine signifikanten Unterschiede, weder auf der 
Valenz- (p = 0,071; z = -1,808), noch auf der Arousalebene (p = 0,117; z = -1,568). Die 
folgenden Analysen basieren daher nur auf den Werten der Messungen dieser Studie. 
Die Daten der SAM-Messung liefern trotz der kleinen Samplegröße erste Einblicke, wie sich 
die Bilder und ihre Modifikationen in Bezug auf den emotionalen Gehalt ändern.  
Auf der Personenebene (n = 84; Input-Matrix: Personen x Modifikationen) gibt es keine 
signifikanten Zusammenhänge zwischen den Bildern in Original und ihren Veränderungen (n 
= 84, Spearman Korrelation). Jedoch zeigt sich ein knapp nicht signifikanter Zusammenhang 
(p = 0,054; r = -1,61) zwischen den Valenzwerten der Original Bilder und der Grauwertbilder. 
Der negative Korrelationskoeffizient weist auf sinkende Valenzwerte hin.  
Auf der Bildebene wurden die Unterschiede zwischen dem Bild in Original (n = 18) und seiner 
Veränderung (n = 6) analysiert. Der Mann-Whitney-U Test zeigt sowohl auf der Arousalebene, 
als auch auf der Valenzebene signifikante Unterschiede zwischen den gemessenen SAM-
Werten der originalen Bilder und deren Veränderung. Auf der Arousalebene gibt es insgesamt 
sechs signifikante Unterschiede. Drei davon zwischen dem Original und den unscharfen 
Bildern (8475; 9422; 9940). Eine Richtung, wie sich die Arousalwerte verhalten ist hier jedoch 
nicht erkennbar. Aber es gibt auch Unterschiede zwischen Original und Grauwertbild (7010), 
Bild mit hoher Helligkeit (5000) und Bild mit hoher Sättigung (7010) zu erkennen (siehe 
Tabelle 43 im Anhang D). Bei allen Veränderungen sinkt der Arousalwert in Bezug auf den 
Ausgangswert im Original. Auf der Valenzebene gibt es eindeutig mehr signifikante 
Unterschiede, wovon die meisten sich wieder zwischen den Bildern in Original und deren 
unscharfen Bildern unterscheiden (5210; 5760; 5825; 8185; 9422). Aber auch zwischen den 
restlichen Veränderungen und den Original-Bildern gibt es signifikante Unterschiede (siehe 
Tabelle 44 im Anhang D). Jedoch ist nicht bei jedem Bild ein signifikanter Unterschied 
zwischen dem Bild in Original und in seiner Veränderung, und somit auch kein 
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Verhaltensmuster, ablesbar. Was jedoch eindeutig zu erkennen ist, bei allen signifikanten 
Unterschieden steigt der Valenzwert bei der Veränderung. 
Um ein eventuelles Verhaltensmuster zu erkennen wird für jede Veränderung eine Abbildung 
erstellt, welche die original Bilder und deren Veränderung in Russells affektivem Raum zeigt 
(publiziert in Schneider & Leitenbauer, 2010). Dafür wurden pro Bild Mittelwerte gebildet 
(Bildebene). In allen Abbildungen ist ein Positionswechsel vom Original zur Veränderung zu 
sehen. Ein Muster zeigt sich allerdings nur bei den Graustufenbildern, den gespiegelten Bildern, 
den unscharfen Bildern und bei den Bildern mit verringerter Helligkeit. Abbildung 66 bildet 
die Differenzen von der Ausgangsposition (Bild im Original) hin zur Veränderung 
(Grauwertbild) ab. Die meisten Positionsveränderungen befinden sich im linken oberen und 
unteren Quadranten, somit ist die Original-Grau Abbildung durch fallende Valenzwerte vom 
Original ausgehend zum Grauwertbild hin gekennzeichnet. Diese Struktur ist bei den Bildern 
mit hohen Valenzwerten am besten ausgeprägt (siehe Abbildung 67). Lediglich fünf der 18 
Bilder weisen sinkende Arousalwerte auf, 13 Bilder sind durch steigende Arousalwerte 
gekennzeichnet (linker oberer Quadrant in Abbildung 66). 
 
Abbildung 66: Differenzen der Positionen der Originalbilder und der Positionen der Grauwertbilder 
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Abbildung 67: Positionsveränderung Originalbild zu Grauwertbild 
 
Abbildung 68: Differenzen der Positionen der Originalbilder und der Positionen der Bilder mit 
verringerter Helligkeit 
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Abbildung 69: Differenzen der Positionen der Originalbilder und der Positionen der vertikal gespiegelten 
Bilder 
Die Struktur der fallenden Valenzwerte vom Original ausgehend, hin zur Veränderung, ist auch 
in bei der verringerten Helligkeit zu erkennen (siehe Abbildung 68). Die beiden linken 
Quadranten sind eindeutig am meisten besetzt. Nur vier Bilder befinden sich in der rechten 
Hälfte des Koordinatensystems. Auch hier sind 12 von 18 Bildern in der oberen Hälfte 
positioniert und kennzeichnen somit ihre Positionsveränderung durch ein steigendes Arousal.  
Die Differenzen zwischen den Positionen der Originalbilder und den vertikal gespiegelten 
Bilder weisen ebenso fallende Valenzwerte auf (siehe Abbildung 69). Über die Arousalwerte 
kann aufgrund der nahezu ausgeglichenen Verteilung auf der oberen und unteren Hälfte des 
Koordinatensystems keine Aussage getroffen werden.  
Auch die unscharfen Bilder sind gekennzeichnet durch niedrigere Valenzwerte im Vergleich 
zu ihrem Original (siehe Abbildung 70). Die Differenzen der Koordinaten befinden sich 
hauptsächlich in der linken Hälfte des Koordinatensystems. Im Gegensatz zu den anderen 
Veränderungen zeigen sich hier zudem fallende Arousalwerte. Nur sechs von 18 Bildern 
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befinden sich in der oberen Hälfte des Koordinatensystems. In Abbildung 71 ist klar ersichtlich, 
dass die Differenzen der Positionen von Originalbildern zu unscharfen Bildern sehr groß sind. 
 
Abbildung 70: Differenzen der Positionen der Originalbilder und der Positionen der unscharfen Bilder 
 
Abbildung 71: Positionsveränderung Originalbild zu unscharfem Bild 
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Die bisherigen Ergebnisse beruhen ausschließlich auf der Analyse der Abbildungen und zeigen, 
dass nicht alle Bildveränderungen für emotionale Reaktionen relevant sind. Infolgedessen zeigt 
der nicht-parametrische Wilcoxon Test, dass keine signifikanten Unterschiede zwischen den 
Originalbildern (n = 18) und deren Veränderungen (n = 6) auf der Arousalebene bestehen. 
Lediglich die Valenzwerte der Graustufenbilder (p = 0,00; z = -3,641), der Bilder mit 
verringerter Helligkeit (p = 0,011; z = -2,529), der gespiegelten Bilder (p = 0,029; z = -2,179) 
und die der unscharfen Bilder (p = 0,011; z = -2,535) sind signifikant unterschiedlich von ihrem 
Original. Die Positionsveränderungen sind durch sinkende Valenzwerte gekennzeichnet. 
Den Unterschieden durch die Veränderungen, die den emotionalen Gehalt beeinflussen, ist zu 
folgern, dass eine genauere Untersuchung mit größerem Sample erforderlich ist. 
V.2.3 Ergebnisse der SAM-Wiederholungsmessung – Online-Studie 
Die Häufigkeitsverteilungen der Bilder in den neun Kategorien des Circumplex Model of Affect 
von Russell (siehe Kapitel II.1.2.1) weisen Veränderungen von den Bildern in Original hin zu 
einer Veränderung auf, die jedoch sehr marginal sind, so dass kein eindeutiges Schema zu 
erkennen ist (siehe Abbildung 86 und Abbildung 87 im Anhang D). Eine Zusammenfügung der 
neun Kategorien in die drei Kategorien positiv, negativ und neutral entsprechend Russell und 
Pratt (1980) zeigt ein eindeutigeres Verhaltensmuster der Bilder. Von den 18 Bildern wurden 
sechs Bilder in ihrem Original der positiven Kategorie zugeordnet (5000, 5210, 5760, 5825, 
7497, 8475), 12 Bilder der negativen Kategorie (5940, 6230, 7010, 7078, 7175, 8185, 8492, 
9001, 9301, 9422, 9901, 9940). Bei den negativen Bildern ist kein Zuordnungsmuster erkennbar. 
Indessen tendieren die Bilder, deren Original positiv bewertet wird, zu einem erhöhten Anteil 
in der negativen Kategorie durch eine erhöhte Helligkeit, verringerte Helligkeit sowie 
Unschärfe und Veränderung zu einem Grauwertbild (siehe Abbildung 86 und Abbildung 87 im 
Anhang D). Eindeutig erkennbar ist dies am Bild 5825 (siehe Abbildung 72).  
Auf der Personenebene (n = 385) zeigt der T-Test für die Valenz viele signifikante Unterschiede, 
hauptsächlich sind die meisten Unterschiede zwischen dem Original und der Veränderung 
erhöhte Helligkeit zu finden. Neun von 18 Bildern sind hoch signifikant (siehe Tabelle 46 im 
Anhang e). Auch zwischen den restlichen Veränderungen und dem Original gibt es signifikante 
Unterschiede, jedoch nur wenige. Betrachtet man die Mittelwerte, so ist eine Verringerung der 
Valenzwerte ausgehend vom Bild in Original hin zur Veränderung zu erkennen. Auf der 
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Arousalebene gibt es sehr viel weniger signifikante Unterschiede zwischen den original Bildern 
und deren Veränderung. Jedoch auch hier befinden sich die meisten Signifikanzen zwischen 
dem Original und dem Bild mit erhöhter Helligkeit (siehe Tabelle 47 Anhang e). Im Gegensatz 
zu den Valenzwerten, steigen die Arousalwerte bei den Veränderungen (Vergleich der 
Mittelwerte). 
 
Abbildung 72: Zuordnung des Bildes zu den Kategorien positiv, negativ und neutral 
Auf der Bildebene (n = 18) belegt der Wilcoxon Test der errechneten Mittelwerte pro Bild einen 
signifikanten Unterschied auf der Valenzebene zwischen dem originalen Bild und dem Bild mit 
erhöhter Helligkeit (p = 0,015; z = -2,439). Die Valenzwerte der veränderten Bilder (HH) sind 
niedriger, als die des Originals. Auf der Arousalebene gibt es keine signifikanten Unterschiede. 
Diese Veränderung zwischen dem Original Bild und dem Bild mit erhöhter Helligkeit ist auch 
in Abbildung 73 zu erkennen. Sinkende Valenzwerte kennzeichnen hier die 
Positionsveränderungen der Bilder. 
Entgegen der Signifikanztests, die keinen Unterschied zwischen dem Bild in Original und der 
erhöhten Sättigung zeigen, erkennt man in Abbildung 74 ein bestimmtes Muster. Die Bilder 
mit erhöhter Sättigung sind entweder von fallenden Valenzwerten und gleichzeitig steigenden 
Arousalwerten gekennzeichnet (linker oberer Quadrant) oder sie weisen steigende Valenzwerte 
und fallende Arousalwerte auf (rechter unterer Quadrant). 
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Abbildung 73: Differenzen der Positionen der Originalbilder und der Positionen der Bilder mit erhöhter 
Helligkeit 
 
Abbildung 74: Differenzen der Positionen der Originalbilder und der Positionen der Bilder mit erhöhter 
Sättigung 
162  Kapitel V. Ergebnisse 
 
V.3 Ergebnisse auf der emotionalen physiologischen Ebene 
Auf der physiologischen Ebene werden in einem ersten Schritt die Ergebnisse der 
biometrischen Daten erläutert. In weiterer Folge werden die Ergebnisse der Eyetrackingstudie 
sowie anschließend die Resultate der Pupillometrie beschrieben. 
V.3.1 Ergebnisse der biometrischen Daten 
Gemäß der bereits erläuterten Literatur (siehe Kapitel II.1.3.3) messen die beiden Variablen 
Zygomaticus Major und Corrugator Supercilii die Valenz und die elektrodermale Aktivität das 
Arousal. Für die Valenz zählt der Wert des Zygomaticus Major nur wenn dieser steigt, somit 
steigt auch die Valenz. Steigt der Wert des Corrugator Supercilii so sinkt die Valenz. Es wurde 
daher zusätzlich eine Variable für die Valenz erstellt, die die beiden vorherigen Variablen 
kombiniert, indem sie pro Bild den höchsten Wert der beiden Variablen enthält. 
Betrachtet man die beiden Valenzwerte getrennt voneinander, so zeigt der Mann-Whitney-U 
Test auf der Personenebene (n = 42) beide Male nur wenige signifikante Unterschiede. Die 
Veränderungen beim Zygomaticus Major sind nur fünfmal signifikant unterschiedlich vom 
Original (siehe Tabelle 45 im Anhang f). Hingegen der Corrugator Supercilii zeigt 17 
signifikante Unterschiede (siehe Tabelle 46 im Anhang f). Die häufigsten Unterschiede ergeben 
sich zwischen den original Bildern und den unscharfen Bildern (5000; 5760; 5940; 9001; 9301) 
und den Originalen und den Bildern mit erhöhter Helligkeit (5000; 7078; 8475; 9001). Die 
Bilder mit erhöhter Helligkeit weisen einen signifikant höheren Wert des Corrugator Supercilii 
und somit sinkende Valenzwerte auf. Mit Ausnahme des Bildes 9301 gilt dies auch für die 
unscharfen Bilder. Auf der Arousalebene sind alle Mann-Whitney-U Tests (bei insgesamt 42 
Personen) der maximalen EDA Werte nicht signifikant. Die ermittelten EDA Mittelwerte 
indessen weisen 23 signifikante Unterschiede zwischen den Bildern in Original und ihren 
Veränderungen auf (siehe Tabelle 47 im Anhang f). Vor allem die Bilder mit erhöhter Helligkeit 
(5940; 7175; 8475; 8492; 9001) und erhöhter Sättigung (5210; 7175; 8185; 8492; 9001) sind 
signifikant unterschiedlich von ihrem Original. Bis auf zwei Bilder (8475HH und 5210SA) sind 
alle Arousalwerte signifikant fallend. Die kombinierte Valenzvariable weist nur drei 
signifikante Unterschiede auf (5210SA; 8475HH; 8475U; siehe Tabelle 48 im Anhang f). 
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Abbildung 75: Verhalten der Bilder im Original auf Arousalebene 
Abbildung 75 stellt das Verhalten aller Bilder in ihrem Original auf der Arousalebene dar. 
Daraus ist ersichtlich, dass bis auf fünf Bilder (5210, 5825, 6230, 7497, 8475) alle Arousalwerte 
im Vergleich zu der Baseline bzw. dem Black Screen steigen. Die Valenzwerte der 
kombinierten Variable fallen bei allen, bis auf fünf Bildern (5210, 5760, 5825, 6230, 8185), im 
Original (siehe Abbildung 76). 
 
Abbildung 76: Verhalten der Bilder im Original auf Valenzebene 
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Betrachtet man die Differenzen der Arousal- und Valenzwerte der Bilder ausgehend vom 
Original hin zur Veränderung, so sieht man bei allen Veränderungen sinkende Arousalwerte 
(untere beiden Quadranten), jedoch kein eindeutiges Verhalten der Valenzwerte (als Beispiel 
siehe Abbildung 77). 
 
Abbildung 77: Differenzen zwischen den Positionen der Originalbilder und den Positionen der 
Grauwertbilder 
Auch der Wilcoxon Test auf der Bildebene (mit 18 Bildern) bestätigt dieses Verhalten, dass 
man den Abbildungen (siehe Tabelle 49 im Anhang f) entnehmen kann. Auf den Valenzleveln 
gibt es keine signifikanten Unterschiede, sowohl bei den Werten des Zygomaticus Major, des 
Corrugator Supercilii, als auch bei der kombinierten Variable (siehe Anhang f). Indessen sind 
alle Unterschiede zwischen dem Bild in Original und den Veränderungen auf dem Arousallevel 
(EDA Mittelwert) signifikant (siehe Tabelle 26).  
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Tabelle 26: Wilcoxon Tests auf Arousallevel 
 G - O HH - O HN - O SA - O SP - O U - O 
Z -3,549 -2,591 -2,809 -2,504 -2,112 -2,809 
p 0,000 0,010 0,005 0,012 0,035 0,005 
V.3.2 Ergebnisse der Eyetrackingstudie 
Die Daten der Eyetracking Studie wurden in einem Voronoi Diagramm pro Bild dargestellt. 
Darin sind die Gebiete mit einer hohen Fixationsdichte (Bereiche, deren Größe kleiner oder 
gleich dem Median der Größe aller vorkommenden Bereiche) rot eingefärbt. 
Betrachtet man die visuellen Abbildungen der Voronoi Diagramme der Bilder und vergleicht 
die Diagramme der Veränderungen pro Bild miteinander, so ist festzustellen, dass diese sich 
alle voneinander unterscheiden. Bei allen Bildern wird das Auge von der Farbe gelenkt. Daher 
ist der größte Unterschied zwischen den original Bildern und den Grauwertbildern zu erkennen. 
Im linken Bild der Abbildung 78 ist deutlich zu erkennen, dass die Fixationen des Bildes im 
Original und im Bild mit hoher Helligkeit entlang der gelben Achterbahn liegen, deren Farbe 
im Bild hervorsticht (gleiches Muster in Bild 5825). Im Gegensatz dazu tendieren die 
Fixationen im Grauwertbild eher zur Mitte. Auch das Bild mit verringerter Helligkeit zeigt die 
höchste Fixationsdichte an den markanten gelben Stellen. Erstaunlicherweise werden hier die 
weißen Bereiche, die durch ihren hohen Kontrast hervortreten kaum fixiert. Hingegen im 
rechten Bild ist deutlich zu erkennen, dass durch die erhöhte Helligkeit ein starker Kontrast 
entsteht, der die Blickrichtung des Auges beeinflusst (gleiches Muster in Bild 7175 und Bild 
5940). Sind alle Farben eines Bildes hoch gesättigt, so treten mehrere Regionen des Bildes in 
den Mittelpunkt der Fokussierung (Vergleich original Bild und Bild mit hoher Sättigung). 
Durch die Sättigung tritt eine Farbe mehr oder weniger in den Fokus des Betrachters. 
Die Mann-Whitney-U Tests auf der Bildebene zeigen nur zwischen den Bildern in Original und 
den gespiegelten Bildern einen Unterschied in den größten Voronoi Zellen (p = 0,046; z = -
1,993). Die Anzahl der Voronoi Zellen, der Median, der Mittelwert und die kleinsten Zellen 
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unterschieden sich nicht signifikant zwischen den Bildern in Original (n = 18) und ihren 
Veränderungen (n = 6). 
 
 
Abbildung 78: Bilder mit zugehörigen Voronoi-Diagrammen (links Bild 8492, rechts Bild 5760) 
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V.3.3 Ergebnisse der Pupillometrie 
Die Analysen der Pupillendaten, die auf der Subtraktion des Minimum vom Maximum des 
Bildes basieren, ergeben weder beim Mann-Whitney-U Test (mit 42 Personen), als auch beim 
Wilcoxon Test (mit 18 Bildern) keine signifikanten Ergebnisse.  
Jedoch die Analysen der Pupillendaten, die auf der Subtraktion des Mittelwertes des Black 
Screens vom Mittelwert des Bildes basieren, zeigen sehr oft signifikante Ergebnisse (siehe 
Tabelle 27). Die meisten signifikanten Unterschiede ergeben sich zwischen den Bildern in 
Original und den Bildern mit erhöhter Helligkeit. Dabei haben die Bilder mit erhöhter Helligkeit 
ein signifikant niedrigeres Arousal (5825; 5940; 7010; 7078; 7497; 8492; 9301; 9901; 9940). 
Aber auch zwischen den Bildern in Original und den Bildern mit verringerter Helligkeit sind 
häufig signifikante Unterschiede zu erkennen. Die Bilder mit verringerter Helligkeit zeigen ein 
signifikant höheres Arousal auf (5210; 7078; 8185; 8475; 8492; 9422). 
V.4 Zusammenhang der unterschiedlichen Messungen 
Sowohl die Valenz, als auch das Arousal wurde auf zwei unterschiedlichen Emotionsebenen 
(physiologisch und psychologisch) gemessen.  
Die Pearson-Korrelation deckt Zusammenhänge zwischen diesen Messungen auf. Dafür 
werden jeweils die Messungen der Valenz miteinander sowie die Messungen des Arousals 
verglichen. 
Auf der Arousalebene zeigt die Pearson-Korrelation einen signifikanten Zusammenhang 
zwischen der Elektrodermalen Aktivität und der Größe der Pupille (p = 0,026; r = 0,214). 
Zwischen der SAM-Wiederholungsmessung und der Pupillengröße (p = 0,768; r = 0,029) sowie 
zwischen der SAM-Wiederholungsmessung und der Elektrodermalen Aktivität (p = 0,073; r = 
0,173) ist kein signifikanter Zusammenhang zu erkennen. 
Auf der Valenzebene gibt es keine signifikanten Zusammenhänge. Sowohl zwischen der SAM-
Wiederholungsmessung und dem Zygomaticus Major (p = 0,575; r = 0,55) oder dem Corrugator 
Supercilii (p = 0,142; r = -0,142), als auch zwischen dem Zygomaticus Major und dem 
Corrugator Supercilii (p = 0,905; r = -0,012) konnte kein signifikanter Zusammenhang 
festgestellt werden.  
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Tabelle 27: Mann-Whitney-U Tests der Pupillendaten 
 
***p < 0,001; **p < 0,01; *p <= 0,05  
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V.5 Verbindung Emotionsmessung mit den Farbdaten 
Die Untersuchung der reinen Emotionsmessungen in Verbindung mit den Veränderungen 
zeigte Verhaltensmuster in Bezug auf die Emotionsveränderung durch die Bildveränderung, 
allerdings konnten nur wenige signifikante Ergebnisse erzielt werden. 
Daher werden bei den folgenden Untersuchungen die tatsächlichen Farbeigenschaften der 
Bilder extrahiert und für die Analysen herangezogen. 
V.5.1 Verbindung Tachistoskopmessung und RGB-Histogramme 
Von den 126 ausgewählten und modifizierten Bildern der IAPS (siehe Kapitel III.1.1) werden 
in der folgenden Studie nur die Farbbilder (108) verwendet. Anhand der vier errechneten 
Variablen pro Bild (Gini, Koeffizient, Rmedian, Gmedian und Bmedian, siehe Kapitel III.2.4.1) 
werden diese Bilder gruppiert. 
Der von TRN32 errechnete wSSI empfiehlt eine drei Clusterlösung. In Tabelle 28 werden die 
durchschnittlichen Profile der drei Cluster dargestellt. 
Tabelle 28: Profile der Cluster der IAPS Bilder 
 Größe Gini Rmedian Gmedian Bmedian 
Cluster 1 49 (45%) 0,43 129,08 141,49 127,77 
Cluster 2 11 (10%) 0,66 232,84 242,52 232,04 
Cluster 3 48 (45%) 0,62 50,86 37,34 28,74 
 
Es gibt zwei fast gleich große Cluster (Cluster 1 und 3) und einen kleinen Cluster (Cluster 2). 
Cluster 1 beinhaltet Bilder mit einem geringen Kontrast und mittleren Median Werten für alle 
drei Farbkanäle. Aus diesem Grund, sind die Bilder dieses Clusters weder dunkel noch in einer 
der Farben gesättigt. Mit der Ausnahme der Bilder mit verringerter Helligkeit, sind alle 
Veränderungen der Bilder (inklusive Originale) in diesem Cluster enthalten. 
Der kleinste Cluster 2 beinhaltet Bilder mit sehr hohen Median in allen drei Farbkanälen. Bilder 
in diesem Cluster sind somit durch eine hohe Sättigung in allen Kanälen gekennzeichnet. Ein 
hoher Median in allen Kanälen weist auf helle Bilder hin. Dies spiegelt sich auch in den 
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Bildveränderungen, die in diesem Cluster vorkommen, wider, da alle Bilder mit erhöhter 
Helligkeit darin enthalten sind. Der Kontrast in diesem Cluster ist etwas höher als im ersten 
Cluster. 
Hinsichtlich der RGB-Werte, ist Cluster 3 das Gegenteil von Cluster 2. Alle drei Mediane sind 
sehr klein. Farben in diesem Bild sind nicht durch die Reinheit der Farben gekennzeichnet, 
sondern sind eher gedeckt (dunkler). Da wiederum alle Mediane gering sind, zeigt sich, dass 
die Bilder dieses Clusters grundsätzlich eher dunkler als jene des zweiten Clusters sind. Nicht 
überraschend ist, dass alle Bilder mit verringerter Helligkeit zu diesem Cluster gehören. 
Darüber hinaus sind Bilder aller anderen Veränderungen enthalten. Der Kontrast ist etwas höher 
als in Cluster 1 und ähnlich dem Kontrast in Cluster 2.  
Im Allgemeinen zeigt sich, dass der Kontrast keine große Auswirkung auf die Clusterbildung 
hat, da zwischen den Clustern nur geringe Variationen zu sehen sind. Ganz gegensätzlich dazu 
verhalten sich die Mediane der Farbkanäle. Hier sind eindeutige Unterschiede zu erkennen. 
Um die Prototypen mit emotionalen Konnotationen zu verbinden, werden die Ergebnisse der 
Tachistoskopstudie verwendet (siehe Kapitel V.2.1). Dies ermöglicht eine Überprüfung der 
dominierenden Emotion innerhalb eines Clusters. Durch eine Häufigkeitsverteilung der 
emotionalen Konnotationen zu jedem Bild können die Bilder in die Kategorien positiv, negativ 
und neutral klassifiziert werden, je nachdem welche Kategorie die eindeutige Mehrzahl – mehr 
als 50% – aufweist. 93 Bilder (von insgesamt 108) konnten eindeutig einer Kategorie 
zugeordnet werden: 41 als positiv, 51 als negativ und eines als neutral. 15 Bilder konnten nicht 
eindeutig klassifiziert werden. 
Tabelle 29: Emotionale Klassifizierung der Cluster 
 Positiv Negativ 
Cluster 1 24 (55%) 20 (45%) 
Cluster 2 2 (38%) 5 (62%) 
Cluster 3 14 (35%) 26 (65%) 
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Als Konsequenz wurden die TRN Ergebnisse und die klassifizierten, emotionalen 
Konnotationen kombiniert. Tabelle 29 zeigt die Anzahl der positiven und negativen Bilder der 
drei Cluster (das neutrale Bild wird ignoriert). 
Eindeutig zu erkennen ist, dass Cluster 3, der dunkle Cluster, häufiger mit negativen als mit 
positiven Konnotationen in Verbindung gebracht wird. Der kleinste Cluster 2 mit nur wenigen 
positiven Konnotationen verhält sich ähnlich wie Cluster 3. Bilder mit extrem hohen oder 
niedrigen Medianen in den Farbkanälen zeichnen sich durch eine höhere Anzahl an negativen 
Assoziationen aus. Im Gegensatz dazu tendiert Cluster 1, mit moderaten Medianen in allen drei 
Farbkanälen, mehr zu positiven Assoziationen. Ein Chi² Test, der alle drei Cluster miteinander 
vergleicht, zeigt kein signifikantes Ergebnis (p = 0,072). Trotz der statistisch schwachen 
Ergebnisse kann eine Tendenz verzeichnet werden. Bilder mit moderaten Werten hinsichtlich 
Sättigung und Kontrast werden eher als positiv wahrgenommen. 
V.5.2 Verbindung SAM-Messung der Online-Studie und HSL-Daten 
Input für eine weitere Untersuchung hinsichtlich der Analyse von Farbeigenschaften und ihr 
Einfluss auf die Emotion waren die acht extrahierten HSL-Bildeigenschaften (Hrot, Hgelb, 
Hgrün, Hcyan, Hblau, Hmagenta, Smedian und Lmedian in Prozent) sowie die Valenz- und 
Arousalwerte der SAM-Messungen der Online-Studie.  
Ziel ist es die Valenz- und Arousalwerte eines Bildes durch seine Bildeigenschaften zu 
generieren. Die schrittweise Regression ermöglicht das Erstellen zweier Gleichungen für 
Valenz und Arousal. 
Durch das schrittweise Ausschließen von Variablen auf der Arousalebene, bleiben 
schlussendlich nur zwei Variablen über, die signifikante Korrelationen (Smedian: p = 0,001; 
Hblau: p = 0,026) ausweisen. Das Arousal eines Bildes ist somit von den Variablen Smedian 
und Hblau abhängig. Das Modell mit diesen beiden Parametern erklärt 19% der Varianz (R² = 
0,191). Mittels der Farbeigenschaften eines Bildes kann somit 19% des Arousals erklärt werden, 
die restlichen 71% werden von anderen Charakteristika beeinflusst. Anhand der Durbin-
Watson-Statistik (DWS = 1,367) ist eine Autokorrelation des Modells auszuschließen. 
Angelehnt an die Höhe der erklärten Varianz ist auch die F-Ratio (F = 12,402) nicht 
herausragend hoch. Die vorhergesagten Werte können somit vom akkuraten Wert abweichen. 
Mit einem p-Wert von 0,000 ist das Vorhersagemodell für das Arousal jedoch hoch signifikant. 
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Der Varianzinflationsfaktor von 1,036 deutet auf eine nur sehr sehr geringe mögliche 
Multikollinearität hin. 
Basierend auf den beiden signifikanten Koeffizienten (Smedian: p = 0,007; Hblau: p = 0,001) 
kann folgendes Arousalmodell aufgestellt werden: 
ܣܴܱ ൌ Ͷǡ͹͸ʹ ൅ ሺെͳǡ͹Ͳ͹ሻ כ ܵ݉݁݀݅ܽ݊ ൅ ʹǡͻͳͶ כ ܪܾ݈ܽݑ 
Auch auf der Ebene der Valenz bleiben durch das Ausschlussverfahren am Ende noch zwei 
Variablen übrig. Die Variable Smedian weist eine hoch signifikante Korrelation auf (p = 0,000), 
die Variable Hgrün ist knapp nicht signifikant (p = 0,063), wird aber auch ins Modell mit 
aufgenommen. Mit diesen beiden Variablen erklärt das Modell 19.7% der Varianz (R² = 0,197) 
und ist hoch signifikant (p = 0,000).  
Auch in diesem Modell ist die Multikollinearität auszuschließen (VIF = 1,042). Das Modell für 
die Valenz besteht somit aus den beiden signifikanten Koeffizienten (Smedian: p = 0,000; 
Hgrün: p = 0,010): 
ܸܣܮ ൌ ͵ǡͳͲͻ ൅ ͵ǡͷͶͺ כ ܵ݉݁݀݅ܽ݊ ൅ ͺǡͶ͹͸ כ ܪ݃ݎò݊ 
V.5.3 Verbindung der emotional physiologischen Ebene und den HSL-
Daten sowie dem Gini 
Zur Analyse der auf der emotional physiologischen Ebene gemessenen Daten in Verbindung 
mit den HSL-Farbdaten und dem Gini wurde in einem ersten Schritt eine hierarchische 
Clusteranalyse der HSL-Farbdaten und des Ginis mit SPSS durchgeführt. Anhand des 
Dendrogramms (siehe Abbildung 79) wurde eine vier Clusterlösung ausgewählt. 
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Abbildung 79: Dendrogramm der Clusteranalyse HSL und Gini 
Durch die Mittelwertverteilung der eingehenden Variablen innerhalb der Cluster (siehe Tabelle 
30) können diese beschrieben werden. Im Vergleich zu allen Clustern ist das Cluster 1 durch 
Bilder mit hohen Hgelb, Hgrün, Hcyan und Hblau Anteilen gekennzeichnet. Zudem ist die 
Helligkeit (L) in diesem Cluster sehr hoch. Das Cluster 1 ist mit 50% (54 Bilder) das größte 
Cluster. Mit nur 8,3% (9 Bilder) ist das Cluster 2 das kleinste Cluster. Es wird durch Hrot und 
einer extrem hohen Sättigung charakterisiert. Cluster 3 ist mit 11,1% (12 Bilder) nicht viel 
größer als Cluster 2, unterscheidet sich jedoch durch seine Eigenschaften: Hgelb und stark 
gesättigt. Das Cluster 4 (30,6%; 33 Bilder) wird nur durch einen hohen Anteil an rot typisiert. 
Der Gini zeigt zwischen den 4 Clustern keine großen Unterschiede. Cluster 1 und 3 können 
durch einen eher mittleren Gini beschrieben werden, während Cluster 2 und 4 einen höheren 
Gini aufweisen. 
Tabelle 30: Profile der Cluster 
Cluster 
& Größe 
Hrot Hgelb Hgrün Hcyan Hblau Hmagenta L S Gini 
1 (50%) 0,2434 0,6219 0,1139 0,0146 0,0059 0,0002 0,5668 0,1485 0,4778 
2 (8,3%) 0,7268 0,2587 0,0134 0,0003 0,0005 0,0002 0,0575 1,0000 0,6387 
3 (11,1%) 0,2678 0,7186 0,0137 0,0000 0,0000 0,0000 0,3679 0,7963 0,4084 
4 (30,6%) 0,7569 0,2307 0,0125 0,0000 0,0000 0,0000 0,1420 0,2324 0,6575 
 
Die Ergebnisse der Varianzanalyse zeigen keinen signifikanten Effekt der unterschiedlichen 
Cluster auf den Zygomaticus Major (p = 0,929), auf den Corrugator Supercilii (p = 0,823) und 
auf die Elektrodermale Aktivität (p = 0,271). Hingegen ist ein signifikanter Effekt auf die 
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Pupillengröße eindeutig (p = 0,000). Die Scheffé post hoc Analyse ergab, dass sich die Cluster 
1 und 3, deren Bilder einen hohen Anteil an gelb haben, signifikant von den beiden anderen 
Clustern 2 und 4, mit hohem Anteil an rot, unterscheiden (siehe Tabelle 31). Betrachtet man 
die Pupillengröße, so sinkt die Pupillengröße in den Clustern 1 und 3 (Pupille_Cluster1 = -
0,4821714; Pupille_Cluster3 = -0,6966455), ganz im Gegensatz zu den Clustern 2 und 4, in 
denen die Pupillengröße steigt (Pupille_Cluster2 = 0,5518697; Pupille_Cluster4 = 0,8918234).  
Tabelle 31: Varianzanalyse (ANOVA) 
Pupillengröße (p = 0,000***) 
 Cluster 1 Cluster 2 Cluster 3 Cluster 4 
Cluster 1  0,004** 0,852 0,000*** 
Cluster 2 0,004**  0,004** 0,700 
Cluster 3 0,852 0,004**  0,000*** 
Cluster 4 0,000*** 0,700 0,000***  
                   *** p < 0,001, ** p < 0,01, * p < 0,05 
V.6 Die Anwendungsdomäne Tourismusfotografie 
Im Marketing ist die Verwendung von Bildern sehr verbreitet (Wedel & Pieters, 2008). Gerade 
im Bereich des Service Marketing und im Speziellen im Tourismus ist es wichtig den 
potenziellen Kunden im Vorhinein ein Erlebnis zu verschaffen. Es werden Bilder genutzt, um 
das durch den nicht greifbaren, immateriellen Charakter entstehende Risiko zu minimieren 
(Cutler & Javalgi, 1993). Im Gegensatz zu einem Produkt kann ein Service vor dem Kauf nicht 
getestet werden. Somit suchen die Kunden nach zusätzlichen Informationen über diesen Service. 
Meist geschieht dies im Internet (Bettman, 1979; Engel, Blackwell & Miniard, 1995). Eine 
Webseite stellt den ersten Kontakt des Kunden mit dem Service dar und beeinflusst den 
Ersteindruck (Haahti & Komppula, 2006) sowie in weiterer Folge die Meinung über den 
Service (Gunn, 1988). Daher ist es von großer Bedeutung, die auf der Webseite vorhandenen 
Bilder und Texte passend auszusuchen und zu gestalten. Die folgenden zwei Studien 
untersuchen die Verwendung von Bildern im Hinblick auf ihren emotionalen Gehalt, der das 
Erlebnis prägt. 
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V.6.1 Auswirkung von Text und Bild auf die wahrgenommene 
emotionale Wirkung einer Tourismus-Webseite 
Schneider und Stangl (2012) analysieren in ihrer Studie die emotionale Wirkung einer Webseite, 
die durch den darauf abgebildeten Text und durch Bilder hervorgerufen wird. Basis ihrer 
Untersuchung sind die Webseiten von 59 Museen Wiens, die im Programm der „Nacht der 
Museen 2010“ aufgenommen waren. Anhand eines Scoring Modells, dass die Usability, die 
Darstellung, die Information, das Design, die Aktualität und die Suchfunktion begutachet 
(Details siehe Schneider & Stangl, 2012), wurden die zwei interessantesten und wichtigsten 
Museen ausgewählt. Die Webseite der Albertina weist hier das höchste Ergebnis auf. Die 
Webseite des Technischen Museum Wiens fällt unter die 10 besten und wurde wegen des 
komplett gegensätzlichen Inhaltes ausgewählt.  
Für die weitere Analyse wurden 29 Bilder der Albertina Webseite und 22 Bilder der Webseite 
des Technischen Museums ausgewählt. Die Bilder wurden jeweils der Hauptseite entnommen. 
Sowohl bekannte, als auch unbekannte Bilder von Fotografien und Gemälden sowie Bilder von 
den Museen selbst sind im Bilderpool enthalten. 
Diese Bilder wurden in einer Online-Card-Sorting Studie anhand des Websort Tools von 50 
Respondenten einer Emotionskategorie zugeordnet. Insgesamt standen 11 Emotionskategorien 
nach Scherer (2005) zur Auswahl: bewundernswert, interessant, faszinieren, angenehm, 
nostalgisch, überraschend, fröhlich, heiter, entspannend, positiv und negativ. Einer Kategorie 
konnten mehrere Bilder zugeordnet werden. 
Für die Analyse des Textes der Webseiten wurde das Analysetool Webeval verwendet. Das 
Tool wurde von Wöber8 entwickelt. Webeval listet alle Wörter im Text der Webseite mit ihren 
Häufigkeiten auf. Ausgehend von allen gelisteten Worten wurden Artikel oder Pronomen 
exkludiert. Des Weiteren wurden die Wörter entfernt, die nur schwer einer Emotion nach 
Scherer (2005) zugeordnet werden können. Schlussendlich wurde mit 45 Wörtern der Webseite 
der Albertina sowie mit 30 Wörtern der Webseite des Technischen Museums eine Card-Sorting 
Studie durchgeführt. Auch in dieser Studie ordneten 50 Respondenten diese vorgegebenen 
Wörter den 11 Emotionskategorien nach Scherer (2005) zu.  
                                                        
8 Karl Wöber ist Professor der  MODUL University Vienna, http://www.modul.ac.at/de/user/Woeber/ 
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Die Daten der beiden Card-Sorting Studien dienten als Input der beiden Clusteranalysen mit 
TRN. Eine weitere Kategorisierung der Emotionskategorien in positiv, negativ und neutral 
diente als Input für eine Korrespondenzanalyse. 
Die TRN Clusteranalyse der Bilder ergab eine Fünf-Clusterlösung (wSSI = 0,46) mit einer sehr 
hohen Robustness von 0,93. Anhand der von TRN zur Verfügung gestellten Profiltabelle, kann 
jedem Cluster eine emotionale Beschreibung zugeordnet werden (siehe Tabelle 32).  
Tabelle 32: Ergebnisse der Bild-Clusteranalyse 
Cluster Name Beschreibung Bildbeispiele 
Cluster 1 
13,73% Erdige Farben 
Positiv (6,258%),  
angenehm (6,104%) 
  
Cluster 2 
13,73% Interaktion 
Interessant 
(12,720%),   
 
Cluster 3 
29,41% Hohe Helligkeit 
Interessant (9,874%), 
negativ (9,612%) 
 
 
Cluster 4 
27,45% Dunkle Farben 
Negativ (10,033%), 
nostalgisch 
(10,769%) 
  
Cluster 5 
15,69% Nur wenige Farben 
Nostalgisch 
(16,921%) 
 
 
13,73% der Bilder sind in Cluster 1 enthalten. Neben einem Bild 
der Albertina selbst oder dem Dürer Hasen sind auch Bilder vom Logo des Technischen 
Museums sowie einem Betonmischer enthalten. Die Farben Braun oder Grauweiß dominieren 
in diesem Cluster, daher wird es als erdiges Cluster bezeichnet. Es ist vor allem mit positiven 
und angenehmen Emotionen verbunden. Die Bilder des zweiten Clusters konzentrieren sich 
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hauptsächlich auf die Interaktion. Die meisten Bilder zeigen Menschen in Aktion oder Objekte, 
die für Geschwindigkeit stehen, wie zum Beispiel ein Auto. Es wird häufig mit der Emotion 
interessant assoziiert und ist mit 13,73% gleich groß wie Cluster 1. Die Bilder in Cluster 3 
(Größe 29,41%) sind durch ihre hohe Helligkeit, durch helle Farben und hohe Beleuchtung, 
charakterisiert. Interessant und negativ sind die beiden Emotionen, die mit diesem Cluster in 
Verbindung gebracht werden. Cluster 4 enthält 27,45% der Bilder, die meist aus dunklen Farben 
bestehen und mit negativen und nostalgischen Emotionen verbunden werden. Das zweitkleinste 
Cluster 5 mit nur 15,69% der Bilder zeichnet sich durch wenige Farben aus. Die Bilder sind 
dominiert von zwei oder drei Farben, meist schwarz und weiß sowie grün und orange. Mit 
nostalgisch wird dieses Cluster beschrieben. 
Tabelle 33: Ergebnisse der Text-Clusteranalyse 
Cluster Name Beschreibung Textbeispiele 
Cluster 1 
5,34% Preis Negativ (24,825) 
Rot, 
Preise 
Cluster 2 
13,33% Vergangenheit Nostalgisch (16,987),  
Dampfmaschinenvorführung, 
historisch 
Cluster 3 
21,33% Information Interessant (22,731) 
Information, 
Ausstellung 
Cluster 4 
13,33% Gemeinschaft Glücklich (13,207) 
Familie, 
willkommen 
Cluster 5 
26,67%  Positiv (19,110),  
International, 
konzentriert 
Cluster 6 
20,00% Außergewöhnlich 
Bewundernswert (10,630),  
faszinierend (11,141) 
Michaelangelo, 
Schatz 
 
Der wSSI (0,54) der Text-Clusteranalyse schlägt eine sechs Clusterlösung vor. Die Robustness 
beträgt hier 0,99 und ist somit sehr hoch. In Tabelle 33 sind die Beschreibungen und Profile der 
Cluster zu sehen. Cluster 1 umfasst 5,34% der Wörter und ist damit das kleinste Cluster. Wörter 
wie Preis, kontrolliert oder rot sind in diesem Cluster enthalten und werden hauptsächlich mit 
der Emotion negativ verbunden. Das zweite Cluster, genannt Vergangenheit, beinhaltet Wörter, 
die in Zusammenhang mit früheren Zeiten stehen. Beispiele sind Wörter wie Dampfmaschine, 
Archiv oder barocke Konzerte. Es enthält 13,33% der Wörter und ist mit der Emotion 
nostalgisch verbunden. Cluster 3 wird als Informationscluster beschrieben, da die darin 
vorkommenden Wörter das Museum beschreiben. Beispiele hierfür sind Ausstellung, 
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Sammlung oder Publikation. Es wird mit der Emotion interessant assoziiert und enthält 21,33% 
der Wörter. Das Cluster 4 beinhaltet 13,33% und wird als Gemeinschaft bezeichnet. Wörter, 
wie Familie, Kinder oder willkommen sind darin enthalten, die mit der Emotion glücklich 
verbunden werden. Das größte Cluster 5 steht in Verbindung mit der Emotion positiv und 
beinhaltet ein weites Spektrum an Wörtern von attraktiv und effizient bis konzentriert und 
online. Im letzten Cluster 6 (Größe 20%) sind außergewöhnliche Wörter, wie Michelangelo 
oder Schatz enthalten, die als bewundernswert und faszinierend beschrieben werden. Basierend 
auf den Ergebnissen der Clusteranalysen konnte keine eindeutige Zuordnung der Emotionen zu 
einem Cluster erfolgen. Daher wurden in einer weiteren Studie alle Emotionen nach Scherer in 
die Kategorien positiv, negativ und neutral eingeteilt. Bis auf nostalgisch und negativ wurden 
alle anderen Emotionen der positiven Kategorie zugeordnet. Nostalgisch wurde als neutral 
klassifiziert und negativ als negativ. 
Diese drei Kategorien und die 11 Cluster der vorherigen Analysen dienen als Eingangsdaten 
für eine Korrespondenzanalyse. Eine zweidimensionale Lösung beschreibt 100% des Modells. 
Davon werden 57% von der ersten Dimension und 43% von der zweiten Dimension erklärt. 
Anhand der Ergebnisse der Korrespondenzanalyse (Details siehe Schneider & Stangl, 2012 
bzw. Tabelle 53 im Anhang H) ist zu erkennen, dass sich die Dimension 1 von negativ (k1 = -
1,021) nach positiv (k1 = 0,15) aufspannt und die Dimension 2 von positiv (k2 = -0,152) nach 
neutral (k2 = 0,874) verläuft. Somit werden alle Objekte im rechten unteren Feld der Abbildung 
80 positiv wahrgenommen.  
Die Objekte lassen sich anhand der Ergebnisse durch eine Dimension beschreiben. Der Cluster 
text1 (ctr1 = 0.747) wird durch Dimension 1 erklärt. Allerdings gibt es keine große Differenz 
zur Dimension 2. Cluster picture1 (ctr1 = 0,017), picture2 (ctr1 = 0,012) und picture3 (ctr1 = 
0,023) werden auch durch die Dimension 1 beschrieben. Bezüglich der Position entlang dieser 
Dimension liegen Cluster picture1 (k1 = 0,171) und picture2 (k1 = 0,14) im positiven Bereich 
der Dimension und werden somit der positiven Emotionskategorie zugeordnet. Im Gegensatz 
dazu befinden sich die Cluster text1 (k1 = -1,129) und picture3 (k1 = -0,197) auf der negativen 
Seite der Dimension 1. Diese Cluster werden mit einer negativen Emotion assoziiert. 
Dimension 2 erklärt die Cluster text2 (ctr2 = 0,304) und picture5 (ctr2 = 0,322), welche neutral 
wahrgenommen werden. Darüber hinaus wird text5 (ctr2 = 0,106) als positiv identifiziert. 
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Abbildung 80: Korrespondenzgraph (Schneider & Stangl, 2012) 
Der Korrespondenzgraph (Abbildung 80) zeigt, dass sich die meisten Text-Cluster (text3, text4, 
text5, text6) und auch zwei Bild-Cluster (picture1, picture2) im unteren rechten Quadranten 
befinden und somit positiv wahrgenommen werden. Hingegen text1 und picture3 werden 
negativ wahrgenommen und text2, picture4, picture5 neutral. Die Positionierung der Objekte 
und Attribute im Graphen zeigt die Verbindung von Cluster und emotionaler Kategorie.  
V.6.2 Der Gebrauch von Bildern auf Tourismuswebseiten und deren 
emotionale Wirkung auf den Betrachter 
Wie bereits erwähnt, bietet die IAPS Datenbank visuelle Stimuli, die zur Emotionsforschung in 
unterschiedlichen Bereichen verwendet werden. Die bisherigen Forschungsergebnisse (siehe 
Kapitel V.2 und Kapitel V.3) basieren auf diesen bereits getesteten und standardisierten Bildern. 
Eine weitere Untersuchung von Schneider und Ring (2010) analysiert Bilder, die im aktuellen 
Tourismusmarketing auf Webseiten verwendet werden.  
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Für diese Studie wurden die Stadt Wien und weitere vier europäische Städte, basierend auf ihrer 
geographischen Nähe zu Wien und aufgrund der ähnlich großen Bevölkerungszahl (Wien: 
1.687.271 (Statistik Austria, 2009); Barcelona: 1.621.537 (Institutio National de Estadistica, 
2009); Budapest: 1.712.210 (STADAT, 2009); München: 1.330.440 (Bayrisches Landesamt 
für Statistik und Datenverarbeitung, 2009); Mailand: 1.295.705 (Geodemo, 2009)) ausgewählt. 
In Übereinstimmung mit der Klassifizierungsstudie der World Tourism Organization wurden 
die Städte Budapest, Barcelona, München und Mailand ausgewählt, welche sich im selben 
Cluster – „Erbe, Kunst und kreative Industrien“ – wie Wien befinden (World Tourism 
Organization, 2005).  
Von den offiziellen Tourismuswebseiten (Wien: http://www.wien.info/en; Budapest: 
http://www.budapestinfo.hu/en; Barcelona: http://www.barcelonaturisme.cat; München: 
http://www.muenchen.de/Tourismus/14/index.html; Mailand: 
http://www.visitamilano.it/turismo_en) wurden insgesamt 34 Bilder selektiert. Um 
sicherzustellen, dass nur Bilder ausgewählt werden, mit denen die Webseitenbesucher 
hauptsächlich konfrontiert sind, wurde bei der Auswahl der Bilder darauf geachtet, nur Bilder 
der Hauptseite oder der ersten Unterseite zu extrahieren. Darüber hinaus wurden keine Bilder 
entnommen, die Schriftzüge oder Werbung enthielten. 
Als Resultat wurden sechs Bilder aus dem Header jeder Unterseite für Wien ausgewählt. Für 
Budapest wurden fünf Bilder von der Unterseite „Sehenswürdigkeiten“ entnommen, für 
Barcelona waren es fünf und für Mailand zehn Bilder. Die Auswahl wird mit acht Bildern von 
Münchens Startseite komplettiert (siehe Tabelle 34). 
Gleich der RGB-Farbkanalstudie in Kapitel V.5.1 wurden Histogramme für die 34 
Webseitenbilder erstellt. In weiterer Folge wurde der Gini-Koeffizient, der Median des roten 
Farbkanals, der Median des grünen Farbkanals und der Median des blauen Farbkanals kalkuliert. 
Basierend auf der zugrunde liegenden Clusteranalyse des IAPS Materials und dessen 
Modifikationen, wurden in dieser Analyse alle 34 ausgewählten Webseitenbilder gemeinsam 
mit den ausgewählten und modifizierten 108 IAPS Fotographien mittels TRN geclustert.  
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Tabelle 34: Bilder der Webseiten und deren Farbwerte 
Bild 
R-
Median 
G-
Median 
B-
Median 
Gini 
Emotions- 
Cluster 
 
177 106 43 0,27 3 
 
132 163 206 0,54 1 
 
119 87 37 0,26 3 
 
107 130 123 0,35 1 
 
133 168 187 0,54 1 
 
Anhand des wSSI wurde eine drei Clusterlösung verwendet. Die Prototypen-Tabelle zeigt, dass 
keine namhaften Unterschiede zwischen der Lösung mit dem IAPS Material alleine (Tabelle 
28) und der aktuellen Lösung (Tabelle 35) gibt. Auch hier diskriminiert der Gini-Koeffizient 
nicht gut zwischen den unterschiedlichen Clustern. Hingegen zeigen auch hier die drei 
Farbdimensionen bedeutende Charakteristika auf. Cluster 2 ist gekennzeichnet durch hohe 
Mediane in allen drei Farbkanälen. Cluster 3 hingegen wird durch sehr geringe Mediane in allen 
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Kanälen charakterisiert, während in Cluster 1 alle Mediane einen mittleren Wert aufweisen. 
Cluster 1 und 3 weisen nahezu die gleiche Größe auf, Cluster 2 ist dagegen sehr klein. All diese 
Charakterisierungen gehen mit den bisherigen Ergebnissen konform. Darüber hinaus wurden 
alle 108 (modifizierten) Bilder der IAPS Datenbank im selben Cluster gefunden in dem sie auch 
schon in der vorherigen Clusteranalyse aufscheinen (siehe Kapitel V.5.1). Die 34 Bilder der 
Webseite können in allen Cluster gefunden werden. Die Mehrheit gehört zu Cluster 1 (19 
Bilder), gefolgt von Cluster 3 mit 14 Bildern. Eines der Bilder von München ist Teil des Cluster 
2.  
Tabelle 35: Profile der Cluster für Bilder der IAPS und der Webseiten 
 Größe Kontrast Median Rot Median Grün Median Blau 
Cluster 1 64 (45%) 0,44 132,18 140,21 134,81 
Cluster 2 12 (9%) 0,66 228,27 239,93 229,90 
Cluster 3 66 (46%) 0,59 62,68 48,48 35,17 
 
Aufgrund der Tatsache, dass die emotionale Ladungen der drei Cluster gleich denen der 
Basisstudie in Kapitel V.5.1 sind und dass alle 108 (modifizierten) IAPS Bilder identisch in 
beiden Analysen klassifiziert wurden, können die Bilder der Webseiten ebenfalls emotional 
klassifiziert werden. Von allen fünf Stadt-Webseiten sind Bilder in dem negativen Cluster 
(Cluster 3) und im positiveren Cluster 1 gefunden worden. Wiens offizielle Tourismuswebseite 
zeigt drei positive und zwei negative Bilder. Barcelona hat drei negative und zwei positive 
Fotos auf deren Webseite. Sechs der Bilder von Mailand sind positiv und vier negativ. München 
hat fünf positive Bilder und drei negative (zwei in Cluster 3 und eines im Cluster 2).  
V.7 PiXem: vom Low-Level Feature Farbe zur High-Level-Semantik 
Emotion 
Basierend auf der Literatur und den vorherigen Analysen und Forschungsergebnissen wurde 
das Werkzeug PiXem entwickelt, dass Bilder anhand ihrer Farbeigenschaften in die neun 
emotionalen Kategorien des CMA (siehe Kapitel II.1.2.1) oder in die grundlegenden 
Kategorien positiv, negativ und neutral klassifiziert sowie jedem Bild anhand einer Formel eine 
emotionale Valenz und ein emotionales Arousal zuordnet.  
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Abbildung 81: UML-Klassendiagramm PiXem 
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Durch die Extraktion von bestimmten Low-Level Features eines Bildes annotiert PiXem jedes 
Bild mit einer High-Level-Semantik. Das Werkzeug dient somit der Unterstützung der 
Indexierung von Bilddaten durch die Extraktion von zusätzlichen Metadaten, die in einem 
weiteren Schritt im Image Retrieval verwendet werden können. Zudem kann PiXem als 
emotionales Messinstrument für Bilder angewandt werden.  
Unter der Verwendung der Entwicklungsumgebung Eclipse (Version Juno Service Release 2) 
wurden sieben Klassen sowie eine Interface Klasse (siehe Abbildung 81) implementiert. In der 
Klasse Pixem verbirgt sich die main()-Methode. Außerdem wird dort eine Instanz der Assessor 
Klasse erstellt. Von dieser Klasse werden alle weiteren Abhandlungen angestoßen. In einem 
ersten Schritt wird das Bild geladen. Anschließend prüft das Programm, ob es sich um ein 
Farbbild oder ein Grauwertbild handelt.  
 
Abbildung 82: Beispielbild „Amsterdam“ mit extrahierten HSL-Werten und Gini 
Ist das eingelesene Bild ein Farbbild, so wird die Klasse ColorHistogram_RGB aufgerufen, die 
die R-, G- und B-Werte sowie den Gini-Koeffizienten für ein Bild bereitstellt. Abbildung 83 
stellt das genaue Vorgehen dieser Klasse dar. Das eingelesene Bild wird Pixel für Pixel 
durchlaufen. Dabei werden die R-, G- und B-Werte der Farbkanäle extrahiert und zu einem 
Histogramm zusammengefügt. Aus diesem RGB-Histogramm wird ein weiteres Histogramm 
erstellt, das alle drei Farbkanäle gemeinsam abbildet. Nachdem diese Datenreihe des 
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Histogramms sortiert wurde, werden die Daten kumuliert, summiert und schlussendlich der 
Gini-Koeffizient daraus berechnet. 
Mittels der RGB-Daten jedes einzelnen Pixels transformiert die Klasse ColorHistogram_HSL 
das Bild in den HSL-Farbraum. Anschließend wird aus den S- und L-Daten jeweils der Median 
berechnet. Die H-Werte werden zu den sechs Kategorien Rot (331°-30°), Gelb (31°-90°), Grün 
(91°-150°), Cyan (151°-210°), Blau (211°-270°) und Magenta (271°-330°) zusammengefasst, 
in denen jeweils die Häufigkeiten angegeben werden (siehe Abbildung 82). Abbildung 93 im 
Anhang g zeigt den Ablauf dieser Berechnung. Für alle Grauwertbilder errechnet die Klasse 
Grey Histogramm den Gini-Koeffizienten (siehe Abbildung 94 im Anhang G). 
Für den letzten Schritt des Programms wird die Klasse Emotionaliser aufgerufen, die die 
Zuordnung zu den emotionalen Kategorien vornimmt. Basierend auf den bereits errechneten 
HSL-Farbwerten in Prozent werden sowohl die Valenz als auch das Arousal des Bildes 
bestimmt. Die Formeln für die Berechnung dieser Werte stammen aus der Regressionsanalyse 
(siehe Kapitel V.5.2) und lauten wie folgt: 
ܣܴܱ ൌ Ͷǡ͹͸ʹ ൅ ሺʹǡͻͳͶ כ ܪܾ݈ݑ݁ሻ ൅ ሺെͳǡ͹Ͳ͹ כ ܵ݉݁݀݅ܽ݊ሻ 
ܸܣܮ ൌ ͵ǡͳͲͻ ൅ ሺͺǡͶ͹͸ כ ܪ݃ݎ݁݁݊ሻ ൅ ሺ͵ǡͷͶͺ כ ܵ݉݁݀݅ܽ݊ሻ 
Formel 11: Berechnung Valenz und Arousal aus HSL 
Anhand der vorgegebenen Grenzen aus der Literatur (siehe Kapitel II.1.2.1) wird das Bild dann 
einer der neuen Kategorien des CMA zugeteilt. Diese Kategorien können wiederum in die 
Kategorien positiv, negativ und neutral unterteilt werden. Dieses Vorgehen des Werkzeuges 
PiXem ist im Ablaufdiagramm (siehe Abbildung 83) graphisch dargestellt. Alle errechneten 
Werte und Kategorien können sowohl am Bildschirm, als auch in einem csv-File ausgegeben 
werden. 
PiXem generiert somit aus den extrahierten Farbdaten im HSL-Farbraum für jedes Bild eine 
emotionale High-Level-Semantik. Für das Beispielbild „Amsterdam“ konnten acht Farbwerte, 
wie in Abbildung 82 ersichtlich, extrahiert werden. Durch die Umrechnung in Prozent erhält 
man folgende H-Werte: Hred=0,43, Hblue=0,08, Hgreen=0,04, Hyellow=0,29, 
Hmagenta=0,01, Hcyan=0,14, Smedian=0,24, Lmedian=0,38. 
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Abbildung 83: UML-Ablaufdiagramm PiXem 
Setzt man die passenden Werte in die Formel 11 zur Berechnung der beiden Variablen Valenz 
und Arousal, so erhält man für dieses Beispielbild „Amsterdam“ einen Valenzwert von 4,29 
und einen Arousalwert von 4,58. Anhand der in Abbildung 84 eingezeichneten Grenzen kann 
das Bild der CMA-Kategorie neutral sowie der emotionalen Oberkategorie neutral zugeordnet 
werden. 
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Abbildung 84: Beispielbild „Amsterdam“ in zugeordneten emotionalen Kategorien 
Nach diesem Vorgehen teilt PiXem jedem Bild zusätzliche emotionale Metadaten zu, die zur 
Indexierung im Image Retrieval genutzt werden können. Abbildung 85 zeigt drei Beispielbilder 
mit ihren emotionalen Annotationen (High-Level-Semantik), die aus den jeweiligen Farbdaten 
(Low-Level Features) durch PiXem gewonnen wurden. 
 
Abbildung 85: Low-Level Features und High-Level-Semantik dreier Beispielbilder 
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Wie die Regressionsanalyse zeigt, werden 19% des Arousalwertes und 19,7% des Valenzwertes 
durch die Farbe eines Bildes erklärt. Somit geben diese beiden Werte, die PiXem berechnet, 
eine emotionale Richtung an, werden aber nur durch Farbe nicht zu 100% erklärt. Diese 
Gegebenheit sieht man auch beim Vergleich zwischen den durch PiXem neu berechneten 
Werten und den in der Datenbank angegebenen Werten der IAPS Bilder. Die Spanne der Werte 
der Datenbank ist größer, als die der berechneten Werte. So liegen die größten Werte der IAPS 
Datenbank bei circa 9, die größten Werte, die PiXem berechnet, liegen bei circa 6. Eine 
detailierte Zuordnung in die neun Kategorien des CMA ist durch PiXem möglich, jedoch ist die 
Zuordnung in die weniger umfangreichen Kategorien positiv, negativ und neutral aufgrund der 
genannten Umstände vorzuziehen.   
PiXem dient somit dazu, die gewonnenen Erkenntnisse aus den vorher durchgeführten 
Emotionsstudien (Kapitel V.2 bis Kapitel V.5.3) für das Image Retrieval nutzbar zu machen. 
V.8 Die Verwendung von Emotionen im Image Retrieval 
Im Fokus dieser Untersuchungen steht die Verbesserung der Ergebnisqualität des Image 
Retrieval durch die Einbeziehung emotionaler Charakteristika eines Bildes.  
Durch das in Kapitel V.7 entwickelte Programm PiXem werden jedem Bild des 
Untersuchungskorpus (siehe Kapitel II.4.3.1) die beiden emotionalen Variablen Valenz und 
Arousal, eine der neun Kategorien des Circumplex Models of Affect sowie in weiterer Folge 
eine der drei Kategorien positiv, negativ oder neutral zugeordnet.  
Mit den emotional annotierten Bildern wurden in einem zweiten Schritt mehrere 
Suchdurchgänge innerhalb des Xtrieval Frameworks der TU Chemnitz (siehe Kapitel II.4.3) 
durchgeführt. Xtrieval wurde innerhalb des Projektes sachsMedia9 entwickelt und ermöglicht 
eine Indexierung von Bildern, das Suchen nach Bildern und die Evaluation der Suchergebnisse 
(siehe Kapitel II.4.4).  
Die Suche basiert auf einer Kombination von textuellem und inhaltsbasiertem (CBIR) 
Information Retrieval (Kürsten, Wilhelm & Eibl, 2008), da diese wie vorher schon erwähnt 
(siehe Kapitel II.4.3.1) die besten Ergebnisse liefert. Als Untersuchungskorpus dient die IAPR 
                                                        
9 http://sachsmedia.tv/ 
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TC-12 Bilddatenbank (siehe Kapitel II.4.3.1). Generell konnten durch die Verwendung dieser 
Datenbank nur geringere MAP-Werte erzielt werden, als durch die Verwendung der vorherigen 
Bilddatenbank St. Andrews (Clough, Müller, & Sanderson, 2005). Auf der ImageCLEF 2006 
konnten die Gruppen, die nur das inhaltsbasierte Retrieval betrachten, eine durchschnittliche 
MAP von 0,041 erreichen. Die Gruppen, die nur den Text in den Suchprozess mit einbinden 
erhalten eine durchschnittliche MAP von 0,129 und die Kombination von beidem erzielt eine 
MAP von 0,199. 
In einem ersten Schritt wird eine Suche über die Metadaten der Bilder, vor allem deren 
Beschreibungstexte, durchgeführt. Die Ergebnisse dieser Suche werden in einem zweiten 
Schritt dann durch verschiedene Bildeigenschaften neu geordnet. Für die Neuordnung der 
Ergebnisse wurden in der ersten Studie die emotionalen Kategorien des Circumplex Models of 
Affect (CMA) und die Kategorien positiv, negativ und neutral herangezogen. In der zweiten 
Studie dienten der MPEG-7 CoherenceColorVector sowie das EdgeHistogramm als zusätzliche 
Reihungsfaktoren. Die im ersten Schritt gewonnenen Bilder werden im zweiten Schritt durch 
einen Ähnlichkeitsvergleich zwischen ihren Bildeigenschaften und den Bildeigenschaften der 
Beispielbilder, die zu jedem Task zur Verfügung stehen, neu geordnet. Die Evaluation der 
Suchergebnisse zeigt den Einfluss emotionaler Charakteristika ausgelöst durch Farben im 
Image Retrieval. 
V.8.1 Evaluation des textbasierten Image Retrieval in Kombination mit 
Emotionen 
Xtrieval durchsucht die Bilddatenbank anhand der Metadaten der Bilder (text). Zusätzlich 
werden in weiterer Folge die annotierten emotionalen CMA-Kategorien (cma) sowie die 
Kategorien positiv, negativ und neutral (pnn) der Ergebnisbilder mit den Kategorien der 
Beispielbilder verglichen und die Ergebnisse neu gereiht. Außerdem wurden alle möglichen 
Kombinationen durchlaufen (cma.pnn, text.cma.pnn) und zusätzliche Filter gesetzt. Durch die 
Filter wurde sichergestellt, dass die Kategorien im Bild auf jeden Fall vorhanden sein müssen, 
der Text in den Metadaten ist hingegen nur optional (text + cma, text + pnn, text + cma.pnn). 
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Tabelle 36: Evaluierungsergebnisse der Suchdurchgänge erste Studie 
 
 MAP RBP (0,5) RBP (0,95) 
cma 0,001132 0,000069 0,002174 
pnn 0,002368 0,002018 0,005605 
cma.pnn 0,002378 0,002018 0,005605 
text.cma.pnn 0,134245 0,295418 0,171059 
text + cma 0,159743 0,302043 0,193174 
text + cma.pnn 0,163394 0,300589 0,193425 
text + pnn 0,163394 0,300589 0,193425 
text 0,186243 0,320979 0,204011 
 
Tabelle 36 zeigt die Evaluierungsergebnisse der unterschiedlichen Suchdurchgänge anhand 
MAP und RBP. Diese lassen erkennen, dass die textbasierte Suche schon soweit ausgereift ist, 
dass durch die Kombination mit dem emotionalen Inhalt der Bilder keine Verbesserung erreicht 
werden kann. Das reine textbasierte Retrieval weist die besten Ergebnisse auf (MAP= 0,18624). 
Die Suchdurchläufe, die nur die emotionalen Kategorien berücksichtigen, zeigen die 
schlechtesten Ergebnisse auf. Jedoch ist hier durch die Kombination von beiden emotionalen 
Kategorisierungen eine Verbesserung ersichtlich. Die Verbindung der emotionalen Kategorien 
mit dem Text dokumentiert eine starke Steigerung der MAP (von cma.pnn= 0,002378 auf 
text+pnn= 0,163394).  
Auffallend ist, dass RBP (0,95) bei den Suchdurchgängen mit emotionalen Kategorien höher 
ist, als RBP (0,5). Sobald Text zur Suche hinzukommt, verhalten sich diese beiden Kriterien 
genau gegensätzlich. Die Einbeziehung der emotionalen Kategorien erhöht somit die 
Wahrscheinlichkeit, dass User sich auch die zweite Seite der Suchergebnisse anschauen. 
Aufgrund dieser Ergebnisse lässt sich doch eine Verbesserung der Ergebnisse des Image 
Retrieval durch die Einbeziehung von Emotionen erahnen. Eine weitere Studie soll dies auch 
anhand der MAP zeigen. Durch die Einteilung in die Kategorien gehen viele Informationen 
verloren. Die nächste Studie arbeitet daher mit den originalen Valenz- und Arousalwerten. 
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V.8.2 Evaluation des text- und inhaltsbasierten IR in Kombination mit 
Emotionen 
In dieser Studie wurden zusätzlich zum textbasierten IR und der Neuanordnung durch die 
emotionalen Kategorien auch die berechneten Valenz- und Arousalwerte der Bilder sowie die 
beiden MPEG-7 Deskriptoren CoherenceColorVector und EdgeHistogram zur Reihung der 
Ergebnisse herangezogen.  
Es wurden mehrere Suchen durchgeführt, die die unterschiedlichsten Kombinationen der 
Bildeigenschaften berücksichtigen. Als Basis diente ein rein textbasierter Suchdurchgang (text) 
mit einer MAP von 0,18865. Diese MAP wird zum Vergleich mit den weiteren 
Suchdurchgängen herangezogen. Tabelle 37 stellt die wichtigsten Ergebnisse der 
Suchdurchläufe dar.  
Zum einen wurden jegliche Kombinationen von Text (text) und den folgenden Kriterien zur 
Reihung, wie MPEG-7 (MPEG-7), Valenz (val) und Arousal (aro), getestet. Zudem verwendet 
ein Set an Suchdurchläufen zur Reihung der Ergebnisse die Übereinstimmung der Emotion und 
in weiterer Folge die Sortierung nach den Valenz- und Arousalwerten (Val&Aro bei gleicher 
CMA).  Zwei weitere Reihen von Suchdurchläufen geben dem Kriterium positiv, negativ und 
neutral (10% Boost bei gleicher pnn Kategorie) sowie dem Kriterium der Circumplex 
Kategorien (10% Boost bei gleicher cma Kategorie) mehr Gewicht. Des Weiteren werden 
zusätzliche Suchen mit den Kategorien des CMA-und den pnn Kategorien im Bag-of-Words 
durchgeführt. Diese Retrieval Kriterien wurden auch bei den nächsten Durchgängen genutzt. 
Zusätzlich wurden noch die MPEG-7 Deskriptoren ColorCoherenceVektor (CCV) und 
EdgeHistogramm (EH) einzeln im Bag-of-Words aufgenommen (… ohne CVV mit EH; … mit 
CVV ohne EH). 
Bis auf die Suchdurchgänge mit der Neuordnung durch das Valenz-Kriterium (text.val) sowie 
die Reihung durch die CMA-Kategorien und den Valenz- und Arousalwerten (text.cma.val.aro), 
konnte bei allen abgebildeten Ergebnissen eine Verbesserung zur Basis festgestellt werden.  
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Tabelle 37: Evaluierungsergebnisse der Suchdurchgänge zweite Studie 
 
  
 Kriterien MAP Verbesserung in % 
 text 0,18865  
 text.MPEG-7 0,20399 8,1 
 text.val 0,18682 - 
 text.MPEG-7.val 0,20585 9,1 
 text.aro 0,18936 0,3 
 text.MPEG-7.aro 0,20765 10,0 
 text.val.aro 0,19039 0,9 
 text.MPEG-7.val.aro 0,20399 10,2 
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Durch jegliche emotionale Kriterien konnten Verbesserungen festgestellt werden. Diese liegen 
zwischen 0,2% und 1,6%, der Median liegt bei 0,91%. Die MPEG-7 Deskriptoren weisen 
Verbesserungen zwischen 3,2% und 9,3% auf, deren Median liegt bei 6,9%. Die größte 
Verbesserung findet man bei den Kombinationen von emotionalen Kriterien und MPEG-7. Die 
Steigerungen betragen zwischen 5,1% und 11,4%, wobei hier der Median bei 9,1% liegt. Das 
beste Ergebnis (Steigerung um 11,4%) ergibt eine textbasierte Suche mit den Kategorien positiv, 
negativ und neutral sowie den CMA-Kategorien im Bag-of-Words und der Reihung durch 
MPEG-7 und durch die Valenz- und Arousalwerte der Bilder. Die MAP beträgt hier 0,21017. 
Betrachtet man nur die emotionalen Kriterien, so findet man das beste Ergebnis bei dem 
Suchdurchgang mit den CMA- und den pnn-Kategorien im Bag-of-Words und der Neuordnung 
durch die Valenz- und Arousalwerte. Die MAP beträgt 0,19175 und die Steigerung 1,6%. Der 
Vergleich der Suchdurchläufe mit den beiden emotionalen Kategorien, ohne CCV und mit EH 
im Bag-of-Words sowie den beiden emotionalen Kategorien, mit CCV und ohne EH im Bag-
of-Words, zeigt bessere Werte durch den Farbdeskriptor CCV im Bag-of-Words.  
Tabelle 38: Wilcoxon Tests zwischen den Suchergebnissen der zweiten Studie 
 
 p Z 
text – text.val.aro 0,067 -1,829 
text – text.MPEG-7 0,011 -2,533 
text – text.MPEG-7.val.aro 0,012 -2,521 
text.val.aro – text.MPEG-7 0,012 -2,521 
text.val.aro – text.MPEG-7.val.aro 0,012 -2,524 
text.MPEG-7 – text.MPEG-7.val.aro 0,018 -2,371 
 
Ein Grund für die Verschlechterung der Ergebnisse durch die Reihung anhand der Valenzwerte 
kann die noch nicht ausgereifte Formel zur Berechnung der Valenzwerte sein. Somit wurde in 
weiterer Folge die Valenz immer in Kombination mit dem Arousal benutzt. 
Wie schon aus der vorherigen Untersuchung ersichtlich, sieht man auch in dieser Studie, dass 
die Einteilung in Kategorien mit Vorsicht zu genießen ist. Vor allem die Zuordnung zu den 
CMA Kategorien scheint in diesem Stadium noch nicht ausgereift zu sein (siehe auch Kapitel 
V.7). Aus diesem Grund werden die beiden Suchdurchläufe dieser Studie, die ausschließlich 
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auf den CMA Kategorien beruhen (text.cma.val.aro und text.MPEG-7.cma.val.aro) und keine 
weiteren Kategorien mit einbeziehen für die folgenden Untersuchungen ausgeschlossen. 
Der Wilcoxon Test (n=8; siehe Tabelle 38) zeigt einen knapp nicht signifikanten Unterschied 
zwischen der reinen textbasierten Suche und der zusätzlichen Reihung durch die Valenz- und 
Arousalwerte (p=0,067, Z=-1,829). Erst durch die Verwendung von MPEG-7 Deskriptoren 
wird der Unterschied signifikant (p=0,011, Z=-2,533). Eine zusätzliche Reihung der Ergebnisse 
durch die Valenz- und Arousalwerte zeigt einen weiteren signifikanten Unterschied (p=0,018, 
Z=-2,371). Somit wird deutlich, dass die Verwendung von emotionalen Charakteristika die 
Ergebnisse des Suchprozesses verbessern kann. 
 
 Kapitel VI 
 
 
 
 
 
VI. CONCLUSIO 
 
 
Dieses Kapitel umfasst die Interpretation und kritische Diskussion der Ergebnisse anhand der 
Literatur sowie die Darlegung der Einschränkungen und Grenzen der Untersuchungen. 
Zusammenfassend wird schlussendlich ein Fazit gezogen. 
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VI.1 Interpretation und Diskussion 
Im Fokus dieser Arbeit stand der Einfluss von Farben auf Emotionen. Ziel war es, die beiden 
aufgezeigten Forschungslücken im Image Retrieval zu schließen. Dabei bestand die erste 
Herausforderung in der Analyse des Zusammenhangs zwischen Farbeigenschaften (Farbton, 
Sättigung und Helligkeit) eines Bildes und der dadurch ausgelösten Emotionen. Die 
Erkenntnisse aus diesen Untersuchungen dienten im zweiten Schritt der Entwicklung von 
PiXem, das eine emotionale Annotation von Bildern anhand ihrer Metadaten ermöglicht. Somit 
konnten Emotionen in den Retrievalprozess des Xtrieval Frameworks eingebunden werden. Die 
Evaluation der Ergebnisse zeigt den positiven Einfluss der Emotionen. 
Zur Beantwortung der Forschungsfrage „Welchen Einfluss haben Farbeigenschaften auf die 
emotionale Wirkung eines Bildes?“, wurden 18 Bilder der IAPS modifiziert und durch 
unterschiedliche Methoden emotional vermessen. Gemessen wurde die Emotion in ihren beiden 
Ausprägungen Valenz und Arousal, welche auf der emotional psychologischen und auf der 
emotional physiologischen Ebene erhoben wurden.  
Zwischen den unterschiedlichen Messverfahren konnten nur auf der Arousalebene signifikante 
Zusammenhänge festgestellt werden. Die Messungen des Arousals durch die elektrodermale 
Aktivität, die Pupille oder das SAM verhalten sich gleich. Somit besteht zwischen der 
emotional psychologischen und der emotional physiologischen Ebene in Bezug auf das Arousal 
kein Unterschied in den Messungen. Diese Erkenntnis ist im Einklang mit der Annahme des 
theoretischen Mehrkomponentencharakters einer Emotion (Izard, 1994), welche sich als 
subjektive Komponente festhalten lässt und sich außerdem als psychologische Reaktion zeigt. 
Zwischen den verschiedenen Messverfahren auf der Valenzebene konnte kein Zusammenhang 
festgestellt werden. Da gerade bei den biometrischen Daten die Aufbereitung schwierig war 
und auch in der Literatur unterschiedliche Vorgehensweisen beschrieben wurden, kann das der 
Grund für diese Auswirkung sein. Es kann aber auch gerade auf dieser Ebene die persönliche 
Komponente, die durch vorherige Erlebnisse und Erfahrungen beeinflusst wird, einen Einfluss 
auf die Qualitätsbewertung haben, wie bereits Aslam (2006) prognostizierte. Wie in der Theorie 
beschrieben, erfassen die psychologischen Messungen nur bewusste Emotionen, die 
unbewussten, spontanen Emotionen können nur mit den physiologischen Messmethoden 
erhoben werden. Dieser Unterschied scheint sich hauptsächlich auf die Valenzebene 
auszuwirken. Je nach Untersuchungsziel muss daher die geeignete Messmethode herangezogen 
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werden. Zudem ist zu beobachten, dass zwischen den beiden SAM-Messungen (Experiment 
und Online-Studie) weder zwischen den Valenz-, noch zwischen den Arousalwerten ein 
Zusammenhang besteht. Für diese rein subjektive Messung ist das erste Sample eindeutig zu 
klein, um exakte Aussagen treffen zu können. 
Dennoch konnten auch in der ersten SAM-Studie (Experiment) Trends festgestellt werden. Vor 
allem bei den Grauwertbildern und den Bildern mit verringerter Helligkeit konnten geringere 
Valenzwerte und erhöhte Arousalwerte in Bezug auf ihr Original festgestellt werden. Der 
Wilcoxon Test bestätigt dies auf der Valenzebene. Der Mann-Whitney-U Test zeigt zusätzlich 
signifikante Veränderungen zwischen Bildern mit erhöhter Helligkeit oder erhöhter Sättigung 
oder den Grauwertbildern und ihrem Bild in Original in beiden Emotionsausprägungen. Durch 
diese erste SAM-Studie können somit alle Hypothesen (H2.1 bis H2.6) bestätigt werden (siehe 
Tabelle 39). 
Die zweite SAM-Messung (Online-Studie) zeigt vor allem die signifikante Veränderung 
zwischen den Bildern in Original und den Bildern mit erhöhter Helligkeit. Sowohl durch die 
Abbildungen der Positionsveränderungen, als auch durch den Wilcoxon und T-Test, werden 
verminderte Valenzwerte bei den veränderten Bildern abgebildet. Daher können die 
Hypothesen H2.3 (Die Helligkeit hat einen Einfluss auf das Arousal) und H2.4 (Die Helligkeit 
hat einen Einfluss auf die Valenz) bestätigt werden (siehe Tabelle 39).  
Durch die Tachistoskopstudie konnte kein eindeutiges Verhaltensmuster festgestellt werden. 
Jedoch ist zu erkennen, dass die Helligkeit und die Farbe einen Einfluss auf die Valenzebene 
der Emotion haben. In welche Richtung dieser Einfluss sich bewegt ist nicht zu erkennen. Wie 
in Tabelle 39 ersichtlich wurden die beiden Hypothesen H2.2 und H2.4 bestätigt. 
Der Wilcoxon Test der biometrischen Daten gibt keine signifikanten Ergebnisse auf der 
Valenzebene. Auf der Arousalebene hingegen sind alle signifikant. Im Gegensatz dazu testet 
der Mann-Whitney-U Test nur signifikante Unterschiede zwischen den Arousalwerten der 
Bilder mit erhöhter Helligkeit sowie erhöhter Sättigung und den original Bildern. Die Werte in 
den Veränderungen sind eindeutig niedriger als im Original. Die Valenzwerte, gemessen durch 
den Corrugator Supercilii, sind bei Bildern mit erhöhter Helligkeit signifikant. Hier steigen die 
Werte, was bedeutet, dass die Valenz sinkt. H2.1, H2.3, H2.4 und H2.5 können somit bestätigt 
werden (siehe Tabelle 39). 
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Die Analyse der Voronoi Diagramme der Eyetrackingstudie stellt den größten Unterschied in 
den Blickgesten zwischen den Bildern in Original und den Grauwertbildern heraus. In allen 
Farbbildern fokussieren sich die Blicke auf herausstechende Farben und die Bereiche, die sich 
durch ihren hohen Kontrast von der restlichen Szenerie abheben. Ob sich diese 
Farbeigenschaften auf die Valenz oder das Arousal auswirken, ist durch diese Studie nicht zu 
erkennen. Somit werden die Hypothesen H2.1, H2.2, H2.3 und H2.4 angenommen (siehe 
Tabelle 39). 
Ein weiteres Maß zur Messung des Arousals ist die Pupille. Der Mann-Whitney-U Test bestätigt 
signifikante Unterschiede zwischen den originalen Bildern und den Bildern mit veränderter 
Helligkeit. Durch die Erhöhung der Helligkeit sinkt das Arousal, die Verringerung bewirkt ein 
Anstieg der Arousalwerte. Somit kann der Einfluss der Helligkeit auf das Arousal bestätigt 
werden (siehe Tabelle 39).  
Die bisherigen Untersuchungen und Erkenntnisse hatten lediglich die Kategorien der 
Veränderungen als Basis und basieren nicht auf den exakten Farbeigenschaften eines jeden 
Bildes. Da es jedoch möglich sein kann, dass ein Bild im Original gleich gesättigt ist, wie ein 
Bild mit hoher Sättigung, wurden in einem weiteren Schritt die präzisen Farbeigenschaften aus 
dem Bild extrahiert. Drei weitere Studien wurden durchgeführt, die die gemessene Emotion mit 
den extrahierten Farbeigenschaften verbinden.  
Die Verbindung der Tachistoskopdaten mit den Farbdaten im RGB-Farbraum belegt den 
Einfluss der Farbe und der Sättigung auf die Emotion. Bilder mit mittleren Medianen in allen 
drei Farbkanälen werden hauptsächlich mit positiven Assoziationen in Verbindung gebracht. 
Dagegen werden Bilder mit hohen oder niedrigen Medianen eher negativ wahrgenommen. Der 
Kontrast zeigt in dieser Studie keinen Effekt. Die Hypothesen H2.1, H2.2, H2.5 und H2.6 
können bestätigt werden (siehe Tabelle 39). Im RGB-Farbraum können Farbton und Sättigung 
nicht getrennt voneinander betrachtet werden. Auch die Absonderung der Helligkeit stellt sich 
als schwierig dar. Daher wurde für eine weitere Untersuchung der HSL-Farbraum gewählt. 
Anhand der SAM-Daten der Online-Studie und der extrahierten Farbdaten im HSL-Farbraum, 
konnte je eine Formel zur Berechnung von Valenz und Arousal erstellt werden. Durch die 
schrittweise Regression sind in beiden Formeln nur noch die Sättigung und die Farbe als 
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Variable enthalten. Die Sättigung und der Farbton haben somit einen Einfluss auf die Valenz 
und auf das Arousal. H2.1, H2.2, H2.5 und H2.6 werden daher angenommen (siehe Tabelle 39). 
Auch die Messungen auf der physiologischen Ebene wurden mit den HSL-Farbdaten verbunden. 
Allerdings zeigt nur die Pupille signifikante Unterschiede in Bezug auf die Farbdaten. Bilder, 
die sich maßgeblich durch den Farbton gelb charakterisieren, bewirken eine Verkleinerung der 
Pupillengröße. Der Farbton rot bewirkt eine Vergrößerung der Pupille. Diese Erkenntnis steht 
im Einklang mit den Annahmen von Bellizzi et al. (1992), die dokumentieren, dass sich Farben 
mit längeren Wellenlängen positiv auf das Arousal auswirken. Dementsprechend wurde ein 
Einfluss des Farbtons auf die Emotion bestätigt (siehe Tabelle 39). Bilder, die eine 
Verkleinerung der Pupille bewirken, besitzen auch eine etwas höhere Helligkeit, die allerdings 
nicht zur eindeutigen Charakterisierung der Bilder beiträgt.  
Betrachtet man die Tabelle 39, so lässt sich feststellen, dass es ein großer Unterschied zwischen 
den Ergebnissen der reinen Emotionsmessung und den Ergebnissen der Verbindung der 
Emotionsdaten mit den extrahierten Farbdaten besteht. Auf der psychologischen und 
physiologischen Ebene sticht vor allem der Einfluss der Helligkeit auf die Emotion als 
signifikant heraus. Dies geht auch mit den Ergebnissen vorheriger Forschungen einher (Valdez 
& Mehrabian, 1994; Lee & Andrade, 2010; Ou, Luo, Woodcock & Wright, 2004; Gorn, 
Chattopadhyay, Yi & Dahl, 1997; Labreque & Milne, 2012), die die Helligkeit einer Farbe mit 
großem Einfluss auf die Emotion hervorheben. Werden jedoch die extrahierten Farbdaten 
zusätzlich herangezogen, so zeigt sich dieser Einfluss der Helligkeit nicht mehr. Vor allem aber 
wird der Einfluss des Farbtons bestätigt, was den Studien von Valdez & Mehrabian (1994), 
Camgöz et al. (2002), Lee & Andrade (2010) und Ou et al. (2004a) wiederspricht.  
Laut Solli & Lenz (2011) sind die Auswirkungen mehrerer Farben auf die Emotion gleich der 
Auswirkungen einer Emotion. Diese Behauptung kann durch die Erkenntnisse dieser Arbeit 
nicht unterstützt werden. 
Zusammenfassend ist festzustellen, dass die Bildeigenschaften – Farbton, Sättigung und 
Helligkeit – einen Einfluss auf die Emotion haben. In der Regressionsanalyse konnten 20% der 
Varianz allein dadurch beschrieben werden. Von den restlichen 80% hat der Inhalt mit sehr 
großer Wahrscheinlichkeit einen großen Einfluss, wie auch schon Bianchi-Berthouze & Kato 
(2003) feststellten. 
200  Kapitel VI. Conclusio 
 
Die beiden Studien zur Verwendung von Bildern in der Tourismusbranche (Kapitel V.6) 
bekräftigen den Bedarf nach einer emotionalen Suchmöglichkeit. Beide Studien zeigen, dass 
auch in der Realität verwendete Bilder mit unterschiedlichen Farbeigenschaften unterschiedlich 
emotional bewertet werden. Das weitaus bedenklichere Ergebnis ist aber, dass in der Werbung 
verwendete Bilder positiv, aber auch negativ wahrgenommen werden. Laut Bottomley & Doyle 
(2006) werden im Marketing die Bildeigenschaften nicht beachtet, da zum einen viele 
Verantwortliche keine Kenntnisse darüber besitzen, diese somit nicht beeinflussen oder 
verändern können oder sich schlicht und einfach keine Gedanken darüber machen. Zum 
anderen weisen die theoretischen Grundlagen schon breite Diskrepanzen auf, dass keine klaren 
Handlungsempfehlungen abgelesen werden können. Für die Auswahl von Bildern im 
Marketing steht in der Praxis eindeutig der Bildinhalt im Vordergrund. Die Bildeigenschaften 
werden weitestgehend nicht beachtet. 
Um Bilder emotional zu annotieren und in weiterer Folge eine Suche nach emotionalen Bildern 
möglich zu machen, wurde in dieser Arbeit PiXem entwickelt. PiXem basiert auf den 
Ergebnissen und Erkenntnissen der Emotionsstudien dieser Arbeit und stützt sich somit auf 
theoretisch fundierte Konzepte der Emotions- und Farbforschung. Zurzeit können, aufgrund der 
schlechten Ergebnisse für Grauwertbilder, nur Farbbilder mit diesem Programm verarbeitet 
werden. Die eingelesenen Bilder werden anhand der beiden Formeln für Valenz und Arousal 
(siehe Formel 11) einer Emotionskategorie des Circumplex Modells sowie einer der Kategorien 
positiv, negativ und neutral zugeordnet. Zur Berechnung der beiden Variablen werden die 
Bildeigenschaften Farbton, Sättigung und Helligkeit aus den Bildern extrahiert. 
Mit dem Ziel der Verbesserung des Suchergebnisses im emotionalen Image Retrieval und zur 
Beantwortung der Forschungsfrage „Wie beeinflusst die emotionale Wirkung eines Bildes die 
Qualität der Image Retrieval Ergebnisse?“, wurden weitere Studien durchgeführt. Die Bilder 
des Untersuchungskorpus IAPR TC-12 konnten durch PiXem mit den unterschiedlichsten 
emotionalen Kriterien (Valenz, Arousal, CMA-Kategorie, pnn-Kategorie) annotiert werden. 
Diese emotionalen Kriterien wurden dann in den Retrieval-Prozess eingebunden. Die 
Evaluation der Suchergebnisse des Xtrieval Frameworks in Verbindung mit den emotionalen 
Annotationen durch PiXem zeigen, dass eine Verbesserung der Suchergebnisse durch 
Emotionen möglich ist.  
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Die erste Studie weist keine Verbesserung der Ergebnisse durch die Annotation von Emotionen 
auf. Lediglich der erhöhte RBP (0,95) bei den Suchdurchgängen mit emotionalen Kriterien 
weist auf eine mögliche Verbesserung hin.  
In der zweiten Studie konnten durch jegliche emotionale Kriterien Verbesserungen der 
Suchergebnisse festgestellt werden. Die größte Verbesserung findet man bei den 
Kombinationen von emotionalen Kriterien und MPEG-7. Dieser Fakt ist damit zu erklären, dass 
der Semantic Gap zwischen den Low-Level Features Farbe und der High-Level-Semantik 
Emotion in den Analysen dieser Arbeit nur zu 19% erklärt werden konnte (siehe Kapitel V.5.2). 
Hier sind weitere Untersuchungen notwendig, um den Einfluss weiterer Bildeigenschaften, wie 
Kanten, Konturen, Inhalt, etc., zu zeigen. Das beste Ergebnis ergibt eine textbasierte Suche mit 
den Kategorien positiv, negativ und neutral sowie den CMA-Kategorien im Bag-of-Words und 
der Reihung durch MPEG-7 und durch die Valenz- und Arousalwerte der Bilder. Diese 
Verbesserung beträgt immerhin 11,4% im Gegensatz zur reinen Textsuche. Betrachtet man nur 
die emotionalen Kriterien, so findet man das beste Ergebnis bei dem Suchdurchgang mit den 
CMA- und den pnn-Kategorien im Bag-of-Words und der Neuordnung durch die Valenz- und 
Arousalwerte. Der Vergleich der Suchdurchläufe mit den beiden emotionalen Kategorien, ohne 
CCV und mit EH im Bag-of-Words sowie den beiden emotionalen Kategorien, mit CCV und 
ohne EH im Bag-of-Words zeigt bessere Werte durch den Farbdeskriptor CCV im Bag-of-
Words. Die Farbe eines Bildes hat somit einen größeren Einfluss auf die IR-Ergebnisse und 
wird daher auch am häufigsten im CBIR verwendet (Jitendra & Swadas, 2013).  
Die zweite Studie zeigt, dass die Valenz keinen positiven Einfluss auf die Suchergebnisse hat, 
erst in Kombination mit dem Arousal ändert sich dies. Die Signifikanztests zeigen eindeutig, 
dass sich die Verwendung von Emotionen positiv auf das Suchergebnis auswirken. Somit kann 
die globale Forschungshypothese „Emotionen beeinflussen die Ergebnisse des Image Retrieval 
positiv“ mit ja beantwortet werden. Die Hypothese H1.1 wird abgelehnt und H1.2 bestätigt. Die 
Berücksichtigung der Valenz im Ranking hat keinen positiven Einfluss, das Arousal hat einen 
positiven Einfluss auf die Qualität der Ergebnisse des Image Retrieval. 
Interessanterweise nutzen der CCV und die emotionalen Annotationen durch PiXem die 
gleichen Farbinformationen der Bilder, zeigen aber in der Evaluation unterschiedliche 
Ergebnisse. Der CCV weist leicht bessere Ergebnisse auf. Der Grund hierfür könnte im 
Datenverlust liegen, da beim Übergang zur High-Level-Semantik die Daten stark komprimiert 
werden. Für die Berechnung der beiden Werte Valenz und Arousal sind schließlich nur noch 
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die beiden Farben Blau und Grün sowie die Sättigung ausschlaggebend. Alle anderen 
Farbeigenschaften werden ausgeschlossen. Da der CCV im Gegensatz zu reinen Histogrammen 
eine Ortsinformation der Pixel beinhaltet, bedeutet das wiederum mehr Information und könnte 
somit zum besseren Ergebnis führen. Weitere Untersuchungen zur Verbesserung der beiden 
Formeln sind erstrebenswert. Eine andere Begründung dieser Unstimmigkeit könnte auch in 
der verwendeten Emotionstheorie liegen. Die Tatsache, dass es keine eindeutige 
Emotionsdefinition (siehe Kapitel II.1) gibt, birgt auch die Schwierigkeit, die richtige 
Emotionstheorie für eine bestimmte Studie zu finden.  
Eine Kombination von textbasierter und inhaltsbasierter Bildsuche ist für die Entwicklung einer 
Bildsuchmaschine, die den Ansprüchen der Benutzer entspricht von Vorteil. Die Ergebnisse 
dieser Arbeit entgegnen der Behauptung von Neumann und Gegenfurtner (2006) und stimmen 
der Aussage von Jörgensen (1999) zu. Es ist möglich nach dem „unretrievable in electronic 
systems“ (S.348), der Emotion, zu suchen.  
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Tabelle 39: Zusammenfassende Interpretation der Ergebnisse der Emotionsstudien 
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VI.2 Einschränkungen und Grenzen der Untersuchungen 
Obwohl diese Arbeit mehrere neue Gesichtspunkte der Verbindung von Low-Level Features 
und Emotion sowie dem Einfluss von Emotionen im Image Retrieval liefert, dürfen einige 
Einschränkungen und Grenzen der Untersuchungen nicht außer Acht gelassen werden. 
Die Tatsache, dass sich die Altersverteilung der Teilnehmer im Experiment sowie bei der 
Online-Studie stark auf die Jahre zwischen 20 und 30 beschränkt, wie auch die nicht 
ausgeglichene Verteilung der Bildung, des Berufs und des Geschlechts bei der Online-Studie, 
ist sicher als Nachteil zu bewerten. Darüber hinaus wurden beim Experiment keine kulturellen 
Hintergründe oder Merkmale der Probanden festgehalten. So fehlt die Prüfung der 
Farbfehlsichtigkeit in dieser Studie, die dann aber in der Online-Studie abgefragt wurde. Für 
die Auswertung des Eyetrackings und der Pupillendaten wäre wichtig gewesen zu wissen, 
welches das starke Auge des Betrachters ist. Eine der größten Einschränkungen der Online-
Studie ist die Tatsache, dass Farben auf unterschiedlichen Computermonitoren unterschiedlich 
dargestellt werden. Es ist höchst unwahrscheinlich, dass die Teilnehmer der Online-Studie mit 
exakt den selben Computerbildschirmen ausgestattet waren. In beiden Erhebungssettings 
konnte nicht jeder Proband alle Bilder sehen und bewerten. Die Anzahl der untersuchten Bilder 
erforderte ein limitiertes Bilderset pro Person. Da der Schwerpunkt der Untersuchungen auf 
den Low-Level Features lag, wurde der Bildinhalt in den Studien völlig vernachlässigt. 
Außerdem wurde als Bildeigenschaft nur die Farbzusammensetzung beachtet. Für die 
Extraktion der Farbinformation wurden Histogramme genutzt, deren Nachteil in diesen Studien 
das Fehlen der räumlichen Information der Pixel ist. Der CCV kann auf solche 
Ortsinformationen zurückgreifen und ermöglicht eine feinere Unterscheidung zwischen zwei 
Bildern.  
VI.3 Fazit 
Die Bedeutung von Farbe und Emotion im Image Retrieval ist nicht von der Hand zu weisen. 
Der stark steigende Gebrauch von Bildern als aktivierende und anziehende Stimuli in allen 
Lebenslagen, ob beruflich oder privat, erfordert eine verstärkte Auseinandersetzung mit den 
Komponenten und Theorien sowie ihren Auswirkungen in der Forschung. Diese Arbeit bringt 
mit ihren Untersuchungen und Ergebnissen neue Einblicke und leistet einen Beitrag zur 
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Weiterentwicklung in dieser Forschungsdisziplin sowie im visuellen Marketing und der 
Psychologie. 
Die beiden Forschungsfragen konnten dahingehend beantwortet werden, dass 
Farbeigenschaften einen Einfluss auf Emotionen haben und durch die Berücksichtigung dieser 
Emotionen im Ranking die Qualität der Ergebnisse des Image Retrieval steigt. Sowohl der 
Farbton, als auch die Sättigung und die Helligkeit bewirken einen Effekt, womit die Hypothesen 
bezüglich der Farbeigenschaften bestätigt werden können. Die Tatsache, dass in der Literatur 
hauptsächlich die Sättigung und die Helligkeit als Einflussfaktor auf die Emotion hervortreten, 
erfordert weitere Forschung in diesem Bereich. Eine andere Vorgehensweise bei der 
Bestimmung der Farbparameter von mehrfarbigen Bildern kann neue Einblicke liefern. Die 
Hypothesen bezüglich der Image Retrieval Ergebnisse konnten nicht beide bestätigt werden. 
Während die Berücksichtigung des Arousals im Ranking einen positiven Einfluss auf die 
Qualität der Ergebnisse hat, konnte dies durch die Valenz nicht festgestellt werden. 
Bilder unterscheiden sich nicht nur durch ihren Bildinhalt, sondern auch durch ihre Low-Level 
Features. Auf der Suche nach dem „besten Bild“ für eine Kampagne sind Angestellte einer 
Marketingagentur, Journalisten, Architekten, etc. konfrontiert mit einer Flut an Bildern, die sich 
bezüglich ihres Inhaltes kaum, jedoch durch die Bildeigenschaften unterscheiden. Die 
Entscheidung für das „beste Bild“ wird meist aus dem Bauch heraus getroffen. Aus den Studien 
zur Verwendung von emotionalen Bildern im Marketingkontext ist ersichtlich, dass die 
Bauchentscheidung für ein Bild, der Kampagne nicht immer zu Gute kommt. Auf den 
untersuchten Webseiten sind positiv wahrgenommene, aber auch viele negativ 
wahrgenommene Bilder vorhanden. Diese Studien unterstreichen noch einmal den Bedarf die 
beiden Forschungslücken zu schließen. Die Möglichkeit der emotionalen Suche nach Bildern 
bietet eine Unterstützung bei der Auswahl der Bilder. 
Das entwickelte Programm PiXem wurde im Xtrieval Framework der TU Chemnitz eingesetzt, 
um eine emotionale Suche zu ermöglichen. Anhand der Farbeigenschaften konnte jedes Bild 
emotional kategorisiert und annotiert werden. Durch die emotionale Zuordnung kann eine 
Verbesserung des Image Retrieval stattfinden. Im aktuellen Stadium können nur Farbbilder 
bearbeitet werden. Außerdem basiert PiXem ausschließlich auf Farbeigenschaften eines Bildes. 
Zusätzliche Low-Level Features, wie zum Beispiel Bildkompositionen oder Konturen, können 
durch MPEG-7 extrahiert werden. Zukünftig ist eine Erweiterung um diese Eigenschaften 
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geplant, deren Einfluss auf die Emotion es außerdem zu untersuchen gilt. Da dem Bildinhalt 
trotz allem eine große Bedeutung zugemessen wird, sollen in Zukunft weitere Studien die 
Verbindung von Bildinhalt, Bildeigenschaft und ausgelöster Emotion klären. Im Hinblick auf 
die Weiterentwicklung der kombinierten text- und inhaltsbasierten Suche, können diese 
Ergebnisse von enormer Relevanz sein. Derzeit bilden die beiden statischen Formeln zur 
Berechnung von Valenz und Arousal das Fundament des Programmes. Für die Zukunft ist ein 
Learning Algorithmus angedacht, der durch jedes neu hinzugefügte Bild die Berechnung der 
Valenz und des Arousals und somit die emotionale Kategorisierung verbessert und verfeinert. 
PiXem ist nicht nur als Teil des Xtrieval Frameworks zu sehen, sondern kann auch als 
eigenständiges Messinstrument verstanden werden. Daher ist die Entwicklung einer 
Benutzeroberfläche angedacht, die es anderen Forschern oder eben Anwendern ermöglicht ihre 
visuellen Stimuli emotional zu vermessen. Außerdem könnten zusätzliche 
Bildbearbeitungstools zur Verfügung stehen, die das Bild hinsichtlich der intendierten 
emotionalen Wirkung optimieren. 
Die Untersuchungen und Erkenntnisse dieser Arbeit liefern einen Beitrag in der 
Forschungsdisziplin Image Retrieval sowie im visuellen Marketing. Zusätzlich finden sie 
Anwendung in der Praxis. Die Unterstützung bei der Auswahl des „besten Bildes“ optimiert 
die Verwendung von Bildern, die uns täglich begegnen, aktivieren und inspirieren. So können 
Menschen, wie Sue, täglich gefesselt und zum Träumen gebracht werden. 
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A. Hypothesen 
Tabelle 40: Hypothesenentwicklung 
Hypo-
these 
Unab-
hängige 
Variable 
Quelle der unabhängigen 
Variable 
Abhängige 
Variable 
Quelle der abhängigen Variable 
H2.1 Farbton 
(Bellizzi & Hite, 1992; Bellizzi, 
Crowley & Hasty, 1983; Lee & 
Andrade, 2010) 
SAM Arousal 
(Bellizzi & Hite, 1992; Bellizzi, Crowley 
& Hasty, 1983; Lee & Andrade, 2010) 
   EDA  
(Bradley, Greenwald & Hamm, 1993; 
Bradley M. , Codispoti, Cuthbert & Lang, 
2001) 
   Pupillenweite (Bradley, Miccoli, Escrig & Lang, 2008) 
   
Anzahl 
Fixationen 
(Miccoli, Bradley, Escric & Lang, 2004; 
Ashby & Clifton, 2005) 
H2.2 Farbton 
(Bellizzi & Hite, 1992; Bellizzi, 
Crowley & Hasty, 1983; Lee & 
Andrade, 2010) 
SAM Valenz 
(Bellizzi & Hite, 1992; Bellizzi, Crowley 
& Hasty, 1983; Lee & Andrade, 2010) 
   
Zygomaticus 
Major 
(Cacioppo, Petty, Losch & Kim, 1986; 
Cacioppo, Klein, Berntson & Hatfield, 
1993; Bradley, Greenwald & Hamm, 1993) 
   
Corrugator 
Supercilii 
(Cacioppo, Petty, Losch & Kim, 1986; 
Cacioppo, Klein, Berntson & Hatfield, 
1993; Bradley, Greenwald & Hamm, 1993) 
   
Anzahl 
Fixationen 
(Miccoli, Bradley, Escric & Lang, 2004; 
Ashby & Clifton, 2005) 
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Hypo-
these 
Unab-
hängige 
Variable 
Quelle der unabhängigen 
Variable 
Abhängige 
Variable 
Quelle der abhängigen Variable 
H2.3 Helligkeit (Valdez & Mehrabian, 1994) SAM Valenz (Valdez & Mehrabian, 1994) 
   
Zygomaticus 
Major  
(Cacioppo, Petty, Losch & Kim, 1986; 
Cacioppo, Klein, Berntson & Hatfield, 
1993; Bradley, Greenwald & Hamm, 1993) 
   
Corrugator 
Supercilii 
(Cacioppo, Petty, Losch & Kim, 1986; 
Cacioppo, Klein, Berntson & Hatfield, 
1993; Bradley, Greenwald & Hamm, 1993) 
H2.4 Helligkeit (Valdez & Mehrabian, 1994) SAM Arousal (Valdez & Mehrabian, 1994) 
   EDA  
(Bradley, Greenwald & Hamm, 1993; 
Bradley M. , Codispoti, Cuthbert & Lang, 
2001) 
   Pupillenweite (Bradley, Miccoli, Escrig & Lang, 2008) 
H2.5 Sättigung (Valdez & Mehrabian, 1994) SAM Valenz (Valdez & Mehrabian, 1994) 
   
Zygomaticus 
Major  
(Cacioppo, Petty, Losch & Kim, 1986; 
Cacioppo, Klein, Berntson & Hatfield, 
1993; Bradley, Greenwald & Hamm, 1993) 
   
Corrugator 
Supercilii 
(Cacioppo, Petty, Losch & Kim, 1986; 
Cacioppo, Klein, Berntson & Hatfield, 
1993; Bradley, Greenwald & Hamm, 1993) 
H2.6 Sättigung (Valdez & Mehrabian, 1994) SAM Arousal (Valdez & Mehrabian, 1994) 
   EDA  
(Bradley, Greenwald & Hamm, 1993; 
Bradley, Codispoti, Cuthbert & Lang, 
2001) 
   Pupillenweite (Bradley, Miccoli, Escrig & Lang, 2008) 
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B. Experiment 
Folgende Email wurde im Vorhinein an die Teilnehmer des Experimentes verschickt: 
 
Liebe Teilnehmer/Innen, 
anbei die Terminliste für den zweiten Teil unseres Experimentes. 
Bitte überprüfen sie nochmals, ob ihr Termin so passt und kommen sie dann bitte pünktlich 
zum USECON / CURE Labor in die Hauffgasse 3-5, 1110 Wien (U3 Zippererstrasse, 
Wegbeschreibung im Anhang). 
Zu diesem 2. Termin bringen sie bitte die mit ihren Daten ausgefüllte und ausgedruckte 
Honorarnote mit (siehe Anhang). 
 
Noch Wichtiges zu unserem Test: 
Bei diesem Test sind wir an psychophysiologischen Messungen interessiert, während die 
Testpersonen Bilder ansehen. Für diese Messungen werden Sensoren am Körper angebracht 
(das kann ca. 10 min dauern bis die Sensoren richtig sitzen). 
Die Tests sind sicher nicht gesundheitsschädigend und schmerzen auch nicht (keine 
Stromstöße, Nadeln, oder sonstiges), außer dass die Sensoren mit einem Hautklebeband 
angebracht werden müssen. Das kann beim Herunternehmen eventuell kurz an der Haut (und 
den Haaren) reißen. Bitte ein T-Shirt mit einem nicht ganz zu engen Kragen anziehen, damit 
wir die Kabel der Sensoren im Nacken gut mit Hautklebeband befestigen können. 
Grundsätzlich sollten die Testpersonen nichts dagegen haben dass wir durch das behutsame 
Anlegen der Sensoren etwas „herumhantieren“ müssen. 
Die Verwendung von psychophysiologischen Messmethoden ist sehr sensibel, ich bitte Sie aus 
diesem Grund einige Hinweise zu beachten. 
Für Männer und Frauen gilt: 
x Ca. eine Stunde vor dem Test sollen die Hände nicht mit Seife gewaschen werden, wir 
reinigen die Haut mit Alkohol 
x Es sollen keine Verletzungen auf der nichtdominanten Hand sein (die Sensoren werden auf 
dem Zeige- und Ringfinger angebracht) 
x Ein paar Stunden vorher keine Handcreme verwenden 
x Im Gesicht soll ein paar Stunden davor auch keine Creme angewendet werden. 
x Einige Stunden vorher keine aufputschenden Mittel (Kaffee, Red Bull, …) oder starke 
Medikamente einnehmen. 
Für Frauen gilt: 
x Kein MakeUp auf Wangen und im Stirnbereich (auf den Augen oder Lippen wäre es in 
Ordnung, kann aber durch das Herumhantieren mit den Sensoren im Gesicht eventuell 
verwischen) 
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Für Männer gilt: 
x Im Gesicht frisch rasiert sein, denn Haare können die Signale stören 
x Falls der Nacken oder die Brust behaart ist bitte auch rasieren, da das Abnehmen der 
Sensoren an den Haaren reißen wird und die Haare die Signale stören. 
  
Wir hoffen, dass Ihnen auch die zweite Studie Spaß macht. Im Voraus schon mal vielen Dank! 
 
Liebe Grüße und bis bald, 
 
das ITF Team 
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C. Tachistoskop 
Tabelle 41: genannte emotionale Wörter je Bild 
O G HH HN SÄ SP U 
50
00 Ruhe, 
angenehm, nett 
aufwühlend, 
Harmonie, kalt, 
Erholung, 
bedrohlich 
Angst entspannend, 
Ärger, 
unangenehm 
grindig, 
Unruhe, 
Unbehagen 
neutral, kalt, 
unangenehm 
unbekannt, 
angenehm, 
Ekel, 
unwohl, 
beklemmend 
52
10
glücklich, 
zufrieden, 
unbeschwert, 
erholsam, 
entspannt, 
angenehm 
Ruhe, Stille, 
depressiv, 
frustrierend 
Kälte, schön neutral, gut, 
abgekühlt, 
abgestumpft 
entspannen
d, 
angenehm, 
schön, 
Entspannun
g, neutral 
schön (2), 
Entspannung, 
beruhigend, 
positiv, 
vertraut, 
wohlfühlen 
 
entspannt, 
neutral (2), 
positiv, 
ruhig 
57
60
angenehm (3), 
entspannend, 
ausgeglichen, 
freundlich, 
nett, relaxend, 
ruhe, ruhig 
 
Heiterkeit, 
Spaß, 
beruhigend, 
entspannend, 
wohlfühlen, 
fröhlich 
kalt (2), 
offen, 
positiv, 
beunruhi-
gend 
angenehm (3), 
entspannend, 
erholsam, 
schön 
schön, gut, 
angenehm 
(2), 
Entspannun
g, 
erleichternd 
Glück, gut, 
beruhigend, 
entspannend 
spannend, 
warm, 
langweilig, 
angenehm, 
öde, nett 
58
25
Zufriedenheit, 
Einsamkeit, 
nett 
Hoffnung, 
einsam, ruhig, 
entspannend, 
kühl 
verwirrend, 
beängstigen
d, 
einengend, 
beruhigend 
erdrückend neutral, 
negativ, 
Freiheit, 
Geborgen-
heit 
aufbauschend, 
wild, positiv, 
schön, ruhig 
(2), gemütlich, 
gelassen 
unangenehm
, Freiheit, 
wohlfühlen, 
entspannend, 
relaxen, 
eigenartig 
 
59
40
angenehm, 
stressig, 
langweilig, 
trist 
unheimlich, 
einsam 
warm, 
angenehm, 
positiv 
Unruhe, 
unentspannend 
trist, 
angenehm 
(2), 
Ungewiss-
heit, 
bedrückend
, beängsti-
gend 
 
Freiheit (2), 
genießen, 
schrecklich, 
bedrohlich, 
Unbehagen 
beruhigend, 
neutral, 
unsicher, 
ungut 
62
30
Angst, 
grauslich, 
aktivierend, 
schön, dunkel, 
geheimnisvoll 
Trauer, 
nachdenklich 
unheimlich, 
negativ, 
angenehm 
Furcht 
einflößend, 
beruhigend, 
warm, unwohl 
sein 
Angst 
einflößend, 
düster 
Bedrohung, 
Ungewissheit, 
verwirrend 
Leidenschaft
, 
Temperamen
t, Aufregung 
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O G HH HN SÄ SP U 
70
10
heimelig, 
angenehm 
Vertrautheit, 
Zuversicht, 
angenehm, 
interessant, 
deprimierend 
 
ruhig, 
wohlfühlend
, warm (2), 
gut, 
angenehm 
 ambivalent, 
uninteressa
nt, 
Wohlbefind
en, 
heimelig 
freundlich, 
heimelig, 
Heimweh 
gleichgültig, 
verwirrend 
70
78
distanziert, 
Interesse, 
Neugierde, trist 
unangenehm, 
abwertend, 
düster, einsam, 
ekelhaft 
warm, kühl Ruhe, 
Gelassenheit, 
Frieden, 
unspektakulär, 
Entspanntheit 
Ungemütlic
hkeit, 
depressiv, 
Freude, 
unangeneh
m, ungut 
abstoßend, 
nicht schön, 
unwohlfühlend
, belanglos, 
langweilig 
Freude, 
neutral, 
positiv 
71
75
angenehm entspannend, 
düster, 
angenehm, 
beruhigend, 
befremdend 
gemütlich, 
Einsamkeit 
kühl, 
Einsamkeit, 
behaglich 
Freiheit, 
düster, 
wärmer 
Behaglichkeit, 
Frieden, 
Gemütlichkeit, 
interessant, 
überraschend, 
positiv, neutral 
 
Ruhe 
74
97
Hektik, stressig 
(2), lebendig, 
beengend, 
hektisch, 
beengend, 
verwirrend 
 
negativ (2), 
eingesperrt, 
stressig 
Neugierde, 
ausgelassen, 
fröhlich, 
Bedrängnis, 
behaglich 
beengend, 
stressig, 
Freude 
beklemmen
d, 
beklommen
, Stress (2), 
Hektik 
unangenehm, 
beengend 
Hektik, 
Ungewisshei
t, eingeengt, 
verwirrend 
81
85
traurig, 
wohlfühlen, 
Freiheit (2), 
Klarheit 
abschreckend, 
bedrohlich, 
Angst 
beklemmend
, eingesperrt, 
unheimlich, 
Freiheit (2), 
Sorgenlosig
keit 
 
ambivalent Spaß, 
Zufriedenh
eit, Freiheit 
(2), 
loslassen, 
Freude 
Ruhe, 
unerwartet, 
positiv, 
beunruhigend, 
schön 
neutral, 
verwirrend, 
entspannend 
84
75
kalt, toll, 
Energie 
unangenehm 
(2), ungut 
depressiv, 
unmotiviert 
sein, 
Müdigkeit 
beunruhigend, 
Angst, negativ, 
unbestimmt, 
gefährlich, 
bedrohlich, 
angenehm 
 
positiv aktiv, Freude, 
wohlfühlen 
unfreundlich 
84
92
unruhig, 
beängstigend, 
neutral, 
uninteressant, 
bedrohlich, 
ungut, einsam 
 
Angst 
einflößend, 
nicht 
ansprechend 
unfreundlich
, freundlich, 
nett 
unwohl, 
Nervosität, 
Ungeduldigkei
t, negativ 
negativ, 
Schmerz 
interessant, 
beunruhigend, 
traurig, unruhig 
nicht 
unangenehm 
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O G HH HN SÄ SP U 
90
01
positiv, 
beruhigend, 
beklemmend, 
negativ, Angst 
 
Frieden, 
angenehm, 
wohlig, 
angsteinflößend
, unangenehm 
freundlich, 
beruhigend, 
beunruhi-
gend 
beklemmend, 
Aufregung, 
Interesse 
Ruhe, 
neutral, 
Trauer, 
Angst, 
unheimlich 
angenehm, 
düster, ungut, 
Einsamkeit, 
Trauer, 
Einsamkeit 
 
93
01
abstoßend (2), 
grauslich, 
scheußlich, 
ekelhaft 
Ekel, ekelhaft 
(2), unwohl, 
gräßlich, 
ekelerregend, 
grauslich 
negativ, 
unangenehm
, verwirrend 
Ekel (2), 
grindig, nicht 
einladend, 
Trauer, 
negativ, 
unbehaglich 
Ekel (3), 
widerlich, 
abstoßend 
Erleichterung, 
ekelig, 
ungemütlich, 
Ekel, ungut, 
ekelhaft 
interessant, 
unklar, 
dämpfend, 
geheimnisvo
ll, Neugier 
 
94
22
beunruhigend, 
interessant, 
einsam, brutal, 
Furcht 
einflößend 
bedrohlich, 
Aggression, 
Wut 
bedrohlich, 
Angst, 
Furcht 
erschreckend, 
abschreckend, 
Geborgenheit, 
angenehm, 
kühl, einsam, 
verlassen 
 
negativ, 
beunruhige
nd, unwohl 
Angst (2), 
unruhig, 
bedrückend, 
Stolz, nicht 
negativ 
Gleichgültig
keit, 
befreiend 
99
01
Angst, konfus beängstigend, 
beunruhigend, 
depressiv, 
Aggressivität 
neutral (2), 
Ungewiss-
heit, ungut 
unklar, 
beängstigend 
interessant, 
einsam, 
trist, 
Mitgefühl, 
bedauern, 
grauslich 
Graus, Ekel, 
uninteressant, 
nicht 
ermutigend 
Befreiung, 
Leichtigkeit, 
neutral, 
unruhig 
99
40
bedrohlich, 
Unbehagen, 
Gefahr 
beunruhigend 
(2), 
bedrückend, 
Freude, 
Ausgelassenheit
, 
Feierstimmung, 
angenehm 
Schmerz, 
Angst, 
Kälte, nicht 
positiv, 
lebendig 
neutral, 
positiv, 
erwartungsvoll
, angenehm, 
traurig, düster 
Angst anwidern, 
angsteinflößen
d, 
erschreckend, 
bedrohlich, 
contradiction 
unsicher, 
angenehm 
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Tabelle 42: Worthäufigkeiten Tachistoskop 
 O G HH HN SÄ SP U Summe 
5000 3 5 1 3 3 3 5 23 
5210 6 4 2 4 5 7 5 33 
5760 10 6 5 6 6 4 6 43 
5825 3 5 4 1 4 8 6 31 
5940 4 2 3 2 6 6 4 27 
6230 6 2 3 4 2 3 3 23 
7010 2 5 6 0 4 3 2 22 
7078 4 5 2 5 5 5 3 29 
7175 1 5 2 3 3 7 1 22 
7497 8 4 5 3 5 2 4 31 
8185 5 3 6 1 6 5 3 29 
8475 3 3 3 7 1 3 1 21 
8492 7 2 3 4 2 4 1 23 
9001 5 5 3 3 5 6 0 27 
9301 5 7 3 7 5 6 5 38 
9422 5 3 3 7 3 6 2 29 
9901 2 4 4 2 6 4 4 26 
9940 3 7 5 6 1 5 2 29 
Summe 82 77 63 68 72 87 57  
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D. SAM Messungen im Experiment 
Tabelle 43: Mann-Whitney-U Test der SAM-Messungen im Experiment – Arousal
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Tabelle 44: Mann-Whitney-U Test der SAM-Messungen im Experiment – Valenz 
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E. SAM-Messungen in der online Studie 
Tabelle 45: Häufigkeitsverteilungen aller Bilder in den 9 Kategorien des CMA 
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50
00 O 0,083 0,028 0,083 0,528 0 0 0,222 0 0,056 
U 0 0,222 0 0,167 0 0,111 0,25 0,139 0,111 
SP 0 0 0,111 0,583 0 0,083 0,111 0 0,111 
SA 0 0 0,222 0,472 0 0,028 0,222 0 0,056 
HN 0 0 0,028 0,389 0 0,083 0,389 0,083 0,028 
G 0,056 0,028 0,083 0,361 0 0,056 0,278 0,056 0,083 
HH 0,083 0,056 0,194 0,333 0 0 0,278 0 0,056 
52
10
 
O 0,194 0 0,278 0,444 0 0 0,056 0 0,028 
U 0,111 0 0,083 0,222 0 0,222 0,083 0,111 0,167 
SP 0,25 0 0,278 0,472 0 0 0 0 0 
SA 0,111 0 0,222 0,639 0 0 0 0 0,028 
HN 0,167 0 0,25 0,444 0 0 0,083 0 0,056 
G 0,139 0,028 0,25 0,389 0 0 0,083 0,083 0,028 
HH 0,278 0 0,139 0,222 0 0 0,194 0,056 0,111 
57
60
 
O 0,056 0,028 0,194 0,5 0 0 0,167 0,028 0,028 
U 0 0 0,167 0,278 0 0,056 0,278 0,111 0,111 
SP 0,278 0 0,306 0,361 0 0 0,028 0 0,028 
SA 0,222 0 0,278 0,333 0 0 0,056 0,056 0,056 
HN 0,083 0,028 0,222 0,389 0 0,028 0,194 0 0,056 
G 0,139 0 0,222 0,333 0 0 0,25 0,028 0,028 
HH 0 0 0,083 0,139 0 0,167 0,25 0,25 0,111 
58
25
 
O 0,25 0 0,306 0,444 0 0 0 0 0 
U 0,194 0,028 0,25 0,222 0 0,028 0,111 0,028 0,139 
SP 0,222 0 0,222 0,389 0 0 0,111 0,028 0,028 
SA 0,278 0,028 0,222 0,306 0 0,028 0,056 0,028 0,056 
HN 0,444 0 0,222 0,306 0 0 0,028 0 0 
G 0,389 0 0,194 0,361 0 0 0,028 0 0,028 
HH 0,139 0 0,111 0,083 0 0,194 0,278 0,139 0,056 
59
40
 
O 0,028 0,167 0,028 0,028 0 0,583 0 0 0,167 
U 0 0,083 0 0,111 0 0,528 0,111 0,056 0,111 
SP 0,139 0,111 0,028 0,028 0 0,306 0,139 0,111 0,139 
SA 0,028 0,056 0 0,028 0 0,5 0,111 0,111 0,167 
HN 0 0,194 0,111 0,056 0 0,417 0,056 0,028 0,139 
G 0,111 0,028 0,083 0,028 0 0,472 0,083 0,056 0,139 
HH 0,028 0,028 0 0,028 0 0,583 0,139 0,139 0,056 
62
30
 
O 0 0,194 0 0 0 0,556 0,028 0,111 0,111 
U 0,056 0,056 0 0 0 0,722 0 0,111 0,056 
SP 0,028 0,139 0 0,083 0 0,583 0,056 0,028 0,083 
SA 0 0,111 0,056 0,083 0 0,611 0,111 0,028 0 
HN 0,028 0,028 0,028 0,028 0 0,667 0,139 0,028 0,056 
G 0,028 0,083 0,083 0,028 0 0,5 0,111 0,056 0,111 
HH 0 0,167 0,028 0,028 0 0,583 0,056 0,028 0,111 
70
10
 
O 0 0,056 0 0,028 0 0,278 0,278 0,333 0,028 
U 0 0 0,056 0,056 0 0,25 0,333 0,25 0,056 
SP 0 0,028 0 0,056 0 0,194 0,472 0,139 0,111 
SA 0,028 0,028 0,028 0 0 0,222 0,389 0,222 0,083 
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HN 0 0,028 0 0,028 0 0,194 0,361 0,25 0,139 
G 0 0 0 0,056 0 0,278 0,306 0,333 0,028 
HH 0 0,028 0 0,028 0 0,222 0,25 0,361 0,111 
70
78 O 0 0 0 0,167 0 0 0,722 0,056 0,056 
U 0 0,028 0,028 0,222 0 0 0,528 0,083 0,111 
SP 0,056 0,028 0 0,083 0 0,028 0,583 0,194 0,028 
SA 0 0 0 0,056 0 0,028 0,611 0,194 0,111 
HN 0 0,056 0,028 0,25 0 0 0,5 0,139 0,028 
G 0,028 0 0 0,139 0 0,028 0,556 0,111 0,139 
HH 0 0 0 0,083 0 0,139 0,472 0,222 0,083 
71
75
 
O 0,111 0,083 0,111 0,083 0 0,278 0,167 0,056 0,111 
U 0,111 0,083 0,222 0,028 0 0,222 0,139 0,028 0,167 
SP 0,083 0,083 0,167 0,111 0 0,278 0,111 0,056 0,111 
SA 0,111 0,083 0,056 0,083 0 0,333 0,111 0,083 0,139 
HN 0,167 0,083 0,139 0,139 0 0,222 0,139 0,028 0,083 
G 0,139 0,111 0,111 0,111 0 0,194 0,139 0,028 0,167 
HH 0,028 0,167 0 0,083 0 0,083 0,194 0,167 0,278 
74
97
 
O 0,389 0,028 0,25 0,139 0 0,028 0,028 0 0,139 
U 0,5 0,111 0,139 0,056 0 0,083 0,028 0 0,083 
SP 0,556 0,028 0,222 0,139 0 0 0,056 0 0 
SA 0,25 0,139 0,167 0,139 0 0,056 0,111 0,028 0,111 
HN 0,361 0,111 0,25 0,083 0 0,083 0,111 0 0 
G 0,389 0,083 0,111 0,111 0 0,056 0,111 0,028 0,111 
HH 0,167 0,167 0,056 0,167 0 0,083 0,222 0,083 0,056 
81
85
 
O 0,111 0,139 0,028 0 0 0,417 0,167 0,028 0,111 
U 0,056 0,111 0,139 0,028 0 0,528 0,028 0 0,111 
SP 0,194 0,056 0,056 0,083 0 0,361 0,139 0 0,111 
SA 0,083 0,139 0,028 0,028 0 0,444 0,028 0,056 0,194 
HN 0,056 0,167 0,028 0,056 0 0,5 0,111 0,056 0,028 
G 0,111 0,139 0,056 0,083 0 0,25 0,083 0,056 0,222 
HH 0,111 0,083 0 0,028 0 0,278 0,25 0,111 0,139 
84
75 O 0,472 0,056 0,083 0,056 0 0,139 0,056 0,083 0,056 
U 0,333 0,111 0,194 0,028 0 0,167 0,083 0,028 0,056 
SP 0,389 0,083 0,028 0,083 0 0,194 0,083 0,056 0,083 
SA 0,361 0,139 0,028 0,056 0 0,278 0,028 0 0,111 
HN 0,333 0,083 0,111 0,111 0 0,194 0,111 0 0,056 
G 0,194 0,083 0,167 0,083 0 0,167 0,111 0,056 0,139 
HH 0,083 0,083 0,056 0,056 0 0,056 0,333 0,194 0,139 
84
92
 
O 0,028 0,083 0 0,083 0 0,306 0,278 0,139 0,083 
U 0 0 0,056 0,028 0 0,444 0,167 0,222 0,083 
SP 0 0 0,028 0,028 0 0,194 0,333 0,278 0,139 
SA 0 0,028 0 0,139 0 0,194 0,25 0,333 0,056 
HN 0,028 0 0 0,167 0 0,333 0,111 0,333 0,028 
G 0,111 0,028 0 0,083 0 0,222 0,194 0,222 0,139 
HH 0,028 0,083 0 0,139 0 0,389 0,222 0,083 0,056 
90
01
 
O 0 0,083 0 0 0 0,722 0,083 0,111 0 
U 0,028 0,111 0 0 0 0,556 0,028 0,25 0,028 
SP 0 0,028 0 0 0 0,833 0,056 0,083 0 
SA 0,028 0,028 0 0 0 0,583 0,083 0,278 0 
HN 0 0 0,028 0 0 0,806 0,028 0,111 0,028 
G 0 0,056 0 0,028 0 0,806 0 0,083 0,028 
HH 0 0 0 0 0 0,861 0 0,139 0 
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93
01
 
O 0,056 0,056 0,056 0,028 0 0,361 0,306 0,083 0,056 
U 0 0 0 0,083 0 0,333 0,278 0,111 0,194 
SP 0 0,083 0,028 0,028 0 0,25 0,25 0,194 0,167 
SA 0 0,056 0,028 0 0 0,389 0,222 0,139 0,167 
HN 0 0 0,028 0,056 0 0,528 0,167 0,056 0,167 
G 0 0,028 0,028 0,028 0 0,306 0,278 0,222 0,111 
HH 0,028 0,028 0 0 0 0,528 0,139 0,167 0,111 
94
22 O 0 0 0 0,028 0 0,75 0,056 0,139 0,028 
U 0 0 0,028 0,028 0 0,778 0,056 0,111 0 
SP 0 0 0 0 0 0,833 0,028 0,111 0,028 
SA 0,028 0 0 0 0 0,722 0,083 0,111 0,056 
HN 0 0,028 0 0,028 0 0,556 0,056 0,278 0,056 
G 0 0,028 0 0 0 0,778 0,056 0,056 0,083 
HH 0 0,083 0 0 0 0,25 0,25 0,194 0,222 
99
01
 
O 0 0,028 0 0 0 0,806 0,056 0 0,111 
U 0,028 0 0 0,056 0 0,806 0,028 0,056 0,028 
SP 0 0,028 0 0,028 0 0,722 0,139 0,056 0,028 
SA 0 0,056 0 0 0 0,778 0,083 0,028 0,056 
HN 0 0 0 0 0 0,889 0,083 0,028 0 
G 0,028 0,028 0 0 0 0,694 0,056 0,083 0,111 
HH 0 0,083 0 0,028 0 0,694 0,083 0,111 0 
99
40
 O 0 0 0,028 0,25 0 0 0,611 0,056 0,056 
U 0 0 0 0,222 0 0,083 0,639 0,028 0,028 
SP 0 0,028 0,028 0,25 0 0 0,556 0,056 0,083 
SA 0 0 0,056 0 0 0,083 0,75 0,083 0,028 
HN 0,028 0 0,028 0,111 0 0 0,556 0,083 0,194 
G 0,028 0 0 0,139 0 0,056 0,694 0,056 0,028 
HH 0,028 0 0 0 0 0,111 0,472 0,194 0,194 
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Abbildung 86: Zuordnung der Bilder zu den Kategorien positiv, negativ und neutral (1) 
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Abbildung 87: Zuordnung der Bilder zu den Kategorien positiv, negativ und neutral (2) 
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Tabelle 46: T-Test der SAM-Messungen in der Online-Studie - Valenz 
 
O - U O - SP O - SA O - HN O - G O - HH 
p-Wert T-Wert p-Wert 
T-
Wert p-Wert 
T-
Wert p-Wert 
T-
Wert p-Wert 
T-
Wert p-Wert 
T-
Wert 
5000 0,000*** 6,746 0,461 0,741 0,501 0,675 0,000*** 4,087 0,001** 3,426 0,073 1,812 
5210 0,000*** 5,934 0,699 0,387 0,084 -1,745 0,058 1,916 0,005** 2,889 0,001** 3,505 
5760 0,000*** 5,357 0,489 -0,694 0,567 0,574 0,032* 2,178 0,006** 2,787 0,000*** 9,749 
5825 0,000*** 7,390 0,004** 2,933 0,012* 2,576 0,081 -1,757 0,960 0,051 0,000*** 8,105 
5940 0,074 -1,803 0,047* -2,007 0,653 -0,450 0,157 -1,424 0,072 -1,816 0,612 0,509 
6230 0,634 -0,478 0,074 -1,808 0,006** -2,771 0,309 -1,023 0,005** -2,862 0,534 -0,624 
7010 0,071 0,337 0,002** -3,160 0,085 -1,736 0,155 -1,431 0,893 0,134 0,391 -0,861 
7078 0,666 0,433 0,134 1,510 0,015* 2,471 0,650 -0,455 0,467 0,730 0,000*** 4,369 
7175 0,214 -1,249 0,490 -0,693 0,300 1,041 0,164 -1,401 0,497 -0,682 0,210 1,261 
7497 0,725 0,353 0,385 -0,872 0,569 0,572 0,347 0,944 0,344 0,951 0,000*** 3,716 
8185 0,562 0,582 0,702 -0,384 0,163 1,403 0,274 1,100 0,372 -0,897 0,440 0,775 
8475 0,588 0,544 0,241 1,181 0,232 1,201 0,087 1,726 0,246 1,167 0,000*** 4,082 
8492 0,151 1,446 0,586 -0,547 0,814 -0,236 0,503 0,672 0,610 -0,511 0,842 0,200 
9001 0,859 -0,178 0,439 0,777 0,990 -0,012 0,239 1,185 0,575 0,562 0,084 1,746 
9301 0,895 0,132 0,414 0,821 0,169 1,386 0,166 1,395 0,092 1,702 0,003** 3,005 
9422 0,291 -1,062 0,194 -1,306 0,096 -1,678 0,100 -2,625 0,065 -1,866 0,000*** -8,033 
9901 0,490 -0,693 0,752 -0,317 0,932 0,085 0,956 -0,055 0,682 -0,411 0,733 -0,342 
9940 0,327 0,984 0,588 -0,544 0,088 1,730 0,310 1,020 0,182 1,342 0,000*** 3,902 
 
***p<0,001; **p<0,01; *p<0,05 
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Tabelle 47: T-Test der SAM-Messungen in der Online-Studie – Arousal 
 
O - U O - SP O - SA O - HN O - G O - HH 
p-
Wert 
T-
Wert p-Wert 
T-
Wert 
p-
Wert 
T-
Wert p-Wert 
T-
Wert 
p-
Wert 
T-
Wert p-Wert 
T-
Wert 
5000 0,125 -1,548 0,752 -0,317 0,502 -0,675 0,435 0,784 0,741 -0,331 0,236 -1,192 
5210 0,412 -0,824 0,389 -0,864 0,912 0,111 0,993 -0,008 0,410 -0,828 0,608 -0,514 
5760 0,079 1,772 0,005** -2,871 0,064 -1,873 0,344 -0,950 0,950 0,063 0,167 -1,390 
5825 0,133 -1,512 0,588 -0,543 0,086 -1,731 0,000*** -3,708 0,028* -2,227 0,377 -0,887 
5940 0,061 1,892 0,395 0,854 0,018* 2,399 0,216 1,245 0,455 0,749 0,042* 2,057 
6230 0,355 0,928 0,700 0,386 0,073 1,809 0,735 0,340 0,108 1,622 0,825 -0,222 
7010 0,330 0,979 0,132 1,519 0,470 0,725 0,383 0,876 0,602 0,522 0,474 0,717 
7078 0,040* -2,086 0,043* -2,060 0,499 -0,679 0,134 -1,510 0,326 -0,988 0,004** -2,925 
7175 0,786 0,272 0,143 1,475 0,561 0,584 0,890 0,138 0,956 -0,055 0,028* 2,228 
7497 0,073 -1,813 0,430 -0,791 0,837 -0,207 0,251 -1,154 0,670 -0,427 0,061 1,894 
8185 0,068 -1,848 0,657 0,445 0,133 -1,515 0,432 -0,789 0,816 0,233 0,513 0,657 
8475 0,622 0,494 0,921 0,100 0,477 -0,713 0,039* 2,092 0,449 0,760 0,000*** 4,610 
8492 0,463 -0,736 0,367 0,906 0,463 0,737 0,917 -0,104 0,254 -1,147 0,441 -0,773 
9001 0,213 1,251 0,705 -0,379 0,264 1,124 0,787 -0,271 0,995 -0,006 0,123 -1,557 
9301 0,622 -0,495 0,854 0,184 0,260 -1,133 0,264 -1,124 1,000 0,000 0,012* -2,558 
9422 0,699 -0,388 0,285 -1,074 0,639 0,471 0,284 1,076 0,205 -1,275 0,000*** 4,277 
9901 0,043* 2,045 0,030* 2,195 0,600 0,527 0,176 1,361 0,028* 2,223 0,004** 2,969 
9940 0,566 -0,576 0,857 -0,181 0,742 -0,330 0,330 -0,979 0,397 -0,851 0,044 -2,043 
 
***p<0,001; **p<0,01; *p<0,05 
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F. Biometrische Daten 
Tabelle 48: Mann-Whitney-U Test der biometrischen Daten – Zygomaticus Major 
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Tabelle 49: Mann-Whitney-U Test der biometrischen Daten – Corrugator Supercilii 
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Tabelle 50: Mann-Whitney-U Test der biometrischen Daten – Elektrodermale Aktivität 
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Tabelle 51: Mann-Whitney-U Test der biometrischen Daten – kombinierte Valenzvariable 
 
 
U
z
p-
W
er
t
U
z
p-
W
er
t
U
z
p-
W
er
t
U
z
p-
W
er
t
U
z
p-
W
er
t
U
z
p-
W
er
t
50
00
2
-0
,2
93
0,
77
8
-0
,4
9
0,
62
4
3
-0
,7
75
0,
43
9
4
-0
,3
87
0,
69
9
2
-0
,2
93
0,
77
6
-1
,3
58
0,
17
5
52
10
4
-0
,2
18
0,
82
7
3
-1
,0
61
0,
28
9
2
-1
,0
91
0,
27
5
0
-1
,9
64
0,
05
5
-0
,7
45
0,
45
6
1
-0
,4
47
0,
65
5
57
60
7
-0
,2
89
0,
77
3
1
-0
,7
07
0,
48
5
-0
,8
66
0,
38
6
9
-0
,2
45
0,
80
6
2
-1
,4
14
0,
15
7
3
-0
,4
63
0,
64
3
58
25
5
0
1
0
-1
,2
25
0,
22
1
3
-0
,4
63
0,
64
3
4
0
1
3
-0
,4
63
0,
64
3
1
-0
,7
75
0,
43
9
59
40
3
-0
,4
63
0,
64
3
8
-0
,4
9
0,
62
4
5
-0
,8
66
0,
38
6
7
-0
,2
89
0,
77
3
0
-1
,4
14
0,
15
7
3
-0
,4
63
0,
64
3
62
30
1
-1
,1
55
0,
24
8
2
-0
,5
77
0,
56
4
3
-0
,7
75
0,
43
9
1
-1
,1
55
0,
24
8
4
0
1
1
0
1
70
10
4
-0
,7
07
0,
48
4
-0
,7
07
0,
48
4
-1
,1
55
0,
24
8
6
-0
,5
77
0,
56
4
4
-0
,7
07
0,
48
7
-0
,7
35
0,
46
2
70
78
3
-1
,3
42
0,
18
3
-0
,6
55
0,
51
3
2
-1
,0
91
0,
27
5
3
0
1
3
-1
,0
61
0,
28
9
1
-1
,7
68
0,
07
7
71
75
9
-0
,2
45
0,
80
6
1
-0
,8
78
0,
38
1
-1
,5
49
0,
12
1
9
-0
,2
45
0,
80
6
1
-0
,8
78
0,
38
6
-1
,3
58
0,
17
5
74
97
6
-0
,9
8
0,
32
7
2
-1
,6
4
0,
10
1
5
-1
,2
25
0,
22
1
3
-1
,7
15
0,
08
6
1
-0
,8
78
0,
38
8
-0
,4
9
0,
62
4
81
85
2
0
1
3
-0
,7
75
0,
43
9
0
-1
,2
25
0,
22
1
4
0
1
1
-1
,3
89
0,
16
5
1
-1
,1
55
0,
24
8
84
75
1
-1
,5
28
0,
12
7
0
-1
,9
64
0,
05
7
-0
,1
49
0,
88
1
2
-0
,5
77
0,
56
4
1
-1
,5
28
0,
12
7
0
-1
,9
64
0,
05
84
92
6
0
1
4
-0
,7
07
0,
48
7
-0
,2
89
0,
77
3
2
-0
,9
26
0,
35
5
9
-0
,2
45
0,
80
6
6
-0
,5
77
0,
56
4
90
01
0
-1
,8
52
0,
06
4
1
-1
,1
55
0,
24
8
2
-0
,5
77
0,
56
4
1
-1
,3
89
0,
16
5
1
-1
,1
55
0,
24
8
1
-1
,3
89
0,
16
5
93
01
2
-0
,5
77
0,
56
4
4
-0
,3
87
0,
69
9
2
0
1
2
-0
,9
26
0,
35
5
3
-0
,4
63
0,
64
3
3
0
1
94
22
3
-0
,6
55
0,
51
3
4
-0
,2
18
0,
82
7
3
-0
,6
55
0,
51
3
6
-0
,4
47
0,
65
5
2
-1
,4
14
0,
15
7
3
-1
,0
61
0,
28
9
99
01
2
-1
,0
91
2
2
-1
,4
14
0,
15
7
3
0
1
2
-0
,5
77
0,
56
4
3
-1
,0
61
0,
28
9
7
-0
,1
49
0,
88
1
99
40
7
-0
,1
49
0,
88
1
9
-0
,3
42
0,
73
2
3
-1
,0
61
0,
28
9
2
-1
,0
91
0,
27
5
3
-1
,0
61
0,
28
9
6
0
1
**
*p
<
0,
00
1;
 *
*p
<
0,
01
; *
p<
0,
05
O
 - 
U
O
 - 
G
O
 - 
H
H
O
 - 
H
N
O
 - 
SA
O
 - 
SP
Anhang. F  245 
 
 
Tabelle 52: Wilcoxon Tests der biometrischen Daten 
 G – O HH – O HN – O SA – O SP – O U – O 
Zygomaticus 
Major ,913 ,472 ,948 ,811 ,983 ,215 
Corrugator 
Supercilii ,102 ,199 ,170 ,094 ,616 ,020 
Elektrodermale 
Aktivität ,000 ,003 ,006 ,006 ,011 ,003 
 
 
 
Abbildung 88: Distanzen Original zu Grauwertbild 
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Abbildung 89: Distanzen Original zu Bildern mit erhöhter Helligkeit 
 
 
 
Abbildung 90: Distanzen Original zu Bilder mit verringerter Helligkeit 
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Abbildung 91: Distanzen Original zu Bilder mit erhöhter Sättigung
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G. Messinstrument PiXem 
 
Abbildung 92:UML Ablaufdiagramm ColorHistogram_RGB 
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Abbildung 93: UML Ablaufdiagramm ColorHistogram_HSL 
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Abbildung 94: UML Ablaufdiagramm für die Klasse GreyHistogram 
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H. Emotionale Wirkung einer Webseite hervorgerufen durch Text und Bild 
Tabelle 53: Ergebnisse der Korrespondenzanalyse 
Name Mass Inertia k=1 Cor1 Ctr1 k=2 Cor2 Ctr2 
Text1 0.09 0.439 -1.129 0.97 0.747 -0.198 0.03 0.03 
Text2 0.091 0.139 0.162 0.063 0.016 0.623 0.937 0.304 
Text3 0.091 0.023 0.171 0.42 0.017 -0.201 0.58 0.032 
Text4 0.091 0.061 0.296 0.484 0.052 -0.305 0.516 0.073 
Text5 0.09 0.073 0.285 0.373 0.048 -0.369 0.627 0.106 
Text6 0.091 0.04 0.258 0.559 0.039 -0.229 0.441 0.041 
Picture1 0.092 0.015 0.171 0.642 0.017 -0.128 0.358 0.013 
Picture2 0.092 0.007 0.14 0.983 0.012 -0.018 0.017 0 
Picture3 0.091 0.017 -0.197 0.755 0.023 -0.112 0.245 0.01 
Picture4 0.092 0.046 -0.218 0.352 0.028 0.296 0.648 0.069 
Picture5 0.09 0.139 0.052 0.007 0.002 0.644 0.993 0.322 
Positive 0.742 0.126 0.15 0.494 0.109 -0.152 0.506 0.149 
Neutral 0.129 0.377 0.152 0.029 0.019 0.874 0.971 0.851 
Negative 0.129 0.497 -1.021 1 0.871 0.001 0 0 
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