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Abstract 
The problem of counterfeiting with scanners and printers has been substan-
tially increased over recent years. This is largely due to the dramatic Im-
provement in personal computer hardware and peripheral equipment. There 
has been a correspondmgly mcreasing demand for digital watermarking tech-
mques which can be apphed to printed documents that prevent unauthorized 
copying of their content and at the same time, can withstand a substantial 
amount of abuse and degradation before and during scanning. 
In this thesis, a new approach to digital watermarking a pnnted docu-
ments is presented. The process IS defined by using analytical techniques and 
concepts borrowed from Cryptography. It is based on computing a 'scramble 
image' usmg convolution of the watermark image (logo) with a source of nOise 
in a process termed 'DtffuslOn'. The cover image (text) is then inserted into 
the document's foreground using a simple additive process termed 'Confu-
sIOn'. The watermark is subsequently recovered by removing the foreground, 
and then correlating with the original nOise source. 
It is demonstrated that this method is robust to a Wide variety of attacks 
incIudmg geometric attacks, drawing, crumpling, and print/scan attacks. Ex-
periments also show that the method IS relatively insenSitive to lossy com-
pression, making it well suited to electronic document watermarking The 
details of thiS method as well as the experimental results are shown. 
The thesIs IS composed of seven chapters Chapter 1 introduces digi-
tal watermarking; its general framework, principal applications, important 
properties, and the main aspects used to classify watermarking. Furthermore, 
some of the prmcipal attacks that a watermarkmg system may face are dis-
cussed. This IS followed by considering the human Visual system in terms of 
its perception with regard to watermarkmg as well as some open problems 
Chapter 2 prOVides a literature reView of digital watermarking in frequency 
domain. First, the main features of the frequency domain that make it more 
appropnate for watermarking are explored. Next, three sub-domains are m-
troduced (the Discrete Cosine Transform, the Discrete Wavelet Transform 
and the Discrete Fourier Transform). For each sub-domain, its properties as 
wen as some techmques used to hide watermarks are discussed. Chapter 3 
is concerned With how images are formed This IS because it IS critical that 
we understand the physical prmciples of an imaging system and the theory 
of Image formation in order to derive Image encryption and watermarkmg 
model that are compatible With image capture deViCes (digital cameras and 
scanners for example) that, by default, conform to the 'physICS' of optical 
image formation. Chapter 4 dIScussed the coding model for low-resolutIOn 
watermarkmg developed for this theSIS. This approach is extended and tested 
against the print/scan attacks presented in Chapter 5. Chapter 6 tests the 
system agamst some further practically important attacks. Finally, III Chap-
ter 7, some apphcations that can benefit from thiS system are demonstrated. 
A short conclusion to the thesis and some ideas for future work and further 
development(s) are prOVided. Some further aspects of the work includmg the 
basiS of optical diffractIOn theory and the software designed as part of this 
research are given in the Appendices. All the software developed is provided 
in a CD given at the back of this thesis. 
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Chapter 1 
Digital Watermarking: 
Overview 
With rapid growth m computer networks and information technology, a large 
number of copyright works now reside in digital form. Furthermore, elec-
tronic publishing is becoming increasingly popular These developments in 
computer technology increase the problems associated with copyright pro-
tection and enforcement and thus, future developments in networked multi-
media systems are conditioned by the development of efficient methods to 
protect ownership rights agamst unauthOrized copying and redistribution. 
Digital watermarkmg has recently emerged as a candidate to solve this difli-
cult problem. 
The goal of this chapter is to familiarize the reader with the mam aspects 
of digital watermarking: framework, applications, properties, classifications, 
attacks, and etc 
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1.1 Introduction 
The mld-1990s saw the convergence of a number of different mformation pro-
tectIOn technologies, whose theme was the hiding (as opposed to encryption) 
of information. Hiding can refer to eIther making the information impercep-
tible or keeping the existence of the information secret [IJ. Figure 1.1 shows 
an example of data hiding. The original Image (shown m figure 1.1 (a)) IS 
protected by hiding a secret data (football image. figure 1.1 (c)) mSlde it 
WIthout degrading the original image qualIty. The protected image is shown 
in Figure 1.1 (b). ThIs hidden data can be extracted whenever it is neces-
sary to prove the ownership of the image Figure 11 (d) shows the extracted 
hIdden data from the protected image 
Important sub-diSCIplines of information hidmg are Steganography and 
Watermarking. Steganography and watermarkmg are concerned with tech-
mques that are used to imperceptibly convey information. However, they are 
two different and distinct disciphnes. 
Watermarking is the practice of hiding a message (copyright notIce 
or a serial number, for example) about an Image, audIO clip, VIdeo chp, or 
other work of media WIthin that work itself [IJ without degrading ItS quality 
in such a way that it is permanently embedded into the data and can be 
detected later. Steganography, on the other hand, is the study of the 
techmques used to hide one message inside another, without dIsclosing the 
existence of the hidden message or makmg it apparent to an observer that 
this message contains a hidden message [2J From the previous defimtlOns, 
they are distinguished as follows [1, 3J: 
1. The informatIOn hidden by a watermarking system is always asSOCI-
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(b) 
Figure 1.1: Data hidmg example· (a) The origmal image, (b) The protected 
image, (c) The hidden data, (d) The extracted Indden data 
3 
ated with the object to be protected or its owner while steganographlC 
systems just hide any information. 
2 As the purpose of steganography is to have a covert communication be-
tween two parties whose existence is unknown to a possible attacker, a 
successful attack consists of detecting the existence of this commumca-
tion. Watermarking, as opposed to steganography, has the additional 
requirement of robustness against possible attacks; even If the existence 
of the hidden information IS known It should be hard for an attacker 
to destroy the embedded watermark In other words, steganography 
is mamly concerned with detection of the hidden message while water-
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marking concerns potential removal by a pirate. 
3 Steganographic communications are usually point-to-point (between 
sender and receiver) while watermarking techruques are usually one-
to-many. 
Nowadays, many websites use watermarking methods to protect their 
content (images, texts, videos, etc.). Moreover, they advertise this fact as 
a deterrent to copiers For example the following paragraph is copied from 
CORAL REEF CREATURES website (http'//wwwreefimages com/) show-
ing the copyright notice: 
All photographs and text appearmg m the Reef Images web sIte are the exclu-
sIve property of Doug Segar and Elame Stamman Segar. All photographs in 
the ReefImages web site are Watermarked WIth the http / /www dlgImarC corn 
DigImarc artist markmg system The photographs may not be reproduced, 
copied, stored, manIpulated, repubhshed electronically or m pnnt Wlthout 
the wntten permisslOn of Doug Segar or Elame Starnman Segar . 
The rest of this chapter is organized as follows. Section 1.2 gives the 
general framework of a digital watermarking system Section 13 discusses 
several instances m which digital watermarking IS already being used. Sec-
tion 1.4 illustrates different aspects used in watermarking clasSification. Sec-
tion 1.5 lists some important properties for watermarks. Section 1.6 descnbes 
how a digital watermarkmg system can be attacked Section 1.7 mtroduces 
some related diSCiplines and subjects and finally SectIOn 1.8 lists some open 
problems in this field 
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Figure 1.2: The general framework of a watermarking system. 
1.2 Watermarking Framework 
All watermarking schemes share the same generic building blocks (see Figure 
12). These blocks and theIr functions are described below [4, 5]. 
Watermark Embedding System (Signature Casting): The em-
bedded data is the watermark that one wishes to embed. It is usually hidden 
m a message referred to as a cover (work), producmg the watermarked cover. 
The inputs to the embedding system are the watermark, the cover and an 
optIOnal key A key is used to control the embeddmg process so as to re-
stnct detection and/or recovery of the embedded data to parties who know of 
it. The watermarked cover may face some intentional and/or unintentional 
distortion that may affect the existence of the watermark. The resultant 
outputs are called the 'Possibly Distorted Watermarked Cover'. 
Watermark Detection System (Extraction): The inputs to the 
1.3 Applications 6 
detection system are the possIbly dIstorted watermarked cover, the key and 
dependmg on the method, the original cover or the origInal watermark. Its 
output IS eIther the recovered watermark or some kind of confidence measure 
indicating how hkely It is for a gIVen watermark at the input to be present 
m the work under inspection (e g. Correlation) 
Current watermarkmg schemes may be viewed as spread-spectrum com-
munications systems [1], whose aim is to send the watermark between two 
parties WIth two sources of noise; noise due to the origmal cover and noise 
due to processing. 
1.3 Applications 
This section discusses some of the scenarios where watermarkmg is already 
being used as well as other potential applications. The hst given here [1, 3, 
4, 6] is by no means complete and is mtended to give a perspectIve of the 
broad range of possibilities that dIgital watermarking opens. 
Owner identification. Embeddmg the identity of a work's copynght holder 
as a watermark in order to prevent other parties from claiming the 
copyright of the data. 
Labelling. The hidden message can contain labels that, for example, allow 
for annotatIOn of Images or audio data Of course, the annotation may 
also be included m a separate file, but with watermarking it becomes 
more difficult to destroy or lose this label, smce it becomes closely tied 
to the object that it annotates. This is espeCially useful m medical 
apphcatlOns since It prevents potentially dangerous errors. 
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Fingerprinting (Transaction Tracking). This is similar to the prevIOus 
application and allows acquisition devices (such as vIdeo cameras, au-
dio recorders, etc) to insert information about the specific deVlce (e g., 
an ID number and date of creatIOn). This is especially useful for iden-
tifying people who obtain the work legally but illegally redIstribute 
it. ThIS can mvolve the embedding of a different watermark into each 
distributed copy. 
Authentication. Embedding signature informatIOn m a work that can be 
later checked to verify If it has not been tampered with. 
Copy and Playback Control. The message carried by the watermark may 
contain information regardmg copy and display permisslOns A secure 
module can be added ID copy or playback equipment to automatically 
extract this permission information and block further processing If re-
quired. In order to be effective, this protection approach requires agree-
ments between work providers and consumer electronics manufactur-
ers to introduce comphant watermark detectors in theIr video players 
and recorders This approach is being taken ID Digital Versatile DISks 
(DVD) for example. 
Broadcast monitoring. Identifymg when and where works are broadcast 
by recognizing watermarks embedded ID the data 
Additional information. The embedded watermark could be an n-blt in-
dex to a database of URLs stored on a known locatIOn on the Internet. 
This IDdex IS used to fetch a corresponding URL from the database. 
The URL is then used to display the related web pages. 
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1.4 Classifications 
Watermarking systems can be classified according to several aspects; some 
of which are hsted below. 
1.4.1 According to Inputs and Outputs 
Private Marking Systems (Informed Detector) 
These systems require at least the ongmal cover in the detection side. This 
means that only the copyright holder can detect the watermark. In a private 
system, we can identify where the distortIOns were, and invert them before 
applymg the watermark detector (using the onginal cover to reverse the 
embedding process or using the onginal work as a 'hint' to find where the 
watermark could be in the distorted watermarked cover) These types of 
systems may also require a copy of the embedded watermark for detection 
and just yield a 'YES' or 'NO' response to the question: does the dIStorted 
marked object contain thiS watermark? 
Private systems usually feature Increased robustness (greater strength 
to the embedded bits) not only toward noise-like distortIOns, but also diS-
tortions in the data geometry since It allows the detection and inversion of 
geometncal distortion [6] Unfortunately, for these techniques to be applied, 
the possibility to access the original work must be granted. ThiS mean that 
the set-up of a watermarking system becomes more complicated, and on the 
other hand, the owners of the onglnal works are compelled to insecurely share 
their works With anyone who wants to check the existence of the watermark. 
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Semi-private Marking Systems 
These systems use the original watermark only and check whether It exists 
m the cover or not. 
Public Marking Systems (Blind Marking) 
These systems remain the most challenging since they reqUire neither the 
secret origInal nor the embedded watermark. Blmd watermarking techniques 
are less robust and are therefore more suitable for applicatIOns requiring lower 
secunty than copynght application, such as authorized copy distnbution in 
electromc commerce. 
1.4.2 According to Workspace Used 
Another classification criterion distinguishes schemes into spatial domain 
techniques and transform-domain techniques depending on whether the wa-
termark IS encoded by directly modifying pIXels (such as simply fhppmg 
low-order bits of selected pixels) or by altering some frequency coefficients 
obtamed by transforming the Image into the frequency domain. Spatial do-
main techniques are simple to Implement and often reqUire a lower computa-
tional cost, although they can be less robust against tampering than methods 
which place the watermark in the transform domain. Watermarking schemes 
that operate m a transform space are mcreasmgly common, as this can rod 
robustness against several attacks and distortIOns (transform domain meth-
ods hide messages in significant areas of the cover image, which makes them 
more robust to attacks). Moreover, while they are more robust to various 
kmds of signal processmg, they remain imperceptible to the human sensory 
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system. Most schemes operate directly on the components of some transform 
of the cover, hke the discrete cosine transform, discrete wavelet transform or 
discrete Fourier transform 
1.4.3 According to Visibility 
Copynght marks do not always need to be hidden, as some systems use Visible 
digital watermarks [4J, but most of the hterature has focused on invisible 
(or transparent) digital watermarks which have wider applications. Modern 
visible watermarks may be visual patterns (e g. a company logo or copyright 
sign) overlaid on digital images 
1.4.4 According to Watermark Robustness 
Fragile Watermarks 
Watermarks that have very limited robustness and are destroyed as soon 
as the object is modified too much. They are applied to detect modifica-
tions of the watermarked data, rather than conveying unreadable informa-
tion [1 J. Cryptographic techniques have already made their mark on au-
thenticatIOn. However, there are two significant benefits that arise from 
using watermarking: First, the signature becomes embedded III the message. 
Second, it is possible to create 'soft authentication' algorithms that offer a 
multi-valued measure that accounts for different unintentional transforma-
tions that the data may have suffered instead of the classical yes/no answer 
given by cryptography-based authenticatIOn. 
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Robust Watermarks 
Robust watermarks have the property that it is not feasible to remove them 
or make them useless without destroying the object at the same time. This 
usually means that the mark should be embedded in the most robust signif-
Icant components of the object [6}. 
1.4.5 According to Watermark Naturalness 
Watermarks that range from pseudo-random sequences to small image logo 
that can be easily recovered and authenticated 
1.5 Properties 
Watermark systems can be characterized by a number of defining propertIes 
[1, 6, 4}. The relative Importance of each property is dependent on the 'I 
reqUirements of the applicatIOn and the role that the watermark will play. 
Some important properties are listed below: 
Fidelity (watermark imperceptibility) Perceptual similarIty between the 
original and the watermarked versions must be very hIgh (Le. the dIf-
ference between the original work and the watermarked work should be 
invIsible). It has been argued that the watermark should not be notice-
able to the viewer instead of being imperceptible [6}. Furthermore, if a 
SIgnal is truly imperceptible, then perceptually base lossy compression 
algorithms should, in principle, remove such a signal. Current compres-
sIOn algonthrns can stlilleave room for an imperceptible SIgnal to be 
inserted. ThIS may not be true of the next generation of compression 
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algorithms. Thus, to survive the next generation of lossy compression 
algOrithms, It is necessary for a watermark to be noticeable to a trained 
observer. 
Statistical invisibility The watermark must be statistically inVisible to 
thwart unauthOrized removal (i e. a statistical analysis should not pro-
duce any advantage from the attacking point of view) The nOise-like 
watermark is statistically inVisible and has good auto-correlation prop-
erties 
Readily extracted If the decoder needs to run in real-time, then it is nec-
essary for the decoding process to be sigmficantly simpler than the 
encoding process [6]. In some applications, this reqUirement is reversed 
depending on the purpose of watermarking system. 
Data payload This refers to the amount of mformation that can be carried 
in a watermarked cover and raises capacity issues in digital watermark-
mg. The length of the watermark serves as a measure of the capacity. 
A longer watermark signal means that more coeffiCients need to be 
modified; hence, the watermarked images look 'nOisier'. The more in-
formation one wants to embed, the lower the watermark robustness. 
Embedding Effectiveness The probability that the embedder will suc-
cessfully embed a watermark in a randomly selected work. This prop-
erty is related to real-time embedding system (which must be high). 
False Positive Rate The frequency with which we should expect a water-
mark to be detected in a non-watermarked object (which must be low). 
Robustness (Security) The watermark should be resihent to standard 
manipulations which are both intentIOnal and umntentional III nature. 
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Some authors [1] distmguish between resistance to intentional and un-
intentional attacks. They use 'security' when dealing with the ability 
of the watermark to resist hostile attacks while usmg the 'robustness' 
when dealing with the ability of the watermark to SUfVlve normal pro-
cessing of the work such as spatial filtering, lossy compresSIOn, printmg 
and scanning, geometric distortions (such as rotation, translation and 
scalmg) Note, robustness actually comprises two separate Issues: (I) 
whether or not the watermark is still present in the data after distor-
tion; (11) whether the watermark detector can detect It. For example, 
watermarks inserted by many algorithms remain m the data after geo-
metric distortions but the corresponding detectIOn algonthm can only 
detect the watermark if the distortion is first removed, otherwise the 
detector can not detect the watermark [6]. In general, any increase 
m robustness comes at the expense of increased watermark VIsibihty. 
Also the presence of the original cover increases the robustness. For 
example, the use of the onginal work permits some pre-processing to 
be carried out before the watermark checking such as: rotation angles, 
translation and scaling factors which can usually be estimated, together 
with missmg parts of the Image whICh can be replaced by correspond-
ing parts of the original one. It is possible to undertake an exhaustive 
search on different rotation angles and scaling factors until a watermark 
is found, but this IS prohibitively computationally intensive. 
1.6 Distortions and Attacks 
In practice, a watermarked cover may be altered either mtentionally or un-
intentionally, so the watermarking system should still be able to detect and 
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extract the watermark The distortions are hmited to those that do not pro-
duce excessive degradations, smce otherwise the transformed object would be 
unusable Several authors have classified attacks based on a range of aspects. 
One famous classification has been carried out by Craver et al. [7, 8]. 
1.6.1 Craver Classification for Attacks 
Craver defines four general classes of attacks, organized by the way in which 
the attackers try to defeat the watermarkmg technology. These classes are 
Illustrated below together with some examples for each class. Some of them 
may be intentional or unintentional, depending on the applicatIOn. 
Robustness Attacks (Unauthorized removal) 
This type of attacks aim to diminish or remove the presence of a digital 
watermark from its associated work, while preservmg the work so that it is 
not useless after the attack is over. Some examples of robustness attacks are 
discussed below. 
• Additive Noise: ThiS may happen (unintentIOnally) in certam applica-
tions such as D/A (pnnting) and AID (scanmng) converters or from 
transmission errors. It could happen intentionally by an attacker who 
IS trying to destroy the watermark (or make It undetectable) by adding 
nOise to the watermarked cover. 
• Filtering: Linear filtering such as low·pass filtering or non-linear filter-
ing such as median filtermg. 
• Collusion attack: In some watermarking schemes, If a work has been 
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watermarked many times under different secret keys, It IS possible to 
collect many such copies and 'average' them mto a composite work 
that closely resembles the ongInal one and does not contain any useful 
watermarkIng data [9] . 
• InversIOn attack (elImination attack)· An attacker may try to estI-
mate the watermark and then remove the watermark by subtracting 
the estImate or reverse the insertion process to perfectly remove the 
watermark This means that an attacked object can not be considered 
to contain a watermark at all (even using a more sophisticated detec-
tor). Note, that with different watermarked objects, it IS possible to 
Improve the estimate of the watermark by simple averaging. 
• Lossy Compression. This is generally an unintentional attack, which 
appears very often in multimedia applications. Practically, nearly all 
audio, Video and digital images that are currently distrIbuted via the In-
ternet are in compressed form. Lossy image compreSSIOn algorithms are 
desigtled to disregard redundant perceptually-insigtlificant information 
m the codmg process. Watermarking tries to add inVisible information 
to the image. An optimal image coder would therefore simply remove 
any embedded watennark information However, even state-of-the-art 
Image coding such as JPEG 2000 does not achieve optimal codmg per-
formance and therefore there is a 'dIStortion gap' that can be exploited 
for watermarking. Actually, one can observe that the use of a partic-
ular transform provides good results against compressIOn algorIthms 
based on the same transform. For mstance, nCT-domain image wa-
termarkIng is more robust to JPEG compression than spatial-domain 
watermarking. 
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Presentation Attacks (Masking Attacks) 
This attack does not attempt to remove the watermark, but instead alters the 
work so that the watermark can no longer be detected or extracted easIly 
This means that the attacked work can still be considered to contain the 
watermark, but the watennark is undetectable by an existing detector (such 
as a detector sensitIve to Image rotation). Examples of presentation attacks 
include' 
• Choppmg attack (mosaic attack) Here, an image is 'chopped' mto 
distmct sub-images, which are embedded one after another m a web 
page. Common web browsers render sub-Images together as a single 
image, so the result is identical to the origmalImage. However, the 
chopping process distnbutes the onginal image's watermark into many 
pieces and the watermark cannot be recovered unless the ongmal image 
is reconstructed first 
• RotatIOn and Spatial Scalmg. DetectIon and extraction fail when ro-
tation or scaling is perfonned on the watennarked image because the 
embedded watennark and the locally generated versIOn do not share 
the same spatial pattern anymore. This kind of attack can be unin-
tentional, occurring during the scanning-printing process (copies from 
printing and/or scanning maybe rotated, scaled, cropped or translated 
in comparison WIth the original image). 
• Cropping. This is a very common attack smce m many cases the at-
tacker is interested m a small portion of the watennarked object, such 
as parts of a certam picture or frames of a VIdeo sequence. WIth thIS 
in mind, m order to survive this kind of attack, the watermark needs 
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to be spread over the whole work. 
Interpretation Attacks 
This kind of attack seeks to forge mvalid or multiple interpretations from 
watermark evidence [7] whereby an attacker can devise a situation, which 
prevents assertion of ownership. Some example are: 
• Multiple watermarking. An attacker may watermark an already wa-
termarked object (creating uncertamty about which watermark was 
inserted first) and later make claims of ownership The easiest solution 
is to time-stamp the hidden informatIOn by a certification authority . 
• Unauthorized embeddmg (Forgery). Embedding an illegitimate wa-
termark into works that should not contain them or using watermark 
inversion to remove the original watermark before insertmg a new wa-
termark. 
Legal Attacks 
In a legal attack, the attacker uses a legal precedent, the Identity or reputa-
tion of the object owner, or some other non-technical mformation to establish 
doubt in court as to whether a watermark actually constitutes the proof that 
its owner claims. 
1.6.2 Cox Classification for Attacks 
Cox et al. [1] clasSify the attacks into two main categories. active and 
passive attacks. 
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Active Attacks 
Active attacks change the cover, such as: 
• UnauthOrIzed removal (robustness attack) . 
• Unauthorized embedding (forgery). 
Passive Attacks 
Passive attacks do not change the cover, such as: UnauthOrIzed detectIOn 
which can be In three levels according to severity. 
1. the adversary detects and deciphers an embedded message, 
2. the adversary detects the watermark and distinguishes one mark from 
another, but can not decipher what the marks mean, 
3 the adversary detects the watermark but Without distinguishing the 
decipher. 
There are situations in which the watermark has no hostile enemies and 
need not to be secure, e g when the watermark is used to provide enhanced 
functionality. 
1. 7 Related Disciplines and Subjects 
This section discusses other techniques used for informatIOn hiding and why 
watermarking IS more powerful. Also, the importance of the Human Visual 
System (HVS) to watermarkmg is given. 
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1. 7.1 Watermarking against other Techniques 
Watermarking IS dlstmguished from other techmques (such as placmg the 
mark in the media header, encoding it in a Visible bar, or speaking it out 
loud as an introduction to an audio clip) in three ways: 
1. a watermark is imperceptible; 
2 a watermark is inseparable from the work (once the digital image is 
printed on paper, all data in the header are left behind, furthermore, 
this data may not survive a change in the Image format); 
3. a watermark undergoes same transformations on the work, which can 
help in authentication and detectIOn based on the kmd of alteration 
that the work has undergone. 
1. 7.2 Problems with Cryptography as a Solution 
Cryptography can be defined as the study of secret writing, i.e concealing 
the contents of a secret message by transforming the original message into 
a form that cannot be easily mterpreted by an observer. Thus, the mere 
discovery of encrypted data suggests that something is illicit, or at least se-
cret, is occurring. Cryptographic techniques can hide a message from plain 
view during commumcation, and can also provide aUXIliary information that 
effectively proves the messages. However, traditional cryptosystems suffer 
from one important drawback, which renders them useless for the purpose 
of enforcing copyright law [8]: they do not permanently associate crypto-
graphic informatIOn With work. Thus, cryptography alone cannot make any 
guarantees about the redistributIOn or alteratIOn of work after It has imtlally 
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passed through the cryptosystem (Le. cryptography can not help the seller 
monitor how a legitImate customer handles the work after decryption). Wa-
termarking can fulfil this need; it places mformation within the work where 
It is never removed during normal usage. Furthermore, steganography has 
a dIstinct advantage over cryptography; it allows for the communicatIOn of 
secret information without alertmg an attacker to the presence of the secrets. 
1. 7.3 The Human Visual System (HVS) 
It IS currently widely accepted that robust/high fidelity watermarkmg tech-
niques should largely exploit the characteristics of the HVS and human au-
ditory system (HAS) for more effectively hIding watermarks. Perceptual 
maskmg techniques exploit the perceptual masking properties of the human 
auditory system and of the human vision system [10]. 
HVS and Fidelity 
A good watermarking method has to adapt to the particular image being 
watermarked m order to exploit specific HVS characteristics and hence am-
plifying the watermark where the alterations are least lIkely to be noticed. 
Local image characteristIcs that can help determine the visIbIlIty of a water-
mark are listed below' 
1. Fme against high texture area: it is usually true to say that human eyes 
are not sensItIve to the small changes in texture but are very sensitive 
to small changes m the smooth areas of an image Hence, it should 
be possIble to incorporate more informatIOn into those parts of the 
image that contam more textures than smooth area Related methods 
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accomplish this by calculating a value of local contrast and mapping 
Increasing contrast values to increasing watermark magnitudes [11] 
2 Edges: edge information of an image is the most important factor for 
perception of the image. This can present a problem though, as di-
rectional edges separating two distinct objects in an image may be 
identified as high contrast areas ThiS results in the application of a 
higher strength watermark Signal around the connected edges, which 
, 
causes objectionable watermark ringing on connected edges. Methods 
have also been proposed that identify areas of true high contrast tex-
ture while protecting connected directional edges [11, 12] (regions that 
contain a sudden transition In luminance). 
3. Brightness SensitiVity· when the mean value of the square of the noise 
IS the same as the background, the noise tends to be most viSible 
against mid-grey backgrounds (i e the mid-grey regions have lower 
noise-capacity compared to other regions [12]). 
HVS and Robustness 
The key to making the watermark robust and to preventing the watermark 
from being easily attacked is to embed the watermark In the perceptually 
significant regions of the image. These regions do not change much after sev-
eral signal processing or compression operations. Moreover, if these regions 
lose their fidelity significantly, the reconstructed image could be perceptually 
different from the original one (I e. visual fidehty is only preserved if the per-
ceptually significant regions remain intact). Also, lossy Image compression 
algOrithms are designed to disregard redundant information. Information 
bits placed within textured areas of the image are therefore more vulnerable 
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to attack. The question, therefore, is how much extra watermark information 
can be added to the perceptually significant regIOns without any Impact on 
the visual fidelity? There IS a compromise to be reached between hiding a 
large number of mformation bits where they can least be seen, but where 
they can be attacked by image compreSSIOn algorithms, or placmg fewer bits 
on less textured but safer portions of the image. 
Measure of Capacity 
Every pixel value of an image can be altered only to a certain limit without 
making a perceptible difference to the image quality. This limit can be called 
as the 'Just Noticeable Distortion' or JND level [13, 11, 12]. For instance, 
smooth areas are assigned relatively low JND compared to strongly textured 
regions (i e. strongly textured regions have a very high capacity for noise) 
Watermark Shaping 
There is an advantage to shaping the watermark spectrum based on the cover 
to match currently known human visual systems. Inserting a watermark that 
is a function of the cover leads to a non-linear embedding procedure. Such a 
procedure has the advantage that when the image energy in a particular area 
is small, the watermark energy is also reduced, thereby avoiding artifacts, and 
when the image energy is large, the watermark energy is mcreased, thereby 
improving the robustness of the procedure. Conversely, if simple lmear addi-
tIOn to the watermark and image occurs, then the energy of the watermark 
must be very Iow in order to avoid worst case scenarios in which the image 
energy in a particular place IS very low and artifacts are created because the 
watermark energy was too strong relative to the image [6]. 
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HVS and Spread Spectrum Techniques 
Spread-spectrum techniques spread a narrow band signal (watermark) over 
a much wider band (cover) such that the signal-to-noise ratio m any single 
band is very low. However, with precise knowledge of the spreadmg function, 
the receiver is able to extract the transmitted signal, summing up the SignalS 
in each of the bands such that the detector signal-to-noise ratio is strong 
Spread spectrum techmques are useful because they have a low probability 
of interception by an attacker [10]. Embeddmg a watermark in the high fre-
quency spectrum yields low robustness, whereas embeddmg the watermark 
in the low frequency spectrum Yields vlSlble impacts. Spread spectrum tech-
niques can reconcile these confiictmg points by allowing a low-energy signal 
to be embedded in each of the frequency bands (both high and low). 
1.8 Some Open Problems 
Even though watermarking is a fast growing field there are a number of 
outstanding problems such as the followmg [14]: 
• Optimization between robustness and Visibility limiting the capacity. 
• Detection speed, which is crucial especially m a real time applications. 
• Readmg the watermark after geometric distortion. 
• Adaptability to different printing processes, paper and ink which may 
degrade the watermark. Moreover, printed Images do not maintain 
their quality over time. They are subject to aging, soiling, crumbling, 
tearing and deterioration. Designmg a watermark scheme to compen-
sate for these kinds of unmtentional attacks is another challenge. 
----------........ 
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• Different input deVIces (scanner, cameras) introduce dIfferent types of 
distortions. Accounting for these differences in detection is also a major 
challenge. 
Chapter 2 
Survey of Watermarking in the 
Frequency Domain 
An important classificatIOn distmgUlshes watermarking schemes into spatial 
domain techniques and transform domam techniques, depending on whether 
the watermark is encoded by directly modlfymg pixels (such as Simply flip-
ping low-order bits of selected pixels) or by altering some frequency coeffi-
cients obtained by transforming the image into the frequency domain. In 
Section 2.1, the main features of the frequency domain are explored. Subse-
quent sections introduce three frequency domains and their properties. Many 
watermarking methods in each domain are explained These domams are the 
Discrete Cosine domain, the Discrete Wavelet domain, and Discrete Fourier 
domain. The Fourier domain is the basis for the methods developed and 
implemented as part of the work reported in thiS thesis. 
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2.1 Transform Domain General Features 
Watermarking schemes that operate in a frequency space possess a number 
of desirable features since· 
• By transforming spatial data mto another domam, statistical indepen-
dence between pixels as well as high-energy compaction can be ob-
tamed. 
• The watermark is irregularly dlstnbuted over the entire spatial image 
upon an inverse transformation, which makes it more difficult for at-
tackers to decode and read the mark 
• Markers can be provided according to the perceptual slgmficance of dif-
ferent transform domain components, which means that the watermark 
can be adaptively placed where It is least noticeable, such as within a 
textured area Moreover, transform domain methods can hide messages 
m Significant areas of the cover which makes them more robust agamst 
many attacks and distortion However, while they are more robust to 
various kinds of signal processmg, they remain imperceptible to the 
human sensory system 
• Cropping may be a serious threat to any spatially based watermark 
but is less likely to affect a frequency-based scheme. Since watermarks 
applied to the frequency domain will be dispersed over the entirety of 
the spatial Image upon mverse transformatIOn Therefore, It is possible 
to retrieve part of the watermark 
• Lossy compressIOn is an operatIOn that usually elimmates perceptually 
ummportant components of a signal Most processing of this sort takes 
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place in the frequency domain. In fact, matching the transform WIth a 
compression transform may result in better performance of the data-
hiding schema (i.e neT for JPEG, Wavelet for JPEG-2000) 
• The characterIstics of the Human Visual System (HVS) can be fully 
exploited In the frequency domain. This aspect will be explored further 
in the next section. 
2.2 Human Visual System and Frequency Do-
main 
It is usually the case that the human eye is not sensitive to small changes 
In edges and texture but is very senSitive to small changes In the smooth 
areas of an image. In flat featureless portions of the image, important infor-
mation concerned with the 'flat parts' concentrate on the lowest frequency 
components, while, in a highly textured image, energy IS concentrated in the 
high frequency components Therefore, the human eye is more sensitive to 
lower frequency noise than high frequency nOise Taking Into account these 
fundamental pOints: 
• The watermark should be embedded into the higher frequency compo-
nents to achieve better perceptual inviSibility; however, high frequencies 
might be discarded after attacks such as lossy compression, shrinking 
or scanning 
• In order to prevent the watermark from being easily attacked, It IS 
often necessary to embed it into the lower frequency coeffiCients The 
attacker can not change these coefficients, otherwise the Image can be 
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damaged. However, the human eye is more sensitive to lower frequency 
noise. 
From the points dIscussed above, in order to invisibly embed a watermark, 
which can survive most attacks, a reasonable trade-off IS possible by embed-
ding the watermark into the middle frequency range of the image [15] 
2.3 Frequency Domain Transforms 
Dunng watermarking in the transform domain, the origInal host data IS trans-
formed, and the transformed coeffiCIents are perturbed by a small amount In 
one of several possible ways In order to represent the watermark. Coefficient 
selection is based on perceptual significance or energy significance When 
the watermarked Image is compressed or modIfied by any image processing 
operatIOns, noise is added to the already perturbed coefficients. The private 
retrieval operation subtracts the receIved coefficients from the original ones 
to obtaIn the noise perturbatIOn. The watermark is then estimated from 
the noisy data as best as pOSSIble. The most difficult problem associated 
with blInd watermark detection in the frequency domain is to identIfy the 
coefficients used for watermarking. Embedding can be done by addIng a 
pseudo-random noise field, quanbzatlOn (threshold) or image (logo) fusion. 
Most algorIthms consider HVS to minImize perceptIbility. The aim is to 
place more information bits where they are most robust to attack and are 
least noticeable. Most schemes operate dIrectly on the components of some 
transform of the cover such as the DIscrete Cosine Transform (DCT) , Discrete 
Wavelet Transforms (DWT) and DIScrete Fourier Transforms (DFT) This 
section introduces each domain, illustrates Its main features and introduces 
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some techniques that use the transformation in watermarkmg. 
2.3.1 Discrete Cosine Transform 
The DCT transform has a number of desirable properties in respect of wa-
termarkmg: 
• The DCT has the primary advantage that it is a sequence of real num-
bers, provided that the input sequence is real. 
• The two-dimensIOnal DCT is the basis for most popular lossy digital 
image compression system used today, e g. the JPEG system. 
• The sensitIVIty of HVS to the DCT basis images has been extensively 
studied, resulting in a default JPEG quantization table. 
Embedding Techniques in the DeT Domain 
Zhao and Koch [16] approach the problem by segmenting the image mto 
8 x 8 blocks. Block DCT transformation and quantization steps are applied 
on each block. A bit of mformatlOn can be encoded in a block usmg the 
relatIOn between three quantized DCT coefficients (cl, c2, and c3) from this 
block. The three coefficients must correspond to the middle frequencies. 
One block encodes a '1', if cl > c3 + d and c2 > c3 + d. On the other 
hand, a '0' IS encoded, If cl + d < c3 and c2 + d < c3. The parameter d 
accounts for the mmimum distance between two coefficients The higher d 
IS, the more robust the method will be agamst Image processmg techmques. 
If the relations between the coefficients do not correspond to the encoded 
bit, a change must be made to the coefficients so that they can represent 
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the encoded bit. If the modification required to code one bit of mformation 
is too large, then the block is not used and marked as an invalid block. 
Consequently, the blocks are de-quantized and the inverse DCT is applied. 
In the decodmg step, comparing the three coeffiCients of every block in the 
quantized DCT domain can restore the label. 
Cox, et al. [17] present an image watermarking method in which the 
mark (a sequence of real numbers W = {w.} having a normal distnbution 
With zero mean and a unity variance) is embedded in the n (excludmg the 
DC term) most perceptually significant frequency components V = {v.} of 
an image's DCT to proVide greater robustness to JPEG compressIOn. The 
watermark is inserted using he procedure V. = v. +a*v. *w •. This modulation 
law is designed to take into account the frequency maskmg characteristics 
of the human ViSUal system. This non-linear msertion procedure adapts the 
watermark to the energy present m each coefficient. The advantage of this is 
that when v. IS small, the watermark energy is also small, thereby aVOldmg 
artifacts. When v. IS large, the watermark energy is increased for robust-
ness The parameter a represents a compromise between robustness and 
image fidelity. The presence of the watermark is verified by extracting the 
mam components of the origmal image and those with same mdex'from a 
watermarked image and inverting the embeddmg formula to give a possibly 
modified watermark W'. The watermark is said to be present If the correla-
tion between Wand W' is greater than a gIVen threshold. 
Barni, et al. [18] propose a watermarking algorithm similar to Cox's 
method However, instead of usmg the n largest DCT coefficients as Cox 
does, the set is produced by arranging the DCT coefficients in a zigzag order 
and a subset in the mid-frequency range is selected. The lowest coefficients 
are then skipped to preserve perceptual invisibility. The watermark is then 
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embedded m this set of coefficients m the same way as Cox. In order to 
enhance the inVIsibility of the watermark, the spatial masking characteristics 
of the HVS are also exploited to adapt the watermark to the image being 
signed: the original Image (1) and the watermarked image (I') are added 
pixel by pixel according to a local weightmg factor b,,J' thus producing a new 
watermarked Image I:,J = 1,';(1 - b,,J) + b,,J * I:,J. In regions characterized 
by low-noise sensitiVIty, where the embeddmg of the watermarking data is 
easier (e g. highly textured regions), b,01 ~ 1, i e. the watermark is not 
diminished. In regions more sensitive to change, m which the insertion of 
the watermark is more disturbmg (e.g uniform regions), b.o1 ~ 0, i.e. the 
watermark is embedded only to a minor extent. In the extraction phase, 
one first extracts the subset of modified coefficients from the full frame DCT 
of the watermarked image. The correlation between the marked (possibly 
corrupted coefficients) and the mark Itself is taken as a measure of the mark 
presence. / 
0' Ruanaidh, et al. [19] present a private watermarking technique 
for images usmg bl-directional coding in the DCT domain. In bi-directional 
coding, the image is divided up mto blocks. The DCT is computed for each 
block The mean of each block is incremented to encode a '1' or decremented 
to encode a '0'. This may be accomplished by usmg simple thresholdmg 
techniques. A JPEG quantization table (visual masking) IS used to weight 
the DCT coefficients in each block The most significant components are 
then selected by comparing the square of the component magnitude to the 
total energy in the block. In the decoding step, the mean of each block 
m the ongmal non-watermarked image IS compared with the mean of the 
corresponding blocks in the tested copy to decode the stored bit. 
Swanson, et al. [20] embed the watermark by computing the DCT 
--------------------------------.. 
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for each block in the cover. A perceptual mask is computed for each block. 
The resulting perceptual mask IS then scaled and multIplIed by the DCT 
of the pseudo-noise watermark. The schema uses a dIfferent sequence for 
each block. The watermark is then added to the correspondmg block. The 
watermark can be detected by correlating the modified watermark WIth the 
original watermark and comparing the result to a threshold 
Chae and Manjunath (21) use a public technique to embed a signa-
ture (watermark) into images. The signature's DCT coefficients are quan-
tIzed according to a signature quantization matrix. The resulting quantized 
coefficients are encoded using lattIce-codes. The choice of the signature quan-
tization matrix affects the quantity and the quality of the embedded data 
The codes are inserted into the middle frequency DCT coefficients of the 
host image. This insertion IS adaptIve to the local texture content of the 
host Image blocks and is controlled by the block texture factor. The texture 
factor IS computed usmg a wavelet transform. The selected host coefficients 
are then replaced by the sIgnature codes and combined with the origmal 
unaltered DCT coefficients to form a fused block of DCT coefficients. The 
fused coefficients are then inverse-transformed to gIve an embedded Image. 
Bors and Pitas (22) propose a watermarking algonthm based on im-
posing constramts m the DCT domam. The block sites for embedding the 
watermark are selected based on a Gaussian network classifier, then the DCT 
constraints are embedded in the selected blocks. Two distinct algonthms are 
considered here. The first algonthm embeds a linear constramt on selected 
DCT frequency coefficients (i.e. Y = FQ, where F is the vector of the 
modified DCT coefficients, and Q is the weighting vector provided by the 
watermark) In the second approach, circular regions are defined around cer-
tam DCT coefficients For a selected block site, they evaluate the Euclidean 
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distance between its DCT coefficient vectors and that of the watermark. The 
chosen DCT coefficients are changed to the value of the closest watermark pa-
rameter vector. After modifying the DCT values, the image is reconstructed 
based on the inverse DCT transform. In the detection stage, a check is made 
on the DCT constraints after which the respective block is located. A given 
site is considered as bemg 'signed' when the probability of detecting the 
constramed DCT coefficients and the probability of detecting the location 
constraint is maximized. The onginal image is not reqUired for watermark 
detection and simulatlOns have showed this method to be resistant to JPEG 
compression and filtering 
Kankanhalli, et al. [12] propose a way of analysing the noise sen-
sitivity of every pixel based on the local region content (texture, edges and 
lummance) If the distortion caused by the watermarking algorithm is at 
or below a threshold, then the degradation in the onginal image quality is 
Imperceptible. The analysis is based on the DCT coefficients. The energy m 
the DCT coefficients can be used as a measure of roughness, and the count 
of large-magnitude fluctuations in a high-energy block can then be used to 
decide If the block has an edge or is highly textured The work also analyses 
the contnbution of lummance to nOise sensitivity. This luminance analYSIS IS 
done at the pixel level in the spatial domain. The authors use the previous 
mask to embed an mVlsible watermark in the spatial domain. 
Tao and Dickenson [23] have an approach that is similar to that of 
[12] Here, the block as a whole IS given a sensitivity label that shapes the 
watermark based on texture and edges analysis The embedding is then done 
in the DCT transform domain 
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2.3.2 Discrete Wavelet 'fransform 
The Discrete Wavelet Transform (DWT) is similar to a hierarchical sub-
band system, where the sub-bands are logarithmically spaced in frequency 
and represent octave-band decompositIOn. The DWT can be implemented 
usmg digital filters and down-samplers [24]. The origmal image is split into 
four quadrant bands after decomposition The four quadrants contain ap-
proximations to the sub-band (LL), honzontal detrul sub-band (LH), vertical 
detrul sub-band (HL) and a diagonal detail sub-band (HH). This process can 
be repeatedly applied on the approximation sub-band to generate the next 
coarser scale wavelet coefficients. The process continues until some final 
scale IS reached. The wavelets transform has a number of advantages [25, 26] 
over other transform that can be exploited for watermarking includmg the 
followmg: 
• It is well known that wavelet coding has been exploited in new com-
pressIOn standards such as JPEG2000 and MPEG4 due to the excellent 
performance in compression. 
• The wavelet transform requires a lower computational cost of O(n) 
compared With the Founer or the Cosme transform which are of O( n log2 n), 
where n is the length of the signal 
• The wavelet transform processes data at different scales or resolutions, 
highlighting both large and small features. This allows watermarking 
to become adaptive as it depends on the local image characteristic at 
each resolution level. 
• The wavelet functions provide good space-frequency localization and 
thus, they are SUited for analyzing Images where most of the informative 
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content is represented by components localized in space such as edges 
and borders. 
• With the DWT, the edges and texture are usually exploited very well 
in the high frequency sub-band (HH, HL and LH). Therefore, adding a 
watermark via these large coefficients IS difficult for the human eye to 
perceive. 
• Wavelet functions have advantages over traditIOnal Fourier methods in 
analyzing SignalS containing many dlscontinuities or sharp changes 
• The wavelet transform is flexible enough to adapt to a given set of Im-
ages or particular type of application The decomposition filters (such 
as Haar, Daubechies-4, 6 or bi-orthogonal filters) and the decompo-
sition structure (wavelet packet, complex wavelet transform) can be 
chosen to reflect the characteristics of the image. 
• Research into human perception [27J mdicates that the retina of the 
eye splits an image mto several frequency channels each spanning a 
bandwidth of apprOlomately one octave. The signals in these channels 
are processed mdependently. Similarly, in a multi-resolution decompo-
sition, the Image IS separated into bands of equal bandwidth on a loga-
rithmic scale. It can therefore expected that use of the discrete wavelet 
transform will allow the mdependent processmg of the resulting com-
ponents without significant perceptible interaction between them, and 
hence makes the process of imperceptible marking more effective For 
this reason the wavelet decompOSition is commonly used for the fusion 
of Images 
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Embedding Techniques in the DWT Domain 
There have and continue to be many attempts to use the wavelet transform 
in watermarking. These include the followmg. 
Xia, et al. [25] propose a private watermarkmg system. The method 
utilizes large DWT coefficients of all sub-bands excludmg the approximation 
image to equally embed a random Gaussian distributed watermark sequence 
m the whole image. The decoding process is based on a hierarchical cor-
relatIOn of coefficients at different sub-bands. First, they apply a one level 
DWT to the watermarked Image and then on the original image. The dif-
ference (corrupted watermark) of the DWT coefficients m the HH band of 
the watermarked and the origmal image is then calculated Then, the cross-
correlation between the corrupted watermark and the part of the original 
watermark that was added in the HH band is determmed If there is a peak 
in the cross correlation, the watermark is considered to be detected, other-
wise they consider the other bands at the same level (Le. HH and LH, then 
HH, LH and HL). In case the watermark still cannot be detected, they com-
pute a new level of the DWT and try to detect the watermark again. This 
process IS performed until the watermark is detected or the last level of the 
DWT has been reached. 
Kundur and Hatzinakos [27] embed a binary watermark into the 
detail wavelet coefficients of the host image with the use of a key. This 
binary randomly generated key is used to select the exact locations in the 
wavelet domain (ones location) III which to embed the watermark. First, 
they compute the Vh level discrete wavelet decomposition of the host image 
to produce a sequence of a 3£ detailed images Then, for each level, the 
embeddmg modulation at any of the selected coeffiCients is undertaken as 
2.3 Frequency Domain Transforms 37 
follows: 
• Order the horizontal, vertical and diagonal detaIl coefficients at this 
location (high, middle, and low). 
• The range of values between high and low is dlVlded into bms of Width 
(high -low)/(2Q - 1) where Q is a user-defined variable. These bins 
represent 1 and -1 in a periodic manner. 
• To embed a watermark bit of value 1, the middle coefficients are quan-
tized to the nearest 1 bin. Alternatively, to embed a bit of -1, the 
middle coefficient is quantized to the nearest -1 bin. 
Finally, apply the inverse wavelet transform to form the watermarked image. 
In Kunder and Hatzinakos [28J the host is transformed to the Vh 
level discrete wavelet decompositIOn. Only the first level discrete wavelet 
decomposItion of the watermark is performed. The watermark is a random 
binary two-dimensional array. It is required that the size of the watermark 
m relation to the host image be small. The detail images of the host at 
each resolution level are segmented into a non-overlappmg rectangle. Each 
rectangle has the same size as any bands of the watermark. A numerical 
measure of perceptual importance (salience) of each of these localized seg-
ments is computed. The watermark is embedded by a simple scaled addition 
of the watermark to the particular detaIl component. The scaling of the wa-
termark IS a function of the salience of the region The greater the salience, 
the stronger the presence of the watermark. Fmally the corresponding Vh 
level inverse wavelet transform is performed. Salience IS computed based on a 
well-known model given by Dooly [29J, which IS based on contrast sensitivity. 
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The original image is reqUIred in the extraction process. The extractIOn 
process IS done by applying the inverse procedure at each resolution level to 
obtam an estimate of the watermark The estimates for each resolution level 
are averaged to produce an overall estimate of the watermark. 
Ohnishi and Matsui [30] propose an algonthm similar to the Kunder 
[27] technique The most sigmficant difference between the two methods lies 
in the merging stage of the watermark. Here the author marks the host 
by forcing the modulo 2 difference between the largest and smallest wavelet 
coefficients for a particular position and resolution level to be one if w(n) = 1 
and to be zero if w(n) = -1. 
In Barni, et al. [31] the authors present a public watermarking sys-
tem. A binary pseudo-random sequence is weighted with a function, which 
takes into account the human visual system (orientation, brightness, and tex-
ture) and is then added to the DWT coefficients of the three largest detaIl 
sub-bands of the image (Le first level). For watermark detection, the corre-
latIOn between the watermark to be tested for its presence and the marked 
coefficients is computed. The value of the correlation is compared to a thresh-
old to decide If the watermark is present or not. Experimental results prove 
the Imperceptibility of the watermark and the robustness against the more 
common attacks. A model for estimating the senSItivity of the eye to noise 
- previously proposed for compression applications [32)- is used to adapt the 
watermark strength to the local content of the image. 
Inoue, et al. [33) propose two publIc digItal watermarking schemes to 
embed a binary code Both methods are bUIlt on a data structure called a 
zerotree, which is defined m the Embedded Zerotree Wavelet (EZW) algo-
rIthm of Shapiro [34]. Zerotree codmg is based on the hypothesis that if a 
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wavelet coefficient at a coarse scale is insigmficant WIth respect to a given 
threshold T, then all wavelet coefficients of the same orientation in the same 
spatial location at a finer scale are likely to be insignificant with respect to 
T. The zerotree is used to classify wavelet coefficients as insignificant or sig-
nificant as follows: given an amplitude threshold T, if a wavelet coefficient x 
and all of It descendants (i e. coefficients corresponding to the same spatial 
locations but at finer scales of simIlar orientation) satisfy Ixl < T then they 
are called insignificant with respect to a given threshold T or zerotree for 
the threshold T (otherwise significant coefficients). In one method, the ze-
rotrees are constructed for any coarsest sub-band (except LL sub-band) for 
a specific threshold. Each watermark binary digit is embedded by writing 
the same data m the location of all elements of the current zerotree. Data 
is redundantly embedded because insignIficant coefficients are generally easy 
to change under the influence of common SIgnal processing. In the second 
method, the watermark can be embedded by thresholdmg and modIfyIng 
sigmficant coefficients at the coarser levels. However, It is well known that 
the modification of these components can lead to perceptual degradation of 
the signal. To avoid this, they make the value of T larger than m the pre-
vious method AB a result, the regions in which the watermark is embedded 
are applied to detailed portions, i e. edges or textures, in the coarsest scale 
component Therefore, embedding the watermark into significant coefficients 
IS difficult for human eyes to perceIve. The watermark is detected by using 
the positIOn of the zerotree's root and the threshold value after the wavelet 
decomposition of the cover image. It is shown that the proposed method IS 
robust against several common signal processes 
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2.3.3 Discrete Fourier Transform 
The Discrete Fourier Transform (OFT) of a function provides a quantitative 
picture of the frequency content in terms of magnitude and phase. This is 
Important in a wide range of physical problems and is fundamental to the 
processing and analysis of signals and images. It is very Important to know 
the properties of OFT so that It can be exploited efficiently. Some of these 
properties are listed below' 
Positive Symmetry If f(n, m) is real (which is the case of images), its 
Fourier transform IS conjugate symmetric [24]; that IS 
F(p,q) = F*(N -p,M - q) 
To ensure the inverse OFT is real, changes in the magnitude must 
preserve positive symmetry. 
Negative Symmetry This is the same as the above With regard to the 
phase component (<p ), but 10 this case, we have a negative symmetry 
compounded in the result 
<Pp,q = <Pp,q + 0 
<PN-p,M-q = <PN-p,M-q - 0 
Scaling Scaling in the spatial domain causes inverse scalmg in the Fourier 
domain (i e. as the spatial scale expands, the frequency scale contracts 
and the amplitude 10creases vertICally in such a way as to keep the area 
constant), i e. 
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Translation The translation property of Fourier transform is defined as 
ThIS Indicates that the phase is altered only by a translatIOn, i e. the 
amplitude is insensitive to the spatial shift of an image. Note that both 
f and F are periodic functIOns so it is implIcitly assumed that the trans-
lation causes the Image to be 'wrapped around' (cIrcular translation) 
[35] By spatial translation (Le. zero padding) the frequency sampling 
will be increased. 
Rotation Rotatmg the image through an angle in the spatIal domain causes 
the Fourier representation to be rotated through the same angle [35], 
Log-Polar Representation Most watermarking algorithms have problems 
in extracting the watermark after an affine geometric transformation 
on the watermarked object. Some methods try to invert the effect of 
geometric distortion USIng the original image. An alternatIve way is to 
build a system that can detect the watermark even after a geometric 
distortion is applied, i e. Rotation, Scalmg and Translation invariance 
(RST invariant). Most of these systems use the properties of log-polar 
representation of the spectrum. In a log-polar mappmg (which is de-
fined as x = erC06O ,y = ersmO), the rotation and scaling in a Cartesian 
coordinate system WIll result In a translation m the loganthmlc coor-
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dmate system, I.e. 
and 
if f(x, y) log-pc/ar-mappmg , f(f.l,O) then 
f(ax, ay) log-PC/ar-mappmg , f(f.l + log a,O) 
if f(xcos(O + 0) - yszn(O + 0), xszn(O + 0) + ycos(O + 0)) 
log-pc/ar-mappmg , f (f.l, 0 + 0) 
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From the translation property of the Fourier transform as well as the 
propertIes of a log-polar mapping, RST invarIant domain can be created 
by applying the Fourier transform to the log-polar versIon of the Fourier 
magnitude of an image, which is equivalent to computing the Fourier-
Mellin transform. 
Phase and Magnitude Modulation The OFT is generally complex val-
ued. This leads to a magrutude and phase representation for the image 
[36). The human visual system is far more senSItive to phase distortion 
than magnitude dIstortion and as a consequence, the OFT magnitude 
can be altered significantly without affecting the perceived quality of 
the image. On the other hand, the phase modulation can possess su-
perior noise immunity when compared to amplitude modulation. As a 
consequence of this, if a watermark is introduced mto the phase compo-
nents with hIgh redundancy, the attacker would need to cause serious 
damage to the qualIty of the Image. 
Embedding Techniques in the DFT Domain 
0' Ruanaidh, et al. [36) investigate the use of OFT phase for the trans-
formation of mformatlOn The condItion that the Image is composed of real 
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data imphes that the Fourier spectrum is symmetric, and because the hu-
man eye is more sensitive to phase distortion, watermarking that changes 
the phase must preserve the negative symmetry The most significant com-
ponents are then selected by comparing the component magnitude squared 
to the total energy in the spectrum To detect the watermark, the marked 
Image is simply compared with the origmal Image. 
Solachidis and Pitas [37] propose a watermarking method robust to 
rotation and scaling. The watermark consists of a 2-D circularly symmetric 
sequence taking values 1, -1. It has zero mean value. The region in which 
the watermark IS embedded should be a ring covering the middle frequencies. 
The ring is separated in S sectors and in homocentric circles. Each sector 
is assigned the same value (1, -1). The watermark IS added directly to the 
magnitude of the DFT domain. If the magnitude becomes negative, It IS 
rounded to O. The 'conjugate symmetry' property for the DFT must be 
preserved. The original is not required for detection The detection is done 
by finding the correlation between the pOSSibly watermarked coefficients and 
the origmal watermarks, comparing the correlation against a threshold 
Kim, et al. [38] discuss the embeddmg of a binary image (seal image) 
into another image. The entire watermark is modulated by a binary pseudo-
noise matrix (P). The pseudo nOise serves for spreading the watermark 
evenly and is the secret key for retrievmg the watermark. The watermark 
is embedded into the Fourier domam of the cover image by altering the 
magnitude components (m.) = m,) + a * p.) * w.)). The amphtude factor 
a, is a constant determining the signature strength. The retrieval process 
can be done WIthout knowledge of the origmal image This process starts by 
approximating the magnitude of the Fourier coefficients of the original Image. 
This can be done by findmg the average of the magnitude coefficients around 
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each point in the watermarked cover The difference between the predicted 
and the actual value in the watermarked version is divided by the pseudo-
noise that was used m the embeddmg process (which can be regenerated 
using the key). Experimental results show that this schema gives a high 
robustness to the distortion such as blurring and lossy compressIOn. 
Raymound, et al. [39] have proposed a modification to the system 
in [38]. They embed a reduced versIOn of the watermark several times using 
the same method. This repetitIOn can be used in the retrieval process to 
enhance the watermark. 
6 Ruanaidh and Pun [35] have introduced the use of the Fourier-
Mellin transform for watermarking to embed a watermark which is RST 
invariant from a digital image A Fourier transform is first applied which 
is then followed by a Fourier-Mellin transform The invariant coefficients 
are pre-selected for their robustness to image processing and are marked 
using spread spectrum techniques. The inverse mapping is computed (an 
inverse log-polar mapping followed by an mverse DFT). Note, that the inverse 
transformation uses the phase computed durmg the forward transformatIOns 
To extract the watermark, the watermarked image is transformed into the 
RST invariant domain which then decodes the watermark 
In Herrigel, et al. [40], the embeddmg process starts by dividing the 
image into adjacent blocks. The same watermark is embedded in each block 
They then map each block into perceptually 'flat' domains by replacmg the 
intensity of each pixel With their loganthm. This step ensures that the in-
tensity of the watermark is diminished III the darker regions of the image 
where it would otherwise be Visible (Weber-Fechner law for HVS response 
to change of lummance). The Fourier transform is then computed for each 
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block. Finally, the watermark IS modulated With magnitude components se-
lected from the middle-frequency bands. To detect rotation and scaling, a 
template T is embedded into selected components in log polar space. To 
determine the rotation and scaling that the image suffered, they calculate 
the normalized cross correlation between the log-polar components and the 
template pattern T to find the point of best correlation. If the image has 
neither been rotated nor scaled, then this point IS at the origin. 
Lin, et al. [41) propose a watermarking algorithm that IS robust to 
RST distortions The watermark is embedded using the followmg steps' 
Fmd the discrete log-polar mappmg for the Fourier magnitude components 
of the input image (M rows, N Columns). Sum the logs of all values in each 
column (angle dimension) and add the result of summing column J to the 
result of summing column j + N /2 storing the result in a vector (v). MIX 
the watermark with v usmg a weighted average of wand v to produce vector 
s. Modify all the values in column J of the log-polar Fourier transform so 
their logs sum to sJ mstead of vJ • Invert the log-polar re-sampling of the 
Fourier magnitude, thus obtainmg a modified Cartesian Fourier magnitude. 
The complex terms of the original Fourier transform are scaled to have the 
new magnitudes found m the modified Founer transform. The inverse DFT 
is applied to obtain the watermarked image. The detection process IS as 
follows: Apply the same signal-extraction process to the watermarked Image 
to produce the extracted vector v. Compute the correlation coefficient be-
tween v and input watermark vector w. If the correlation is greater than a 
threshold T, then the watermark is present, otherwise it is absent. 
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2.4 Discussion 
Spatial domain techniques are in general simpler to implement than methods 
that place the watermark m the transform domain. In addition they often 
require a lower computational cost but can be less robust against tampering 
Watermarkmg m the frequency domain posesses a number of desirable fea-
tures that have been discussed in this chapter which make them superior to 
the spatial domain embeddmg techniques. However, each transform space 
has its own advantages in a particular application. For example, embedding 
m DeT domain is simple and straightforward and is compatible with JPEG 
compression, DWT can be used efficiently With HVS, and DFT is relatively 
immune to geometric distortion. 
Most of the watermarkmg techniques embed the watermark by adding a 
pseudo-random nOise field, spreading a small image over a much larger image, 
or thresholdmg frequency components However, most of these methods are 
not optimized for printed works, and may have difficulties in extracting the 
watermark after a printmg and scanning process. One important observation 
about these techmques is that they place no emphasis on and take no account 
of the phYSICal process which captured the image in the first place. The 
techniques developed in this thesis begin with the assumption that If the 
watermark embeddmg process is founded on the basic principles of an optical 
system then the result will be a watermarkmg system that IS robust to the 
scanning process. 
In next chapter, the phYSICal principles of an imaging system will be 
derived in order to produce an image encryption and watermarking model 
that is compatible with image capture devices. 
Chapter 3 
Optical Image Formation 
This chapter explores how images axe formed during the process of scanning 
a document. It is critical - to this thesis - that the physical principles of an 
imaging system and the theory of image formation axe considered in order to 
derive an Image encryption and watermarking model that is compatible with 
image capture devices (digital cameras and scanners for example). This is 
one of the underlying themes of what is called' Image Understandzng' Image 
processing techniques require some form of knowledge concerning the physical 
system that provides the Image. Describing the process and equatIOns of 
image formation is motivated by the desire to provide methods of image 
restoration and reconstruction. 
This chapter begins by investlgatmg how digital images axe captured, 
and goes on to study the image-forming properties of optical systems as a 
whole. This leads directly to an investigation of the principles of what IS 
commonly known as 'Fourler Opttcs'. These prmciples lead to the basiC 
convolutIOn model for an optical imaging system and the concept of optical 
Image formation in general, from which specific models for coherent and 
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mcoherent Image formation can be denved. The basis of diffraction theory is 
also considered, with a focus on analytical techniques that are fundamental to 
modellmg most imaging systems. Finally, the Fourier transformmg properties 
of the lens are investigated. 
3.1 Digital Image Capturing 
Every ViSUal scene is an Image, the images are formed upon the human retina 
by the Iris-lens portIOn of the human eye and thus, the eye embodies an image 
formatIOn system (iris-lens) and image sensor or recording system (retina) 
[42J. Images maybe formed and recorded as digital images using the same 
principles as that of the human eye (I.e. an image formatIOn and image 
sensor system). Understandmg the e!Iects of an image formation and sensing 
system upon the image must therefore be understood and calibrated. 
The types of images in which we are interested in are generated by the 
combination of a source of 'Illumination' and the reflection or transmission 
(with absorption) of energy from that source by the elements of the scene 
(object) being imaged [24J. The object is either a source of energy (passive 
imaging systems) or it is illuminated by a source of energy (active imaging 
systems). 
Depending on the nature of the source, illumination energy will be 
reflected, transmitted (or emitted) by the object which then propagates 
through space. An example of the first category is light reflected from a pla-
nar surface. An example of the second category is when X-rays pass through 
an object for the purpose of generating a diagnostic X-ray film. Most of the 
light that reaches our eyes is reflected off objects to produce the image that 
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we see. An image formation system, intercepts the propagating energy and 
transforms It to a form that can be detected by sensor devices The energy 
received at the sensor side is transformed into a voltage by a combination of 
input electrical power and sensor material that is responsive to the particular 
type of energy bemg detected. The output voltage waveform IS the response 
ofthe sensor(s)j a digital quantity bemg obtained from each sensor by digitiz-
ing its response. One sensor geometry - that is used in most Batbed scanners 
- consists of an m-lme arrangement of sensors m the form of a sensor strip. 
The strip prOVides imaging elements in one dlfection MotIOn perpendicular 
to the strip provides unagmg in the other dlfection [24] In summary, digital 
images are recordmgs of energy (light) emitted from a particular scene and 
stored in computer memory. 
3.2 Image Formation Systems 
Even though the optical Imagmg system may be complex, the process of 
image formation can be simplified by adopting a 'black box' approach to the 
problem. Consider an optical imaging system as a 'black box', With an mput 
wavefront from the object and an output wavefront forming the image. If we 
know how the wavefront is altered in a given direction, then we can predict 
how the image will be formed. This approach focuses on the Image-forming 
properties of the optical system as a whole, rather than on analyzing the 
physical and optical properties of every component in the system. 
As shown m Figure 3 1, f(~, TJ) is conSidered as an object in the coor-
dmate system (~, TJ), that is referred to as the object plane. In an Image 
formation system, the rectangular box m Figure 3.1, mtercepts the propa-
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TJ 
Im age Formation System 
Object plane Image plane 
Figure 3.1: Optical imaging system as a 'Black Box'. 
gating energy and transforms it to an image in the coordmate system (x, y) 
which is referred to as the image plane [42] 
The laws of physics and experimental measurement show that lens- and 
aperture-based optical systems (like the human eye and most cameras) act as 
linear systems that transforms the two-dimensional light distnbution in the 
object plane into a two-dimensional light distnbution on the imaging surface. 
For example, increasing the mtensity of the pomt source at the object plane 
causes a proportional increase in the intensity of the corresponding points m 
the Image plane In other words, all ofthe optical processing between f(~, '1/) 
(Figure 3.1) and f(x, y) behaves as a linear system. 
Optical systems produce two effects on an image - projection and degra-
dation. The degradation is due to: 
1. Aberrations, which cause the exit wave to depart from Its Ideal spheri-
cal shape. The wave aberration defines how the phase of the light field is 
affected as it passes through the optical system. In aberratIOn-free sys-
tems, a core of light emanating from any point m a small patch within 
the object plane, when captured by the optical system, IS turned mto 
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a convergent cone that comes to focus at a POInt in the image plane. 
Optical systems can be designed with minimal aberration 
2 Diffraction, classically, hght is thought of as travelling in straight 
lines, but In reality, light waves tend to bend around small obstacles, 
nearby barriers and spread out past small openIngs or slits For ex-
ample, when light from a point source passes through a small circular 
aperture, it does not produce a bright dot as an image, but rather a dif-
fuse cIrcular dISC known as an Airy disc surrounded by much fainter 
concentric circular nngs. This phenomenon is known as dIffractIOn. 
ThIS example of diffraction is of significance because the eye and many 
optical instruments have circular apertures. Due to the wave nature 
of hght and finite aperture based optical systems, diffraction cannot 
be avoided or reduced Understanding the effects of diffractIon upon 
the image must therefore be understood. High quality, aberratIOn-free 
systems are called dIffraction-limited systems. 
The output of an optical system also depends on the nature of the input 
illumination. There are two cases: 
1. Coherent illumination. When the object IlluminatIOn (waves orig-
inatmg from one common ongin) is sum that the field is varying m 
perfectly predICtable way across all pomts in the object plane then 
this is referred to as coherent Illummation. If the pomt sources being 
Imaged vary in synrnrony, then stable patterns of constructIve and de-
structIve interference exist (such as spherical waves). The coherence 
assumptions are seldom satisfied in OptICal image formatIOn systems 
that are encountered in daily hfe. 
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2. Incoherent illumination. Here, when there are more than one inde-
pendent light sources illuminating the object plane, the physical con-
ditIon at those points is called incoherence (Le. varies randomly from 
one point to another). 
Finally, the medium in which the observation is made is critical In this 
discussion, It is assumed to be homogeneous. 
3.3 Fourier Optics 
The use of linear-systems techmques to measure and desCribe optical sys-
tems is called Fourier optics (as opposed to geometrical optics). These 
techniques are useful for understanding optical systems where diffraction ef-
fects are significant. 
3.3.1 Linear System Properties 
A system may be defined as that which produces a set of output functions 
from a set of input functIOns. Physically, it may be an electrical circuit 
(inputs and outputs are voItages) or an optical system where the inputs and 
outputs are either complex amplitudes or intenslties. From the point of view 
of linear systems theory, the physical nature of the system is unimportant 
An arbitrary 'system' can be represented by the operator L such that 
s(x, y) = L[f(x, y)] 
A lmear system has the property that 
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for all inputs h and h and all constants a and b. Lineanty Implies that 
, 
an output function can be broken down into elementary functions, each of 
which can be separately passed through the system; the total output is then 
the sum of the 'elementary' outputs 
The 'shifting property' of the delta function allows us to consider any 
input function to be a linear combinatIOn of weighted and displaced delta 
functions, i.e. 
00 00 
J(x,y) = J J J(x',y')o(x:'" x')o(y - y')dx'dy' 
-00-00 
giving an output 
00 00 
s(x, y) = £[J(x, y)] = J J J(x', y')£[o(x - x')o(y - y')]dx'dy' 
-00-00 
The system response at (x, y) due to a delta function mput at (x', y') IS called 
the Impulse Response Function (IRF). Let 
p(x, y; x', y') = £[6(x - x')o(y - y')] 
Then, for a linear system, 
00 00 
s(x,y) = J J J(x',y')p(x,y;x',y')dx'dy' 
-00-00 
If the impulse response function of a linear system depends only on the 
coordmate differences (x - x') and (y - y'), and not on each coordmate 
separately, i e. 
( ")-( , ') p x, y, x, y = p x - x ,y - y 
then an expression for s is obtained which mvolves the simple convolution 
relatIOnship 
00 00 
s(x,y) = J J J(x',y')p(x-x',y-y')dx'dy' 
-00 -00 
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Such a system is called a stationary and an optical system with this property 
is known as isoplanatic (refer to Section 3.3 2 for more details) 
The convolution relationship between input and output suggests using 
Founer transform techniques which, via the convolution theorem, gives 
S(u,v) = F(u, v)P(u,v) 
where 
00 00 
P(u, v) = J J p(x, y) exp[-2m(ux + vy)]dxdy 
-00-00 
with a similar relationship between s and S as p and P The quantity 
P is called the system transfer function. Note, that the convolution 
relationship only applies to linear stationary systems. For non-stationary 
systems, there is no equivalent convolution theorem. 
3.3.2 Optical Systems as Linear Systems 
The image formation system is a two-dimensional linear system. This means 
that point sources in the object plane are combined in image plane by addi-
tion The correspondmg properties of an optical system are then as follows. 
Point Spread Function (PSF) 
In optical imagmg systems, the Impulse Response Function is called the Pomt 
Spread Function (PSF). The PSF is an important measure of Image quality. 
It expresses the way the imaging system smears or spreads a smgle point 
of light. The image produced by a pomt-source is called the point spread 
function In the case of a diffractIOn lImited (no aberrations) system, the 
PSF is the Airy disk Aberrations Will cause additional spreadmg or blurring 
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of the point. In other words, if any scene imaged by an optical system IS 
considered to be a collectIOn of points, the image of each point in the scene 
Will be the PSF, and the integration of all the points will build the image of 
the scene. Mathematically, the image (after projection) can be described as 
a convolution of the object With the PSF of the system. 
All image formation systems are inherently resolution lImited. Note, 
that as the aperture SIze increases, the PSF becomes narrower. ThIS allows 
objects to be imaged with higher resolution, and is (part of) the reason for 
telescopes haVing such a large diameter. 
Shift Invariance 
Stationary optical systems are isoplanatic. Isoplanicity reqUires that the 
POInt spread function is the same for all wavefield angles and implies that 
the aberrations are independent of wavefield angle. For reasonably small 
off-axis distances In good optical systems, the shape of the spot undergoes 
essentially no change. Thus, the system can be assumed to be shift invariant 
(or isoplanatlc). 
Optical 'fransfer Function (OTF) 
The counterpart in the frequency domaIn to the PSF 18 the Optical Trans-
fer Function (OTF), which IS the Fourier transform of the PSF. The OTF 
is a complex number whose magnitude IS the modulation transfer function 
(MTF), and the phase is the phase transfer function (PTF), i e. 
OTF = MTF*e,·PTF 
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The modulation transfer function, describes the transfer or modulation of 
sinusoidal components of the object. The PTF describes spatial shifts of the 
sinusoidal components. 
The Pupil Function 
The way light is changed by the optical system can be represented by the 
complex pupil function 
P(x, y) = A(x, y)e·(2,,/.\)W(x,y) 
where A is the wavelength. The pupIl functIon has two components· 
1. the amplitude component A(x, y)j 
2. the phase component which contams the wave aberration W(x, y). 
The amplItude component(absorption term) A(x,y) defines the shape, 
size and transmission of the optical system. The most common shape for the 
aperture function is a circ function that defines a circular aperture. The size 
IS simply the size of the pupil that the pupil functIOn defines. 
The wave aberration W(x, y) defines how the phase of lIght is affected 
as it passes through the optical system. If the wavefront aberratIOn function, 
W(x,y) is known, the pupil function, P(x,y), can be calculated. 
A clear optical system has a value of unity at all pomts across the pupil 
function. For a circular lens of radIUs a, 
{
I x2+y2:s;a2 
P(x,y) = 
0, otherwISe 
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The OTF (of incoherent light) may be computed by convolving the pupil 
function with Its complex conjugate, p'. This is the same as taking the auto-
correlation of the pupil function. By the convolution theorem, this operation 
can be performed in the frequency domain by multiplication Therefore, the 
Fourier transform of the OTF is the product the Fourier transforms of the 
pupil function and Its complex conjugate. 
Linear and Shift Invariant System (LSI) 
Many real imaging systems are (to a good approXImation) both linear and 
isoplanatic. Therefore, it can be completely described by either the PSF or 
OTF. 
The mathematics of image formatIOn begins WIth the computation of 
the point spread function (PSF). Consider the case where the object plane 
is Illuminated by a plane or spherical wave. Let the complex amplitude 
immediately after the object be denoted by U,n(x, y) and Uout(x, y) be the 
complex amplitude at the image plane and let the complex amplitude at (x, y) 
in the output due to a unit strength point at in the input be p(x, y; x', y'). 
The total amplitude at (x, y) due to all such points in the object plane is 
then gIven by 
00 00 
Uout(x,y) = J J U,n(X',y')p(x,y;x',y')dx'dy' 
-00-00 
For an isoplanatJc optical system, this reduces to 
00 00 
Uout(x,y) = J J Um(x',y')p(x-x',y-y')dx'dy' 
-00-00 
What we actually observe (m the image plane) with the eye IS the intenSIty 
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I, so we are really Vlewmg the power spectrum of the Uout{x,y) object. The 
intensity is given by 1 Uout{x, y) 12. 
This analysis assumes that the object is illuminated by perfectly spa-
tially coherent light. Coherent illumination implies that Um or U out does not 
vary in time On the other hand, Illcoherent Illumination vanes in time This 
makes the analysis associated With coherent hght different to that of inco-
herent light. The following section investigates the effect of the illumination 
on the computation of the PSF and OTF. 
3.4 Illumination and Image Formation 
3.4.1 Incoherent Image Formation 
ConSider the case of narrowband light that IS not perfectly spatially coherent 
The general complex representation of the time-varying scalar field is called 
the analytic Signal V{r, t)j It is defined such that 
realscalarfield = lR[V (r, t) 1 
For narrowband light, the analytic signal can be written as a product of a 
'slowly varying' functIOn - the time-varying complex amplitude U{r, t) times 
exp{ -twt), i.e. 
V{r, t) = U{r, t) exp{ -twt) 
where U is the scalar complex amplitude, w is the angular frequency (=21rx 
frequency), t is time and r is a three dimenSIOnal vector which III Cartesian 
coordinates IS given by 
r==+yy+zz 
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The instantaneous mtensity is defined as 
I(r, t) =1 U(r, t) 12 
whereas the time-averaged intensity l(r) (I e. that observed by an optical 
detector), is equal to 
T 
- I J I(r) = hm -T I(r, t)dt 
T_oo 2 
-T 
In general, the time-varying complex amplitudes are related by 
00 00 
Uout(x,y,t) = J J Um(x',y',t)p(x,y,x'y')dx'dy' 
-00-00 
The average intensity is therefore given by 
T 
lout (x, y) = t~ 2~ J 1 Uout(x, y, t) 12 dt 
-T 
00 00 
- J J P(X,YiX',y')P*(x,y,x',y') 
-00-00 
x [t~2~ 1 U;n(x',y"t)U'~(X",y",t)dt] dx'dy'dx"dy" 
The term m [ liS called the mutual intensity of the narrowband light 
or 
T 
.I.n(x', y'i x", y") = hm IT J U;n(x', y', t)U,~(x", y", t)dt T-002 
-T 
.I.n(r',r") = (Um(r', t)U,~(r", t» 
In order to simphfy the above expression for lout(x, y) incoherent hght can 
be defined as: 
J(r', r") = l(r')o(r' - r") 
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This means that two nelghbourmg points r' and r" have uncorrelated fields, 
for any r' f r". Using the definition for incoherent light above, the expression 
for lout becomes 
00 00 
lout (x, y) - J J p(x, y; x', y')p*(x, y; x', y') 
-00-00 
x I.n (x', y')o(x' - x")o(y' - y")dx' dy' dx" dy" 
or 
00 00 
lout(x,y) = J J 1 p(x,y;x',y') 12 I.n(x',y')dx'dy' 
-00 -00 
The quantity 1 p(x, y; x', y') 12 is the intensity point spread function. For an 
isoplanatlc optical system, this result reduces to 
00 00 
Iout(x,y) = J J I.n(X',y') 1 p(X - x',y - y') 12 dx'dy' 
-00-00 
where the bar over I has been omitted when referring to the intensity - a 
time average is always assumed. 
For perfectly incoherent illummation, an optical system is linear in in-
tensity and, if isoplanicity holds, the output (image) intenSity IS equal to the 
input (object) intensity convolved with the intenSity point spread function. 
The OTF and Pupil Function 
The incoherent optical transfer function (IOTF) T(u, v) IS the Fourier trans-
form of the point spread function. Applymg the autocorrelation theorem to 
the PSF, 
00 00 
T(u,v) = J J P(S,1))P*(s+>'zU,1)+>'zv)~d1) 
-00-00 
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where P{~, TJ) IS the inverse Fourier transform of p{x, y), 
00 00 
P{~,TJ) = J J p{x,y)exp [i~:{~X+TJY)] dxdy 
-00-00 
and IS the pupil function. The equation above for T basically states that 
the IOTF is equal to the spatial autocorrelation of the pupil function Note, 
that the IOTF relates the input and output intensity spectra 
Iout{u,v) = I.n{u,v)T{u,v) 
The spatial frequencies are mtensity frequencies and are not the same 
as the amplitude frequencies produced in a coherent optical system. 
3.4.2 Coherent Image Formation 
Coherent illumination implies that U{x, y, t) = U{x, y) does not vary m bme. 
Suppose that the object plane is Illuminated by a plane or spherical wave -
by perfectly spatially coherent light. The complex amplitude of the Image is 
then equal to that in the object plane convolved with the amplitude point 
spread function (for an isoplanatic system), i e. 
00 00 
Uout{X,y) = J J Um{x',y')p{x-x',y-y')dx'dy' 
-00-00 
where 
00 00 
p{x, y) = c J J P{u,v) exp [-z ~:(ux + vy)] dudv 
-00-00 
and P is the pupil function of the optiCal system, Le the complex amplitude 
in the exit pupil The constant C IS usually chosen so that 
00 00 J J p{x, y)dxdy = P{O,O) = 1 
-00-00 
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Taking the Fourier transform of Uout and using the convolution theorem we 
can write 
Uout(u,v) = Um(u,v)T(u,v) 
where Uout is the spectrum of image amplitude, Um is the spectrum of object 
amplitude and T is the coherent optical transfer function (COTF). Note that 
00 00 
T(u, v) = f f p(x,y)exp[-21n(ux+vy)]dxdy = P(>.zu,>.zv) 
-00-00 
I e. the COTF at spatial frequency (u, v) is simply equal to the pupil function 
at coordinates (>.zu, >.zv) 
The intenSity dIstribution lex, y) of a coherent image IS given by, 
lex, y) - lUoutl 2 
_ Ip(x, y) ® ®U,n(X, y)12 
The model can be used to develop computer generated speckle patterns for 
example where Um(x, y) IS constructed using white Gaussian nOise. Physi-
cally the noise function represents a first approximation to a (rough) surface 
from which coherent light is scattered. 
3.4.3 Summary 
Table 3 1 gives a summary of the mathematics related to incoherent and 
coherent image formation (in which IsoplanatIclty is assumed) 
To Illustrate image formation in terms of the preVIOUS mathematical 
analysis, the image formation process for several systems -that are in common 
use- are discussed next 
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Property Incoherence Coherence 
Linearity Intensity Complex amplitude 
PSF (p) 1 p(x, y) 12 p(x,y) 
scaled 1 F FT( P) 12 scaled FFT(P) 
OTF(u,v) P0P P(AZU, AZV) 
Pupil (P) A(x, y)e·(2~/'\)W(x,y) A( x, y )e.(2~/ ,\)W(x,y) 
Iou, (x, y) IUm(x, y, t)12 0 01 p(x, y) 12 lU,n(X, y) 0 0p(x, Y)12 
Table 3.1: Prmcipal properties of coherent and incoherent image formation 
3.5 Diffraction-based Optical Systems 
Diffraction theory is the study of light propagation phenomenon. When a 
wave, such as light, passes through a small aperture, it will be distorted. It 
will form a distinctive pattern on a screen, known as the diffraction pattern 
ThiS pattern contams information on the diffracting aperture 
The phenomenon of diffraction is common to ID transverse (and hence 
scalar) waves such as water waves, true scalar waves such as in acoustics 
and vector waves as in optics. All three cases appear to exhibit the same 
magnitude of diffraction phenomena. 
Figure 3.2 Illustrates the geometry of the simplest optical system. The 
object plane IS an opaque sheet except for an opening aperture This plane 
IS illuminated from the left by a uniform plane wave. Only the aperture 
passes the wave. The wave propagates through a homogeneous medium to 
the screen (image plane). Our task is to determme the field amphtude and 
phase at some observation pOSition behind the aperture. The field at the 
observatIOn point is found by mtegrating the contnbutions from each source 
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Figure 3.2: Diffraction geometry. 
of propagation. 
Smce the propagation is m free space, the wave equatIOn m free space 
can be used to determine the Image distribution. The solution of the wave 
equatIOn, gIven the boundary condItIons imposed by the aperture and assum-
ing that the aperture does not alter the illumination field in its open area, 
is known as (Kirchhoff) diffraction theory (for further details see AppendIX 
A.I). 
SolutIOns of the wave equation are not simple. There are two solutions, 
however, that can be derived by approXImation, Fraunhofer diffraction and 
Fresnel dIffraction 
3.5.1 Fraunhofer Diffraction 
Fraunhofer diffractIOn deals with the IImltmg case where the light approach-
ing the dIffracting object IS parallel and monochromatic (light that is void 
of colour is called achromatic or monochromatic light). The only attrIbute 
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of such light is its mtensity and assumes that the diffracted wavefield is ob-
served a large distance (compared to the size of the diffracting object) from 
the screen - the point of observation is in the far field. For thIS reason, 
Fraunhofer diffraction is sometimes called diffraction in the 'far field'. 
Under the assumption of coherent illumination, the complex field distri-
bution m the image plane is given by [43] (a detailed descriptIOn is included 
in SectIOn A.3) 
i exp(tkzo) (X5 + y~) Joo ( ik ) U(xo, Yo) = >. Zo exp tk 2zo f(x,y) exp - Zo (xxo + YYo) dxdy 
-00 
where Zo IS the distance from the aperture to the screen, f can be taken to describe 
the 'shape' of the aperture, and k = ¥ Here, k is the wavenumber and>' is the 
wavelength. 
Apart from the factors m front of the integral, the electncal field dlstnbution 
in the Image plane U for constant zo is thus estabhshed by a Fourier transform of 
the field strength wstnbution in the diffracting plane f evaluated at the coordi-
nates 
Xo 
U=-
zo>' 
and Yo v=-
zo>' 
As a hnear system, the point spread functIOn for Fraunhofer wffraction IS 
i exp(tkz) ((X2 + y2)) [tk , , ] p(x,y;x',y') = >. z exp tk 2z exp --;(xx +yy) 
What we actually observe with the eye IS the intensity (I), so we are really 
viewmg the power spectrum of the input object. The intensity is given by 1 U 12. 
We can therefore wnte 
1 - 2 l(xo,yo) = '2 2 1 F[J(x,y)] 1 
" Zo 
where j: is the Fourler transform operator As a result, the phase factor drops out 
of the operation. 
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This result IS the Fraunhofer diffraction formula and IS based on the following 
assumptions: 
(I) The aperture is thin (compared wIth the wavelength of light). 
(u) The diffractIOn pattern is observed m the far field 
3.5.2 Fresnel Diffraction 
The more general case, in wmch the restrictions above are relaxed is called Fresnel 
drlfraction. If the distance from the aperture to screen is small, then the diffraction 
pattern on the screen is characteristic of Fresnel diffraction and is srud to be in the 
intermediate field or Fresnel zone. 
Under the assumptIOn of coherent illuminatIOn, the complex field distribution 
in the image plane is then given by [43J (a detail description is included m Section 
AA) 
U{ ) i exp{tkzo) ( kX~ + Y~) Xo,Yo = \ exp t 2 
" Zo Zo 
00 
x J !{x,y)exp[-::{xxo+yyo)]exp[;~{X2+y2)]dXdY 
-00 
Apart from the factors in front of this integral, U IS sunply equal to the 20 Fourler 
transform of the function 
The term 
exp [;:0 (x2 + y2)] 
is a quadratic approximation to a spherical wave In other words 
U ~ spherical wave x p[! x spherical waveJ 
Notmg that 
ik 2 2 ,k ,k 2 2) 
-{xo+Yo)+-{-xxO-YYO)+-2 {x +y 2zo Zo Zo 
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tk[2 22 2 
= 2ZOXO-2xxO+x +Yo-2yyo+Y] 
= 2tk [(XO - X)2 + (yo - y)2] 
Zo 
the Fresnel dIffraction formula can be written as 
00 
i exp(tkzo) J ( i1r 2 2 ) U(XO,yo) = A ZO f(x,y)exp AZo[(XO-x) +(YO-y)] dxdy 
-00 
From the last equation we see that U IS essentially (ignoring scaling constants) 
gIven by the convolution of the function 
f(x,y) 
with 
or 
U( ) i exp(ikzo) /() ( ik [2 2]) x,V = \ x,V ®®exp -2 X +y 
A Zo Zo 
where ®® denotes the 2-D convolution integral. The point spread functIOn for 
Fresnel dIffraction is 
Z exp(zkz) (Z1r 2 2 ) p(x,y;x',y') = A Z exp Az[(x-x') +(V-y')] 
Summary 
Any light wave of finite spatIal extent undergoes dlifraction as it propagates 
through space. If at a certain position z" there is a transparency with an am-
plitude transmittance desCrIbed by T, at a posItion Z2 far from ZI the amplitude 
variatIOn U is gIven by the Fraunhofer approximation, where U IS almost gIven 
by a Fourier transform of T. This approXImatIOn is valJd only for dIStances far 
from Zl. If the observation point is near to the transparency, then the amplitude 
varIatIon U is gIven by Fresnel approximatIOn, where U is almost given by a 
convolution of T with a quadratIc approXImatIOn to a spherIcal wave 
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Figure 3.3: Lens-based image formation system. 
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Diffraction hmited image formation systems are relatively simple. More realIStic 
image formatIOn systems, such as illustrated in FIgure 3 3, contain entrance and 
eXIt apertures (entrance pupil and eXIt pupil) and a lens (or lenses). In this 
section, the FourIer transformmg properties of a lens are mvestIgated, how lenses 
can be used to form images, and how lenses can be used to filter spatIal frequency 
components 
3.6.1 The Fourier Thansforming Properties of Lenses 
A SImple ideal lens images a point at infinity at its focus. The diffraction pattern 
can be seen in the back focal plane of the lens The lens must be 'Ideal', i e. 
free from all aberrations. Thts means that the path lengths through the various 
regions of a lens must not depart from their ideal values by more than a very small 
fractton of a wavelength. A lens of this perfection IS called a dtffraction-hmited 
lens. FourIer optics IS concerned WIth the applicatlOns which arise as a consequence 
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of the Fourier transforming properties of a lens. 
If a source distribution occurs m the form of a collimated beam of light, the 
2D Fourier transform of that distnbution will occur at the focus of the lens. Thus 
the amplitude variation IS given by Fraunhofer approximation 
t exp(ikf) (xh Y5) - ] U(XO,Yo) = A / exp tk 2/ F[t(x,y) 
where / IS the focal length of the lens and t(x,y) is the input dlstnbutlOn. The 
amplitude is therefore almost given by a Fourier transform - there is an additional 
quadratic phase factor. 
It IS interestmg to ask whether a transparency can be placed a distance d m 
front of the lens so as to give an exact Fourier transform? The amplitude T(x, y) 
generated by the transparency in front of the lens IS given by the Fresnel diffraction 
formula 
t exp(ikd) [t7l" 2 2 ] T(x,y) = A d t(x,y)®®exp Ad(x +y) 
and a lens performs a Fourier transform on the field T Therefore in the focal 
plane 
• exp(tkf) (X5 + 1/2 ) -U(XO,yo) = A / exp tk 2/ 0 F[T(x,y)] 
Usmg the convolutIOn theorem and notmg that 
we have 
.t[T(x, y)] = T(u, v) = texp(tkd)t(u, v) exp[-7I"tAd(u2 + v2 )] 
where t = .t[t] and 
Xo 
u=-ZOA and 
Yo 
v=-
zoA 
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The field U is therefore given by 
U(xo, Yo) = - ).1/ exp[,k(f + d)] exp [~: (x~ + Y5)] 
x exp [-'11" (:A2 (x~ + y~)] t(u,v) 
- - }/ exp['k(f + d)] exp [;;(xhY5) (1 -7)] t(u,v) 
Now, when d = / 
1 -U(xo, Yo) = - )./ exp[,k(f + d)]t(u, v) 
or ignonng scalmg constants, when d = / 
U(x, y) = .t[t(x, y)] 
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Thus, there is an exact Fourier transform relationship between the front and back 
focal planes of a well-corrected lens system. This analysis Ignores the finite extent 
of the lens, which causes vignetting 
3.6.2 Forming Images using Lenses 
A lens can be used to form an image onto the screen The Fourier transformmg 
properties of a lens are invariant of the direction in winch light propagates through 
the lens If a mirror is placed at the focal plane of a lens, the Founer transform 
of the source distnbution will be reflected back through the lens to reproduce the 
original distribution. Alternatively, the Fourier transform of a source produced 
at the focus of lens can be reconstructed by employmg a second lens. The object 
should be placed one focal length before the first lens and the image should appear 
one focal length beyond the second lens, where the separation between the two 
lenses should be the sum of their focal lengths (see Figure 3.4). 
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Figure 3.4: Optical system for spatial filtenng. 
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Using two lenses provIdes a system which can be used to filter the spatial frequency 
components of a source dIstribution via the applicatIon of certain optical masks In 
the focal plane of the first lens - spatial filtering For example, spatial filtering can 
restore the quality of a collimated laser beam by blocking all spatial frequencIes 
due to the interaction of the beam with dust partIcles. In general, any 'noise' 
induced by the (multiple) scatterIng of hght WIth a complex of subwavelength 
objects (such as dust particles) modIfies the spatIal frequencIes with hIgh values 
and so can be removed by apphcation of an optIcal lowpass filter (a mask placed 
at the focal plane of a lens). 
In general, the use of a lens system to generate the Fourier transform of an 
Image (forward Founer transform) and to recover an image from th,S transform 
(Inverse Fourier transform) provides an optical method of processing SIgnalS and 
Images Th,s 18 known as optical signal processing. OptIcal signal proceSSIng 
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explOits the Founer transforming properties of a lens to process (optically filter) 
an image in the same way that a fast Fourier transform can be used to process 
(digitally filter) a digital signal/Image. 
3.7 Deconvolution 
The way that mcoherent imagmg systems produce an image IS a combination 
of three elements: the actual object, the optical qualities of the imagmg system 
and random noise generated for example by imperfections in the detector This 
combinatIOn can be represented by the equation 
I(x,y) = O(x,y) ®p(x,y) + n(x,y) 
where I(x, y) is the light mtenslty for the image formed by the optical system, 
O(x, y) is the light intensity diStnbutlOn of the perfect image that would be pre-
dicted by the optical system, i e. without aberrations or diffractIOn, n(x,y) repre-
sents the noise and ® represents the convolutIOn operation. The most important 
component of this equatIOn IS p(x, V), the point spread function. ThiS result is the 
same as that diScussed previously (ignoring the noise) 
When an image has been degraded in this manner, a number of digital image 
processing techniques can be employed to 'de-blur' or deconvolve the image and 
enhance ItS Information content. Nearly all of these techniques are either dIrectly 
or indirectly based on a mathematical model for the blurred image which involves 
the convolution of two functions - the Point Spread Function and the Object 
Function. Hence, 'de-blurring' an image amounts to solvmg the inverse problem 
posed by thiS model which IS known as 'Deconvolution'. 
By applying a Fourier transform to the convolutIOn equatIOn above, the con-
volutIOn can be converted into an ordinary product in the Fourler domam. One 
can take the Fourler transform of the image, divide by the Fourler transform of 
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the point spread function or OTF and then transform back again to image space. 
DivisIOn with complex numbers is accomplished by dIviding the magnitudes and 
subtractmg the phases. A practical application of this process is the recovery of 
non-aberrated images obtained through aberrated optics. Using deconvolutlOn or 
the corresponding operations in the frequency domain, it is theoretically possIble 
to recover high resolutIOn images if the system's OTF IS known. In practICe, It not 
always appropnate to just 'diVIde' through by the OptICal transfer functIOn, winch 
for many frequencies may have values equal to or near to zero. The practical effect 
of dIVIding by near-zero values is that any noise in the system is amphfied, and 
the reconstructed image obtamed is noise-dommated 
3.8 Conclusion 
The aim of tins research is to develop a watermarkmg system that can operate 
using standard off-the-shelf low resolution image capture devices such as a digital 
camera (WebCam) and/or a Batbed scanner. This chapter provides the physical 
prmciples of an Imagmg system and the theory of image formation in order to 
derive a watermarking scheme that is compatIble with the prmciples of the optical 
system used. 
These hardware deVIces use incoherent white light to generate an Image 
Moreover, the formation of an optical inIage (from a pin hole camera to an inte-
grated lens system) can be based on eIther the Fraunhofer or Fresnel approximation 
as dIScussed in thIS chapter. 
The fundamental result of this chapter, and one that is central to the research 
In tins thesis is the convolution model for an optIcal inIaging system and that 
fact that there is a Fourier based relationship between the obJect plane and the 
imaging plane in the Fraunhofer zone and a convolution relatIOnship in in the 
Fresnel zone. ThIS result drrects us toward a watermarkmg technique that makes 
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use of a dilfusion process based on a convolution operation which wIll consequently 
provide compatiblhty with the process of optical imaging. This compatIbility IS 
essential for an approach that is based on using a hard-copy document that needs 
to be 'read' usmg an image capture device. 
In the next chapter, and throughout the rest of the theSIS, the new approach 
for print security is introduced and demonstrated. 
Chapter 4 
Coding Model for Low 
Resolution Watermarking 
4.1 Problem Definition 
Paper-based hIgh-value documents have the potential to be counterfeIted. Valuable 
documents have tradItionally been provided with security features based on novel 
printing techniques (e g. micro-printing) and other overt (e g. foil holograms) and 
covert (e.g. prmtmg usmg ultraviolet sensitive inks) features. Tlus IS the result of 
a continual race between the issuers of valuable documents and those who try to 
forge or counterfeit them. 
Today, all designers use computers to design valuable documents (original 
works). Some of these works may remain in a dIgItal form, but many wIll be 
prmted for distributIOn. Counterfeiters may try to obtain a perfect copy from an 
original prmted version. Since they only have a printed version to work from (i e 
they will normally not have access to the e-copy of the origmal version), they are 
lIkely to use scan/prmt technology for Illegal document reproductIOn, moddicatlOn, 
and distnbutlOn. 
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The problem of counterfeIting with scanners and printers has increased sub-
stantIally m recent years due to the dramatIc improvement in scanner and prmter 
capabIlity m terms of resolutIOn and fidehty. These improvements have made the 
process of counterfeitmg prmted works better and easier [44J. This has motIvated 
the introduction and development of anti-counterfeitmg technology with regard to 
scanners and prmters producing a fake copy. 
The list of paper-based valuable documents (see Figure 4.1) extends from 
hIgh securIty passports, shares and bonds via medium security admISSIon tickets, 
gift vouchers etc. to low SecurIty purchases, stationery, receIpts and bank forms for 
example [45J. The fact that some types of documents which are considered to be 
'Iow security' does not mean that theIr abuse is not hkely to result in considerable 
profit for the counterfeiter as well as substantial damage for the nghtful owner 
of such documents. Apart from the security categories of hIgh, medium and low, 
categories of value may be distinguished in terms of the following [46J: 
• DIrect value documents that have an uncondItional and immediate value 
such as banknotes and gift vouchers. 
• IndIrect value documents that serve to support a transaction or a right, e.g 
passports and dIplomas. 
• Condlt2onal value documents that become negotiable only after perform-
ing mandatory mspections such as cheques, tradmg stamps and adDllssion 
tickets 
• Informatwe value documents hke confidentIal reports and examination pa-
pers. 
The SecurIty approach depends not only on the securIty category, but also on 
the category of value of the document to be protected. Some documents need only 
to be reproduced to generate consIderable profit for the counterfeiter, such as a 
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bank note Other documents need to be accessed and modified by mtrudeTs to get 
benefits and cause substantial damage for the rightful owner of such documents 
such as cheques and passports. Consequently three security levels are generally 
considered' 
(I) Copy protection· a strong goal of this level is to prove the originality of the 
prmted work, and to distinguish between original and fake work produced 
by a scan/print process 
(ii) Ascertaimng document integrity (authentication) - ensures that the docu-
ment has not been altered from the time It was created using a scan/print 
process. 
(Iii) Verify the identity of the author - reducmg the chance of a forgery. 
This thesIS concentrates only on the second and the third level (for more informa-
tion on the first level refer to [47,48]). 
Previous attempts to achieve authentication and document mtegrlty have 
used traditional watermarking techmques [6]. In these techmques, a watermark 
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(such as the name of the author, Ius/her signature, or other important information) 
is embedded into the document in such a way that the contents of the document 
are not altered. The receiver of the document reconstructs the watermark, which 
IS then used to verify the authors claimed identity or ascertaining the mtegrity 
of the document. However, many of the watermarkmg techniques used are not 
optllllized for printed works and may have difficulties m extracting the watermark 
after a print-scan attack This is often due to the extensive amount of noise added 
to the scanned work. 
Other techniques exploit the specific prmt half-toning process [49]. This 
scheme has two variants - one for half-tone screens and the other for error drlfuslOn 
algorithms. The method needs the encoder to have access to the characteristics of 
the prmtmg process that is not avaJlable to anyone else. 
Some techniques use the prmciple of fragile watermarkmg [6]. Fragile wa,-
termarks have hmited robustness and they are destroyed as soon as the object 
is modified too much. They are apphed to detect modifications of the water-
marked data, rather than to convey un-erasable informatIOn. Fragile watermarks 
are destroyed after a scan/print attack; this does not provide a full solution to the 
problem. 
In this thesis, a new approach to digital watermarking for printed documents 
is developed ThiS method is robust and It IS pOSSible to extract the watermark 
after a print/scan process. The process is defined by using analytical techniques 
and concepts used for cryptography. During watermarking, a background IS gen-
erated usmg the convolution of the watermark image (e g. a logo) with an object 
functIOn usmg a process termed 'drlfuslOn' The cover llllage (text) is inserted mto 
the foreground of the document usmg a simple additive process termed 'confusion'. 
The watermark is subsequently recovered by removmg the foreground and then 
correlating the result with the onginal object functIOn. 
ThIS method IS explored in detail ill the following sectIOns, explaining the 
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robustness to a wide variety of attacks, lllcluding geometric and print/scan attacks. 
Some applications for the method are also llltroduced and details of the malll 
degradation associated with printed documents are presented. 
4.2 Paper Degradation 
Watermarks applied to documents have to Withstand a substantial amount of 
abuse that results in a degradation of the document. These degradatIOns can be 
divided into two categories: degradations before scanning and degradatIOns during 
the scanning process Designing a watermarking scheme to compensate for these 
kinds of degradation is a challenge [14J. 
Printed documents do not maintain their quality over time. They are sub-
jected to aging, sOiling, crumpllllg, tearlllg and deterioration. Moreover, the wa-
termarks have to adapt to different printmg process, paper and ink which may 
degrade the watermark. 
After an image IS printed and scanned, it can be expected to undergo filtering, 
rotation (due to alignment errors by the user), scaling, cropping, and have the 
lurnmance and contrast adjusted There are also various sourCes of noise that 
may be llltroduced through, for example, particles of dust in the scanner's optical 
system. Moreover, different input deVices (scanner, cameras) introduce different 
types of distortions. 
1n general, the scanning process follows a customary procedure [50J. First, a 
user places the onginal work on a flatbed scanner. Then, the scanner scans the 
whole area to obtam a low-resolution preview of the work. After thIS process, 
the user selects a cropping window to decide on an appropriate range of the work. 
The scarmer then SCarlS the work again with a higher resolutIOn. The final scanned 
work is obtallled by sampling the output of the scanner. Each stage introduces 
additional degradation into the work, and the counterfeiter will try to mirumize 
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their effects in order to increase the visual similarity between the counterfeit copy 
and the onginal. These effects can be summarized as follows [14, 41, 50]: 
(I) The scarmed version is usually filtered, luminance-contrast adjusted, and 
gamma corrected. 
(ii) The scanned work may be rotated. The angle here is simple, since it is 
limited to rotation m the scarmer's plane (2D). If the work IS not well placed, 
this step may introduce a small onentation error. 
(iii) The dimensions of the work may be changed because of cropping and possible 
scalmg The size of any work captured by a scanner depends on the scanning 
resolution used The size of this work is usually different from the original, 
because the resolution in the scarmer and the printer may be different. 
(IV) The work may be cropped (I e. mclude only a part of the onginal work, 
or the whole work with additional background). An associated translation 
shift lllight occur. 
(v) Some effects are perceptible to the human eye. They affect the visual quality 
of a scanned work, such as contrast adjustment. Others do not introduce sig-
nificant effects on the visual quality, but may mtroduce considerable changes 
at the signal level, especially on the Fourier coefficients of the scanned work, 
such as rotation, scaling, and croppmg. 
4.3 Fundamental Watermarking Model 
The image degradatIOn process can be modeled usmg the 'Fundamental tmagmg 
model' for a Signal which is given by [51]: 
s=Pf+n. 
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In this model a degradation function p (the POInt Spread Function or PSF) together 
with an additive noise field n operates on an Input image f to produce the degraded 
image s [24] Given s, knowledge about the degradation function p and statistical 
knowledge about the additive nOise term n, it is possible to obtain an estimate of 
the original image, f' say The more information that is known about p and n, 
the closer f' will be to f. 
This IS the basic model that underpins the watermarking technology presented 
in this thesiS. Assuming that W is the informatIOn content for the watermark signal 
(I.e. corresponding to the input image f), P is some lInear operator, c IS the cover 
image (Le. correspondIng to additive noise field n) and Wc is the watermarked 
cover image (i e. corresponding to the degraded image s), then the watermarkmg 
model is given by : 
Wc=Pw+c 
In the field of cryptology [51], the operation P f (or PW) is referred to as the 
processes of 'Diffusion' and the process of adding noise (Le P f + n is referred to 
as the process of 'Confusion'. This model IS shown diagrammatically m Fignre 
42. It can be shown that if P is a hnear position-invariant process, then the 
watermarked cover (degraded unage) can be descnbed in the spatial domain by 
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[24] 
Wc =p00w+c 
where 00 denotes 2D spatial convolutIon, and P = p0 0. For the remaining part 
of this thesis, this model is referred to a 'FUndamental watermarkmg model'. 
4.4 Watermark Recovery Model 
4.4.1 Private System 
Formally, the recovery of w from Wc is based on the mverse process 
where p-t IS the inverse operator. Clearly, tins reqUIres the field c to be known a 
przorz If this field hM been generated usmg a pseudo-random number generator 
for example, then the seed used to generate this field must be known a przon 
in order to recover the data w. In this case, the seed represents the private key 
required to recover w. However, in principle, c can be any field that is considered 
appropnate for confusing the mformatIon Pw, includmg a pre-selected signal or 
image. Further, if the process of confusiOn is undertaken in whiclt the signal-to-
noise ratio is set to be very low (I e lIell» IIPwl!), then the watermark w can be 
hidden covertly m the data e provided the inverse process p-t is well defined and 
computationally stable. In this case, it is clear that the host signal or image e must 
be known m order to recover the watermark w, leading to a private watermarking 
scheme in which the field c represents a key. This field can be lossless compressed 
and encrypted as reqUIred. In additIon, the operator P (and its mverse p-I) 
can be key dependent. The value of this key dependency relIes on the nature 
and propertIes of the operator that is used, and whether it IS compounded in an 
algoritlnn that is required to be in the public domain for example. 
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4.4.2 Public System 
Another approach is to consider the case in which the field c is unknown, and the 
problem of extracting the watermark w in the absence of this field. In this case, 
the reconstructIOn IS based on the result 
where 
Now, If a process P is available in which IIp-Iwcll » Ilmll, then an approximate 
(noisy) reconstructIOn of w can be obtained, m which the nOise m is determined by 
the onginal signal-to-noise ratio of the data Wc and hence, the level of covertness 
of the diffused watermark Pw. In this case, It may be possible to post-process 
the reconstruction (de-noising for example) and recover a relatively high-fidelity 
version of the watermark, i e. 
This approach (if available) does not rely on a private key (assuming P IS not key 
dependent). The ability to recover the watermark only requires knowledge of the 
operator P (and its inverse) and post-processmg options as required. The problem 
here is to find an operator that is able to recover the watermark effectively in the 
presence of the field c. Ideally, we require an operator P with properties such that 
p-1c -+ O. 
By usmg the deconvolutlOn process, we can show that the inverse process is 
undertaken by correlating the diffused watermark (wc - c) m a pnvate system 
(or watermarked cover Wc in a public system) with the (complex) conjugate of the 
PSF function. 
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4.5 Deconvolution Process 
Deconvolution IS a particularly important subject area in signal and lIllage pro-
cessmg. In general, this problem is concerned with the restoration and/or recon-
struction of information (e g. a watermark) from known data (watermarked cover 
for example). It depends critically on a prtOrt knowledge on the way in which the 
data has been generated and recorded. 
MathematicaIly, deconvolution is concerned with invertmg the process used 
to form the data. Moreover, there is no exact or uruque solution to this problem -
it IS an Ill-posed problem. We attempt to find a 'best estimate' based on a given 
criterion and speCific conditions. In the following SectIOns, three types of filters 
that can be used in the watermark recovery process are introduced. Those filters 
are: the Inverse filter, the Wlener filter and the Matched filter. 
4.5.1 Inverse Filter 
The inverse filter is a straightforward approach to deconvolvmg the fundamental 
watermarking equatIOn. In prmciple, the inverse filter provides an exact solutIOn 
to the problem when the cover term c can be totaIly removed. In a private system, 
where c is a known key, the diffused watermark w can be extracted by Simply 
subtracting the cover from the watermarked cover, i e. 
w=wc -c=p00w 
The basic approach to solving this equation is to process the data w in Fourler 
space. Using the convolution theorem we have, 
W=PW 
where W, P and W are the (2D) Fourier transforms of w,p and w respectively. 
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Rearrangmg and taking the inverse DFT, denoted by IDFT, we have 
(rw) =IDFT IPI2 
Note that 
winch is called the Inverse Filter. 
However, in practice, this solution IS fraught with drlficulties. First, the 
inverse filter is invariably a singular function. Equally bad, is the fact that even 
If the inverse filter is not singular, it IS usually ill-conditioned This is where the 
magnitude of P goes to zero so quickly, that 1/ 1 P 12 rapidly acquires extremely 
large values. The effect of this is to amplify the (usually) noisy high frequency 
components of W. ThIS can lead to a restoration w which is dominated by the noise 
in w. The computational problenlS that arise from implementing the mverse filter 
can be avoided by usmg a variety of different filters whose individual properties 
and characteristics are suited to certain types of data. One of the most commonly 
used filters for image restoration is the Wlener filter winch is considered next. 
4.5.2 Wiener Filter 
Suppose, we were to implement the inverse filter on a digital computer; if P ap-
proached zero (m practice a very small number) for any value of P, then depending 
on the compiler, the computer wonld respond With an output such as ' ... arith-
metic fault divide by zero'. A simple solution would be to regularize the result, 
I e. use 
p. 
Wlener filter = 1 P 12 +constant 
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so that 
W "" IDFT ( pow ) I P 12 +constant 
and 'play around' with the value of the constant until 'something sensible' is ob-
tained The constant IdeaIly reflects any available information on the average 
signal-to-noise ratio of the image TypicaIly, we consider an expresSIOn of the form 
1 
constant = (SNR)2 
where SNR stands for Signal-to-Noise RatIO. In practice, the user must adjust 
these parameters until a suitable 'user optimized' reconstructIOn is obtained. In 
other words, the WIener filter must be 'tuned' to give a result which is acceptable 
based on the Judgment and mtuition of the user. This interactive approach to 
Image restoration is just one of many practical problems associated with deconvo-
lution WhICh should Ideally be executed in real time. 
4.5.3 Matched Filter 
The Matched FIlter IS one of the most common filters used for pattern recognition. 
It is based on correlating an image with a matching template of the feature that IS 
assumed to be present in the image. If the feature does exist, then the output of 
the filter (the correlation surface) produces a local maximum or spike where the 
feature occurs 
In watermarking applicatIOns, matched filtermg is based on correlating the 
watermarked cover Wc with the PSF p The estimate of w can therefore be wrItten 
as 
w,,"wc 00p 
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Derivation of Matched Filter 
GIVen that 
Wc =p®®w+c 
the match filter q provides an estimate for w of the form 
w""q®®wc 
where q is chosen m such a way that the ratio 
2 
'EQP 
.) 
18 a maxnnum The ratio defining R 18 a measure of the signaI-to-noise ratio. In 
this sense, the matched filter maxImizes the SNR of the output. The matched 
filter Q 18 found by first writmg 
P QP =1 C 1 Q x fCT 
and then using the 'Schwarz inequality', i e 
2 
LQP :5LIQI2 LIPI2 
"} ij f,J 
giving 
2 2 
LQP = LICIQI~I 
"} 'I.} 
:5 Lie 121 Q 12 L 1 ~ I: 
.) .) 1 1 
From this result, and the definition of R given above we get 
R<"IPI2 
- L., 1 C 12 
.) 
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Now, reca1hng that the criterion for the matched filter IS that R is a maximum, If 
thIS is the case then, 
or 
2 
'" P '" 121 2 '" 1 P 12 L." 1 C 1 Q 1 C 1 = L." 1 C Q 1 L." 1 C 12 
'IJ '] tJ 
This is true, If and only If 
Thus, R is a maxnnum when 
p' 
Matched Filter = Q = 1 C 12 
Matched Filter for a White Cover 
If the cover c is whIte noise, then Its power spectrum IS urufornily distributed. In 
particular, under the condition 
we have 
and 
p' Q=-Co 
W"" P'Wc 
Co 
According to Fourier transform property [24, 35], multlplymg the Fourier domam 
by a constant is equivalent to multiplying the spatial domam by the same constant. 
Moreover, because the output of the inverse Fourler transform will be normalized 
between zero and one, thIs means that the constant CO will be canceled automati-
cally. Hence, for whIte nOISe, the match filter prOVides an estimate which may be 
written in the form 
w""wc 00p 
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Matched Filter for a Private System 
In a private watermarking system, the cover C is known and can be removed before 
applymg the filter. In this case, the diffused watermark can be represented by 
w=wc -c=p00w 
=p00w+Cl 
where Cl is a black image (Le. zero image) The power spectrum 1 Cl 12 for each 
component in the frequency space for this lUlage is equal to zero. In order to avoid 
diVIsion by zero in the matched filter, a sinJilar technique is used to that already 
shown in weiner filter i e. 
This constant will be canceled in the spatial domain (see above), therefore the 
solution for w is given by 
w "" IDFT[?*W] 
or 
w,,"w00p 
""p00w00p 
which in Fourier space IS 
W"" PWp· =1 P 12 W 
or 
w "" IDFT (I P 12 W) (4.1) 
Observe, that the amphtude spectrum of the reconstructed watermark is gIven by 
1 P 121 W 1 and the phase information is determined by W alone. 
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4.5.4 Adaptive (Combination) Filtering 
Accordmg to EquatIOn (4.1), the matched filter reconstructs a noisy version of 
the embedded watermark. This noise is due to the power spectrum of the PSF 
(I.e. 1 P 12). In order to enhance the extracted watermark, 1 P 12 needs to be 
ehminated or at least, minimize its effect. An algorithm is therefor proposed for 
adaptive filtering that aims to enhance the extracted watermark. This algorithm 
IS not applicable unless there is a fnll control over the PSF (P) used m the diffusIOn 
process There are some options that can be considered in order to eliminate the 
power spectrum of the PSF: 
(I) DlVlde over the power spectrum 1 P 12 during the diffusIOn step Then, use 
the matched filter to extract an exact version of the the watermark. The 
diffused watermark becomes 
and the extracted watermark is 
(PWP') w = IDFT 'jP"f 
=IDFT(W) 
To avoid singularities, each zero in 1P12 is replaced by 1. This will not 
change the resnlt since the quantity W P' IS zero, but Will effectively remove 
the 'diVISion by zero' problem 
(ii) Pre-process the diffusion operator p - before the diffusion step - by replac-
mg the amplitude spectrum of the PSF with a constant value (i e. 1 P 1= 
constant). Mnltiplymg the Fourier domain by a constant is eqwvalent to 
multlplymg the spatial domain by the same constant. This constant in the 
spatial domam has no effect on the image (since the Image Will be normal-
ized between zero and one). Consequently, there is no need to divide over 
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the power spectrum in the Fourier domain. The reconstructed watermark is 
reduced to: w = 10FT (W) . TJns gIVes an exact result. 
(Hi) Choose a PSF that has a homogeneously distributed power spectrum IPl2 
across all frequencies (I.e. the spectrum is more or less flat). For example, 
use a white noise as a diffusion operator. This implies that the changes of 
the power spectrum between frequencies are too small. Therefore, we can 
assume - to a good approximatIOn - that the power spectrum is constant over 
all frequencies. The watermark can be extracted usmg the matched filter 
With mimmal distortIOn. It is possible to post-process the reconstructIon to 
improve the fidehty of the recovered watermark (such as thresholdmg). On 
the other hand, if we divide through by the power spectrum, then we obtam 
an exact reconstruction 
(iv) If the Power spectrum IS not uniformly distributed, then the matched filter 
(i e. ignoring the division by the power spectrum of p) will not reconstruct 
an acceptable version of the watermark. In such cases, the inverse filter 
is used instead of the matched liter. Note, that the power spectrum may 
be changed dramatically and may approach zero quickly, producing the Ill-
conditioned problem already described. In this case, by dividing through by 
the power spectrum, It is pOSSible to extract a very distorted (dominated by 
noise) version of the watermark. To overcome this problem, the following 
compromise can be made: first, extract the watermark Without division 
over the power spectrum. If the extracted watermark is clear enough then 
there is no need to undertake another process Otherwise, start the process 
of enhancing the result by dividing the frequency domain by the power 
spectrum, starting from frequencies With high power spectral values and 
then progress toward the lowest values until an acceptable extraction is 
obtained. In this way, an acceptable extraction can be achieved before the 
high frequency component values of the power spectrum are mtroduced (i.e. 
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those responsible for 'driving' ill-conditioned behaviour). 
(v) Use the Wiener filter instead of the inverse filter In the previous optIOn The 
user must adjust the parameters of this filter untIl a suitable 'user optnnized' 
reconstruction is obtained. 
DiVISIon over the power spectrum during the diffusion step (optIOn 1) IS prefer-
able to that of the extraction process (OptIOns 4 and 5). This is because the wa-
termarked cover is vulnerable to translation and/or rotation during the scanmng 
process and the frequency components of the extracted watermark will be diVided 
by values that are not related to it. This reqUires the two images to be regIStered 
(Image regIStration is the process of transforming one Image Into the coordinate 
system of another image [52]) before applying the division. On the other hand, 
diVISIon during the diffusion step has no matching problem. 
In summary, an acceptable version of the watermark can be extracted by 
correlating the diffused versIOn With the PSF. If tills does not produce acceptable 
result for any particular reason, the result of the matched filter can be enhanced 
by applYing options 1,2, or 3 during watermarking, or options 4 or 5 during the 
watermark extraction process. 
4.6 Embedding and Extraction Algorithms 
In the previous section, a mathematICal model for the embedding and extraction 
process was discussed. In this sectIOn, an Implementation of this model- for paper 
document security - is presented. The Implementation is deSCribed using pseudo-
code that provides a self-descriptIOn Additional comments or explanatIons are 
also presented between procedures or after the comment symbol (%). 
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Watermark 
Key 
Embeddmg 
Strmgm r-------------~~(.~.__; 
Text 
Image 1:::=======;=~=i:==,J 
Watennarked 
Document 
Figure 4.3: Embeddmg process. 
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In order to protect a text document, a watermark (e g. logo) can be embedded 
into the background of the document; then, the text IS placed m the foreground. 
The watermark IS diffused using a diffusion operation. The method is descnbed 
by the following algorithms and illustrated in Figure 4.3. 
Algorithm 4.1: Embedding a watermark 
2 
3 
[wc, key]=Embed() { 
w = LoadWatermark(); 
c = LoadCover 0 ; 
4 [cols,rows] = size(c); 
% black/wh1te or grey watermark 
% This is the text document 
5 while the user 1S not satisfied do 
• [specif1c-keys, diffus10n-type, p] = 
7 GenerateDiffusedOperator(cols,rows); 
• % select preprocessing options 
• preprocess1ng = SelectPreProcess1ng(); 
10 if preprocessing = 1 % option 1 
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11 P = D1V1deOverThePowerSpectrum(p); 
12 else if preprocessing = 2 r. option 2 
13 P = RegulanzePowerSpectrum(p); 
,. endif 
" key = combination of: 
,. cols, rows, diffusion-type, 
11 preprocessing and specific-keys 
18 pw = Diffuse(p. w); 
,. input the embedd1ng strength into Q; 
20 wc = Confuse (pw, c. Q); 
21 if the user is satisfied 
22 print (wc) 
23 Exit wh1le 
2. endif 
2. endwhile 
2. } 
~-----------------------------------------
The function Embed simply calls the corresponding sub-procedures related to the 
watermarking process. It starts by loading the watermark and the cover images. 
The diffused operator is then generated depending on the user selection. If pre-
processing is required, then the code executes the selected process. Once the 
diffusion operator is ready, the diffUSion procedure is called to produce the diffused 
watermark. Fmally the cover is confused with the diffused watermark. The output 
of this procedure is the watermarked cover and the key. The key is the combination 
of all data needed m the extraction process, namely: the diffusIOn operator type; 
specific parameters that are necessary to regenerate the operator in the extractIOn 
process; application of the pre-processmg applied to the diffusion operator; and 
size of the cover image. The user can exBn1ine the output (watermarked cover). If 
he/she is satisfied With the output, then it can be printed, otherwise, the diffUSIOn 
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operator can be changed and the process repeated. 
Algorithm 4.1.1: Generation of the diffusion operator 
[specif1c-keys, type, p] = GenerateDiffusedOperator(cols, rovs) { 
2 type = ChooseTheDiffus10nType(); 
3 1f type = 'Fresnel' then 
4 specific-keys = read the related parameters 
5 to Fresnel function 
6 else if type = 'Gaussian' then 
7 specif1c-keys = read the related parameters 
8 to Gaussian function 
• elseif type ) other' 
10 
11 endif 
12 p = GenerateTheOperator(spec1fic-keys, type, cols, rovs) 
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" } ~-----------------------------------------
The GenerateDiffusedOperator hsts some operators that can be used m the 
diffusion process (see FIgure 44). The user selects the operator and enters the 
related parameters (see FIgure 4.5). Fmaily, the diffusIOn operator image is gen-
erated to cover the whole background of the text document. The output of this 
procedure IS the operator itself, its type and specrnc parameters. 
Algorithm 4.1.2 DIVIde through by the power spectrum 
p = DivideOverThePoverSpectrum(p){ 
2 p = DFT(p); 
3 For each frequency component. P'1 do 
• PS'1 = Re(p'1)2+Im(p.)2; 7. Im: Imagenary part 
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Figure 4.4: Diffusion operators 
5 if PS,] = zero then PS,] = 1; 
• p'] = p'] / PS,] 
7 endFor 
8 P = IDFT{P); 
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. ~}------------------------------------------------
The DlvideOverThePowerSpectrum Implements option 1 from the adaptIve 
filtering processes. It starts by computing the Fourier transform of the mput 
dIffused operator p. The power spectrum IS then computed In order to avoid 
'dIvision by zero', all zeros must be replaced by one. The output of tills procedure 
is the diffused operator after having been dIvided by the power spectrum Figure 
4 6 shows the interface that IS used during the diffusion process. Two buttons 
(wzth pre-processtng and wzthout pre-processtng) are aV8.1lable to the user in order 
to select the method requITed 
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Figure 4.5: Generating the diffusIOn operator interface. 
Algorithm 4.1.3· Regularize the power spectrum 
p = RegularizePoverSpectrum(p){ 
P = DIT(p); 
For each frequency component ,p') do 
4 0.) = tan-1(Im(Pij)/Re(Pij») 
5 endFor 
• p = IDIT( e·8); % i=H 
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7 } 
~-----------------------------------------
The RegularJzePowerSpectrum implements option 2 from the adaptive fil-
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Figure 4.6: Generatmg drlfused watermark mterface. 
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tering menu First, the procedure transforms p to the FourIer domain. It then 
extracts the phase components only (i e. neglects the amplitude spectrum). ThIs 
is equivalent to setting the power spectrum to one. It then returns back to the 
spatial domain. The output is the modIfied p (pre-processed). The box that must 
be checked to apply this process is shown in Figure 4.5(181 CLEAR AMPLITUDE). 
Algorithm 4.1.4· Diffuse the watermark with the diffusIOn operator 
I pv = D1ffuse(p,v){ 
2 [cols,rovs] = size(p); 
3 v = extend (v,cols,rovs); 
• p = DFT(p); 
• W = DFT(v); 
• PW = P*W; % Dot Product 
7 pv = lDFT (PW); 
8 pv = real (pv); 
• pv = Normalize (pv); 
10 } 
~-----------------------------------------
In the Dtffuse procedure, the watermark is dIffused WIth p using a second-order 
convolution in the Founer domain According to the 'convolution theorem', the 
convolutIOn of two images m real space is the same as the product of thell" Fourier 
transforms in Fourier space [51J. Typically, the watermark image is small compared 
to the document size. Thus, the watermark should be zero-padded untIl ItS SIze 
becomes identical to the document size. After revertmg back to the spatial domain, 
the imaginary part - if any - must be discarded. Fmally, the output is normalized, 
gIving a fioatmg pomt output between 00 (black) and 1.0 (wlute). 
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Algorithm 4.1.5: Confuse the watermark with the cover. 
1 wc = Confuse(pw,c,o){ 
2 VC = C + ~ * pv; 
3 wc = Normalize(wc); 
. } 
~-----------------------------------------
for Confuswn, the diffused watermark, pw, is added to the cover Image c using 
hnear addItion. The linear addItion is represented by wc = c + opw, where a is 
the embedding strength The output is then normalized. 
4.6.2 Extraction Algorithms 
The recovery process Involves remOVing the foreground and then correlating the re-
sult with the same drlfusion operator used in the embedding process. This method 
is deSCribed by the following algorithm and illustrated in FIgure 4.7. 
Watennarked 
I Document ~ c iiI ] ~ Key 
NOise 
Figure 4.7: ExtractIOn process. 
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Algorithm 4.2: Extract the watermark 
w = Extract(wc, key, c) { 
2 Parse the key to its main components: 
[cols, rows, diffusion-type, preprocessing-type and spec1fic-keys]; 
p ~ GenerateTheOperator(specific-keys, diffusion-type, cols, rows) 
if preprocess1ng-type = 2 Y. opt10n 2 
• P = Regular1zePowerSpectrum(p); 
7 endif 
8 vc = scale(wc, rows, cols); 
• if c != NULL 
10 wp RemoveCover(wc,c); 
11 endif 
12 w = De-d1ffuse(wp, p); 
13 while the user can not recognize the watermark 
14 input the f1lter type into 'option' ; Y. inverse or wiener filter 
" w = postprocess(w,p,option); 
,. if the user can recognize the watermark 
11 status= 'watermarked J 
,. Ex1 t while 
,. else if the user stop refinements 
20 status= 'un-watermarked' 
21 Ex1t wh1le 
22 endif 
23 endwh1le 
24 ~} ____________________________________________________ __ 
The inputs of the Extract procedure are as follows: the watermarked document 
wc; the key used in the extraction process; the cover - If avaIlable. The input 
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document may be the result of a scan or an a PriOri computer file. The procedure 
starts by breaking the key mto its mam components: 
• Cols and rows - the size of the original document. 
• Diffusion-type - the type of the diffusion operator used in the diffusion pro-
cess. 
• Preprocessing-type - division by the power spectrum or amphtude regular-
Ization 
• Specific-keys - the values of all the parameters used to generate the diffusion 
operator. 
The procedure then generates the drlfusion operator used by the embedding process 
applying the same parameters. If the operator has been regularIZed before, then It 
needs to be regularized again The watermarked cover must be scaled to Its original 
size (e.g if the input document IS the output of a scanner). To enhance the result 
of this procedure the cover must be removed, leaving the diffused watermark only. 
CorrelatIOn is then applied to the diffused watermark wIth the drlfusion operator. 
Fmally, post-processing can be applied, e.g developmg a partial inverse filter -
until an acceptable output is obtained. 
Algorithm 4.2.1: Remove the cover 
1 vp = RemoveCover(wc,c){ 
2 vp = wc - SNR*Cj 
, vp = Normalize(vp); 
. :}-----------------------------------------------------
The RemoveCover procedure is based on subtractmg the watermarked cover 
from the known cover TIus way is applicable in a private system where the cover is 
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given as a known key. The two images (wc and c) should have the same coordmate 
system (in terms of regiStration). Otherwise, one image will be subtracted from a 
de-registered (shifted) versIOn of the other glvmg poor results. On the other hand, 
in public system - where the cover is not known - another way to remove the cover 
must be sought. 
Algorithm 4.2.2: De-defuse the watermark 
1 V = De-diffuse(vp,p){ 
2 P = DFT(p); 
3 W = DFT(vp); 
4 W - conj(P)*W; % conj: Conjugate of P 
• v = IDFT (W); 
• v = real (v); 
7 v = Normalize (v); 
8 } 
~-----------------------------------------
In the De-dIffuse procedure, the watermark is extracted - if any - using corre-
latIOn m the Fourier domain. As m convolution, correlation has an eqUIvalent 
representatIOn in Fourier space namely, If 
s=p00! 
then 
S=P'F 
where P' is the complex conjugate of P. Tills result is known as the correlation 
theorem [51J. After going back to the spatial domain, the lmagmary component -
if any - is discarded and the output normahzed 
• 
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Algorithm 4.2.3: Post processing (refinements) 
v = Postprocess(v. p. option){ 
2 1nput a threshold 1nto thr 
3 W = DFT(v); 
• P = DFT(p); 
• For each frequency component. p') do 
6 PS,) = Re(P,j)2+Im(p.)2; 
7 if PS,) ~thr 
8 if option='1nverse' 
• if PS,) = zero then PS,) = 1 ; 
10 W'J = W" / PS" ; 
11 elseif opt10n = 'viener' 
12 W.) = W,) / (PS,) + constant) 
13 endif 
" endif 
15 endFor 
16 V = IDFT(W); 
17 V = real(v); 
18 V = Normalize (v) ; 
,. } 
---------------------------------------------------
ThIs procedure implements the Ideas mentioned in option 4 and 5 for adaptive fil-
tering. A threshold is specIfied and all frequency components w,) that correspond 
to frequency components F',) wIth a power spectrum greater than the threshold 
are used to compute the inverse or W,ener filter. Figure 4 8 shows the interface 
used to implement thIS procedure Two sliders - one for the inverse filter and the 
other for the Wiener filter - are used to change the threshold. 
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Figure 4.8: Correlation interface. 
Fresnel Coding 
The Fresnel transform is the basis for Fresnel optics, wluch is derived by studymg 
the properties of optical diffractIOn (see SectIOn 3 5 2) The Fresnel transform 
descrIbes the wave propagation In the Fresnel diffraction region and can be derIved 
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usmg the Kirchhoff theory of dIffraction as shown m AppendIX A.l. Here, It 18 
shown that the Fresnel transform can be represented by the following formula· 
fsxy = exp (UtX2 ) exp (iall) 
= exp (ta (x2 + y2)) 
where a 18 a Fresnel constant. 
(42) 
The Fresnel transform can be used to dIffuse a watermark (see Figure 4 lO(a)). 
An advantage of usmg Fresnel rmgs as a dIffusIOn operator 18 that the nnage has 
a spread spectrum m the Fourier domain and a central symmetry so that the 
spectrum is ulllform in all directions. The choIce of rmg density (in other words, the 
number of viSIble rings per image - see Figure 4 9) IS crucial (controlled by a). Low 
density rmgs (wIth mmlmaI hIgh frequency content) YIelds blurring of the recoved 
watermark; high density rings result in a recognizable extracted watermark 
(a) 
Figure 4.9: Fresnel rings: (a) Thm rmgs(a = 001), (b) Thick rings (a = 
0003) 
4.7.1 Fresnel Results (e-version) 
Grey-scale fresnel coding 
In FIgure 4.10, the Fresnel functIOn has been used to dIffuse the watermark. 
Matched filtering IS then used to extract the watermark The parameters for 
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CSP;:: 
(c) 
Figure 4.10: Grey-scale fresnel coding: (a) Diffused watermark, (b) Water-
marked cover, (c) The watermark, (d) Extracted watermark after the cover 
image has been subtracted, (e) Extracted watermark if cover is not subtracted; 
Note that the watermark extraction was unsuccessful if the cover IS not sub-
tracted. 
this experiment are as follows: the Fresnel constant IS 0.01; cover image size is 
200 x 200, watermark image size is 86 x 55. The watermark is the 'CommunicatIOn 
and Signal Processing DiviSIOn' logo in Loughborough Umverslty (Figure 4.10 (c)), 
the embedding strength IS 10%, subtraction SNR IS 100% and both the cover and 
the watermark are grey scale Images Figure 4 10 (a) shows the diffused watermark. 
Figure 4.10 (b) shows the cover image after it has been watermarked. Figure 4 10 
(d) shows the extracted watermark after the cover has been subtracted The ex-
periment also shows that the watermark can not be extracted Without substracting 
of the cover. The extracted watermark is clear enough for post-processing not to 
be reqUired, the method being applied to an electromc version of the watermarked 
cover (i e computer file) 
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Document Fresnel Coding 
This investigation IS the same as that described above, except that the cover 
is a valuable document image - a named cheque (Figure 4.1). The parameters 
for tlus experiment are as follows: Fresnel constant is 0 008; cover image size 
is 247 x 587; watermark image size IS 64 x 64. The watermark is the author's 
SIgnature (Figure 4.11 (b)), embedding strength is 100% and and subtraction SNR 
is 55%. The results are shown in FIgure 4.11 FIgure 4.11 (a) shows the the 
cover image after it has been watermarked FIgure 4.11 (c) shows the extracted 
watermark after applying the matched filter directly on the watermarked cover (I e. 
without removing the foreground). The extracted watermark after removing the 
foreground (private system) is shown in Figure 4 11 (d). The results demonstrate 
that remov1Og the foreground increases the fidehty of the extracted watermark 
In document watermarking, the diffused watermark can be placed in the back-
ground of the document using a strong embedding strength with mmimaI effect on 
the content. On the other hand, increasing the embedd10g strength m image (not 
document) watermarking decreases the fidehty of the cover image. Therefore, the 
watermarked document has greater robustness than the watermarked image. 
Adaptive Filtering: Option 1 
This option prOVIdes a tecluJique whereby the embedding data IS diVIded by the 
power spectrum of the dlfIusion operator Figure 412(a) shows the resultant 
watermarked cover. The result of applY10g the matched filter on the dlfIused 
watermark directly (Le before adding the cover) is shown in Figure 4.12(b) after 
applying a threshold (threshold=60%) on the extracted watermark. Note, that if 
the watermark IS extracted after adding the cover, a null result is obtained, even 
if the cover is subtracted later. 
Comparing this result with the above experiment (i.e. without any pre-
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(b) (c) (d) 
Figure 4.11: Document fresnel coding. (a) Watermarked cover, (b) The wa-
termark, (c) Extracted watermark without removing the cover, (d) Extracted 
watermark after removing the cover. 
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Figure 4.12: Adaptive filtermg (optIOn 1) (a) The watermarked document, 
(b) Extracted watermark without adding the cover, (c) Extracted watermark 
after adding the cover (unsuccessful), (d) Extracted watermark after subtract-
mg the cover (unsuccessful). 
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processmg) reveals that 'diVISion by power spectrum' decreases the robustness 
of the watermarked cover. Consequently, this option is not sUitable for document 
watermarking On the other hand, the watermark can be extracted If the cover is 
not added (i e. not used) to the diffused watermark 
Adaptive Filtering: Option 2 
This regularize the amplitude of the drlfusion operator before diffUSIOn. Figure 
4.13(a) shows the resultant watermarked cover. The result of applying the matched 
filter on the diffused watermark directly (i e before adding the cover), after adding 
the cover, and after addmg and then subtracting the cover are shown in Figure 
4.12(b, c and d) respectively. 
Comparmg the result of this experiment with the extracted watermarks in 
Figure 4.11 demonstrates an lillprovement on prevIOus results. 
Adaptive Filtering: Option 3 
This option uses wrote noise as a diffUSIOn operator. Since the Fresnel function IS 
not wrote noise, this option is examined m the following chapter. 
Adaptive Filtering: Options 4 and 5 
These options use the inverse or Wiener filters in the extractIOn process. This 
experiment shows that both filters can produce perfect outputs before savmg the 
watermarked cover (I e. Without any noise). Figures 414 (b and f) show the 
extracted watermark after applying mverse and Wlener filters respectively Neither 
filters extracts any feasible output after saving and loadmg the lillages or addmg 
the foreground. 
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(c) (d) 
Figure 4.13: Adaptive filtering (option 2): (a) The watermarked document, 
(b) Extracted watermark without addmg the cover, (c) Extracted watermark 
after adding the cover, (d) Extracted watermark after subtracting the cover. 
4.7 Fresnel Coding 
(a) 
(b) 8 (c) ~ (d) ~ (e) 
~ ~ ~1{ 
(f) ~ (g) ~ (h) ~ (I) 
113 
Figure 4.14: Adaptive filtering (options 4 and 5): (a) The watermarked 
document, (b, c, d and e) Extracted watermark after applying the inverse 
filter, (f, g, h and i) Extracted watermark after applymg the Wlener filter. 
Note that unsuccessful extractIOn IS presented by a cross image. 
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4.7.2 Fresnel Results (scanned-version) 
Testmg this model after scanning usmg low-resolution and after rescaling the 
scanned image to Its original size does not provide for extraction of the water-
mark. 
4.8 Summary 
(I) Using dlVlslOn (options 1, 4, and 5) decreases the robustness and makes these 
options useless especially for document or image watermarkmg. They might 
be used with dIffused watermark only (I.e. without adding any cover). 
(il) In order to make division useful, the two images must be regIStered first. 
Any spatial shift - even of one pixel - yield a poor output 
(ih) OptIOns 2 and 3 prOVide enhancement to the resnlt 
(IV) We do not have to use these options unless the matched filter fails to produce 
a satisfactory output 
(v) Since the F'resnel function can not resist a print/scan attack, we have to look 
for another diffusion operator. 
In the following chapter, we investigate the use of different types of noises as a 
diffusion operator and estabhsh whether we can extract the watermark after a 
print/scan attack. 
Chapter 5 
Document Noise Coding 
In the previous chapter, the underlying prmciple of a novel method of watermark-
ing was described. The convolution operation was used along with the Fresnel 
function to achieve watermarking. Theoretically, any other broad-band signal can 
provide a basis for an invertible transformation, e g. a series produced by a chaotic 
system or a pseudo-random generator can be used instead of Fresnel rmgs. In this 
chapter, different types of noises are tested as a diffusion operators The extracted 
watermarks from electronic and scanned documents are presented. Moreover, the 
model is extended to include full colour documents. Fmally, the main operating 
features that make thiS system work are lISted. 
5.1 Gaussian Noise Coding 
In this section, Gaussian noise is used as a diffusion operator. A bIlef descIlption 
of the Gausslan model is described below. In order to enhance the codmg and 
the extraction algorithm, a modificatIOn of the algorithms that were introduced 
m the previous chapter are presented called· Confusion and RemoveCover. The 
experiments were applied to a document image of size 461 x 356 and a 256 x 128 
watermark as shown In Figure 5.1 and 5.2 respectively. 
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Figure 5.1: Original document used for Gaussian codmg. 
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Figure 5.2: Watermark used in Gaussian coding 
5.1.1 Gaussian Noise 
Tills model (also called normal) is frequently used in practIce because of its mathe-
matical tractabIhty in both the spatial and frequency domain [24]. The probabIhty 
dIStnbutIOn functIOn (PDF) IS gIven by 
( ) 1 -('-/-1)' /2u' p z ==e y211"u 
where,., is the mean of average values of z, and U IS the standard deviatIOn. The 
standard deviation squared, u2, IS called the vanance of z. Approximately 70% of 
the z values will be in the range [(,., - u), (,., + u)] and about 95% will be in the 
range [(,., - 2u), (,., + 2u)]. A plot of the of this functIon is shown In Figure 5.3. 
5.1.2 Modified Confusion Algorithm 
The confusion process is a sImple add,tive process The background IS added to 
the foreground (text) USIng linear addItIOn. This reduces the clarity of the text. To 
illustrate this, suppose that a portion of the text is written USIng a specific colour. 
SInce the background is a noisy texture, text pixels will be added to different colour 
values from the background. Consequently, the text's colour will be changed from 
one colour to a multI-colour. In order to enhance the visibility of the text, the 
follOWIng modIfied confusion algorithm is proposed. The Idea of thIS algorithm is 
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Figure 5.3: Gaussian noise· (a) Texture, (b) HIStogram, (c) Power spectrum. 
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based on a simulation of the prmting process, where the printer is 'fed' with plain 
paper that already has the background printed on it. The printer prints on this 
paper without mixing the background With the foreground 
Algorithm 5.1: Modified confusing algorithm. 
1 wc = ModConfuse(pw,c,a,thr){ 
2 pw = pw.*(c>=thr); 
ye = c + et * pw; 
• wc = Normalize(wc); 
. } 
-------------------------------------------
In ModConfuswn, the background IS divided into two parts accordmg to a 
threshold thr; all texture (background) pixels that correspond to foreground pixels 
With an mtensity value less than or equal to thr are not used m confusing process. 
Since the background in the non-watermarked document is white, then a threshold 
value greater than or equal 0.9 can be used Now, the linear addition Will ensure 
that the text pIXels Will be added to zeros values (i e will not be changed) and 
normalized m the same way. 
5.1.3 Embedding Results 
Using Gaussian noise as a diffusion operator is equivalent to applymg 'Optwn 3' 
from the adaptive filtermg class. The power spectrum of Gaussian nOise (With a 
seed=lO) (see Figure 5.3 (c)) is more or less flat. The watermark can be extracted 
usmg the matched filter With minimal distortion. The resultant watermarked 
document is shown in Figure 5.4 Tills output is executed without applymg any 
preprocessing. The embeddmg strength used here is 1 (a = 1). Figure 5.5 and 5 6 
show the resultant watermarked document after applying preprocessing. option 1 
and option 2 respectively from the adaptive fiItermg Note, that as a result of using 
the modified algorithm for confUSIOn, the text IS not mixed With the background. 
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Figure 5.4: Gaussian coding: option 3 (without pre-processmg). 
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Figure 5.5: Gaussian codmg. option 1. 
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Figure 5.6: Gaussian codmg: option 2. 
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5.1.4 Foreground Removal 
In order to increase the fidehty of the extracted watermark, it is necessary to 
eliminate the effect of adding text. This can be accomplIshed by either removmg 
the added text or forcing the correlation between the added text and the diffused 
watermark to zero. If a copy of a non-watermarked text is available for extractIOn, 
then a text subtraction can be applied In most systems, the non-watermarked 
text IS not available, and so another techniques are needed to remove the text. 
One technIque is described below. 
Smce the background of the non-watermarked document is white, addmg this 
image to the drlfused watermark will increase the mtensity of all texture pIXels, 
w Julst keep all the text pixels unchanged. This is clear from the Justogram analysis 
(see Figures 5 7 (a) and (b)). This means that the text's pixels will create impulses 
in the spatial spectrum of the output image. Those impulses can be removed using 
a 'Medtan Ftlter', which is particularly effective ill the presence of impulse nOise. 
Tins method is deSCrIbed in detrul by the following algoritlnn. 
Algorithm 5.2. Eliminatmg the foreground using a modified median filter 
1 vp = RemoveCover(vc){ 
2 vsize = input the vindov size related to Median Filter. 
3 T = lnput a threshold. 
• For each pixels. P., in wc do 
• if the lntensity of P., is less than T then 
• n = Find the neighborhood of P., according to wstze. 
7 n = Excluding from naIl pOlnts less than the T. 
• med = Flnd the median of thlS vlndov n. 
• P., = med. 
10 endif 
11 endfor 
12 vp = Normalize(vc);} 
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(a) 
(b) 
(c) 
Figure 5.7: Histogram analysis for 'removing foreground' algorithm- (a) 
HIStogram before addmg text, (b) Histogram after addmg text, (c) HIStogram 
after removing text Note: y-axis represents the number of pixels for each 
grey level. 
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.) Re~d window size It3 
Figure 5.8: 'Removing Foreground' interface. 
Here, the algorithm starts by specifying a suitable value for the window size; a 
large wmdow size is preferred (e g 11 x 11). The threshold T can be specified 
by checking the histogram of the image. A suitable value for T could be the 
central grey level (i e T = 0.5) Figure 5 8 shows the interface used to specify the 
parameters related to this algorithm. All pIXeIs with intensity less than T are likely 
to be those related to the foreground (Le text). Consequently, the median filter 
is applied to those pIXeIs, excIudmg all points less than the threshold T from the 
neighborhood (This ensures that the result of the median is not an impulse also ) 
Figure 5.7 (c) shows the histogram of the watermarked document after removmg 
the text. 
5.1.5 Extracted Watermark Results 
Electronic Document 
In this sectIOn, the system is tested on electronic documents (Le. without printing 
and scanning). The experiments cover all possible cases, winch depend on the 
foIlowmg factors: 
(I) The embeddmg method. 
(a) Normal embedding - tins is based on the application of option 3 from 
the adaptive filtering because the Gaussian nOise is a white nOise Flg-
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ure 5.4 shows the output document. 
(b) Embedding using optIOn 1 - Figure 5 5 shows the output document 
(c) Embedding using option 2 - Figure 5 6 shows the output document. 
(h) The existence of the text - extract the watermark 
(a) Before adding text. 
(b) After adding text. 
(c) After adding text and then removing it 
(iii) Post-Processing - whether optIon 4 and 5 had been applied or not. 
The extracted watermarks for all cases are presented in Table 5.1. The results 
show that: 
(i) Using wlute noise for drlfuslOn helps the extraction process to extract an 
acceptable output. 
(ii) Extracting the watermark before removmg the text produces a very dIstorted 
output. 
(ni) The 'Foreground Remomng' algOrIthm proves its ability to enhance the re-
sults. 
(IV) Applying options 1 or 2 IS helpful to extract a good output (especially for 
dIffusion-only watermarks). 
(V) Applymg post-processing enhance the results However, post-processing IS 
not robust for many attacks, especIally geometric attacks. 
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Table 5.1: Extracted watermarks after Gausslan coding electronic-version. 
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Scanned Document 
Experiments are applied on scanned documents. All documents were printed us-
mg an HP Laser Jet 1300 and scanned using an EPSON Perfection 1660 Photo 
scanner. The scanner resolution was 72 dpi with B/W image type. The extracted 
watermarks for all cases are presented in Table 52. The results show that: 
(I) The system succeeds m extractmg the watermark from the scanned docu-
ment using Iow resolutIOn scanning 
(ii) There IS no clear differences between the available options. However, optIOn 
2 produces better outputs. 
Damaged Document 
Printed documents do not mruntrun therr quality over tIme. They are subject to 
aging, SOiling, crumpimg, tearing, and deterioration. Figure 5 9, shows a docu-
ment that has been crumpled, teared and 'SCribbled' on. Figure 5 10, shows an 
acceptable watermark, even though the added noise was extremely large 
Extraction using Different Diffusion Field 
In this experiment, different diffusion operators - other than one used in coding 
- were used in the extraction process, for example, usmg a different seed (key) 
to generate the noise The results are given in Figure 5 11 wluch shows that the 
system is very sensitive to the key. only an exact match recovers the watermark; 
all other combinations generate a noise-like image. 
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Table 5.2: Extracted watermarks after Gausslan coding: scanned-versIOn 
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Figure 5.9: Damaged document. 
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Figure 5.10: Extracted watermark from damaged document. 
Figure 5.11: Extracted watermark using Gaussian noise (seed=35). 
~--------------------------......... 
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No. 124 
CLA&RKE'S 
124 Forest road Loughborough LE11 
0343-234-.567 
Gift Voucher 
$ 500 
Validjor Six Months 
'--___________ ----' (a) 
Figure 5.12: (a) Text image. (b) Watermark used in coding. 
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(b) 
In the previous sectIOn, the Gaussian nOIse was used as a diffUSIOn operator. In 
this sectIOn, dIfferent types of noises are used as a dllfusion operator. All exper-
iments were performed on the gift voucher and the watermark which IS shown in 
Figure 5 12 (a) and (b) respectively. For each noise, the extracted watermarks for 
electronic and scanned documents are given. The purpose of these experiments is 
to prove/disapprove the SUItability of different noise types in tlus system. USIng 
different types of noises in this system helps to: 
(i) Increase the fleXIbility and dIVerSIty of the background, the background tex-
ture dependIng on both the watermark and the noise field used. 
(ii) Increase the securIty of the system; the attackers need to know the type of 
nOIse (i e the key) in addition to the seed used for generatIng the noise field. 
NOISe can be characterized by a probability densIty function (PDF). The 
followmg are some common PDFs found In Image processing [24] (for a random 
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L...--_______ --1 (a) '--______ ---l (b) 
Figure 5.13: Umform noise: (a) Texture, (b) Histogram. 
variable x, the probablhty p(x = X) is frequently denoted by f(x); this functIOn 
is called PDF). 
5.2.1 Uniform Noise 
The PDF of Uniform noise is given by 
p (z) = { ~~a fora:Sz:Sb 
otherwise 
The mean and variance of this density are given by 
a+b 
fJ.=-2-
2 (b-a? 
u = 12 
A 2D plot of the of this function and Its histogram are shown ill Figure 5.13 (a) and 
(b) respectively. The power spectrum of this noise is flat (hke Gaussian nOise). 
The resultant watermarked voucher is shown ill Figure 5.14 and the extracted 
watermarks are shown in Table 5.3. The results show that uniform nOise can be 
used III this system. 
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Figure 5.14: Uniform codIng: without pre-processmg. 
No After 
Text Subtract 
Cover 
e-verslOn 
s-version 
Table 5.3: Extracted watermarks after uruform codmg. 
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'---_______ --' (a) '---_______ --' (b) 
Figure 5.15: Gamma noise (a) Texture, (b) Histogram. 
5.2.2 Gamma (Erlang) Noise 
The PDF of Erlang nOIse is given by 
forz2:0 
for z < 0 
where the parameters are such that a > 0, b is a posItIve integer, and'!' denotes 
the factonal. The mean and variance of this density function are given by 
and 
b 
1'=-
a 
2 b 
u =-
a2 
A plot of the of this function and its histogram are shown in Figure 5.15 (a) and 
(b) respectIvely. The power spectrum of this nOIse is flat (hke Gausslan noise). 
The resultant watermarked voucher is shown In Figure 5 16, and the extracted 
watermarks are shown in Table 5.4. The results show that Gamma noise can be 
used in this system. 
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Figure 5.16: Gamma codmg. without pre-processing. 
No After 
Text Subtract 
Cover 
e-version 
s-version 
Table 5.4: Extracted watermarks after Gamma codmg. 
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L-_______ -l (a) L-_______ -l (b) 
Figure 5.17: POIsson Noise: a) Texture, b) Histogram 
5.2.3 Poisson Noise 
The PDF of Poisson noise is given by 
e-ZzG 
p(z)=--
a! 
where a can be any non-negative integer. A plot of the of thIS function and Its 
biStogram are shown in Figure 5.17 (a) and (b) respectively. The power spectrum 
of this noise is flat (like Gaussian noise) 
The resultant watermarked voucher is shown ID Figure 5.18, and the extracted 
watermarks are shown in Table 5.5. The results show that Poisson nOIse can be 
used in this system. 
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Figure 5.18: POlsson coding: wIthout pre-processmg 
No After 
Text Subtract 
Cover 
e-version 
s-verslOn 
Table 5.5: Extracted watermarks after POlsson codmg. 
5.2 Different Noise Types 139 
'--_______ -' (a) L-______ --' (b) 
Figure 5.19: Rayleigh noise. (a) Texture, (b) Histogram. 
5.2.4 Rayleigh Noise 
The PDF of Rayleigh noise is given by 
{ 
~(z _ a)e~{z-a)2/b 
p (z) = b 
o 
for z:::: a 
for z < a 
The mean and variance of this density are gIven by 
J-L = a + V1fbJ4 
and 
2 b(4-1f) 
(1 = 
4 
The basic shape of thIs density IS skewed to the right. ThIS model can be qUlte 
useful for approximation skewed histograms. A plot thIS function and its histogram 
are shown in Figure 519 (a) and (b) respectively The power spectrum of this 
noise is flat The resultant watermarked voucher is shown In Figure 5 20, and the 
extracted watermarks are shown in Table 5 6. The results show that RayleIgh 
noise can be used In this system 
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Figure 5.20: Rayleigh codmg: without pre-processing 
No After 
Text Subtract 
Cover 
e-version 
s-verSlOn 
Table 5.6: Extracted watermarks after Rayleigh coding 
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5.2.5 Synthetic Fractal Noise 
In [43J, a method to create a synthetic fractal is introduced which involves a simple 
process of filtering white noise ofthe reqmred size with a low-pass filter determmed 
by the Fractal Dimension D. For a one dimension signal, the formula for this filter 
Q IS given by 
Q(k) = jkj-iJ/2, where,13 = 5 - 2D 
and for a tw<>-dimension signal is 
Q(kx, kg) = jkj-Pl2 where 
jkj = v'k~ + k~ and ,13 = 8 - 2D 
where D is the fractal dnnension. The process of creatmg a fractal signal or a 
fractallandscape is described in the following five-stage algOrIthm 
Algorithm 5.3: Generate a fractal noise field 
(I) Compute a random Gaussian dIStributed array G". = 0 .. · N - 1 using a 
conventional Gaussian random number generator, with zero mean and umt 
variance. 
(ii) Compute a random sequence of uniform distributed numbers U" • = o· .. N-
1 in the range zero to one. 
(Hi) Calculate the real and the imaginary parts; N. = G. cos(211'U.) and M. = 
G. sin(211'U.), TIns defines G. as the amplItude and U. as the phase. 
(iv) Filter N .. M. with W. = Ip/2 to create N' and MI. For surfaces: jkj = jk.j 
v' k~ + k~ where ,13 = 8 - 2D and for signals ,13 = 5 - 2D 
(v) Invert the result using a IDFT to obtam n. = Real(IDFT(NI + .MI)). 
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Figure 5.21: Fractal noise: (a) Texture, (b) Histogram, (c) Power spectrum. 
A plot oftlus function and Its Iustogram axe shown in Figure 5 21 (a) and (b) 
respectively. The power spectrUlll of this nOise is not uniformly distributed (see 
Figure 521 (c», 
The resultant watermaxked voucher is shown in Figure 5 22, and the extracted 
watermaxks axe shown in Table 5.7, The results show that the fractal noise is not 
sUitable in this system, This is due to the non-uniform power spectrmn assoCiated 
With fractal noise. For electronic versions, the post-processing succeeds in extract-
ing the watermaxk while post-processing can not extract a VISible watermaxk for 
the scanned versIOn, This IS due to the large amount of added noise and errors in 
the scanned document (especially those related to translatIOn), 
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Figure 5.22: Fractal codmg: without pre-processing. 
No After Post 
Text Subtract Processing 
Cover 
f 
, r , 
, 
e-version L.o. 
s-version 
Table 5.7: Extracted watermarks after fractal coding. 
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Figure 5,23: Speckle nOISe (a) Texture, (b) Histogram, (c) Power spectrum, 
5,2.6 Speckle Noise 
Generating speckle patterns is a similar process to that of producmg fractal noise 
Speckle noise IS created by low-pass filtering the Fourier transformed image of a 
GaussJan noise field, A low-pass filter has the property that sets all frequencies 
greater than T to zero, where T is some bandWIdth, The process for creating a 
speckle noise 18 described in the following algonthm: 
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Algorithm 5.4· Generate speckle nOIse 
I = Speckle(bandw1dth){ 
2 g = Create a positive Gaussian noise image; 
3 G - DFT(g); 
• G' = LewPassF11ter (G. bandwidth): 
5 g' = IDFT(G'); 
• I = Re(g,)2 + Im(g,)2; % intensity image 
7 } 
~-------------------------------------------------
In general, any filter p can be applied to the Feuner transform of any source image 
/. This is the basis of all coherent optical systems whICh are based on the following 
convolutIOn formula, 
The image in Figure 5.23 (a) shows a speckle Image (128 x 128) with a frequency 
cutoff = 32 The hIStogram and the power spectrum of the speckle noise are 
shown ID Figure 5 23 (b) and (c) respectively. The resultant watermarked voucher 
IS shown ID Figure 5.24. It is clear that the diffusion IS not perfect. ThIS is due 
to the small bandwidth used ID the low-pass filter. The extracted watermarks as 
shown in Table 5 8 which are low-pass filtered as well. 
5.2.7 Chaotic Noise 
Chaos IS often associated with noise in that It is taken to represent a field which 
IS unpredictable [51]. Although this IS the case, a signal generated by a chaotic 
system has more structure if analyzed ID an appropriate way. Moreover, this 
structure often exhibits features that are similar at different scales which leads to 
a natural connectIOn between the behaviour of chaotic systems - the Signals they 
produce - and fractal or self-affine signals. 
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Figure 5.24: Speckle coding: without pre-processmg 
No After 
Text Subtract 
Cover 
e-version 
s-version 
Table 5.8: Extracted watermarks after speckle coding. 
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L-_______ -' (a) L-_______ -' (b) 
Figure 5.25: Original chaotic noise: (a) Texture, (b) Histogram. 
Chaotic signals are typically the product of an Iterative process of the form 
Xn+1 = f(xn) where the function f IS some nonlinear map which depends on a 
signal or a set of parameters. For example: Xn+1 = rxn(1 - xn), IS a sImple 
quadratIc iterator known as the log1.Sttc map and has a range of charactenstics 
depending on the value of r. One modification of the logistic map is the Matthews 
cypher: 
Pseudo-chaotic numbers are, in pnnclple, ideal for codmg because they pro-
duce number streams that are ultra-sensitive to the imtial value (the key). How-
ever, instead of using iterative-based maps using modular arithmetIC with integer 
operations (such as those used to generate conventIOnal nOIse fields), here we re-
quire the applicatIOn of prmcipally non-lmear maps usmg fioatmg pomt arIthmetic. 
Thus, a drawback concernmg the apphcation of deterministic chaos is the process-
mg speed. 
The phase dlStnbutions for the chaotIC field have specific charactenstlcs show-
mg that the phases of the chaotIC field are not unIformly dlstnbuted unhke those 
of a Gaussian noise field which are uniformly dIStributed. The phase distribution 
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Figure 5.26: Uniform chaotic noise: (a) Texture, (b) HIstogram. 
of a phase map IS a useful method of quantifYIng a chaotIC signal as it typically 
provides an unambiguous and unique signature which is specific to a given chaotic 
system. FIgure 5.25 (b) shows the PDF for the Matthew map which reveals a 
non-uniform distrIbutIOn. However, the mId range (i e. for Xn E [0.3,0.7]) is rela,. 
tively flat, indicating that the probablhty for the occurrence of dIfferent numbers 
generated by the logIstiC map in the mid-range is the same A plot of the of this 
function and its histogram are shown in Figure 5 26 (a) and (b) respectIvely 
The approach to using deterministic chaos for codIng has to date been based 
on using conventional and other well known chaotic models such as the Matthews 
map. However, In watermark diffusion, the physical model from which a chaotIC 
map has been derIved IS not important; only the fact that the map prOVIdes an 
operator that IS 'good' at scrambhng the watermark. These points leads to an 
approach which explOIts three basIC features of chaotIc maps: (I) they increase the 
complexity of the system; (ii) there are an unlimited number of maps of the form 
Xn+l = I(xn) that can be literally 'invented' and then tested for chaoticlty to 
produce a database of algOrIthms, (ih) uniformly dIStributed chaotic noise IS not 
generated using the conventIOnal way, instead It is generated using chaotic maps. 
Tins provides a new level of securIty for those systems that are based on uniform 
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Figure 5.27: Chaos coding. without pre-processmg 
noise for diffusion. 
No After 
Text Subtract 
Cover 
e-verslOn 
s-version 
Table 5.9: Extracted watermarks after chaos codmg. 
Figure 5 27 shows a watermarked voucher that has been generated usmg uni-
form chaotiC noise The extracted watermarks are shown in Table 5 9 The results 
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show that uniform chaos nOISe can be used in this system. However, the floating 
point operations reqUIred to implement chaotic fields requires greater computa-
tional time. 
5.3 Colour Document Coding 
In this sectIOn, the watermarking methods are extended to colour documents 
Figure 5 28 and 5 30 show a coded documents. Since colour images consist of 
three channels (red, green and blue), the dIffused watermark can be added to each 
channel. There are no changes required to the algonthms related to this system, 
except that each process is repeated for each channel (e g. the correlation processes 
IS undertaken for each channel) 
The dJffusion operator used here is the Gaussian operator. The extracted 
watermarks for electronic and colour-scanned documents are shown in FIgure 5 29 
(a) and (b) respectively. One interesting point is that the grey-mode scanning is 
sufficient to extract the watermark, as shown III Figure 5.29 (c). 
To generate the coloured background document shown III FIgure 5.30, the 
red channel is only used and the remainmg channels are cleared. The extracted 
watermarks for the electromc version, coloured scanning, and grey scanning are 
shown in FIgure 5.31 (a), (b) and (c). 
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Figure 5.28: Coloured text coding. 
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( a) lIii.;;::..::i::;;o.ii (c) 
Figure 5.29: Extracted watermark from coloured text document: (a) Elec-
tronic version, (b) Coloured-scanned version, (c) Grey-scanned version. 
;-
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Figure 5.30: Coloured background coding. 
(a) (b) ....... .......-_ (c) 
Figure 5.31: Extracted watermark from coloured background document: (a) 
Electronic version, (b) Coloured-scanned version, (c) Grey-scanned version. 
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5.4 Why does the System Work? 
There are a number of factors that help to make this system operate successfully 
in extracting the watermark after scanning WIth low resolution. These factors are 
descflbed in the following subsections: 
5.4.1 Compatibility with Optical Imaging Systems 
The compatibility between the optICal image formation and the watermark diffu-
sion is a most important factor. Referrmg to Section 3.4.1, 
For perfectly incoherent illumination, an optIcal system is linear in 
mtensity and, if Isoplanicity holds, the output (image) intensity 18 
equal to the input (object) intensity convolved with the intensIty point 
spread function. 
Due to the fact that the scanner 18 an incoherent optICal system, the image pro-
duced can be represented by. 
S=P001 (5.1) 
where I is the input (hard copy) image, P is Point Spread Fnnction of the scarmer 
and S 18 the scanned Image (electronic copy) G,ven that I is the prmted wa,. 
termarked cover that has been designed usmg the diffusion model described here, 
then I is given by 
I=n00w (52) 
where n is the noise operator used m codmg and w is the watermark (ignoring the 
added text) By substituting Equation 5 2 in Equation 5 1 we get· 
S=P00n00w (53) 
In the extraction step, the scanned image S is correlated with the noise field that 
was used to dIffuse the watermark, i.e. 
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w'=n00S 
and using Equation 5.3 we have 
w'=n00P®®n®®w 
By usmg the hnearity property of the convolutIOn operator, 
uI=P®0n00n®®w 
=P®®w+d 
where d is some added nOise Hence, the extracted watermark for a scanned 
document has more noise than that extracted from an electromc versIOn. There 
are two sources of noises: the PSF of the scanner and d. One Important source of 
d is the nOise arising from power spectral regularization or otherwise 
5.4.2 Computational Aspects 
Correlation Instead of Registration 
Usmg correlation in the extraction phase, increases the robustness of the system 
to some important attacks such as translation and cropping (most hkely to occur 
durmg scanmng). This is because correlation is a matching process which does 
not rely on the exact location of each pixel. The correlation of p and c WIll be 
maximum (i e. produces a local maximum or spike) at the location where p finds 
a correspondence in c On the other hand, algorithms that depend on the spatial 
location must be registered to each other before the algOrithm can be executed For 
example, the subtraction (or dIvision) between two Images, where mlsaligument 
between them needs to be corrected first. Registration adds more complexity to 
the system. It involves determining the transformatIOn which will map plXels in 
one image to their corresponding or matchmg pixels in another nnage 
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Watermark Visibility and Robustness 
Most of the literature has focused on invisible dIgItal watermarks which have wider 
applIcatIOns However, in general, any increase in robustness comes at the expense 
of increased watermark visibilIty. In this kind of application (document water-
markmg), the diffused watermark can be visible (background) WIthout affectmg 
the fidelIty of the document. This viSIbility increases the robustness of the system, 
even after a print/scan attack. 
Noise as a Diffusion Operator 
The presence of any pattern in the dIffuSIOn operator is likely to make the water-
mark clear after dIffUSIOn. For example, even though there is no obvious pattern 
m speckle noise, the watermark can be recognized after diffUSIOn (see Figure 5 24). 
On the other hand, the watermark can not be recognized after unIform codmg (see 
Figure 5.14). Moreover, by using noise, the dIffused watermarks is statistically m-
visible WIth good auto-correlation properties. Not only is the unpredictabihty of 
the field reqUITed to make the watermark robust, it is the first line of defense 
agaInst an attack [53J. Hence, noise field dIffusion provides an optunum approach 
for watermarkmg in terms of the fidehty of the extraction process, robustness and 
resistance to attack 
Key Dependent System 
NOISe generation depends on the seed wluch can play the role of the key. Only an 
exact match recovers the watermark; all other combinations generate a nOlse-hke 
signal The attacker must know a slgruficant amount of mformation before they 
can break the system, such as' 
(i) The correct seed. 
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(11) The diffusion operator type (i e. Gaussian, Uniform, .. etc). 
(ill) The onginal image size (The scanned image must be scaled to its origmal 
size before extractIOn). 
(iv) The function used to generate a chaotic noise field (if appropriate) 
Moreover, using uniform chaos can mislead the attacker, guidmg him/her to a 
conventional uniform noise attack. 
Chapter 6 
Attack and Robustness 
Analysis 
In practice, a watermarked document may be altered eIther intentionally or unm-
tentIOnally but a watermarking system should stIll be able to detect and extract 
the watermark. The distortions are lImIted to those that do not produce excessive 
degradations otherwise the transformed object is unusable. Examples of processes 
that a watermark might need to 'survIve' are lossy compression, filtering, and 
geometric distortIOn. 
In this chapter, in order to evaluate the proposed watermarking techruque, 
the system is tested against some important attacks. All experiments are applied 
on the watermarked test document that is shown in Figure 6.1(a) (277 x 388). The 
ongmal and extracted watermarks (60 x 60) are shown in Figure 6 1 (b) and (c) 
respectively. The dIffusion is undertaken using a Gaussian noise field WIth a seed 
of 10 
To measure the effect of the attacks on the extracted watermark, pIXel-based 
visual d,stortion metncs are used. The quantitative dIStortIOn metncs allow for 
faIr comparison between dIfferent images One way to test the SImIlarIty between 
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(c) 
Figure 6.1: Attack experiment parameters: (a) Watermarked document used 
to test attacks, (b) Original watermark, (c) Extracted watermark. 
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two images is the Normalized Mean Square Error: 
E (Py - Q'J)2 
NMSE = 'J 2 
E(P'J+Q'J) 
'J 
where P'J represents a pixel, whose coordinates are (i, J), in the onginal undlstorted 
Image, Q'J represents a pixel, whose coordinates are (i,j) in the distorted image. 
If the two images are identical, NMSE returns zero. If the dIfference between the 
two images are signIficant, then NMSE returns a number close to one. 
6.1 Lossy Compression 
Lossy compression tec1tmques try to reduce the amount of information by removing 
imperceptible SIgnal components The loss of information can be acceptable be-
cause the computer representation of the signal contaIns redundancy with respect 
to what is needed for human perceptIon and mterpretation. 
One of the most popular forms of lossy compression is the JPEG method. The 
compressIOn itself is performed m three sequential steps: block-DeT computation, 
quantization, and variable-length code assignment [24]. The 'Quality', a number 
between 0 and 100, is usually bounded with thIs kind of compressIon. Higher 
numbers imply better quality (1 e less image degradation due to compression), 
but the resulting file size is larger. 
Due to the fact that JPEG is designed to disregard redundant perceptually 
insIgnificant information, and that our watermark is a visibly diffused watermark 
inserted mto the background, It IS expected that this coding system IS robust 
to JPEG In thIS experiment, the watermarked document is compressed using 
different quabty values. The extracted watermarks are compared to the original 
watermark, and the results are plotted in Figure 6.2 (a). Extracted watermarks 
for quality = 80, 50 and 20 are shown In FIgure 6.2 (b) The results show that the 
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Figure 6.2: JPEG test results: (a) Results of JPEG test, (b) Extracted 
I watermark for JPEG quality = 20, 50 and 80 (from left to right). 
method is robust for JPEG even with a very low quality. 
It IS very Important that the watermarking technique is robust to JPEG, since 
most Images are vulnerable to compression, especially If they are to be uploaded 
to the Internet, when the scanner (or any image capture device) and the extractor 
program are in two different locations and the Internet IS used to transfer the 
images. 
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6.2 Linear Filtering 
Another common type of process that changes images in a determirustic fashion is 
hnear filtering, Le 
I' = I®®I 
where I is an image, I IS a filter, and ®® denotes 2D convolutiOn. Many normal 
operations on images are exphcltly implemented with linear filters. The blurnng 
and sharpemng effects in image editmg programs apply simple filtering operations 
[1J. In addition, a scanmng process can be modelled by convolution. 
To understand the effect of linear filtering on the system, the following analy-
SIS is provided: Convolution in the spatial domain corresponds to a multiplication 
in the Fourier domain Thus, we can tWnk of each Fourier component as being 
either attenuated or amplified by a real number. A diffused watermark can be 
represented m the frequency domain using polar coordinates by 
where Ap IS the amphtude spectrum of the diffused operator, Aw , is the amph-
tude spectrum of the watermark, (Jp and (Jw are the phase spectra of the diffused 
operator and the watermark respectively The filtered diffused watermark can be 
represented by 
where Af and (Jf are the amphtude spectrum and the phase spectrum of the filter 
respectively. Durmg watermark extraction (I e. correlation), we get 
Hence, the extracted watermark is a filtered version of the original watermark. In 
other words, in the frequency domain, the watermark is spread across the whole 
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range of frequencies (Spread Spectrum Codtng) Thus, If the watermarked docu-
ment IS distorted by the some process that affects only a fraction of the frequency 
spectrum, as with hnear filtering, then the watermark IS still identifiable. ThIS 
result is supported by the foIlowmg experiments. 
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Figure 6.3: GLPF test results: (a) Results of GLPF test, (b) Extracted 
watermark for GLPF with sigma = 20, 50 and 80 (from left to right) 
6.2.1 Low-Pass Filtering 
To test the effect of Iow-pass fiItermg, the watermarked document is distorted with 
Gausslan Low-Pass Filter (GLPF) of varying degrees of the standard deviation 
sigma (set to radn values). The extracted watermarks are compared to the original 
and the results are plotted m Figure 6.3 (a). Extracted watermarks for slgma = 
80, 50 and 20 are shown in Figure 63 (b). The results show that the method is 
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robust for GLPF, even for very small values of sigma. 
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Figure 6.4: IHPF test results: (a) Results of IHPF test, (b) Extracted 
watermark for IHPF HBW = 20, 50 and 80 (from left to right). 
6.2.2 High-Pass Filtering 
In this test, the watermarked document is distorted With an Ideal High-Pass FIlter 
(IHPF) of varying Half-BandWidth (HBW) The difference between the extracted 
watermark and the onginal are plotted in Figure 6.4 (a) Extracted watermarks 
for HBW = 20, 50 and 80 are shown in Figure 64 (b). The results show that the 
method is robust for IHPF even with large HBW (the watermark can be recogmzed 
from Its edges). 
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6.3 Additive Noise 
Many processes that may be applied to an image have the effect of additive noise 
[1]. That is, 
Cn =c+an 
where c is the original Image, n is the noise, and a is the embedding strength. For 
example, Gaussian noise arises in an image due to factors such as electronic CirCUIt 
noise and sensor noise due to to poor illumination and/or Iugh temperature [24]. 
Such noise processes are cases of add,tzve nmse Most watermarking techniques 
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Figure 6.5: Additive nOISe test results' (a) Results of additive noise test, (b) 
Extracted watermark for embeddmg strength(%) = 20, 50 and 80 (from left 
to nght). 
are specIfically designed to survive this type of distortion. In this test, the effect 
of additive noise on the system is investigated. The watermarked document is 
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distorted with additive Gausslan nOise (seed = 100) with different embedding 
strengths et. The extracted watermarks are compared to the original watermark 
and the results are plotted in Figure 6 5 (a). Extracted watermarks for et = 020, 
o 50 and 0 80 are shown III Figure 6 5 (b). The results show that the method is 
robust for additive noise. Note that II the same noise field as that used for diffusion 
with et = 1 is applied, then the extracted watermark will be a spike. 
6.4 Amplitude Effects 
Many processes applied to a watermarked document are determmlSt,e functions. 
A Simple, but Important example is the change in amplitude, i e. 
Cn =vc 
where c is the orlglllal image and v is a scaImg factor. For music, this simply 
represents a change of volume. In an image, it represents a change in brightness 
and contrast. In tills experiment, the contrast of the watermarked document was 
modified by scaling the amplitude of the Image by several scaling factors between 
v = 1 and v = O. Extracted watermarks for v = 20, 50 and 80 are shown III 
Figure 66 (a), (b) and (c) respectively. This experiment shows that 'amplttude 
effects' have no influence on the model, because any change in the contrast can be 
reversed by removing the foreground with a suitable threshold. 
(a) (b) (c) 
Figure 6.6: Amphtude change test results (a) Extracted watermark for scale 
= 0.2, (b) Extracted watermark for scale = 0.5, (c) Extracted watermark for 
scale = 0 8. 
6.5 Thresholding 
6.5 Thresholding 
A thresholded Image g(x,y) can be defined as 
{ 
1 if f(x, y) > T 
g (x,y) = 
o If f(x, y) :0; T 
166 
where f(x,y) is the orlgmal image and T IS the threshold. This is the simplest of 
all thresholding techniques where we partition the image histogram by using a sin-
gle global threshold T. Image thresholdmg plays a central role in the applications 
of .mage segmentatzon. Segmentation subdivides an image into its constituent 
regIons or objects In our system, thresholding can be applied on the scanned 
watermarked document (i e. instead of scanning the document using grey levels). 
Bmary scanning is faster than grey-level scanning Note, that the 'Foreground Re-
momng' option does not have to be executed after thresholdmg. The experiments 
show that the watermark can be extracted after thresholding m a specific range 
(65 :0; T < 95). Most of the data outside this range are 'cleared' (Le set to one 
or zero). The experimental results are shown in FigIlfe 6 7. Figure 6.8 shows the 
watermarked document after being thresholded with T = 0.75. The FigIlfe shows 
the thresholding interface used in this system. 
6.6 Geometric Distortion 
Geometric distortion affectmg nnage data includes rotation, spatial scalmg, trans-
latIOn, and changes to the aspect ratio. Although many different approaches have 
been investigated, robustness to geometric distortIOn remams one of the most ffif-
ficult outstandmg areas of watermarking research [54J. The geometnc distortIOns 
that are applied to the watermarked document must be identified first. Then the 
distortion IS mverted before the extraction proceeds. Most suggested approaches 
faIl mto one of the the following categories: 
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Figure 6.7: Thresholding test results: (a) Results of thresholding test, (b) 
Extracted watermark for threshold = 0 60, 0 65, 0.75, 0.85 and 0.95 (from left 
to right) 
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.) ThresholdlnQ ' BliIEJ 
Figure 6.8: Thresholding interface. 
(I) Exhaustive search: After defirung a range of hkely values for each distortion 
parameter, every combmation of parameters is examined. 
(ii) RegistratIOn' when the original non-watermarked document is available at 
the extractor sIde, regions suspected of containmg a watermark are aligned 
(using techruques from the pattern recogrution hterature) prior to a single 
application of the extractor. A common approach for public extraction IS 
the embeddmg of a dedicated synchroruzatlOn pattern ill addition to the 
embedded watermark [55J 
(Hi) AutocorrelatlOn. The autocorrelation result (i e peaks in the autocorrela-
hon surface) can be used to idenhfy and invert geometric distortion. 
(IV) InvarIant watermarks: Rather than detect and illvert the geometric distor-
tions, an alternative approach is to desIgn watermarks that are invariant to 
such distortions [35J. 
In the following subsectIOns, our system is tested against these kind of distortions. 
I 
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6.6.1 Scaling 
The size of any image captured by a scanner depends on the resolution used. The 
size of the image is usually dIfferent from the onginal because the resolution in 
the scanner and the printer may be dIfferent. Smce scaling m the spatial domam 
causes inverse scaling in the Fourier domain (Le. as the spatial scale expands, 
the frequency scale contracts and the amplitUde increases linearly), the scaling 
must be reversed before extractmg the watermark. The original document size is 
part of the key (see Section 4.62), hence It can be used to rescale the document 
to Its original size before applying the correlation since correlation is not a scale 
invarIant process. FIgure 6.9, shows the extracted watermarks after: (a) scaling 
(a) (b) (c) (d) 
Figure 6.9: Scaling test results: (a and b) Extracted watermark after scalmg 
up/down while reserving the aspect ratIo, (c and d) Extracted watermark after 
scaling WIthout reserving the aspect ratio. 
up to 348 x 488 while preserving the aspect ratio, (b) scalmg down to 206 x 288 
while preserving the aspect ratio. (c) and d) scale to 200 x 400 and 200 x 300 
respectively WIthout retaining the aspect ratio. In all cases, the watermark can be 
extracted 
6.6.2 Cropping 
Cropping is a typical effect of scanning. The scanned image may be cropped (1 e. 
to include only a part of the original image). Figure 6.10 and Figure 6 11 show 
two examples of cropped documents and the corresponding extracted watermarks. 
The test shows how robust the system is to croppmg. Furthermore, Section 5 1.5 
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(a) (b) 
Figure 6.10: Cropping test results: (a) Cropped document (top=70, left=50, 
height=199, width=299), (b) Extracted watermark after cropping 
(a) (b) 
Figure 6.11: Cropping test results (a) Cropped document (top=O, left=100, 
height=288, width=277), (b) Extracted watermark after croppmg. 
shows that the system is also robust to rrregular cropping. ThIs robustness is 
justIfied by the following analysIs 
Redundant Effects of Convolution 
PhysIcally, convolutIOn can be thought of as a 'blurrtng' or 'smear'mg' of one 
function (image) by another. This blurring effect is clear from the definition of 
convolution Conslder the following defirutions of convolution. 
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(i) Using Founer transform, the convolution between two functions is the same 
as the product of their Fourier transforms III Fourier space (convolutwn 
theorem). 
(11) Mathematically, the convolution between two images of size M x N is defined 
by the following expression [24]: 
1 M-IN-I 
f(x,y)®®h(x,y) = MN L Lf(m,n)h(x-m,y-n) (61) 
m=O n=O 
Equation 6 1 is just an Implementation of (i) flipping one image (mask) about 
the origm, (ii) sliding that function (Image) past the other by changing the 
values of (x,y); (Iii) at each displacement (x,y), the entire summation III 
Equation 6.1lS carried out. 
Convolution can be thought of in terms of a Redundant Embeddmg of one 
image with another. To understand this, It IS helpful to consider the definitIon of 
the ,mpuise function. An unpulse functIOn of strength A, located at coordmates 
(xo, Yo), is denoted by Aa (x - xo, y - Yo) and is defined by the expression 
M-IN-I 
L L s(x, y)Aa(x - xo, y - yo) = As(xo, Yo) (62) 
:1:=0 y=o 
This equation represents one of the most Important properties of the impulse 
functIOn, namely, the sh,jtmg property. Equation 6 2, and USIllg the definition of 
convolutIOn (Eq 6.1), states that the convolution of a function WIth an impulse 
cop,es the value of the function (multiplied by the strength of the Impulse) at the 
locatIOn of the impulse [24]. Figure 6.12, shows two impulse images. The top 
left image contruns an impulse located at (1,1) with strength A = 1 (Part of the 
impulse unage IS magmfied besIde it). The bottom left image contains an Impulse 
located at (20,20) WIth strength A = 0.5. The convolutIon of these two Impulses 
WIth the 'Loughborough logo' Illustrates the effect of the shifting property of the 
impulse functIon. The right Image III FIgure 612 (RI) shows the additIOn of these 
two images. In Figure 6 13, the left Image has the two spikes used III m FIgure 
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Figure 6.12: Redundant effect of convolution: The convolution is simulated 
using addition In the spatial domam. 
612. The right 1lllage (R2) in Figure 6 13 shows the convolutIOn of this image 
with the Loughborough logo Note, that the result of the two exper1lllent RI and 
R2 are identical. 
Since any 1lllage (M x N) used for drlfusion is a set of (M x N) 1lllpulses With 
different strength, then the convolution between this image and the watermark 
can be thought of as an addition of (M x N) images. Each Image is a shifted 
version of the watermark with a strength equal to the correspondmg 1lllpulse. The 
addition of images in the spatial domain is eqwvalent to addition in Fourier space 
(I.e The DFT is a lmear operator). 
From the previous analysis, the texture produced from diffUSIOn IS nothing 
more than a redundant embedding of the watermark. Tills redundancy helps this 
system to be robust agamst cropping attack. 
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Figure 6.13: Redundant effect of convolution: The convolution IS done in 
the frequency domain. 
6.6.3 Spatial Translation 
A translatIOn or shift implies zero padding of the image, such as would occur If an 
image were placed on a scanner and scanned (i e scanrung the whole Image with 
an addItional background). Zero-paddmg In the spatial domain is eqUIvalent to 
increasing the sampling resolution In the frequency domain. FIgure 6 14, shows the 
extracted watermark after applYing different translation shIfts on the watermarked 
document. Watermarks (a), (b), (c) and (d) are extracted after zero-padding the 
watermarked document. The remaining images (Le. e, f, g, and h) are extracted 
from a watermarked document that was padded by Is The shIfting is undertaken 
as follows: 
• (a) and (e). top = 10, left = 10, bottom = 10 and r'ght = 10 pixeIs. 
• (b) and (f): top = 1, left = 1, bottom = 1 and r'ght = 1 pixeIs. 
• (c) and (g): top = 10, left = 10, bottom = 0 and r'ght = 0 plXeIs. 
• (d) and (h): top = 0, left = 0, bottom = 10 and right = 10 plXeIs. 
Cropping the translated document to ItS original sIze IS unportant before 
applying the correlatIOn. Figure 6.15 shows the extracted watermark after the 
tested document has been shIfted by 10 pixeIs from top and left margin. 
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(d) 
Figure 6.14: Extracted watermark after translation: (a, b, c and d) from 
the zero-padded watermarked document, (e, f, g and h) from one-padded wa-
termarked document. 
Figure 6.15: 'IfanslatIOn test results without croppmg. 
6.6.4 Rotation 
Almost all apphcations involvmg printmg and scanning will result in some degree 
of rotation. On the other hand, robustness to rotation IS stIll one of the most 
dIfficult forrrIS of attack. Most watermarking algorithms are robust to a small 
degree of rotatIOn whIle they faIl to extract the watermark for large degrees of 
rotation If document verification is based on a Hat-bed scanner, It IS pOSSible to 
place the Image m the corner of the scanner in order to minimize the effect of 
rotation. 
Rotating an image by an angle (J in spatial domain rotates the frequency 
space data by the same angle. Hence, m our system, the rotation must be reversed 
before applymg the correlatIOn Figure 6 16 shows the extracted watermarks for 
documents that have been· 
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• a) Rotated by one degree. 
• b) Rotated by one degree and then cropped to its original size. 
• c) Rotated by one degree, rotation inverted and then cropped to its original 
size. 
• d) Rotated by two degrees. 
• e) Rotated by two degrees and then cropped to Its origmal size. 
• f) Rotated by two degrees, rotation inverted and then cropped to its original 
Slze. 
This experiment shows that the system can not extract the watermark after rota-
tion, unless, the tested document was rotated by one degree or less (e :<:; 1) and 
then cropped to its original size. For larger angles, the rotation must be reversed 
first and then cropped to Its original size. This 'Reverse Process' can be apphed 
(b) (c) 
(e) (f) 
Figure 6.16: Rotation test results' (a, b and c) Watermarked document 
rotated by one degree, (d, e and f) Watermarked document rotated by two 
degrees. 
using any of the techniques mentIOned prevIOusly (autocorrelatlOn,. etc). In thIS 
system, an interactive interface (see Figure 6 17 has been designed to help the user 
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test several angles and see the results directly. This mterface can be used to test 
the remaming geometric dIStortion. 
In the following chapter, some applications that can benefit from this system 
are introduced. 
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Chapter 7 
Applications, Future Work and 
Conclusions 
7.1 Applications 
The watermarking method discussed in thIS thesIS can be used m wide variety of 
applications. In this chapter, some of these applications are demonstrated. 
7.1.1 Authentication 
Authentication of a document IDlage should ensure that the document has not 
been altered from the time It was created and signed by the author to the time 
it was received at the destinatIOn (i e exact authenttcatwn). Authentication of 
paper documents is an important concern as the ability of counterfeiters has been 
increased substantially in recent years This is contributed to by the dramatic 
improvement in the capability of high resolution scanners and printers. Moreover, 
digital documents can be accessed and modified by intruders relatively easily. Tlus 
is especially true m the case of documents that are exchanged over the Internet. 
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w@ Zarka Private University 
Card No 00002/Q1960 
QuaUficabons BSPC Mt. KkaIe( Mum.ua 
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Figure 7.1: (a) ID card with diffused photo, (b) Extracted watermark. 
Using the model and methods discussed here, a selectwe authent,cat,on ap-
proach can be applIed m which only sigmficant changes cause authentication to 
fail. ThIS can be verified by embeddmg some mformation m a document that can 
be later be verified as to whether It has been tampered with or otherwIse. 
Photo Verification System 
FIgure 7.1 shows a sample of an ID card, where a grey, scaled down version of the 
photo has been dIffused (usmg optIOn 2 from the adaptive filtermg) and prmted 
beside the original image. SubstantIal edIting, such as changmg the original photo, 
wIll be illegitimate because it will completely change the interpretation of the card. 
Thus, a photo verification system can be deSIgned to do the followmg: 
(i) Capture the dIffused watermark usmg any tool (scanner, camera, etc) 
(H) Read the key. The key might be: 
(a) Encoded using bar code, or 
(b) Stored in a local Database, or 
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Figure 7.2: Watermark' combination of photo and text. 
(c) Stored in a mstance Database that can be accessed via the Internet. 
(ill) Extract the watermark. 
(iv) VerIfy the authentIcIty by comparmg the original photo with the extracted 
one This can be done either by: 
(a) A subjective test, using the judgment of human beings. For more 
detaIls on the scales that have been suggested for use in evaluatIOn of 
watermarking qualIty refer to [56J. 
(b) QualIty metrics, such as the Mean Square Error (MSE). 
(c) Any other matclnng algorithm includmg the application of an Artificial 
Neural Network. 
Such a system can be modified to mcl ude more mformation in the dIffused 
watermark, such as the name of the ID card holder (see FIgure 7.2). Moreover, 
the dIffused watermark can be the background texture for the ID card 
Statistical Verification System 
When a document is prepared using MS Word, for example, or any other ma-
jor word processing package, statIStical informatIOn from the document can be 
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354410/001200314:12739 
Figure 7.3: Coded statistical information 
gathered, information about the author, date and time, number of characters and 
spaces and so on. A verificatIOn system can use this informatIOn to check the 
authenticity of the document. Any attempt at modification of the file will be 
reflected in Its statistics. The system can eIther incorporate these data in plain 
text or as a diffused code into a patch on the document which is encoded mto an 
indecipherable image as shown in FIgure 7 3 The Image needs to be attractively 
packaged m an appropriate place on the document - the bottom right hand corner 
or example 
It is assumed that the recipIent of the document (scanned or electronic) will 
have the appropriate software available. The encoded image IS read into the decod-
mg software and text-recogmtwn used to reveal the text whIch is then compared 
with the plam-text statistics of the document The data in the Image can alter-
natively be checked manually against the statistIcs of the file instead of using text 
recognition. Each author can have a particular key for encoding of Image. Upon 
receipt, the recipient apphes that particular key to decode the image. Alterna-
tively, a separate one-time PIN can be translllitted to the recipient in order to 
decode the image 
Specific Parts Verification System 
The system described III the previous section can be extended to include a 'spe-
cific parts' from of the text that must be correct, e g. a sum of money, name of 
I 
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Bank X With sort code 12·23·34 Will transfer the sum of $2500 from account number 
MWM mtJfa 
9876543 to account number 12345678 at Bank Y With sort code 98·76·54 
__ BlIIIJ 
Figure 7.4: Coded specific part from a document. 
Bank X with sort code 12·23·34 Will transfer the sum of $2500 from account number 
12·23·34 I I $2500 I 
9876543 to account number 12345678 at Bank Y With sort code 98·76-54 
I 9876543 12345678 I I 98·76·54 
Figure 7.5: Revealed document after coding specific parts. 
beneficiary etc. An example is shown in Figure 7.4. After decodmg, the message 
would be as given in the Figure shown m 7 5 
Clearly, the drlfused code could be placed into the background of each data 
field (i.e. instead of placmg it in the next empty line). 
Another example, Figure 7.6(a) shows a gift voucher that has been used in 
the prevIOus chapter (see Figure 6 1). In this voucher, the amount has been edited 
and changed from 500 to 5000 The counterfeiting is easily discovered when the 
watermark IS extracted, as shown in Figure 7.6(b) 
7.1.2 Transaction Tracking 
Also called jingerprmtmg, transactIOn tracking involves the embedding of a differ-
ent watermark mto each distnbuted copy. This is especially useful for identifymg 
people who obtain a document legally but illegally redIStribute It. 
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(b) 
Figure 7.6: Gilt voucher that has been tampered wIth: (a) The counterfeIted 
version, (b) The extracted watermark 
Leaked Document Monitor 
One common method to monitor and dtscover any 'leak' associated wIth a very 
unportant document is to use viSIble marks. For example, hIghly sensitIve docu-
ments are sometimes printed on backgrounds containing large grey digits usmg a 
dIfferent number for each copy. Records are then kept about who has which copy. 
Of course, ImperceptIble watermarks (or at least dIffused watermark) are prefer-
able to visible marks (ViSIble marks are easy to remove/replace from a document 
when It IS copied). Usmg this model for document watermarkmg, the tracking 
number is dIffused and inserted into the background (see Figure 7.7). The diffused 
watermark IS inseparable from the document. The adversary (a person who at-
tempts to remove, disable, or forge a watermark for the purpose of cIrcumventmg 
ItS original purpose) does not know the embedded number and can not recognize 
the difference between copies (It IS dIfficult for human eyes to find a difference be-
tween two copIes with dIfferent watermarks) Note, that a colour background can 
be generated by adjusting with the colour balance m each channel (i.e. RGB chan-
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Figure 7.7: A watermarked exam. 
nel). Further, each RGB channel can be based on a dUferent key. The extracted 
watermark is shown in Figure 7.8 
7.1.3 Owner Identification (Copyright) 
Copyright can be undertaken by embeddmg the identity of a document's copyright 
holder as a watermark in order to prevent other parties from clanning the copyright 
of the document. The embedded data can be a biometnc characterIStic (such 
as signature) The receiver of the document reconstructs the signature used to 
watermark the document, which is then used to verify the authors clrurned identity. 
Signature Verification System 
Handwritten signatures are commonly used to certify the contents of a document 
or to authenticate legal transactions. A handwntten signature IS a well-known 
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Figure 7.8: Extracted watermark from a coded exam. 
biometnc attribute. Other blOmetric attnbutes, which are commonly used for 
authentication include Iris, hand geometry, face, and fingerprints (See [57, 58]). 
While attributes lIke the iris and fingerprints do not change over time, they re-
quire Special and relatively expensive hardware to capture the blOmetric data. An 
important advantage of the signature over other biometnc attributes IS that It 
has been traditionally used in authenticating documents and hence IS socially ac-
cepted. Signature verificatIOn is usually done by ViSUal inspection In automatic 
signature venfication, a computer takes over the task of comparing two signatures 
to determine If the similarity between the signatures exceeds some pre-specmed 
threshold. There a many similarity measures that can be used for this purpose. 
Figure 7 9(Ieft) shows an example for this approach. The signature of the cus-
tomer IS diffused and inserted mto the background of the cheque. Each customer 
has their own key that IS known only to them and their bank. They use the key 
to generate the background and then print the cheque. The bank then uses the 
key to extract the customer signature from the cheque. If the extracted and the 
eXlstmg signatures on the cheque are matched to each other, then the cheque is 
accepted. 
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Figure 7.9: (Left) watermarked cheque, (Right) extracted watermark. 
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7.1.4 Steganography and Cryptography. 
In steganography, one message is hidden inside another, without disclosing the 
existence of the hidden message or making it apparent to an observer that thIS 
message contains a hidden message [2J. Moreover, the information hidden by a 
watermarkmg system is always associated with the object to be protected or its 
owner while steganographic systeUlS just hide information On the other hand, 
cryptography can be defined as the study of secret writing (Le. concealing the 
contents of a secret message by transforming the origmal message into a form that 
cannot be easily mterpreted by an observer) 
Clearly, our model (diffusion and confusion) can be easily used in both ap-
phcatlOns. The hidden message can be transformed into a diffused form (i e en-
crypted) and inserted into the background The hidden information might have 
no relation with the text (foreground). At the same time, backgrounds are usually 
used with documents and so diffused data will not necessarily trigger the attention 
of an observer. Moreover, the hidden message is also encrypted which increases 
the security level of such documents. 
7.2 Future Work 
In this section some ideas that reqmre further investigation based on the model 
and methods developed for thIS thesIS are dIScussed. 
7.2.1 Additive Security Barrier 
An additive Security barrier IS to transfer the d,jJv.seo. watermark to a texture that 
looks like a 2D barcode (see Figure 7.10). The reason for using this transfer is 
to increase the security of the system and to force potential attackers to proceed 
incorrectly m their attempts to break the system 
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Figure 7.10: A 2D barcode. 
2D barcodes are two-dimensional graphical pattern that encode mformation. 
They allow for higher information density than a standard one-dimensIOnal bar-
code. A one dimension barcode is a machine-readable representation of information 
in terms of the widths and spacings of printed parallel lines They can be read 
by optical scanners called barcode readers or scanned from an image using special 
software. 
Generating 2D Barcode Texture 
For application to 2D barcodes we consider the following. 
(i) The diffused image is a grey-scale image, wMe the target barcode is a 
black/white image. 
(u) This watermarking model IS robust agrunst thresholding attack (see Section 
65). Clearly, the robustness can be increased If the watermark IS bmary and 
the texture field is used (I e. Without adding a foreground). In this case, the 
watermark can be extracted even if we set the threshold T to 50% or less. 
(ih) XOR is exclusive-or operation (al). It's standard operations on bits are: 
OalO=O 
Oal1=1 
1alO=1 
1al1=0 
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If one bmary image is XORed with a binary uniform noise (where the black 
pixels are roughly equal to the number of wlute pixels), then the resultant 
image has a uniform distribution of white and black points and resembles a 
2D barcode. 
(iv) XOR is a symmetric algorithm. XORing the same value twice restores the 
original value (a a7 b a7 b = a). In another words, the coding and decoding 
uses exactly the same program. 
Based on the pomts above, the following algorithm that transfers a grey-scale 
image to a texture field that resemble 2D barcode (or to transfer a texture field 
that resemble 2D barcode to a grey-scale image) IS suggested. 
Algorithm 7.1: Uniform modulation. 
o = UniformMod(I,seed){ 
2 [cols,rows]= s1ze(I); 
3 U = GenerateUniformNoise(cols,rows,seed); 
• T = 50; 
5 I = Threshold(I,T); 
• U = Threshold(U,T); 
7 0 = I a7 U; 
· } ~-----------------------------------------
In terms of a systems protocol, this algorithm can be the last step m the 'codmg 
phase' and the first m the 'extraction phase'. The diffused watermark (Figure 7.11 
(a)) is converted into a binary image (Figure 711 (b)). Next, a uniform noise is 
generated (Figure 7.11 (c)) and converted to a binary image (Figure 7.11 (d» using 
the same threshold. Finally, the two images (Figure 7 11 (b) and (d)) are XORed 
with each other (Figure 7.11 (e)). The same algorithm 18 then used for decoding, 
except that the input is the 2D barcode texture field. The extracted watermark is 
7.2 Future Work 190 
(e) (f) 
Figure 7.11: Generatmg a 20 barcode texture field: (a) Grey-scale image; 
(b) Binary image after thresholdmg image m (a); (c) Uniform noise; (d) Bmary 
image after thresholding image in (c); (e) 2D barcode; (f) Extracted watermark 
from 20 barcode. 
shown in Figure 7.11(f) It would appear, that the extracted watermark is clear 
enough, makmg this approach practically realizable. 
A suggested application for this system is shown m FIgure 7.12 It shows a 
part from an OffiCIal document of Loughborough univerSIty where the univerSIty 
logo appears on the top of the document. The Loughborough logo is dIffused and 
placed beside the logo. 
7.2.2 A Further Security Barrier 
In this applIcation, the diffused watermark IS replaced (instead of transfered) WIth 
a real 20 barcode. An example is shown in Figure 7.13. 
In order to use a published 20 barcode to generate the dIffused watermark, 
a third image must be created and stored somewhere else The third image is 
generated by simply XORmg the 20 barcode and the bmary version of the dIffused 
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to a Research Degree 
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Figure 7.12: Document header consisting of a logo and a semi-2D barcode. 
U L01!ghbproughl 
UnIversIty 
Application for Admission 
to a Research Degree 
Figure 7.13: Document header consistmg of a logo and a real2D barcode. 
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watermark. The creation of this lffiage is compounded in the following algorithm: 
Algorithm 7.2: Create a thrrd image from the input images. 
13 = CreateThird(I1, I2){ 
2 T = 50j 
3 11 = Threshold(Il,T); 
4 12 = Threshold(I2,T); 
5 13 = 11 $ 12; 
. } 
~-----------------------------------------
Here, the 2D barcode plays the role of a publIc key while the third image is plays 
the role ofthe private key. The suggested scenario for the coding step is as follows 
(I) Generate the diffused watermark. 
(ii) Determine the publIc key. 
(Iii) Generate a 2D barcode that represent the public key. 
(iv) Generate the third Image from the 2D barcode and the diffused watermark. 
(v) Store the thrrd image as a private key (compressed version). 
(vi) Publish the 2D barcode as a public key. 
The suggested scenario for the decoding step is as follows: 
(i) Read the public key from the 2D barcode usmg any barcode reader 
(u) Use the publIc key to retrieve the private key. 
(iii) Generate the third Image (biliary diffused watermark) from the 2D barcode 
and the private key 
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Figure 7.14: Extracted watermark for XOR coding. (a) Electronic version, 
(b) Scanned version. 
(iv) Extract the watermark. 
In thIS way, we increase the confusion of the attacker by publishing a real 
2D barcode. Moreover, the extracted data from the 20 barcode is nothing but a 
public key that will be used to get the private key. 
XORlng after Scanning 
One drawback of usmg the XOR processes III the decoding step is: the two images 
(the 2D barcode and the third image) must be registered With each other pixel by 
pIXel. N ormaIly, a scanned unage may have some translation. Consequently, the 
XOR operatIOn is not robust to scanning unlike the convolution operation. Fig-
ure 7.14 shows the extracted watermark after using XOR in coding and decoding. 
One solution to this problem, is to replace the XOR process by convolution m 
coding step and correlation (Wiener filter) in decodmg step Figure 7.15 shows 
the extracted watermark after using convolutIOn/correlatIOn instead of XOR. The 
comparison between the two results shows that XOR IS not snitable for paper wa-
termarking However, it is sunpler to Implement than the convolution/correlation 
process. 
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==== (a)==== (b) 
Figure 7.15: Extracted watermark for convolution coding. Ca) Electronic 
verSIOn, Cb) Scanned version. 
7.3 Conclusions 
Valuable paper documents are subject to misuse by Criminals. This IS largely 
due to the dramatic improvement in personal computer hardware and peripheral 
equipment. Embedding watermarks into a printed document is one way to secure 
them. The abIlity to extract the watermark from a printed copy is generally 
useful to help estabhsh ownership, authenticity, and to estabhsh the Origin of an 
unauthorized disclosure However, finding a robust watermarking technique IS a 
continning challenge. ThIS is due to extensive amount of noise that is added when 
a document is printed and scanned. Moreover, printed documents do not mamtam 
their quahty over time 
In this work, a new watermarking method for paper security is presented. Un-
hke tradItIonal watermarkmg techniques, the new approach can extract the hidden 
watermark after a print/scan attack This IS achieved by using the convolutIOn 
and correlatIOn processes for coding and decoding respectively. This approach IS 
chosen because of its compatibility with the principles of the physIcal OptICS in-
volved in scanning a document. The watermark w IS convoluted C diffused) WIth a 
source of noise p and placed into the background of a text document. The water-
mark IS extracted by removing the text n using a modIfied median filter. Then the 
diffused watermark is correlated with the original nOISe source. The whole process 
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(i e. codmg and decoding) IS deSCribed m the followmg formula: 
w' = IDFT 
Foreground Remomng 
. --.. \'
(A:::::;;.o;+n) -n Ape-'Op 
o. , 
• 
con/U8'on I 
---";---" • Correlation 
= IDFT {Awe'Ow IApI2} 
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where uI is the extracted watermark. The extracted watermark is a noisy version of 
the embedded watermark. This noise is due to the power spectrum 1 Ap 12. In order 
to enhance the extracted watermark, the power spectrum term must be ehmmated 
or at least minmllzed its effect. One way to do this IS to diVide the output over the 
power spectrum during the diffusiOn step or correlation step. To avoid singularities, 
each zero m 1 Ap 12 is replaced by 1. Alternatively, choose p such that it has a 
homogeneously distributed power spectrum across all frequenCies, (such as white 
noise) or pre-process the diffUSIOn operator p by replacmg its amplitude spectrum 
with a constant value. However, these conditIOns are restrictive. 
It has been demonstrated that this method is robust to a wide variety of 
attacks including geometric attacks, drawing, crumpling and print/scan attack 
Experiments also show that the method is relatively insensitive to lossy com-
pression, filtermg , amplitude adjustments, additive nOise and thresholdmg. The 
experiments undertaken also show that the system is 'weak' in terrns of a rot ... 
tional attack. This can be minimized by placing the document in the corner of the 
flatbed. 
The visibility of the diffused watermark and the compatibihty of this system 
with the physical prinCiples of an imaging system, mcrease the robustness of the 
system and prOVide a successful approach to the extraction of the watermark after 
scanning at low resolutIOn which to date is not pOSSible using any existing com-
mercial system. Furthermore, using correlation in the extraction phase increases 
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the robustness of the system to some important attacks such as translation and 
cropping (most likely to occur during a scan). 
A variety of applications can benefit from this system, such as. photo venfica-
tion, venfication of document statistics, leaked document momtoring and signature 
verificatIOn. The system is secure and can not be attacked easily. First, the fea-
ture IS 'UnsUSPICIOUS' as many documents have a background texture. Second, the 
attacker does not know the algorithm used to generate the diffused watermark 
Even if the attacker does know the algorithm, he/she must still know a Significant 
amount of mformatlOn before the system can be broken, such as: the correct seed, 
the diffusion operator type, the original Image size and so on Fmally, chaos can be 
used to generate noise fields based on an unllInited number of functIOns to prOVide 
multi-algonthmiclty. 
Using 2D barcode as a replacement for the diffused watermark can add more 
features to the system regardmg its security. Further work should be undertaken 
in developing trus idea and evaluating it in terms of its potential to provide a 
source of dismformation 
Appendix A 
Diffraction Theory 
The method of watermarking developed for this thesIS has been aimed at devel-
oping a system that can operate using standard off-the-shelf low resolution unage 
capture devIces such as a dIgItal camera (WebCam) and/or a flatbed scanner. 
These hardware devIces use incoherent white light to generate an image. In order 
to utilize such standard image capture devIces, a watermarkmg scheme must be 
developed that is compatIble with the principles of the optICal system used. To 
do this, we must understand the mathematical models associated with the propa-
gation and scattenng of light that is used to form an image and in particular, the 
lmear systeDlS theory approach to unage formatIOn that is ultunately compounded 
m a convolution process (the basis for generated a watermark used for this thesIS). 
This result is a direct consequence of applying a scalar theory for modeling the 
dIffractIOn of hght which, for surface scattenng, is based on the application of the 
Kirchhoff boundary (surface) condItIOns leadIng to the Kirchhoff theory of (OptI-
cal) dIffraction. This theory provides us WIth the basic model for how an optical 
image is formed from which important properties can be mferred and thus, used to 
deSIgn a watermarkmg system that is robust to existing optical imagmg systeDlS. 
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A.I Scalar Diffraction Theory 
In order to approximately describe optical diffractIOn, It is reasonable to first adopt 
a scalar model for light. This type of model is concerned with a monochromatic 
scalar 'disturbance' 
V(r, t) = U(r) exp( -iwt) 
where U is the scalar complex amphtude, w is the angular frequency (=211"x fre-
quency), t is time and r is a three dimensional vector which ID Cartesian coordi-
nates is given by 
r=xx+yy+zz 
In free space V satisfies the homogeneous wave equation 
where c is the velocity of hght and U satISfies the homogeneous Hehnholtz equation 
where 
k=~=211" 
C oX 
Here, k IS the wavenumber and oX is the wavelength. 
Scalar diffractIOn theory (winch essentially stems from solutions to the above 
equation - subject to carefull interpretation of the phYSical significance of such 
solutIOns) should be regarded as a first approximation to optical diffraction. 
The observed intensity I (the observed quantity at optiCal frequencies) can 
be taken to be given by (by definitIOn) 
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A.2 Kirchhoff Diffraction Theory 
All calculations m this section and the following sections are based on the context 
of a simple 'aperture-based' optical system. The geometry of such system is shown 
in Figure A.I In this figure· 
• G is the point where the z axis intercepts the plane of the aperture. 
• Q(x, y) is the pomt on the aperture surface used to evaluate the dIffraction 
integral. 
• P(xo, Yo) is the point on the observation screen gtving rise to a portion of 
the dIffraction pattern. 
• Zo is the distance from the aperture to the screen. 
• n is a vector normal to the aperture surface. 
• / ro / is the distance from G to P. 
• /r - ro/ is the distance from Q to P. 
• () is the angle between ro and z axis 
Consider a scalar wave field U described by the homogeneous Helmholtz equation 
Let U. be the field incident on a surface S and introduce the followmg (Kirchhoff) 
boundary conditions 
aU aU. 
U=U" an = an on S 
In the case of an aperture formed by constructing a hole in a screen, the conditions 
above apply over the plane of the aperture and U. may be considered to be the 
field mCldent on the plane of the screen m the absence of the screen Itself. 
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.. 
Aperture Screen 
Figure A.1: Diffraction of a plane wave from an arbitrary shaped aperture 
The Krrchhoff boundary conditions Ignore edge effects at an aperture and 
thus will only be valid for apertures very much smaller than a wavelength. The 
diffraction theory which stems from a solution to the Helmholtz equatIOn based 
on these boundary conditions is called the Kirchhoff diffraction theory 
Green's Function Solution 
Consider the Green's function G which is the solution to 
and given by 
1 
G(r I ro, k) = 4 I I exp(tk I r - ro I) 
1r r - ro 
We can construct two equations. 
Subtracting these equatIOns and integratmg over a volume V we obtam 
ff! UoaV = ff! (Gt;72U - Ut;72G) dV 
v v 
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Using the shifting property of the delta functIOn together with Green's theorem, 
we obtain a solution for the field U at ro, Le. 
U(ro) = J J (G~~ -U~~) dS 
s 
Introducmg the Kirchhoff boundary conditions we arrive at the basic Kirchhoff 
diffraction formula given by 
U(ro) = J J ( G~~ - U. ~~) dS 
s 
This equation is sometimes called the Kirchhoff integral. To compute the diffracted 
field using the Kirchhoff integral an expression for U. must be introduced and the 
derivatives 1)1 I)ft with respect to U. and G computed Consider the case where the 
incident field is a plane wave field of umt amplitude (with wavenumber k =1 k I, 
k = klk). Then 
U. = exp(,k. r) 
and 
~~ = ft "V exp(,k· r) = ,k· iiexp(,k· r) = ,kft· kexp(ik r) 
The calculation of I)G Il)ft is more complicated 
and 
"VG 
I)G = ft "VG 
I)ft 
_ x exp(.k (%-%0)'+) (%-%0) 
4" (% %0)'+' ..j(% %0)2+ 
= m(ik-lr~rol)G 
-----------------------------------.... 
A.3 Fraunhofer Diffraction 
where 
, r- ro 
m = "-1 r---r-'o"""'1 
Therefore, 
8G , '( k 1) G 8n =n·m t -Ir-rol 
In most practical circumstances, the diffracted field is observed at distances. 
I r - ro I, where 
I r-ro I» >. 
This condition allows us to introduce the slmphfication 
"i1 G '" tkrilG 
so that 
8G k' 'G an ~z n·m 
The Kirchhoff diffraction formula then reduces to the form 
A.3 
U(ro) = ,k J J exp(,k· r)(n. k - n· ril)GdS 
s 
Fraunhofer Diffraction 
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Fraunhofer diffraction assumes that the diffracted wavefield is observed a large dis-
tance from the screen. The point of observation 18 ill the far field For this reason, 
Fraunhofer diffraction IS sometimes called diffraction in the 'far field'. Mathemat-
ically, it represent an asymptotic solution to the problem posed by the Kirchhoff 
diffractIOn formula given above. 
The basic idea is to exploit the slmphfications that can be made to the Kirch-
hoff diffraction integral by considering the case when 
I r 1«1 ro I 
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As the pomt r moves in the domam of integration, the complex exponent describing 
the Green's functIOn changes rapidly but If TO » T where TO =1 ro 1 and T =1 r 1 
then 
and 
where 
1 1 
'I r---=---ro-'I ~ TO 
• ro 
ro=-
TO 
In this case, the Kirchhoff diffraction integral reduces to 
tkor. II . U(ro) '" 41rTo exp(tk· r) exp(tk 1 r - ro DdS 
s 
where 
The next simplification that can be made under the conditIOn TO > > T IS to the 
exponent 
exp(tk 1 r-ro D 
Now, 
1 r-ro 1 
1 
= [(r - ro) (r - roll' 
= [r2 - 2r· ro +rij]t 
I 
( 
r.ro T2)' 
= ro 1-2--+-
rij T5 
Introducing a binomial expansion of thIS result, 
1 r-ro 1 
r2 
= TO - r ro + - + ... 
2TO 
~ ro-r-ro; r«ro 
the Krrchhoff diffraction integral reduces to 
U(ro) '" tkor. exp(tkro) Ilexp(tk. r) exp( -tHo · r)dS 41rTo 
S 
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We are now m a position to introduce the geometry of the 'aperture system' which 
can be descnbed using the Cartesian coordinates: 
r = Xx + yy+zz 
ro = Xxo + YYo + zzo 
Here, Xo and Yo can be taken to describe the posItion on a fiat screen at a distance 
zo from the drlfractmg aperture. Consider the following physical conditions. 
The aperture is illuminated by a plane wave at normal 
inCidence 
1-0 '" z The diffraction pattern is observed only at small angles 
kz -> 0 The aperture is 'infirutely thin' 
The first two conditions gIVe 
and with the third condition we obtain 
U(xo, Yo, zo) = 1 exp~okro) J J exp [- ~: (xxo + YYo)] dxdy 
s 
TIus equation gives the amplitude at (xo, Yo, zo) in the far field when the aperture 
IS illummated by a plane wave at normal incidence. 
Smce a point of observatIOn lies in a plane (the observation screen) located 
at a fixed distance Zo from the aperture, 
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Using this expression for ro in the exponent exp{tkro) but using ro '" Zo elsewhere, 
we have 
Fmally, let the aperture be filled with an arbitrary distribution f{x,y) that 
IS zero outside S, then 
00 
i exp{,kzo) (x~ + Y6) J ( tk ) U{xo,Yo) = >. Zo exp tk 2zo f{x,y)exp - Zo (xxo + Wo) dxdy 
-00 
where U is the amplitude of the Fraunhofer dtffraction pattern produced by the 
aperture amphtude f at a distance Zo from the aperture. f can be taken to describe 
the 'shape' of the aperture. 
A.4 Fresnel Diffraction 
Consider the Kirchhoff dtffraction mtegral derived earlier 
tka If U{ro) = 41rro exp{tk r) exp{'k I r - ro I)dS 
s 
where 
The Fresnel apprOXImation considers only the field which occupy a small angle 
to the optical axis (z axis), in the exponential functIOn where small changes in r 
result in a large phase changes. We consider the expansion of I r - ro I to second 
order and retain the term r2/2ro, i e 
I r-ro I r2 = ro-r·ro+-+··· 2ro 
r2 
~ To-r ro+-2ro 
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TWs approximation is necessary when the diffraction pattern IS observed in what 
is called the intermediate field or Fresnel zone. 
U(ro) "" ;~~ exp(ikro) J J exp(,k. r)exp(-'kro' r)exp (ik;:J dS 
s 
Consider a Cartesian coordmate system where 
ro = :ho + YYo + :ho 
Here, Xo and Yo are taken to represent the positIOn on a flat screen at a fixed 
distance Zo from the aperture. Further, let 
k "" z plane wave at normal inCidence to the aperture 
fo "" z observatIOns at small angles only 
kz -+ 0 'infinitely tWn' aperture 
Then, 
U(xo,Yo) = ~ exp~:kro) J J exp [- ~: (xxo +YYo)] exp [;~ (x2 +y2)] dxdy 
S 
As with the analysis associated with Fraunhofer diffraction, we substitute 
x 2 +1l2 
ro""zo+ 0 0 
2Zo 
into the exponent exp('kro) but use ro "" Zo elsewhere. By introducing an aperture 
amplitude function f (x, y), the amplitude function is then given by 
U( ) ' exp(,kZo) ( kX~ + Y5) Xo, Yo = \ exp' 2 
" Zo Zo 
00 
X J J(x,y)exp[-::(Xxo+yyo)]exp[;~(x2+y2)]dXdY 
-00 
From the last equation we see that U IS essentially (ignormg scaling constants) 
given by the convolution of 
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or 
i exp(tkzo) (tk 2 2 ) U(x,y) = A ZO f(x,y)0®exp 2zo[x +y] 
where ®® denotes the 2D convolution integral. 
IgnorIng scahng, we can define the Fresnel transform as 
s(x,y) = exp[w(x2 + y2)] ® ®f(x,y) 
where a = k/2zo. 
This result describes Fresnel diffraction - the diffraction pattern observed in the 
mtermediate field. 
Appendix B 
Research Software 
Durmg the development of this research thesis, a software package was developed, 
wntten using MATLAB 6.5 Release 13. The package mcludes all functIOns used 
durmg the research, supported with a prototype graplucal user mterface. The 
package IS designed to be a research environment rather than an end-user package 
and as such, should be of a value to a future researcher in this area. The MATLAB 
code IS provided in the accompanying CD given at the back of this thesis 
The main interface for this package is shown in Figure B.I. 
B.l Running The Package 
The accompanymg CD contams all the MATLAB files (*.fig; • m) needed to run 
the software. The following steps are used to run the package 
(i) Copy Mat-Programs folder from the CD to your hard disk 
(11) Start MATLAB 
(Iii) Add CommonTools folder to the execution path of MATLAB. 
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(a) From the MATLAB File menu choose "Set Path". 
(b) ClIck on "Add with sub folders" button. In the wmdow that ap-
pears, select the MatJ'rograms\ Common Tools folder. 
(c) Click on "Save" and then on "Close" buttons. 
(IV) From the MATLAB File menu, choose "Open". In the wmdow that ap-
pears, select the Mat-Programs folder 
(v) Double-click on "Holography1.m" file. 
(vi) To execute the file press "FS". 
B.2 User Interface 
The main window is composed of a menu bar and six frames. Each frame can 
hold an image. The main menu and its sub-menus are shown m Figure B.2. All 
operations applied on each Image are grouped in a context menu that can be 
activated by the right-click optIOn button beneath each frame. The context menu 
and Its sub-menus are shown in Figure B 7. 
B.2.! Main Menu 
File SubMenu 
File menu provides several unportant commands which are as follows: 
File>Load 
This package supports only unages in Bitmap format, and six images can be opened 
at anyone time To open an image, choose this optIOn. Then, select the colour 
mode. Fmally, select the file from the "Open File" dlalog box. The package 
provides two colour mode: grey and RGB. Grey scale images are made up of 8 
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bits of informatIOn per pixel and use 256 shades of grey to simulate gradatIOns in 
colour. RGB lIDages use three colours (red, green, blue) to produce up to 16.7 
lllillion colours on-screen. RGB images are three-channel images, so they contain 
24(8 X 3) bits per pixel. As requested, the package will convert from grey-scale to 
RGB images and vise versa. The images are displayed m the first available frame 
m the mam window (i e. starts from the first frame, progresses toward the end 
and starts agam). The size of each image (hetght x wtdth) is displayed as a part 
of the image captIOn. 
File>Generate Diffuse Operator 
This option prOVides the ablhty to generate the diffusion operator used to diffuse 
the watermark Figures 4 5, and B.3 shows the interface used to generate a grey-
scale and RG B noise field respectively The interface provides different operators 
such as Gaussian, Uniform, Fractal, Chaos,. etc. Figure 4.4 shows the menu 
that hsts all these operators. Each operator has its own parameter set. For 
RGB noise, It IS necessary to specify the operator and its parameter set for each 
channel Current (active) channel( s) are those that have their checkbox checked. 
To regularize the spectrum of the noise, chck on "Clear Amplitude" checkbox 
To replace all zeros in the nOISe's amplitude spectrum by one, click on "Clear 
Zeros" checkbox (for more details refer to Adaptive filter: Optzon 2). 
File> Scan 
Scanned images can be imported directly from any scanner that supports the 
TWAIN interface Before scanning an image, it is necessary to make sure that 
the software for 'driving' the scanner IS Installed. To Import the scanned Image, 
choose the scan option and then choose the desired colour mode. The scanner's 
interface Will appear directly. When the scannmg is finished, the image appears 
m the next available frame m the mam wmdow. 
File> Print All 
Chckmg this optIOn brings up the "Print" dialog box. This optIOn prmts the 
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.. ) Select Two Images El 
Figure B.4: 'Select Two Images' 1Oterface. 
main window Figure B.l IS a sample printout. 
File> Reset All 
Using this option, all frames are cleared. ThIS option is useful for 10ltiating a new 
session. 
File>Exit 
Using this option terminates the application. 
"Operations on Two Images" SubMenu 
In thiS menu, all binary operatIOns (i e. as applied to two input images) are 
listed. The two input images must be loaded and displayed in any frame before 
the operatIOn can be applied. Whenever execut10g any of these binary operations, 
a window is generated to locate the input and the output Images This window is 
shown in Figure BA. 
Diffusion 
Clicking on tills option displays the diffusion interface (see Figure 4 6). It shows the 
diffusion operator in the left frame and the diffused image m the right frame By 
------------...... 
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clickmg on "Change The Diffuse Operator" button, the dJffusion operator can 
be changed To see the extracted watermark directly, click on "De-Defusion" 
button. The interface provides three ways to extend the small image (the two 
input images must have the same size) which are explamed later. By default, thIS 
interface convolves the first unage with the second image When the "Apply2" 
button is pressed, the output is divided by the power spectrum of the noise. To 
go back to the default output, click on "Applyl" button (for more detaIls refer 
to Adaptwe filter: optton 1). 
De-Diffusion 
Chckmg on this option displays the de-diffUSIon interface (see FIgure 4.8). The in-
terface shows the extracted watermark. By default, this interface uses the matched 
filter. To use the inverse filter or the Weiner filter (i e AdaptIve filter: Options 4 
and 5) the correspondmg sliders can be used which are set between the frequency 
components used in matched filter and those used in inverse or Wiener filter Ac-
tivating the corresponding "Apply" button produces the result The maximum 
and mmunum energy (i e. power spectrum) IS shown m the top left corner of the 
interface The current value of the slider is shown m the same corner. The two 
buttons: "Set Current as a Slider Max" and "Set Current as a Slider 
Min" are used to change the slider's range which can be used to set the upper 
and lower bounds. ThIS interface (like the diffusion interface) prOVIdes three ways 
to extend the small Image 
Add 
In normal addition, the two mput images (J and s) are added to each other using 
linear addition. The hnear addJtion is r = j + as, where a is the embeddmg 
strength (or SNR). The resultant Image is shown in the mterface. The default 
value for a is 100% whIch can be changed using the eXISting slider. The overlay 
optIOn uses the following formula: r = (1 - a)j + as. The mterface is shown in 
FIgure B.5. 
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Figure B.5: 'Add Two Images' interface 
Subtract 
This option subtracts two images from each other using, Le r = f - as. The 
interface used here is the same as the "Add two Images" mterface. 
Multiplication 
This option is suitable for adding a texture to a text nnage. Here, the addition IS 
a normal addition except that the texture is added only to the background. The 
interface used here is the same as the "Add two Images" interface. For more 
detrul on this optIOn refer to SectIon 5.1.2. 
XOR 
Usmg this option, the two mput images will be XORed to each other. 
Metrics 
By using this optIOn, one can measure the distance between two Images usmg 
dIfferent metrics. The dIfferences are calculated m the spatial domam or the 
frequency domain together with the histogram statistics. These metncs are shown 
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in Figure B.6. 
Experiments Menu 
This menu contains only one option, named, Geometric. This option generates 
the interface used to test the effect of geometric attacks on the system. The 
interface is shown in Figure 6.17. The input Images are the diffused watermark 
and the dIffusion operator. In thIs interface, one can test the effect of rotatIOn, 
cropping, scaling and translation. The extracted watermark is shown drrectly in 
the right frame while the attacked image IS shown in the left frame. Any attack 
can be reversed (e g. crop an Image 20 pixels from the top, then -20 pIXels from 
the top) untIl the corresponding "Apply" button is executed. This is helpful 
ill monitoring or testing the effect of combined attacks. The parameters of each 
attack are described later. 
B.2.2 Context Menu 
This menu is composed of all the unary operations. FIgure B 7 shows all of the 
operations avrulable. Th actIvate this menu, nght-click the radio button beneath 
the desired image frame The output can be displayed ill the same frame or in a 
separate window. 
Set Next 
This optIon IS used to set the current frame as the 'next available frame'. The 
output of the next operation (from the file menu or a binary operatIon) is then 
displayed in thIS frame; the next output is displayed ill the next frame and so on 
Un-Dock 
This option is used to show the current frame in a separate window. 
Save 
----------...... 
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Figure B.6: 'Metncs' mterface. 
------------..... 
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Figure B.7: Context menu. 
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The save option saves the current image using a BMP format. The option brings 
up the 'Save as' dIalOg box. 
Print 
The print option prInts the current image. 
Frequency(Mesh) and Frequency(Image) 
These two options display the amplitude, real, imagmary and the phase spectrum 
using a 3D mesh or 2D image. 
Histogram 
The histogram shows how the pIXels values are dtstributed in an Image. If the 
current inIage is RG B, then the Figure shows the histogram for each channel 
Channel 
This option is useful for RGB images. It displays the contents of each channel. 
Histogram Equalization 
Tins option applies 'lnstogram equalization' on the current image. Histogram 
equalIzatIOn enhances the contrast by spreading the histogram of the Input image 
so that It will span a fuller range of the gay scale 
Scale(O •• l) 
The output inIage contams values in the range 0.0 (black) to 1.0 (white) 
Amplitude Change 
The changes in amplitude (contrast changmg) is represented by c = vc where is c 
IS the original image and v is a scaling factor. The scaling factor can be changed 
USIng the correspondIng slider. 
Inverse 
The inverse command inverts an Image. When you Invert an Image, the brIghtness 
value of each pIXel in the channels IS converted to the Inverse value on the 256-step 
colour-value scale. For example, a pixel with a value of 255 IS changed to 0, and a 
pIXel WIth a value of 5 to 250 
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Figure B.B: Padding techniques' (a) Value padding, (b) Wrappmg, (c) Bor-
der paddmg 
Padding: Value Padding, Wrapping and Border Padding 
All binary operations reqUlIe two equal-size images. If one image is smaller than 
the other, then padding IS used to solve this problem Padding can be done in 
three ways: 
(I) Value Paddmg - pads the Image (in both dimensions) With a specific value. 
(11) Wrapping - assumes that the image is wrapped back on itself in both dimen-
sions. 
(Ill) Border Padding - assumes that the pIXels that be beyond the ends of the 
Image dimensions take on the value of the end points in each dimension. 
This method is one of the most widely used of its type 
These approaches are Illustrated in Figure B.8 
Threshold 
This option is used to convert grey-scale or colour images to high-contrast, black-
and-white images. The mterface (see Figure 6.8) lets you specify a certain level 
as a threshold. The threshold can be changed by the correspondmg slider and the 
result shown directly. 
Set Pixel 
This option 15 used to assign a new value to a specific pixel. 
Bar Coding 
This sub menu IS the Implementation for the Ideas presented in SectIOn 7.2: 
B.2 User Interface 222 
Figure B.9: Bax codlDg: 2D replacement (XOR). 
(i) Uruform Binary Modulation - this option XOR's the current image with 
uniform noise. The same option IS used for coding and decoding. 
(ii) 2D Replacement (XOR) - Figure B 9 and B 10 show the interface that ap-
peaxs when the user clicks on "2D Barcode Modulation" and "2D Bar-
code Demodulation" respectively. In coding, load the desired 2D baxcode 
(nght image) first. Then, generate the key using the XOR operation (left 
Image). The key lIDage must be saved in order to be used ID decodlDg phase. 
The save option saves the key image ill 'tif' format (lossless compressed for-
mat). In decoding, load the key first (right image), then generate the original 
image using the XOR. 
(Hi) 2D Replacement (Convolution) - the same as above, except that convolution 
and correlation axe used instead of XOR (left Image). 
JPEG 
ThIs option apphes JPEG lossy compression to the current image. A scale between 
o and 100 provides the bounded WIth this !dnd of compressIOn. This scale can be 
.--------------------------------: 
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Figure B.ID: 2D barcode decodIng (XOR). 
changed using the associated shder. 
) Filters: Remove Foreground 
This option is used to remove the foreground (i e. text) usmg the algorithm dis-
cussed in Section 5 1.4 The input parameters are shown in Figure 5.8. 
Filters: Gaussian LPF, Ideal LPF and Ideal HPF 
These optIOns apply the Gaussian Low-Pass Filter, Ideal Low-Pass Filter and Ideal 
High-Pass Filter respectively. The width of the Gausslan and the cut-off frequency 
must be provided to the Gausslan and ideal filters respectively. 
Geometric Attack 
The available geometric operations are 
(i) Scale Up and Down: Resizes the current Image usmg the "bicubic" mter-
polatlOn method. 
(h) Translation· Zero-Padding the current image in any drrectlOn (top, bottom, 
left and right). An option IS added to resize the image to its original size 
after translation. 
(m) Crop· Discards the area outside a rectangular selection and keeps the same 
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Figure B.11: 'About'interface. 
resolution as the original. To specify the croppmg rectangle, enter the coor-
, 
dinates of the upper left corner, the width, and the height of the rectangle. 
(iv) Rotate: The rotate option rotates the current image by a specIfied angle 
The rotation is m a counter-clockwise direction, executed using the "bicu-
bie" interpolation method The output image is larger than the ongmal. 
To include only the central portIOn of the rotated image and utilIze the same 
SIze as the original image, click on the correspondmg option box. 
Finally, Figure B 11 shows the "About" wmdow. A diffused watermark 
can be added to the window m order to protect the copyrIght of this software 
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