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ABSTRACT
IPTV as an alternative transmission path for broadcast is gaining in importance increas-
ingly. Promoted by the continuous expansion of broadband networks and IP convergence,
IPTV is an enabler for several service-based developments such as time-, device-, and
place-shifted viewing. In this regard, IPTV is attractive for multiple service operators as
it can be used both as an instrument of customer retention and an additional source of
revenue.
Despite these technical advantages we observe, that the technical potential of IPTV
has not been fully reflected by any pay-TV charging model for broadcast content so far.
In particular, a consumer-oriented charging model can act as an advantage for pioneering
service operators who offer novel content and technologies in highly competitive markets.
In this work, we develop a novel short-interval charging model for linear pay-TV over
IPTV called channel switching-triggered charging. For the design, implementation, and
evaluation of this model we consider requirements of pay-TV consumers and service op-
erators. In particular, a special emphasis is placed on the aspects of acceptance. This
charging model is based on the conventional channel switching actions of users and is real-
ized by employing multicast encryption schemes. After implementing the proposed model
we present a case study. We prove that our contribution provides additional benefits for the




IPTV als alternativer U¨bertragungsweg fu¨r Rundfunksendungen gewinnt zunehmend an
Bedeutung. Begu¨nstigt durch den kontinuierlichen Breitbandausbau und IP-Konvergenz,
ermo¨glicht IPTV zahlreiche dienstbasierte Innovationen wie zeit-, gera¨te- und ortsunge-
bundene Nutzung. In dieser Hinsicht ist IPTV eine attraktive Technologie fu¨r Netzbe-
treiber, da sie sowohl als ein Instrument der Kundenbindung als auch als zusa¨tzliche Ein-
nahmequelle genutzt werden kann.
Trotz dieser technischen Vorteile ist zu beobachten, dass das technische Potenzial von
IPTV bisher noch von keinem Abrechnungsverfahren fu¨r Pay-TV beru¨cksichtigt worden
ist. Dabei ko¨nnte insbesondere ein kundenorientiertes Abrechnungsverfahren als Wettbe-
werbsvorteil fu¨r innovative Netzbetreiber dienen, die neuartige Dienste und Technologien
auf hart umka¨mpften Ma¨rkten anbieten.
In der vorliegenden Arbeit wird ein neuartiges Abrechnungsverfahrens fu¨r lineares Pay-
TV u¨ber IPTV entwickelt. Dieses Abrechnungsverfahren wird als channel switching-
triggered charging bezeichnet. Fu¨r den Entwurf, Implementierung und Bewertung dieses
Ansatzes werden Anforderungen von Verbrauchern und Dienstanbietern herangezogen.
Insbesondere werden Aspekte der Akzeptanz beru¨cksichtigt. Das Verfahren basiert auf
dem von Nutzern ausgefu¨hrten u¨blichen Vorgang des Senderwechsels und wird mit Hilfe
von Methoden der sicheren Gruppenkommunikation verwirklicht. Nach der Implemen-
tierung des vorgestellten Verfahrens wird eine Fallstudie vorgestellt. Hierbei wird gezeigt,
dass zusa¨tzlicher Nutzen fu¨r Verbraucher und Dienstanbieter bei gleichwertiger Dienstgu¨te
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Our everyday life is affected by the assessment of values even though most of the time
this task is performed unknowingly. Many of these assessments deal with the value of
goods we intend to acquire. For the producers of goods, it is both challenging and vital to
anticipate the value consumers attach to their products.
When I was in sixth grade a friend of our family gave me a toy, an electronic decision
maker. Playing with it was so amusing that I brought it to school to show it to my class-
mates. Many of them enjoyed this toy so much that they asked me where I had bought it
and whether I could sell it to them. Since it was a present, I did not want to sell mine but
promised to ask for more. It turned out that these electronic decision makers were give-
aways of the company our friend worked for and the next week I was supplied with eight
new decision makers. The day I brought all my “products” to school I pondered how to
fix a reasonable price. After all, I didn’t pay anything to obtain the toys. But giving them
away for free did not appear to be a smart decision since my classmates already expressed
their buying interest. Putting little trust into the decision-making competence of the toy,
I intuitively figured out that two Deutsche Mark was a good price and that fifty Pfennig
should be the minimum price. Still indecisive, during the morning break I was approached
by my first “customer” who asked how much the toy did cost. I countered how much he
would be willing to pay. After a moment of reflection, he said that four Deutsche Mark
would be appropriate. Barely able to conceal my delight, I agreed and handed him the
first “unit”. Asking the customer how much he is willing to pay seemed to be a profitable
strategy and so I asked everyone who wanted to buy for his opinion. Interestingly, all of
them valued the price of the toy at least at two and a half Deutsche Mark. The next day, I




was angrily confronted by my customers. Apparently, word had spread that I had charged
different prices for the same toy. Customers who had paid more than others emphatically
stated that they felt unjustly treated. In order to avoid unnecessary inconvenience, I de-
cided to give back the difference to everyone who paid more than two and a half Deutsche
Mark. Many years later I discovered that my initial approach was considered to be the
theoretical optimal pricing strategy and that the ire of my classmates was a result of the
market realities.
1.1 Context
Defining an appropriate pricing policy is a critical task in business as it influences the sales































Figure 1.1: Classification of Tariff Designs
Generally, pricing schedules for goods and services can be classified into linear and
nonlinear tariffs as shown in Figure 1.1 [1]. Linear tariffs depend solely on some sort of
quantity or consumed rate of a good or a service. Examples for linear tariffs are pay-per-
use models such as time or volume-based tariffs, for instance, used for dial-around tele-
phone services, and non-usage-based models such as one-time-based tariffs and periodic
subscriptions.
In contrast, nonlinear pricing refers to tariffs which are not strictly proportional to the
quantity purchased [2]. When static nonlinear models are used consumers pay different
prices for each article depending on prior usage, quantity, time or other factors. An instance
for such pricing is the block (-declining) tariff. Here the price of subsequent units decreases
in steps as a function of the number of already purchased units. Another static nonlinear
tariff is the two-part tariff where consumers pay a fixed subscription fee in addition to
fixed usage-based fees. Quantity discounts can be granted depending on the extent of the
purchase by offering lower prices either for particular units or for all units. In this regard,
the discount may apply to a single tariff, a part of a multipart tariff or to a menu of tariffs.
CONTEXT 3
Finally, a tariff where only a fixed fee is charged irrespective of the number of purchased
units is called a flat-rate tariff.
Costs incurred using dynamic nonlinear tariffs are even irrespective of quantity or con-
sumption. When, for instance, priority pricing is used, the price is determined by the
waiting time in a queue. This queue in the context of electronic commerce could be a pri-
ority queue of some networked computing system providing a service [3]. When quality
of service (QoS) pricing is used, in contrast, the processing quality of the service request
and delivery are specified as predefined classes. Here, the price is determined according to
the incurred costs to ensure the processing quality of these classes.
From an economic view, pay-TV as an information product belongs to the broader fam-
ily of information goods. In general, the construction of pricing schedules works to the
advantage of certain parties. These parties are usually stakeholders in the value chain. For
information goods, the work in [4] has identified three beneficiaries upon whom current
pricing research focuses: consumers, suppliers, or government. In this work, we only
investigate the effects of some pricing policy on suppliers in the form of the network oper-
ators. However, all market participants will be introduced in more detail in Section 2.1.
Pricing models for information goods in the context of communication have been ad-
dressed in the literature for a long time [5, 6]. Several proposals relate to pricing models
for Internet sessions [7], for IP telephony [8], for software distribution [9], and for video
on demand (VoD) services [10]. Information goods in contrast to other types of goods are
characterized by several particular properties:
The quality of information goods does not deteriorate in the course of time.
Information goods can be copied with next to no cost without any loss in quality.
Consequently, information goods feature high production costs for the first unit but
almost no reproduction costs and time expenditure for all subsequent units.
Thus, the value of and therefore the pricing strategies for information goods are often
volatile.
Information goods can be easily manipulated.
Information goods are not bound to a medium, they can be stored on every medium
that allocates the required capacity (disembodiment).
Information goods can be experienced before purchase (sampling).
Information goods, in particular, entertainment products, are subject to network ex-
ternality. Network externality refers to the effect that the more consumers purchase a
specific information good the more additional consumers will be inclined to purchase
that good due to emerging trends, social prestige, and word-of-mouth effects.
However, the effect of network externality is inhibited by information asymmetry.
This means that due to its complex nature often it is not possible to assess the value of
some information good unless one has experienced it. This leads to the situation that
consumers who have consumed a commodity have more or better information than
other consumers.
4 INTRODUCTION
1.1.1 Pricing for Information Goods
As a result of the aforementioned unique characteristics of information goods, different
approaches are necessary in order to specify successful pricing strategies for these goods.
Particularly, the fact that subsequent units of information goods have very low production
costs has inspired research to define optimal pricing strategies [11]. As a consequence, the
common approach to establish prices is market-driven rather than cost-driven. The work of
[12] has identified two major methods for this purpose, namely, price discrimination and
bundling.
Theoretically, for a producer, the most profitable way to fix a price for a good would be
to ask each potential customer how much money he would be (at most) willing to pay for
how many units of some product. Thus, with price discrimination, the approach is pursued
to charge different customers different prices for the same good. In this context, price
discrimination methods have been classified in the work of [13] into three stages:
First-degree or perfect price discrimination is also called personal pricing and assumes
the situation we have described above: A producer has perfect knowledge regarding the
demand of each consumer and accurately charges the willingness-to-pay (WTP).
In contrast, second-degree price discrimination assumes that the factors driving the de-
cision of the consumers to purchase some good, such as the WTP, are unknown to the
producer. Thus, in order to overcome this situation of imperfect information, the demand
of the users is approximated by modifying all kinds of aspects of the commodity. In the
following, we will describe three different strategies: Bundling, versioning, and window-
ing.
Bundling
When bundling is used, two or more products are offered together as a bundle while
the consumer is charged less than the sum of the individual prices of each commodity. As
a result of a study performed in [14], the authors could explain why this is an effective
approach. When several articles are bundled the average WTP of consumers are increased
because a considerable fraction of consumers rates the combined value of these articles
higher than the value of each individual article. In addition, bundling reduces the variety
of WTP among consumers. Consequently, adding more products to the bundle increases
the profit and reduces the effort to find the optimal price [15].
With pure bundling, consumers are allowed to purchase a commodity only within a
bundle and not separately. However, this approach leads to profit loss when consumers
assign no value to a large subset of the offered bundle [16]. In this case, it is more effective
to pursue a mixed bundling strategy. Here, a consumer has the choice to purchase an
individual article for a specific price or to purchase a bundle containing the desired article
for another (higher) price [17].
Bundling can be applied to products of different types, such as additional features to a
certain base product, as well as to products of the same kind. In the latter case, bundling is
equal to nonlinear pricing [2]. In particular, bundling can be seen as a more general form
of quantity discounts that are also offered in block tariffs [18].
Furthermore, creating mixed type bundles of physical goods with information goods
are able to increase the total profit, because the costs to produce an additional unit of such
mixed type bundles are lower than the costs for bundles of physical goods [15].
Altogether, bundling can overcome the problems caused by imperfect information re-
garding consumer preferences. However, finding the proper number of articles and devis-
ing an effective bundling strategy are challenging tasks when bundling is employed.
CONTEXT 5
Versioning
In general, the objective of versioning is to produce different versions of a good with
the least effort by omitting different features in order to match the WTP of a variety of
consumers.
The simplest form of versioning is to charge different unit prices for different amounts
of the good purchased [19]. Obvious examples for this approach are different cup sizes for
soft drinks and coffee to which different names are assigned. As we can see, this approach
corresponds to the concept of nonlinear pricing we have already discussed above.
Another form of versioning relates to functional and nonfunctional aspects of the good
or service. Functional aspects involve characteristic functions of the product such as the
set of features. For instance, a software for handling documents in the Portable Document
Format (PDF), usually, has different versions, which can either only read or read and write
files in this format. Nonfunctional aspects comprise versions
which offer different quality in terms of resolution, sampling rate, streaming band-
width, 3-D capability, frame rate, high dynamic range of luminosity, update rate, ac-
curacy, error rate, latency, availability, etc.
which offer updates and upgrades to the newest product version for different durations
which offer a different level of service and support, reaction time, and time to repair
in the event of failure
which offer different rights of use regarding the form of publication, geographical dis-
tribution, duration of use, permission to record, playback, copy, and output to different
interfaces
which support different usage policies regarding the number of concurrent accesses,
the number of requests per time unit, etc.
which represent value to collectors, such as special packaging and additional exclusive
or merchandising articles.
Theoretically, individual versions could be adjusted for each consumer at low costs.
These versions would provide perfect price discrimination and optimal profit. However,
the compilation of these versions would confuse the consumers since differences in product
performance would not be easy to grasp while making the purchase decision. For this
reason, in practice usually three versions are offered and consumers most often select the
medium package for purchase [1].
Windowing
Windowing characterizes the offer of the same digital good at different time frames
using different exploitation schemes. In the following, we will illustrate the concept of
windowing with the help of Figure 1.2 from [20]. Usually, a motion picture is at first
theatrically released and can be seen only in cinemas for the first six months. Subsequently,
it is exclusively available for purchase on digital optical disc media (Digital Versatile Disc
(DVD) and Blu-ray Disc). After three months, the motion picture is additionally made
available via Video on Demand and Pay-Per-View offers. After another three months, it is
also shown on regular pay-TV. Roughly after two years having its initial release the motion
picture is shown on nationwide free-TV. After several reruns on nationwide free-TV, it can
be seen on local free TV channels. Windowing is used in order to avoid the emergence
6 INTRODUCTION









Figure 1.2: Different Types of Offers in the Context of Windowing
of cannibalization effects. In case the motion picture would be available on optical disc
media immediately upon theatrical release, fewer consumers would go to the cinema. As
the required WTP of the consumers is gradually decreased with successive exploitation
scheme, in the course of time the motion picture becomes attractive for different groups
of buyers. In order that network externalities take effect a considerable time frame is
allotted for each exploitation scheme. However, recently the time frames are more relaxed.
While exploitation times in previous years were mostly successive as indicated by the
filled portions of the time frames shown in Figure 1.2, nowadays, these times are extended
for almost each exploitation scheme. Consequently, the time frames overlap as illustrated
by the blank portions of the time frames in Figure 1.2. However, motion pictures whose
production has been subsidized, for instance by the German Federal Film Fund, have to
adhere to specific holdback periods, in the given instance pursuant to §20 Act on Film
Promotion [21].
When third-degree price discrimination or group pricing is employed, the producer uses
auxiliary data on consumer properties such as gender, age, domestic or foreign address,
affiliation to an occupational group, company, and loyalty programs, etc. in order to cor-
relate the corresponding WTP. The idea is that consumers who share the same properties
also have the same WTP. For instance, consumers who buy software for personal use have
a lower WTP than business users who generate income using the same software. However,
in many cases, it is difficult to derive a common WTP from the affiliation to some group
because the WTP of group members toward a specific product differs is too much.
Now that we have become acquainted with price discrimination and bundling, we also
want to introduce some of the conditions, which need to be satisfied in order that these
methods can be applied (see [2]):
The producer needs to have information about consumers and their demand. Other-
wise, it is not possible for the producer to devise different prices for the corresponding
consumers.
The producer must be in the position to prevent resale. Otherwise, consumers can
take advantage of the price differential.
Price discrimination has to be socially and legally acceptable.
Coming back to my anecdote from the beginning of this chapter, we can see that I had
perfect information about my customers since I directly asked them for their WTP. How-
CONTEXT 7
ever, because of the social and legal convention, it is considered an unfair trade when the
price or, in cases the price cannot be fixed in advance, the way the price is calculated is not
disclosed to the consumer. In fact, it is deceptive trade practice and liable to prosecution.
Nevertheless, my approach could have been legitimated in several ways. From a cer-
tain perspective, the reduced price is a preorder offer. I sold the decision maker for two
Deutsche Mark to my classmates who initially asked me to sell mine to them. Later I
sold the toy for four Deutsche Mark to the classmates who approached me once brought
the other units. In this case, I would have applied third-degree price discrimination to the
group of classmates who ordered in advance and to the group of all others. As a side effect,
classmates who owned a toy would help me to overcome information asymmetry by letting
the other classmates play with it. This, in turn, would lead to network externality so that
even more classmates would be inclined to buy the toy. Seen from a different perspective,
I also could have applied second-degree price discrimination in the form of windowing.
Classmates who initially wanted me to sell them my toy would be charged a higher price
since they would enjoy the toy earlier than others. All other classmates would be charged
less for getting the toy later.
Nevertheless, it is common practice to ask consumers for their opinions, their valua-
tion, and thus WTP, for some product, and for their preference among different alternative
products in the course of polls and surveys and therefore in situations outside of the buying
process. As a consequence, we apply the methodology of opinion poll on several occa-
sions in this work. In particular, this whole thesis deals with short-interval charging, a
charging model introduced in the next Section 1.2. This charging model could be seen as
the principal approach to shorten the feedback cycle of identifying the WTP of consumers,
depending on the implementation solely for themselves or additionally for the network op-
erator. Accordingly, in the course of this work, we apply this charging model to pay-TV,
improve it to increase its usability, and propose a technical solution. Furthermore, we ask
consumers for their opinion in order to assess the interest in our solution in Section 2.3.
Finally, in Chapter 5 we use models derived from opinion polls to assess the quality users
experience when they use our proposed technical solution.
1.1.2 Charging Models for Pay-TV
With the ever-expanding broadband network connectivity, television and the Internet are
converging and the Internet Protocol Television (IPTV) is gaining in importance increas-
ingly. IPTV is one of altogether four transmission paths for broadcast television alongside
cable, satellite and terrestrial transmissions. It differs considerably from web or Internet-
TV, which has different requirements on the network infrastructure and therefore also uses
different protocols. Enabled by its return channel, IPTV is characterized by several de-
velopments such as time-, device- and place-shifted viewing. Similarly to conventional
television, the IPTV standards support pay-TV. Pay-TV is a business model for funding
broadcast transmission of media content, where the subscriber has to pay for the provided
content. The market for pay-TV shares more than 40% of the total TV industry worldwide
[22]. Free-(to-air) TV, in contrast, is a business model, where the subscriber does not pay
for the provided content. In this case, the broadcast transmission of media content is either
sponsored by advertisements, state-subsidized as a part of the public broadcast service, or












Low High Low Low
Pay-Per-View Medium Medium Medium Medium
Video-On-Demand Medium Medium Medium High
Table 1.1: Comparison of Charging Models





As a result of a survey we conduct in Section 2.3, we will discover that each charging
model has several shortcomings with regard to certain aspects consumers demand. These
aspects comprise the attribution of usage costs and the availability of an upper limit for
costs. In addition, some models require users to accept a subscription period, which re-
stricts the interactivity of entitlement. Finally, certain models force users to specify which
category of content they want to consume limiting the adaptability of services. In order to
establish a better understanding, all charging models are compared in Table 1.1.
When subscription-based charging is used, consumers need to take out a monthly or
an annual subscription for some channel or channel package, in which they are interested.
This subscription-based pricing model offers two main advantages for users regarding con-
venience and insurance. Specifically, subscribed members, on the one hand, do not need
to deliberate upon cost and benefit each time they want to view some content. On the
other, the fixed-price subscription model protects consumers from surprisingly high bills.
Nevertheless, subscription-based pay-TV has several drawbacks, which may deter many
consumers from buying this service:
1. Consumers, who watch TV on occasion or infrequently, often regard long-term sub-
scriptions as too cost-ineffective. This is due to the fact that subscription-based pay-
TV by design offers low contract flexibility.
2. Households with a wide interest would wish to subscribe to several channels or chan-
nel packages. For instance, a household with many members of different ages would
wish to subscribe to several channels or channel packages, for example, for sports,
movies, cartoons, documentaries, etc. Such a solution, however, is associated with
high expense.
3. The digital TV technology is experiencing a steady sophisticated evolution ranging
from 3-D high-definition TV, through Free Viewpoint TV and Ultra Smart TV, to
television based on the 3-D hologram technique. We can assume that production
costs and correspondingly subscription prices for content using such novel techniques
will be extremely high.
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4. The convergent TV technology assumes viewing IPTV on mobile devices. It is how-
ever questionable, whether long-term subscriptions will be appropriate in this use
case where many subscribers are used to paying for services in time- or volume-based
billing units.
Pay-Per-View (PPV) is another business model for paid media content, where the user
notifies the pay-TV operator in order to be entitled to a single event, for instance, a concert
or a boxing match. However, PPV is intended for live events of short duration with many
users watching the same event. Since the process of notifying the operator requires a
back-channel, which is not available for previous transmission paths such as terrestrial,
cable, and satellite transmissions, methods like automated telephone systems, live phone
customer services, and analog modems are used to start the purchase. Also, these methods
account for the drawbacks of this scheme. In any case, the user has to inform the operator
about the purchase intention a certain period of time before the event starts (latency of
the back-channel). In most cases, the entitlement is not possible after the start of some
event. Although this constraint is weakened by Impulse-Pay-Per-View (IPPV) systems in
contrast to Ordered-Pay-Per-View (OPPV), the operator still needs some time to compute
and distribute the entitlement information to the users. Consequently, in most cases, the
entitlement is not possible after the start of some event.
Video on demand (VoD) is a business model for IPTV, where users can choose among
individual prerecorded movies. Users are able to consume the content at individual times
allowing them even to pause and continue viewing within a certain period of time. Never-
theless, this model offers low after-sale flexibility: Users have to pay for the ordered con-
tent entirely, even if they do not consume it completely for any reason. Another shortcom-
ing is that content is requested and provided through individual streams. A setup serving
content to a large number of users requires the allocation of comparatively high bandwidths
and computational resources for every single user during the entitlement and delivery pro-
cess. In particular with the recent widespread use of bit rate adaptive streaming technolo-
gies such as the standardized dynamic adaptive streaming over the HTTP (MPEG-DASH)
[23], a high number of request-response pairs to different peers are initiated by the re-
ceiver. Since connection-oriented protocols are used, these messages are not only required
to enable adaptation to the available bandwidth but also to alleviate the effects connection
timeouts and to increase the resilience against network congestion [24]. Consequently, in
addition to the considered bandwidth requirements, VoD services make high computational
demands on the network. Notably, these services put strain on network components that
operate on individual packets and streams such as components enforcing policies regarding
security and quality of service on the application level such as application-aware firewalls
and traffic shapers.
The number of these request-response pairs can reach more than 800 per minute for a
single user of a VoD service [25]. The aforementioned drawbacks of VoD become even
more prominent when VoD services are provided using peer-to-peer technologies [26]. For
these scalability reasons, VoD cannot be considered as a charging model for broadcast and
thus has so far not been regarded as an alternative to subscription-based linear pay-TV.
A classification of the introduced charging models for pay-TV according to the scheme
we discussed in previous Section 1.1 will be performed in the course of our analysis of the
present billing plan of a major German network operator in Section 2.4.2.
10 INTRODUCTION
1.2 Short-Interval Charging
The aforementioned shortcomings of established charging models can be addressed by a
novel charging model called short-interval charging (SIC). In the style of pricing models
for conventional telephony [27], the proposed model relies on time-based charging for
pay-TV. According to the SIC scheme, users may register to the pay-TV service without a
subscription. After the registration, users may view any of the provided channels and need
only to pay for the viewed minutes or seconds. However, the lineup of channels could
consist of a mix of free and paid channels and users may seamlessly switch between these
channels. In order to provide better control for the consumer, the paid channels could be
labeled accordingly and the actual balance could be displayed by inserting it to the on-
screen display (OSD) by the receiver terminal. Ideally, usage costs would be conveniently
deducted using a postpaid method.
According to the classification of tariff designs depicted in Figure 1.1, the SIC model
on its own is a linear time-based pay-per-use model. However, it can also be used to
implement nonlinear pricing. For instance, SIC could a part of a nonlinear static n-part
model. Here, SIC could provide a usage-based component in addition to n-1 base cost
components. In another use case, SIC could be used to implement a block tariff, where
consumers would be charged declining unit prices the more they watch a specific channel
or altogether. Moreover, discounts could be allowed if consumers remain on a channel
during a commercial break. Altogether, completely novel and unconventional tariffs could
be designed as we will see in the subsequent analysis. In the following, we discuss benefits
and assumed reservations against the SIC model in the perspective of either considered












High Medium High High
Table 1.2: Short-Interval Charging Model
The SIC scheme provides usage-based cost attribution as no subscription is needed and
after-sale flexibility is provided. In this way, also the term of contract can be omitted
resulting in a higher cost-efficiency for the user. Users can interactively get entitled to
the content they want to consume and are able to adapt the service regarding all available
content types (genres). As the users know their viewing time, they can easily estimate
the amount they have to pay for each view and, consequently, have full cost control. The
merits of SIC model are summarized in Table 1.2.
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1.2.2 Consumer Challenges
Since the SIC model is usage-based, consumers could fear that they face a cost explosion
once they use this charging model extensively. However, there are at least two remedies
to overcome this reservation. First, once users realize that their costs increase, they can
switch to a more advantageous charging model with respect to their amount of consump-
tion, for instance, to a flat-rate model. Second, the software in receiver terminals can be
programmed in such a way that a warning to the user is issued once a specific usage dura-
tion is reached. In this way, users can control their costs similarly to programmable data
volume limits supported by operating systems of cell phones.
Another potential limitation of the SIC model is related to the selection freedom of
content. As SIC is designed for broadcast transmissions, users are not able to choose from
any kind of content, as it is possible with video on demand offers that are transmitted
individually to each user by unicast. However, when linear broadcast content is consumed,
in general, consumers compare pay-TV content to free content. This results in attraction to
higher-quality content which is usually accessible over pay-TV. Although the same content
potentially could be consumed using VoD, more steps would be needed to select and decide
on the desired content. Depending on the connotation in literature this situation is referred
to as the lean forward experience or the selection problem. However, decision making is
a tedious task as it consumes time and is confusing when possibilities are vast. When SIC
is used in contrast, the consumer just decides whether the broadcast content is appealing
or not since the program decision is assumed by the respective Head of Programming for
each channel. This situation is referred to as the lean backward experience.
We assume that for linear broadcast the lean backward experience is preferred by con-
sumers. The first indicator for this assumption is that the total number of average viewing
minutes per day is increasing on a yearly basis [28]. This shows that consumers seem to be
satisfied by the programming choices of the channel operators. A more elaborate analysis
with different models for explaining television program choices suggests that television
viewing is in part affected by exogenous factors such as weather, daylight, the day of the
week, etc. [29]. However, program choices are also controlled by certain habits. These
habits result from individual preferences and become manifest in loyalty to some specific,
mostly adjacent, group of channels (relevant set) [30] and accustomed search routines for
finding pleasurable content [31].
Another important observation is that viewers remain on some specific channel after the
chosen program has ended due to inactivity. This phenomenon is referred to as inheritance
effect [32], passive audience [30], and audience flow. As a consequence, it is assumed that
television viewing is a passive activity performed in remaining leisure time. Regarding
content quality, consumers seem to be satisfied with the “least objectionable program” [33]
that offers content quality appealing to the “common denominator” rather than generally
refraining from watching TV [34]. The aforementioned knowledge has long been exploited
by channel operators to develop strategies that serve various purposes.
When strip programming or stripping is used, the audience is made accustomed that
a specific program starts at a certain time on a certain day of the week. By forming this
habit, consumers do not need to search for their show in some program guides and align
their daily routine according to the program schedule. Lead-in, lead-out and lead-off ef-
fects are used to gain higher audience ratings or promote new programs. Lead-in refers
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to the fact that programs with high audience ratings inherit their audience to subsequent
programs with lower ratings due to audience flow. Lead-off refers to a program with a
strong lead-in that is introduced at the prime time and binds the audience to many con-
secutive programs and thus to the channel for the whole evening. Lead-out describes the
same effect as lead-in but affecting the previous program due to the fact that consumers
don’t want to miss the start of their target program. Moreover, also advocates of the clas-
sic lean forward experience start to take advantage of the effect of audience flow. For
instance, YouTube, the current leading service for hosting user-generated video content,
recently introduced the autoplay feature [35] with the objective of increasing the number
of views and, consequently, advertisement revenue. Once a video has ended, this feature
alleviates the decision problem by automatically playing an additional related video based
on the user’s viewing history after a countdown of 10 seconds [36]. In summary, we are
able to state that SIC combines the advantages of high-quality content with the habitual
preselection of content by the pay-TV channel operator on behalf of the consumer.
Reservation against SIC could also emerge as a result of privacy concerns. Since the
duration and channel selection of each user has to be recorded for charging purposes, the
viewing behavior can be tracked and analyzed. In particular, each user in a household
can be identified and their preferences can be determined and disclosed to third parties in
order to provide target group adapted advertisements. We believe that this limitation is
appropriate and can only be overcome by corresponding legislation. In the spirit of privacy
measures for telephony applied to call detail records, network operators have to delete
retained data used for charging and billing after a short period. In addition, technical
measures have to be imposed so that user data are stored securely and an exposition to
third parties is excluded or permitted only for aggregated data.
1.2.3 Network Operator Opportunities
Aside from benefits for the users, SIC also holds several interesting virtues for the net-
work operator. In the following, we list different aspects we believe to be emerging future
challenges for network operators and where SIC can be an advantageous approach.
Optimality
In the search for an optimal pricing strategy, the analysis of [11] emphasizes that profits
can be increased by offering nonlinear usage-based pricing in addition to fixed-fee pricing.
This result stems from the observation that digital goods exhibit no marginal costs but at
least low transactions costs. Furthermore, according to the model used by the authors it is
more appropriate to use low fixed-fee pricing in order to penetrate emerging markets. In
contrast, for mature markets, it is advisable to employ a broad spectrum of usage-based
pricing models.
New Content Types
According to research about emerging issues concerning digital goods markets in [37],
one of the five challenging research questions is the transformation of the technology-
enabled value chain. In particular, alternative business strategies are necessary in order to
effectively handle content which is generated by consumers. In this context, SIC can be
used to support charging for user generated content that attracts a high number of viewers.
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Convergence
With broadband expansion over the last decade, the broadcast market experiences con-
vergence with the Internet economy increasingly. On the one hand, content originally
produced for the transmission over broadcast is accessible on the Internet. On the other
hand, video content available on the Internet is delivered over-the-top (OTT) to the TV
screen in the form of video on demand offers. In addition, smart TVs are able to access
user-generated video content, for example YouTube, and other services using dedicated
application software (Apps).
On a large scale, convergence leads to a higher competition, since not only companies
of the same industry compete but also companies from the converging industry. The under-
lying reason is that, owing to convergence, products increasingly feature similar properties
and, consequently, become substitutable. For companies belonging to a certain industry, in
this situation, it is more profitable to enhance the functionality and specialization of their
existing products rather than to extend the product range. According to the work presented
in [38], only innovations in the core industry that lead to extended functionality increase
profits. Therefore, SIC as an innovation for the broadcast industry can be used to ensure
profitability in converging markets.
Piracy
In the capacity of a legal owner, only the author of intellectual creations has, among
others, the exclusive right over the reproduction of his work. In this regard, a characteristic
problem of information goods is that they are easily reproducible by making a copy. Most
of the time the cost of making copies is negligible and the quality of the copy is identical to
the original information good. The reproduction, use, and dissemination of unauthorized
copies are referred to as digital piracy. This problem is exacerbated by the immaterial
nature of information goods, which allows them to be transmitted, indexed, searched and
distributed effortlessly over the Internet.
Currently at least two major strategies are used to counter digital piracy [39]:
1. Digital Rights Management (DRM) schemes provide technical means to prevent the
production and use of unauthorized copies by employing cryptographic algorithms.
2. Legal actions are taken by passing bills for penalizing copyright infringement and
taking legal proceedings against people who primarily distribute copyrighted material.
However, market developments in the last decade have shown that also appropriate
pricing strategies provide effective means to manage or even prevent piracy. Please note
that in the following we will only consider end-user piracy. In contrast, commercial piracy
is motivated differently since it has the objective of generating revenue by counterfeiting
[39].
In the work of [40], the authors recommend a two-part tariff in order to maximize profits
in markets which experience piracy. In an example of their model, it is shown that a
two-part tariff consisting of a fixed part plus a variable usage-based component is profit
maximizing. For their analysis, the authors assume that the number of customers and their
valuation for a specific product is modeled according to the shifted beta density function.
Considering markets which experience a high level of piracy, they assume a low fixed
price and steeply rising usage-based costs. In contrast, with regard to markets with a low
level of piracy the fixed component is marked up and the usage-based costs feature a flat
increase.
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Another observation suggests that piracy also serves as a mean to assess the value of a
product. Since information goods have a complex nature and their value has to be learned
through experience, piracy avoids the risk to buy a dislikable product consumers otherwise
would take. In this regard, piracy is used as a substitute sampling method. This view is
underpinned by a study where the absence of DRM for digital music increased sales [41].
In particular, less known niche albums experienced a higher demand than established hit
albums. This effect can be explained by the higher uncertainty consumers face whether a
niche product meets their taste or not [41], [42]. Moreover, the effects of sampling may be
increased by network effects. As described earlier, the more consumers purchase a product
the more additional consumers will be inclined to purchase that product due to recommen-
dations. Furthermore, sampling also enables addiction effects [43] where the pleasurable
consumption of a product increases the value. Consequently, the WTP for the successive
purchase of products involving identical features such as franchise, artists, or series is also
increased. Recently, these findings have been considered in order to devise new charging
models. In [44] the authors analyze offers of streaming services for digital music referred
to as freemium, a portmanteau of free and premium. In this model consumers who enjoy
free access to music streams are tried to be convinced to purchase a paid premium offer,
which enables additional features. These features can comprise access to a higher number
of songs, the support of a higher number of playback devices, higher sound quality etc.
The work of [45] surveys which strategy is optimal for information goods when consumer
valuation can be altered by sampling and content may either be financed by customer pur-
chase or by advertisements. Their results suggest that the optimal strategy depends on
several factors such as price, sample size, actual and expected content quality as well as
content demand.
Sampling and, consequently, the corresponding privacy-preventing effects can be imple-
mented elegantly using SIC. By utilizing SIC, users could enjoy the first 10 to 15 minutes
of a movie or series for free. Pirates, cord cutters, and pay-TV deniers who do not want to
afford a flat-rate are able to assess and decide individually whether the offered content is
valuable for them. In addition, sampling durations can be adjusted individually depending
on the content in order to fully exploit network and addiction effects.
Innovative Tariffs
New types of linear and nonlinear tariffs can be designed and not only channels but also
programs or even program segments can be priced individually and dynamically by using
SIC. Due to the comprehensive information with regard to viewed channels and the exact
viewing durations, SIC can be used for more effective price discrimination. For instance,
movies and series can be priced content-based according to segments which show prior
events of successive episodes or based on suspense. Consumption on mobile devices where
the costs for data provision are comparatively high due to limited and shared bandwidth
can be priced location-based. In this way, the additional location information can be used
to specify different unit prices in areas with poor network coverage and, consequently,
fund network expansion in these areas. Moreover, variants of more recent charging models
enabled by electronic commerce such as demand collection, auctions and inverse auctions
can be implemented by utilizing SIC.
1.2.4 Network Operator Challenges
By employing SIC, additional expenses in the form of recurring transaction costs incur
for the network operator. The usage details of each customer have to be monitored and
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recorded in order to issue an invoice and provide the consumer with an itemized statement
of their usage. However, network operators who offer IPTV and are a target to SIC most
often already possess the needed infrastructure for their telephony service and are able to
share it for this purpose. In other cases, these costs have to be considered when fixing the
price for the service.
Further financial burdens may result from the implementation of SIC. Aside from the ac-
quisition of additional functional components, these components also have to be integrated
into the existing transmission infrastructure. On the one hand, corresponding components
in the playout center of the network operator have to work together with equipment in
place. On the other hand, components at the consumer side have to be deployed in order to
provide SIC functionality. This can be done either by replacing the operational devices or
by initiating remote software updates. To minimize these financial burdens we can already
devise requirements for the design of an SIC system. First, new components have to be
compatible with existing infrastructures based on architectures described in corresponding
standards or in line with the industry standards and best practices. Second, the scope and
number of new components on the consumer side have to be laid out adequately based on
the following premises. Generally, high costs for the network operator during the migra-
tion phase have to be avoided. Furthermore, parallel operation with existing conventional
pay-TV systems has to be supported because we cannot assume that all customers of some
network operator change their tariff to SIC-based tariffs. In Chapter 4, we will particularly
discuss extent and location of necessary components for SIC and modifications on existing
components.
Many works we mentioned in our analysis use theoretical models to derive the discussed
properties of existing pricing strategies. Almost all of these models assume a monopoly
producer who offers a single digital product. The reduction to a single product is rather
unproblematic since pay-TV offers in fact usually consist of a single product. This product
is usually extended by using the methods of price discrimination and bundling we have
previously examined in order to increase the product range. We will verify this observation
in detail when we inspect current offers in the German market in Section 2.4.2.
The restriction regarding the monopoly is justified in literature as a sufficient approxi-
mation for information markets where comparable products have similar prices and con-
sumers are not sure of the quality of each product. It is further assumed that the decision to
purchase a specific product from a specific producer is driven by the extent certain external
factors meet the consumers taste such as brand, packaging, shipping costs, etc. In some
cases, the aforementioned assumptions may be insufficient in order to assess whether SIC
is applicable in the desired setting or not. Since a thorough investigation of all aspects
would go well beyond the scope of this work, we rate the above analysis as an encouraging
pointer to potential use cases rather than as an economic proof. Therefore, the in-depth
examination of the subject is left for future work.
Nevertheless, in order to ascertain the demand of the consumer and the network operator
for the SIC model, we perform further investigations in Chapter 2.
1.3 Objectives and Organization
The main objective of the thesis at hand is to address shortcomings of current charging
models for linear pay-TV over IPTV. For this, it is required to consider usability and quality











Figure 1.3: Structure of This Work
The structure of this work is illustrated in Figure 1.3 and follows mostly the course of
research objectives, which are investigated in the corresponding chapter or section. As a
result of our analysis in the motivating section of this chapter, so far, we could establish that
the short-interval charging model has the potential for overcoming the barriers and limi-
tations of the most common charging models for pay-TV. Taking this insight as a starting
point, in the next chapter we want to get an idea about the relevance of the subject matter
to consumers. For this purpose, we identify whether there is a potentially latent market
demand for short-interval charging. Consequently, we phrase our first research question,
which we investigate in Chapter 2:
Q1 What are the prospects of short-interval charging to become a relevant alternative
pay-TV charging model?
As a technical foundation for our following investigations, in Chapter 3 we present
which methods and procedures are used to perform broadcast over IPTV and how the
connection to charging is established.
In the further course of this work, we propose a technical solution for the realization of
short-interval charging starting in Chapter 4. We refer to the resulting technical approach
as channel switching-triggered charging (CSTC) and anticipate its working principle in
Section 4.1. For the development of CSTC we consider aspects that facilitate acceptance.
We believe that by placing a special emphasis on acceptance, consumers and network oper-
ators harness the potential of this charging model and benefit most from the advantages we
discussed in Section 1.2. In particular, we consider two important aspects that contribute
to acceptance: usability and quality.
Usability from the perspective of the consumer pertains to user-friendliness and ease of
use. Therefore, the next question we investigate for the design of CSTC in Section 4.2 is:
Q2 How should the functionality of short-interval charging be implemented technically
in order to achieve user-friendliness?
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Usability with regard to the service operator involves the applicability, adaptability, and
ultimately the integration of the proposed solution into the existing infrastructure. Thus,
we address the following question in Section 4.3:
Q3 How can CSTC be introduced to the operational environment of the
network operator?
To answer this question, we first investigate in Section 4.3 what the general requirements
of a pay-TV system are. The next aspect we address is quality. The quality of a technical
solution from the perspective of the network operator comprises many features. In this
work, we discuss scalability, which is in our view one of the most crucial preconditions for
the acceptance of a solution in an operational deployment. Therefore, the next question we
consider in Section 4.3.1.3 is:
Q4 What are the requirements regarding scalability for CSTC in an
operational deployment?
In the following, we continue our consideration of quality but in this case, we assume
the consumers’ point of view. In this context, service quality relates to question how con-
sumers perceive the solution. Consequently, we put the following question in Chapter 5:
Q5 To what extent does CSTC have an influence on the users’ perception of IPTV
service quality?
In the light of the results of the last question, we are able to assess the influence of our
approach on the user experience under real-world conditions. Finally, Chapter 6 concludes




In this chapter, we focus on the prospects for short-interval charging to become an ac-
cepted charging model. In order to identify the market demand for this pricing scheme
we take the perspectives of both involved parties. Hence, we perform an assessment for
the demand side and the supply side. We obtain the opinions of consumers by conducting
a survey. At first, we ask consumers whether they would consider using a pay-TV offer
priced according to short-interval charging. Among other things we also identify barriers
that deter consumers from using pay-TV in general. We then investigate market develop-
ments from the producer perspective and clarify whether present offers reflect an approach
to short-interval charging. In a subsequent step, we analyze how producers deal with bar-
riers we identified by means of our consumer survey. For a better understanding of our
results, we first briefly introduce the market participants of the broadcast television market
and identify the value chain among these participants. Since our consumer survey has been
conducted in Germany and our market analysis considers the German market, we then give
a brief introduction into the German IPTV and pay-TV market situation for the time the
survey was conducted. We then proceed to our own consumer survey. To rate the results
of the survey accordingly, we detail the market developments that have taken place after
the survey has been conducted up to the time this thesis has been written in our market
analysis.





The diagram in Figure 2.1 outlines the value chain among the market participants in the
broadcast television market. For a simplified presentation, on the one hand, we considered
only the content- and conditional access-related subsegments. On the other hand, only the























































Figure 2.1: Simplified Value Chain of Broadcast Television Service
Content producers and owners bring their content into the market and are interested
in protecting their value. Although content producers perform the artistic act of produc-
tion, content owners market content as a product. Revenue is generated by selling content
to content providers and through merchandising. Content providers bundle content into
consumable program offers and bouquets. Depending on their field of business, revenue
is generated either by direct customer payment or by remarketing program offers to ser-
vice and network providers. Service providers create own programs or use programs from
content providers and broadcast these with the aid of network operators. State-run broad-
casters are fully financed by the government whereas public-service broadcasters are state-
subsidized and receive their share of funding from TV license fees. In contrast, commercial
broadcasters are either financed by advertisements or funded directly by consumers in the
form of pay-TV. In principle, advertisements are effectively funded by consumers since
advertisement costs are considered in the pricing of products consumers purchase. The
advertisement subsegment consists of many more participants but here we only consider
the last participant who places the order for the advertisement at the service provider for
illustration purposes. Network operators provide the technical means to transmit broad-
casting content to the consumers. Technical solutions for the signal transmission of linear
broadcast comprise satellite, terrestrial, cable and IPTV transmissions. Depending on mar-
ket and jurisdiction, network operators either charge feed-in fees for their service or are
obligated to broadcast the supplied content from service and content providers in line with
a “must carry” agreement. Furthermore, consumers are charged for network access and
content.
Another related subsegment we consider engages in conditional access. Broadcast sys-
tem manufacturers provide technical equipment for the acquisition, processing, and dis-
semination of broadcast signals in the form of hardware and software. Network operators
MARKET BACKGROUND 21
generate revenue with sales, rental, customization, integration, and from other market par-
ticipants in the way of licensing fees for their software solutions. Conditional access ven-
dors offer products for the entitlement of customers using content encryption techniques.
Income is achieved by customization and licensing of products for network operators and
terminal equipment manufacturers. Pay-TV middleware vendors deliver necessary compo-
nents for the user interface, control, and other services carried out on terminal equipment.
Revenue is generated in the way of sales and customization for content providers and net-
work operators as well licensing for terminal equipment manufacturers and other market
participants. Terminal equipment manufacturers deliver terminal devices to consumers or
as a wholesale business to network operators. Income is achieved by sales to retail stores
and to network operators, who buy high volumes of set-top boxes and resell them with a
subsidy to consumers. Consumers play a primary role among all market participants since
they fund terminal equipment, transmission networks, programs, and content by regularly
dedicating a certain amount of their household income for media use.
Nowadays, service providers assume many tasks, which have been attributed to differ-
ent market participants in the description above. For instance, advertising-financed com-
mercial broadcasters not only purchase content from content providers but also produce
content in-house. These productions are also licensed to other television stations. More-
over, additional revenue is generated by teleshopping, merchandising, as well as call-in,
televoting and phone-in quiz shows [46]. In this regard, some state-subsidized TV chan-
nels also assume the role of a network operator and broadcast their content either directly
or with the aid of subsidiary companies [47]. However, pay-TV broadcasters act as content
and service providers at the same time when they produce sporting events such as football
and soccer matches, whereas the content owner is the corresponding league or association.
This trend is also observable for conditional access vendors, who not only offer the proper
pay-TV middleware but also exert influence on the design of terminal equipment on the
pretext of security to achieve vendor lock-in [48].
While we will investigate technical solutions for the implementation of short-interval
charging from the perspective of the conditional access related market participants in Chap-
ter 3, we also consider the requirements of consumers and the network operators in Chapter
4. The reason for this approach is that we regard consumers as the main drivers for the de-
mand for short-interval charging and network operators as the first contact point to meet
this demand as a result of our findings in this chapter.
2.2 Market Background
At the time of our survey in the year 2009, 35.5 [49] to 37.5 million TV [28] households
received an average of 73 channels in Germany. The typical German watched TV for 212
minutes on average per day [49] and 53% of all TV households received TV signals over
cable connections, 42.2% via satellite, 10.7% over terrestrial free-to-air transmission, and
3.5% over IPTV (multiple forms of reception are possible) [28]. In total, more than 5.3
million subscribers obtained pay-TV services [28], which equates to a market share of
about 14%. Sky Deutschland having about 2.48 million subscribers was the then market
leader [50]. The total number of broadband households in Germany was estimated around
26.5 million [51]. About 23.8 million thereof were supplied with digital subscriber lines
(DSL). Providing a bandwidth of 6 Mbit/s and more, a portion of 52.4% of these DSL lines
was capable of transmitting IPTV [52]. This corresponds to ca. 12.5 million potential IPTV
subscribers. At that time two IPTV operators were active in Germany: T-Com (the German
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Telecom) and Alice, an affiliated company of Telefonica. T-Com had approximately 13.87
million active DSL lines with 1.3 million subscribers using their triple-play service (voice,
Internet, IPTV), called Entertain TV, [53]. Alice, in contrast, had around 2.09 million DSL
customers with 0.06 million subscribers for IPTV [54]. Thus, 1.36 million IPTV customers
were recorded in Germany at that time.
Compared to other countries, the IPTV market penetration in Germany could still be de-
scribed as relatively low. One of the main reasons for this situation is the competition with
many well-established transmission paths including terrestrial free-to-air transmission, ca-
ble lines, and satellite transmission. The digital terrestrial television signal is being made
available by public broadcasters and provides a considerable number of TV channels for
free. Digital cable TV is also very widespread in Germany and records high growth rates.
Additionally, Germany is located in a favorable geographical position concerning the
coverage zones of several satellites. Thus, hundreds of unencrypted TV channels can be
received with a low-cost receiver and a satellite dish with a small diameter.
Despite the fierce competition of transmission paths and the slow start of IPTV, the
pay-TV over IPTV market in Germany undergoes growth correspondingly to the world
market. One important driving factor for this growth is the high and increasing broadband
penetration in Germany. Another reason is that IPTV, unlike the other transmission paths,
increasingly attracts customers with its unique technical properties like time-, place-, and
device-shifting. In the light of the above insights, we believe that Germany is a suitable
place for the research of consumer opinions on short-interval charging for IPTV since it
features a highly competitive market and a high and increasing broadband penetration.
2.3 Consumer Perspective
In this section, we present the results of our assessment about the acceptance of the short-
interval charging model in an actual market. For this purpose, we conduct a survey we
presented in [55] for determining the fraction of users willing to accept this model. For
a better evaluation of our results, we first consider related work. In the next step, we
introduce our methodology and the results of the survey. Due to our first insights, we are
able to draw an initial conclusion.
2.3.1 Surveys Addressing Short-Interval Charging
Since IPTV is a comparatively new technology, related studies and surveys have fo-
cused more on the adoption of the IPTV service than on diverse charging models, that
could be used in combination with the IPTV technology [56], [57]. In [58], for instance,
the familiarity of consumers with the concept of IPTV and their willingness to purchase
IPTV services is surveyed. In [59], the adoption of IPTV is investigated considering the
role of a user gratification model. Further studies assess the interest of consumers in ad-
vanced features of IPTV [60] involving Tele-Commerce [61] and the vision of connected
home [62]. Regarding charging models and especially the willingness to pay depending on
different models, the work of [63] surveys consumer opinions for mobile TV services. As
for the proposed short-interval charging model for pay-TV over IPTV, we are not aware of
any relating study up to now.
In summary, to the best of our knowledge, there have been no other studies which
specifically addressed consumer opinions on short-interval charging for pay-TV over IPTV
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up to now. Pay-TV business models were addressed in several academic research work and
patents.
2.3.2 Methodology
Our survey was conducted online using a dedicated website during a period of six
weeks. For the creation and management of the web-based questionnaire, the LimeSur-
vey application [64] was used. The participants were asked by email to take part in and
to recommend the survey. As an incentive, all participants, who completed the survey and
submitted their email address, entered a prize draw for a voucher of an online store. Out of
total 337 responses, incomplete responses were excluded leaving 315 complete responses
for evaluation.
2.3.3 Questions, Options and Results
The online questionnaire was simple in design. At first, some demographic informa-
tion regarding the gender, the age and the occupation of the participants were requested.
The proportion of female attendees approached 33%. More than 83% of the attendees are
between 18 and 39 years old, see Figure 2.2. The majority of the participants consists of
persons with high payment ability or payment potential such as employees, self-employed,
employers, and students. Only a minimal part of 3.17% and 0.95% is retired or unem-
ployed, respectively.
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Figure 2.2: To Which Age Group Do You Belong?
Toward its main target in estimating the acceptance of the short-interval charging model
by consumers, the survey tries to collect various information about the familiarity of the
respondents with IPTV. Furthermore, the behavior of respondents with regard to their con-
sumption of TV and pay-TV is surveyed. Depending on this information, some questions
are skipped or considered. For instance, a participant, who does not watch any TV, is not
asked about the type of TV reception in her or his household because the probability that
this participant does not have a TV at home is high. By this means, we tried to increase
the informative value of each answer. The fact that IPTV is still in its infancy in Germany
has been confirmed by the answers to the basic question: Are you aware of the term IPTV?
See Figure 2.3.
Note that the high percentage of respondents not aware of IPTV, does not have a negative
impact on the final result of the survey. Remember that we aim at finding out how attendees
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0% 10% 20% 30% 40% 50% 60%N=315
No 46.03%
Yes 53.97%
Figure 2.3: Are You Aware of the Term IPTV?
think about charging models for pay-TV in general. It is well-known that IPTV is often
confused with other video content provided on the Internet. To be more specific, therefore,
we asked the respondents, who regarded themselves as aware of IPTV, to specify what they
understand under this concept, see Figure 2.4. Fortunately, most participants could assign
IPTV as television over DSL, which is the correct definition of IPTV.
0% 20% 40% 60% 80% 100%N=170
IPTV has something
to do with YouTube 0.00%
I don’t know 2.00%
IPTV is like a video rental
store in the Internet 12.00%
IPTV is TV over DSL 86.00%
Figure 2.4: What Exactly Does IPTV Mean for You?
The next questions relate to the respondents’ behavior regarding the consumption of TV,
pay-TV, and video content in general. First, we questioned the attendees about their form
of TV reception, see Figure 2.5. The answers to this question reflect the general situation
of the current market situation for TV reception in Germany. The most common form of
reception is cable TV (digital and analog) followed by satellite and terrestrial reception.
About 9% of the participants do not watch any television.









Figure 2.5: How Do You Receive Your TV?
Again, the lower IPTV reception in Germany does not worsen the main survey objective,
as our purpose is to learn about the participants’ behavior and attitude regarding pay-TV
and other paid video data in general. In the next question, we found out that only 9% of
the participants with TV reception watch pay-TV such as Arena or Sky see Figure 2.6.
0% 20% 40% 60% 80% 100%N=287
Yes 9.00%
No 91.00%
Figure 2.6: Do You Use Pay-TV Services Such as Arena or Sky?
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However, more than 72% of all attendees pay for video content such as DVD purchase,
video rental, or visits to the cinema, see Figure 2.7.




Other paid options 1.26%
Video Rental Store
(Online e.g. Netleih) 2.05%
Video on Demand
(E.g. Maxdome) 2.37%




Other Free Options 22.87%
Cinema 28.39%
Figure 2.7: Do You Pay for Video Content in One or More of the following Forms?
Combining the answers to the last two questions it can be assumed that the lower in-
terest in pay-TV is not attributed to a low willingness of the participants to pay for media
content. Rather, there must be other reasons, which make pay-TV less attractive and deter
people from buying this service. The next point, therefore, was to ask the respondents,
who do not access pay-TV, what would attract them to buy pay-TV content, see Figure 2.8.
Surprisingly, the answers to this question confirm our assumption, that it is the way of pay-
TV offering, which hinders its wide acceptance. More than 83% of respondents would
buy pay-TV under some conditions. Most of these conditions relate to the price and the
contract, namely, the subscription. Obviously, more than 35% find that pay-TV prices are
too high and a total of about 38% has difficulties with the subscription-based model itself
or with long subscription periods.
0% 5% 10% 15% 20% 25% 30% 35% 40%
N=267
(multiple answers possible)
With a shorter contract period 7.07%
When the market is clearer 9.76%
Under no circumstances
I would consider to use pay-TV 16.34%
Without a contract period 31.71%
When pay-TV is available
at a discounted price 35.12%
Figure 2.8: Under Which Conditions Would You Be Willing to Use Pay-TV?
The result of the previous question confirms the analysis given in Chapter 1 regarding
the problems of current pay-TV pricing models and suggests that a new model is overdue.
The last and most relevant question aims at the specific information on whether the pro-
posed short-interval charging model would attract more customers, see Figure 2.9. The
attendees are confronted with three pricing models and asked for the preferred one. To
avoid any misunderstanding, each of these models was clarified shortly in the survey:
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1. PPV/VoD: You pay for a selected film.
2. Monthly Subscription: You pay a monthly fee.
3. Accurate Deduction: You only pay for the seconds or minutes you watch.





Video on Demand 34.92%
Figure 2.9: Which Pricing Model for Pay-TV Would You Prefer?
In summary, the survey provides the following main information:
1. More than 72% of the survey respondents already pay for video content in one way
or another. Even the attendees, who do not watch any TV (ca. 9% according to
Figure 2.6), seem to consume paid video in several ways. By analyzing the answers
of this group to the question of Figure 2.7, we found out, for instance, that 71% of
these attendees go to the cinema, 46% buy DVDs, and 32% utilize the services of
video rental stores. In total, 90% of all the respondents pay for video content.
2. Although pay-TV is very well-known, it still lacks a wide attractiveness for most
people. Only 9% of the respondents with TV reception make use of this service
(Figure 2.6). Even if there may be other reasons for this situation, most respondents
identify the price and the charging model (subscription-based charging) as the most
important obstacles of today’s pay-TV (Figure 2.8), which is comprehensible consid-
ering the market situation described in Section 2.2.
3. A short-interval charging model for pay-TV is preferred by 33% of the survey par-
ticipants. Whereas 39% of this group were attendees, who are not aware of the term
IPTV. Also, the respondents, who do not pay any money for video content (ca. 10%
of all respondents), seem to be most attracted by the new model. Their voice for the
model reaches 44%.
2.3.4 Evaluation
In the following, we assess the validity of survey outcome by setting its particular results
into relation to market analyses and studies, which addressed similar questions.
In Figure 2.10 the age distribution of the TV households is compared to the age distribu-
tion of the survey participants. We can see that the age-group of 18-39 is disproportionally
overemphasized in our sample [65]. Additionally, the gender ratio in our sample is 67%
(male) to 33% (female) whereas the gender ratio of all TV households is 49% (male) to
51% (female) [66]. Relating to the IPTV awareness the ratio is 46% (aware) to 54% (un-
aware) in our sample. This result matches exactly with results of a representative study





































Figure 2.10: Comparison of Age Distribution of Survey Participants and TV Households
in Germany
A comparison between the distribution of transmission paths of all TV households [68]
and our sample is depicted in Figure 2.11. It shows that viewers receiving their TV broad-
cast over satellite are underrepresented whereas such receiving their TV broadcast over
IPTV and terrestrial digital video broadcast (DVB-T) are overrepresented. Also, there is a
minor shift in the ratio of pay-TV subscribers. The ratio is 9% subscribers to 91% nonsub-
scribers in our sample and 12% subscribers to 88% nonsubscribers in the German market
[28].


























Figure 2.11: Comparison of Transmission Paths of Survey Participants and TV Households
in Germany
Figure 2.12 shows the revenues for video content in Germany compared to the spending
of the survey participants [69], [70]. The share of customers, who provide video content
from video rental stores (classical and online) as well as video on demand customers are
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Figure 2.12: Comparison of Revenues for Video Content and Spending of Survey Partici-
pants
clearly overrepresented in our sample, whereas customers of home video products (video
sell-through) are represented in smaller extent.
When asked for the conditions for taking pay-TV into consideration, the two highest
rated options in our sample were relating to discounted price and the omission of a contract
period. Interestingly, when participants of a similar study [67] have been asked about
the reasons for their reservation against switching to IPTV, identically, the highest rated
reasons were the prize and the deterrent effect of the subscription period. This reveals at
least two insights. On the one hand, the price is a strong indicator for user acceptance of
a new product or model in the context of IPTV and pay-TV. On the other hand, obviously,
the subscription period, as well as the price, are the main factors discouraging customers
from using IPTV and pay-TV.
In the last question, the respondents have been asked for an abstract tendency toward
our short-interval model by stating a general preference. Since this model is new, it is clear,
that no respondent has ever experienced it. In order to avoid any bias during the process of
forming their opinion, we provide the respondents only with the main merit of our model:
You only pay for the seconds or minutes you watch. Thus, we assume that the respondents
associate the proposed model with the next related model in their everyday life, which is
short-interval charging for (mobile) phone calls or Internet usage. As we expect that all
respondents have experienced the short-interval charging model in such context, we regard
their assessment of this model as valid. Based on this assumption, the perceived benefits
of our model is independent of the knowledge of the term IPTV or the properties of the
content (genre, duration, and so on). So, all participants of the survey have been asked the
last question, since their opinions are of equal value for us.
We could see that participants most sensitive to price and subscription period chose our
short-interval model most:
Almost 70% of the participants who chose our short-interval model stated that either
price or subscription period are important factors for taking pay-TV into consideration.
This shows that the reasons for respondents to choose our short-interval model are indeed
price or subscription period since the participants most sensitive to these factors decided
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in favor of it. In contrast, participants who opted for a monthly subscription were compar-
atively the least sensitive to price or subscription period. Only 45% of these participants
deemed price or subscription period to be important when deciding on a pay-TV service
purchase.
2.3.5 Subsequent Developments
In order to complete our picture of short-interval charging market relevance, we put our
results in relation to subsequent studies and market developments that took place at the
time after we conducted our survey.
Generally, we observe that the proceeding convergence leads to substitution effects. As
a result, over-the-top (OTT) VoD offers increasingly gained popularity whereas pay-TV
offers recorded a drop in demand. According to a study [71] with 2000 participants among
14-75-year-olds, 9% of all pay-TV subscribers in the U.S. canceled their pay-TV subscrip-
tion in the year 2011. Furthermore, 11% of the participants are considering canceling their
contract because they could watch almost all of their favorite shows online. In addition,
15% of all participants stated that they will most likely watch movies, television programs,
and videos from online digital sources in the near future [71]. Next, we consider another
online study conducted in June 2011 with 1,013 participants. Here, 10% of the customers
who are subscribed to a major VoD provider and previously canceled their pay-TV sub-
scription over cable or satellite indicated that they are willing to cancel their VoD subscrip-
tion if a traditional pay-TV provider would start an offer with a similar service at a similar
price [72].
Survey Our Survey Amdocs Deloitte
[55] [73], [74], [75] [76]
Time of Survey 2009 2014 2014
Origin of
Respondents Germany 11 Countries U.S.
Mode of Survey
Participation Online Online Online
Total No. of
Respondents 315 4070 2076
















Table 2.1: Comparison of Related Consumer Surveys
*Population calculated by weighting year 2014 projections of population division from 2010 U.S. Census Bureau.
In accordance with the insights we gained from our survey, participants specified high
price and long contract terms as the motivating force for their decision to cancel the pay-TV
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subscription. Consumers complain of rising subscription fees needed to cover increasingly
expensive licenses for sports events even though they are not interested in such offers. In
this context, consumers also criticize additional charges such as connection and installa-
tion fees. Moreover, video on demand providers aggressively advertise their short term of
contract in contrast to the long subscription periods of pay-TV offers at a time of economic
woes when the unemployment rate is at 9.1% and the economic growth is slowed to 1%
in the U.S. [77]. Therefore, we can conclude that besides price increase and long term
of contract, the superordinate reason for the discontent of the consumers arises from the
perceived unfairness resulting from the cost-attribution that does not reflect usage.
In another representative online survey published in 2014 [75] with 4070 OTT and pay-
TV subscribers in 11 countries including Germany participants are asked a similar question
regarding their preference for a charging model we asked in our survey. However, in this
survey the participants have the choice among the following three given options:
1. A set-fee for a basic package and then pay only for the extra items/channels I watch
2. A set-fee for all available channels
3. Only pay for the items/channels I watch
Interestingly, similar to the results of our survey 36% of all respondents selected the
last option which offers a higher degree of usage-based cost attribution and interactivity of
entitlement. In contrast, the first and second options were met with less approval amounting
to 29% and 35% respectively [75].
In contrast, in a different related online survey with 2076 respondents conducted in
2014 in the U.S. [76] slightly other options lead to other results. In particular, pay-TV
subscribers are asked which way of purchasing paid television they would prefer and are
given the following options:
1. Subscribe only to the channels I watch regularly
2. Subscribe to a package of channels even if I do not regularly watch them all
3. Purchase only those individual shows and events I want to watch
Here, only 8% of the respondents chose the last option, whereas 52% chose the first
and 40% chose the second option, respectively. Although there is a clear tendency toward
usage-based cost attribution and interactive entitlement when compared to the results of the
previously mentioned survey [75], the respondents in this study seem to be more reluctant
to pay for individual content.
However, we believe that there are two reasons for this difference. The first reason is that
the base population who is asked regarding its charging preference in the second survey
is different: It entirely consists of pay-TV subscribers. In contrast, in our survey, this
population is more general and all participants are asked regarding their charging model
preference.
As we could see in our evaluation, respondents who are already pay-TV subscribers
are least sensitive to the factors of price and subscription period and, consequently, value
the advantages of charging models providing these features least. Similarly, also in our
survey the share of pay-TV customers who prefer short-interval charging is comparatively
low accounting for only 20%. The second reason is a subtle difference in the phrasing of
the options. In the first survey, the formulation accentuates that participants “only pay” for
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something, which evokes associations with a more passive action that is further trivialized.
In the second survey, in contrast, the participants are requested to purchase. In our opinion,
this wording describes a more active process and is further complicated by the selection
problem emphasized by the addition of “only those individual shows and events I want to
watch”.
In both surveys, the options implying the highest usage-based cost attribution and in-
teractivity of entitlement still do not correspond to the short-interval charging model we
suggested in our survey. Nevertheless, we can see a general tendency of consumers toward
charging models offering these properties. We compare the results of our survey to the
most important properties of related surveys. A summary of this comparison is shown in
Table 2.1.
Moreover, respondents also state that they are more satisfied with the content, customer
service, and video quality in broadcast pay-TV than with over-the-top (OTT) and online
video services (such as Netflix, Hulu, etc.) [74].
In general, we can observe that consumers perceive the cost-value ratio for pay-TV
offers as unbalanced. Hence, 24% of the respondents in the U.S. and Canada, who are pay-
TV subscribers and additionally own a subscription to an OTT service consider canceling
or reducing the amount they spend on their pay-TV service [73]. However, more than
the half of these respondents would maintain their expenses in case their pay-TV provider
would give them a single source to search, discover, and watch all of their content, includ-
ing the content available on OTT offers. Again 62% of these respondents would spend
more on such a service than they currently spend on pay-TV [74].
Another reason for the shift to VoD offers is the freedom of choice regarding content
selection. In contrast to pay-TV offers, which are categorized according to genres, VoD
providers enable consumers to watch only the desired content and pay for it. Thus, the
service offered to consumers becomes fully adaptable. With regard to the adaptability
of services, respondents coming from the U.S. and Canada are willing to pay an average
of 7.0% more to receive services tailored to their viewing. In this context, 86.3% of the
respondents coming from the U.S. and Canada would approve that their usage information
is collected and analyzed for this purpose [73].
2.4 Producer Perspective
In this section, we detail the measures taken by pay-TV providers in order to counter
current market developments such as the copious cancellation of subscriptions we found
out in the previous section. In order to rate these measures accordingly, we first update
our data with regard to the German market. In a subsequent step, we analyze current
innovations of pay-TV tariffs and show to what extend these tariffs accommodate recent
developments.
2.4.1 Market Background: An Update
The business volume of the German television market was composed of 4.774 billion
euro from TV license fees, 4.289 billion euro from net advertisement revenues and 2.098
billion euro from pay-TV revenues in the year 2014 [78]. In contrast the business volume
of the video market which is about 15% of the television market. In the video market,
substantial shifts from DVD sales, which amounted to 1.503 billion euro in 2009 and only
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0.906 billion euro in 2015, to Blu-ray Disc and VoD sales can be observed between 2009
and 2015. In this time frame, Blu-ray Disc sales volume almost quadruplicated from 0.135
billion euro to 0.536 billion euro and VoD sales volume increased to more than tenfold
from 0.021 billion euro to 0.236 billion euro [79]. While the typical German watched
television for 212 minutes in 2009, this value increased up to 225 minutes in 2011 and
declined to 216 minutes in 2015 [49].
Between 2009 and 2015 the number of TV households increased by approximately 1.5
million totaling to 38.9 million [79]. The distribution of transmission paths increased in
favor of satellite (+4.4%) and particularly IPTV. While in 2009 IPTV accounted for only
1.0% of all distribution paths, in 2015 this value increased to 4.8%. In return, fewer (-
6.7%) consumers received their television signals over cable and over terrestrial transmis-
sion (-1.6%) totaling to 46.1% and 9.7% respectively. Thus, in 2015 satellite and cable
transmissions are almost equally prevalent in Germany respectively amounting to a share
of 46.5% and 46.1% among the transmission paths.
The number of pay-TV subscriptions increased by 1.7 million to 7.0 million in total
between 2009 and 2015 [80]. As a consequence, approximately 12 million viewers watch
pay-TV in Germany in 2015. Sky as the largest pay-TV provider acquired 1.6 million
additional customers from 2009 to 2015 and serves a total of 4.123 million subscribers
at the end of 2014. This was achieved by means of a decreased subscriber churn rate of
recently 8.2% and new products such as online and VoD offers [78].
In the meantime also broadband expansion succeeded in Germany. While the number
of broadband households increased by 3.1 million to a total of 29.6 million, the number
of DSL connections decreased by half a million totaling to 23.3 million between 2009 and
2015. Nevertheless, the capacity of the DSL connections substantially increased. While in
2009 only 52.4% of all DSL connections featured a bandwidth of 6 Mbit/s and more, in
2015 this value increased to 97.8%. Furthermore, 85.4% of all DSL connections feature
a bandwidth of 16 Mbit/s and more and 68.7% are capable of transmitting 50 Mbit/s and
more in 2015.
IPTV services are currently offered by T-Com (the German Telecom) and Vodafone.
Alice, an affiliated company of Telefonica active as an operator in 2009, discontinued its
IPTV offer at the end of 2013. T-Com could increase the number of IPTV subscribers
from 0.8 million to 2.4 million in 2014 and further projects to serve 5 million subscribers
in 2018. This success was partly achieved thanks to the VoD offers in cooperation with
maxdome and Netflix, the two most popular VoD providers in the German market [78].
2.4.2 Billing Plans
As we could see in the previous section, pay-TV service providers and network oper-
ators experienced continuous growth during the period under consideration. We will see
that this positive development is a result of offers, which meet the market demand we
could determine in our prior survey. In the following, we will analyze the billing plan
and innovations in the product range of a major network operator in Germany, the German
Telekom. A simplified structure of the current billing plan is illustrated in Figure 2.13.
Components with white background color indicate optional offers and components with
gray background color show mandatory or bundled products. Moreover, components with
black background color show discounts.
At first glance, we can see that four different services, usually referred to as quadruple
play, are offered and compose a multipart tariff. These services consist of fixed line tele-
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Figure 2.13: Simplified Billing Plan of a Major German Network Operator
phony, landline Internet access, IPTV, and combined mobile telephony and Internet access.
Fixed line telephony and Internet access as the historical main business segments form the
core services and are bundled to a mandatory base product. In addition, IPTV and mobile
services are optional offers. However, various forms of price discrimination are applied.
Flat-rates to fixed line destinations in different countries are bundled in two different pure
bundles. The price for Internet access is fixed by using the versioning strategy depending
on different up- and downlink bandwidths. Mixed bundling is applied for the channels of
the IPTV offer. These channels may be obtained by ordering the premium product or by
selecting the standard product and additionally ordering the residual channels as an op-
tional product. Generally, channels are subject to versioning either by their number or by
the availability of a higher resolution (HD). Furthermore, instances of the application of
different types of group pricing can be found. Consumers preferring channels broadcast-
ing in a specific language or channels of a certain genre can order special channel packets.
Additionally, consumers ordering the products over the Internet receive discounts on the
base fee. Usually, broadband access and, consequently, IPTV is provided over DSL using
copper wires or over fiber optic cables using Fiber-to-the-home (FTTH). Another form of
third-degree discrimination is applied for geographic locations where the network operator
is not able to offer a broadband connection due to the lack of own cables. For these areas,
the IPTV offer is replaced by a comparable service over satellite.
A further pricing strategy is the discount on the base fee for a certain period of time (12
months) if the consumer chooses a longer term of contract (24 months). This discount can
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be seen as a block-rising tariff. Also, the installation fee is a one-time fee and the rent for
the set-top box can be regarded as a periodical non-usage-based fee.
Generally, two trends regarding product innovation can be observed during the period
under consideration. In addition to the regular offer of linear broadcast content, network
operators provide access to a VoD service mostly free of charge. This service comprises
a considerable number of free movies either provided by an in-house service or with the
aid of an established VoD provider. This trend can also be observed for network operators
and service providers who offer their services over IPTV, cable, and satellite. When con-
sumers subscribe to a VoD service provider directly, in contrast, VoD access is referred to
as over-the-top (OTT). In this case the network operator is not involved in the management
and dissemination of the VoD content. Other cooperations result in the resale of pay-TV
service provider content by IPTV and cable network operators. Here, the billing plan of
the pay-TV service, which mostly consists of different channel bundles, is adapted to the
billing plan of the network operator. This trend clearly confirms our assumptions we made
regarding convergence in Chapter 1. We asserted that in the face of inter-industry substi-
tution, it is more profitable for a company belonging to a certain industry to enhance the
functionality and specialization of their existing products than to extend the product range.
As a consequence, network operators collaborate with VoD and pay-TV service providers
to meet the consumer demand for interactive entitlement and adaptable services and thus
to decrease subscriber churn.
Another trend we could observe is the streaming of live broadcast content to other de-
vices such as PC and mobile devices as an optional product extension. In case an additional
cell phone contract with the network operator exists, the subscriber is also able to stream
some of the channels over third- and fourth-generation cellular networks (Universal Mo-
bile Telecommunications System (UMTS) and Long-Term Evolution (LTE)). This product
category meets the consumer demand for the availability of content on multiple devices
and is also referred to as device shifting. According to a representative survey [74], con-
sumers equally attribute this property to pay-TV and VoD service providers and 29% of all
consumers would pay 5-10% more for this feature.
In addition to the trends described above, also variants of the presented charging models
exist on the market. One instance of such a variant is postpaid pay-per-view. Here, the
consumer usually has a subscription to a pay-TV service provider and the ordered PPV
content is not debited immediately but with the following invoice. Furthermore, we already
described another variant applied to VoD as subscription VoD (SVoD). When staggered
or near video on demand (NVoD) is used, identical programs are started at short time
intervals such as 15 minutes. This concept is used as a remedy for the lack of a return
channel which prevents users from consuming an ordered program at the desired time.
However, NVoD consumes high bandwidth for every program since several channels are
occupied depending on the duration and starting offset. For push video on demand (PVoD),
a selection of popular programs is sent to the receiver and recorded to a hard disk drive. The
transmission is usually carried out in times when free capacity is available, for instance,
at night or during the day. In this way, the user can select, order, and consume a program
with low latency although no return channel is available. This variant, however, requires
that the STB is equipped with a hard disk drive.
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2.5 Conclusion
In this chapter we address our question Q1 regarding the prospects of short interval charg-
ing to become a relevant alternative pay-TV charging model. In order to show that a sig-
nificant share of consumers is attracted by short-interval charging, we conduct an online
survey with the participation of 315 respondents in Germany. We are able to show that 33%
of the survey participants prefer short-interval charging to traditional models. Our findings
are mostly supported by two other surveys which have been conducted in the U.S. and in
11 countries including Germany, respectively. Thus, the proposed model seems to meet
open demands and attract a relevant share of consumers on the IPTV market. Once im-
plemented especially in segmented markets, this new charging model suggests accounting
for a relevant share of the total pay-TV market besides VoD/PPV and subscription-based
pay-TV. We observe that the demand for short-interval charging is driven by the criticism
of high prices. In particular, consumers perceive cost-attribution that is independent of ac-
tual usage as unfair. This conclusion confirms our assumption that there is a high demand
for usage-based cost attribution. In the following market analysis, we are able to see a
shift in demand in favor of VoD service providers. From our findings of other surveys and
analyses, we are able to deduce that this reorientation of consumers toward the charging
model of VoD is the result of a higher interactivity of entitlement and a higher adaptabil-
ity of services. In our subsequent analysis of current billing plans, we show that service
providers and network operators take account of these recent developments and seek to
adopt measures to meet the consumer demand and decrease churn.

CHAPTER 3
BASIC METHODS AND PROCEDURES
In this chapter, we investigate which technical concepts and architectures are involved for
realizing IPTV broadcast and pay-TV. For this purpose, we initially analyze the structure
of the data being transmitted. Subsequently, we briefly look into the components and
interfaces which are generally used to provide a broadcast service. For the discussion
of multicast encryption, we first inspect the concept of multicast in the context of the
Internet protocol. Then, we examine methods for establishing confidentiality in group
communication. Finally, we introduce group key management schemes and give examples
for illustrating their working principle.
3.1 Broadcast Architectures
3.1.1 Structure of Broadcast Data
Pictures on a TV set usually are displayed on a rectangular grid of points. Individual
points are called picture element, pel, or pixel and feature a color. This color is generated as
a mix of the primary colors green, red and blue and produced by light-emitting elements on
the display device. In order to specify a particular color, the intensity of each primary color
is represented by a number. Thus, a particular color is described by three numbers. The
number of bits used to represent the color intensity is referred to as color depth. Usually,
eight bits are used to represent the intensity of each color, since the resulting color space
is sufficient and the processing of numbers of this size is convenient for electronic devices.
Channel Switching-Triggered Charging for Pay-TV over IPTV.
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Display resolutions, that is, the number of points on the grid, are defined in video system
standards. Resolutions are specified by indicating the number of pixels for the width and
the length of the display image. Typical resolutions are 768x576 [81], 1280x720 [82], and
1920x1080 pixels [83] [84].
In order to ensure a fluent visual perception, the images of a video have to be updated
regularly. The number of updates per second is called frame rate. Frame rates are also
defined in video system standards and common values are 25, 29.97, 30, 50, and 60. De-
pending on the values for color depth, resolution, and frame rate we can calculate the
required bandwidth for transmission. As an example, the required bandwidth of a single
video transmission having a color depth of 8 bit, a resolution of 720x576, and a frame rate
of 25 frames per second amounts to 248.8 Mbit/s. In order to save bandwidth in particular
for transmission over wireless connections such as satellite links, data compression has
to be employed. Recent compression methods are able to reduce the bandwidth require-
ment for our example to about 1.5 – 3.0 Mbit/s. Since the structure of broadcast data are
determined by the employed compression methods in the following we consider the most
characteristic methods used in the common standards for video encoding such as [85], [86],
and most recently [87].
Figure 3.1: Combing
3.1.1.1 Compression Methods
The earliest form of compression is interlacing. Here, only pixels of odd and even num-
bered rows (lines) of an image, which are called half-images or fields, are transmitted at a
time. In early TV sets featuring cathode-ray tubes (CRT) the frequency of the AC power
supply voltage of 50 Hz respectively 60 Hz was utilized in order to receive and alternately
scan the resulting fields 50 or 60 times per second. Thus, by using interlacing it is possible
to transmit the double number of frames by using the same amount of bandwidth. How-
ever, interlacing also introduces some problems especially on newer liquid crystal (LC)
displays. Pixels of CRT-based displays consist of successive areas, which are excited by
an electron beam and feature an afterglow.
In contrast, pixels of LC displays are controlled individually and permanently. This
difference leads to undesirable effects such as combing and interline twitter. Combing
occurs when fast objects move through the image or a ticker is displayed. Since in this
case only a single field, namely every second line, covers the information of the movement,
the edges of corresponding objects resemble combs. An example for combing is given in
Figure 3.1 where a laser pointer beam moves rapidly across the image. Interline twitter is
caused by horizontally aligned thin segments. These segments are beyond the resolution
of the recording device and therefore sometimes added only to one field and sometimes
to both fields. This causes a flickering of the lines covering these segments alternately in
rapid succession.
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Another early compression method that emerged with color television is chroma sub-
sampling. This compression technique is based on the working principle of the human
color perception. Human vision follows the concept of complementary colors where cer-
tain pairs of colors are never perceived simultaneously in a single color but are rather
opposing endpoints of a continuous scale. These pairs are red-green and blue-yellow. This
manner of perception has physiological reasons caused by the way visual stimuli are pro-
duced by cone cells and transmitted to the visual cortex over the optic nerve. In addition,
the perceived spatial resolution of these color components is much lower as the human
eye is not able to distinguish differences in color (chrominance) as well as differences in
brightness (luminance). This is presumably the result of adaptation to the occurrence of
color in nature where smooth transitions of color intensity are common but abrupt changes
in color intensity are very rare. Hence, the color components of a picture can be stored
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in H.262
Figure 3.2: Conversion to YCbCr Color Model and Chroma Subsampling
This knowledge is applied in the YCbCr color model, which is generally used in all
kinds of video equipment and also in media broadcast. Instead of storing intensity values
for the primary colors red, green and blue (RGB), in this model, the luminance (Y) and
the chrominance, that is the blue-yellow portion (Cb) and the red-green portion (Cr) of a
pixel are stored. In order to specify the ratio of bits used to store these individual portions
when an RGB image is converted to this color model, a notation in the form of x:y:z is
used. Here, x indicates the number luminance (Y) samples taken from the sampling area
of the RGB image which is 2 pixels high and x pixels wide. The y value indicates the
number of blue-yellow (Cb) and red-green (Cr) samples successively taken from the first
row of the sampling area. However, the z value represents the number of additional Cb
and Cr samples in the second row of the sampling area. The color subsampling ratio used
in broadcast transmissions is usually 4:2:0. The positions from where the chrominance
samples are taken vary in different standards. In the case of H.262, chrominance samples
are taken vertically on alternating lines and horizontally aligned to the luminance values
correspondingly. As a result, four luminance (Y) values are stored with a single value for
each chrominance component (Cb and Cr) as shown in Figure 3.2.
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Another compression method makes use of the fact that the human eye is less sensitive
to a high number of changes of intensity. These changes occur particularly near the edges
of depicted objects and are described by the term spatial frequency. For this reason modern
compression methods use transform coding in order to transfer the image from the spatial
to the frequency domain using algorithms such as the discrete cosine transform (DCT) [88],
Walsh-Hadamard Transform (WHT) [89], [90], and High Correlation Transform (HCT)
[91], [92], [93]. As a result, instead of intensity values of color components, coefficients
representing the magnitude of frequencies in a horizontal and vertical direction (2D) are
stored.
Frequency in this context describes the amount of variation between neighboring pix-
els. Consequently, similar color intensities among neighboring pixels correspond to a low
frequency whereas greatly differing color intensities among neighboring pixels correspond
to a high frequency. In particular, the input image is sliced into blocks of 8x8 pixels and
frequency coefficients are stored as weights for a predetermined linear combination of ba-
sis functions. This process is exemplified in Figure 3.3 where the working principle of the
discrete cosine transform as it is used in H.262 is depicted.
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Figure 3.3: 2D Discrete Cosine Transform using 8x8 Basis Functions
However, no compression is achieved by taking these steps alone. Since the range of
values for coefficients (11 bit) is greater than the range of values for color intensities (8
bit), on the contrary, the amount of required data are increased. In fact, compression is
achieved by considering the following two observations. First, images from natural scenes
feature a higher value for low-frequency coefficients and a lower value for high-frequency
coefficients. Furthermore, coefficients whose values are close to each other, particularly
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with increasing frequency, are far less distinguishable by human perception. As a conse-
quence, the resulting coefficient values of the transform are further quantized [88]. This
leads to lossy compression and allows to continuously control the quality of the resulting
image. Consequently, only a limited number of different values for frequency coefficients
are allowed. In addition, higher frequencies are stored with less fidelity and thus using a
smaller amount of data. In order to achieve consistently high image quality by adapting the
quantization factors to the corresponding scene, modern video encoding standards allow
the update and transmission of quantization matrices on different levels of the resulting
stream. In a subsequent step, the resulting values are serialized and arithmetically encoded
for further compression [94], [95], [96], and [97].
In addition to spatial redundancy, image sequences also feature temporal redundancy.
This type of redundancy is handled by another compression method. Here, only parts of an
image sequence that have changed compared to one or more reference images are stored.
Reference images are called intracoded (I-) frames and are self-contained, that is, their
content does not depend on any other frame. I-frames achieve a moderate compression
ratio of 10:1 by employing the compression methods described above. This type of frame
is also required in order to start the playback of the video from arbitrary positions (random
access) and to limit the propagation of errors coming from differential frames, which are
sometimes referred to as intercoded frames.
The first representative of intercoded frames is the predicted (P-) frame. P-frames may
contain new and differential image data with reference to previous I- and P-frames in the
form of transform coefficients. In addition, P-frames may contain prediction data in the
form of motion vectors that indicate the displacement of certain image segments with ref-
erence to previous I- and P-frames. Motion vectors are the result of the motion compensa-
tion process [98]. This process searches for the segment to be compressed in the vicinity
of the segment in previously referenced frames during encoding. In cases motion vectors
alone do not provide a satisfactory match with the original image data in process, the en-
coder can include additional transform coefficients to increase the visual match with the
resulting compressed segment. Thus P-frames may contain transform data in addition to
motion vectors in order to describe a single segment. As a result, P-frames achieve a better
compression ratio of about 20:1.
Another representative of intercoded frames is the bidirectional predicted (B-) frame
that also contains image data and motion vectors [99]. However, B-frames refer to tempo-
rally preceding and subsequent I- and P-frames. Depending on the compression standard,
B-frames may refer to other B-frames and even establish a hierarchy among themselves.
Consequently, B-frames achieve the highest compression ratio of 50:1 compared to un-
compressed image data.
I1 B2 B3 P4 B5 B6 P7 B8 B9 P10 B11 I´1 B´2 B´3 P´4 B´5B12B`12B`11P`10
Figure 3.4: Open Group of Pictures of Length 12 in Presentation Order
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A series of frames is assembled to a group of pictures (GOP). GOPs always start with an
I-frame and may contain zero or more P- and B-frames. In order to exhaust a given target
bit rate and to accommodate to scene changes and fade-in effects the encoder can adjust
the ratio of used intercoded frame types and the total length of a GOP. A typical GOP
sequence used for broadcasting has the form IBBPBBPBBPBB and is given in Figure 3.4.
In this figure, the start of a GOP is indicated by a bigger transparent frame and references to
other frames are marked by exiting arrows. The display order of sequence for the frames
is indicated by numbers in the subscript. Frames of the preceding GOP are indicated
by the grave accent ( ` ) and frames of the subsequent GOP by the acute accent ( ´ ).
The given sequence exemplifies the display/presentation order of the frames. Since B-
frames can contain references to temporally successive image information, the sequence
of frames is reordered for the transmission. In transmission/decoding order, referenced
I- and P-frames are conveyed before the referencing B-frames appear as shown in Figure
3.5. However, since the last two B-frames in our example have forward references to the
I-frame of the next GOP, these frames become enmeshed with the frames of the next GOP
and, consequently, the sequence of frames is not altered. Without reordering, the decoder
would have to wait for the corresponding referenced I- and P-frames to arrive before it
could start to decode B-frames.
I1 B`11 B`12 P4 B2 B3 P7 B5 B6 P10 B8 I´1 B11 B12 P´4 B´2B9B`9B`8P`10
Figure 3.5: Open Group of Pictures of Length 12 in Transmission Order
Another distinction is made between open and closed GOPs. Frames in closed GOPs
refer only to other frames within the same GOP. In contrast frames in open GOPs refer to
other frames in adjacent GOPs. Closed GOPs are particularly useful for editing purposes
and for videos supporting multiple angles. In both cases, it is desirable that the loss of a
subsequent GOP does not affect the decoding of the current GOP. This behavior can be
achieved by closed GOPs since they are self-contained in contrast to open GOPs. How-
ever, open GOPs require marginally less data for a specific visual quality compared to
closed GOPs of equal length and structure because some frames refer to frames located in
neighboring GOPs. For these reasons, most often open GOPs are used in broadcast. The
example shown earlier in Figure 3.4 is an open GOP in presentation order. A closed GOP
in presentation order is illustrated in Figure 3.6.
Generally, video coding standards are defined from the decoder perspective and the
encoder perspective is left open for organization by the encoder manufacturers. In conse-
quence, parts of certain standards are occasionally implemented only in a limited scope.
An example for such a situation relates to closed GOPs. According to the standard [85]
(7.6.6.3/7.6.6.4) B-frames may reference to temporally preceding, subsequent or preceding
and subsequent frames. Nevertheless, most encoder manufacturers restrict the reference
capabilities of B-frames to the last option so that B-frames are forced to exhibit two refer-
ences. Consequently, an additional P-frame is required at the end of each closed GOP in
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order to support arbitrary GOP lengths in these cases. As a result, the majority of observ-
able closed GOPs have the structure shown in Figure 3.6.
I1 B2 B3 P4 B5 B6 P7 B8 B9 P10 B11 I´1 B´2 B´3 P´4 B´5P12P`12B`11P`10
Figure 3.6: Closed Group of Pictures of Length 12 in Presentation Order
3.1.1.2 Transport
Next, we illustrate the structure of broadcast data up to the point where it is ready for
transport over IP networks as shown in Figure 3.7. For this purpose, we consider the
coding according to the H.262 standard [85] due to its sustained wide use and simplic-
ity. More recent standards offer more possibilities and correspondingly are able to define
more complex structures. As we could see in our discussion of compression methods, the
fundamental layer of video consists of quantized coefficients resulting from the frequency
transform. At this level, run-length coding is used as arithmetic coding for lossless com-
pression. According to our considered coding, usually areas of 8x8 pixels called blocks are
sampled for each color component from the original image. Macroblocks contain 2x2 lu-
minance blocks as well as a number of chrominance blocks depending on the subsampling
ratio. For 4:2:0, one block is added for each chrominance component.
In addition, descriptive information about the contained block content type such as co-
efficients, residual coefficients, motion vector data, and optional individual quantization
tables are included to the macroblock. Macroblocks in turn form slices and slices form
complete frames (pictures) or in case interlacing is used they form fields (half pictures).
Frames of different types constitute GOPs and one or more GOPs form a sequence. At the
level of sequences, the byte stream is referred to as video elementary stream (ES). Other
types of ESs are audio ES and data ES used, for instance, for Teletext and conditional ac-
cess. Each single ES forms a packetized elementary stream (PES) by adding a PES header.
The PES header specifies the content type of the contained ES and includes other addi-
tional information. Although named with the prefix “packetized”, the PES on its own is
not bounded in length. Only for transmission, the PES is split into packets of 184 bytes
and forms the transport stream (TS) by adding a header of 4 bytes [100].
The TS either contains all PESs for a single program and is called single program trans-
port stream (SPTS) or the PESs for several programs and is called multi program transport
stream (MPTS). Program service information (PSI) [100], [101] is added to the TS in or-
der to specify the structure of the TS and to convey auxiliary data and meta-information.
PSI again features a specific section structure. A single section may span over multiple
TS packets and the PSI may span over multiple sections. In addition to PSIs with a given
structure, the TS can feature sections with user defined format, so-called private sections.
Components responsible for implementing pay-TV services use private sections to transmit
entitlement information. An additional optional TS header field is regularly included and
contains a time reference called program clock reference (PCR). The PCR is a 27 MHz
timestamp and used to enable buffer management and streaming. Particulary, by using
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Figure 3.7: Structure of Broadcast Data for Transport
PCRs along with a phase locked loop (PLL) at the receiver, a continuous adaptation of the
transmission rate for the synchronous reception and decoding of the bitstream is achieved.
In order to achieve efficient transmission and to avoid IP packet fragmentation, usually
7 TS packets are grouped to form an IP packet (recommended in [102]). The IP packets
are transmitted using the User Datagram Protocol (UDP) [103], a connectionless and un-
reliable transport protocol that specifies only the source and destination services and the
length of the packet. In addition, the UDP packets are encapsulated in Real-Time Transport
Protocol (RTP) [104] packets. Packet reordering and detection of missing packets is car-
ried out by using sequence numbers contained in the RTP packet headers. The header also
features a timestamp field for synchronizing different media streams. In addition, a unique
synchronization source identifier in the header provides information regarding the source
of a stream when a service sends multiple streams. Furthermore, extensions and profiles
for different use cases are specified for RTP. Usually, IPTV services are organized as mul-
ticast groups. Each channel is streamed as an SPTS using RTP to a particular multicast
group.
3.1.2 Components of the IPTV Service Architecture
The general architecture of an IPTV service consists of a headend system (HES), several
networks and the home network containing the terminal equipment as shown in Figure 3.8.
The HES is used to gather, process, and emit broadcast content. Regional HESs include
tailored content for target audiences from specific geographic regions whereas so-called
Super HESs provide broadcast content at the national level for the general audience. The
network operator uses network segments such as the core, distribution, and access network








Figure 3.8: General IPTV Service Architecture
Usually, these network segments are also supervised by the network operator. The home
network comprises components at the subscriber premises. Usually, besides a TV set, the
home network consists of a home network gateway, namely a wireless radio-enabled net-
work router with an internal DSL-modem, and a home network end device often referred
to as set-top box (STB).
In the following, we further investigate the structure of HESs. In particular, we look
into the working principle of components responsible for implementing pay-TV services.
These components constitute the conditional access system (CAS). In the next step, we
consider the architecture of the STB and analyze how the entitlement process is carried
out.
3.1.2.1 Headend System
For a better overview, we illustrate the simplified structure of the relevant functional
components of an HES in Figure 3.9. In this overview, components that are related to the



































Figure 3.9: Block Diagram of Headend System
As suggested previously, the main tasks of an HES are the acquisition, processing, and
dissemination of broadcast data. The acquisition is performed using special connections to
preceding HESs or using established means for transmission such as over terrestrial, cable,
and satellite links. Subsequently, the incoming streams are edited according to the objec-
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tives of the operator. Incoming streams can be transcoded with more effective compression
algorithms in order to preserve bandwidth. Later, advertisements and local programs can
be inserted into the transmission. Furthermore, to fully utilize the bandwidth of a single
carrier frequency of a wireless link, different individual channels can be multiplexed into a
single multi-program stream. For this purpose, a multiplexer is used. In the following we
examine the processing step related to the implementation of pay-TV.
After a contract with the corresponding service provider is concluded, the pay-TV sub-
scription is initiated. In this context, the subscriber management system (SMS) is used to
store and manage all subscriber-related information. In addition to customer data, such as
address, banking information, and subscription details, the SMS also stores technical data,
for instance, the serial numbers of delivered STBs. Furthermore, entitlement information
indicating the channels a subscriber is allowed to watch is stored in the SMS. An important
function of the SMS is to issue and update the user identity key, a unique key shared only
between the HES and the subscriber.
More specifically, this key is not disclosed to the subscriber but resides in a secure stor-
age in the STB or is stored on a smart card. In order to share this key with the subscriber,
it is either sent via mail or delivered included in the bundled STB. In corresponding lit-
erature many names for the user identity key such as master personal key (MPK), rights
encryption key (REK) or user root key (URK) are mentioned. However, in the following,
we continue to refer to this key as user identity key (UIK). Some of the entitlement in-
formation present at the SMS is forwarded to the subscriber authorization system (SAS)
to include the new subscriber to the group of viewers of the entitled channels. The SAS
converts the entitlement information for accessing a specific channel or channel package
into a set of cryptographic keys. These keys are stored along with the UIK in the key man-
agement system (KMS) and enable the subscribers to decrypt broadcast data in accordance
with their entitlement. As it is the most critical component of a CAS, the internal details
of the key management are not standardized and kept secret.
In order to entitle the new user, a new service key (SK) is issued and encrypted with
the UIKs of all newly added subscribers. The resulting key is embedded as an entitlement
management message (EMM) into the broadcast data. The control word (CW) is used
as a seed for a pseudorandom number generator (PRNG). The resulting pseudorandom
number is used as the symmetric encryption key for the scrambler. Additionally, the CW
is encrypted using the SK to form the entitlement control message (ECM) and fed into the
broadcast data. Usually, the CW is updated every 2 – 10 s, whereas the SK is updated at
particular times, for instance, when new subscribers are activated in batch. In contrast, the
UIK is usually not updated or only in exceptional cases. Newer CASs use an additional
key between the SK and the UIK in the key hierarchy outlined above in order to support
more flexible subscriber management.
The scrambler encrypts the broadcast data of each channel in order to ensure that the
service is only accessible to authorized subscribers. Depending on the selected approach,
media data can be scrambled at PES level before or at TS level after it has been multiplexed
into a TS. Usually, encryption is performed at the TS level. For encryption, the scrambler
utilizes cryptographic encryption algorithms such as the common scrambling algorithm
(CSA) or AES [105]. The billing system forwards payment information to the SMS and
receives billing information from the SMS concerning individual subscribers.
3.1.2.2 Set-Top Box
Figure 3.10 details relevant functional components of the set-top box. Components re-





























Figure 3.10: Block Diagram of Set-Top Box
the network interface forwards the TS packets and directs them to the common interface
(CI) host. The CI-Host is a software module that implements a protocol for supporting
removable security modules, so-called conditional access modules (CAMs). The CAM
implements the counterpart of the SAS. For supporting multiple different CAS implemen-
tations, these modules are designed to be detachable. A demultiplexer in the CAM sep-
arates media data from the data relevant for conditional access. Particularly, ECMs and
EMMs are sent to decryption units either implemented on a smart card or on the CAM
itself. Thus, ECMs and EMMs are decrypted accordingly by using the UIK that is stored
either on the tamper-resistant memory of the smart card or on a secure storage on the STB.
Additionally, new SKs are stored in the secure memory of the STB. After the CW has been
obtained, it is processed by a corresponding pseudorandom number generator in order to
compute the content key. Finally, the content key is used to decrypt the media data that is
passed on to the corresponding STB components for decoding and display.
3.2 Multicast Encryption
For the implementation of CSTC, we employ the concept of multicast encryption, a scheme
that provides means for access control by key update and delivery in a multicast environ-
ment. In the course of this section, we first present the concept of multicast before we
discuss multicast encryption. Generally, multicast is a method for the communication of
peers in a group. In contrast, unicast is a communication method enabling two peers to
directly exchange messages with each other. Moreover, broadcast is a communication
method allowing one peer to communicate to all other existing peers in a network. In
the following, we will detail how the multicast communication method is implemented in
computer networks using the Internet protocol (IP) [106].
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Figure 3.11: Mapping of IP Multicast Addresses to Ethernet Physical Addresses
3.2.1 IP Multicast
When the Internet Protocol is employed as a network protocol in a communication
network, hosts identify each other by using an IP address. The IP address is a 32-bit number
and usually represented in the form of four decimal numbers. These numbers are separated
by dots and each of them ranges from 0 to 255, for instance, 127.0.0.1. All members of a
single multicast group are addressed by a shared IP address. By convention, this multicast
group address has to be in the designated range of 224.0.0.0 to 239.255.255.255.
In wired computer networks, data packets of the Internet Protocol are typically transmit-
ted using an underlying link layer protocol called Ethernet [107]. In direct communication
(unicast), the device driver of the sending host encapsulates an IP packet within an Eth-
ernet frame. The Ethernet frame contains the source Ethernet address and an appropriate
destination Ethernet address. The Ethernet address is a 48-bit number uniquely assigned
to the network interface controller of a host. It is used for communication among hosts on
a shared physical network segment. In Ethernet networks this segment is usually limited
by adjacent network components such as switches and routers, which do not require the
physical network segment to be shared.
Generally, hosts accept only Ethernet frames containing the matching destination ad-
dress. All other frames received by the host are ignored. In order to determine the Ethernet
address of the destination host, the address resolution protocol (ARP) [108] is used. To
support multicast however, a different approach for constructing the Ethernet destination
addresses is necessary. In multicast, packets are directed to multiple hosts at once and
it is required to distinguish among multiple multicast groups. For this purpose, Ethernet
frames containing multicast traffic use a destination address derived from the multicast
[109] address of the contained IP packet. Technically, the lower 23 bits of the IP multicast
destination address are mapped to the corresponding portion of the Ethernet destination
address. The upper 24 bit of the Ethernet destination address is statically set to 01:00:5E.
The residual bit is zeroed. As a result of this mapping, 5 bits of the complete IP multi-
cast destination address range are dropped since the mapping is not bijective (Figure 3.11
according to [109]).
When a host wants to receive traffic from a specific multicast group, the network device
driver is configured to receive frames directed to a given Ethernet multicast address. Since
the detailed IP-to-Ethernet address mapping does not provide a one-to-one correspondence,
additional filtering by the device driver is required. This is accomplished by checking the
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destination IP address in addition to the destination Ethernet address before passing the
packet to the IP layer. This approach ensures that the application requesting multicast
traffic does not receive unneeded datagrams. In contrast, hosts who are not members of a
specific multicast group do not monitor incoming traffic for Ethernet frames and IP packets
directed to multicast addresses. Consequently, these frames are filtered out by lower layer
hardware-based mechanisms of the network interface.
For the registration to or the deregistration from a certain multicast group, the host has
to send particular messages conforming to IGMP (Internet Group Management Protocol)
[110]. As a result, adjacent routers are For forwarding and delivering multicast traffic
beyond network segments, multicast-capable routers are used. These routers process IGMP
messages and employ distribution trees in order to deliver multicast data to interested hosts.
Many multicast algorithms have been proposed to establish and maintain these distribution
trees, for instance, source-based and shared-tree algorithms.
Multicast as a communication method is particularly useful for the transmission of IPTV
traffic. By using multicast, a single copy of a message is sufficient in order to send the
message to all group members. This is accomplished by underlying network components
that automatically deliver the message to all interested members of a multicast group. In
this context, television channels can be considered as groups and group members can be
seen as users watching a particular channel. However, IP multicast does not provide any
security mechanisms. Any peer is able to join a multicast group and subsequently receive
data addressed to the group. Even without joining a group, data exchanged in a multicast
group can be intercepted by peers who are not members of this group. Since IP multicast
is a method for group communication it does not provide any form of data confidentiality.
In order to achieve data confidentiality, multicast encryption schemes are used. In the
following, we introduce different properties of such schemes. Subsequently, two trivial
constructions are discussed to illustrate some of the properties. Finally, a scheme called
logical key hierarchy, which we use for the implementation of CSTC, is introduced.
3.2.2 Classification
A common problem related to access control for pay-TV is to exclude certain users
from the group of entitled users. The entitlement for users has to be revoked either because
they voluntarily canceled their subscription or because pirates managed to extract and copy
access information of legitimate users. In general, access control is achieved by encrypt-
ing all group communication with a single key, the group key. In this way, the problem
of managing the access to the whole group communication is reduced to the problem of
managing the access to the group key. As new members join and existing members leave,
the group key is updated in order to grant access for the current set of legitimate members
and to deny access to former members. For this purpose, each member owns an individual
user key, which is not disclosed to the user and is supplied using out-of-band communica-
tion means such as by mail. Consequently, the user key is stored on a secure storage, for
instance, a smart card.
In order to achieve the exclusion of formerly entitled subscribers, one or more of the fol-
lowing different approaches are used. The easiest approach is to force the former member
to return the user key stored on a smart card. This can be accomplished by using different
incentives. For instance, the cancellation of the subscription could only take effect when
the smart card is returned to the pay-TV service provider. Alternatively, the subscriber
could deposit an amount when the contract is concluded and would only be able to get it
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back when the smart card is returned. Further schemes use the terminal equipment in order
to enforce the deactivation of the former member. For this purpose, the user key is provided
with a preconfigured expiration date which particularly coincidences with the expiration of
the long-term pay-TV contract. Moreover, a deactivation command encrypted with the
user key of the former member can be sent to the terminal equipment. This command
permanently deletes the user key and prevents any further access.
In contrast, group key management schemes provide algorithmic solutions to the access
control problem. As the name suggests, the idea is to alter or renew the group key in such
a way that existing members and users who joined the group of entitled users are able to
compute the new group key. Most often this computation is enabled by additional key
update information. In contrast, former members, users who just left the group of entitled
users, and uninvolved parties should be unable to gain any information regarding the new
group key from the key update information. Since the group key is mostly managed by
renewing it, group key management schemes are also often referred to as (group) rekey-
ing schemes. Rekeying schemes can be classified according to various properties. In the
following, we will introduce the most important attributes.
When centralized rekeying schemes are used, a central entity called group controller
(GC) is in charge of managing the group. Join and leave request are directed to the GC and
changes in the group composition result in the update of the shared group key. The update
as well as the corresponding distribution of the key update information is performed by
the GC. In decentralized schemes, the task of the GC is divided among several subgroup
controllers. However, this approach requires additional entities for group management
and additional communication among subgroup controllers. When distributed schemes are
employed, no GC exists. Instead, either the members promote one of the members to a GC
or all members together agree on, or even contribute, to a new group key. This approach
is suitable for settings where many-to-many communication is required and fault tolerance
regarding network and node errors is important. However, these schemes are not scalable
since they feature high costs for computation and communication.
Stateless rekeying algorithms do not require previous versions of the group key or the
key update information in order to compute the current version of the group key. This
property is particularly useful in environments where no return channel to the GC is avail-
able. For this reason, these schemes are used in traditional pay-TV systems that assume
a one-way communication between the pay-TV service provider and the receiving users.
With regard to the corresponding communication method, these schemes are also often
referred to as broadcast encryption schemes. In case only leaving members are considered
in this context, corresponding schemes are referred to as revocation schemes.
As a consequence, service providers are not readily able to identify illegitimate users
when broadcast encryption schemes are used. In this context, legitimate users who have
shared their user keys with illegitimate users are called traitors. Thus, methods for locating
illegitimate users are called traitor tracing schemes and represent an own field of research.
Usually, stateless rekeying schemes suffer from several shortcomings such as the support
of limited group dynamics.
In contrast, stateful rekeying algorithms require all previous versions of the group key
in order to compute the current version. Here, the member has to request synchroniza-
tion information from the GC to compute the current group key in case a member leaves
the group or the previous key update information has been missed for any other reason.
Accordingly, it is assumed that a return channel is available. Correspondingly, these algo-
rithms are referred to as multicast encryption schemes.
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A mixture of stateless and stateful rekeying algorithms is the group of self-healing
schemes. Here, a member is able to reconstruct the current group key after receiving a
certain number of key update information and without contacting the GC. However, these
schemes have high costs for computation and communication, don’t support the immedi-
ate revocation of members, and offer limited user dynamics. In contrast, stateful rekeying
algorithms are suitable for large and dynamic groups. As a return channel is also avail-
able in the context of IPTV, stateful rekeying algorithms are appropriate for our considered
solution.
Static rekeying schemes support a fixed number of members that has to be determined
in the setup stage of the algorithm. In contrast, dynamic schemes support an arbitrary
number of members. Dynamic schemes are more flexible and seem to be more desirable
in practical implementations. As we will see however, the implementation of SIC makes
high demands on performance, particularly on computation times. These demands are met
better by employing static schemes as they don’t require time for the allocation and freeing
of dynamic data structures to adjust to group dynamics.
When periodic batch rekeying [111] is used, the GC collects join and leave requests of
users for a specific period of time, the rekeying interval. Then, the GC processes them
in batch and multicasts the corresponding key update information. In contrast, individual
rekeying refers to the immediate processing of each single request. Periodic batch rekeying
is particularly effective for tree-based rekeying schemes. In a d-ary tree data structure
the group key is represented by the root, the user keys are represented by the leaves, and
intermediary keys are called help-keys. During rekeying of tree-based schemes, all keys on
the path from the leaf containing the user key to the root containing the group key have to
be renewed, encrypted and transmitted. When periodic batch rekeying is used, the number
of required key renewals and encryptions is substantially decreased compared to individual
rekeying. Consequently, the key update information is also smaller. Since help-keys on the
way from the leaves (user keys) to the root (group key) are shared among several leaves,
they need only be traversed, renewed, and encrypted once during the rekeying interval.
Backward secrecy is a property of rekeying schemes, which ensures that users who
newly joined a group are not able to decrypt previous group communication which took
place before they joined the group. Similarly, forward secrecy implies that a user is not
able to decrypt later group communication once she or he has left the group. Nongroup
confidentiality and key indistinguishability are properties, which ensure that users who
have never been a member of a group neither are able to decrypt any data sent to the
group nor are able to compute or learn any information regarding the group key. Collusion
freedom guarantees that users who left a group are not able to decrypt any subsequent
multicast communication although they jointly use keys which they have obtained during
their membership in that group.
3.2.3 Schemes and Examples
In the following, we will review two simple schemes, namely the key star and the zero
message scheme. Then, we discuss the logical key hierarchy scheme we use for the later
implementation of a SIC solution.
3.2.3.1 Key Star Scheme
The key star scheme is often called naive scheme in literature and implements a simple
idea. The GC stores the group key and the keys of every user. The following the steps


















































Figure 3.12: Key Star Scheme Example
for including and excluding a user can be followed with the help of Figure 3.12. When a
new user requests to be added to the group, the GC creates a new node in the key graph
containing the user key of the requesting user and connects it to the group key. In our
example, member m5 requests to join the group and the corresponding key k5 is added to
the group key. Subsequently, the server renews the group key k10−7 in state 1 and generates
the new group key k20−7 in state 2. The group key state is indicated in superscript and
incremented in each step. The set of member keys the group key is valid for is shown in
subscript. In our example, the group key is valid for all 8 members. In the next step, the
GC encrypts the group key in the current state with the group key of the previous state and






in concatenated form to all group members via multicast.
Here, the notation Eka(kb) indicates the encryption of the key kb with the key ka. All
former members use the preceding version of the group key to recover the new version
whereas member m5 uses his own user key to decrypt the new group key.
When a user requests to leave the group, as shown in the example in Figure 3.12, the GC
deletes the node of the member in the key graph containing the user key of the requesting
user. In our example, member m2 requests to leave the group and the corresponding key
k2 is deleted. In order to exclude member m2 from the group, the GC renews the group
key again and generates the new group key k30−7. Subsequently, the GC encrypts the new
group key with the user keys of each remaining member and sends the following key update
















Finally, each remaining member uses his own user key in order to decrypt the new
group key. Apparently, this rekeying scheme is not scalable since its complexity regarding
computation and communication increases linearly with the group size. Still, a minimal
number of two keys need to be saved by each user when this scheme is used.
3.2.3.2 Zero Message Scheme
A simple scheme featuring performance properties at the other extreme is the zero mes-
sage scheme. Here, the GC stores one key for each possible composition of the group.
An example of a possible memory layout for a group of eight members is given in Ta-
ble 3.1. The group composition is represented by a binary sequence where 1 indicates
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that the member at the corresponding position has joined the group and 0 indicates that
the member at the corresponding position has left the group. If the maximum number of
group members is given by G, the GC has to store P (G) = 2G keys. Since users possess
only keys for all group compositions they are part of, the required storage for each user is
2G−1. When a user requests to join the group, the GC needs to send only the correspond-
ing number of the key representing the group composition. In case the user requests to
leave the group, the GC multicasts the number of the key representing the current group
composition excluding the requesting user. The communication overhead of this scheme
is a minimal constant and amounts to log2(G) bits. Unfortunately, the requirement to store
an exponential amount of keys renders this scheme unusable. In addition, the zero message
scheme is prone to collusion attacks.
3.2.3.3 Logical Key Hierarchy
Logical Key Hierarchy (LKH) is a tree-based rekeying scheme independently proposed
by [112] and [113]. The basic idea behind LKH is to divide the group into hierarchical
subgroups and to provide the members of each subgroup with a help-key. Consider the
example illustrated in Figure 3.13 (left tree) for an eight-member group. In this model,
members m0 and m1, for instance, build a subgroup with the help-key k0−1. All members
compose the largest subgroup with the help-key k0−7. This key represents the group key
used to encrypt payload data. Consequently, a member holds several keys, namely, the
user identity key kd known only to this member and to the GC, the group key kg known to
all group members, and some help-keys kx−y corresponding to the subgroups the member
belongs to. Member m6, for example, holds kd = k6, kg = k0−7, and two help-keys,
namely k6−7 and k4−7.
When, for instance, member m2 requests to leave, the keys knew0−3 and k
new
0−7 are gen-
erated, encrypted, and sent to the remaining members needing them. The right side of
Figure 3.13 shows the key tree after this processing. Consequently, the GC has to generate










A similar analysis can be performed for the case of joining member. LKH enables ef-
ficient rekeying due to the logarithmic relation of rekeying cost to the group size. LKH
is based on the management of a key tree on the GC. As an effect of multiple disjoins,











Table 3.1: Zero Message Scheme Example
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Figure 3.13: LKH Example
the tree in this case. The first contribution is made by Moyer [114] who introduced two
methods to rebalance the key tree, namely immediate and periodic rebalancing. A cost
analysis is given only after one disjoin request for the first method. The periodic rebal-
ancing is not analyzed. Moharrum [115] presented a method for rebalancing based on
subtrees. A comparison with the solution of Moyer is drawn, but not with the original
LKH. Rodeh [116] applied AVL-tree (Adelson-Velskii and Landis tree) rebalancing meth-
ods to key trees. However, no backward access control is guaranteed in this solution.
Goshi [117] proposed three algorithms for tree rebalancing. Simulation results provided
assume equally likely join and disjoin behavior. However, this condition alone ensures
tree balancing, since a new member can be joined at the leaf of the most recently removed
member. The same applies to the simulation results of Lu [118]. We use LKH for the
implementation of SIC because it offers a good performance in particular with periodic
batch rekeying. In this case, communication and processing overhead is substantially re-
duced and the scalability of the resulting solution is improved. In addition, LKH features





In this chapter, we introduce a novel charging model we call channel switching-triggered
charging (CSTC). This model gives a solution to our research objective how the functional-
ity of short interval charging can be implemented technically. An overview of the structure
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4.1 CSTC Model
4.5 CSTC System Architecture
Figure 4.1: Overview Chapter 4
Based on the insights gained from previous chapters, we first describe the working
principle of CSTC in Section 4.1 and compare its properties to related charging propos-
Channel Switching-Triggered Charging for Pay-TV over IPTV.
Tolga Arul
55
56 CHANNEL SWITCHING-TRIGGERED CHARGING
als. Afterward, we analyze requirements of relevant stakeholders (users, network opera-
tors) as well as legal requirements for CSTC. By considering requirements regarding user-
friendliness (Section 4.2) and integration (Section 4.3), we develop specifications
U1 - U7 and I1 - I5 correspondingly.
In Section 4.4 we then examine which additional protocols and components are necces-
sary in order to incorporate CSTC to a common IPTV service architecture. We describe a
prototype IPTV system architecture implementing the CSTC model in Section 4.5. Here,
we design both the network operator infrastructure in the form of a headend system and
the set-top box residing at the consumer premises. Then, we validate in Section 4.6 how
far required specifications have been covered by the proposed IPTV service and system
architectures. Finally, we give a summary and conclude the scientific questions addressed
in this chapter in Section 4.7.
4.1 CSTC Model
For enabling seamless short-interval charging without altering established user habits, we
introduce the method of channel switch-triggered charging (CSTC) presented in [119].
This concept enables us to implement short-interval charging while meeting several re-
quirements regarding user-friendliness. For the technical realization of CSTC, we make
use of multicast encryption introduced in Section 3.2. This concept provides us with the
fundamental functionality to grant and deny access to media data for viewers in a group
environment. In addition, multicast encryption is able to resolve some of the privacy con-
cerns expressed by users.
An overview of the related user actions performed according to this scheme is given
by the diagram in Figure 4.3. For comparison, additionally actions according to free-
TV are given in Figure 4.2. As we detailed previously in conventional pay-TV usage
schemes the user is entitled to watch a certain channel, program, or movie. According
















Figure 4.3: User States in CSTC
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as it is associated with concluding a contract or at least with placing an order triggering
further management actions including registration and authentication. The comparison to
these schemes is difficult as many steps with different and partly extensive durations are
involved. For this reason, we compare CSTC to free-TV which features a higher similarity.
To support short-interval charging, the user model must be modified, so that users can
start and stop viewing paid content with high flexibility and without having to repeat any
registration actions. For this purpose, we propose a three-state user model as depicted in
Figure 4.3.
The state Off is the same as in the free-TV user model. In contrast, the state Free is now
split into two states:
1. Free, in which the user has already completed all necessary registration and authenti-
cation actions but has decided not to watch paid content and
2. Paid, in which the user has the obtained necessary entitlement to access the media
stream.
The transitions between the states Free and Off are similar to the free-TV user model
of Figure 4.2. In contrast, the transitions between the states Free and Pay can be activated
just by pressing any button on the remote control that performs channel change, namely,
by zapping.
4.1.1 Novelty
Before we move on to the merits of CSTC, we first examine the novelty of this concept.
For this purpose, we first define comparison aspects according to which we perform a
literature review in a subsequent step. Finally, we analyze how CSTC contributes to our
desired solution by meeting the targeted requirements.
4.1.1.1 Comparison Aspects
For defining comparison aspects in order to perform a literature review, we further refine
and concretize the concept of CSTC. In addition, we emphasize properties that we regard
as distinct for CSTC. Clearly, we envisage CSTC as a charging concept for IPTV. As we
will elaborate in the next section, we, consequently, assume that CSTC will be employed
in a single source IP multicast environment. This environment is operated on a fixed line
network and is centrally managed by a single operator such as an Internet service provider
(ISP) or a multiple services operator (MSO).
For our comparison with other concepts in literature, we contrast them with the benefits
of short-interval charging. In the next section we are going to show that these benefits are
particularly realized by CSTC. Therefore, we investigate whether the respective concept
supports the access to different types of content immediately and interactively. In particu-
lar, we are interested in the minimum unit of serviceable content a user can be charged for.
Moreover, we check whether the compared method supports interactive entitlement in the
sense that the service request and entitlement response messages are signaled in-band. In
this context in-band means that users do not need to perform additional actions in order to
request or activate a service such as the following.
Use of any additional communication means such as postcard, call center, telephone
or the Internet
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Pushing of any additional buttons on the remote control
Selection of desired content in printed or electronic menus, the electronic program
guide (EPG), reservation systems, landing pages or in the Internet
Communication of identity, authentication, and payment data
We also examine whether the compared concept provides usage-based cost attribution.
In particular, we are interested in how the usage is measured and at which location the
duration of usage is calculated and monitored. In a final inspection, we study whether
the compared concept considers different payment methods such as prepaid and postpaid
charging. A summary of considered comparison aspects is given in Table 4.1.
Broadcast Technology A
Adaptability of Services Minimum Service Unit B
Interactivity of Entitlement
Service Request Mode C.1
Entitlement Response Mode C.2
Usage-Based Cost Attribution
Usage Measuring Method D.1
Usage Detection Location D.2
Payment Method E
Table 4.1: Comparison Aspects for Related Work
4.1.1.2 Comparison to Related Charging Proposals
In the following, we compare CTSC to other related work from several academic re-
search work and patents according to the aspects we discussed previously. For a better
overview, the results of this comparison are summarized in Table 4.2. Please note that
aspects not considered in respective work are indicated by the abbreviation NC.
In [120] the authors present a CAS called Eurocrypt, which operates over analog satel-
lite television and supports pay-per-view. Users can purchase services grouped into a set
of channels called bouquets. For requesting a service, an out-of-band method using an
analog modem is employed. In contrast, the entitlement response is delivered in-band. The
usage data are collected centrally by a subscriber authorization system in the central office
of the service provider. However, usage measuring methods, a method for the calculation
of the usage duration as well as payment methods are not considered. Also, the technical
realization of the system is not described in detail.
In another work [121] an Internet-based pay-as-you-watch system (IBPAYWS) is in-
troduced. It allows on-demand streaming for stationary and mobile broadband-enabled
devices such as cell phones and PDAs. The system offers pay-per-view charging for prere-
corded videos and live streams where users dont pay for the downloaded data volume of the
media but for the consumption time. The service request and the entitlement are performed
using a public web portal. The extent of usage is calculated by a central online system that
also transmits the video content. Payment is triggered by the central online system, which
contacts a micropayment broker. The broker, in turn, retrieves micropayment coins from
an electronic wallet software. This software works together with the player software and
a smart card on the user device. Consequently, payment arrangements are not considered
and outsourced to the micropayment broker.
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CSTC Eurocrypt [120] IBPAYWS [121] FPPC [122]
A IPTV D2MAC Internet unidir. DVB
B Program Segments Bouquets Streams/Videos Channels
C.1 In-Band Out-of-Band Web Portal Out-of-Band
C.2 In-Band In-Band Web Portal In-Band
D.1 Time-Based NC Volume-Based Request-Based
D.2 Sender-Based NC Sender-Based NC
E Pre-, Postpaid NC Micropayment Broker NC
FPPG [123] IPPV [124] PPV-EPG [125] DVB-SI [126]
A unidir. DVB CATV IPTV unidir. DVB
B Channels Programs Programs Program Segments
C.1 Out-of-Band Out-of-Band In-Band Out-of-Band
C.2 In-Band In-Band In-Band In-Band
D.1 NC Program-Based Program-Based Time-Based
D.2 NC Sender-Based Receiver-Based Receiver-Based
E NC NC NC Pre-, Postpaid
Table 4.2: Comparison of Properties of CTSC with Related Work
A CAS called Flexible-Pay-Per-Channel (FPPC) is described in the work of [122]. This
system works in a unidirectional broadcasting environment such as a terrestrial, cable,
and satellite network. According to the authors, the system has been drafted especially in
the framework of the Digital Video Broadcasting (DVB) Standards. The specified CAS
enables users to subscribe to an arbitrary combination of channels and to change their sub-
scription at any time during the subscription period. However, the request to add or remove
channels to the particular set has to be communicated using out-of-band methods such as
telephone, cable or Internet. Therefore, it can be assumed that users will change the com-
position of their channels at rare intervals. For charging, the subscription request history
of every subscriber is recorded. Still, the calculation of usage amount and components
collecting usage data are not considered.
A charging model called Flexible-Pay-Per-Group (FPPG) and the design of a supporting
CAS are introduced in [123]. The authors refer to the previous work of [122] and point
out that their work is an enhancement regarding security and scalability. However, the
model seems to support limited user dynamics since the authors consider an additional
PPV functionality. Also, no additional aspects with regard to the referenced work have
been considered.
An impulse pay-per-view (IPPV) system for one-way analog cable networks is proposed
in [124]. For this purpose, it assumed that the cable operator is able to address each of the
cable TV terminal devices directly. By using the introduced system, subscribers are able
to purchase single programs (events). In order to send a service request, the system makes
use of a service called Automatic Number Identification (ANI). This service is a feature of
telephone networks and enables that the phone number of the caller and additional network-
specific information is submitted automatically to the telephone operator. In particular, for
requesting entitlement to some event the user places a phone call to a designated number
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and adds the id of the desired program to this phone number. However, the telephone
central office does not establish a connection to the desired number but rather forwards the
contained information as a service request to the cable operators central control station. In
this way, expensive autodial systems, labor-intensive call-in systems, and the overloading
of the telephone system due to an excessive number of requests is avoided. Subsequently,
the entitlement information is directed to the address of the terminal device and delivered
in-band during the vertical blanking interval of the television signal.
An IPTV system supporting live broadcast of pay-per-view events is introduced in [125]
(PPV-EPG). In this system, users are able to obtain information about available programs
by using the electronic program guide (EPG), a call center, or a subscriber management
center. The service request is sent in-band by using the return channel capability of IPTV.
Upon authorization, a page confirming the actual request and necessary entitlement infor-
mation is generated by the service operators central control station and displayed to the
user. Accordingly, users are not able to get entitled directly for some program since the
selection and confirmation steps are compulsory. Subsequently, the channel list of the user
is updated according to the purchase. Once the terminal device has obtained the autho-
rization information over in-band communication, the validity of entitlement is checked on
every channel change. At the time the purchased program begins, a timer is started that
instructs the terminal device to exit the channel after the purchased program has ended.
Consequently, the user is charged for the whole duration of the program even if it is not
viewed completely.
Another scheme for accurate billing using unidirectional broadcasting networks in the
context of DVB is briefly presented in [126] (DVB-SI). In the proposed system, informa-
tion required for charging and the request of the service are derived from service informa-
tion (DVB SI) defined according to the DVB standard. This information is broadcasted
with the media data. In particular, information regarding the channel a user watches, the
starting and stopping times of a user for watching a particular channel as well as the pricing
information are derived from the incoming broadcast data. Depending on the considered
payment method the viewing time is either charged by using a prepaid account deployed
on a smart card in the terminal device or by contacting the payment gateway of the service
provider over the Internet for postpaid charging.
As a result of our investigation, we come to the conclusion that to the best of our knowl-
edge no charging model comparable to CSTC has been proposed so far. In particular,
CSTC stands out from the closest related solutions inasmuch as they require an interven-
tion of the user during the service request or entitlement phase and users are charged for
complete programs rather than short intervals.
4.2 User-Friendliness
We could already identify several consumer requirements related to pay-TV charging mod-
els in the course of our market survey in Chapter 2. In this section, we examine general
expectations of consumers toward corresponding systems that implement these charging
models. For this purpose, we investigate consumer requirements regarding the conditional
access system (CAS) which is the particular component of the broadcast system that is re-
sponsible for the implementation of the charging model [48]. The CAS fulfills this function
by granting and denying entitlement for customers using content encryption techniques. In
this respect, the CAS is the key point where users make contact with the charging model.
Consequently, the CAS determines the user-friendliness of the overall system and heavily
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contributes to the acceptance of the service. In the course of our discussion, we provide
technical interpretations for the requirements and propose a specification.
4.2.1 Requirements
In the general context of conditional access systems, consumers express privacy concerns
particularly related to the disclosure of their identity and behavior to uninvolved parties. In
particular, consumers require that usage data are not retained on the terminal equipment. In
addition, consumers require that user data gathered by the network operator for charging
and billing are used only for these purposes and are deleted after the settlement period.
Access to content should be easy and include all available offers of a network operator.
In particular, different types of content should be accessible using unified procedures and
technologies.
In such cases when access is denied, consumers want to be able to precisely understand
the reason and the responsible component for this situation, for instance, by means of a
detailed notification. Also, consumers want to be informed regarding information that is
sent over the return channel. In particular, operators should provide a notification which
data are forwarded and whether they are stored, processed, and used or exploited in any
other form.
Terminal equipment for the reception and descrambling of pay-TV services should guar-
antee a minimum set of features independent of the vendor. Underlying technical platforms
for the processing of broadcast content should be harmonized in such a way that access to
paid as well as free offers is possible using unified solutions. In this way, the diversity
of the functional range and a long useful life of respective devices can be achieved and,
consequently, costs for the purchase of terminal equipment can be saved.
Generally, for consumers, the use of pay-TV should always convey the distinct impres-
sion of additional benefit. After all, consumers have to experience a difference compared
to free TV. At no time there should be a disadvantage compared to the earlier experience
of watching TV. In addition, content featuring higher quality in terms of novelty, value,
resolution, and so forth should be available. Despite the complex technologies in use,
mechanisms and procedures for access and entitlement should be easy to use and flexible.
Consequently, components in the terminal equipment responsible for entitlement should
ensure and maintain the high quality of service customary in broadcasting and must not be
error prone or outdated.
4.2.2 Specification
In the following, we draft a specification by considering requirements regarding user-
friendliness we encountered so far. In order to refer to the corresponding requirement
appropriately in the following sections, we use rectangles containing labels starting with
the letter “U” for user-friendliness and the corresponding number.
Our subsequent market study reveals that consumers cancel their subscriptions and shift
from pay-TV providers to VoD providers due to the interactivity of entitlement ( U1 ) in
two respects. First, consumers are offered short terms of contract and thus are able to opt-
out anytime. Second, subscribers are able to consume the selected content immediately.
Furthermore, our study shows that consumers appreciate the adaptability of services ( U2 )
provided by VoD providers. In particular, consumers are no more trapped within genre
boundaries but rather enjoy the freedom of choice among all available program offers.
With the aid of our survey, we could show that consumers demand that costs for pay-TV
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subscriptions should be calculated based on usage ( U3 ). In Chapter 1 we could show that
SIC addresses all of the aforementioned consumer demands. In the following, we show
that further requirements have to be met.
Consumers require that the interaction for entitlement should be seamless ( U4 ). More-
over, all available content should be accessible easily and flexibly within the framework of
a unified procedure, technology, and system ( U5 ). Technical solutions for providing paid
content should on no account decrease the customary quality of service ( U6 ).
Concerns and requirements regarding privacy are put forward by consumers since the
discussed asset in the form of usage data are owned by this party. Consumers require that
usage data should be accumulated and stored neither on the terminal equipment nor on
modules for the support of different CASs located in terminal equipment ( U7 ). Also,
usage data should not be used for any other purpose than billing and must be deleted by
the network operator after the settlement period. The latter requirement, however, is not
related to the design of the CAS but is rather dependent on the policy of the particular
network operator.
When access to content is denied, consumers wish to be informed with clear, under-
standable, and well-founded notifications what the underlying reasons are. Consumers
want to be notified exactly at what time and what kind of information is forwarded to the
network operator. Moreover, network operators should indicate whether and how these in-
formation are stored, processed and used otherwise. Similarly to the privacy requirements
we discussed, due to the lack of legal requirements the fulfillment of transparency require-
ments are left to the discretion of the particular network operator. As a consequence, these
requirements are not considered in the course of our work.
In addition, consumers also require that terminal equipment features a higher diversity
of the functional range and a minimum set of functionality irrespective of the particular
manufacturer. However, these requirements are out of scope for the specification of a so-
lution supporting SIC since we do not consider the functional range of end devices beyond
the support of SIC. In the following we list the requirements we will consider for the design
of our solution:
U1 Interactivity of Entitlement
U2 Adaptability of Services
U3 Usage-Based Cost Attribution
U4 Seamless Interaction for Entitlement
U5 Single Procedure for Access to All Available Content
U6 No Disadvantage Compared to Free TV or Earlier Experience
U7 No Retention of Usage Data in Terminal Equipment
4.3 Integration
For our next consideration, we assume the perspective of the network operator and focus on
his requirements regarding the properties of the conditional access system. As we know,
the CAS is the particular component of the broadcast system that is responsible for the
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implementation of the charging model. In addition, this time we also investigate legal
requirements the network operator has to adhere to. Since scalability is a crucial property
for the acceptance by consumers and service operators, we particularly address this topic




Although legislation differs in each country, in the following, we identify inherent and
predominant topics related to CASs. These topics are independent from national laws and
commonly significant from this point of view.
Pursuant to §50 Article 1 Telecommunications Act CAS producers are required to lay
out their systems in such a way, that it allows unrestricted control of services and cost-
efficient transfer of control functions to network operators. This requirement ensures that
network operators as licensees of CASs retain full control over the processing and dissem-
ination of broadcast content.
Another requirement is that CAS manufacturers should not make their decision to grant
a license to interested parties dependent on the existence of a common interface or other
specific components for competing CASs in their design. In particular, the permission
should not be denied for the reason that the common interface or other components would
impair the transactional security of the respective content. This requirement pursuant to
§50 Article 2 Telecommunications Act guarantees that terminal equipment manufacturers
can support multiple CASs. Since a single CAS producer cannot weaken his competitors
by enforcing his proprietary solutions on terminal equipment manufacturers his dominance
is restricted.
Another legal requirement considers the set of features of reception terminals. Ac-
cording to Annex VI of the Directive 2009/136/EC of the European parliament and of the
council, all consumer equipment intended for the (fixed) reception of conventional digital
television signals has to process signals transmitted in the clear and according to a com-
mon European scrambling algorithm. However, in an amended version of this directive
the constraint to use the common European scrambling algorithm also known as common
scrambling algorithm (CSA) has been derestricted for all transmission paths except for
terrestrial, cable and satellite exemplified by DVB-T/-C/-S. Consequently, CAS producers
are legally free to choose any scrambling algorithm for IPTV.
Furthermore, there are several legal requirements dealing with the protection of minors.
Generally, the protection of minors is implemented by employing two mechanisms. First,
the dissemination by means of broadcasting times for programs relevant to the protection
of minors is restricted. This restriction is referred to as watershed in British broadcasting,
safe harbor in the U.S., and Sendezeitbeschra¨nkung in Germany. The idea is that children
are not allowed to watch television after a certain time of the day. Thus, programs with
film ratings indicating that they are unsuitable for minors can only be broadcasted after a
particular time of the day. Generally, film ratings are assigned by institutions either formed
by a union of members of the movie industry or by nonprofit organizations. Examples for
the former are the Motion Picture Association of America and the British Board of Film
Classification. In Germany, ratings are assigned by a nonprofit organization called Organi-
zation for the Voluntary Self Regulation of Television in Germany (Freiwillige Selbstkon-
trolle Fernsehen e.V. - FSF). As a result, programs with a rating of FSK16 in Germany
(comparable to R or 15) can only be shown from 10 p.m. to 6 a.m. in television. Programs
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with a rating of FSK18 (comparable to NC-17 or 18) in turn are broadcasted only between
11 p.m. an 6 a.m.
The second mechanism is related to the handling of access to media harmful to mi-
nors pursuant to §3 Section 1 Statute on the Protection of Minors (Jugendschutzsatzung -
JSS).Technical provision has to be made that the content is scrambled and blocked in case
programs with film ratings indicating that they are unsuitable for minors are broadcasted
at other times. Moreover, unblocking either for display or recording must only be possible
for the duration of the selected program. In order to enforce this requirement in practice
the service provider delivers a four-digit PIN code to the customers of age, which allows
descrambling the blocked programs. In case the terminal equipment is not supplied by
the provider, consumers are usually able to set up a four-digit PIN code by programming
commercially available terminal equipment in order to protect minors in a household. In
this context, higher restrictions apply to pornographic content. This type of content must
not be made available over broadcast but over different telemedia (Internet services, Tele-
text, etc.) pursuant to §4 Section 2 page 2 Interstate Treaty on the Protection of Minors in
Media (Jugendmedienschutz-Staatsvertrag - JMStV). In addition, the dissemination must
not be public but rather within the scope of a closed user group. For forming such a user
group, age and identity verification, as well as authentication mechanisms, are required.
These mechanisms have to be approved by the German Commission for the Protection of
Minors in the Media (Kommission fu¨r Jugendmedienschutz - KJM) by issuing a certificate
of nonobjection.
4.3.1.2 Network Operator Requirements
Requirements of network operators regarding CASs are usually related to the reduction
and avoidance of costs. Naturally, network operators strive for terminal equipment whose
costs for purchase and operation is as low as possible. In addition, costs for logistics either
for installation or for necessary upgrades should be minimized. In order to achieve low
prices and freedom of choice among terminal equipment manufacturers, a standardized
base system that supports free as well as scrambled services should be designed.
Such standardized solutions for IPTV STBs could be defined by harmonized specifi-
cations supporting various hardware platforms, middleware, and CASs. These specifica-
tions would provide standardized interfaces and processes according to which exchange-
able software components could be implemented. Depending on the respective solution
provider these components could be provisioned during the initial installation of the ter-
minal equipment at the customer premises. The secure transmission of the components
would be guaranteed by virtual local access networks (VLANs) under the supervision of
network operators. In this way, the operating system, auxiliary service software and CAS
could be adapted with little effort for the respective network operator.
Furthermore, the current operation of independent systems for the protection of linear
(broadcast) and nonlinear (VoD) content is economically ineffective and should be avoided
in future. However, requirements for each use case lie far apart. For instance, it is required
that the encryption of broadcast content is realized by using the common scrambling algo-
rithm (CSA) whereas for VoD the advanced encryption standard (AES) is used. Similarly,
the mechanisms for the end-to-end signaling of use of rights for linear and nonlinear con-
tent are incompatible. This current practice is economically ineffective as well and should
be avoided in future.
In the context of short-interval charging, the investment for the support and migration
should be minimized by maintaining interoperability with existing equipment supporting
conventional pay-TV. This interoperability could be achieved by making as little modi-
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fications on standardized architectures as possible while providing necessary services to
support short-interval charging. Since it can be assumed that consumers gradually adopt
short-interval charging, in this way also methods for a concurrent operation can be fa-
cilitated. In addition, transactional and periodic infrastructure costs for the support of
short-interval charging should be minimized. This could be achieved by utilizing existing
infrastructure conforming to standardized architectures and best practices.
4.3.1.3 Scalability
In order to avoid undesired effects such as high channel changing times or even inter-
rupts while receiving broadcast content, high-performance demands are made on CSTC
and in particular on the employed key management system and the multicast encryption
scheme. In the following analysis, we investigate which requirements with regard to com-
munication and computation exist in operational deployment.
Communication Requirements
In order to devise upper bounds for our system design, it is essential to specify how
much bandwidth is available for key update messages when broadcast content is transmit-
ted using a DVB compliant transport stream. According to the standard decoder model
(TSTD) in [100] the bandwidth for all system data, that is, for all data except the data for
audio and video streams, should at most amount to 1 Mbit/s.
Furthermore, in a DVB compliant transport stream, the following mandatory service
information (SI) must be present and updated regularly according to [101]: Program Asso-
ciation Table (PAT), Program Management Table (PMT), Conditional Access Table (CAT),
Network Information Table (NIT), Service Description Table (SDT), and Time and Date
Table (TDT).
Thus, the available bandwidth for key update messages results from the overall band-
width for system data less the bandwidth consumed by the listed mandatory SI. According
to our own calculations and considering calculations from literature such as [127], we have
come to the conclusion that more than 104 kB/s are available for key update messages in a
DVB compliant TS.
In our design of CSTC, the length of the key update message is dependent on the user
dynamics of the managed channel. In order to estimate expectable user dynamics, we
refer to empirical data from the literature. In [128] the authors evaluate a dataset retrieved
from a nationwide IPTV provider in Spain (Telefonica) broadcasting 150 channels during
a time period of 6 months. As a result of their analysis, at most 30% of all users watch TV
concurrently whereas 8% of all users watch the most popular channel. Most interestingly,
the authors are able to specify that at peak times a maximum of 1% of all users watching
the most popular channel performs a channel change per second. In another study [129]
the authors analyze the traffic of a nationwide IPTV provider from Belgium for a duration
of 4 days. Here, only a maximum 0.5% of all users watching the most popular channel
perform a channel change per second. We will refer back to these values for the evaluation
of our implementation in Section 5.4.3.
Computational Requirements
The STB is a security-sensitive system since it performs critical tasks for conditional
access and is permanently exposed to potential physical attacks as it resides at the cus-
tomer premises. Consequently, nowadays STBes provide means for remote configuration
and update of security-critical components [130]. Confidential keys in modern STBs are
physically stored either on smart cards or on secure (memory) modules on the STB cir-
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cuit board. Both approaches have similar specifications and circuitry for resistance against
various attacks. Aside from storage, some variants of these components provide crypto-
processors for the execution of encryption and digital signature algorithms on-chip. By
using these processors, confidential keys do not have to leave the chip.
In this connection, execution times of implemented algorithms can be reduced signifi-
cantly compared to software implementations. For instance, the execution time for a single
key decryption using a software implementation of the AES-128 algorithm is 10 ms on a
common smart card. This value can be decreased to values between 100 and 150 µs by
utilizing smart cards featuring a cryptoprocessor [131], [132]. Current products are able
to process cryptographic schemes such as 3DES, AES, the RSA cryptosystem, and ECC
(Elliptic curve cryptography) [133], [134].
For the implementation of the key management system supporting CSTC at the head-
end, we propose the logical key hierarchy (LKH) [112], [113] as the multicast encryption
scheme. We find that this scheme is particularly suitable since it causes only logarithmic
communication and computational overhead. At same time LKH maintains forward and
backward secrecy. Nevertheless, in future work also other multicast encryption schemes
could be employed. These schemes could be evaluated in load situations regarding chan-
nel change requests we described above. These evaluations could be performed by using
simulations [135], [136] or by using a measurement system such as the one we describe in
Section 5.4.
However, for the employment of the LKH scheme in the key management system, we
suggest several adjustments. Each channel should be managed using a dedicated LKH tree
in order to reduce management costs for user addressing. In addition, the position of each
user in the tree data structure should be allocated statically for each channel in order to
save allocation costs.
Finally, communication and computational overhead is dramatically reduced by using
LKH in batched mode [111]. When batch processing is used, the group key is updated
at regular time intervals (batch intervals) rather than every time the composition of the
group changes, namely, when a single user leaves or joins the channel. As we have seen
in previous Section 4.4.2.2, this approach is particularly reasonable. Specifically, in video
streams, data are decodable only at certain points in time. Consequently, too frequent
updates of the group key triggered by changes in the group composition would result in the
protection of undecodable data.
4.3.2 Specification
In the following, we draft a specification by considering requirements regarding integration
we get to know in the previous section. In order to refer to the corresponding requirement
accordingly in the following sections, we use rectangles containing labels starting with the
letter “I” for integration and the corresponding number.
Consumers and network operators require interoperability of terminal equipment with
different CASs. This requirement has also been propagated to legislation. As a legal re-
quirement, terminal equipment should feature a common interface for this purpose ( I1 ).
Furthermore, terminal equipment should support content transmitted in clear and scram-
bled ( I2 ). For achieving these goals, specifications need to be harmonized so that so-
lutions for terminal equipment and CASs can be standardized. However, the purpose of
this interoperability is the saving of costs. For consumers, interoperable devices guaran-
tee a long useful life and thus the protection of investment. Similarly, network operators
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do not need to deliver all components of subsidized terminal equipment when they need
to be upgraded and thus also save costs. Interoperability is also a key factor for integra-
tion in the broadcasting transmission infrastructure. Currently, network operators need to
maintain independent systems for linear broadcast and VoD. One step toward integration
would be the operation of unified systems for IPTV and VoD. In particular, the use of the
same encryption algorithm preferably AES could save multiple spending ( I3 ). More-
over, the service architecture implementing CSTC should allow for the integration into
existing employments. Equipment related to CSTC should maintain interoperability with
existing components supporting conventional pay-TV in order to minimize investment for
support ( I4 ). In addition, the existing infrastructure conforming to standardized architec-
tures should be utilized by components used for the support of CSTC in order to minimize
transactional and periodic infrastructure costs ( I5 ).
In order to restrict access to media harmful to minors at times which are broadcasted
outside of the designated times, terminal equipment should provide support for PIN code
request and processing. However, this requirement is a feature of the terminal equipment
rather than a feature of the CAS in use. Consequently, it will be omitted in further consid-
eration. In the following, we list the considered requirements regarding integration.
I1 Support for Different CASs in End Devices by Means of a Common Interface
I2 Support for Clear and Scrambled Transmission
I3 Resource Sharing for Support of Different Charging Models
I4 Interoperability with Existing Operator Equipment
I5 Utilization of Existing Operator Infrastructure
4.4 IPTV Service Architecture for CSTC
In the following, we investigate how a CAS implementing CSTC can be included in a
typical IPTV architecture. In particular, we identify functions and interfaces that have to be
enhanced or completed for the support of CSTC in order to achieve the desired functional-
ity while maintaining interoperability. For our discussion, we assume an IPTV architecture
in compliance with the widely adopted suite of standards developed by the digital video
broadcasting (DVB) project. However, the discussed concepts are applicable to other rele-
vant standards such as ATIS, ISDB, and DMB since all utilize MPEG-2 transport streams
conforming to [100].
4.4.1 Components
The required modifications of affected functional components for the support of CSTC
in broadcast architectures generally consist of different processing. This different process-
ing is required for two originally existing components located in the HES and for two
originally existing components located in the Home network, in particular in the STB. In
the following, we will discuss the required modifications for each component.
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For introducing CSTC to the broadcasting architecture, the subscriber authorization
system has to be modified. In particular, a different key management algorithm for gen-
erating entitlement messages has to be implemented. This algorithm has to be able to
consider channel change requests from users transmitted over the return channel. In ad-
dition, synchronization with the multiplexer has to be taken into account. Moreover, the
key management has to feature high-performance with the aid of methods such as batch
processing in order to avoid higher channel change times. In the context of IPTV, the
Subscriber Authorization System itself and its internal sequence of processing including
the key management algorithm and the message formats are proprietary and, consequently,
not specified. Standardization bodies argue that in this way conditional access systems are
harder to circumvent. The only specification we are aware of can be found in [137]. Here
the authors recommend a hierarchical key management scheme and the use of at least a
4-level key hierarchy for achieving scalability. In addition, it is suggested that the update
frequency for the content key should be high enough so that it is not worthwhile to extract
and publish it before the next update occurs. As an example, an update frequency of one
second is given. However, these recommendations are not useful for the design of our
system. Since our proposed approach is novel, the key management algorithm we need
to employ has to process user requests. In conclusion, the modifications of the Subscriber
Authorization System are in compliance with current respective standards.
For the integration of CSTC, furthermore, the multiplexer has to synchronize the gen-
eration of entitlement messages by the SAS and their inclusion into the transport stream.
In general, multiplexers allocate different data flows in order to efficiently share a single
resource among multiple services. For this purpose, a multiplexer operates on different
MPEG-2 transport streams conforming to [100] and seeks to improve bandwidth and min-
imize buffering delays. Therefore, standards for the specification of multiplexers usually
deal with the message format it operates on. As we don’t change the MPEG-2 transport
stream format, the multiplexer is, in this respect, in compliance with current standards.
However, for the alignment of broadcast and entitlement data (discussed in Section 4.4.2.2)
in order to support channel-switch triggered charging two additional arrangements are re-
quired. At first, the multiplexer has to signal the occurrence of a random access point to the
key management component of the corresponding channel. Still, this modification is not
serious since advanced multiplexers that apply statistical multiplexing already analyze the
incoming stream in greater detail. Even more, sophisticated multiplexer implementations
transcode the incoming streams in order to adapt them to bandwidth constraints. Further-
more, the multiplexer has to buffer and include the incoming ECMs from the SAS in a
timely manner according to the discussed alignment. These two functions do not interfere
with existing standards and are assumed by the injector component described in our system
architecture proposal in Sectionr 4.5.
When CSTC is introduced to the broadcasting architecture, the key management algo-
rithm used in the SAS also has to be the supported by the conditional access module. In
addition, corresponding optimizations for the key management algorithm used in the SAS
such as batch processing have to be implemented correspondingly. As already discussed
for the modification required for the SAS, correspondingly the key management algorithm
used in the CAM is proprietary. Thus, the modifications of the conditional access module
are in compliance with current respective standards.
For integrating CSTC, furthermore, the firmware running on the set-top box has to be
modified. In particular the business logic responsible for power on/off module/routine has
to be adapted in order to integrate the log in/out to service. Also, the existing channel
change module/routine has to be adapted in order to integrate the use of the return channel
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for the service request. To the best of our knowledge, there are no standards giving speci-
fications how a set-top box firmware should be programmed. Consequently, this modifica-
tion does not represent any deviation from the broadcast architectures we investigated.
4.4.2 Protocols
In general, the modification of protocols is caused by the different principle of oper-
ation of the functional components and is related to the executed protocol steps, the in-
cluded data, and, consequently, to the message format. For the implementation of channel-
switching triggered charging an existing protocol, namely, the Entitlement Management
and Control, has to be modified and a new protocol, namely, the Channel Change Signal-
ing, has to be added to the architecture.
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Figure 4.4: Overview of Actions Related to Postpaid CSTC
However, before we list the required changes, in the following, we examine the use of
these protocols in the context of postpaid and prepaid charging since both charging models
are supported by CTSC. In Figure 4.4 actions and messages necessary for the handling of
the postpaid charging method with reference to all involved parties, namely, the user, the
STB, and the SAS, are shown. When a user switches on the terminal device a log-in is
performed automatically by the terminal equipment. Subsequently, the user may access
the complete program offer by switching to free and paid channels.
In case the user decides to switch to a free channel, no further actions are taken. In
contrast, in case the user decides to switch to a paid channel the charging process is started.
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For this purpose, the terminal device signals an in-band service request to the network
operator on behalf of the user. In this context in-band means that messages are exchanged
between the terminal device and the network operator without the need for intervention by
and notification to the user.
In the next step, the network operator sends an in-band entitlement response to the user.
Subsequently, the network operator starts a timer to measure the usage duration for the
channel the user has recently switched to. Furthermore, the network operator starts to send
entitlement messages to the terminal device at regular intervals. When the user decides to
leave the paid channel or switches off the terminal device a corresponding in-band service
message is sent to the network operator. Subsequently, the network operator stops the timer
and debits the complete amount from the user’s account. When the user has switched off
the terminal device additionally a log-out is performed.
In Figure 4.5 actions and messages necessary for the handling of the prepaid charging
method are depicted. Here, in contrast to the postpaid scheme, the user has a prepaid ac-
count with the network operator. In regular time intervals and before each service request,
that is, a channel change, the credit balance of the user is checked. Additionally, on this oc-
casion, the corresponding amount up to the time of the next credit balance check is debited
from the user’s account. Only after these steps the network operator starts or continues the
timer and correspondingly the transmission of entitlement messages to the terminal device.
However, if the account of the user has no positive balance as a result of the credit balance
check further access to the channel is denied.
4.4.2.1 Entitlement Management and Control
Entitlement Management and Control in the context of DVB is realized using two types
of messages. Entitlement Management Messages (EMM) are used to reflect changes in the
composition of the group of entitled users. In case a new subscriber has to be entitled or
the entitlement of a user who canceled his subscription has to be revoked, EMMs are used
to communicate corresponding information.
An Entitlement Control Message (ECM) usually contains two control words (CW)
called odd and even. These control words do not indicate a change in the composition
of the group of entitled users but rather prevent users who are not entitled from illegiti-
mate access. The key derived from one CW is used for the current cryptoperiod and is in
force. The key derived from the other CW is the key for the next cryptoperiod. In order to
signal the change of the applied key, transport stream packets feature a 2-bit indicator in
their header, called transport scrambling control. When the transport scrambling control
in one of the incoming TS packets changes, the receiver learns that the key in force has
changed and can apply the key derived from the other CW.
In contrast to the usual semantics of the DVB standards, we use ECMs instead of EMMs
to indicate changes in the composition of the group of entitled users. We pursue this
approach since we want to convey key update messages for every single channel. However,
EMMs have a global scope in the transport stream, whereas ECMs apply to a specific
program.
4.4.2.2 Alignment with Broadcast Data
For the discussion of aligning key update with broadcast data, we first refresh our knowl-
edge we gained from Section 3.1. Generally, video streams consist of a series of still
images. Most of the adjacent images share a fair amount of redundant information result-
ing from panning cameras during recording. Video compression algorithms, among other
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Figure 4.5: Overview of Actions Related to Prepaid CSTC
things, take advantage of this fact by storing only differing parts of successive images after
a reference image has been saved. In literature, reference images are called intracoded
frames since the way they are stored is self-contained. In contrast, images that contain
differential data are called intercoded frames.
Since errors occur and multiply with an increasing number of intercoded frames, video
compression algorithms regularly add one intracoded frame at appropriate positions dur-
ing compression. Consequently, intercoded frames lie in between successive intracoded
frames, which explains the naming. But intracoded frames are added in certain intervals
not only to resolve errors but also to enable channel change in acceptable times. The first
uncompressed image after a channel change is only recoverable when an intracoded frame
has been processed. Previous data are not decodable due to the lack of relevant reference
information. The presence of an intracoded frame is indicated as a random access point
(RAP) on lower layers of the stream so that decoders do not need to parse and process
unnecessary data.
Moreover, we also recapitulate our knowledge regarding multicast encryption from Sec-
tion 3.2. Generally, we employ the method of batch processing for the key management
of CSTC in order to increase performance. When batch processing is used, the requests of
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users leading to changes in the group composition do not take immediate effect. Instead,
the group controller marks the changes in the underlying internal data structure. In regular
intervals, that is, batch intervals, these marked changes are processed in batch. As a result,
a key update message and a new group key are computed.
We propose that data between consecutive RAPs should be encrypted with the same
key. The time it takes to stream these data is the ideal duration for the validity of each
key, namely, the batch interval. The interval between consecutive RAPs is reasonable
because smaller portions of video data are not decodable and therefore charging for them
is pointless. However, it is also not advisable to increase the duration of the batch interval,
for instance, to two RAP periods since in this case, every user who wants to switch channels
has to wait for two RAP periods.
However, the creation of the key update message consumes considerable computation
time which is not constant since it depends on the user dynamics reflected in the current
batch. Accordingly, we must consider a lead time for starting the batch processing of
marked changes. Additional time is required for the inclusion and transmission of the key
update message. Since this process is executed subsequent to the creation of key update,
it increases the lead time. Finally, we have to consider a lead-time at the STB so that key
update message can be processed and the content key can be recovered in time. Otherwise,
the STB would be not able to decode the scrambled broadcast. However, this lead-time
has also to be taken into account at the headend since the key update message is added
into to the transport stream here. Again, this time has to be considered subsequent to the
transmission of the key update message and, consequently, increases the lead time further.
As a result, the total lead-time consists of the time required for the creation of the key
update message, the inclusion and transmission of the key update message, and the pro-
cessing time of the key update message in the STB. In our further discussion in Chapter 5
we refer to this lead-time as channel change request (CCR) deadline since after this point
in time the processing of all incoming channel change requests is deferred to the next batch
interval.
4.4.2.3 Channel Change Signaling
Channel change signaling for the purpose of charging is not considered for digital video
broadcast since previously only one-way transmission was assumed. However, channel
change signaling for the purpose of multicast group management is necessary for IPTV in
order to join and leave multicast groups which are used for broadcast data provision. For
this purpose, the related protocols Internet Group Management Protocol [110] and Pro-
tocol Independent Multicast [138] are used. The processing of channel change signaling
for conditional access on the group management layer would create associations on the
wrong architectural level. Charging can be regarded as a higher-level application. Group
management, in contrast, is a transport function and is considered on a lower level from an
architectural point of view. Aside from the fact that implementing charging functions on
the group management layer would require serious modifications in fundamental protocols
of already deployed devices throughout the network hierarchy, it is also counterintuitive.
Since multicast-enabled routers are used to manage the distribution of data according to the
membership of downstream components, the addition of upstream functionality to signal
service requests to the headend diverts these routers from their intended use.
Alternatively, channel change signaling for charging could be implemented by using
SIP (Session Initiation Protocol) [139], which is used as a communication protocol for sig-
naling and controlling Voice-over-IP (VoIP) telephony applications. The use of SIP would
follow the current trend of IP convergence aiming to carry out all communication using the
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Internet Protocol. In particular, this is reflected by the Next Generation Network (NGN)
standards, which would be a reasonable context to implement channel change signaling for
charging over SIP. In particular, most network operators provide IPTV in the framework of
their triple play offers, which includes Internet access and VoIP telephony services. Con-
sequently, this approach would allow the use of other related components and mechanisms
so far used for VoIP such as fraud detection and admission control for handling overload
situations. In addition, the reuse of existing infrastructure would decrease recurring ex-
penses.
A quick survey showed that in contrast to multicast group management protocols, SIP
has already arrangements for this kind of signaling purposes in the form of protocols deal-
ing with call detail records (CDR). These records contain usage information and are used
for the charging and billing of phone calls. In addition, so-called advice of charge (AOC)
messages could be used to convey charging rates on channel change and balance informa-
tion during viewing. As we could ascertain, the SIP standard is easily extensible by profiles
for new use cases.
4.5 CSTC System Architecture
In this section, we provide the details for an implementation of a system supporting CSTC.
For this purpose, we consider architectural components and protocols, which have been
elaborated in previous Section 4.4. The main components of the system are the Head-End






















































Figure 4.6: Block Diagram of Headend System Supporting CSTC
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The architecture of our headend system (HES) is given in Figure 4.6. In order to broad-
cast scrambled content, the HES utilizes recordings of a prior broadcast stored in a file
that contains a DVB-compliant transport stream (TS) [100], [101]. In particular, we used
different recordings of DVB-S and DVB-T broadcasts for system test.
Transport streams can contain either the content of a single program (single-program
transport stream - SPTS) or the content of multiple programs (multi-program transport
stream - MPTS). Satellite, cable, and terrestrial transmissions use MPTS in order to utilize
the available bandwidth efficiently. In contrast, IPTV uses SPTS so that every channel is
addressable individually by using a different IP multicast address and port combination.
Service Information (SI) is added to the TS in order to specify the number and struc-
ture of contained channels. After reading the input file, the SI Decoder is used to extract
this information that is required by Demux to generate multiple SPTSs from one incom-
ing MPTS. Each single program transport stream is then processed in a dedicated SPTS-
Processor that is described below.
The service information is also used by a session announcement protocol (SAP) server
to notify potential receivers regarding available streams and required parameters for access
[140]. Additionally, the service information is used in the Subscriber Authorization System
(SAS) to instantiate one corresponding Key Management component for each channel.
4.5.1.1 SPTS-Processor
The SPTS-Processor contains an Injector, a Scrambler, an H262 RapDetector, and a
SocketHandler.
The Injector has two functions. The first function is to inform the corresponding
Key Management component in the SAS about the occurrence of a random access point
(RAP). For detecting the RAP in the H262-compliant video stream, the Injector uses the
H262RapDetector. We encapsulated the RAP detection functionality into a separate com-
ponent to provide extensibility. Thus, other transport streams featuring H264- or H265-
compliant video streams can be used in the Head-End System. The second function of the
Injector is to add the resulting ECMs from the key update into the corresponding SPTS.
The format of the ECMs will be detailed in Section 4.5.1.3
The scrambler encrypts the TS on TS level [141] using the AES-128 encrypting al-
gorithm in counter mode (CTR) without padding [142], [143]. We chose this mode of
operation in order to account for the TS packet size, which is not a multiple of the usual
AES-128 block size of 16 bytes. In this regard, the AES algorithm is utilized as a stream
cipher.
For the transmission, as usual, seven TS packets are packetized to form an IP packet
in the SocketHandler. Each channel is streamed to a different multicast address using the
real-time transport protocol (RTP) [104].
4.5.1.2 Subscriber Authorization System
The message handler sends registration and deregistration requests to the key establish-
ment unit and channel change requests to the key update unit. The protocol logic com-
ponent in each unit performs sanity checks on the incoming messages and implements a
simple business logic. The used message formats are detailed in Section 4.5.1.4.
As mentioned, the key establishment unit is used to handle registration and deregis-
tration messages. Once the registration of a user is completed, the user is able to direct
channel change requests to the key update unit.
The key management component in the key update unit issues EMMs embedded by the
Demux into each SPTS to identify the conditional access system (CAS) in use.
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Also, channel change requests are processed by the key management component. As
mentioned in the previous section, a logical key hierarchy scheme (LKH) in batch mode is
used for this purpose. This approach requires that channel change requests are processed
in a marking phase without computing of new keys. Only when an RAP is indicated by
the Injector the batch processing phase is initiated to determine the new keys including
the new group key and to build the key update message. The format of the key update
message is explained in Section 4.5.1.3. The key update message is processed further by
the ECM generator (ECMG) so that it can be added to the transport stream. The group key
is forwarded to the scrambler for encrypting the transport stream.
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Figure 4.8: Private Section Format
Key update messages are generated in the key management component of the SAS. As
depicted in Figure 4.7, the key update message contains a monotonically increasing ECM
ID and three arrays. According to LKH, a couple of keys in tree nodes must be updated,
as a rule. Each of these keys must be encrypted by the keys of the descendant nodes.
Each submessage in the key update message consists of an encrypted key (assigned to the
lower array), the ID of this key (assigned to the medium array), and the ID of the encrypting
descendant key (assigned to the upper array). We preferred using three arrays in this format
instead of one mixed-type array in order to improve the performance of serialization and
deserialization of key update messages.
Key update messages are processed in the ECM generator (ECMG) that translates these
messages into the entitlement control message format. The ECMG uses the private section
format defined in [100] as illustrated in Figure 4.8. Similarly to all private tables in a
transport stream, the ECM can be segmented into up to 256 private sections with 4096
bytes each [100]. In our system, the ECMs are added to the stream of each channel by the
Injector component as can be seen in Figure 4.6.
Similarly, entitlement management messages (EMMs) are created in the EMM gener-
ator (EMMG). EMMs also use the private section format and contain meta-information
about the active conditional access system. In our implementation, EMMs are added to the
stream of each channel by the Demux.
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Table 4.3: Message Types Used for Signaling between HES and STB
4.5.1.4 Channel Change Signaling
Message types used for registration, deregistration and channel change signaling as
well as the corresponding message formats are shown in Table 4.3. The RegRequest and
RegResponse messages are used during the registration phase of the set-to-box (STB). In
addition, DeRegRequest and DeRegResponse messages are used during the deregistration
of the STB. ChannelChangeRequest messages are used to indicate a channel change event
by the user. The ID field indicates the message type and consists of a single byte.
UserID is a 4-byte integer and is used for user identification. UserIDs are managed
by the user ID manager in the SAS (see Figure 4.6). The UserKey is a 16-byte AES
key assigned to a specific UserID. Both UserID and UserKey are stored in the UserDB
component of the SAS (see Figure 4.6).
Here, including the UserKey in the RegResponse message only serves test purposes. In
particular, the user key, or master private key as it is referred to in literature, is a pre-shared
secret between the headend and CAS-related components of the STB. This key is never
disclosed as it could be copied and used for service theft. Therefore, the user key is stored
on secure and tamper proof hardware, for instance, on a smart card.
The Balance Information field is a 16-byte String used to present the balance informa-
tion to a user once the deregistration is completed. The ChID field contained in the Chan-
nelChangeRequest message specifies the ID of the destination channel a user has switched
to. Channel IDs are used to uniquely identify the broadcast channels and are stored in
the Channel List component in the SAS. In addition, Channel IDs are part of the session
announcements sent to the STBs by the SAP server in the headend (see Figure 4.6). Since
the ID of the current channel is not sent during channel change, state information of the
users are stored in the User Sessions component in the headend (see Figure 4.6).












































Figure 4.9: Block Diagram of STB Supporting CSTC
4.5.2 Set-Top Box
The architecture of the STB is shown in Figure 4.9. Available channels are discovered by
session announcements received by the SAP client. These announcements are gathered
and form a channel list. The controller represents the control logic of the STB and uses
IP multicast join and leave messages according to Internet Group Management Protocol
(IGMP) to access channel groups from the channel list. These multicast messages and all
other IP traffic are processed in the SocketHandler.
The key establishment component in the controller performs registration and deregistra-
tion at the headend. The received UserID and UserKey are forwarded to the key manage-
ment component of the CAM to process key update messages. The key update component
is used to send channel change messages to the headend.
During channel change, a channel change message is issued by the key update compo-
nent and the SocketHandler is instructed to join the multicast group of the desired channel
simultaneously.
Once transport stream packets of the new channel arrive at the SocketHandler, they
are passed to the SI Decoder to decode the service information contained in the transport
stream. Relevant service information such as channel name, program schedule and elec-
tronic program guide are forwarded to the on-screen-display component (OSD) for display.
The latter renders an image containing the delivered information for overlay on the video.
In the next step, the transport stream packets are sent to the common interface host (CI
Host). This component passes the TS packets to the descrambler in the conditional access
module (CAM). At the same time, the CI Host processes the control protocol specified in
the common interface standard [144].
Containing the counterpart of the control protocol specified by the common interface,
the CAM is provided with relevant information to filter ECMs and EMMs from the TS.
The filtering is performed in the packet ID filter (PID Filter) inside the CAM. ECMs and
EMMs are passed to the key management component. Afterward, the key management
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component assembles and processes the key update messages. By using the client-side
implementation of the LKH scheme, the content key is computed and forwarded to the
descrambler.
The descrambler uses this key to decrypt the transport stream sent by the CI Host. The
key update signaling is performed as described in Section 4.3. In the next step, the descram-
bled transport stream is forwarded to the decoder. The decoder, in turn, decompresses the
audio/video data contained in the transport stream.
For our implementation, we use the decoder of the GStreamer multimedia framework
because it allows access to the decoder buffer [145]. By controlling the access to the
decoder buffer, we perform the time measurements presented in Section 5.4.
The decompressed video data are displayed with the on-screen-display (OSD) to the
user. In this context, the OSD is part of the graphical user interface (GUI) used to operate
the STB. The decompressed audio samples are output by the audio sink component. An
image of a remote control presented on the GUI of our prototype enables the user to submit
control commands, which, in turn, are sent to the controller.
4.6 Validation of CSTC
In the following, we briefly recall the requirements met by short-interval charging in
order to show how CSTC conforms to them. Clearly, when CSTC is employed techni-
cally no term of contract is necessary as the service can be charged completely based on
usage ( U3 ). In an actual offer, however, a term of contract could be required for legal
reasons. Nevertheless, in this case, no additional costs would incur when the service is
not used. Furthermore, users are able to get entitled and consume the selected content im-
mediately by switching to the desired channel. As a result, CSTC inherently achieves the
required interactivity of entitlement ( U1 ) and the adaptability of services ( U2 ). In ad-
dition, CSTC meets additional requirements specified by consumers. Since the measuring
of consumption is performed by the network operator, no usage related data are retained
in the terminal equipment ( U7 ). By employing CSTC network operators are also able
to variably price content depending on the channel, context, time slot, etc. Consequently,
access to all types of content can be made available using a single procedure, namely, the
switching of channels ( U5 ). For the discussion of necessary transitions and discontinu-
ities of the used entitlement process, we refer to Table 4.4. Here, the charging-related user
actions for all considered models including CSTC, are compared. In general, fewer user
actions are preferred.
As a result of the review of related work, we could ascertain that CSTC is associated
with a new user model compared to other methods such as subscription-based pay-TV,
PPV, and VoD. Here, the user model of CTSC is essentially distinct from the other user
models concerning the actions relating to usage and charging. The usage-related differ-
ence of this new user model has already been discussed in Section 1.2 in the context of
our comparison with short-interval charging. In Section 4.1, we already investigated the
charging-related actions and proved that CSTC achieves seamless interaction for entitle-
ment ( U4 ).
For a VoD service, in addition to the registration also an explicit log-in is often needed in
order to provide necessary credentials. When VoD or PPV is used, the user has to make an
explicit and possibly out-of-band request to get entitled. Once the request for entitlement
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User action VoD PPV Subscription CTSC
Conclude Contract/Register to Service X X X
Explicit Log-In to Service X
Explicit Service Request X X
Provide Payment Information X
Out-Of-Band Delivery of Entitlement Credentials X
Input of Out-Of-Band Entitlement Credentials X
Termination of Contract (Otherwise Costs Incur) X
Table 4.4: Comparison of Charging-Related User Actions
is approved by the service provider, payment information has to be provided for PPV since
no registration has been completed earlier. Also, the entitlement credentials are usually
provided out-of-band for PPV and have to be keyed in the remote control to gain access
to the desired content. All the mentioned charging models with exception of PPV require
a registration or the conclusion of a contract. But only for subscription-based charging,
additional costs incur if the contract is not terminated.
As we can see, CSTC requires only a single explicit user action in order to obtain the
entitlement credentials and to provide payment information. All other necessary actions
are performed implicitly by the STB. The log-in and log-out actions happen during the
switch-on and switch-off of the STB. Similarly, service requests are made and entitlement
information is delivered and processed in-band without user intervention.
Since during a channel change we cannot assume that a user knows which content will
be delivered on the destination channel and whether this content will draw his interest, the
presented approach of CSTC could be further enhanced regarding fairness. Usually, users
continuously change channels for some time once they have lost interest in the content
of some channel. This behavior is referred to as zapping or channel surfing. To address
this user behavior, a sampling period during which a user can decide whether the shown
content suits him could be introduced. In this way, the starting time for the charging of
the destination channel would be postponed. Several studies suggest that users remain
in the state of channel surfing for 30 seconds [146], [147], 60 seconds [128], [148] or
even 4 minutes [31]. During this time, users perform 4 [128] channel changes on average
and require about 4 [128] to 10 [148] seconds on average in order to decide whether the
currently viewed content is appealing for them. In order to prevent the misuse of the
sampling mechanism, the sampling action and times could be logged according to a certain
sliding time window. Users who sampled the same channel several times during this time
window would be charged for viewing the channel since they show a more than average
interest in the content.
Apparently, so far we did not prove whether CSTC causes a degradation of service
quality compared to free-TV or earlier experience ( U6 ). This requirement has not been
considered yet since we devote whole Chapter 5 for the discussion of this subject.
According to I1 , it is required that different CASs in end devices have to be supported
by means of a common interface. By reusing the standardized CI-Host and CAM archi-
tecture, this requirement is met. In addition, clear and scrambled transmission should be
supported according to I2 . This requirement is met by the inherent properties of CSTC
allowing a mixture of scrambled and unscrambled channels. Network operators require
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that resources should be shared in order to support different charging models I3 . New
CASs should be interoperable with existing equipment I4 and the existing operator in-
frastructure should be utilized I5 . As described above, no new components have been
added. Thus, all components have been reused in order to support CSTC.
4.7 Conclusion
In this chapter, we introduce a novel short-interval charging model called channel
switching-triggered charging (CSTC). We prove that this charging model achieves user-
friendliness as targeted by our research question Q2 . For this purpose, we first examine
the requirements consumer state regarding conditional access systems. We choose this
way to identify consumer requirements since the CAS is the particular component of the
broadcast system that is responsible for the implementation of the charging model and,
consequently, to a great extent determines its user-friendliness. As a result, we show that
all consumer requirements, except one, are covered. However, the remaining requirement
will be considered separately in Chapter 5, since it is related to our research question Q5 .
After considering consumer requirements, we express them by drafting a specification.
Then, we analyze how CSTC can be introduced to the operational environment of the net-
work operator as specified in our objective Q3 . We determine that CSTC is able to meet
network operator and legal requirements related to conditional access systems. In a fur-
ther analysis, we investigate communication and computational constraints imposed by the
DVB suite of standards. Here, we determine the scalability of CSTC in an operational de-
ployment as intended by Q4 . We conclude that bandwidth of approximately 100 kB/s is
allocatable for CSTC-related downstream communication toward the STB. In the opposite
direction related work suggests that a maximum of 0.5 – 1.0% of the users watching the
most popular channel in an IPTV deployment perform channel changes per second. Based
on the logarithmic properties of the employed multicast encryption scheme, we assume that
computational requirements are satisfiable Moreover, we identify options for further opti-
mization of the multicast encryption scheme we use. We then examine which additional
protocols and components are neccessary in order to incorporate CSTC to a common IPTV
service architecture. We show that only the channel change signaling protocol and two ad-
ditional requirements for multiplexers are necessary in order to support CSTC. Existing
structures of the current DVB architecture require only four functional components and
two protocols to be modified. This is a result of the intentional omission of specifications
related to conditional access in the set of DVB standards for security reasons. Finally, we
present a prototype IPTV system architecture comprising a headend system and a set-top
box component implementing the CSTC model.
CHAPTER 5
SERVICE QUALITY
The subjective user perception of a service directly contributes to the user satisfaction and,
consequently, to the acceptability of the service. For this reason, we pursue the question
to what extent our approach of CSTC has an influence on the overall TV watching ex-
perience of a user in this chapter. At first, we identify technical factors related to IPTV
service quality, which generally contribute to the service perception of users. In the next
step, we decide whether these factors are affected by CSTC. We then analyze and estimate
the potential impact of CSTC on each factor by assuming properties of a common IPTV
service architecture. By using and improving our prototype implementation, we devise a
system for measuring the actual effect of CSTC on respective IPTV service quality factors.
With the aid of our measurement system, we conduct a case study and verify our previous
assumptions. In the final step, we analyze the results of our case study and conclude the
impact on the user experience.
In general, a user’s quality of experience (QoE) regarding the use of a service, on the
one hand, consists of factors that are objectively quantifiable. These factors are called
quality of service (QoS) factors and relate to general properties of the service, such as re-
sponsiveness and reliability, as well as characteristic properties, such as video quality and
the responsiveness of the electronic program guide. On the other hand, a user’s QoE de-
pends also on factors that are related to human perception referred to as human components
[149]. Some of these factors are context, previous experience, expectation, emotional state,
attention, motivation etc. For instance, users rate the visual quality of a sequence differ-
ently depending on whether it is presented on a high definition TV in a living room or as a












Figure 5.1: Relationship between QoE and QoS
web video on a commodity computer. Nevertheless, QoS and QoE are not independent. In
fact, the QoE for some service factor has a nonlinear relationship with the corresponding
QoS. This relationship is controlled by the human components. The connection between
QoE and QoS is briefly sketched in Figure 5.1 based on [150].
In most standards, QoS factors are attributed to one or more layers of the architecture
the standard is concerned with. Here, particular requirements and recommendations are
defined for the respective layer in order to achieve a specific service quality. Typically these
layers are the transport layer, the service layer, and the application layer. For instance, the
QoS factor of video quality has implications for the transport layer since the video data
are broadcasted from the headend to the user’s set-top box. Consequently, requirements
regarding the amount of packet loss have to be defined at this layer. However, the resulting
acceptable impairment of the visual quality is considered on the service layer. Furthermore,
the impact of the resolution and compression algorithm on the visual quality are considered
on the application layer. Factors contributing to QoE are summarized and illustrated in
Figure 5.2 based on [149].
As a result of factors related to human components, the overall assessment of the QoE
with regard to specific service aspects is a nontrivial task. Many of the human aspects,
such as expectation, experience, context, and emotions are difficult to measure and subject
to ongoing research. For empirically obtaining quantitative values, sometimes, a test panel
consisting of technical experts is consulted in addition to a user survey. Here, participants
express their satisfaction with a certain service aspect by rating the quality on a 5-point
scale called mean opinion score (MOS). This score originally has been developed for the
assessment of telephone transmission quality. According to the MOS, 1 corresponds to
bad and 5 corresponds to excellent quality [151]. In this context, an MOS rating of 3.5
is considered as acceptable quality [151]. However, also other scales such as a 9-point,
an 11-point, a quasicontinuous scale [152], or a 100-point [153] scale are in use for this
purpose. MOS values of different aspects are not necessarily comparable, since they can be
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used to describe absolute ratings, comparative ratings or the degree of degradation [151].
Moreover, factors related to human components, such as resembling the experience of
watching TV at home, have to be controlled carefully during tests to achieve reproducible
















Figure 5.2: Factors contributing to QoE
Accordingly, the assessment of the QoE of some service aspect entails great effort since
it is time-consuming and expensive. There is considerable interest in identifying the re-
lationship between one or more QoS metrics and the QoE of some service aspect. This
relationship can be used to arithmetically predict the QoE from one or more given QoS
metrics. However, the resulting QoE is only valid for the specific assumptions regarding
the human components (context, motivation, etc.) that were considered when the QoE was
initially determined. When human components are not considered or fully understood,
QoE values obtained in this way are not suitable to devise general statements regarding
higher order objectives such as acceptability. Nevertheless, a relationship between QoS
and QoE can be employed to determine the minimal end-to-end QoS of a system for a
given QoE.
In the context of IPTV broadcast services, requirements for QoE are defined by different
standardization bodies such as the Alliance for Telecommunications Industry Solutions
(ATIS) [154], the International Telecommunication Union (ITU) [149], and the Broadband
Forum (DSL Forum) [150]. Respective standards provide recommendations for derived
metrics related to QoS factors in order to achieve certain levels or classes of experienced
quality. In the following, we will introduce the most common QoS factors and identify the
corresponding impact CSTC has on them.
5.1 Quality of Service Factors for IPTV
Generally, QoS factors are grouped regarding some independent high-level aspects such
as control, data, usability, etc. [150], according to activities associated with the stages of
use of the IPTV Service [154], [155], or according to aspects related to the properties of
the IPTV service [149]. Most of the QoS factors that we introduce in the following can be
encountered in every standard.
5.1.1 STB Start-Up Time
Boot-up as well as system and service initialization processes contribute to the set-top box
start-up time. Service initialization includes the eventual download of firmware and other
service-related software updates, such as the update of the VoD offering catalog. Moreover,
the initialization and authentication of middleware components, service discovery and se-
lection, parsing and decoding of the electronic program guide (EPG), and other processes
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are performed. The STB start-up time starts with pushing the respective button to turn on
the STB and ends with the STB being in operational and responsive state presenting the
first picture of broadcast data of some tuned channel [156], [157]. In practice, there is
additionally a distinction between the start-up from standby and a full start-up when the
STB is completely turned off. As a guideline, the STB start-up time from standby has to
be in the order of 10 seconds [150].
5.1.2 Audio and Video Quality
The perceived audio and video quality depends on many different aspects. The quality of
the display device with regard to display size, resolution, sharpness, contrast, brightness
and color fidelity is as important as the viewing environment. Correspondingly, the speaker
quality and arrangement is crucial for the perceived audio quality. Moreover, the quality
of the footage, the employment of preprocessing and also properties and parameters of
the used compression algorithms are essential. Since lossy compression algorithms using
psychoacoustic and psychovisual models are employed to reduce the required bandwidth,
the baseline quality of the used codec standard as well as corresponding parameter settings
are decisive. In particular, the GOP structure, motion vector search range, quantization
settings and many other codec settings have to be adjusted for achieving high compression
and to accommodate various content types. Furthermore, the target bit rate and subsequent
rate control mechanisms for combining different streams have a considerable influence on
the target quality. In this connection, a constant bit rate (CBR) leads to a variable quality
and a variable bit rate (VBR) leads to constant quality. Audio and video quality is also
affected by dependent mechanisms such as the underlying network transport. Packet loss,
varying packet latencies (jitter), packet bursts and late packets due to insufficient bandwidth
as well as duplicate and out of sequence packets lead to image errors, audible cracks, frozen
pictures and in the worst case to black screens.
As a consequence of the aforementioned factors contributing to audio and video quality,
corresponding metrics and recommendations are diverse. Aside from MOS values for the
perceptual quality of the decoded audio and video data, metrics such as the Peak-Signal-
to-Noise-Ratio (PSNR) are used. For assessing the amount of visual impairment using
PSNR, the spectral energy of the original uncompressed footage data is compared to the
spectral energy of the decompressed data emitted by the user receivers. With regard to
effects of the network transport on the audio and video quality, respective metrics, such
as IP packet transfer delay (IPTD), IP packet delay variation (IPDV), IP packet error ratio
(IPER), IP packet loss ratio (IPLR), Percent IP service unavailability (PIU), and others as
well as corresponding recommendations are in use [158].
5.1.3 Audio-Video Synchronicity
Audio-Video synchronicity describes how well the video stream is consistent with the au-
dio stream. In general, human perception is more tolerant of audio that appears after video
than audio preceding video due to different propagation velocities of each signal type. For
instance, according to standard in [159] that considers audio-video synchronicity in the
context of videoconferencing, it is required that the audio stream should not precede the
video stream by more than 90 ms and shall not succeed it by 185 ms. For IPTV, even more
restrictive constraints are recommended in [150]. Here, a maximum audio lead video time
of 15 ms and a maximum audio lag video time of 45 ms is defined.
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5.1.4 Channel Change Time
The time period that starts with pressing the button on the remote controller to initiate a
channel switch and ends with the first frame of the new channel appearing on the display
of the TV is called channel change time. However, this quantity refers only to channel
changes to the next higher or lower channel since a direct channel change to a specific
channel number involves a certain period of inactivity. This pause is used to allow the user
to type in the channel number one digit at a time using the remote controller. As explained
previously, IPTV data are generally delivered using IP multicast. But the line on the last
mile toward the customer premises features bandwidth only sufficient for the transmission
of one channel at a time. Consequently, several network components on the signaling path
are involved in addition to processes in the STB during channel switch, Channel change
times on other transmission paths for digital broadcast typically range from 2 to 4 seconds
for satellite and 1 to 2.5 seconds for cable [150].
Recommendations related to channel change time are mostly aligned with the human
perception of time. In this regard, users prefer interactive systems that offer response times
less than 1 second [160]. During this time, users have the feeling that they are controlling
the interaction with the system and are able to maintain their focus on the current train of
thought [161], [162]. When response times exceed 2 seconds users are not able to proceed
at their own pace and, consequently, become aware of waiting. This fact causes dissatis-
faction since users feel held back by the system. Their short-term memory starts to fade
and the chain of thought is interrupted [163]. Finally, the number of transactions decreases
considerably when system response times exceed 4 seconds and even more abruptly be-
yond 12 seconds [164]. As a consequence, it is recommended that channel change times
should be targeted in the order of 1 second [165] [150] and should amount to a maximum
of 2 seconds [150].
5.1.5 Transmission Delay
The delay between the time an event happens on live broadcast or is observable at the
headend and the time this event is displayed on the TV screen is called transmission delay.
Varying transmission delay is called peer lag or playout difference and can be observed
when users receive broadcast content at different times due to the use of different transmis-
sion paths, for instance, DVB-S and IPTV. This usually becomes evident on sports events
when some users celebrate a goal while other users watch footage preceding the goal.
Generally, playout difference is the result of a varying number of different involved com-
ponents and links used for each transmission path. Usually, corresponding standards are
concerned with a constant transmission delay in order to necessitate small buffers. Con-
sequently, instead of playout difference, rather transmission delay is considered as a QoE
factor in some standards. Since in some situations such as in the referred sports event,
playout difference is annoying for users, there is an ongoing discussion of the feasibility
and technical aspects of solutions for synchronizing different transmission paths [156].
5.1.6 Quality of other IPTV-related Services
Other QoE factors consider accompanying services such as the provision of metadata, op-
erating menus and user interface, browsers, and content navigation. Here, usability and
responsiveness aspects are examined. In addition, metadata such as subtitles, Teletext, and
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the electronic program guide (EPG) are taken into account. Here, font support, availability
of character sets, and initialization and response time [150], [149] are checked.
5.1.7 Higher-Order Service Characteristics
Some QoE factors are related to technical properties of the IPTV system but also feature
properties of higher order service objectives. For instance, generally, the distortion of a
picture is associated with video quality. However, in case the distortion is so severe that
the picture becomes unintelligible or completely disappears, the impairment becomes more
related to service reliability and, consequently, to availability and dependability. In this
context, picture freezes and blank screens up to a duration of 10 seconds are considered
as quality impairment. The impairment is considered as service outage when this time
frame is exceeded. Recommendations for the reliability of an IPTV service are based
on respective experiences with satellite and cable networks, which feature a reliability
of more than 99.99%. This rate corresponds to a service loss of 53 minutes per year
[150]. Other higher-order service factors are functional correctness and usability but also
impairments related to charging and billing. Here, respective metrics are used, for instance,
to identify the overcharging probability or the billing integrity. The latter describes whether
the presented bill correctly reflects the type and duration of service use [155]. In addition,
nontechnical factors affect the users’ QoE of a service such as the manner of the service
provider during the conclusion and cessation of the contract or in cases the service requires
repair.
5.1.8 Factors affected by CSTC
Considering the previous discussion of QoE factors, we are able to identify two QoE factors
that are affected by CSTC:
1. Channel Change Time and
2. Transmission Delay
CSTC affects channel change time since additional operations are performed during the
channel switching process. Other than in conventional IPTV, the channel change request
has to be signaled up to the headend system. Subsequently, the request has to be processed
and corresponding entitlement information is included in the broadcast stream. Similarly,
CSTC affects transmission delay due to the processing of requests and the involved delay
in the headend. Nevertheless, we don’t examine the effects on transmission delay since
current solutions involving playout synchronization suggest that remedies are not a mat-
ter of design decisions concerning a single system but rather an effort involving several
heterogeneous systems.
Hence, for further discussion and current approaches, we refer to [166] and [167]. In
the following, we investigate the impact of CSTC on the channel change time. For this
purpose, we first analyze the channel switching process of conventional IPTV systems and
estimate the average channel change time for an IPTV system supporting CSTC. In the next
step, we verify this channel change time by performing a measurement on our prototype
implementation. Finally, we analyze our results and project consequences on the users’
QoE.
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Figure 5.3: IPTV Architecture Components Involved in the Channel Switching Process
5.2 Channel Switching Process and Average Times
Channel switching starts by pressing the corresponding button on the remote control and
ends when the picture of the new channel is displayed. According to [168], a TV viewer
switches channels 25 times a day on average. In conventional analog cable TV, in off-the-
air broadcast as well as in digital broadcast transmissions such as DVB-C or DVB-T, all
transmitted channels are available on the TV set or on the STB simultaneously. Channel
switching, therefore, is accomplished just by tuning to the desired frequency.
In contrast, channel change time in IPTV is relatively long and often regarded as a
disturbing factor. This is attributed to the limited bandwidth of subscriber lines, which
inhibits a simultaneous reception of several channels. For this reason, IPTV providers
transmit their channels only up to certain points in their network known as replication
points, see Figure 5.3. A further transmission of any channel depends on the desire of
some user to watch this channel. Consequently, channel change time includes several delay
components caused by actions in different components of the IPTV system as illustrated
in Figure 5.3.
Related work on IPTV channel change time lists up to 15 delay components; see [169]
and [170]. Table 5.1 summarizes all these components according to the findings in [169],
[170]. For illustration, delay component numbers are given in Figure 5.3 to refer to the
system component causing each delay component. The numbers 16 – 22 refer to delay
components caused by CSTC and will be treated in Section 5.3. In the following, a brief
description of the channel switching process with reference to the delay components is
given. A delay component is abbreviated as DC followed by its number. For instance,
DC-1 refers to the remote control to STB delay.
Whenever a user switches a channel utilizing the remote control, the STB receives an
infrared signal and decodes it, which is the first source for the delay (DC-1). Depending
on the user command, the STB then generates one message containing the command for
leaving the multicast group of the currently viewed channel (DC-2) and another message
for joining the multicast group of the desired channel (DC-3). These messages are pro-
cessed by an IPTV-enabled residential gateway, for instance, a home router, which features
an IGMP-Proxy. This proxy manages and passes group management messages to the next
adjacent component in the operator’s access network (DC-4). In case DSL is employed as
the access technology, this component is the Digital Subscriber Line Access Multiplexer
(DSLAM). The DSLAM aggregates network traffic from multiple lines and processes the
group management messages (DC-5 and DC-6). If the media data of the desired channel is
available at this point, the DSLAM performs the channel switch and starts to deliver these
media data (DC-7). Otherwise, the DSLAM sends a request to the replication point, which





Avg. (ms) Max. (ms) Avg. (ms) Max. (ms)
1 Remote Control to STB IR Delay (IR Decode) - - 5 10 STB
2 STB Sends IGMP Leave 10 2.5 5 STB
3 STB Sends IGMP Join 10 2.5 5 STB
4 IGMP-Proxy in DSL Router - - 5 10 Residential Gateway
5 DSLAM Gets IGMP Leave 10 2.5 5 DSLAM
6 DSLAM Gets IGMP Join 10 2.5 5 DSLAM
7 DSLAM Switches Streams Ch1-Ch2 30-50 50 5 10 DSLAM
8 Multicast PIM-SSM Join at Replication Point 20-60 200 - - Core/Aggregation Network
9 FEC/Interleave Latency of DSL 10 10 20 20 DSLAM
10 Network Dejitter Buffer 50-200 300 60 100 STB Network Unit
11 Wait for and Parse PAT/PMT 125 100-500 - - STB MPEG Decoder Buffer
12 Wait for ECMs and Parse 125 100-500 - - STB MPEG Decoder Buffer
13 Wait for Next Occurrence of I-Frame (RAP) 250 500 250 500 STB MPEG Decoder Buffer
14 Receive I-Frame into MPEG Buffer 750 2000 100 300 STB Network Unit
15 Decode I-Frame 50 50 10 10 STB MPEG Decoder
Total Average (ms) 1255
Table 5.1: Delay Components Contributing to Channel Change Time
media data underlie delays in the subscriber line, namely, in the local loop due to forward
error correction and interleaving (DC-9). After changing the channel, the STB buffers me-
dia data in order to compensate the network jitter, that is, the varying delay of the incoming
packets. This buffering adds further latency (DC-10). As soon as enough packets arrive in
the buffer, the STB starts processing. First, reference data referred to as program allocation
table (PAT) and program map table (PMT) must be captured. As this data are only sent in
designed time intervals, some waiting time may be necessary (DC-11). When the media
data are encrypted using a CAS in the HES (see Figure 5.3), the STB must extract the en-
titlement control messages (ECMs), which contain information for computing the content
decryption key (DC-12).
As discussed previously in Chapter 3, media data are encoded into frames and trans-
mitted in compressed form to save bandwidth. Only some frames, denoted as I-Frames,
include full pictures. Other frames only include partial data, which must be extended using
I-Frames. To start decoding, therefore, the STB must wait for an I-Frame to arrive (DC-
13). According to [170], I-Frames contain 20-60% of image information within the media
stream. Hence, the transmission of these frames additionally takes considerable time (DC-
14). Having all required data, the STB initiates the decoders to process the media data
and to generate the image and audio signals for the TV set (DC-15). From this analysis
and based on averaging the data given in [169] and [170], we estimate a total average of
1255 ms for the channel change time.
In the following, we will take a closer look at the intricacies of delay components DC-
10, DC-13, DC-14, and DC-15 by using the illustration presented in Figure 5.4. For our
following examination, we assume an exemplary media stream that is compressed accord-
ing to the H.262 [85] standard in the main profile at main level (MP@ML). The resulting
stream has a maximum bit rate of 15 Mb/s, in which the video has a resolution of 720×576
pixels, a frame rate of 25 Hz, and a color subsampling ratio of 4:2:0. Since at a frame rate of
25 Hz each frame is presented for 40 ms and the media stream features a GOP length of 12,
the resulting inter-RAP duration is 480 ms. Moreover, we assume that the data volume ra-
tio of B, P, and I frames is 1 : 1.5 : 3.75, respectively. Although the given ratio is sufficient
to specify corresponding transmission times, for the purpose of illustration and referring
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Figure 5.4: Input and Decoder Buffer States during Decoding and Display Process
to minimum bit rates given in [149], we assume an actual bit rate of 1.25 Mb/GOP. Con-
sequently, I-Frames have a constant size of 36 kB, P-Frames have a size of 14.4 kB, and
B-Frames have a size of 9.6 kB. Consequently, the media stream requires a line having
a capacity of more than 2.6 Mb/s since additional data such as audio, service information
and other metadata has to be transmitted too. Regarding the computational performance,
we assume a worst-case decoder. This means that the decoder has to process frame data at
least at a speed that corresponds to the duration each frame is presented on the display. As
we assume that our media stream features 25 frames per second, the decoder is granted a
processing time of 40 ms per frame. Finally, we assume a display refresh rate of 60 Hz for
the connected TV set, so that a new frame is presented every 16.6 ms. The aforementioned
assumptions roughly correspond to properties, which can be encountered in a typical IPTV
deployment. Certainly, our example is heavily idealized since usual media streams feature
not only a variable GOP length in order to accommodate to scene changes but also a vary-
ing bit rate leading to a different amount of data for each frame. In addition, broadband
connections feature varying bandwidth and delay (jitter) to a certain extent. Nevertheless,
we abstract from these variabilities in order to facilitate understanding.
5.2.1 Transmission Delay (DC-14)
In the upper section of Figure 5.4, the state of the input buffer of the STB is presented.
Gray triangles indicate levels of incoming frame data that arrive at the input buffer. The
labels in the triangles indicate the frame type (I-, B-, or P-frame). Since the frames arrive in
transmission order, the display order is indicated by the frame label index n, for instance, In.
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Figure 5.5: Video Buffers for Encoder and Decoder
Moreover, the dashed line shows the overall level of the input buffer. As we can observe,
a considerable time is spent on the transmission of the initial data to start the decoding
process, although we assumed an optimistic ratio for the data amount consumed by I-
Frames (ca. 20% of total GOP). This characteristic is due to the linear nature of broadcast
where data are transmitted in near real-time. As a consequence, it is not possible to shorten
this delay, for instance, by sending out the initial data in a burst, without further measures.
Not shown in Figure 5.4 but mentioned in Table 5.1 is another usual delay caused by
buffering in order to remove jitter (DC-10). To compensate variations in the arrival time of
packets and to avoid a later shortage of data, the decoding process is suspended until the
input buffer reaches a certain level. This step usually delays decoding for 100 to 500 ms
[150].
5.2.2 Initial Buffer Delay (DC-14)
The initial buffer delay is a further cause for a delayed start of the decoding process and is
implied in DC-14. This delay is related to synchronization and rate control. As we learned,
the encoding process results in data featuring a variable bit rate (VBR) due to the use of
different frame types and the dynamic nature of the content. However, the burstiness of
this data has to be controlled and smoothed in order to save resources on the transmission
network and to avoid packet arrival intervals that are too diverse.
For this purpose, a buffer depicted in Figure 5.5 ([171]), a so-called leaky bucket, is
placed at the output of the encoder in order to create output that features constant bit rate.
In order to recover the bursts and to ensure that the decoder reads corresponding sections
of the stream at the same rate at which the encoder wrote them, a second corresponding
buffer is required in front of the decoder. Consequently, during operation, these two buffers
feature complementary levels and the sum of both levels is constant. In general, the con-
stant sum of buffer sizes represents the maximum time contributed to the channel change
delay by this mechanism. The encoder has to foresee the corresponding buffer levels at
the decoder to anticipate potential buffer underflow and overflow. For instance, in cases
where it becomes apparent that the remaining decoder buffer is exceeded by the encoder
output due to burstiness, the encoder adjusts corresponding parameters in order to balance
buffer levels using a feedback loop. Therefore, the operator has to trade off buffer size and,
consequently, channel change time against picture quality when fixing the aggregate buffer
size at the encoder.
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Furthermore, the notion regarding the extent and duration of the smoothed bursts has to
be conveyed. Without this information, the decoder would run the risk of buffer underflows
by taking data too early from the buffer leading to a situation where subsequent frames
would arrive later than their time of presentation. In particular, when a channel switch
occurs an initial buffer delay prevents the decoder from reading from the buffer and starting
the decoding process until the amount of data reaches a certain limit. This procedure is
followed regardless of the presence of a random access point (RAP) in the input buffer. As
we learned in Chapter 3, a common time is established between the headend and the STB
by using a phase locked loop (PLL) and time stamps in the transport stream called program
clock reference (PCR). After the internal clock of the STB has been set, additional time
stamps called decoding time stamp (DTS) and presentation time stamp (PTS) are used to
determine the start time for the decoding process. In particular, the STB regularly compares
the DTS/PTS times of the frames in the buffer with its internal clock in order to determine
the time to start decoding. In this connection, PTSs and DTSs share the same time base as
PCRs and are embedded into the packetized elementary stream (PES). Naturally, the initial
buffer delay depends on the designated buffer settings in the encoder and, furthermore, on
the current buffer level at the decoder. Following an analysis in [171], it can take up to 2 s
until a frame in the decoder buffer becomes ready to be processed.
5.2.3 Reordering Delay (DC-13)
In Chapter 3 we learned that frames are ordered differently depending on the purpose of
their processing. In particular, in encoding and display order B-Frames contain references
to temporally preceding as well as successive frames. Consequently, for transmission,
the GOP is reordered in such a way that all frames that the B-Frames depend on appear
prior to the B-Frames themselves. In this way, a delay that occurs due to the subsequent
arrival of required referenced frames is avoided. Unfortunately, this foresighted approach is
undone by another approach we became acquainted with Chapter 3, namely, open GOPs.
In contrast to closed GOPs, open GOPs allow frames at the edges of a GOP to make
references to neighboring GOPs in order to preserve bandwidth. In this way, B-Frames
of the previous GOP are interleaved with the I-Frame and the P-Frame of the subsequent
GOP as shown in Figure 5.4. Consequently, on channel change, the STB still experiences a
delay that is associated with the transmission of 1 P-Frame and 2 B-Frames. Furthermore,
the data contained in the 2 B-Frames cannot be used since they temporally precede the I-
Frame and ultimately require data from the previous I-Frame in order to become decodable.
In order to illustrate the situation in case no channel change would have occurred, the
corresponding frames are shown as black boxes with white caption in the decoder memory
and the display process. Confusingly, this delay is often referred to as reordering delay
although the frames don’t require reordering but rather wait. In general, the bandwidth
saving justifies the higher channel change time so that most operators use open GOPs.
5.2.4 Decoding and Display (DC-15)
In our analysis, we assume the worst-case decoder that is able to process incoming data just
as fast as it is displayed. Since the GOP we consider contains 2 consecutive B-Frames, the
decoder requires at least 4 different frame buffers. These frame buffers and their allocation
over time is depicted in Figure 5.4. Letters in the captions indicate frame type. Numbers
in the subtext indicate display order. Light-gray boxes indicate currently decoded frames
that are processed by the decoder and subsequently will be written to the corresponding
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Delay Variable Delay Component
tnetwork STB RP 1 + 2 + 3 + 4 + 9 + 5 + 6 + 7 + 8
tnetwork RP STB 9 + 14
tprocessing STB 10 + 11 + 12 + 15
tRAP 13
tnetwork RP HE 16, 22
tprocessing HE 17 + 18 + 19 + 20 + 21
Table 5.2: Delay Variables
frame buffer. Dark-gray boxes indicate read operations of a frame either for display or for
use as reference data from another already decoded frame. The decoded frame type and
display order in subtext is preceded by the used frame type and display order in subtext
and separated by the letter D. As described previously, black boxes show the processing
of frames in case no channel change would have taken place. However, due to channel
change, the processing of frames arriving after the first I-Frame is delayed, so that the
display of the I-Frame is also deferred in order to avoid the impression of a stuck video.
Since the refresh rate of the display device differs from the frame rate of the incoming
video, the display process has to make adjustments. In our example in Figure 5.4, we as-
sume prevalent values of 25 frames per second for the video frame rate and 60 Hz for the
display refresh rate. Usually, producers of TV sets and display manufacturers employ pro-
prietary algorithms featuring different complexity in order to extrapolate and display pixels
that have not been received for achieving deinterlacing and seamless rate adaptation. This
processing adds further delay to the channel change time. In our example, we illustrate two
simple methods for rate adaptation, namely “closest one” and “always postpone”. “Closest
one” adjusts the display duration for the corresponding frame to the closest time boundary
of the output refresh rate. In contrast, “always postpone” displays the corresponding frame
in the next time interval once it has exceeded the subsequent time boundary of the output
refresh rate.
In our example in Figure 5.4, the first frame can be displayed after 271 ms even if the
user changes at the best possible point in time for receiving the first I-Frame of the des-
tination channel. This delay is caused by waiting for required data and is referred to as
transmission delay. In the worst case, this duration is increased by the full GOP duration,
which in our example in Figure 5.4 is 480 ms. Thus, in case the user has just missed the
random access point of the destination channel the delay totals to 751 ms. Further delays
are contributed by the decoding and display processes. The decoding process can only take
40 ms in the worst case whereas the display process adds an unknown amount. In the best
case, however, the display delay is the inverse of the refresh rate. Substantial additional de-
lays not considered in our example relate to the characteristics of the underlying network.
Some of them are the delay of group membership communication, dejitter delay and initial
buffer delay. These delays are based on the extent and quality of the network infrastruc-
ture and require corresponding decisions of the operator. In this regard, these delays can
dynamically add up to additional 2.5 s to channel change time.
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Figure 5.6: Channel Change Time in Conventional IPTV
5.2.5 Relation of Delay Components
For our further consideration of the channel changing process, we will analyze the relations
between introduced delay components and their contributors. Since the high number of
delay components makes traceability and comprehension difficult, we first merge related
delay components to delay variables in Table 5.2. Here, tnetwork STB RP represents all
delay components that are directed toward the operator network. These delay components
include all actions starting from the button press to indicate channel change up to the IP
multicast group join for the delivery of data from the destination channel at the replication
point. Conversely, tnetwork RP STB specifies delays from the replication point to STB.
Please note that tnetwork STB RP and tnetwork RP STB involve different delay components
since tnetwork STB RP triggers the channel switching whereas tnetwork RP STB relates to
network and interleaving latency as well as transmission delay. All delays related to the
processing in the STB are included in tprocessing STB. These delays comprise dejitter and
initial buffer delay as well as delays associated with the decoding and display process.
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However, the delay associated with the occurrence of the subsequent random access point
is assigned to an additional variable tRAP since it is not constant and requires differentiated
consideration.
In the next step, we use delay variables in order to illustrate the worst-case channel
change time by considering related parties in Figure 5.6. In this connection, we use delay
values assessed so far in order to create a simplified presentation with corresponding di-
mensions. Essentially, the sent media data, which extends across the replication point, as
well as the input and the output of the STB, is assigned to the elapsed time. Additionally,
the random access points and the end of the I-Frames are indicated. The channel switch
starts by sending corresponding group management requests toward the replication point
taking time tnetwork STB RP. The illustrated situation and in particular the gray circle sug-
gest that the specific time of the channel change start resulted in the fact that the STB has
just missed the next RAP. Consequently, the STB starts to receive data from the replica-
tion point beginning with the time marked by the first dashed line. However, since only
referenced data are received, no frame is decodable. A whole GOP duration (tRAP) later
the RAP passes the replication point and arrives at the STB as indicated by the second
dashed line. Accordingly, the STB starts to receive decodable data. However, considerable
time (tnetwork RP STB) passes until the first frame is transmitted completely. Thereafter,
the STB is able to proceed with further processing steps taking time tprocessing STB. Sub-
sequently, the channel switching process is completed by displaying the first frame. As
a result of our analysis we are able to express the channel change time more formally in
Equation 5.1:
tCCT = tnetwork STB RP + tnetwork RP STB + µ× tRAP + tprocessing STB,
where µ is the expected value of the distribution of GOP lengths.
(5.1)
5.3 Impact of CTSC on the Channel Switching Process
In this section, we discuss 7 additional delay components introduced by CSTC. These
contribute to increased channel change time and are given in Table 5.3. Please note that
for the purpose of simplified presentation, the delay components DC-17 – DC-21 denoted
in Table 5.2 are combined in delay variable tprocessing HE.
5.3.1 Channel Change Request Transmission Delay (DC-16)
In contrast to conventional pay-TV systems, CSTC requires that channel change requests
are end-to-end. This means that requests are sent from the user changing the channel to
the CAS at the headend. The CAS, in particular the key management system (KMS), is
responsible for granting this request by performing the rekeying process described in Sec-
tion 4.3. Recall, however, that channel switching itself also generates group management
messages such as join and leave requests, which are processed at the replication point,
as shown in Figure 5.3 and Table 5.1. Due to embedding the rekeying process into the
channel changing process, our approach makes arrangements for additional requests that
are processed by the CAS at the headend. As a consequence, the first additional delay
component is related to further forwarding these requests from the replication point to the
headend. The latency for sending such a message highly depends on the infrastructure of
the network operator and is rather difficult to assess.
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For our estimation, we assume that the headend is affiliated to the core network and
the replication point is the connecting link between the aggregation and the distribution
network in the infrastructure of the operator. We further suppose that the delay of the
router representing the replication point is already considered by DC-8. Thus, the resulting
channel change request transmission delay is the sum of the delays induced by the routers
in the distribution and core network in addition to the propagation delay of the network
signal. For the purpose of identifying router latencies, we refer to [172]. Here, the latency
for routers in the distribution network is estimated to be 3 ms and for routers in the core
network to be 2 ms. The discussion of propagation delay is particularly important for large
networks that extend to great distances. Since the replication point is situated at the edge
of the aggregation network, we assume that still a substantial portion of the line distance
remains on the way to the core network and accordingly to the headend. For estimating the
propagation delay, we assume that the core network of a national service operator is located
in the geographical center of a country. Moreover, we use the calculation scheme given in
[173]. Exemplary results suggest that the propagation delay for Germany takes 1.7 ms and
for the U.S. 9.7 ms. For further considerations, we therefore rate the total channel change
request transmission delay to be between 7 and 15 ms.
5.3.2 Channel Change Request Deadline Delay (DC-17)
Clearly, setting up a rekeying message is one of the most critical operations in group rekey-
ing because of the scalability problem mentioned previously. Consequently, we investigate
the delay associated with this process soon. The impact of this delay component, however,
becomes noticable earlier. As we learned previously in Chapter 3, one way to counter the
scalability problem is to use batch processing. As a result, at certain points in time, denoted
channel change request (CCR) deadlines, incoming requests are not processed in the cur-
rent batch but deferred to the next batch interval. In our previous consideration of channel
change times for conventional IPTV the arrival time of a group management request at the
replication point determined whether a GOP duration was added to channel change time.
When CSTC is used, however, a GOP duration is added to channel change time depending
on the point in time when a request arrives at the headend. Consequently, DC-17 super-
sedes DC-13, which previously considered the discussed delay. The CCR deadline delay
is explained graphically in more detail in Figure 5.7 at the end of this section.
5.3.3 Channel Change Request Processing Delay (DC-18)
After receiving the channel change request, the key management system (KMS), as a com-
ponent of the subscriber authorization system (SAS) in the CAS, performs rekeying start-
ing with the generation of the rekeying message, see Section 4.3. A complete rekeying
solution with and without hardware support for a group of 217 members is presented in
[174]. The hardware-supported solution, denoted as rekeying processor, takes about 4 ms
to construct the rekeying message. In contrast, the software-based solution takes approxi-
mately 55 ms.
5.3.4 ECM Alignment RAP Delay (DC-19)
In the next step, the rekeying message is formatted according to [100] for transmission. An
entitlement control message (ECM) is created and subsequently included at a particular po-
sition in the stream. We described this approach referred to as alignment in Section 4.4.2.2.
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No. Delay Component Value
16 Channel change request transmission
from replication point to headend
7 – 15 ms [172],[173]
17 Delay associated with the channel change
request deadline (KMS batch interval)
0 – tGOP (480 ms),
supersedes DC-13.
18 Processing of channel change request
by KMS in the CAS
55 ms (software solution) or
4 ms (rekeying processor) [174]
19 Alignment of ECM with RAP 0 ms, when buffering is used
20 Transmission delay of ECM 0 – 100 ms
21 Processing of ECM at STB 0 – 5 ms, estimation
22 Media transmission from headend
to replication point
7 – 15 ms [172],[173]
Estimated total average 143 ms
Table 5.3: Delay components added by CSTC
In particular, the multiplexer component in the headend inserts an ECM at such a point in
the stream that receiving STBes are able to receive (DC-20) as well as parse and process
(DC-21) it before the next RAP appears. This alignment is necessary since the stream is
encrypted with the content key starting from the position of the RAP. The content key in
turn is conveyed by using the corresponding ECM. Consequently, ECMs have to be placed
prior to the subsequent RAP, which usually incurs delay when processed in real-time since
the multiplexer has to wait for it to appear. By creating a buffer and delaying the output
of the stream, however, this delay can be reduced. Aside from increased implementation
complexity, the only disadvantage of this approach is that it is implemented at the expense
of playout delay. Considering the QoE factor related to playout difference we introduced
in Section 5.1 this approach could increase playout difference and degrade the QoE. Ac-
cordingly, we assume that the ECM alignment delay is removed by employing buffering.
5.3.5 ECM Alignment Transmission Delay (DC-20)
As suggested in the discussion of the ECM alignment RAP delay (DC-19), the insertion
of the ECM takes a considerable time. However, this delay depends on the size of the
ECM and on the total bit rate of the stream. Since we determined an upper bound for
the data volume of key update information that is conveyed over the transport stream in
Section 4.3.1.3, we are able to calculate the worst-case transmission delay. Assuming a
worst-case transport stream bitrate of 3.2 Mb/s and key update information to the amount
of 100 kB/s a maximum delay of 100 ms incurs.
5.3.6 ECM Alignment STB Processing Delay (DC-21)
Another delay component hinted during the discussion of the ECM alignment RAP delay
(DC-19) is the delay due to processing of the ECMs in the STB. Since this delay is taken
into account during the alignment process in the headend, it does not interfere with the
timing requirements at the STB. In this respect, this delay component is different from
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DC-12, where waiting time incurs at the STB. When CSTC is used, the delay associated
with content key acquisition from the ECM is considered when the channel change request
(CCR) deadline is fixed at the headend. Even though this delay depends on the ECM size
and the employed algorithms for key management, according to the approach discussed
in Section 4.3.1.3 a small number of simple operations are performed. Considering the
limited computational performance of STBes we estimate that the STB processing delay is
in the order of 5 ms.
5.3.7 Media Propagation Delay (DC-22)
The final additional processing step introduced by CSTC is related to the propagation of
the fully processed media data toward the replication point. This delay can be taken as
the same for transmitting the rekeying request from the replication point to the headend
(DC-16). Thus, an average value of 7 to 15 ms will be assumed.
5.3.8 Relation of Delay Components
In the following we analyze the relations between the newly introduced delay components
related to CSTC and their contributors. For this purpose, we merge related delay compo-
nents to delay variables presented in Table 5.2. The delay associated with forwarding of
channel change requests from the replication point to the headend and vice versa amounts
to the same value and thus is mapped to delay variable tnetwork RP HE. Moreover, the
offset between CCR deadline and RAP represents the complete delay of processing in the
headend and contains DC-17 – DC-21. Consequently, these delay components are merged
to delay variable tprocessing HE.
Next, we illustrate the worst-case channel change time by considering related parties
in Figure 5.6. For this purpose, we use delay values discussed in Table 5.3 in order to
create a presentation with corresponding dimensions. Compared to our previous analysis
of channel change times in conventional IPTV in Figure 5.6, we see that an additional
party, namely, the headend, is involved in the channel changing process.
Upon initiating channel change, a request related to group management is forwarded
to the replication point and incurs delay to the amount of tnetwork STB RP. An additional
request is further forwarded to the headend, which takes time tnetwork RP HE. By the
time the channel change request reaches the headend, first data of the newly switched
channel becomes available at the STB since we assume that tnetwork RP HE is equal to
tnetwork RP STB. However, due to the lack of the corresponding content key the stream
cannot be decrypted by the STB.
As highlighted by the gray circle, the request arrives at the headend just when the chan-
nel change request deadline has passed. As a consequence, the processing of the request is
delayed by the amount of one GOP duration tGOP as a part of the overall headend process-
ing time tprocessing HE. Subsequently, the request is processed by the KMS and an ECM
is created. The ECM is inserted into the transport stream according the considerations re-
garding alignment we discussed previously. Next, the media stream is transmitted to the
replication point taking time tnetwork RP HE and further forwarded to the STB taking time
tnetwork RP STB.
Since the ECM has been embedded into the transport stream prior to the RAP, at this
point the STB has already obtained the corresponding content key and starts to decrypt
the stream. Nevertheless, data of the first frame is still being received by the STB. In the
following, the STB performs necessary steps associated with delay variable tprocessing STB
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completing the channel switching process. Concluding our analysis we are able to express
the channel change time for CSTC with respect to regular channel change time in Equation
5.2
tCCT CSTC =tCCT + 2× tnetwork RP HE + tprocessing HE. (5.2)
Referring to the results of our analysis the following important conclusions can be
drawn:
1. The CTSC approach potentially worsens the channel changing time by approximately
10%, depending on various aspects discussed in this section.
Although the additional delays are to some extent of dynamic nature, they don’t de-
pend on the underlying media data and its related dynamics.
2. Considerable contribution to the channel change time comes from the size of the
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Figure 5.7: Channel Change Time for CTSC
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3. The role of channel change processing delay (DC-18) so far is unclear since the ac-
quired values from [174] relate to a worst-case consideration of a single leaving user.
In addition, measurements involve operations, such as hashing and digital signing,
which are unnecessary for our purpose.
For pay-TV channels with a large number of viewers, who feature highly dynamic be-
havior, it should be assumed that many users may switch to or from the same channel
simultaneously. This results in multiple rekeying overhead for the CAS. To resolve this
problem batch rekeying can be deployed as suggested in Section 4.3.1.3. In this rekeying
mode, join and leave requests of users for some channel are collected for a fixed period
of time triggering some computationally cheap operations. Only at the end of every batch
period the computationally expensive rekeying process is performed once. Thus, batch
rekeying can reduce the computing overhead on the CAS and minimize the number of
rekeying messages delivered over the network considerably. In order to assess the channel
change processing delay in the context of batch rekeying and, furthermore, verify our as-
sumptions regarding channel change times in the next section, we specify a measurement
system.
5.4 Design of a Channel Change Time Measurement System
As we detailed in the previous sections, additional actions are performed during the chan-
nel switching process when CSTC is used. We defined the channel change time as the
period that starts when the user presses the up/down button on the remote control and ends
when the first frame of the corresponding paid channel appears on the screen. However,
when the user moves to a paid channel by editing its number using the remote control,
the channel change time starts when the built-in editing pause has elapsed. Note that the
differentiation of these two cases (that is, pressing up/down button and editing the channel
number) is irrelevant for the performance estimation because the editing pause is usually
not considered.
For a reliable evaluation of the system behavior and an accurate estimation of the chan-
nel change times, we incorporate the proposed CSTC system into an appropriate test en-
vironment. This test environment simulates the behavior of real users and allows for an
accurate acquisition and evaluation of timing data. Our test environment for broadcasting
n channels is illustrated in Figure 5.8.
Usual deployments of IPTV services provided by Tier-1 service providers feature a
wide network, multimillion STBs, and several regional headends. Since we are not able
to instantiate such a high number of set-top boxes, we have to source the functionality of
components responsible for sending channel change requests out to a dedicated compo-
nent. In our test environment we call this component the Workload Generator (WG). The
WG simulates the users’ behavior by sending the combined number of channel change re-
quests to the headend system. The functionality of components responsible for receiving
data remains in the STB. That means the STB decrypts, decodes, and displays the incom-
ing stream. Consequently, each STB represents all users watching a particular channel.
Therefore, we instantiate the set-top-box component n times in order to simulate a broad-
cast with n channels. This configuration is appropriate for streaming with the use of IP
multicast since every member of a group receives the same data.
In our measurement setup, we run the WG and the STB components on the same system,
























Figure 5.8: Channel Change Time Measurement System for CSTC
discussion in Section 5.4.2.1. By this means, we are able to directly subtract the time
stamps delivered by the STB from the time stamps delivered by the WG in the course of
determining the channel changing times.
5.4.1 Test System Extensions
5.4.1.1 Workload Generator
The WG creates channel change requests and sends them to the HES over the net-
work interface. These requests simulate users we refer to as active users. In addition, the
WG creates passive users that are registered at the HES and are evenly distributed on the
broadcasted channels before the actual measurement is started. We introduce passive users
to examine the overall performance of the key management system when already a high
number of users are watching a particular channel, for instance, during the broadcast of
live sport events.
The WG always creates channel change requests for the next second all at once. For
generating a constant number of channel change requests, the identification numbers (IDs)
of the involved users and the destination channels are chosen randomly. All requests are
evenly distributed in the 1-second time frame and written to a text file for later analysis.
A single request entry consists of:
the time stamp when the network packet containing the channel change request was
sent over the network interface,
the user ID the channel change request is attributed to,
the channel ID of the channel the requesting user is watching currently, and
the channel ID of the channel the user wishes to switch to.
With the aid of the time stamp, we are able to relate the user ID to the corresponding
starting time of the channel switching action.
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5.4.1.2 Headend Server
During the measurement, the HES writes a text file for each streamed channel. Each
of these files contains IDs of users who have joined the respective channel along with the
ID of the ECM that was created to entitle them. In this way, an association between the
user, who requests a channel change and the corresponding entitlement information, which
grants the access to the requested channel is established. This association is required to
determine the channel change time for each user.
5.4.1.3 Set-Top Box
The STB is used to process the incoming stream from the HES on behalf of all users who
sent channel change requests through the workload generator. Initially, available channels
are discovered using an SAP client. Then, each STB registers itself at the HES as an
independent user that is not managed by the WG. The STBes are registered at the HES after
all active and passive users have been registered. As a result of the registration, necessary
identity and security information are delivered. The STB is then tuned to the multicast
address of the corresponding channel, and the related user requests a channel change to the
corresponding channel. During the measurement the users related to the STB components
remain at their corresponding channel and the STB is able to decrypt, decode and display
the stream.
During its execution, the STB writes out a text file containing an ECM ID and a time
stamp. The stream data between consecutive RAPs are decrypted using the key update
information contained in the ECM of the corresponding ECM ID. The time stamp indicates
at which time the first byte of the preceding RAP has been copied into the decoder buffer.
The additional time which elapses until the first image of the new channel appears on the
screen depends on the MPEG decoder, the GOP structure, and TV set implementation, as
we have seen in our analysis in Section 5.2. This delay consists of either three or four frame
durations plus some offset caused by the post-processing algorithms, such as deinterlacing,
up-scaling, and pull-down and is caused by efforts to minimize errors and to enhance the
resulting visual experience.
In order to obtain comparable values for our evaluation, in our measurement we consider
the time when incoming stream data are passed to the decoding buffer as the end time point
of the channel switching process.
5.4.2 Measurement Procedure and Evaluation
The sequence of actions during the channel change time measurement is shown in Fig-
ure 5.9. Initially, the headend system and the workload generator components are started
on the corresponding commodity computers. Then the workload generator is configured to
support a maximum number of users, which corresponds to the maximum number of users
that can be handled by the subscriber authorization system (SAS).
Another important configuration relates to the number of channel change requests per
second (CCR/s), which represents the user dynamics. Accordingly, this value is configured
at the workload generator.
Upon measurement start, the workload generator automatically registers all users at the
HES in order to provide the users with user IDs and private keys. After that, the users
are distributed evenly over the available number of channels. Subsequently, the STBs
are started and registered. Then the STBs request a channel change to channel 1 by de-
fault. Consequently, in our exemplary test setup in Figure 5.8 three STBs have to switch




































Figure 5.9: Sequence of Actions during the Measurement of Channel Change Times
actual channel change time measurement can be performed. At the end of the measure-
ment period, each STB is deregistered and subsequently all users emulated by the WG are
deregistered from the HES in order to return to a well-defined state.
For the evaluation of the measurement results, a Matlab script is used. The steps per-
formed by the script are shown with the help of an example illustrated in Figure 5.10.
1. The script starts with processing the entries of the WG output. The first entry shows
that the user with ID 12 switched from the Channel 4 to Channel 1 at the point in time
given in the corresponding time stamp. As a result, the corresponding files indicated
by the DstCh field are selected for further processing (step 1 in Figure 5.10).
2. The ID of the ECM that contained the key update message as a result of the channel
change request of user 12 is looked up in the HES Output file (step 2 in Figure 5.10).
In this example, the key update message for the channel change of user 12 was em-
bedded in ECM 1.
3. In the third step, the time at which a certain video chunk has been forwarded to the
decoder buffer in the STB is determined. This video chunk started with an RAP and
was decrypted using the key derived from ECM 1.
4. In the fourth and final step, the channel change time is computed. For this, the time
stamp indicating the end of the channel switching process is subtracted from the time
stamp indicating the start of the process. In this example the channel change takes
approximately 1.493 s.
5.4.2.1 Sources of Error
Like for any other measurement procedure, the results of the presented channel change
time measurement method contain errors. Since we perform time measurement using time
stamps on commodity computers, in the following we briefly assess the accuracy of the
obtained time stamps. For this purpose, we initially identify affecting sources of error and
subsequently discuss their impact on our setup.













































Timestamp  User ID SrcCh DstCh
13731109051388 12 4 1
13731109096883 17 2 3
13731109125580 8 1 2
… … … …
Channel Change Time for UserID 12:
13732602269470 – 13731109051388
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Figure 5.10: Computation Process of Channel Change Times
Commodity computers feature a number of hardware clocks which are polled in order
to get a time stamp. The first source of error is related to the accuracy of these hardware
clocks which contain physical oscillators. Caused by varying temperature in the opera-
tional environment, oscillators inherently feature drift. Depending on the accessed hard-
ware clock variations of 30 – 100 parts per million (ppm) can be observed in commodity
computers [175], [176].
The next source of time stamp inaccuracy is related to the access to the selected hard-
ware clock. Dynamic system properties such as operating system interrupts defer the ac-
cess to as well as results coming from the clock. Furthermore, power saving measures
cause changes in clock reference rate and processor core input voltage. Also, in overheat
situations the processor core clock frequencies are throttled in order to avoid permanent
system damage. Moreover, time stamps regularly consist of large numbers that are prone
to rounding errors.
Usually, the only options for remedy of the presented error sources are to use the most
accurate clock available in the system or to synchronize the clock with a more accurate
source. For the latter case, various types of synchronization protocols can be used in order
to adjust clocks of one or more different systems that run asynchronously. These protocols,
however, introduce new types of inaccuracies.
For the implementation of the presented channel change time measurement system, the
Java programming language is used. On the Windows operating system the Java Runtime
Environment obtains time stamps by accessing the so-called QueryPerformanceCounter,
an interface provided by the operating system [177]. The QueryPerformanceCounter in
turn relies on one of the following hardware clocks available in x86 architectures:
1. the Advanced Configuration and Power Interface Power Management Timer
(ACPI PMT),
2. the High Precision Event Timer (HPET), and
3. the Time Stamp Counter (TSC) of one or more processor
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Depending on the system configuration the operating system selects the most suitable
hardware clock for retrieving time stamps during system start-up.
Since we measure short durations in our measurement, the impact of the presented
sources of error on the setup, paticularly effects caused by hardware clock deviations are
insignificant. Assuming a pessimistic clock drift of 100 ppm and channel change times in
the range of 1 to 2 s as discussed in Section 5.1, the resulting error would be less than 1 µs
The accuracy of a time stamp obtained using the QueryPerformanceCounter is specified to
be in the vicinity of 1 µs [175]. The timer resolution, however, that is, the number of distinct
possibilities to retrieve a time stamp value, is limited to 1000 in our implementation using
the Windows operating system. Finally, the asynchrony problem among different systems
does not arise since we take care that all durations are measured on the identical hardware
system. In order to achieve this, the WG and the STB components are executed on the
same system. As a result of our analysis, we estimate that our measurements have an
overall accuracy of 1 ms.
5.4.3 Case Study
In order to assess the channel change processing delay in the context of batch rekeying,
and furthermore, verify our assumptions regarding channel change times, in the following
we perform a case study. For this purpose, we assume the same group size as mentioned
in [174].
Consequently, we configure the workload generator to support Nmax = 217 users,
which corresponds to the maximum number of users that can be handled by the sub-
scriber authorization system (SAS). Furthermore, we use a transport stream (TS) previ-
ously recorded from German DVB-T broadcast featuring 4 channels and a total bandwidth
of 13.2 Mb/s. We run tests with 3 group sizes, which refer to the total number of users
concurrently watching any of the 4 channels. These group sizes are 1000, 60 000, and
120 000. Note that the last value of 120 000 is chosen close to Nmax in order to test the
system closely to a worst-case scenario. Another important configuration of the WG re-
lates to the number of channel change requests per second (CCR/s), which represents the
user dynamics. In order to cover a wide dynamic range, we conduct measurements with
4, 1000, 2000, 3000, and 4000 CCR/s. Since video in broadcast usually features a variable
GOP length, we use the measurement with 4 CCR/s particularly to determine the best pos-
sible channel change time for each channel. The WG creates channel change requests for
the emulated users for a duration of approximately five minutes.
The workload generator and the STBes run on a commodity computer featuring an Intel
Core i3 processor with 2 GiB of random access memory (RAM) and a gigabit Ethernet
network interface. The HES is executed on a separate commodity computer equipped with
an Intel Core i5 processor with 4 GiB RAM and a gigabit Ethernet network interface. Both
computers are interconnected using an unmanaged 8-port gigabit Ethernet network switch.
The results of the worst-case measurement involving 120 000 passive users and 4000
channel change requests per second are depicted in Figure 5.11. In the histogram we can
see that most users need 1.35 s to 2.5 s in order to complete a channel change when the
system is under heavy load.
Since information is hard to grasp in this form of presentation, we first consider the
cumulative distribution function (CDF). This function is used in notable literature dealing
with channel change acceleration methods such as in [178], [179] or [180] and assigns a
certain channel change time to a portion of users of the sample population. However, we
consider this form of presentation still unsuitable for our purpose. Our aim is to illustrate
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Figure 5.11: Histogram of Worst-Case Measurement
the worst case, namely, the shares of users that have to wait at most to perform a channel
change. The CDF, however, assigns the shares of users to a specific channel change time
they have to wait for at least For this reason, we present our results using the complemen-
tary cumulative distribution function (CCDF) which exactly fulfills our requirements.
In Figure 5.12 we depict the results of our measurement. The functions annotated with 1
show the GOP lengths, that is, the time intervals of random access points for each channel.
Here, we assume that the channel requests are uniformly distributed since we directed the
WG to create channel change requests in this manner. Since the predominant portion of
GOPs in our transport stream has a duration of 0.6 s, half of all users wait for 0.3 s or less
for an RAP to appear in the stream. We show the functions of GOP lengths in this context
since they are one of the highest single contributors to the channel change time.
The functions annotated with 2 show the channel change times of our measurement in-
volving no passive users and 4 CCR/s. We performed this measurement in order to provide
a baseline for further measurements. In particular, the impact of the channel change pro-
cessing delay at the HES is the least for this setting. As we can see, channel change times
in this measurement extend from about 1.1 s up to 1.9 s.





















Figure 5.12: GOP lengths and CCTs for 4 and 4000 CCR/s
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Series marked with 3 in the figure illustrate the measurement involving 120 000 passive
users and 4000 CCR/s. Here, channel change times range from about 1.3 s up to 2.3 s and
users wait around 1.7 s on average when a channel is switched.
For the performance assessment of the obtained values we recall our analysis from
Section 4.3.1.3, where we found out that the maximum combined channel change rate is
4.77% of all users per minute at peak times on the most popular channel. Considering
the dimensioning of our case study this would correspond to approximately 104 CCR/s.
If we liberally assume that all the 4 channels we broadcast are most popular, we need to
process only 417 CCR/s. This means that our prototype implementation without further
optimization has reserve capacities to handle 10 times more requests per second without
affecting the channel change time considerably. Such high request rates can occur during
singular events, for instance, season finals, blockbuster movies, charity concerts as well as
nationwide and worldwide sports events.
While differences regarding the channel change times are little for the baseline mea-
surement and mostly negligible for GOP lengths, they become more prominent when the
system is working under load. This effect could be attributed to buffering used to overcome
DC-19. Particularly, our implementation doesn’t employ an encoder using a master clock.
Neither does the implementation scan the whole used transport stream file to determine the
stream transmission rate of each file segment. In fact, the recorded stream is rebroadcasted
similar to the situation in a headend where streams are gathered from many contribution
links and are broadcasted further after some processing. Consequently, the internal clock
and the processing speed is adjusted by using a PLL and PCR time stamps included into the
incoming transport stream (see Chapter 3). However, 2 successive PCR time stamps are re-
quired in order to determine the elapsed time in the corresponding stream and to adjust the
transmission rate. As a result, buffering causes at least a delay of these 2 successive PCR
time stamps that appear roughly every 40 ms in the transport stream we use. Furthermore,
buffering and identifying the position to insert the ECM incurs overhead. Since a small
fraction of GOPs is longer than the average, the channel change time is further increased
by these GOPs due to the effects described above.
Additionally, we can see that channel change times increase generally from 200 ms to
300 ms for the portion of users who already experience a high channel change times under
heavy load. This effect could be caused by the fact that the key renewal under load for some
users is deferred to the subsequent batch interval. With regard to scalability, we observe
that the number of passive users has no significant impact on the channel change times.
As a general result of our case study, we see that channel change times take 50 ms to
150 ms longer as the average sum of the delay components we estimated and summarized
in Table 5.3. Aside from delays related to DC-19, this is also a result of our prototype
implementation. By profiling the HES during operation, we identified that a certain amount
of delay is caused by thread contention. This means that our analysis in large part is
accurate and there is certain room for improvement regarding our implementation.
In conclusion, we remember related literature [150] and [165] stating that channel
change times below 2 s or sometimes below 1 s are considered as satisfactory and lead
to a positive user perception. Regarding this statement, however, we want to obtain a more
detailed view. Consequently, in the following we investigate how users would specifically
experience the channel change times we achieved.
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5.5 Impact of CSTC on QoE
In order to conclude the QoE of the users regarding channel change times from the cor-
respondent QoS values we gained using our case study, we use the mapping developed in
[181].
In this work, the authors develop a general zapping model from subjective channel
change experiments with 25 users in a lean backward environment. This means that the
experiments are carried out in an environment, which resembles a typical living room and
where people are able to position themselves in a comfortable and relaxed way in front of
a TV set. Correspondingly, channel switching is performed using a cell phone simulating a
common TV remote control. After a training session during which the test subjects can get
used to the MOS rating scale we introduced earlier, the actual experiment begins. Here, 10
different and randomly ordered channel change times, namely, 0, 0.1, 0.2 (2x), 0.5 (2x), 1,
and 2 s, are applied to the performed channel switches. For each channel change time, the
test subject is allowed to switch between different channels as often as desired. Then, the
test subject is asked to rate the perceived quality of the channel change time according to




−2.10× x+ 4.92, if 0 ≤ x < 1.04,
−1.11× ln(x) + 2.78, if 1.04 ≤ x < 4.97,
1, if 4.97 ≤ x
,where x is CCT in s.
(5.3)
In subsequent experiments, the authors determine the impact of variations in channel
change time. For this purpose, 3 different mean channel change delay times (0.5, 1, and 2 s)
are investigated, whereas for each delay time has 3 – 4 variance times. Consequently, 15
randomly ordered sequences of a combination of channel change delay time and variance
time are offered to the test subjects for evaluation.
The combinations are namely
for the mean channel change delay time of 0.5 s, variations of 0, 0.2, and 0.5 s,
for the mean channel change delay time of 1 s, variations of 0 (2x), 0.2, 0.5, and 1 s
(2x),
for the mean channel change delay time of 2 s, variations of 0, 0.2, 0.5, 1, and 2 s (2x).
According to the authors, applying particular channel change times twice serves the
purpose of testing the consistency of delivered ratings. As a result of the presented exper-
iments, the authors are able to determine that the rating decreases when users experience
variance in channel change times. Correspondingly, the additions given in Equation 5.4 and
5.5 were made to estimate the MOS for channel change times in a lean back environment:
Decrease of MOSCCT fixed =
{
Var(CCT), if CCT < 0.42,
0.42× Var(CCT)
CCT
, if CCT ≥ 0.42. (5.4)
MOSCCT = max(MOSCCT fixed − Decrease of MOSCCT fixed, 1). (5.5)
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After obtaining a mapping of numerical channel change times to the subjectively per-




















































Figure 5.13: MOS Values for Measured Channel Change Times
For this purpose, we use the results obtained from our case study in Section 5.4.3 and
present them in Figure 5.13. Furthermore, we add MOS ratings calculated from chan-
nel change times for digital satellite broadcast and digital cable broadcast given in [150].
Here, the channel change times are reported to be 2 to 4 s for digital satellite broadcast
and 1 to 2.5 s for digital cable broadcast. For the calculation of the MOS value, we used
Equation 5.3 that is formed for fixed channel change times, because we don’t have any
knowledge regarding the minumum, maximum, and variance of values taken from the lit-
erature. We take a similar approach in order to compute the corresponding hypothetical
MOS for the GOP durations of the transport stream we used for our measurements. In this
case, we use the expected value of the mean GOP duration, namely, 300 ms, as input for
the function. Since in both cases the available data extends over a large range of values, the
application of Equation 5.5 would reduce the MOS value to 1, that is, the worst possible
value. For this reason, we don’t consider the decrease of the MOS due to variance but
rather apply the MOS for fixed delays given in Equation 5.3.
At first glance we can see that the MOS rating for IPTV using CSTC is comparable
and pertaining to digital satellite broadcast, at any rate, better than the MOS values for
conventional broadcast. In particular, the MOS value in the most challenging situation for
our prototype only decreases by 0.24 compared to the idle state.
Considering Figure 5.13 we can also observe that none of the transmission paths is
able to achieve the lower bound for subjectively acceptable channel change times. This
bound is fixed to an MOS value of 3.5 and corresponds to a channel change time of 0.67 s
according to Equation 5.3. The reason for this is that GOP lengths used in conventional
broadcast video are a trade-off between channel change time and bandwidth. In particular,
shorter GOP durations than 0.5 s entail an exponential increase of video bit rate, see [182]
and [171]. Thus, even if the channel change time of a broadcast would solely consist of the
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GOP access time, the resulting MOS rating would be indeed acceptable but still not perfect.
Consequently, among other things, broadcasts employing current compression algorithms
are not able to accomplish channel change times that are satisfactory to consumers without
taking further actions. In this context, channel change acceleration methods are used to
improve channel change time.
Therefore, we note that context is of prime importance for subjective perception and,
consequently, for the MOS rating. In the lean backward context an MOS of 3.5 is achiev-
able with a channel change time of 0.67 s [181].
However, the same MOS rating requires a channel change time of 0.43 s [183] in a lean
forward context.
Furthermore, also the presented content is important. In experiments where an adver-
tisement instead of a black screen is shown during the channel change, the authors could
determine an increased MOS value. This means that users perceive the situation as satis-
factory, although the channel change time is further increased by the advertisements [184].
In this way an MOS rating of 3 can be maintained for channel change times lasting almost
1.5 s. The function for calculating the MOS rating in this context is given according to
[184] in Equation 5.6.
MOSCCT Ads = max( −15.8× x+ 4.58,
min(0.10× ln(x) + 3.27,−0.93× ln(x) + 3.27)).
,where x is CCT in s.
(5.6)
5.6 Conclusion
In this chapter we investigated to what extent CTSC has influence on the users’ quality of
TV watching experience ( Q5 ). We identified 2 factors related to quality of service which
are affected by CSTC, namely, channel change time and playout difference. Since the
factor of playout difference is out of scope for our subject matter, we pursued the analysis
of channel change time. For this purpose, we identified delay components contributing to
channel change time and examined underlying causes. In the following, we specified delay
components introduced by CSTC and highlighted their impact on the channel switching
process. In order to verify our findings, we devised a system for measuring channel change
times. As a result of a subsequent case study, we could ascertain our previous assumptions
regarding the impact of CSTC on the channel switching process. In order to infer the
impression of CTSC perceived by consumers, we applied an empirically verified mapping
function on the compiled measurement data. As a result, we could confirm that CSTC does
not cause any impairment on the quality of experience of users.

CHAPTER 6
CONCLUSION AND FUTURE WORK
In this work, we investigate the demand for and acceptance of the short-interval charging
model for linear pay-TV over IPTV. For this, we consider interests from the consumer and
the network operator perspective. To assess the demand, we conduct an online survey with
the participation of 315 respondents in Germany. Our results show that 33% of the survey
participants prefer short-interval charging to traditional pay-TV models. Further analyses
of market developments suggest that the reasons for the attraction to short-interval charging
are caused by latent requirements of consumers fulfilled by this model. We observe that
the considered model meets open demands and attracts a relevant share of consumers on
the IPTV market.
In the further course, we propose a technical approach for the realization of short-
interval charging. This charging model is based on channel switching actions of users
and is implemented by employing multicast encryption schemes. We call the resulting
technical approach channel switching-triggered charging (CSTC).
All aspects we consider for the development of this approach are centered on the attain-
ment of acceptance. We are convinced that acceptance is a prerequisite for consumers and
network operators to benefit from the advantages of this charging model. Consequently,
we consider usability and service quality as factors for increasing acceptance.
For designing our technical approach, we take the usability aspects of user-friendliness
and integration into account. We survey network operator requirements with regard to
integration and assert that most of the requirements relate to operating resources. In partic-
ular, we specify what effort it takes to integrate CSTC with a common IPTV architecture
conforming to the DVB suite of standards. For this purpose, we indicate expenses by re-
Channel Switching-Triggered Charging for Pay-TV over IPTV.
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ferring to additions and modifications to the assumed system. We conclude that only four
functional components and two protocols require changes.
Moreover, we consider scalability and service quality aspects. We examine communi-
cation and computation requirements for prospective implementations of scalable CSTC
systems that comply with the DVB suite of standards. Furthermore, we describe details
of a prototype system architecture of an IPTV system supporting CTSC. We continue our
consideration of service quality assuming the consumers’ point of view. In this context,
service quality gives rise to the question how much CSTC alters the users’ quality of ex-
perience. In the course of our analysis, we identify channel change time as the particular
critical factor affected by CSTC. Consequently, we analyze the channel change process and
the impact of CSTC on this process. In order to validate our analysis, we devise a measure-
ment system and conduct a case study. Our measurements indicate that the software-based
prototype system supporting 217 users and processing 4,000 channel change requests per
second adds only approximately 300 ms on average to the individual channel change time
of entitled users. We infer the users’ perception of CSTC by applying an empirically ver-
ified mapping function on the results of our case study. As a result, we can ascertain that
CSTC for IPTV does not deteriorate the experience of users.
Future Work
In the context of economic theories related to pricing strategies, we notice in Chapter 1 that
further considerations regarding the demand and optimality of CSTC are required. Partic-
ularly, CSTC has to be assessed in a model of a competitive and converging market and
considering piracy and other present challenges. Furthermore, the results of a broader con-
sumer panel can verify our assumptions about the reasons for the attraction of consumers
to short-interval charging. However, this consumer panel requires a higher number of re-
spondents who feature representative demographic properties (age, gender, occupation).
In Chapter 5 we learned about QoS factors and their relation to QoE. Here, we noticed,
that there is no order or weighting for QoS and QoE factors. Naturally, the audio and video
quality are prime factors related to TV consumption. However, the degree of influence and
rank of subordinate aspects such as channel change time or playout delay difference are not
considered by respective standards yet. Thus, it is not possible to identify the importance
of each factor and whether a system that performs poorly concerning a particular factor
can compensate this drawback by performing better regarding one or more other factors.
Moreover, the existence of such rank is a question for further research. In continuative
work the MOS value for channel changes using CSTC could be verified experimentally.
For this purpose, the prototype system developed in this work could be used and resulting
MOS values could be compared with other systems. Furthermore, the effects of additional
factors such as the duration of an initial cost-free period or the display of the current credit
balance could be investigated.
Future work also includes technical aspects such as the elaboration on security proper-
ties and new attack vectors. In addition, appropriate authentication methods against remote
channel switch attacks and for providing nonrepudiability for billing purposes have to be
selected. Higher scalability could be achieved by investigating more efficient key manage-
ment schemes. Components for IP telephony signaling usually present in IPTV operator
networks could be used to decrease costs and to profit from existing schemes for chan-
nel change signaling and error handling. Particularly, components and protocols related to
charging and transfer of call data records (CDRs) have to reviewed and adapted. The CTSC
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approach could possibly be extended beyond the transmission path of IPTV toward one-
way broadcast transmission schemes based on DVB-S/-C/-T. As a starting point, existing
mechanisms for low-latency processing employed by content delivery networks (CDN)
could be reviewed to perform composite signaling transport. In addition, the impact of
CSTC on current and future trends such as channel change acceleration techniques and
methods for countering transmission impairment, for instance, forward error correction
methods, could be analyzed to rate the sustainability. Finally, the produced improvements
and changes could be carried out on embedded systems typically used for STBes in order
to conduct the previously mentioned user experiments conforming to the context.
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