Micro panels characterized by large numbers of individuals observed over a short time period provide a rich source of information but as yet there is only limited experience in using such data for forecasting. We exploit the linkage of a representative survey of more than 250,000 Australians aged 45 and over to several years of hospital, medical and pharmaceutical records. After calculating total health care cost for each survey respondent, we explore the relative forecasting performance of alternative models of health expenditures. In contrast to much of the risk adjustment literature, where such modelling is prevalent, the availability of panel data allows the use of a fixed effects approach in order to guard against possible omitted variable biases associated with unobservable individual specific effects. When parameter estimation is the main objective there is a wellestablished preference for using fixed effects and existing simulation evidence also supports the use of a fixed effects approach when forecasting is the main objective. We demonstrate in many forecasting tasks this is a fragile conclusion that is likely to be overturned, including in our models of health care costs. Simulation results add support and additional insights into the results obtained in the application.
Introduction
In a recent survey on forecasting with panel data, Baltagi (2008) contrasts the rich and extensive forecasting literature using time series data with the relatively modest literature on forecasting using panel data. Even within the area of panel forecasting, there is very little general research on micro panels where N, the number of individuals, is large relative to T, the number of time series observations. Baltagi (2008) references only one relevant paper by Baillie and Baltagi (1999) who consider forecasting in the context of the standard one-way error component model and compare a number of predictors including models estimated by OLS and fixed effects (FE) as well as variants of the best linear unbiased predictor (BLUP) assuming a random effects specification. Given the relatively good performance of the FE forecasts, even when the random effects specification is the true generating process, Baillie and Baltagi (1999) argue there is a clear preference for FE in order to guard against possible omitted variable biases associated with correlations between unobservable individual specific effects and covariates included in the models. This preference for FE mirrors the conventional wisdom when parameter estimation is the main objective.
Our primary aim is to provide further comparisons of alternative predictors in the context of the motivating example of risk prediction in health economics. In particular, we ask whether the superiority of models estimated by FE over those estimated by OLS is in fact clear cut in the context of micro panels such as the data we use. The key feature of such panels is the availability of a very large number of individuals (more than 250,000 in our data) but for a limited time dimension (4 years in our data). The survey of Baltagi (2008) highlights the existing focus on forecasting in the time dimension. In our risk adjustment application, this task is about forecasting the future health costs of a given pool of individuals where their past cost histories are available. With panel data there is a second type of forecast where the task is to predict outside the sample to a new group of individuals for whom there is no past data (e.g., potential customers). In our analysis we consider both forms of forecasting, and to distinguish them, we refer to forecasting in the cross section dimension as "out-of-sample" and forecasting in the time series dimension as "post-sample" forecasting.
There is no shortage of recent research dealing with various aspects of modelling individual health care treatment costs and expenditures. The primary motivation derives from the use of such models for risk adjustment. Broadly defined, risk adjustment in health means the use of patient-level information to explain variation in health care utilization, costs and health outcomes (Ellis, 2008) .
The application of risk adjustment is typically for payment purposes, such as payment to competitive health insurance plans or to health providers, and health insurance premium setting. A good risk adjustment prediction model is one that can forecast accurately the resource use of the individual.
Key features of health expenditure data that make modelling a challenge are the presence of a substantial proportion of zero observations (non-users of health services) and positive costs that are highly skewed to the right with long thick right-hand tails. Thus many papers compare alternative modelling approaches tailored to accommodate these features using cross sectional data; see for example Jones, Lomas and Rice (2013) who ignore the non-users in search for an accurate model of highly skewed data using over 6 million healthcare observations. What are in relatively short supply are analyses involving panel data. Two recent survey papers on econometric modelling in health economics by the same author serves to illustrate this divide. Jones (2011) surveys the health care cost modelling literature as characterized above but references Jones (2009) for discussion of panel data methods. However, there is only a brief mention of health care cost modelling for risk adjustment in Jones (2009) . Instead the applications focussed on policy evaluation. Now the choices made on coverage in these two survey papers could merely be driven by the need to narrow the focus but a close look at the literature does suggest there has been little work on modelling health care costs using panel data.
Studies where panel have been used to estimate health expenditure models include Seshmani and Gray (2004a,b) , Stearns and Norton (2004) , Albouy et al (2010) and Hill and Miller (2011) .
1 In estimating the impact of age and time of death on hospital costs, Seshamani and Gray (2004a) find that ignoring individual fixed effects results in significant omitted variable bias. Their sample is large in both N and T dimensions: over 90,000 individuals with up to 24 years of observations (unbalanced panel). However, because the impact of time invariant factors such as sex is of key interest, they rely on a random effect model. Seshamani and Gray (2004b) use the same data set but have smaller N (9,371) and account for the panel nature of the data only through robust standard errors. Stearns and Norton (2004) estimate fixed effect models but their final predictions of future health costs are made based on a random effects specification. Albouy et al (2010) consider state dependence in panel data models. Their sample has moderate size N (about 7,000) and T (up to 6 years). Instead of fixed effects, the panel structure is accommodated via Wooldridge (2005) type corrections for initial conditions. Hill and Miller (2011) use the US Medical Expenditure Panel Survey (MEPS) data to compare the performance of various models of health expenditure. Although the MEPS data is panel in nature due to quarterly interviews, the study focuses on annual expenditure so the analysis is cross-sectional.
1 There are also several descriptive studies using commercial MarketScan Databases in the US, which contains data from the employer and health plan sources concerning medical and drug data for several million commercially-insured individuals, including employees, their spouses, and dependents collected since 1995 (e.g. Aizcorbe, 2012) and MEPS data (e.g. Zuvekas and Olin, 2009; Bernard et al., 2011) .
Thus there is little research that specifically addresses forecasting issues when modelling health costs and expenditures using panel data. Before proceeding to an extensive analysis of our particular micro panel of healthcare costs, a Monte Carlo study is conducted in order to illustrate the key issues and tradeoffs involved in selecting appropriate predictors.
Econometric framework
We abstract from econometric issues that have been the primary subject of many studies comparing approaches for modelling health costs such as transforming the dependent variable, which invites the problems of re-transformation as policymakers require forecasts in raw scale, and accounting for the presence of zero observations. In part this is to focus attention on issues arising when panel data are available but it is also a choice supported by past comparisons where simple linear models estimated by OLS do relatively well. As Jones (2011) This is in fact what we have found with preliminary analyses using our data on health expenditures;
see Ellis et al (2013) . Our expenditure data happen to have a small proportion of zero observations due to the setting of a universal public healthcare system. Thus the forecasting comparison here is kept narrowly focused on the differences between predictors using estimates produced by OLS and by variants of fixed effects models with a common set of regressors in the context of a basic linear panel model:
In this setup the distinction between regressors that vary over both time and individuals ( ) and those that are time invariant ( ) has been made explicit and we have allowed for the potential presence of unobservable time-invariant factors, the . There has also been a distinction made between two types of forecasting exercises. In using (1) to extrapolate beyond the data used for estimation purposes, one could consider producing forecasts for In other words, one could forecast future costs for the sample of individuals used for estimation of the models parameters;
forecasting in the time dimension will be termed post-sample. But it would also be relevant to consider a different sample of individuals not used in the estimation stage; forecasting in the cross sectional dimension will be termed out-of-sample. (Obviously there is also the case of postout-of-sample forecasting ). Several alternative predictors are considered although not all will be available for these different forecasting tasks.
In their simulation experiments, Baillie and Baltagi (1999) OLS applied to the pooled data, ignoring the individual specific effects, yields parameter estimates denoted by ̃ ̃ ̃ and produces the OLS predictor (OLSP) given by:
For fixed effects estimation, the intercept is parameterized to be the mean of the individual specific effects implying that the estimated are restricted to have a zero mean. This provides options in defining predictors. If the estimated are not used in forming forecasts then we denote this predictor FE(xb). Alternatively, adding in the estimated fixed effects yields the predictor FE(xb+mu).
Thus denoting the FE parameter estimates by ̂ ̂ ̂ these alternative predictors are defined as:
In a post-sample forecasting task, both of these FE approaches are feasible predictors but only FE (xb) is available in the out-of-sample forecasting task.
Note that the time-invariant z's will appear in the OLSP but not in either of the FE(.)
predictors. From a forecasting perspective this may or may not be an important source of differentiation between predictors. In post-sample forecasting, FE(xb+mu) provides a very flexible alternative to allowing for the z's in the predictor. However, in the out-of-sample forecasting task one might expect that OLSP potentially has an advantage over FE(xb).
In the case of out-of-sample forecasting an additional FE predictor is defined by generating estimates of  from the following regression model:
where the estimated individual specific effects are regressed on the z's. These two-step estimates denoted by ̂ ̂ are then used in conjunction with the first-step fixed effects estimates to form the predictor FE(xb+zg):
This estimator is discussed in Hsiao (1986) and is a Hausman and Taylor (1981) type estimator that would result under the assumption that any correlation between unobservables and regressors is confined to the time-varying regressors.
Using our data we compare the performance of alternative predictors, OLSP and all variants of FE(.), using concurrent and prospective specifications for both post-sample and out-of-sample forecasting tasks. Equation (1) depicts a concurrent specification where current period's expenditure is explained by current period covariates. Alternatively, the prospective model has next year's total health expenditure as the dependent variable and current period covariates. Performance is evaluated in terms of forecast mean squared errors (MSE) with the ranking based on minimizing MSE (MAPE was also calculated but leads to qualitatively the same results). We also compute the predictive ratio which is a group-level measure of predictive accuracy. It involves adding up the total predicted expenditure for a group of individuals and comparing that value to the actual expenditure for the same group. A predictive ratio that is closer to 1 indicates a better fit.
In the first instance, a Monte Carlo study is conducted in order to illustrate the key issues and tradeoffs involved in selecting the appropriate predictor. The Baillie and Baltagi (1999) experimental design is used as a base and extensions are restricted to cases where fixed effects produce consistent parameter estimates. Despite this restriction it is not a priori obvious that a fixed effects predictor is necessarily always superior to an OLS predictor. In Baillie and Baltagi (1999) the often substantial superiority of fixed effects over OLS derives from the individual heterogeneity in outcomes that is accommodated by estimating individual effects. When forecasting out-of-sample, this adjustment is not available and hence puts fixed effects predictors back on a more equal footing with the OLSP. Also what is required is a good approximation of the conditional mean function and this is not guaranteed by inserting consistent estimates of a subset of parameters, especially when these consistent estimators may have large variances. These arguments have prompted the inclusion of a simulation study in order to provide some guidance on what to expect when we undertake our extensive empirical analysis. The situation is further complicated when time-invariant variables are available. However, this additional issue is not addressed in the simulation study but is left to the substantive application that follows as is the comparison of concurrent and prospective specifications.
Monte Carlo experiment

Simulation design
The initial data generating process (DGP) to be considered is a variant of (1) Apart from introducing correlations between unobserved individual effects and the explanatory variable, the setup of Baillie and Baltagi (1999) needed to be extended in other respects to better reflect the type of applications we seek to explore. In their experiments they set N=50 or 500 and T=10 or 20 while in Experiments 1 and 2 we specify N=500 or 1,000 and T=3, 10 or 20. To get even closer to a more realistic situation, Experiment 3 is developed based on the actual data to be used in our application. Using total health expenditures ( ) as the dependent variable and number of standard (less than 20 minutes) visits to a general practitioner (GP) in a year ( ) as the sole explanatory variable, a fixed effects specification is estimated for N=1,000 and T=3 and the resulting parameter estimates are taken to be the "truth" to generate data for two panel configurations (N=500 or 1,000 and T=3). The resulting DGP is given by:
( ) where and implying and the values are fixed in this "real data" experimental design. Note that the estimated fixed effects are constrained to sum to zero implying that the intercept represents the overall mean of total health expenditures (in thousands).
Further details on the data will be provided in Section 4.
The real data design is completed by specifying a source of omitted variable bias by generating the as follows:
where is the mean number of initial specialist consultations in a year for each individual from our data normalized to have a unitary variance, again taken to be fixed over replications, and Baillie and Baltagi (1999) corresponding to the predictors of interest here, namely OLSP and FE(xb+mu). The key feature of this subset of the results is that the FE predictor dominates OLSP except when and the difference increases markedly as increases. Baillie and Baltagi (1999) demonstrate that FE runs a close second to the operational optimal predictor (they term this the "ordinary predictor") based on the true random effects DGP and emphasize the importance of accounting for individual effects in estimation and prediction. Further they conclude that the FE predictor is recommended in practice because of this relatively good simulation performance and its robustness to correlation between random effects and regressors. Note that they do not extend their experimental design to provide simulation evidence in support of the robustness claim.
Simulation results
The remaining results in Table 1 provide some initial qualifications to the main findings of Baillie and Baltagi (1999) . First, the post-sample forecasts when T=3 exhibit a similar pattern except there is a relative deterioration in FE(xb+mu) attributable to the reduced within variation in the regressor that is associated with the short time dimension. This means that for the OLSP dominates FE(xb+mu) by a greater margin than when T is larger. The second feature relates to the out-of-sample forecasting section of the results where the superiority of FE over OLS is eliminated and the performance of the two predictors, FE(xb) and OLSP is essentially the same for all N and T combinations. This serves to emphasize that the importance of accounting for individual effects relates to their use in prediction rather than estimation. In out-of-sample forecasting, FE(xb) accounts for individual effects in estimation but because forecasting relates to a new sample of individuals, only a single overall mean effect can be used for prediction. Notes: (i) The first two N, T pairs were chosen to be comparable with the design choices of Baillie and Baltagi (1999) while the second two N, T pairs were chosen to be more representative of micro panels.
(ii) OLSP is the OLS predictor; FE(xb) is the FE predictor without the estimated individual specific effects; FE(xb+mu) is the FE predictor with the estimated individual specific effects. Notes: (i) The first two N, T pairs were chosen to be comparable with the design choices of Baillie and Baltagi (1999) while the second two N, T pairs were chosen to be more representative of micro panels.
(ii) OLSP is the OLS predictor; FE(xb) is the FE predictor without the estimated individual specific effects; FE(xb+mu) is the FE predictor with the estimated individual specific effects.
The pattern in the out-of-sample forecasting section of the results has changed though. In Experiment 1 there was essentially no difference between FE(xb) and OLSP. Now, while the differences are still modest, OLSP uniformly dominates FE(xb) despite the fact that OLS produces severely biased estimates of the true parameter values.
The out-of-sample superiority of OLSP over FE(xb) is an artefact of a more general phenomenon. Consider a classical linear regression variant of (1) where implying that the optimal predictor, in a lowest MSE sense, would require replacing the unknown parameters with their OLS estimates. If instead is not observed, giving rise to a standard omitted variable situation, then the "mis-specified" predictor is now only a function of . Using OLS to estimate the short regression produces consistent estimates of population parameters that incorporate the biases due to the impact of omitting and corresponds to the best linear predictor of conditional on alone. With panel data, one can obtain consistent estimates of and using FE but using these in the prediction equation that is solely a function of means that there is no account being taken of for the purposes of prediction and will produce poor forecasts in the case where omitted variable biases occur. It is essentially the same as taking the optimal predictor when both and are available in (1) but then specifying . Notes: (i) Here only the N, T pairs more representative of micro panels are used but results are provided when the individual effects are uncorrelated with the explanatory variable (first two panels) and when there is correlation (second two panels).
(ii) OLSP is the OLS predictor; FE(xb) is the FE predictor without the estimated individual specific effects; FE(xb+mu) is the FE predictor with the estimated individual specific effects. dominates FE(xb) in both the uncorrelated and correlated cases. Previously they were almost identical in the uncorrelated case but now the within variation is relatively small compared to the between variation and this adversely impacts the performance of the FE predictor.
These Monte Carlo results are not meant to represent an exhaustive investigation of issues relevant to choice of predictors with micro panel data. Rather they serve to highlight some important dimensions of the comparison between FE and OLS predictors that were not evident in the work of Baillie and Baltagi (1999) , and they provide some indication of what to expect in the case study to follow. In particular, we expect the OLSP to perform relatively better in out-of sample forecasting task compared to the post-sample forecasting task.
Data
Our data are derived from the 45 A common feature of health expenditure data is positive skewness. Figure 1 illustrates, if the population is sorted by its health expenditure each year, the top 25% of the population accounts for almost 80% of total expenditure. The very highest health expenditure is concentrated in the top 1%.
50% of the population who incurs the least amount of spending accounts for less than 10% of total expenditure. This pattern is consistent across all years, suggesting the absence of any relevant structural break in demand within our study period that needs to be accounted for.
Another typical feature of health expenditure data is a large mass of zero expenditure.
However in our data, less than 3% of individuals have zero expenditure in any given year. This could be explained by our older sample of individuals, whose demand for health services is relatively higher than the general population, and the Australian universal public health system which ensures 
Forecasting results
All of the analyses use data drawn from a balanced panel of 264,024 individuals observed for four years. For the prospective specification only three years of data are available. These data are then divided into estimation and holdout samples that vary depending on the type of forecasting analysis being undertaken.
In the first set of results provided in Table 4 we consider post-sample prediction. Here the holdout sample comprises one year of data for all individuals. Predictive MSEs are reported for both concurrent and prospective specifications as are comparable within sample measures as a baseline.
Within sample, and for both concurrent and prospective specifications, the ranking of predictors is the same with FE(xb+mu) being better than OLSP which in turn is better than FE(xb). What is noteworthy is that the superiority of OLSP over FE(xb) is more pronounced in the prospective specification. What is also clear is the superiority of the concurrent specification over the prospective, but because the former captures contemporaneous associations, this is not unexpected.
Setting aside one or two years of data for post-sample prediction the superiority of FE(xb+mu) disappears. In all cases and for both the concurrent and prospective specifications, OLSP produces the lowest predictive MSE. For the concurrent specification the differences are relatively small across all three predictors but FE(xb+mu) is not necessarily superior to FE(xb). For the prospective case the post-sample ordering is clearer with the use of estimated individual fixed effects in FE(xb+mu) improving prediction performance relative to FE(xb) although still remaining inferior to the OLSP. Note that unlike the earlier simulation results, the predictive models include both timevarying and time-invariant predictors. These will remain in the OLSP and one would expect this feature to assist predictive performance relative to FE(xb). While the time-invariant predictors will also be absent from FE(xb+mu), one expects the use of estimated individual fixed effects which are so important in producing a good within sample fit, to compensate. For our application this proves not to be the case in the post-sample results presented in Table 4 .
One might expect the role of time-invariant regressors to be even more important for the case of out-of-sample prediction because here FE(xb+mu) is not a feasible predictor. There are numerous time-invariant regressors available for use in the predictor specifications and many of them might be suspected of being endogenous. Recall that moving from z1 to z3, more timeinvariant regressors are added but at the same time the exogeneity of these additional regressors becomes more problematic. Notes: (i) In all cases T=3 for the prospective and T=4 for the concurrent specifications. N=211,728 for the within sample fit then models are used to predict for a 20% holdout sample of n= 52,932.
(ii) Three variants of the OLS predictor (OLSP) and the FE predictor (FE(xb+zg) are defined depending on which of 3 sets of time invariant explanatory variables are used. Moving from z1 to z3, (and hence from OLSP(z1) and FE(xb+zg1) to OLSP(z3) and FE(xb+zg3)) more time-invariant regressors are added but at the same time the exogeneity of these additional regressors becomes more problematic. Table 5 provides the analysis of out-of-sample predictions. Here the holdout sample refers to the 2009 expenditures for a randomly selected 20% sample of 52,932 individuals. In terms of both within sample fit and out-of-sample predictions and in both concurrent and prospective specifications, it makes no substantive difference to the performance of OLSP which z's are used.
Within sample fit and out-of-sample predictive performance of FE(xb+zg) changes little with choice of z's for the concurrent specification but does deliver modest improvement in the prospective specification as more z's are added. However, OLSP is the best performing predictor although the differences are relatively small for the concurrent specification whereas they are substantial in the prospective specification.
Thus far, the predictive performances have been gauged on the basis of predictive MSEs but the relative performance of alternative predictors may very well be sensitive to choice of metric. As an alternative, selected comparisons are repeated using the predictive ratio that is commonly used in the risk adjustment literature. Unlike predictive MSE that measures model performance at the level of the individual, risk ratios measure performance at a group level. For each decile of actual expenditure, we calculate the ratio of the aggregate actual expenditure to the aggregate predicted expenditure. These ratios are represented in Figures 2 to 4 and predictor superiority is judged by how close these ratios are to unity. are almost always less than unity for low risk (expenditure) deciles 1 through 9. The extent of overestimation is often extreme and this is more so for the prospective case. Expenditure in the highest decile is underestimated and again this is much more pronounced for the prospective specification. The ranking of predictors is stable across specifications. The fixed effect estimator, FE(xb+mu), dominates OLSP both within sample and post-sample.
Turning to the out-of-sample results, the concurrent and prospective specifications are provided separately in Figures 3 and 4 . Because the choice of time-invariant regressors had limited impact on the performance of alternative predictors, all time-invariant regressors are included in OLSP and FE(xb+zg). For both the concurrent and prospective specifications, there is a recurrence of the pattern observed in Figure 2 , where expenditure in all deciles except the top decile are typically overestimated and the expenditures in the largest decile are underestimated. Also, FE(xb+mu)
dominates within sample but is not operational for out-of-sample forecasts.
The performance of the feasible concurrent predictors in Figure 3 is very similar, although the OLSP does better than either of the fixed effects predictors for most of the deciles. There is little degradation in performance out-of-sample relative to within sample for these predictors but this simply confirms the representativeness of the chosen holdout sample. 
Discussion
Overall, the results of the risk adjustment case study point to a clear preference for the OLSP over all of the variants of fixed effects predictors that were considered. There were some exceptions where fixed effect predictors proved superior but these were limited to some of the comparisons made on the basis of risk ratios (group-level prediction).
The superiority of the OLSP for out-of-sample prediction was anticipated from the simulation evidence that was presented. For fixed effects predictors to be competitive they need to include estimated individual effects otherwise the possibly better (less biased) estimates of the coefficients of the time-varying variables are detrimental to producing good forecasts. In contrast, the OLSP will be the best linear predictor conditional on the available regressors. time-invariant regressors to predict individual specific effects did indeed improve fixed effect predictors for use out of sample, but this improvement was not enough to overcome the superiority of OLSP.
Somewhat surprising, given the simulation evidence, was the relative performance of predictors in the case of post-sample prediction. Using the estimated individual specific effects in time series forecasting did not uniformly improve the forecasting performance of the fixed effect predictors and the OLSP was the best performing predictor in all cases when predictive MSE was the performance measure. This result proved sensitive to the performance measure and when predictive ratios were used to evaluate post-sample performance, the fixed effects predictor did outperform the OLSP. This was the only situation where this ranking occurred.
The relative performance of the OLSP and FE(xb+mu) in post-sample prediction is impacted by a number of factors. In the simulation evidence FE(xb+mu) did improve monotonically with , the proportion of the variability in the unobservables attributable to the fixed effects. Holding constant the signal to noise ratio means the OLSP is unaffected, and so for small enough values of , the OLSP is expected to dominate FE(xb+mu). In our analysis of health expenditures, the estimated values were in the range 0.2 to 0.5 depending on the sample and whether the prospective or concurrent specification was used. So while in general this is a possible explanation of the relatively poor performance of FE(xb+mu), these estimates of  suggest this is not the explanation here.
Instead, two other contributing factors are likely to be the main reasons for the relatively poor performance of FE(xb+mu). The first of these is the extent of within variation, which if limited, as it was in the risk adjustment case study (and likely to be in most micro panel data), will result in deterioration in the relative performance of fixed effects predictors. The second and possibly most important factor that influences the relative performance of predictors is the quality of the estimates for the individual specific effects. The dominance of FE(xb+mu) within sample derives from the inclusion of these individual effects. But even though non-zero individual effects may exist, in cases such as ours with small T available to estimate these effects, they are likely to be estimated with considerable variability that contributes to higher predictive forecast variability. The consequence is that a simpler model, here OLSP, may prove superior in terms of predictive MSE. The other dimension of the comparisons made, is that between concurrent and prospective specifications. The superiority of a concurrent model in terms of lower forecast errors is known.
Using German data, the MAPE from a prospective model is more than 60% greater than that from the concurrent model (Behrend et al. 2007 ). Using Taiwan data, the corresponding figure is about 25% (Chang and Weiner, 2010) . The results presented here demonstrate similarly large differences in performance. This is primarily because the concurrent specification captures more of the costs of actual utilization during a year. However, from a post-sample forecasting perspective such a specification does not represent a truly operational predictive tool. On the other hand, the prospective specification relies on past factors and so predictions of future utilization are readily generated. While the concurrent model more accurately reflects actual spending, for payers using risk adjustment models, the prospective model gives advance indication of what their financial obligations will be. Thus for payment purposes, the prospective model is used more often than the concurrent model; concrete applications include social health insurance in Germany and Medicare Shared Savings program in the US.
To put the concurrent specification on an equal footing with the prospective specification requires the use of predicted covariates to make the associated predictors operational. This is not an approach implemented here and the question of which of these approaches is better is left for further research. What has been emphasized in this paper is the relative performance of alternative predictors when used in conjunction with different specifications and for use in post-sample and out-of-sample prediction.
Conclusion
A rich data set comprising the linkage of a large cohort-representative survey to several years of comprehensive health records provides a test bed to explore the relative forecasting performance of alternative models of health expenditures. In contrast to much of the risk adjustment literature, where such modelling is prevalent, our focus is on predictors that exploit the availability of panel data. We also stress the distinction between predictions made out-of-sample and post-sample that is possible when panel data are used. While it is unwise to draw strong conclusions on the basis of our single case study and a somewhat limited extension of the simulation results of Baillie and Baltagi (1999) , there are a number of general issues that our work highlights in terms of forecasting with micro panels that feature a large number of individuals but limited time periods.
First, the strong preference for fixed effects over OLS estimators when parameter estimation is the goal does not readily extend to situations where prediction is being undertaken. While existing simulation evidence also supports the use of a fixed effects approach when forecasting, we demonstrate this is a fragile conclusion that is likely to be overturned in many practical situations, including our models of health care costs. Simulation results add support and additional insights into the results obtained in the application. These results are supportive of the use of the OLSP in a wide range of circumstances.
While fixed effects predictors may prove useful in other applications, favorable circumstances would need to exist for this to happen. These would include a relatively high proportion of the variability in the unobservables attributable to individual specific effects and having regressors with considerable within variation. A third factor that would be helpful is to have a relatively large number of time series observations in order to better estimate individual specific effects. However, such a situation takes us out of the realm of micro panels into a situation where alternative approaches and model specifications might be entertained.
Despite the limited success of predictors that explicitly utilize the panel structure there are advantages of having panel data that have not been highlighted but nonetheless need to be recognized. First, the prospective model that arguably is the more useful specification for risk adjustment requires panel data. Second, there is likely to be gains in predictive performance that derives from simply having extra data. More specifically in the particular case of risk adjustment, the key set of predictors is associated with hospital diagnoses, which come sporadically. Panels provide richer data in this very important domain.
