Abstract-The paper examines the challenges of defining and measuring availability to support real-word service comparison and dispute resolution through SLAs. We propose a rigorous and unambiguous definition of availability in cloud services. In the light of this, we show that what appear to be apples-for-apples comparisons between real-world SLAs are often based on ambiguous definitions, and even where SLAs are well defined, they differ significantly in their interpretation of availability. We show how two example real-world SLAs, would lead one service provider to report 0% availability while another would report 100% for the same system state history. On the basis of this, the paper concludes by arguing for the importance of standardising availability definitions and examines which elements need to be standardised and, just as importantly, which do not. Many of the results of this paper can be generalised to service level attributes other than availability: in general, such standard service definitions are a key element of a true commodity market in cloud resources, allowing service comparability before purchase, redress in the case of failure to deliver expected value and enhancing accountability in the supply chain.
INTRODUCTION
Quantitative descriptions of non-functional attributes of cloud service delivery are a vital factor in the efficiency and accountability of the cloud marketplace. They allow consumers to compare products on the basis of measurable commitments, which reflect value delivered, and are vital to obtaining redress if those commitments are not honoured. They also enhance transparency and control over services, in particular, assisting customers in meeting compliance objectives such as those imposed by the European data protection directive [1] , which holds data controllers responsible for security measures applying to any personal data for which they determine the purposes and manner of processing.
Service descriptions, which do not reflect utility for the consumer and are not comparable, lead to the "Lemon Market" phenomenon [2] . For example, cloud servers are sometimes sold on the basis of processor clock-speed and number of cores. Consumers make choices based on the assumption that 2.8 GHz is better than 1.8 GHz and it is easy enough to verify if a machine is actually running a 2.8 GHz processor or a 1.8 GHz quad-core processor. Where stated clock-speeds do not reflect actual performance in real-world applications, this tends to reduce service quality because spending on features which actually increase utility to the consumer (application performance) does not result in increased sales [3] .
The same argument applies to the service level descriptions and targets 1 used in many cloud computing service level agreements (SLAs). Furthermore, with no hardware to compare and/or verify, cloud consumers are dependent on Service Level Agreements to evaluate and compare market offerings. These SLAs therefore play a particularly important role in cloud service management.
The main goals of an SLA are to allow meaningful comparison between products and accurately reflect delivered service levels to enable appropriate compensation in the case of failure. Thus SLAs are an important tool for increasing accountability in the cloud [4] . In order to be of maximal utility in fulfilling these goals, attribute descriptions used in service level targets and reports must be:
• Well-defined: the parameter definition is not ambiguous. Suppliers must not be able to interpret measures differently, allowing them to game the market by applying more generous interpretations. For example, if the scope of measurement is not welldefined, one cloud provider might report the availability of the coffee machine in its data centre, while another might report the availability of its web services. In this case, the measurements are not comparable. This reduces comparability and degrades consumer trust.
• Correlated with consumer utility: Although utility may vary between customers, descriptors should facilitate customers in determining utility for their use-case. For example, clock speed for CPUs is not a useful measure unless it is correlated to real-world performance in typical consumer tasks.
• Standardised: the same term and definition are used across different contexts. If suppliers report product features according to different terms, results are unlikely to be comparable (although in some cases, units of measure may be converted).
• Determinate: multiple measurements of identical systems in identical states give the same result. E.g.
1
A service level target is a commitment made in an SLA such as "average availability over a month will be greater than 99.9%" metrics resulting in random results are of no value. This is largely a function of the implementation of system instrumentation used, but lack of determinacy may also result from failure to specify measurement parameters such as sensor network location.
In this paper we closely examine the most common parameter used in cloud SLAs: availability. We begin by setting out a rigorous formal definition of availability, which is capable of satisfying the above criteria. We illustrate how different interpretations of various parameters of this formal definition (or failure to define how they are interpreted) may lead to reported values of availability of 0% and 100% for the same system state history. We then examine a number of real-world SLA definitions in the light of this analysis. The ambiguities and lack of standardisation demonstrated by this analysis provide a compelling case for the use of more refined and standardised definition. We conclude by discussing the practical requirements for adoption of such definitions.
II. RELATED WORK
Machine-readable SLA specification languages, such as WS-Agreement [5] , WSLA [6] , or SLang [7] propose a description of service level targets, which are expressed in terms of service properties and their expected values (e.g. "availability>95%"). They are, however, agnostic as to the semantics of these properties. Analysis of availability in the W-SLA paper [6] [9] provides no explanation of the semantics of availability despite multiple references to the term in other metrics. NIST SP 800-55 [10] , Performance Measurement Guide for Information Security also offers no definition of availability. The most promising approaches to defining availability in existing literature are given in Procure Secure, A guide to monitoring of security service levels in cloud contracts [11] and Defining Availability in the Real World [12] . However, important details are missing, such as how and when to define the moment at which a system transitions from availability to unavailability and vice versa. Expanding on ideas already illustrated in the latter two documents, we analyse the requirements for a rigorous definition of a security property describing availability
III. FORMAL MODELS OF AVAILABILITY REPORTS

A. Competing availability claims
To illustrate the difficulty of comparing cloud provider availability claims and the need for a precise and transparent definition of availability, we consider a hypothetical example of an IaaS cloud service receiving 8 requests from the same user, to create virtual machines during a period of 10 minutes, as illustrated on the timeline in Figure 3 .
In this example, 4 of the requests {r4, r6, r7, r8} are marked with the letter S to indicate that they succeed creating a VM while the remaining 4 requests are marked with the letter F indicating their failure.
Consider the values reported in the above example and apply the two following availability definitions:
• The service is considered available until a request fails. After a request fails the service is considered unavailable until a request succeeds again.
• The service is considered unavailable only if less than 60% of requests succeed for every 1-minute timeslot.
These definitions are not far from those found in some SLAs. Yet we obtain a significant gap in results, with an availability of 30% using the first definition and 80% using the second definition, as illustrated on Figure 2 .
Changing the duration of the timeslots and other parameters would lead to other results. Additionally, the above definitions are still based on some unspecified assumptions: for example, there is no definition of what a service failure is and how it is dated. 
B. Proposal
In theory, , the reported availability over a contracted service running time for a set of cloud resources R may be described as , where is a function which defines whether the set of resources R is available at a certain point in time t (ignoring for now the details of the input parameters of ).
However, this implies the existence of an integrable function representing system availability ( ) for all points in [0,c]. In practice, availability is approximated on the basis of a set of discrete events such as failed or successful service queries, which are only defined at specific points in [0,c]. As a consequence, in cloud SLAs, we propose two general models to describe availability from discrete events:
• The dual state model: Given a set of events and conditions, the resource set R is either in up or down state. Availability is computed as a function of the sum of the durations of all down states experienced during contracted service time.
• The success ratio model: Given a set of conditions, each event is either counted as a successful resource request or as a failure. Availability is computed as function of the number of successful and failed resources requests, during the contracted service period.
A survey of over 10 real-world cloud service SLAs, suggests these two models together are sufficiently expressive to cover a large majority of operational interpretations of availability. Other more complex models can be constructed with weighted states for example, but we have not observed such approaches in practice.
1) The dual state model
In this model, if represents the duration of the i th down state, for a set of resources, R. We express availability as:
(2) The service is usually considered as "up" by default. Measuring availability with this approach therefore requires an unambiguous definition of the down state, and the conditions that lead to state transition.
An unambiguous definition of requires to define the following elements:
• Resource scope: the set R of resources for which availability is measured.
• Time scope: c is the total contracted service running time considered for the measurement (e.g. the sum of all instance running time over a month).
• Event scope: E is the set of events that are used evaluate the state of the resources in R, specifying how these events are measured and dated.
• The transition condition: The conditions, applicable to events that cause a transition from one state to the other, namely:
o C, a condition on a sample of events that defines the transition from up state to down state, along with the reference date of this transition.
o C', a condition on a sample of events that defines the transition from down state to up state, along with a definition of the reference date of this transition.
The duration of the i th period of downtime is then measured as: (3) In many cases the condition that defines the transition from down to up state can be defined implicitly as the inverse of the condition that defines the transition from up to down state. Furthermore, transition conditions, as applied to a sample of events, require the definition of sampling parameters, which should typically include:
• V: the minimum duration for which a condition must persist in order for a state change to be characterized.
• t f : the proportion of failure events within the total number of events that occur during V that is required to characterize a downtime state.
• emin: the minimum number of events needed to be measured during V for a state change to be characterized.
• u min : a proportion of affected users within a defined set, U (e.g. all users on a SaaS account) which is required to characterize a downtime state. A criterion must be defined for a given user to be considered "affected".
Hence, both C and C' may be defined as functions of all these parameters: C(V, t f , emin, u min , U, E)
2) The success ratio model Instead of defining availability in terms of the relative duration of "up" and "down" states, the success ratio model is based on the ratio of total successful and failed requests over a given period of contracted service time. In this model, if and respectively represent the total number of successful requests and failed requests made during the contracted service time c, then availability is expressed as: • Resource scope: the set R of resources for which availability is measured.
• The Time scope: The duration of contracted service time c which constitutes the measurement period.
• Event scope: the set E of events that is used to represent success or failure to access the resources in R, specifying how these events are measured and dated
• Failure event condition: the failure condition C that applies to an event so that it is counted towards , where events that do not match that condition are counted towards .
In some cases, some additional parameters are used to set constraints on the validity of the measurement, such as:
• e min : the minimum number of events needed to be captured during the measurement period.
• u min : a minimum proportion of service users that must be affected by failures during the measurement period.
We note that the success ratio model is used more rarelygenerally in the context of storage and database transactions. Perhaps the best example we have been able to identify is the Windows Azure storage SLA [13] 
C. Defining the "up" in uptime
Whether using the dual-state or the success ratio model, it is necessary to define precise conditions for an "up" state or in the latter case, a successful request (C, C' and in the above models). A number of criteria are required for a definition satisfying the criteria set out in the introduction:
1) Resource scope
In order to define criteria for a successful request, it is first necessary to define R: the set of service requests included in the scope of the measurement. For example, a criterion could be that an online email service must return valid responses to send, compose, synchronize and contact auto-fill requests. An IaaS offering may require valid responses from virtual machine instances, but not require responses (or use different criteria) for ephemeral block storage. An IaaS provider might define a service request to include a set of possible operations on a virtual machine instance, but not account management operations.
A related concept, which is often used in real-world SLAs is the service access point. This is used to define a network location at which network events (requests and responses) are assessed. This is important to eliminate unexpected dependencies of results on resources such as IP networks, which are outside the provider's control.
2) Transition and failure event conditions
In defining transition and failure event conditions C, C' and , unambiguous criteria must be established for deciding whether and when the condition has been fulfilled. A criterion might be that the service responds to requests with an error message, or it may simply not respond within a certain agreed timeframe. The SLA should define a set of criteria which unambiguously determine whether a request is successful or not. Such criteria could include error messages in the response, timing of the response and/or test cases satisfied. Many real-world SLAs do not define precise failure criteria.
D. Defining the reference date of the state transition or request failure
One of the most important failings of many operational interpretations of availability is that they do not define unambiguous criteria for determining the precise timing of state changes or request failures. Measuring availability in terms of the dual-state model requires a precise time when uptime begins and ends. Similarly, measuring availability in terms of the success ratio model requires at least the knowledge of whether a failure event occurred inside or outside a given contracted time window. In a typical exchange with a cloud customer, many events can be dated, such as for example: octet of the server's response of the request. 5. The actual completion of the request by the server, however this is defined.
These events are affected by many factors such as network latency or server load. In synchronous exchanges, the actual completion of the request by the server (5) will happen sometime between (2) and (3). However, in asynchronous service provision, the actual completion of the response (5) may happen after the server responded (4). This could be the case for example in an IaaS scenario, where the client requests the creation of a virtual machine through a web API call: the server response will merely indicate that the request has been queued for execution. The ability to judge that the service has failed or not will come later, if the virtual machine is effectively provisioned within a certain timeframe. Figure 1 illustrates these different time points.
Many SLAs for cloud services specify that the server side will be used as a reference for availability metrics. Yet, the exact reference time (either 2, 3 or 5) often remains unclear.
In order to define criteria for state transition or request failure timing, we therefore need to specify the reference measurement time point used to date the success or failure of service delivery. For this purpose, it is natural to use the reception of the last octet of a service request by the server as a reference point, thereby removing timing ambiguities in cases where the service fails, both in synchronous and asynchronous cases.
E. Sampling Threshold
The sampling threshold used in the dual state model is typically defined with a duration V and a proportion of failures t f , needed to characterize a down state. Care must be taken in the selection of these parameters: low thresholds result in measurements that are not statistically significant (e.g. a single failed request could result in a down state of duration V), whilst restrictive thresholds can hide some extreme failures. In the success ratio model, the same considerations apply to e min and/or u min .
F. Affected user-base
Some operational service level agreements and reports take into account the proportion of affected users, u min , usually within the customer domain/account. For example, the Google Apps SLA [14] defines downtime as "more than a five percent user error rate". Although it is not explained further, one natural interpretation of this is that more than 5% of users on the customer's domain are receiving a certain type and percentage of error responses.
It is also possible to take into account other functions of user state. For example, availability can be defined in terms of responses received by the most affected user, all service users etc. However, we have not observed such approaches in practice and they are not likely to be of any value in characterising consumer utility. Nevertheless, restricting the user-base to a specific geographical region, is easily modelled by changing the set of users under consideration.
IV. EVALUATION OF EXAMPLE REAL-WORLD AVAILABILITY DEFINITIONS.
In this section, we show how availability definitions in real-world SLAs can be mapped to the above definitions, and analyse areas of those definitions, which present significant ambiguities. We have chosen four different examples, which cover different aspects of the model.
1) Example 1. Amazon EC2
The relevant parts of the EC2 SLA map to the dual state model as follows [15] :
• Resource scope: R groups all EC2 instances run by the customer, which must be in (at least) two distinct availability zones in the same region.
• Time scope: The total contracted service time seems to be the sum of the running time of all instances in R, though this is not explicitly stated. The availability is evaluated on a monthly basis.
• Event scope: The set of events that are needed to define state transitions is not detailed, but we can broadly define them as all network events that demonstrate connectivity (or lack thereof) from instances to the Internet.
• Transition conditions: The condition that defines a transition from up to down state can be summarized as "more than one availability zone in which you are running an instance is unavailable to you", where "unavailable to you" means "all your running instances have no external connectivity". The transition from down to up state seems to be implicitly defined by opposition to its inverse. From other parts of the SLA, we can further assume that:
o V=1 minute, network connectivity is evaluated on a minute by minute basis ("Monthly Uptime Percentage" is calculated by subtracting from 100% the percentage of minutes during the month in which Amazon EC2 or Amazon EBS, as applicable, was in the state of "Region Unavailable"). Note that this changed from 5 minutes to 1 minute in June 2013.
o t f =100%, all network connectivity attempts must fail during V.
o S=1, only one external connection attempt per period V is needed for each instance.
There are ambiguities in this SLA, which could cause difficulties in dispute resolution and comparability with competitors: • The means for precise dating of both the start and the end of a downtime state are not provided.
• It is not defined clearly what happens if some of the instances in the same availability zone have connectivity but others do not? The wording of the SLA ("all running instances") seems to imply that partial connectivity of one instance would be sufficient to qualify for system availability.
• The type of events required to prove that there was "no external connectivity" is not defined. For example, there is no service access point defined, no connectivity test and no testing network location defined. Given that AWS only publishes information about incidents affecting significant numbers of users, in practice, it would be difficult for a customer to contest claims made by AWS on EC2 availability.
2) Example 2. HP Cloud Compute
The relevant parts of the HP Cloud Compute SLA [16] can be mapped to the dual state model as follows:
• Resource scope: All HP Cloud Compute instances on a given customer account.
• Time scope: Availability is measured on a monthly basis, where contracted service running time is expressed as the sum of all individual instance running times expressed in minutes. We note that this is likely to be longer than the total elapsed service time.
• Event scope: The SLA defines 3 types of events:
o Instance inaccessible, where "Inaccessible" means that the operating system in the replacement instance could not respond to API or network requests, despite proper security group configuration for 6 minutes or more.
o Instance accessible, where "Accessible" means that the operating system in the replacement instance could respond to network requests.
o Unable to launch a replacement instance, where "unable" means that "a request was sent to each HP Cloud Compute API endpoint for that Region but no replacement instance actually started and became accessible."
• Transition condition: The transition conditions can be extrapolated from the following sentence in the SLA: "'downtime minutes' are accrued starting at the beginning of the first 6 minute interval during which the instance was inaccessible and the user was unable to launch a replacement instance in the same Region, and continue until the ability to launch a replacement instance is restored, including the time that would be required for a replacement instance to become accessible." As such:
o The start of a downtime state is defined as the beginning of "the 6 minute interval during which the instance was inaccessible and the user was unable to launch a replacement instance in the same region".
o The end of a downtime state is defined as the restoration of the ability to launch a replacement instance.
From the above text and the rest of the SLA, we can establish that:
• V=6 minutes.
• t f =100%, all network connectivity attempts must fail during V.
There are ambiguities in this SLA, which could cause difficulties in resolving disputes and in comparability with competitors:
• The value of the parameter emin is unclear: how often should connection attempts to the network be conducted during V in order to establish lack of connectivity? Every minute? Every six minutes?
• The tests needed to establish lack of network connectivity to the instance are not precisely defined.
3) Example 3. Google Apps SLA
The relevant parts of the Google Apps SLA [14] map to the dual state model as follows:
• Resource scope: A Google Apps domain.
• Time scope: One month.
• Event scope: Events considered for measuring availability state include all requests to a given Google Apps service on a given customer domain (with some defined exclusions). Note that availability is measured on a per-service basis ("'Service' means the Google Apps for Business service...provided by Google to Customer under the agreement").
• Transition condition: The following sentence in the SLA may be interpreted in two different ways, each potentially resulting in different availability reports for the same system behaviour: "'Downtime' means, for a domain, if there is more than a five percent user error rate. Downtime is measured based on server side error rate."
If at least 5% of users are affected during a given minute, then the system is considered down for that minute. In this case, "5% of users" corresponds to u min in our model. No criterion is given for establishing a "user error" -i.e. an affected user.
II.
If the total error rate as a proportion of all requests made by all users of the domain over a given minute is more than 5%, then the system is considered down for that minute. In this case "5% of users" corresponds to t f in our model.
Interpretation I. seems the more likely since it is stated that: "Downtime is measured based on server side error rate". If the intended interpretation is the total error rate, it would seem more natural to refer to a "5% server error rate" than a "5% user error rate".
• No criteria are given for "server side error" either in terms of what determines whether an error has occurred or in terms of the evidence required.
• V is assumed to be one minute since the SLA measures "minutes of downtime" but this is not made explicit in the SLA.
• The parameter emin (the minimum number of events needed to be measured during V for a state change to be characterized) is not specified. In practice, we observe that Google Apps such as Gmail, use javascript to do repeat connections attempts each minute in case of failure.
• The dating of state transitions is not clear: does it start on the first request failure or on a precise minute boundary, based on a provider reference clock?
• As described above, the meaning of "5% user error rate" is subject to different interpretations with different reporting consequences.
4) Example 4. Microsoft Azure storage SLA
The relevant parts of the Microsoft Azure storage SLA [13] map to the success ratio model as follows:
• Resource scope: The Microsoft Azure storage service resources used by a customer.
• Time scope: Availability is evaluated on an hourly basis (averaged over a month for service credit claims).
• Event scope: The SLA details all API calls included in the measurement of availability.
• Failure event condition: Detailed text is provided defining which transactions are included and excluded from the set of failed transactions defined by C. For example, included transactions include "PutBlob and GetBlob (includes "blocks and page Get Valid Page Blob Ranges" which do not "complete within the product of 2 seconds multiplied by the number of MBs transferred in processing the request". Timing is very precisely defined. A similar level of detail is provided in defining exclusions.
• The criteria for precisely when a request "completes" (as described in section D) are not defined.
• The time scope is defined as one hour "initially". The inclusion of the word "initially" appears to imply that this could change. The conditions for this change to occur are not defined.
• Parameter emin, the minimum total number of requests required for availability to be reported is not defined. This could cause a problem for customers making claims for very small numbers of transactions.
V. CONCLUSIONS AND FURTHER WORK: STANDARDISING AVAILABILITY
The above comparison of interpreted real-world SLA definitions (section IV) against rigorously defined models for availability reporting (section III) shows a number of important consequences arising from inadequacies in availability definitions. Referring to the above criteria for utility of an service attribute definition:
• Well-defined: Lack of precision in definitions can lead to ambiguities, which make comparison and dispute resolution impossible. For example, the lack of a precise definition of what failure means (e.g. as in "no network connectivity" or "unable to launch") and the standards of evidence required to prove this in the case of a dispute, render many SLA agreements meaningless in practice. We have shown how different interpretations of availability definitions can lead wide variations in availability definitions (e.g. 50 percentage points in an example given in section III).
• Correlated to consumer utility: Availability measures do not always correspond to delivered business value. For example, if a service is intermittently available for 30 seconds in every 5 minute period, it will be considered 100% available according to SLAs which set time scope to 5 minutes. Such a service is unusable for the customer, however.
• Standardised: It is clear from the above that there is a wide divergence in interpretations of availability across different service providers. This makes applesfor-apples comparisons of service offerings challenging. In some cases, "units" can be converted between different definitions -for example, different error codes used as an "up-ness" test can be considered equivalent. However, in many cases information is lost in the conversion. For example, in the HP Cloud SLA, individual virtual machines could be unavailable for periods of 301 seconds, punctuated by periods of 59 seconds availability and would be reported as 100% available. But according to the June 2013 EC2 SLA definition, they would be reported as 0% available (while according to the May 2013 EC2 SLA definition, they would be reported as 16.667% available) 2 . This clearly demonstrates that values cannot be compared between the two because of a lack of standard definitions. Furthermore, given only an availability value and the two definitions, it is impossible to "translate" meaningfully between the two. An interesting related example is Aberdeencloud [17] , which offers a PaaS solution operating on top of AWS EC2. When AWS updated their SLA in June 2013, to measure availability in 1-minute intervals, Aberdeencloud maintained the same 5-minute interval-based SLA. In this case, the mismatch works in favour of the dependent provider (Aberdeencloud now complies with their SLA more often than AWS), but it could also be the other way around.
• Determinate: Poorly defined failure criteria may lead to different availability reports identical system state histories, weakening their value. For example, "no network connectivity" may depend on the location in the system from which a test is made. If no standard network location or service access point is defined, then identical system states may produce different readings according to measurement network location.
On the basis of these conclusions, we recommend:
• The adoption of a set of industry standard definitions for availability metrics (as well as other service level attributes commonly used in SLAs) is vital for encouraging quality in cloud service delivery. We recommend that any such standard definitions should make explicit what choices have been made with respect to the parameters of our proposed model because without this, SLAs will not be comparable. However we deliberately abstain from proposing any specific parameter values (e.g. transition conditions, minimum duration V etc.) because such agreements must be the product of industry consensus. It is worth noting here that requirements for such metrics are likely to be different for different use-cases and service delivery models. For example, a SaaS service offering enterprise apps is more likely to require metrics which take into account the proportion of affected users (how many employees cannot work) than IaaS service offering virtual machines.
• Even when alternative definitions exist, apples-toapples comparisons are only possible in cases where certain elements of availability definitions are common between providers. This includes discrete measurement time-windows and time-out values on failure criteria. Standards must be agreed for these criteria, while leaving freedom for differences in definitions where meaningful conversion is possible.
Finally, we note that many of the conclusions of this paper are equally applicable to other attributes reported in SLAs, such as incident response performance, elasticity etc. (for a more complete list, see ENISA Procure Secure [11] or CSA CTP properties [18] ) I.e. a failure to create welldefined, standardised, determinate and utility-correlated metrics weakens the value of SLA measurements as a tool for market comparison and effective redress.
