New lower bounds on the minimum length of t-error correcting BCH codes with covering radius at most 2t are derived.
I. Introduction
Covering radius is an important parameter of error-correcting codes (see e.g. [2, 3] ). It characterizes the largest multiplicity of errors that can be corrected by maximum likelihood decoder in BSC. A code is called maximal if one can not add a word to it without decreasing its minimum distance. Indeed, maximality can be guaranteed by proving that the covering radius of the code is less than the minimum distance. Covering radius of BCH codes has gained a great deal of interest. For two-and three-error correcting BCH codes, it was determined in [1, 4, 5, 8] . Further research on the topic was initiated by a paper of T.Helleseth [6] . In [13] A.Tiet av ainen proved that the covering radius of t0error correcting BCH codes of length (2 m 0 1)=N is less than or equal to 2t provided 2 m ((2t 0 1)N) 4t+2 :
A.Skorobogatov and S.Vl aduts [15] determined the covering radius of very long primitive BCH codes to be exactly 2t 0 1. Estimates for the lengths from which it is true were given by O.Moreno and C.Moreno [11] and Y.Kaipainen [9] . For t of the form 2 u + 1 the same result was obtained by A.Tiet av ainen [14] for much smaller lengths. For non-primitive BCH codes it was shown in [15] that the covering radius is lowerbounded by 2t. In this paper we further improve the estimates on the length of BCH codes starting from which the covering radius is upperestimated by 2t. It thus gives a new range when primitive BCH-codes are surely maximal, and answers a question of [7] . For the non-primitive case we simplify the proof of [15] that 2t is the lower bound. Using a similar technique as in the primitive case we further extend the set of possible lengths for which we know the covering radius exactly.
II. The primitive case it corresponds to the zero codeword, and, by convention, we assume in this case that i = 0).
Using an idea of Tiet av ainen [13] , we consider the homogeneous system (T r being the trace function from F 2 m onto F 2 ), is that the number of solutions (x 1 ; . . . ; x i ; y) 2 (F 2 m n f0g) i+1 of (3), with x i 6 = x j for i 6 = j, is In fact we show here that, for a non-zero (2t + 1)-tuple (a 0 ; . . . ; a 2t ) we give explicitly, (5) The sum P 2t i=0 a i P i (x) represents the expansion of a polynomial of degree 2t in the basis of Krawtchouk polynomials (P 0 (x); . . . ; P 2t (x)). We denote by g 2t (x), the polynomial g 2t (x) = P 2t i=0 a i P i (x).
We have ):
(see Appendix B for a proof). Now, to prove inequality (9), it is sucient to show : We will now prove that in the non-primitive case the covering radius can not be less than 2t. It was rst shown in [15] . Here, for the sake of completeness, we give a simpler version of their proof. 
Proof
The assumption on t ensures that the dimension of this code is n 0 mt. We recall that its covering radius is the smallest integer i such that, given (b 1 ; . . . ; b t ) 2 F t 2 m n f0g, the system has a solution (x 1 ; . . . ; x i ) with x N k 6 = x N l for k 6 = l.
We prove that there exists RHSs for which this system has no solution in (strictly) less than 2t variables.
Consider system (12) 
The proof will be in two steps.
The maximum f(0) a 0 is achieved by a polynomial which is a square. We would like to lowerbound A by a constant depending on t. Therefore, we rst derive, with the help of inequality (9), a rough lower estimate on 2 m (which would be less than the nal one). Rewriting (9), we get ; and inequality (10) is proved.
