Several studies have applied the Kolmogorov-Smirnov test (KS) to verify if a particular parametric distribution can be used to assess the probability of occurrence of a given agrometeorological variable. However, when this test is applied to the same data sample from which the distribution parameters have been estimated, it leads to a high probability of failure to reject a false null hypothesis. Although the Lilliefors test had been proposed to remedy this drawback, several studies still use the KS test even when the requirement of independence between the data and the estimated parameters is not met. Aiming at stimulating the use of the Lilliefors test, we revisited the critical values of the Lilliefors test for both gamma (gam) and normal distributions, provided easy-to-use procedures capable of calculating the Lilliefors test and evaluated the performance of these two tests in correctly accepting a hypothesized distribution. The Lilliefors test was calculated by using critical values previously presented in the scientific literature (KSL crit ) and those obtained from the procedures proposed in this study (NKSL crit ). Through Monte Carlo simulations we demonstrated that the frequency of occurrence of Type I (II) errors associated with the KSL crit may be unacceptably low (high). By using the NKSL crit we were able to meet the significance level in all Monte Carlo experiments. The NKSL crit also led to the lowest rate of Type II errors. Finally, we also provided polynomial equations that eliminate the need to perform statistical simulations to calculate the Lilliefors test for both gam and normal distributions.
INTRODUCTION
Parametric distributions have been widely used to represent meteorological data. Although the use of these mathematical functions may be regarded as a theoretical idealization of the actual data, it is not free from empirical considerations (Wilks, 2011) . In fact, before adopting a particular distribution to assess the probability of occurrence of a given data value one needs to check if the parametric function does provide a reasonable fit. The selection of an appropriate candidate distribution requires the use of actual data (Wilks, 2011) and it is frequently based on statistical methods called goodness-of-fit tests. The goodness-of-fit tests are usually computed to obtain evidences in favor of the null hypothesis (H 0 ) that states that the data under analysis were drawn from a particular distribution (Wilks, 2011) .
The one-sample Kolmogorov-Smirnov test (KS) is a widely used goodness-of-fit test (Wilks, 2011) . It compares the empirical (edf ) and the cumulative distribution function (cdf ). And, for continuous data, the KS test tends to be more powerful than other tests that compare the data histogram with the probability density function (e.g. the chi-square test, Wilks, 2011) . However, the original KS is applicable if, and only if, the parameters of the theoretical distribution have not been estimated from the same bunch of data used to apply this goodness-of-fit test. If this requirement is not fulfilled, the probability of accepting a false H 0 becomes unacceptable high (Crutcher, 1975; Lilliefors, 1967; Steinskog et al., 2007; Vlček and Huth, 2009; Wilks, 2011 ). Yet, the original KS test has still been frequently used when the requirement of independence between the data and the estimated parameters is not met (Steinskog et al., 2007; Vlček and Huth, 2009 ). Naturally, this statement suggests that further efforts are required to avoid this misuse of the original KS.
In situations where the parameters of the distribution have been estimated from all available data or from the same bunch of data used to calculate the goodness of fit, a modification of the original KS test must be adopted. This modification is frequently called Kolmogorov-Smirnov/ Lilliefors test or simply Lilliefors test (Lilliefors, 1967; 1969) . In order to draw the attention of the scientific community to Lilliefors' findings, Crutcher (1975) tabulated critical values for the Lilliefors test (KSL crit ) that can be used for several univariate distributions, such as the 2-parameter gamma (gam) and normal distributions (it is worth emphasizing that the chi-square and the exponential distributions may be regarded as particular cases of the gam distribution). The KSL crit values provided by Crutcher (1975) have been widely used to evaluate the fit of meteorological data to the gam or to the normal distributions (Chen et al., 2013; Vlček and Huth, 2009; Wilks 2011) . However, Vlček and Huth (2009) Crutcher (1975) and those obtained from the easy-to-use procedures proposed in this study. We hope this study stimulates the use of the Lilliefors test in meteorological studies.
MATERIAL AND METHODS

Theoretical background
The null hypothesis (H 0 ) of a hypothesis test defines a particular logical frame (Wilks, 2011 ) that allows us to generate the sample null distribution for the test statistic. As in other goodness-of-fit tests, the H 0 of the KS test states that the data under analysis were drawn from the hypothesized distribution. Accordingly, if the calculated test statistic falls in the rejection region of the null distribution, the proposed H 0 is rejected. Otherwise, the calculated test statistic is regarded as consistent with the null hypothesis (the H 0 is not rejected). At this point, it is worth recalling that the rejection region of the null distribution is defined by the adopted significance level. Accordingly, the probability of a Type I error (rejecting a true H 0 ) must be equal to the adopted significance level. By way of analogy, a Type II error occurs if a false H 0 is not rejected. The alternative hypothesis (H A ) is another fundamental element of a hypothesis test and is frequently defined as: the null hypothesis is not true (this definition was adopted in this study). Further information regarding the fundamental elements of any hypothesis test can be found in several studies such as Wilks (2011) which is recommended reading. 
Where n is the sample size. K α is set to 1.358 (1.224) when the test is performed at the 5% (10%) significance level.
The KS test may be regarded as a distribution-free test because its null distribution does not depends upon the explicit form of the distribution under analysis. In other words, the critical values obtained from equation 2 are applicable to any distribution regardless the values of its parameters. As previously described, equation 2 can only be used if the parameters of the distribution have not been estimated from the same data sample used to calculate the KS crit value.
Although the Lilliefors test is also based on equation 2, it cannot be regarded as a distribution-free test because for distributions, such as the gam distribution, the sample distribution of D depends on the sample size and on the values of the shape parameter. Crutcher (1975) tabulated KSL crit values for both gam and normal distributions ( Table 1 ). The studies of Husak et al. (2007 ), Steingnov (2009 ), Blain (2011 ) and Wilks (2011 used these critical values to evaluate the suitability of the gam distribution in describing rainfall series.
In order to review the critical values tabulated by Crutcher (1975) we generated new critical values (NKSL crit ) for both gam and normal distributions. The Monte Carlo simulations used to approximate the NKSL crit is described as follow:
The simulation procedure starts by generating a large number of samples from the hypothesized distribution. For the gam distribution, we generated Ns=500000 samples for each assumed shape and n value. For the normal distribution, we generated Ns=500000 data samples for each assumed n value. The parameters of the gam or normal distribution were then estimated from each synthetic data samples. F(x) and F'(x) were then estimated for each synthetic dataset generating 500000 D values for each shape and n values (gam) or for each n value (normal). At this point, it is worth emphasizing that the H 0 is true for each D value. Accordingly, each collection of D values is, in fact, the null distribution of the hypothesis test. Thus, the NKSL crit values were approximated as the (1-α) quantile of each null distribution (α is the adopted significance level). Further information regarding this procedure can be found in several studies such as Wilks (2011) and Shin et al. (2012) . Note that this procedure can be used to derive NKSL crit for any shape, sample size and significance level (α) of interest. The r-codes used to run these procedures are exemplified as follow. ### Lilliefors test for the 2-parameter gamma distribution Ns=500000 # number of synthetic samples n=50 # sample size (given by the user) shape= 3 # shape parameter (given by the user) beta=30 # scale parameter (given by the user) x=matrix(NA,n,1) lilliefors=matrix(NA,Ns,1) probpar=matrix(NA,n,1) pos=matrix(1: n, n, 1)/n for (i in 1:
###Lilliefors test for the normal distribution Ns=50000 # number of synthetic samples n=50 # sample size (given by the user) average=0 # (given by the user) standard_deviation=2 # (given by the user) lilliefors=matrix(NA,Ns,1) probpar= matrix(NA,n,1) x=matrix(NA,n,1) lilliefors=matrix(NA,Ns,1) probpar= matrix(NA,n,1) pos=matrix(1: n, n, 1)/n for (i in 1: To evaluate the probability of a type I error associated with KS crit , KSL crit and NKSL crit we generated 50000 series from gam (normal) distributions with shape parameter equal to 1, 2 and 3 (with 0 mean and standard deviation equal to 1) and sample sizes equal to 30, 40, 50, 60, 70, 80 and 90. The scale parameter was set to 40. We fitted the gam (normal) distribution to each simulated series. The agreement, for each simulated series, between F(x) and F'(x) were assessed by using the KS crit , KSL crit and NKSL crit . As one may note the H 0 is true for all simulated series. Thus, the frequency of occurrence of type I errors is simply the ratio between the number of cases in which H 0 was erroneously rejected and the number of simulated series (50000).
As previously described, a Type II error occurs when a false H 0 is not rejected. To evaluate the frequency of occurrence of Type II errors obtained by using each of the three critical values we generated 50000 series from gam distributions with shape parameter equal to 1 and 2 and sample size equal to 30, 40, 50, 60, 70, 80 and 90 . After that, we fitted a normal distribution to each series and assessed this fit by using the KS crit , KSL crit and NKSL crit . In this procedure, the H 0 is false. Thus, the frequency of occurrence of type II errors is simply the ratio between the number of cases in which H 0 was not rejected and the number of simulated series (50000).
As a case of study, the fit of monthly rainfall data, obtained from the weather station of Ribeirão Preto (State of São Paulo, Brazil; 1970 -2010 , to the gam distribution were evaluated by using the KS crit , KSL crit and NKSL crit tests. This weather station belongs to the Agronomic Institute of Campinas (Instituto Agronômico, IAC/APTA-SAA). These monthly series present no missing values and their consistency have already been verified in previous studies (Blain, 2011) . The maximum likelihood estimates of the parameters of the gam distribution were calculated as described in Husak et al. (2007) . The goodness-of-fit tests were performed at the 5% significance level (the r-code is described in appendix I). The quantil-quantil plot was used to evaluate the different conclusions indicated by the three tests. The QQ plots may be regarded as a qualitative method of goodness-of-fit (Wilks, 2011) . It is capable of indicating where the parametric representation of the data is inadequate (Wilks, 2011) .
Regression models
Theoretically the statistical simulation procedure described in section "The Kolmogorov-Smirnov and the Lilliefors tests" can be used to derive NKSL crit values for any distribution at any significance level (Wilks, 2011) . However, we are aware that many researchers around the world may not be familiar with statistical simulations techniques. This fact may be one of the reasons why the KS test has been erroneously used in several scientific papers. Accordingly, by following authors such as Shin et al. (2012) we provided the NKSL crit as a function of shape parameter and sample size (gam) or as a function of sample size (normal) for two frequently used significance levels (5% and 10%). We applied the response function form described in Tolikas and Heravi (2008) to approximate the NKSL crit values for the gam distribution (equation 3). We also verified that the rational model described by equation 4 is suited to approximate the NKSL crit values for the normal distribution. 
NKSLcrit = (p1*n 2 + p2*n + p3)/(n + q1)
Where: n is the sample size; shape is the shape parameter of the 2-parameter gamma distribution; a, b, d, e, p1, p2, p3 and q1 are the parameters of the regression models.
The coefficient of determination (r 2 ), the mean absolute error (MAE) and the square root of the mean square error (RMSE) were used to assess the agreement between the NKSL crit generated from the Monte Carlo simulations (section 2.b) and the NKSL crit calculated from the regression equations. We also performed an additional step to validate the above-mentioned regression models. NKSL crit values were generated from another set of Monte Carlo simulations in which the shape parameter was set to vary from 0.8 to 6.3 (by steps of 0.5) and the sample size was set to vary from 35 to 170 (by steps of 10). The r 2 , MAE and RMSE were used to evaluate the agreement between the NKSLcrit values obtained from the Monte Carlo simulations and from the regression equations. It is worth mentioning that this additional step was based on NKSL crit values that were not used to estimate the parameters of the regression models. Tables 2 and 3 presents NKSL crit values obtained by using the r-codes described in section "The Kolmogorov-Smirnov and the Lilliefors tests" As can be noted, the shape parameter of the gam distribution was set to vary from 0.50 to 8.0 by steps of 0.50. The scale parameter was set to 30 without loss of generality. By assuming these different values of the shape parameter the probability density function of the gam distribution varies from an exponential form to a bell-shaped form that tends to approach the normal distribution. These new critical values were also generated for several sample sizes (n) that vary from 30 (a climatological normal period) to 120 by steps of 10. Surprisingly, the NKSL crit values (Tables 2 and 3 ) are considerably lower than the KSL crit presented by Crutcher (1975 ; Table 1 ). Accordingly, one may indicate that the (Crutcher, 1975) probability of occurrence of Type I and II errors associated with the use of the KSL crit and NKSL crit will also differ from each other. This inference is further evaluated from the results presented in tables 3 and 5. As expected (Crutcher, 1975; Lilliefors, 1967; Steinskog et al., 2007; Vlček and Huth, 2009; Wilks, 2011) , the frequency of occurrence of Type I errors associated with the use of the KS crit is much lower than the adopted significant levels (Tables 4). The rejection rates obtained by using the KS crit were always lower than 1% (at both 5 and 10% significance level). The frequency of Type I errors obtained by using the KSL crit values are higher than those associated with the KS crit . However, they are also considerably the different shape parameters and/or sample sizes adopted in this study.
RESULTS AND DISCUSSION
Regarding the probability of a Type II error, the results presented in table 5 indicate that the KS crit must not be used when the parameters of the distribution have been fitted from the same data set used to apply the KS test. In other words, when erroneously applied, the KS crit frequently leads to the conclusion that a given bunch of data was drawn from a parent distribution that may be considerably different from the process that has generated the data. For instance, when n was set to 30 the rate of type II errors were, approximately, 89% (α=0.05) and 75% (α=0.10). Different from what is observed for the Type I errors, the frequency of Type II errors, obtained from both KSL crit and NKSL crit , is a decreasing function of the sample size. In other (Crutcher, 1975) Brazil (1970 Brazil ( -2010 and quantile estimates obtained from a 2-parameter gamma distribution. words, the smaller the sample size, the lower the power of the tests. The results presented in Vlček and Huth (2009) and Wilks (2011) deal with this difficulty by adopting the KSL crit associated with the tabulated shape parameter closest to the estimated one. The same procedure was used in this study because the same difficult were observed when we used the KSL crit to evaluate the fit of the monthly rainfall series of Ribeirão Preto to the gam distribution (table 6) .
The NKSL crit and KSL crit lead to different conclusions only for the rainfall amounts observed during the month of May (Table 6 ). The KSL crit values indicates that the gam distribution can be used to assess probability of the monthly rainfall amounts of weather station of Ribeirão Preto for any month (including the month of May). However, according to the NKSL crit the gam distribution cannot be used to assess the probability of occurrence of the rainfall amounts observed during the months of May. At this point it becomes worth emphasizing that if the gam distribution is an appropriate model for representing the above-mentioned monthly rainfall amounts, the points of figure 1 (Q-Q plot) should lie close to the unit diagonal (Coles, 2001 ). However, the visual inspection of figure 1 reveals substantial departures from linearity. Thus, we concluded that the results depicted in figure 1 are more consistent with the conclusion reached by using the NKSL crit . This last inference is also consistent with the results presented in tables 3, in the sense that the NKSL crit improves the capability of the lilliefors test in correctly reject a false H 0 .
Regression equations
Although we claim that the r-code presented in this study may be regarded as an easy-to-use procedure, one may correctly argue that they require some level of knowledge of the r-software. Thus, by considering that the main goal of this study is to stimulate the use of the lilliefors test, we have also provided polynomial equations (equations 5 and 6) capable of calculating the NKSL crit for the range of shape parameters and sample sizes presented in tables 1 and 2. In this view, figure 2 depicts 
SUMMARY
The Kolmogorov-Smirnov test is a frequently used goodness-of-fit test. However, in its original form this test requires that the parameters of the theoretical distribution have not been estimated from the same bunch of data used to apply this goodness-of-fit test. As described in several studies, if the original KS test is applied under this abovementioned situation the probability of accepting a false H 0 becomes unacceptably high. The results obtained in this study are consistent with these previous studies. This study demonstrated that the use of the original KS crit leads to a frequency of occurrence of Type I errors much lower than the adopted significant level and to a high probability of failure to reject a false H 0 (Type II error). The so-called Lilliefors test has been proposed to remedy this drawback. This latter test is capable of achieving a better balance between type I and II errors. In this sense, by using the critical values described in Crutcher (1975) , for both 2-parameter gamma and normal distributions, one is capable of bringing the probability of a Type I error more close to the adopted significance level. However, this study also demonstrated that the frequency of occurrence of Type I errors associated with the above-mentioned values is still considerably lower than the adopted significance level. In addition, especially for small sample sizes, the probability of a Type II error associated with the critical values described in Crutcher (1975) may be unacceptably high. For instance, from the results presented in table 5, one may verify that when the sample size was set to 30 the frequency of occurrence of Type II errors, obtained by using these critical values (at the 5% significance level) were greater than 25%. From the abovementioned results, one may also note that the probability of a Type II error decreases as the sample size increases.
We revisited the critical values presented by Crutcher (1975) . Based on sets of 500000 simulated series with different sample sizes we derived new critical values for the Lilliefors test that can be used to assess the fit of the 2-parameter gamma and normal distributions. By using these new critical values (or the r-code devised to calculate these critical values) we were able to meet the adopted significance level in all simulations carried out in this study. In addition, these new critical values also led to the lowest frequency of occurrence of Type II errors observed in this study. Finally, by assuming that many researchers around the world may not be familiar with statistical simulations techniques (or with the R-software), we have also provided polynomial equations that eliminate the need to use the r-codes to calculate the NKSL crit values presented in this study. We hope this study stimulates the correct use of the Lilliefors test.
