In this article, we study the so-called multi-time Hamilton-Jacobi Equations arising in Mathematical Economics. We prove, under rather natural assumptions, the existence and uniqueness of a viscosity solution to this system in the case in which the Hamiltonians depend on the space variable, extending previous results of Lions & Rochet where the Hamiltonians were allowed to depend only on the gradient variable. In addition, we show how this result immediately yields the commutation of the associated semigroups.
Introduction
The main motivation of this article is to solve the so-called multi-time first-order HamiltonJacobi Equations i.e. problems of the following form : we are looking for a real-valued function u(x, t 1 , · · · , t d ) which is defined for x ∈ IR N and t i ≥ 0, for i = 1, · · · , d, and which is solution of the system
. . .
(1) This work was partially supported by the TMR Program "Viscosity Solutions and their Applications" (2) u(x, 0, · · · , 0) = u 0 (x) in IR N .
In these equations, the nonlinearities H i (x, p), the "Hamiltonians", are continuous functions on IR N × IR N which are convex in the p-variable and u 0 ∈ W 1,∞ (IR N ). More precise assumptions will be given later on.
This type of multi-time Hamilton-Jacobi Equations arises in Mathematical Economics. We do not plan to describe here the underlying models and we refer the reader interested in the complete presentation of them to the work of Rochet [19] .
To the best of our knowledge, the only work where these kinds of problems are considered from a mathematical point of view is the article of Lions and Rochet [17] . In [17] , the case of nonlinearities H i which do not depend on x is completely solved : their arguments rely on the use of explicit formulae such as the Hopf and Oleinik-Lax formulae.
We obtain in this work results in the case when the H i depend on x and using rather natural assumptions on them. We do not know however if the conditions we are using are optimal or not. In order to be more specific, we first emphasize the connection with commutation properties of semigroups associated to Hamilton-Jacobi Equations. This will show also the difficulty one faces for getting the existence of a solution of the above system.
In order to do it, let us consider for simplicity the case d = 2. If for i = 1, 2, S H i is the semigroup associated to the equation (2) , then the solution u of the above system has to satisfy the following compatibility condition u(x, t 1 , t 2 ) = [S H 1 (t 1 ) • S H 2 (t 2 )u 0 ](x) = [S H 2 (t 2 ) • S H 1 (t 1 )u 0 ](x) ; and therefore the commutation of the semigroups is, in some sense, necessary in order to be able to solve the system, at least if one insists on solving this system in the viscosity sense. In fact this is how Lions and Rochet prove the existence and uniqueness of u in [17] i.e. by showing that, when the H i are convex and independent of x, the associated semigroups commute.
In the x-dependent case, the problem is a bit more difficult since the commutation property cannot hold for any H 1 and H 2 , even if we restrict ourselves to Hamiltonians H i 's convex in the p variable; an additional condition is required which can be understood just by looking (of course formally) at the Euler approximation of the semigroups for small time, namely
indeed, it is natural to think that if the two semigroups commute, then the first term in the formal expansion in ∆t of S ∆t
has to be 0 and this leads to the condition
Another way to introduce this Lie bracket condition is through analogous but more tedious computations in the Method of Characteristics ; this shows that it is in fact a necessary requirement on H 1 and H 2 . We want to point out that this condition is always satisfied if H 1 and H 2 do not depend on x and that to take it into account is the main difficulty here.
To solve this problem, we are going to follow an idea of Lions [15] and to address an a priori completely different problem which can be formulated in the following way. Let v(x, t, λ) be the solution of the initial value problem
where H(x, p), F (x, p) are C 1 functions which are convex with respect to p and as above u 0 ∈ W 1,∞ (IR N ). In this equation, λ > 0 is a parameter and we prove in Section 1 that, under suitable assumptions and in particular if H and F satisfy the Lie bracket condition
then, for all t ≥ 0, v(x, t, λ) is also a solution of
The connection of this result with the original problem is the following: let w(x, s, t 1 , · · · , t d ) be the solution of
then applying the above result with λ = t 1 , F = H 1 and H = t 2 H 2 + · · · t d H d for fixed t 2 , · · · , t d , we find that w(x, 1, t 1 , · · · , t d ) satisfies (1) . Repeating the same argument for each index i = 2...d, one shows in the same way that w(x, 1,
is the solution of the multi-time Hamilton-Jacobi Equations we are looking for. Therefore the surprising property (8) is the key result. We are going to prove below that this equation holds in the viscosity solutions sense. The idea of the proof can be explained in the following way : (8) can be seen as a complicated and rather precise gradient estimate, the inequality ∂v ∂λ + tF (x, D x v) ≤ 0 being obtained through some kind of Bernstein's method (See [3] ) while the inequality ∂v ∂λ + tF (x, D x v) ≥ 0 comes from ideas developed by Ley [14] for getting bound from below for the gradient; these ideas rely on properties of viscosity solutions of Hamilton-Jacobi Equations with convex Hamiltonians first pointed out by Barron and Jensen [7, 8] .
The paper is organized as follows : in Section 1, we present in a more precise way the assumptions on H and F under which (8) holds and we state the main result and its first consequences. In Section 2, we describe some extensions of these results with some of their applications among which rather exotic properties of solutions of Hamilton-Jacobi Equations. Finally the proofs of the main theorem and of its most technical extensions and applications are given in section 3.
The main result and its consequences.
Before stating our main result, we have to introduce conditions on H and F to ensure that the semigroups S H , S F and S H+λF are well-defined. Of course, this can be done in many different ways. We have chosen the framework described below in order to have the weakest possible requirements in the x-variable for the Hamiltonians but other choices can be made where our methods still apply. In this framework, the semi-groups are defined on W 1,∞ (IR N ) and we take advantage of properties of "finite speed of propagation" or "domain of dependence".
In order to be more specific, we consider the general equation
where G is locally Lipschitz continuous in IR N × IR N and the initial condition u 0 belongs to
; the unknown function w is a real-valued function defined on IR N × (0, +∞), ∂w ∂t denotes its first derivative with respect to t and D x w stands for its gradient with respect to the spatial variable x. We also write B R = {x ∈ IR N , |x| ≤ R} to denote the closed ball with radius R and center 0. In addition, we will use the following assumptions:
The first result concerns the existence and uniqueness of the solution of (11)-(12). 
where the constantK depends only on G and u 0 .
We just give a brief sketch of the proof of Proposition 1.1 since it is a routine adaptation of classical arguments (cf. for example Lions [16] or Namah & Roquejoffre [18] ) combined with "domain of dependence" type methods (cf. for example Ishii [13] or Ley [14] ).
The first step consists in making an a priori estimate on ∂w ∂t , assuming that there exists (11)- (12) on each bounded interval [0, T ]. Indeed we employ (H1) to estimate w t : we set K = ||G(x, p)|| L ∞ (IR N ×B R ) with R = ||Du 0 || ∞ . Clearly −Kt + u 0 and Kt + u 0 are respectively a sub and supersolution of (11) but since G is not assumed to be uniformly continuous in x, uniformly for p bounded, the comparison result of [13] or [14] , based on arguments of "domain of dependence", are needed to obtain
Note that since we compare Lipschitz continuous solutions on bounded domains, the local Lipschitz continuity of G with respect to x and (H1) are indeed sufficient to get these inequalities.
Then we use again the same comparison result to get
In view of (13) which provides an estimate of the right-hand side, we obtain
The equation together with (H2) finally implies a bound on ||D x w|| ∞ . Using this gradient bound and a standard truncation argument on G, one can invoke the Perron's method, with the sub and supersolutions built above, to show the existence of a solution w of (11)- (12) which is in
We now turn to our main result which requires the following additional assumption.
(H3)
The functions H and F are C 1 in IR N × IR N and satisfy
Theorem 1.1 Assume that H and F satisfy (H1), (H2), (H3) and denote by v(x, t, λ) the unique Lipschitz continuous viscosity solution of (11)- (12) with G = H + λF where λ ≥ 0. Then (i) If F is convex with respect to p for all x in IR N , then, for any t ≥ 0, v is a viscosity subsolution of ∂ξ ∂λ
(ii) If F and H are convex with respect to p for all x in IR N , then, for any t ≥ 0, v is a viscosity solution of (16)- (17).
In fact, in the second part of the result, the convexity assumption on H can be relaxed since we really need a convexity property for H + λF . Therefore we can only assume (H3') H + λF is convex in p for any x in IR N and λ ∈ (λ, +∞), but of course the equation (16) holds only for λ ∈ (λ, +∞). Remark 1.1 A careful inspection of the proof of Proposition 1.1 shows that v satisfies the gradient estimates
for some constant C Λ . In addition, one has also the following estimate
Indeed, ifC Λ is chosen sufficiently large (depending only on H, F , u 0 and
are respectively sub-and supersolution of the initial value problem associated to the Hamiltonian H + λ ′ F . Therefore
for any x ∈ IR N , t ∈ [0, +∞) and λ ∈ [0, Λ]. And this inequality yields (18) .
The proof of Theorem 1.1 is given in section 3. Now we turn to the applications.
.., H d are convex with respect to p for any x ∈ IR N and satisfy (H1), (H2) and (H3), i.e. any pair H i , H j (i ≠ j) satisfy (H3). Then there exists a unique viscosity solution of (1)- (2)- (3)- (4) in
Proof : Let U(x, s, t 1 , ..., t d ) be the unique locally Lipschitz continuous viscosity solution of
Then setting
and applying Theorem 1.1, (ii) with F = H 1 , λ = t 1 and H = t 2 H 2 + ... + t d H d and for s = 1, we deduce that u is a viscosity solution of
and repeating this argument successively for i = 2, ..., d shows that u solves the equations corresponding to H 2 , ..., H d . In addition, clearly
Hence, u is the unique viscosity solution of (1)- (2)- (3)- (4) 
Under the assumptions of Theorem 1.1 (ii), the semigroups S H and S F commute.
Proof : H and F play symmetric roles and we can consider for s, λ, µ ≥ 0 and
the uniqueness for the corresponding equation yields S µH (1) = S H (µ) and since the above equality is true for any u 0 ∈ W 1,∞ (IR N ), we obtain
Finally, exchanging the roles of H and F in the above equality, we obtain the commutation property.
Further results and extensions
A natural question is now whether assumption (H3) can be relaxed and if Theorem 1.1 still holds, for example, for locally Lipschitz continuous Hamiltonians which satisfy (15) almost everywhere. We do not know the complete answer to this question: in fact, because of (15), standard regularization arguments cannot be applied directly and we were unable to solve completely this difficulty. Anyway, we are going to provide some results in this direction and we begin by formulating a key result which is a prerequisite to the obtention of these extensions.
Proposition 2.1 Assume that (H ε ) ε and (F ε ) ε are two sequences of C 1 -Hamiltonians, convex in p for any x ∈ IR N , satisfying (H1)-(H2) uniformly in ε and such that (H3) holds for any pair (H ε , F ε ). If H ε and F ε converge locally uniformly to H and F respectively, then the semi-groups S H and S F are well-defined and commute.
The proof of this result is left to the reader since it is routine adaptation of standard stability and uniqueness arguments for viscosity solutions, which have to be combined with the ideas presented in the sketch of the proof of Proposition 1.1 and with the result of Corollary 1.2.
Of course, in the framework of Proposition 2.1, the Hamiltonians H and F do not need to be C 1 anymore and one obtains in that way results for locally Lipschitz Hamiltonians. But, as we already mentioned it above, for given locally Lipschitz nonlinearities H and F satisfying (H3) in the almost everywhere sense, to build such sequences (H ε ) ε and (F ε ) ε which fullfil the (H3)-constraint is not completely straightforward and we are only able to do it in the particular cases that we describe now. Theorem 2.1 Assume that H is a locally Lipschitz function satisfying (H1)-(H2) which is convex in p for any x ∈ IR N , and that Ψ : IR → IR is an increasing, convex continuous function. Then the semi-groups S H and S Ψ (H) commute. In particular, the semi-groups S H and S H + commute.
Proof : We apply standard regularization arguments to obtain, on one hand, a sequence of C 1 , increasing, convex functions (Ψ ε ) ε defined in IR converging locally uniformly to Ψ and, on the other hand, a sequence (H ε ) ε of C 1 -function satisfying (H1)-(H2) uniformly with respect to ε, which are convex in p for any x ∈ IR N , converging locally uniformly to H.
It is clear enough that the assumptions of Proposition 2.1 hold for the sequences (H ε ) ε and (Ψ ε (H ε )) ε . In particular, one checks easily that H ε and Ψ ε (H ε ) satisfy the Lie Bracket property of (H3). Therefore we may apply the above proposition to deduce that the semigroups S H and S Ψ (H) commute.
Before stating another result on the commutation of semigroups, we turn to an application of Theorem 2.1. then, for any t ≥ 0, S H (t)χ is the maximal viscosity solution of
In addition, if S H (t)u 0 → u uniformly in IR N as t → +∞, then u = lim t→+∞ S H (t)χ locally uniformly in IR N .
Proof : in fact, χ = lim s→+∞ S H + (s)u 0 in C(IR N ). The proof of this statement is an easy adaptation of the classical argument of Barles [5] for nonnegative Hamiltonians: indeed, Proposition 1.1 yields that S H + (s)u 0 is the unique Lipschitz continuous viscosity solution of
furthermore, we observe that S + H (s)u 0 is decreasing with respect to s and that χ is also a Lipschitz continuous viscosity solution of (22) satisfying χ(x) ≤ u 0 (x) in IR N . Thus, these remarks together with the comparison principle by Ishii [13] or Ley [14] imply
In view of these inequalities and the gradient estimates derived in the proof of Proposition 1.1, we obtain the convergence of S + H (s)u 0 toward u ∞ as s goes to +∞, locally uniformly in IR N . In addition, letting s go to +∞ in (24) yields
Finally, applying the stability property to the sequence {S H + (t)u 0 } t>0 , we verify first that u ∞ is a subsolution of (22), then, that it is in fact the maximal subsolution of (22). Thus u ∞ = χ and χ = lim s→+∞ S H + (s)u 0 in C(IR N ).
But, since S H and S H + commute because of Theorem 2.1, S H + (s)S H (t)u 0 = S H (t)S H + (s)u 0 and using again the stability property of viscosity solution, we get, letting s → +∞,
which is the first part of the result. To obtain the second part, we observe that, thanks to the contraction property for the S H + -semigroup, we have
By stability, u is a solution of H(x, D x u) = 0 in IR N and therefore of H + (x, D x u) = 0 in IR N . This implies that S H + (s)u = u for any s ≥ 0. Hence, since S H (t)u 0 → u uniformly in IR N as t → +∞, (26) yields in particular
for any compact subset K of IR N . Letting first s → +∞ in this property and using (25), we get
i.e. the result.
Remark 2.1 General conditions on H ensuring the uniform convergence of S H (t)u 0 as t → +∞ can be found in Barles and Souganidis [6] in the case of Hamiltonians and initial data which are periodic in x. The above result implies that when such a convergence result is true, the solution u which is selected for u 0 is the same as for the maximal subsolution of H(x, D x u) = 0 in IR N which is below u 0 .
We then continue with the following results on the commutation of semigroups. (ii) If H and F satisfy (H3) in the almost everywhere sense and if there exist sequences (Ψ ε ) ε , (χ ε ) ε of C 1 -functions from IR into IR, such that Ψ ε (H) and χ ε (F ) are C 1 and convex with respect to p for any x ∈ IR N and converge locally uniformly respectively to H and F , then S H and S F commute.
In the second part of Theorem 2.2, we have in mind applications to Hamiltonians like H(x, p) = a(x)|p| where a : IR N → IR is a C 1 , Lipschitz continuous function such that
for some constants α, β. Choosing Ψ ε (t) = t 1+ε leads to
which is indeed a C 1 Hamiltonian which is convex in p for any x ∈ IR N . Again we skip the proof of Theorem 2.2 (i)-(ii),since it is a routine application of Proposition 2.1 after using some easy approximation arguments.
Our last extension result concerning the commutation of semigroups is the Theorem 2.3 Assume that H and F are locally Lipschitz continuous, satisfy (H1)-(H2) and are convex in p for any x ∈ IR N . If H or F is C 1 and if H, F satisfy (H3) in the almost everywhere sense, then S H and S F commute.
One may think that the result of Theorem 2.3 just comes from the fact that if one of the Hamiltonians is C 1 , one may regularize the other one by standard arguments keeping (H3) within a small error term which can be handled in the C 1 − C 1 proof. It is partly true but the fact that H and F do not play here symmetrical roles (since one is C 1 and the other one is only locally Lipschitz continuous) will affect the proof; indeed, if v(x, t, λ, µ) is defined as in Corollary 1.2, each of the equations
will be obtained in a different way. The proof of Theorem 2.3 is given in Section 3.
We conclude this section by a rather exotic result suggested by P.L. Lions [15] .
Proposition 2.2 Assume that H(x, p) is a Lipschitz continuous function in IR N × IR N , convex
in p for any x ∈ IR N , concave in x for any p ∈ IR N . We suppose in addition that H(x, p) and F (x, p) := H(p, x) satisfy (H2). Then the unique locally Lipschitz continuous viscosity solution u(x, p, t) of
is also a viscosity solution of
and for any t ≥ 0, u(·, ·, t) is a viscosity solution of
Hamiltonians satisfying the assumptions of Proposition 2.2 are for example, the ones of the form
where h, f are convex, Lipschitz continuous functions. We do not know if u is also a viscosity solution of
In fact we think that the answer is no. Indeed, for any x and t, the function p ֏ u(x, p, t) is concave because, for any α ∈ (0, 1) and for any
is a viscosity subsolution of (27) since H is a convex function of p. Then the concavity inequality
just comes from a comparison result for viscosity solutions. This concavity property of u in p implies that u is differentiable in p at any minimum point of u − φ for any smooth test-function φ and therefore u being a viscosity solution of (29) is almost equivalent for u to be a solution in the almost everywhere sense (only the ∂u ∂t part can make a slight difference). In particular, we do not see how this property could impose some constraint on the superdifferential of u.
The proof of this Proposition is postponed to the next section since it requires the proof of the main theorem. We know from Section 1 that we need only consider those p ∈ IR N such that |p| ≤ C where C is the bound on the gradient of v. Consequently, we may assume, upon redefining, if necessary, F (x, p) for |p| large that F is coercive, i.e.
(H3.1) F (x, p)/|p| → +∞ as |p| → +∞ uniformly with respect to x ∈ IR N .
We next introduce the Legendre-Fenchel conjugate function of F defined in IR N × IR N by
In particular because (H3.1) holds, classical results imply that F * is a C 1 function of x and p and also satisfies (H3.1). Our key result is the following lemma.
Lemma 3.1 Assume that F and H satisfy (H1), (H2) and (H3) and set
(i) For all R > 0, T > 0, Λ > 0 and for ε small enough, v ε is a viscosity supersolution of
for any 0 ≤ λ ≤ Λ, where o R,T ,Λ is a function such that lim ε→0 o R,T ,Λ (ε) = 0 for any fixed R, T and Λ.
(ii) If H + λF is convex in p for any x ∈ IR N , then, for any R > 0, T > 0, Λ > 0 and for ε small enough, v ε is a viscosity subsolution of
This lemma can be interpreted in different ways: the first one is to consider that these properties on v ε are the first step for getting gradient estimates on v, the result (i) being a sophisticated version of the Bernstein type arguments developped in Barles [4] while (ii), which turns out to be an estimate from below, follows ideas introduced in Ley [14] and closely connected to the Barron-Jensen approach for first-order Hamilton-Jacobi equations with convex Hamiltonians.
The second way is really to consider that v ε is given by a Oleinik-Lax type formula and that the results (i)-(ii) are nothing but a small time approximated commutation property, ε playing the role of a time variable. Indeed (i) and (ii) mean approximately S εF (1) • S H+λF (1) ≈ S H+(λ+ε)F (1) for small ε and this is enough to produce the full result.
We are going to derive Theorem 1.1 from Lemma 3.1 by exploiting the first interpretation although it may appear less natural than the second one. Now we first assume that the lemma is true and we deduce theorem 1.1 from it. We just sketch the proof since it relies on rather classical technics: from (i), it follows that the function
is a supersolution of the equation
in addition, it is easy to check that lim t→0 v ε (x, t, λ) = v(x, 0, λ). We can invoke the comparison result of Ishii [13] or Ley [14] to prove that for every 0 ≤ λ ≤ Λ, R ′ > 0 and 0 ≤ t ≤ T , there exists R > 0 large enough such that, for ε small enough
Next (33) means that for all y ∈ IR N ,
Now if v is C 1 , for any q ∈ IR N , we choose y ∈ IR N such that
x−y εt = q and the above inequality implies
Dividing by ε and letting ε → 0, we obtain
In order to conclude, we first take the supremum in q ∈ IR N which yields
Finally, for any t > 0, R ′ > 0 and Λ > 0 we have
Now, if v is not C 1 , we rewrite (33) as
and, under this form, it is clear enough that one can perform the proof by using testfunctions. Since the proof of assertion (ii) is analogous, we will omit it.
In fact, (35) and the related inequality we obtain from part (ii) in the Lemma can be viewed as sub and super optimality conditions in the dynamic programming principle; it is worth mentioning that proving these kind of inequalities in the viscosity sense from such conditions is completely standard in the viscosity solutions framework (see [1] , [12] ). Now we turn to the proof of the lemma: we only prove (ii) since the proof of (i) follows from more classical arguments and the same computations as in the case (ii) for taking (H3) into account.
In order to simplify the argument, we observe that the Hamiltonian in (32) is convex and v ε (·, ·, λ) is Lipschitz continuous in B R × (0, T ) and therefore, it is sufficient to prove that the inequality holds in the almost everywhere sense, i.e. at each point of differentiability of v ε to deduce that v ε is a viscosity subsolution of (32). Let (x, t) ∈ B R × (0, T ) be a point of differentiability of v ε (·, ·, λ) and set
As F * satisfies (H3.1) and v ε is Lipschitz continuous in the x variable in IR N , there exists y ∈ IR N such that v ε (x, t, λ) = v(y, t, λ) + Ψ ε (x, y, t).
Besides, since v ε is differentiable at (x, t), then, in particular, (
and by classical results (see for example Barles [2] ), there exists a C 1 function Φ such that v ε − Φ has a global minimum point at (x, t) and such that
>From this property, it is easy to deduce the existence of (a, p) ∈ D − v(y, t, λ) such that a + ∂Ψ ε ∂t (x, y, t) = ∂v ε ∂t (x, t, λ) p = −D y Ψ ε (x, y, t) and D x Ψ ε (x, y, t) = D x v ε (x, t, λ).
As H + λF is convex in p for any x, we may apply the Barron-Jensen viscosity property for v at (y, t) which yields a + H(y, p) + λF (y, p) = 0.
Now we have to estimate
In order to do so, we compute the derivatives of v ε in the formulae below where we use the notation q = x−y εt :
To proceed, we recall basic facts in convex analysis: if r ∈ IR N is such that
then one has
and therefore, the last equality implies r = p and
from which we deduce ∂v ε ∂t (x, t, λ) = a − εF (x, p).
We can rewrite (37) as follows
where p 2 = εtD x F * (x, q). And taking (36) in account, we obtain
Thanks to the Lipschitz continuity of v, p and therefore r remains bounded and this implies |p 2 | = tO R,T ,Λ (ε) where the function O R,T ,Λ is such that ε −1 O R,T ,Λ (ε) is bounded as ε → 0 for any fixed R, T and Λ. From the definition of F and these properties, it is easy to deduce that
Besides, we have already noticed that
Furthermore, as F is convex,
and clearly, this supremum is achieved at r = q. Analogous properties to the one we recall for F * allow to show that
We deduce from these properties and the definition of q that we have
Then the two last brackets of (38) can both be rewritten as
where
In order to estimateQ(G), we writẽ
Computing the derivative with respect to τ and taking into account the facts that G is C 1 and that x and p remain bounded, it can easily be seen that
The above Lie Bracket is obviously equal to 0 when G = F and (H3) implies that it is also equal to 0 for G = H. Finally we obtain
and the proof of Lemma 3.1 is complete.
Remark 3.1 A careful inspection of the above proof shows that, the only purpose of (H1) and (H2) is to guarantee the existence and uniqueness of a Lipschitz viscosity solution of all the involved equations in W 1,∞ (IR N × (0, T )) whereas (H3) and (H3.1) and the fact that the solution is Lipschitz continuous in the x variable in IR N are used in an essential way to prove the commutation. In fact, the assumptions (H1) and (H2) can be replaced by any set of assumptions ensuring the existence and uniqueness of a solution in W 1,∞ loc (IR N × (0, T )) which is Lipschitz continuous in the x variable in IR N . In addition, if we deal with Hamiltonians which are Lipschitz continuous with respect to p, we may localize (H3.1) and require instead (H3.2) F (x, p)/|p| → +∞ as |p| → +∞ uniformly with respect to x ∈ B R , since we have in this framework a property of "domain of dependence" which is independent of the gradient bound on the solutions (cf. Ishii [13] or Ley [14] ).
Proof of Theorem 2.3
We suppose here that F is C 1 and H is only locally Lipschitz continuous and the first step in our demonstration will be the proof of the following Lemma.
Lemma 3.2 Let F , H be locally Lipschitz continuous in IR N × IR N and satisfy (H1), (H2). The conclusion of Lemma 3.1 remains valid if we assume that only F is C 1 and F , H satisfy (H3) in the almost everywhere sense.
Proof : of course, we just explain how to modify the proof of Lemma 3.1; the only difficulty is to estimate the term
In order to do so, we use a standard mollification argument : we consider a function
and
As H is locally Lipschitz continuous, the following estimate holds for any R > 0:
and therefore we can writẽ
Then, arguing as in the proof of Lemma 3.1, we have
But because of the definition of H η , the above expression may be rewritten as
where, in fact the integral over IR 2N is an integral over a ball centered at (x, p), whose radius is a O(tε + η). Then since F is C 1 and H is locally Lipschitz continuous, the integral can be estimated by
where m is a function such that m(s) → 0 as s → 0.
Finally, using the assumption that H, F satisfy the Lie Bracket condition almost everywhere, we haveQ
We choose for instance η = ε
3
In order to conclude, we just utilize the Barron-Jensen approach for equations with convex Hamiltonians. Indeed, if (x, t, λ, µ) is a minimum point of v − φ where φ is a smooth test-function, then, according to the first part of the proof, at the point (x, t, λ, µ), we have ∂φ ∂λ + tF (x, D x φ) = 0 ,
while Lemma 44 provides us with the equality t ∂φ ∂t − λ ∂φ ∂λ − µ ∂φ ∂µ = 0 .
As a consequence, we have for µ > 0 ∂φ ∂µ + tH(x, D x φ) = 0 .
The result then follows from the fact that a Barron-Jensen solution of such an equation is a viscosity solution and from easy arguments in order to reduce to the variables (x, µ) instead of (x, t, λ, µ).
Proof of Proposition 2.2
We first remark that, since H is Lipschitz continuous in p, the equation (27)- (28) has a unique viscosity solution in W 1,∞ loc (IR N ×(0, +∞)) thanks to the properties of "domain of dependence" which does not depend, this time, on the gradient bound on the solution (cf. Remark 3.1).
We treat only the case in which H is C 1 , the locally Lipschitz continuous case being just a consequence of easy approximation arguments.
We now write X = (x, p) and Q = (q x , q p ) where X and Q stand respectively for the spatial and the gradient variables. We then define the HamiltoniansH(X, Q) = H(x, q x ) and G(X, Q) = −H(q p , p) + H(x, q x ) which are C 1 and Lipschitz continuous in IR 2N and are obviously convex in the gradient variable. The semigroups SH = S H and S G are well-defined on W 1,∞ loc (IR N ×(0, +∞)), in particular because of the (H2)-type assumption on H and because of properties of "domain of dependence" coming from the Lipschitz continuity of H as we recall it above.
Besides, it is easy to verify thatH and G fulfil the conditions (H3) and (H3.2). Consequently, as explained in Remark 3.1, we may apply the proof of Theorem 1.1 to deduce that SH and S G commute, i.e. SH (t)S G (s)u(·, ·, 0) = S G (s)SH (t)u(·, ·, 0). Furthermore, u(x, p, 0) = p.x is a solution of (30), therefore S G (s)u(·, ·, 0) = u(·, ·, 0) and this equality yields u(x, p, t) = S G (s)u(x, p, t) for any s ≥ 0 and this means that u(·, ·, t) is also a solution of (30).
To get the result for (29), we use the Barron-Jensen property : indeed at any minimum point (x 0 , p 0 , t 0 ) of u(x, p, t) − Φ(x, p, t), one has on one hand and, as H is concave in x and Lipschitz continuous on IR N × IR N , we may apply the BarronJensen property which yields that u is a viscosity solution of (29).
Remark 3.2 A simple proof of the Barron-Jensen property for the initial value problem with a convex Hamiltonian in the gradient variable, may be found in Ley [14] .
Remark 3.3 The assumptions we impose on H in Proposition 2.2 are clearly very restrictive; it would be interesting to relax the Lipschitz continuity assumption on H but the difficulty is to preserve existence and uniqueness properties for all the involved equations and in particular for the initial value problem associated to the Hamiltonian G(X, Q).
