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SMALL REPRESENTATIONS FOR AFFINE q-SCHUR ALGEBRAS
JIE DU AND QIANG FU
Abstract. When the parameter q ∈ C∗ is not a root of unity, simple modules of affine q-Schur
algebras have been classified in terms of Frenkel–Mukhin’s dominant Drinfeld polynomials ([6,
4.6.8]). We compute these Drinfeld polynomials associated with the simple modules of an affine
q-Schur algebra which come from the simple modules of the corresponding q-Schur algebra via
the evaluation maps.
1. Introduction
Small representations of quantum affine sln are the representations which are irreducible when
regarded as representations of (non-affine) quantum sln. In other words, by the evaluation maps
[11] from UC(ŝln) to UC(gln), these representations are obtained from irreducible representations
of quantum gln. Small representations have been identified by Chari–Pressley [3] in terms of
Drinfeld polynomials whose roots are described explicitly but fairly complicatedly.
When the parameter is not a root of unity, simple representations of affine q-Schur algebras
have also been classified [6, Ch. 4] in terms of finite dimensional simple polynomial representation
for the quantum loop algebras of gln. These representations are labeled by dominant Drinfeld
polynomials in the sense of [9]. Using the evaluation maps from affine q-Schur algebras to
q-Schur algebras, every irreducible representation of a q-Schur algebra becomes an irreducible
representations of the corresponding affine q-Schur algebra. Motivated by the work of [3], we
will identify these small representations of affine q-Schur algebras in this paper by working out
precisely their associated dominant Drinfeld polynomials.
Our method uses directly evaluation maps from affine q-Schur algebras to q-Schur algebras.
By a compatibility relation with evaluation maps for quantum ŝln and gln (Proposition 5.4), we
will reproduce Chari–Pressley’s result [3, 3.5] with simplified formulas for the roots of Drinfeld
polynomials associated with small representations of UC(ŝln). In this way, the dominant Drinfeld
polynomials for small representations of affine q-Schur algebras can be easily described by their
roots in segments; see Corollary 7.3.
In a forthcoming paper, we will look at a more general question. Since every simple representa-
tions of an affine q-Schur algebra can be obtained by a generalized evaluation map from a simple
representation of a certain cyclotomic q-Schur algebra introduced by Lin–Rui [13], it would be
interesting to classify those which are inflated from semisimple cyclotomic q-Schur algebras. By
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identifying them, we would be able to construct a completely reducible full subcategory of finite
dimensional modules of an affine q-Schur algebra.
The paper is organized as follows. The first three sections are preliminary. Starting with the
definitions of the double Ringel-Hall algebra D△,C(n) and the quantum loop algebra UC(ĝln)
of gln and an isomorphism between them in §2, we discuss in §3 polynomial representations of
UC(ĝln) and the tensor space representations of D△,C(n) and present a classification of simple
modules for the affine q-Schur algebras. In §4, we look at the classification of simple modules
of the affine q-Schur algebras arising from representations of affine Hecke algebra. Evaluation
maps from affine q-Schur algebras to q-Schur algebras are defined in §5 and we also prove a
certain compatibility identity associated with the evaluation maps for quantum groups. In §6,
we reproduce naturally a result of Chari–Pressley by simplifying the formulas for the roots of
Drinfeld polynomials associated with small representations of quantum ŝln. Dominant Drinfeld
polynomials associated with small representations of affine q-Schur algebras are computed in §7.
We end the paper with an application to representations of affine Hecke algebras.
Throughout the paper, q ∈ C∗ := C\{0} denote a complex number which is not a root of unity.
For m,n ∈ Z+ := N\{0}, m 6 n, let
[m,n] = {m,m+ 1, . . . , n}, [n]q =
qn − q−n
q − q−1
, and
[
n
m
]
=
[n]q[n− 1]q · · · [n−m+ 1]q
[m]q[m− 1]q · · · [1]q
.
All algebras are over C.
2. Quantum loop algebras: a double Ringel–Hall algebra interpretation
We define two algebras by their generators and relations and give an explicit isomorphism
between them. The first algebra is constructed as a Drinfeld double of two extended Ringel–Hall
algebras.
Let (ci,j) be the Cartan matrix of affine type A and let I = Z/nZ = {1, 2, . . . , n}.
Definition 2.1 ([6, 2.2.3]). The double Ringel–Hall algebra D△,C(n) of the cyclic quiver △(n)
is the C-algebra generated by Ei, Fi, Ki, K
−1
i , z
+
s , z
−
s , for i ∈ I, s ∈ Z
+, and relations:
(QGL1) KiKj = KjKi, KiK
−1
i = 1;
(QGL2) KiEj = q
δi,j−δi,j+1EjKi, KiFj = q
−δi,j+δi,j+1FjKi;
(QGL3) EiFj − FjEi = δi,j
K˜i−K˜
−1
i
q−q−1
, where K˜i = KiK
−1
i+1;
(QGL4)
∑
a+b=1−ci,j
(−1)a
[
1− ci,j
a
]
q
Eai EjE
b
i = 0 for i 6= j;
(QGL5)
∑
a+b=1−ci,j
(−1)a
[
1− ci,j
a
]
q
F ai FjF
b
i = 0 for i 6= j;
(QGL6) z+s z
+
t = z
+
t z
+
s ,z
−
s z
−
t = z
−
t z
−
s , z
+
s z
−
t = z
−
t z
+
s ;
(QGL7) Kiz
+
s = z
+
s Ki, Kiz
−
s = z
−
s Ki;
(QGL8) Eiz
+
s = z
+
s Ei, Eiz
−
s = z
−
s Ei, Fiz
−
s = z
−
s Fi, and z
+
s Fi = Fiz
+
s ,
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where i, j ∈ I and s, t ∈ Z+. It is a Hopf algebra with comultiplication ∆, counit ε, and antipode
σ defined by
∆(Ei) = Ei ⊗ K˜i + 1⊗ Ei, ∆(Fi) = Fi ⊗ 1 + K˜
−1
i ⊗ Fi,
∆(K±1i ) = K
±1
i ⊗K
±1
i , ∆(z
±
s ) = z
±
s ⊗ 1 + 1⊗ z
±
s ;
ε(Ei) = ε(Fi) = 0 = ε(z
±
s ), ε(Ki) = 1;
σ(Ei) = −EiK˜
−1
i , σ(Fi) = −K˜iFi, σ(K
±1
i ) = K
∓1
i ,
and σ(z±s ) = −z
±
s ,
where i ∈ I and s ∈ Z+.
Let UC(ŝln) be the subalgebra generated by Ei, Fi, K˜i, K˜
−1
i for i ∈ [1, n]. This is the
quantum affine sln. Let U△(n)C (resp., U(n)C) be the subalgebra generated by Ei, Fi, Kj , K
−1
j
for i, j ∈ [1, n] (resp., i ∈ [1, n), j ∈ [1, n]). This is the (extended) quantum affine sln (resp.
quantum gln).
The second algebra follows Drinfeld [8].
Definition 2.2. The quantum loop algebra UC(ĝln) (or quantum affine gln) is the C-algebra
generated by x±i,s (1 6 i < n, s ∈ Z), k
±1
i and gi,t (1 6 i 6 n, t ∈ Z\{0}) with the following
relations:
(QLA1) kik
−1
i = 1 = k
−1
i ki, [ki, kj] = 0;
(QLA2) kix
±
j,s = q
±(δi,j−δi,j+1)x±j,ski, [ki, gj,s] = 0;
(QLA3) [gi,s, x
±
j,t] =


0 if i 6= j, j + 1,
±q−is
[s]q
s
x±i,s+t, if i = j,
∓q(1−i)s
[s]q
s
x
±
i−1,s+t, if i = j + 1;
(QLA4) [gi,s, gj,t] = 0;
(QLA5) [x+i,s, x
−
j,t] = δi,j
φ+i,s+t−φ
−
i,s+t
q−q−1
;
(QLA6) x±i,sx
±
j,t = x
±
j,tx
±
i,s, for |i− j| > 1, and [x
±
i,s+1, x
±
j,t]q±cij = −[x
±
j,t+1, x
±
i,s]q±cij ;
(QLA7) [x±i,s, [x
±
j,t, x
±
i,p]q]q = −[x
±
i,p, [x
±
j,t, x
±
i,s]q]q for |i− j| = 1,
where [x, y]a = xy − ayx and φ
±
i,s are defined by the generating functions in indeterminate u:
Φ±i (u) := k˜
±1
i exp(±(q − q
−1)
∑
m>1
hi,±mu
±m) =
∑
s>0
φ±i,±su
±s
with k˜i = ki/ki+1 (kn+1 = k1) and hi,m = q
(i−1)mgi,m − q
(i+1)mgi+1,m (1 6 i < n).
Beck [1] proved that the subalgebra, called the quantum loop algebra of sln, generated by all
x±i,s, k˜
±1
i and hi,t is isomorphic to UC(ŝln).
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Set, for each s ∈ Z+ and each i ∈ [1, n),
(2.2.1)
θ±s = ∓
1
[s]q
(g1,±s + · · ·+ gn,±s),
Xi = [x
−
n−1,0, [x
−
n−2,0, · · · , [x
−
i+1,0, [x
−
1,0, · · · , [x
−
i−1,0, x
−
i,1]q−1 · · · ]q−1 ]q−1 ]q−1 ]q−1 , and
Y1 = [· · · [[x
+
1,−1, x
+
2,0]q, x
+
3,0]q, · · · , x
+
n−1,0]q.
The following isomorphism extends Beck’s isomorphism.
Theorem 2.3 ([6, 4.4.1]). There is a Hopf algebra isomorphism1
f : D△,C(n) −→ UC(ĝln)
such that
K±1i 7−→ k
±1
i , Ej 7−→ x
+
j,0, Fj 7−→ x
−
j,0 (1 6 i 6 n, 1 6 j < n),
En 7−→ qX1k˜n, Fn 7−→ q
−1k˜−1n Y1, z
±
s 7−→ ∓sq
±sθ±s (s > 1).
It is known from [5, Rem. 6.1] that, for every 1 6 i 6 n− 1,
(2.3.1) f(En) = qX1k˜n = (−1)
i−1qXik˜n.
The following elements we define will be used in defining pseudo-highest modules in next
section.
For 1 6 j 6 n − 1 and s ∈ Z, define the elements Pj,s ∈ UC(ĝln) through the generating
functions
P
±
j (u) := exp
(
−
∑
t>1
1
[t]q
hj,±t(qu)
±t
)
=
∑
s>0
Pj,±su
±s ∈ UC(ĝln)[[u, u
−1]].
Note that
(2.3.2) Φ±j (u) = k˜
±1
j
P
±
j (q
−2u)
P
±
j (u)
.
For 1 6 i 6 n and s ∈ Z, define the elements Qi,s ∈ UC(ĝln) through the generating functions
Q
±
i (u) := exp
(
−
∑
t>1
1
[t]q
gi,±t(qu)
±t
)
=
∑
s>0
Qi,±su
±s ∈ UC(ĝln)[[u, u
−1]].(2.3.3)
Note that
P
±
j (u) =
Q
±
j (uq
j−1)
Q
±
j+1(uq
j+1)
,(2.3.4)
for 1 6 j 6 n− 1.
1Note that f |UC(ŝln) is the same map as given in [5, Prop. 6.1] as [x, y]q−1 = q
−1/2(q1/2xy−q−1/2yx). However,
the map used in [3, Prop. 2.5] is the f here followed by an automorphism of the form x±i,s 7→ a
sx
±
i,s, gi,t 7→ a
tgi,t,
and ki 7→ ki for some a ∈ C.
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3. Simple pseudo-highest weight UC(ĝln)-modules
Let V be a weight UC(ŝln)-module (resp., weight UC(ĝln)-module) of type 1. Then V =
⊕µ∈Zn−1Vµ (resp., V = ⊕λ∈ZnVλ) where
Vµ = {v ∈ V | k˜jw = q
µjw, ∀1 6 j < n} (resp., Vλ = {v ∈ V | kjw = q
λjw, ∀1 6 j 6 n}).
Nonzero elements of Vλ are called weight vectors.
Following [4, 12.2.4], a nonzero weight vector w ∈ V is called a pseudo-highest weight vector,
if there exist some Pj,s ∈ C (resp. Qi,s ∈ C) such that
(3.0.5) x+j,sw = 0, Pj,sw = Pj,sw, (resp., x
+
j,sw = 0, Qi,sw = Qi,sw).
for all s ∈ Z. The module V is called a pseudo-highest weight module if V = UC(ŝln)w (resp.,
V = UC(ĝln)w) for some pseudo-highest weight vector w.
Following [9], an n-tuple of polynomials Q = (Q1(u), . . . , Qn(u)) with constant terms 1 is
called dominant if, for 1 6 i 6 n − 1, the ratios Qi(q
i−1u)/Qi+1(q
i+1u) is a polynomial. Let
Q(n) be the set of dominant n-tuples of polynomials.
For Q = (Q1(u), . . . , Qn(u)) ∈ Q(n), define Qi,s ∈ C (1 6 i 6 n, s ∈ Z) by the following
formula
Q±i (u) =
∑
s>0
Qi,±su
±s.
Here f+(u) =
∏
16i6m(1− aiu) ⇐⇒ f
−(u) =
∏
16i6m(1− a
−1
i u
−1).
Let I(Q) be the left ideal of UC(ĝln) generated by x
+
j,s,Qi,s − Qi,s, and ki − q
λi , where
1 6 j 6 n− 1, 1 6 i 6 n, s ∈ Z, and λi = degQi(u). Define Verma type module
M(Q) = UC(ĝln)/I(Q).
Then M(Q) has a unique (finite dimensional) simple quotient, denoted by L(Q). The polyno-
mials Qi(u) are called Drinfeld polynomials associated with L(Q).
Similarly, for an (n−1)-tuples P = (P1(u), . . . , Pn−1(u)) ∈ P(n) of polynomials with constant
terms 1, define Pj,s ∈ C (1 6 j 6 n − 1, s ∈ Z) as in P
±
j (u) =
∑
s>0 Pj,±su
±s and let
µj = degPj(u). Replacing Qi,s −Qi,s, ki − q
λi by Pi,s − Pi,s, k˜i − q
µi in the above construction
defines a simple UC(ŝln)-module L¯(P). The polynomials Pi(u) are called Drinfeld polynomials
associated with L¯(P).
Theorem 3.1. (1)([9]) The UC(ĝln)-modules L(Q) with Q ∈ Q(n) are all nonisomorphic finite
dimensional simple polynomial representations of UC(ĝln). Moreover,
L(Q)|
UC(ŝln)
∼= L¯(P)
where P = (P1(u), . . . , Pn−1(u)) with Pi(u) = Qi(q
i−1u)/Qi+1(q
i+1u).
(2)([2, 4]) Let P(n) be the set of (n − 1)-tuples of polynomials with constant terms 1. The
modules L¯(P) with P ∈ P(n) are all nonisomorphic finite dimensional simple UC(ŝln)-modules
of type 1.
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Let ΩC (resp., Ωn,C) be a vector space over C with basis {ωi | i ∈ Z} (resp., {ωi | 1 6 i 6 n}).
It is a natural D△,C(n)-module with the action
(3.1.1)
Ei · ωs = δi+1,s¯ωs−1, Fi · ωs = δi,s¯ωs+1, K
±1
i · ωs = q
±δi,s¯ωs,
z
+
t · ωs = ωs−tn, and z
−
t · ωs = ωs+tn.
Hence, Ωn,C is a U(n)C-module.
Note that there is no weight vector in ΩC which is vanished by all Ei. Hence, this is not a
highest weight module in the sense of [14].
The Hopf algebra structure induces a D△,C(n)-module Ω
⊗r
C
, and hence, an algebra homomor-
phism
(3.1.2) ζ△,r : D△,C(n) −→ End(Ω
⊗r
C
).
Similarly, there is an algebra homomorphism
(3.1.3) ζr : U(n)C −→ End(Ω
⊗r
n,C).
The images S△(n, r)C = im(ζ△,r) and S(n, r)C = im(ζr) are called an affine q-Schur algebra and
a q-Schur algebra, respectively.
The study of representations of affine q-Schur algebras [6, Ch. 4] shows that all finite dimen-
sional simple UC(ĝln)-modules L(Q) constructed above are simple S△(n, r)C-modules. They are
nothing but the composition factors of all tensor spaces.
Theorem 3.2. Let Q(n)r = {Q ∈ Q(n) | r =
∑n
i=1 degQi(u)} and let Irr(S△(n, r)C) denote the
set of isoclasses of simple S△(n, r)C-modules (and hence, simple UC(ĝln)-modules under ζ△,r).
Then ⋃
r>0
Irr(S△(n, r)C) = {[L(Q)] | Q ∈ Q(n)},
and {[L(Q)] | Q ∈ Q(n)r} is a complete set of isoclasses of simple S△(n, r)C-modules. Moreover,
every L(Q) with Q ∈ Q(n)r is a quotient (equivalently, subquotient) module of Ω
⊗r
C
, and every
composition factor of Ω⊗r
C
is isomorphic to L(Q) for some Q ∈ Q(n)r.
Proof. The first assertion is the classification theorem of simple S△(n, r)C-modules (see [6, 4.5.8]).
The second assertion follows from the fact that every finite dimensional S△(n, r)C-module is a
homomorphic image of Ω⊗r
C
([6, 4.6.2]). The last assertion is clear since every composition
factor of Ω⊗r
C
is an S△(n, r)C-module and every simple S△(n, r)C-module is finite dimensional [6,
4.1.6]. 
4. Affine q-Schur algebras and their simple representations
Let S△,r be the affine symmetric group consisting of all permutations w : Z → Z such that
w(i + r) = w(i) + r for i ∈ Z. Then, S△,r ∼= Sr ⋉ Z
r, where Sr is the symmetric group on r
letters. Let Λ(n, r) = {λ ∈ Nn | r = |λ|} be the set of compositions of r into n parts and, for
λ ∈ Λ(n, r), let Sλ be the Young subgroup of Sr (or of S△,r).
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Let Λ+(n, r) be the subset of partitions (i.e. weakly decreasing compositions) in Λ(n, r). Thus,
Λ+(r) = Λ+(r, r) is the set of all partitions of r. For partition λ, let λ′ be the dual partition of
λ (so λ′i = #{j | λj > i}).
Let H△(r)C be the Hecke algebra associated with S△,r. Thus, H△(r)C has a presentation with
generators Ti,Xj (i = 1, . . . , r − 1, j = 1, . . . , r) and relations
(Ti + 1)(Ti − q
2) = 0,
TiTi+1Ti = Ti+1TiTi+1, TiTj = TjTi (|i− j| > 1),
XiX
−1
i = 1 = X
−1
i Xi, XiXj = XjXi,
TiXiTi = q
2Xi+1, XjTi = TiXj (j 6= i, i+ 1).
Let H(r)C be the subalgebra generated by all Ti. This is the Hecke algebra of Sr.
Following [17], the tensor space Ω⊗r
C
admits a right H△(r)C-module structure defined by
(4.0.1)


ωi ·X
−1
t = ωi1 · · ·ωit−1ωit+nωit+1 · · ·ωir , for all i ∈ Z
r
ωi · Tk =


q2ωi, if ik = ik+1;
qωisk , if ik < ik+1; for all i ∈ I(n, r),
qωisk + (q
2 − 1)ωi, if ik+1 < ik,
where 1 6 k 6 r−1, 1 6 t 6 r, and the action of Sr on I(n, r) := [1, n]
r is the place permutation.
Apparently, this also defines an action of H(r)C on Ω
⊗r
n,C.
The formulas of the comultiplication on z±t (2.1.1) and the first relation in (4.0.1) implies
immediately the following.
Lemma 4.1 ([6, (3.5.5.2)]). For any i = (i1, . . . , ir) ∈ Z
r,
z
+
t · ωi =
r∑
s=1
ωi1 ⊗ · · · ⊗ ωis−1 ⊗ ωis−tn ⊗ ωis+1 ⊗ · · · ⊗ ωir = ωi
r∑
i=1
Xti , and
z
−
t · ωi =
r∑
s=1
ωi1 ⊗ · · · ⊗ ωis−1 ⊗ ωis+tn ⊗ ωis+1 ⊗ · · · ⊗ ωir = ωi
r∑
i=1
X−ti .
We have the following generalization of the fact S(n, r)C = EndH(r)C(Ω
⊗r
n,C) for q-Schur alge-
bras.
Theorem 4.2 ([6, 3.8.1]). The actions of D△,C(n) and H△(r)C commute and
S△(n, r)C = EndH△(r)C(Ω
⊗r
C
) (n > 2, r > 1) and H△(r)C ∼= EndS△(n,r)C(Ω
⊗r
C
)op (n > r).
Let
xλ :=
∑
w∈Sλ
Tw.
Then, there are H△(r)C-module and H(r)C-module isomorphisms: Ω
⊗r
C
∼= ⊕λ∈Λ(n,r)xλH△(r)C
and Ω⊗rn,C
∼= ⊕λ∈Λ(n,r)xλH(r)C, which induce algebra isomorphisms:
S△(n, r)C ∼= EndH△(r)C(⊕λ∈Λ(n,r)xλH△(r)C), S(n, r)C
∼= EndH(r)C(⊕λ∈Λ(n,r)xλH(r)C).
8 JIE DU AND QIANG FU
Like the q-Schur algebras, Theorem 4.2 implies that affine q-Schur algebras play a bridging
role between representations of quantum affine gln and affine Hecke algebras. This becomes
possible since we have established the isomorphism f in Theorem 2.3 between double Ringel-
Hall algebras D△,C(n) and the quantum loop algebra UC(ĝln). We now describe how simple
S△(n, r)C-modules arise from simple H△(r)C-modules.
A segment with center a ∈ C∗ and length k is by definition an ordered sequence
[a; k) = (aq−k+1, aq−k+3, . . . , aqk−1) ∈ (C∗)k.
A multisegment is an unordered collections of segments, denoted by formal sum
p∑
i=1
[ai; νi) = [a1; ν1) + · · ·+ [ap; νp),
where, possibly, [ai; νi) = [aj ; νj) for i 6= j.
Let Sr be the set of all multisegments of total length r:
Sr = {[a1; ν1) + · · ·+ [ap; νp) | ai ∈ C
∗, p, νi > 1, r = Σiνi}.
For s =
∑p
i=1[ai; νi) ∈ Sr, let
(s1, s2, . . . , sr) ∈ (C
∗)r
be the r-tuple obtained by juxtaposing the segments in s and let Js be the left ideal of H△(r)C
generated by Xj − sj for 1 6 j 6 r. Then Ms = H△(r)C/Js is a left H△(r)C-module
2 which as
an H(r)C-module is isomorphic to the regular representation of H(r)C.
Let ν = (ν1, . . . , νp). After reordering, we may assume that ν is a partition. Then, the element
yν =
∑
w∈Sν
(−q2)−ℓ(w)Tw ∈ H△(r)C
generates the submodule H△(r)Cy¯ν ofMs which, as an H(r)C-module, is isomorphic to H(r)Cyν .
For each partition λ of r, let Eλ be the left cell module defined by the Kazhdan–Lusztig’s C-basis
[12] associated with the left cell containing w0,λ, the longest element of the Young subgroup Sλ.
Then, as an H(r)C-module,
(4.2.1) H(r)Cyν ∼= Eν ⊕ (
⊕
µ⊢r,µ⊲ν
mµ,νEµ).
Let Vs be the unique composition factor of the H△(r)C-module H△(r)Cy¯ν such that the mul-
tiplicity of Eν in Vs as an H(r)C-module is nonzero. Note that, if Vs is H(r)C-irreducible, then
Vs = Eν . We will use this fact in the last section.
We now can state the following classification theorem due to Zelevinsky and Rogawski. The
construction above follows [16].
2Strictly speaking, the module Ms depends on the order of the segments in s. However, the module Vs below
does not.
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Theorem 4.3. Let Irr(H△(r)C) be the set of isoclasses of all simple H△(r)C-modules. Then the
correspondence s 7→ [Vs] defines a bijection from Sr to Irr(H△(r)C).
Suppose n > r, we define a map
(4.3.1) ∂ : Sr −→ Q(n)r, s 7−→ Qs = (Q1(u), . . . , Qn(u))
as follows: for s =
∑p
i=1[ai; νi) ∈ Sr, let Qn(u) = 1 and, for 1 6 i 6 n− 1, define
Qi(u) = Pi(uq
−i+1)Pi+1(uq
−i+2) · · ·Pn−1(uq
n−2i),
where Pi(u) =
∏
16j6p
νj=i
(1− aju).
Here ν = (ν1, . . . , νp) is a partition of r. If µi := degPi(u) = #{j ∈ [1, p] | νj = i} and
λi := degQi(u) = #{j ∈ [1, p] | νj > i}, then λ = (λ1, . . . , λn−1, λn) = ν
′, the dual partition of
ν, and λi − λi+1 = µi for all 1 6 i < n.
This map is a bijection which gives the following identification theorem; see [6, §§4.3-5].
Theorem 4.4. Assume n > r. Then we have S△(n, r)C-module isomorphisms Ω
⊗r
C
⊗H△(r)C Vs
∼=
L(Qs) for all s ∈ Sr. Furthermore, for any n and r, the set
{Ω⊗r
C
⊗H△(r)C Vs | s = [a1; ν1) + · · ·+ [ap; νp) ∈ Sr, p > 1, νi 6 n, ∀i}
forms a complete set of nonisomorphic simple S△(n, r)C-modules.
5. Compatibility of evaluation maps
Following [11, Rem. 2], every a ∈ C∗ defines a surjective algebra homomorphism
Eva : U△(n)C → U(n)C, the quantum gln
such that, for all 1 6 i 6 n− 1 and 1 6 j 6 n,
(1) Eva(Ei) = Ei, Eva(Fi) = Fi, Eva(Kj) = Kj ,
(2) Eva(En) = aq
−1[Fn−1[Fn−2, · · · , [F2, F1]q−1 · · · ]q−1 ]q−1K1Kn,
(3) Eva(Fn) = a
−1q[· · · [[E1, E2]q, E3]q, · · · , En−1]q(K1Kn)
−1.
(5.0.1)
This is called the evaluation map at a for quantum affine sln. Note that our definition here is
exactly the same as given in [5, p.316] or [3, Prop.3.4] (cf. footnote 1).
For any a ∈ C∗, there is also an evaluation map eva : H△(r)C →H(r)C (see, e.g., [5, 5.1]) such
that
(5.0.2)
eva(Ti) = Ti, 1 6 i 6 r − 1, and
eva(Xj) = aq
−2(j−1)Tj−1 · · ·T2T1T1T2 · · ·Tj−1, 1 6 j 6 r.
Following the notation used in [10, 2.1] with r = 1 and T0 = a (in the notation there), we will
write Lj := eva(Xj). Note that the elements a
−1Lj = (q−q
−1)Lj+1 where Lj = T˜(1,j)+ T˜(2,j)+
· · ·+ T˜(j−1,j) (T˜w = q
−l(w)Tw) are the usual Murphy operators.
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We now use the evaluation map eva to induce an evaluation map e˜va from the affine q-Schur
algebra to the q-Schur algebra.
First, there is a right H△(r)C-module isomorphism Ω
⊗r
C
∼= Ω⊗rn,C ⊗H(r)C H△(r)C. Second, the
evaluation map eva : H△(r)C →H(r)C induces a natural H(r)C-module homomorphism
(5.0.3) εa : Ω
⊗r
C
→ Ω⊗rn,C, xh 7−→ x · eva(h),
for all x ∈ Ω⊗rn,C and h ∈ H△(r)C.
Proposition 5.1. The linear map
(5.1.1) e˜va : S△(n, r)C → S(n, r)C
defined by (e˜va(ϕ))(x) = εa(ϕ(x)), for any ϕ ∈ S△(n, r)C and x ∈ Ω
⊗r
n,C, is an algebra homomor-
phism.
Proof. By regarding H(r)C as a subalgebra of H△(r)C, one sees easily eva|H(r)C is the identity
map on H(r)C. This fact implies that, for any ϕ ∈ S△(n, r)C, e˜va(ϕ) is an H(r)C-module
homomorphism. To quickly see e˜va(ψϕ) = e˜va(ψ)e˜va(ϕ), we may identify Ω
⊗r
C
as the direct sum
T△(n, r) =
⊕
λ∈Λ(n,r)
xλH△(r)C
of q-permutation modules [17, Lem. 8.3], where xλ = TSλ =
∑
w∈Sλ
Tw, and take two double
coset basis elements ϕ = ϕxµλ and ψ = ϕ
y
νµ so that ϕ(xλ) = TSµxSλ = xµTxh and ψ(xµ) =
TSνySµ = xνTyh
′ for some h, h′ ∈ H(r)C, we have with T¯z = eva(Tz)
e˜va(ψϕ)(xλ) = εa(xνTyh
′Txh) = xν T¯yh
′T¯xh
= e˜va(ψ)(xµ)T¯xh = e˜va(ψ)(xµT¯xh) = e˜va(ψ)(e˜va(ϕ)(xλ))
= (e˜va(ψ)e˜va(ϕ))(xλ),
as desired. 
In order to make a comparison of representations, we need a certain compatibility relation
between the evaluation maps e˜va and Eva and the natural homomorphisms ζ△,r and ζr given in
(3.1.2) and (3.1.3). In the rest of the section, we establish such a result.
For notational simplicity, we will write the elements in Ω⊗r
C
by omitting the tensor sign ⊗.
For i = (i1, i2, . . . , ir) ∈ Z
r, λ ∈ Λ(n, r), and 1 6 j 6 λ1, let
ωi := ωi1ωi2 · · ·ωir , uλ,j = ω
j−1
1 ωnω
λ1−j
1 ω
λ2
2 · · ·ω
λn
n .
Lemma 5.2. Maintain the notation above. The action of T1T2 · · · Tk on uλ,1 is given by the
formula:
uλ,1T1T2 · · ·Tk = q
kuλ,k+1 + (q
2 − 1)
∑
16s6k
q2k−s−1uλ,s,
for all 1 6 k 6 λ1 − 1.
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Proof. We prove it by induction on k. For k = 1, the result following from the definition (4.0.1).
Suppose the result holds for any s satisfying s < k. Then, by induction, we have
uλ,1T1T2 · · ·Tk = q
k−1uλ,kTk + (q
2 − 1)
∑
16s6k−1
q2k−s−3uλ,sTk
= qk−1(quλ,k+1 + (q
2 − 1)uλ,k) + (q
2 − 1)
∑
16s6k−1
q2k−s−1uλ,s
= qkuλ,k+1 + (q
2 − 1)
∑
16s6k
q2k−s−1uλ,s,
proving the formula. 
For 3 6 k 6 n, let
(5.2.1) fk = [Fk−1[Fk−2, · · · , [F2, F1]q−1 · · · ]q−1 ]q−1
and let f2 = F1. Then Eva(En) = aq
−1fnK1Kn. For λ ∈ Λ(n, r) and 2 6 k 6 n, let
λ[1,k) = λ1 + λ2 + · · ·+ λk−1.
Lemma 5.3. For λ ∈ Λ(n, r) and 2 6 k 6 n. The action of fk on a tensor of the form
ωλ11 · · ·ω
λk−1
k−1 ωj with j ∈ [k, n]
r−λ[1,k) is given by the formula
fk · ω
λ1
1 · · ·ω
λk−1
k−1 ωj =
∑
16s6λ1
q1−sωs−11 ωkω
λ1−s
1 ω
λ2
2 · · ·ω
λk−1
k−1 ωj.
Proof. Recall that Fi acts on Ω
⊗r
C
via ∆(r)(Fi) =
∑r
s=1 K˜
−1
i ⊗ · · · ⊗ K˜
−1
i︸ ︷︷ ︸
s−1
⊗Fi ⊗ 1⊗ · · · ⊗ 1︸ ︷︷ ︸
r−s
. If
k = 2, the action F1 · ω
λ1
1 ωj =
∑
16s6λ1
q1−sωs−11 ω2ω
λ1−s
1 ωj (j ∈ [2, n]
r−λ1) follows from (3.1.1).
Assume now k > 2 and j ∈ [k, n]r−λ[1,k) . Since fk = [Fk−1, fk−1]q−1 , we have
(5.3.1) fk · ω
λ1
1 · · ·ω
λk−1
k−1 ωj = Fk−1fk−1 · ω
λ1
1 · · ·ω
λk−1
k−1 ωj − q
−1fk−1Fk−1 · ω
λ1
1 · · ·ω
λk−1
k−1 ωj.
Since
Fk−1 · ω
λ1
1 · · ·ω
λk−1
k−1 ωj =
∑
16t6λk−1
q1−tωλ11 · · ·ω
λk−2
k−2 ω
t−1
k−1ωkω
λk−1−t
k−1 ωj︸ ︷︷ ︸
ωj′
,
where j′ ∈ [k − 1, n]r−λ[1,k−1) , by induction,
fk−1Fk−1 · ω
λ1
1 · · ·ω
λk−1
k−1 ωj =
∑
16t6λk−1
16s6λ1
q2−t−sωs−11 ωk−1ω
λ1−s
1 ω
λ2
2 · · ·ω
λk−2
k−2 ω
t−1
k−1ωkω
λk−1−t
k−1 ωj.
On the other hand, by induction again,
Fk−1fk−1 · ω
λ1
1 · · ·ω
λk−1
k−1 ωj =
∑
16s6λ1
Fk−1 · q
1−sωs−11 ωk−1ω
λ1−s
1 ω
λ2
2 · · ·ω
λk−1
k−1 ωj
(noting the extra ωk−1) =
∑
16t6λk−1
16s6λ1
q1−s−tωs−11 ωk−1ω
λ1−s
1 ω
λ2
2 · · ·ω
λk−2
k−2 ω
t−1
k−1ωkω
λk−1−t
k−1 ωj
+
∑
16s6λ1
q1−sωs−11 ωkω
λ1−s
1 ω
λ2
2 · · ·ω
λk−1
k−1 ωj.
12 JIE DU AND QIANG FU
Substituting into (5.3.1) cancels the double indexed sum and yields the desired formula. 
Proposition 5.4. For a ∈ C∗, we have (ζr ◦ Eva)(En) = (e˜va ◦ ζ△,r)(En).
Proof. We need the check that the images of both sides at ωiλ are equal for all λ ∈ Λ(n, r).
Since ∆(r)(Ei) =
∑r
s=1 1⊗ · · · ⊗ 1︸ ︷︷ ︸
s−1
⊗Ei ⊗ K˜i ⊗ · · · ⊗ K˜i︸ ︷︷ ︸
r−s
,
(e˜va◦ζ△,r)(En) · ωiλ = εa(En · ωiλ) = εa(q
λn−λ1+j
∑
16j6λ1
ωj−11 ω0ω
λ1−j
1 ω
λ2
2 · · ·ω
λn
n )
=
∑
16j6λ1
qλn−λ1+j(ωj−11 ωnω
λ1−j
1 )ω
λ2
2 · · ·ω
λn
n · eva(Xj)
= aqλn−λ1+1
∑
16j6λ1
ωnω
λ1−1
1 ω
λ2
2 · · ·ω
λn
n T1T2 · · · Tj−1 = aq
λn−λ1+1
∑
16j6λ1
uλ,1T1T2 · · · Tj−1.
Now applying Lemma 5.2 yields (noting that the second sum is zero if j = 1)
(e˜va ◦ ζ△,r)(En) · ωiλ = aq
λn−λ1+1
∑
16j6λ1
(
qj−1uλ,j + (q
2 − 1)
∑
16s6j−1
q2j−s−3uλ,s
)
= aqλn−λ1+1
(
qλ1−1uλ,λ1 +
∑
16j6λ1−1
qj−1uλ,j + (q
2 − 1)
∑
16s6λ1−1
s+16j6λ1
q2j−s−3uλ,s
)
.
Since (q2 − 1)
∑
s+16j6λ1
q2j−s−3 = q2λ1−s−1 − qs−1, it follows that
(e˜va ◦ ζ△,r)(En) · ωiλ = aq
λn−λ1+1
(
qλ1−1uλ,λ1 +
∑
16s6λ1−1
q2λ1−s−1uλ,s
)
= aqλn
∑
16s6λ1
qλ1−suλ,s.
On the other hand, applying Lemma 5.3 yields
(ζr ◦ Eva)(En) · ωiλ = aq
λ1+λn−1fn · ωiλ = aq
λn
∑
16s6λ1
qλ1−suλ,s.
Hence, (e˜va ◦ ζ△,r)(En) · ωiλ = (ζr ◦ Eva(En)) · ωiλ for all λ ∈ Λ(n, r). 
Remark 5.5. We believe that the equation (ζr ◦Eva)(Fn) = (e˜va ◦ζ△,r)(Fn) holds as well. Thus,
the following diagram is commutative:
U△(n)C U(n)C
S△(n, r)C S(n, r)C
✲
✲
❄ ❄
Eva
e˜va
ζ△,r ζr
However, the proof is much more complicated than the En case. Fortunately, the Identification
Theorem we will establish requires only the compatibility for the En case.
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6. A result of Chari–Pressley
In this section, we reproduce a theorem of Chari–Pressley [3, 3.5]. There are two differences
in our approach. First, the isomorphism given in [3, 2.5] and used in the proof of [3, 3.5(2)(3)]
has been replaced by the isomorphism f given in 2.3 (see footnote 1). Second, the proof of
[3, 3.5] used a category equivalence [3, 3.2] which turns a simple UC(sln)-module into a simple
UC(gln)-moduleand, hence, a UC(ĝln)-module under the evaluation map. We directly start with
a simple q-Schur algebra module regarded as a simple UC(gln)-module with a partition as the
highest weight. It turns out that the description of the centers of the segments, which consist
of the roots of a Drinfeld polynomial, is considerably simpler under this approach.
For λ ∈ Λ+(n, r), let L(λ) be the simple S(n, r)C-module with highest weight λ.
Theorem 6.1. For a ∈ C∗ and λ ∈ Λ+(n, r), let L(λ)a be the inflated UC(ĝln)-module by the
evaluation map e˜va in (5.1.1). If L(λ)a|UC(ŝln)
∼= L¯(P) with P = (P1(u), P2(u), · · · , Pn−1(u)),
then
Pj(u) =
∏
λj+1+16s6λj
(1− aq2s−1−ju)
for 1 6 j 6 n−1. In particular, the roots of Pj(u) forms the segment [a
−1qj−λj−λj+1 ;λj −λj+1)
with center a−1qj−λj−λj+1 and length λj − λj+1. (Note that λj = λj+1 =⇒ Pj(u) = 1.)
Proof. The proof here follows that of [3, 3.5]. By Lemma 2.3, we identify D△,C(n) with UC(ĝln)
under the isomorphism f . Thus, Fj = x
−
j,0, Ej = x
+
j,0, and Ki = ki, for all 1 6 j 6 n − 1,
1 6 i 6 n. With the notation in (5.2.1), we have Eva(En) = aq
−1fnK1Kn.
Fix i ∈ [1, n − 1]. Recall from (2.2.1) the notation Xi. Then (2.3.1) becomes En =
(−1)i−1qXik˜n. If w0 is a highest weight vector in L(λ)λ, then, by Proposition 5.4,
(−1)i−1qλn−λ1+1Xiw0 = e˜va ◦ ζ△,r(En) · w0 = ζr ◦ Eva(En) · w0 = aq
λ1+λn−1fnw0.
Thus,
(6.1.1) Xiw0 = (−1)
i−1aq2(λ1−1)fnw0.
Let µ = (µ1, · · · , µn−1) with µi = λi − λi+1 and define recursively
Xi,j =

[F1, [F2, · · · , [Fi−1, x
−
i,1]q−1 · · · ]q−1 ]q−1 , if j = i;
[Fj ,Xi,j−1]q−1 , if i+ 1 6 j 6 n− 1.
Then, Xi,n−1 = Xi and
En−1Xi = En−1Fn−1Xi,n−2 − q
−1Xi,n−2En−1Fn−1
=
(
Fn−1En−1 +
k˜n−1 − k˜
−1
n−1
q − q−1
)
Xi,n−2 − q
−1Xi,n−2
(
Fn−1En−1 +
k˜n−1 − k˜
−1
n−1
q − q−1
)
.
By (QGL2), we see that
k˜n−1−k˜
−1
n−1
q−q−1
Xi,n−2 = Xi,n−2
qk˜n−1−q
−1
k˜
−1
n−1
q−q−1
. Hence,
En−1Xiw0 = ([µn−1 + 1]− q
−1[µn−1])Xi,n−2w0.
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Inductively, we obtain
Ei+1Ei+2 · · ·En−1Xiw0 =
∏
i+16s6n−1
([µs + 1]− q
−1[µs])Xi,iw0
and, similarly,
Ei−1Ei−2 · · ·E1Xi,iw0 = Ei−1Ei−2 · · ·E1[F1, [F2, · · · , [Fi−1, x
−
i,1]q−1 · · · ]q−1 ]q−1w0
=
∏
16s6i−1
([µs + 1]− q
−1[µs])x
−
i,1w0.
Hence,
Ei−1 · · ·E2E1Ei+1Ei+2 · · ·En−1Xiw0 =
∏
16s6n−1
s6=i
([µs + 1]− q
−1[µs])x
−
i,1w0.(6.1.2)
On the other hand,
Ei−1 · · ·E2E1Ei+1Ei+2 · · ·En−1fnw0 =
∏
i+16s6n−1
([µs + 1]− q
−1[µs])Ei−1 · · ·E2E1fi+1w0
=
∏
i+16s6n−1
([µs + 1]− q
−1[µs])
×
∏
16s6i−1
([µs]− q
−1[µs + 1])Fiw0.
This together with (6.1.1) and the fact that∏
16s6i−1
[µs]− q
−1[µs + 1]
[µs + 1]− q−1[µs]
= (−1)i−1q2(λi−λ1)−i+1
implies that
x−i,1w0 = aq
2λi−i−1Fiw0.
Applying Ei to the above equation and noting φ
−
i,1 = 0 yields
(6.1.3) φ+i,1w0 = aq
2λi−i−1(qµi − q−µi)w0.
By the corollary in [3, 3.5], we may assume
Pi(u) =
∏
16j6µi
(1− biq
2j−µi−1u).
Thus,
qµi
Pi(q
−2u)
Pi(u)
= qµi + qµibi(q
µi−1 − q−µi−1)u+O(u2).
This together with (2.3.2) and (6.1.3) implies that
aq2λi−i−1(qµi − q−µi) = qµibi(q
µi−1 − q−µi−1).
Hence, bi = aq
λi+λi+1−i and
Pi(u) =
∏
16j6µi
(1− aq2(λi+1+j)−1−i) =
∏
λi+1+16s6λi
(1− aq2s−1−iu),
as required. 
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7. An Identification Theorem
We now compute the dominant Drinfeld polynomials Q = (Q1(u), . . . , Qn(u)) such that the
UC(ĝln)-module L(λ)a
∼= L(Q). By Theorem 6.1, it remains to compute Qn(u). This will be
done by the action of the central elements z±t on a highest weight vector w0 ∈ L(λ).
We first apply a result of James–Mathas to compute the action of z±t on the simple S(n, r)C-
module L(λ) via the evaluation map e˜va in (5.1.1).
The Hecke algebra H(r)C of the symmetric groups Sr admits a so-called Murphy’s basis [15]
{xs,t := T
∗
d(s)xλTd(t) | s, t ∈ T
s(λ), λ ∈ Λ+(r, r)},
where T s(λ) is the set of all standard λ-tableaux, ∗ is the anti-involution satisfying T ∗i = Ti,
and d(t) is the permutation mapping the standard λ-tableau tλ (obtained by filling 1, 2, . . . , r
from left to right down successive row) to t. The subspace H⊲λ of H(r)C spanned by {xst |
s, t ∈ T s(µ), µ ⊲ λ} is a two sided ideal of H(r)C. Let S
λ = xλH(r)C/(xλH(r)C ∩H
⊲λ). Then
Sλ ∼= yλ′Twλ′xλH(r)C (see, e. g., [7, §3]).
Similarly, for partition λ of r, let T ss(λ, n) (resp. T ss(λ, µ)) be the set of all semistandard
λ-tableaux with content in [1, n] (resp., of content µ). Then, the tensor space Ω⊗rn,C can be
identified with
T(n, r) = ⊕µ∈Λ(n,r)xλH(r)C,
and the Murphy basis induces a basis (see, e.g., [10])
{mS,t | (S, t) ∈ T
ss(λ, n)× T s(λ), ∀λ ∈ Λ+(n, r)}.
Fix a linear ordering on Λ+(n, r) = {λ(1), λ(2), . . . , λ(N)} which refines the dominance ordering
D, i.e., λ(i) ⊲ λ(j) implies i < j. For each 1 6 i 6 N , let Ti denote the subspace of T spanned
by all mS,t such that (S, t) ∈ T
ss(λ, n)× T s(λ) for some λ ∈ {λ(1), . . . , λ(i)}. Then we obtain a
filtration by S(n, r)C-H(r)C-subbimodules:
(7.0.4) 0 = T0 ⊆ T1 ⊆ · · · ⊆ TN = T(n, r)
such that Ti/Ti−1 ∼= L(λ
(i))⊗ Sλ
(i)
as S(n, r)C-H(r)C-bimodules.
For λ = λ(i), S ∈ T ss(λ, n), s ∈ T s(λ), Tλ ∈ T ss(λ, λ), and tλ as above, let ϕS = mS,tλ +Ti−1
and ψs = mTλ,s + Ti−1. Then
W λ := S(n, r)CϕTλ
is a simple S(n, r)C-module, isomorphic to L(λ), and {ϕS}S∈T ss(λ,n) forms a basis for W
λ. Since
m
Tλ,tλ = xλ, ϕTλH(r)C = ψtλH(r)C
∼= Sλ with basis {ψs}s∈T s(λ).
Since z±t are central elements in UC(ĝln), it follows that (e˜va ◦ζ△,r)(z
±
t ) are central in S(n, r)C.
By Schur’s Lemma, (e˜va ◦ ζ△,r)(z
±
t ) acts on W
λ by a scalar c±t (λ). We now compute this scalar.
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Lemma 7.1. Let λ ∈ Λ+(n, r) and t a positive integer. If (e˜va ◦ ζ△,r)(z
±
t ) acts on W
λ by
c±t (λ) ∈ C, then
c±t (λ) = a
±t
∑
16i6n
16j6λi
q±2t(j−i).
Proof. Under the H△(r)C-module isomorphism Ω
⊗r
C
∼= T△(n, r) and its restriction giving an
H(r)C-module isomorphism Ω
⊗r
n,C
∼= T(n, r), we identify the two H△(r)C-modules and the two
H(r)C-modules. In particular, the tensor ωiλ identifies q
−ℓ(w0,λ)x
Tλ,tλ = q
−ℓ(w0,λ)xλ, where
iλ = (1, . . . , 1︸ ︷︷ ︸
λ1
, . . . , n, · · · , n︸ ︷︷ ︸
λn
) and w0,λ is the longest element in Sλ.
Suppose (e˜va ◦ ζ△,r)(z
±
t ) · ϕTλ = c
±
t (λ)ϕTλ . Then
(7.1.1) (e˜va ◦ ζ△,r)(z
±
t )(xλ) ≡ c
±
t (λ)xλ mod Ti−1.
On the other hand, by Lemma 4.1,
(e˜va ◦ ζ△,r)(z
±
t )(xλ) = e˜va(ζ△,r(z
±
t ))(xλ) = εa(z
±
t · xλ) = εa(xλ ·
r∑
s=1
X±tt ) = xλ ·
r∑
s=1
L±tt ,
where Ls = eva(Xs) ∈ H(r)C for all 1 6 s 6 r. By [10, 3.7], we have
xλ · Ls ≡ restλ(s)xλ mod xλH(r)C ∩H
⊲λ,
where, if s in tλ is at row i and column j, then res
tλ(s) = aq
2(j−i) is the residue3 at s. Thus,
(e˜va ◦ ζ△,r)(z
±
t )(xλ) =
∑
16s6r
xλ · L
±t
s ≡
∑
16s6r
(res
tλ(s))
±txλ mod T
i−1.
Comparing this with (7.1.1) yields
c±t (λ) =
∑
16s6r
(res
tλ(s))
±t = a±t
∑
16i6n, 16j6λi
q±2t(j−i),
as desired. 
Theorem 7.2. For a ∈ C∗ and λ ∈ Λ+(n, r), suppose L(λ)a ∼= L(Q) for some Q ∈ Q(n)r.
Then Q = (Q1(u), · · · , Qm(u), 1, . . . , 1), where m is the number of parts of λ,
Qi(uq
i−1)
Qi+1(uqi+1)
=
∏
λi+1+16s6λi
(1− aq2s−1−iu),
for all 1 6 i 6 m− 1, and Qm(u) =
∏
16s6λm
(1− aq2(s−m)u).
Proof. Since e˜va is surjective, L(λ)a is an irreducible S△(n, r)C-module. Thus, by [6, 4.5.8], there
exists Q = (Q1(u), · · · , Qn(u)) ∈ Q(n)r such that L(λ)a ∼= L(Q). For 1 6 j 6 n− 1, let
Pj(u) =
Qj(uq
j−1)
Qj+1(uqj+1)
.
3The q,Q1 in [10] are q
2, a here.
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By Theorems 3.1 and 6.1 we have, for 1 6 j 6 n− 1,
Pj(u) =
∏
λj+1+16s6λj
(1− aq2s−1−ju).
Thus, if m < n, then Pj(u) = 1, for all m+ 1 6 j < n. Hence, Qi(u) = 1 for all m < i 6 n and
(7.2.1)
Q1(u) = P1(u)P2(uq) · · ·Pm−1(uq
m−2)Pm(uq
m−1),
Q2(u) = P2(uq
−1) · · ·Pm−1(uq
m−4)Pm(uq
m−3),
· · · · · · · · ·
Qm−1(u) = Pm−1(uq
−m+2)Pm(uq
−m+3),
Qm(u) = Pm(uq
−m+1).
In particular, Qm(u) = Pm(uq
−m+1) =
∏
16s6λm
(1− aq2(s−m)u), as required in this case.
We now assume m = n. Then we have recursively,
Qi(u) = Pi(uq
−i+1)Pi+1(uq
−i+2) · · ·Pn−1(uq
n−2i)Qn(uq
2(n−i)),
for all 1 6 i 6 n. We now compute Qn(u).
Let w0 be a nonzero vector in L(λ)λ. Since z
+
t =
tqt
[t]q
∑
16i6n gi,t under the isomorphism f in
Lemma 2.3, Lemma 7.1 implies
tqt
[t]q
∑
16i6n
gi,t · w0 = c
+
t (λ)w0 = (e˜va ◦ ζ△,r(z
+
t ))w0 = a
t
∑
16i6n
16j6λi
q2t(j−i)w0.
Thus, by (3.0.5), Q+i (u) · w0 = Qi,sw0 for all s > 0 give an identity in L(λ)[[u]]:∏
16i6n
Qi(u)w0 =
∏
16i6n
Q
+
i (u) · w0.
However, by (2.3.3),
∏
16i6n
Q
+
i (u) · w0 = exp
(
−
∑
t>1
1
[t]q
( ∑
16i6n
gi,t
)
(uq)t
)
w0
= exp
(
−
∑
16i6n
16j6λi
∑
t>1
1
t
(auq2(j−i))t
)
w0
=
∏
16i6n
16j6λi
exp
(
−
∑
t>1
1
t
(auq2(j−i))t
)
w0
=
∏
16i6n
16j6λi
(
1− auq2(j−i)
)
w0.
Hence,
(7.2.2)
∏
16i6n
Qi(u) =
∏
16i6n
∏
16j6λi
(
1− aq2(j−i)u
)
.
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Since Qi(u) = Pi(uq
−i+1)Pi+1(uq
−i+2) · · ·Pn−1(uq
n−2i)Qn(uq
2(n−i)), we have∏
16i6n
Qi(u) =
∏
16k6n−1
(
Pk(uq
−k+1)Pk(uq
−k+3) · · ·Pk(uq
k−1)
) ∏
06l6n−1
Qn(uq
2l).(7.2.3)
Now, ∏
16k6n−1
(
Pk(uq
−k+1)Pk(uq
−k+3) · · ·Pk(uq
k−1)
)
=
∏
16k6n−1
∏
16i6k
λk+1+16j6λk
(1− aq2(j−i)u)
=
∏
16i6n−1
∏
i6k6n−1
λk+1+16j6λk
(1− aq2(j−i)u)
=
∏
16i6n−1
∏
λn+16j6λi
(1− aq2(j−i)u).
This together with (7.2.2) and (7.2.3) implies that∏
06l6n−1
Qn(uq
2l) =
∏
16i6n
∏
16j6λn
(1− aq2(j−i)u).
Hence, we have in L(λ)[[u]]:∏
06l6n−1
Qn(uq
2l) · w0 =
∏
06l6n−1
Qn(uq
2l)w0 =
∏
16i6n
16j6λn
(1− aq2(j−i)u)w0.
On the other hand, by (2.3.3) again,
(7.2.4)
∏
06l6n−1
Qn(uq
2l) · w0 = exp
(
−
∑
t>1
1
[t]q
gn,t
( ∑
06l6n−1
q2lt(uq)t
))
· w0
Applying ln( ) formerly yields,
−
∑
t>1
1
[t]q
gn,t
( ∑
06l6n−1
q(2l+1)t
)
ut · w0 =
∑
16i6n
16j6λn
ln(1− aq2(j−i)u)w0
= −
∑
t>1
( ∑
16i6n
16j6λn
1
t
(aq2(j−i))t
)
utw0.
Equating coefficients of ut gives
1
[t]q
gn,t
∑
06l6n−1
q(2l+1)t · w0 =
1
t
∑
16i6n
16j6λn
(aq2(j−i))tw0.
Since ∑
16j6λn
n∑
i=1
(aq2(j−i))t =
∑
16j6λn
atq2(j−1)t(1− q−2tn)
1− q−2t
and
∑
06l6n−1 q
(2l+1)t = q
2tn−1
qt−q−t
, it follows that
gn,t · w0 =
[t]q
t
∑
16j6λn
(aq2j−2n−1)tw0.
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Substituting it in (7.2.4) gives
Qn(u) · w0 = exp
(
−
∑
t>1
1
t
∑
16j6λn
(aq2(j−n)u)t
)
w0
=
∏
16j6λn
(1− aq2(j−n)u)w0.
Hence, we obtain Qn(u) =
∏
16j6λn
(1− aq2(j−n)u). 
Now, (7.2.1) together with Theorem 6.1 implies immediately the following.
Corollary 7.3. Suppose a ∈ C∗ and λ ∈ Λ+(n, r) has m parts. If L(λ)a ∼= L(Q) for some
Q ∈ Q(n)r, then, for all 1 6 i 6 m, Qi(u) is the polynomial with degree λi, constant 1, and
roots forming the segment [a−1q−λi+2i−1;λi).
8. Application to affine Hecke algebras
By the evaluation map eva : H△(r)C → H(r)C defined in (5.0.2), every H(r)C-module N
defines a H△(r)C-module Na. We now identify the simple H△(r)C-modules (Eµ)a for every
partition µ and a ∈ C∗ in terms of multisegments in Sr. Recall from [12, Th. 1.4] that the left
cell modules Eλ (λ ∈ Λ
+(r)) defined in (4.2.1) form a complete set of simple H(r)C-modules.
By Theorem 7.2, we may define a map
∂˜ : Λ+(n, r)× C∗ −→ Q(n)r, (λ, a) 7−→ Q(λ, a) = (Q1(u), . . . , Qn(u)),
where Qn(u) =
∏
16k6λn
(1− aq2(k−n)u) and Pi(u) =
Qi(uqi−1)
Qi+1(uqi+1)
=
∏
λi+1+16k6λi
(1− aq2k−1−iu)
for 1 6 i 6 n − 1. If n > r and λ = (λ1, . . . , λm) has m(6 r) parts, then Q(λ, a) has the form
(Q1(u), . . . , Qm(u), 1, . . . , 1) as in (7.2.1). We now compute ∂
−1(Q(λ, a)).
Lemma 8.1. Let n > r. Suppose the map ∂−1 ◦ ∂˜ : Λ+(r) × C∗ −→ Sr is given by (λ, a) 7−→
s(λ, a) and λ has m parts. Then
s(λ, a) =
m∑
i=1
∑
λi+1+16k6λi
[aq2k−1−i; i),
and the partition associated with s(λ, a) is λ′.
Proof. Since the (inverses of the) roots of Pi(u) are
{aq2k−1−i | λi+1 + 1 6 k 6 λi},
by the definition of ∂, s(λ, a) consists of λi − λi+1 segments with length i and centers
aq2k−1−i, λi+1 + 1 6 k 6 λi, for all 1 6 i 6 m. 
Recall from (4.2.1) that, for each µ ∈ Λ+(r), Eµ is the left cell module for H(r)C defined
by Kazhdan–Lusztig’s C-basis [12] associated with the left cell containing w0,µ, where w0,µ is
the longest element in Sµ. If Sµ denotes the Specht module contained in H(r)Cxµ (so that
Sµ = H(r)Cyµ′Twµ′xµ), then Sλ′
∼= Eλ.
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Proposition 8.2. For a ∈ C∗ and λ ∈ Λ+(r). Let s = s(λ, a) as above. Then (Sλ)a ∼= Vs.
Proof. Assume n > r. Then there is an idempotent e ∈ S(n, r)C such that eS(n, r)Ce ∼= H(r)C.
This algebra isomorphism gives rise to the so-called Schur functor from the category of finite
dimensional S(n, r)C-modules to the category of finite dimensional H(r)C-modules by sending
N to eN . By Theorems 4.4 and 7.2, we have
L(λ)a ∼= L(Q) ∼= Ω
⊗r
C
⊗H△(r)C Vs,
where Q = Q(λ, a). Restriction gives an S(n, r)C-module isomorphism L(λ) ∼= Ω
⊗r
n,C ⊗H(r)C Vs.
By applying Schur’s functor, we see that H(r)C-module Vs is irreducible. Hence, Vs = Eλ′ .
Therefore, (Sλ)a ∼= Vs. 
Corollary 8.3. (1) For any partition λ ∈ Λ+(r) and n > r, if L(λ) is the simple S(n, r)C-module
with highest weight λ, then eL(λ) ∼= Sλ.
(2) If Q ∈ Q(n)r and λ = (degQ1, . . . ,degQn), and µ is a weight of L(Q), then µE λ under
the dominance order E.
Proof. Statement (1) follows the proof above. It remains to prove the second statement. By
applying another type of Schur functor, we may assume n > r. Thus, L(Q) ∼= Ω⊗r
C
⊗H△(r)C Vs,
for some s ∈ Sr such that Q = Qs, and λ
′ is the partition associated with s. Since, as a H(r)C-
module, Vs ∼= Eλ′ ⊕ (⊕ν⊲λ′nν,λEν) by (4.2.1). Thus, as a UC(gln)-module, the first assertion
implies
L(Q) ∼= L(λ)⊕ (⊕ν⊲λ′nν,λΩ
⊗r
n,C ⊗ Sν′)
∼= L(λ)⊕ (⊕ν⊲λ′nν,λL(ν
′)),
where the second sum is over ν with Ω⊗rn,C ⊗ Sν′ 6= 0. Now, since ν ⊲ λ
′ implies ν ′ ⊳ λ and the
weight spaces of L(Q) as UC(ĝln)-module or as UC(gln) are the same, our assertion follows. 
Part (2) of the result above is [6, Lem. 4.5.1]. The proof here is different.
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