The problem of electronic energy transfer in a network of two-level systems coupled to a single trapping site is investigated using a simple Haken-Strobl model with diagonal disorder. The goal is to illustrate how the trapping time T trap , coherence time T d , and molecular topology all affect the overall efficiency of a light-harvesting network. Several issues are identified that need to be considered in the design of an optimal energy transfer network, including the dephasing-induced decoupling the trap from the rest of the network, the nonlinear dependence of trapping rate on the coherence time, and the role of network size and connectivity in determining the effect of the coherence time on efficiency. There are two main conclusions from this work. First, there exists an optimum combination of trapping time and coherence time, which will give the most rapid population transfer to the trap. These values are not in general the shortest trapping time and the longest coherence time, as would be expected based on rate equation models and/or simple considerations from previous analytical results derived for the Haken-Strobl model in an infinite system. Second, in the coherent regime, where T d is longer than the other relevant timescales, population trapping in a finite system can be suppressed by quantum interference effects, whose magnitude is sensitive to the molecular geometry. Suggestions for possible methods of observing such effects are discussed. These results provide a qualitative framework for quantum coherence and molecular topology into account for the design of covalent light-harvesting networks with high energy transfer efficiencies.
I. INTRODUCTION
Electronic energy transfer ͑EET͒ through multichromophoric assemblies plays a central role in technologies ranging from light-emitting diodes to chemical sensors. Another important application is solar energy conversion, and there is a considerable effort directed toward synthesizing light-harvesting molecules which mimic nature's photosynthetic apparatus. In most cases, such synthetic light harvesters consist of organic chromophores covalently linked together in a specific geometry, for example, a chain, a ring, or a branched dendrimer architecture. 1 After absorbing a photon, the energy is rapidly transferred through the network to a single trapping site, usually a low energy chromophore whose fluorescence indicates that energy trapping has occurred, although charge separation has also been demonstrated in dendrimer systems. The efficiency of light harvesting depends on the rate of energy transfer to the trapping site, and thus one goal of this research is to optimize the EET rate through the donor network. In order to design improved light-harvesting molecules, two interrelated questions must be addressed.
The first question concerns the mechanism of the energy transfer: does it proceed by incoherent hopping from site to site, e.g., by Forster transfer, or does quantum mechanical coherence play a role through delocalized excitonic wave functions? In practice, this question really boils down to the ratio of two time scales: h/V, the transfer rate due to the intermolecular interaction V, and ⌫ d ϭ1/T d , the intersite dephasing rate, usually taken to be the electronic dephasing rate due to perturbations from intramolecular and solvent nuclear degrees of freedom. 2 Forster and others have shown how to interpolate between the coherent and incoherent limits for bimolecular energy transfer, 3, 4 and the extension to multiple two-level systems is straightforward, having been pioneered by Grover and Silbey, Haken and Strobl, and others. [5] [6] [7] [8] When the electronic excitation is strongly coupled to intramolecular vibrations, as is often the case, the problem becomes considerably more complicated. 9 But even in the simplest case of coupled two-level systems, a good qualitative picture of how increasing T d , and thus the coherence of the EET, actually enhances the overall trapping rate in a finite network is lacking. Now that there is evidence that coherent transfer may play a role in some multichromophoric dendrimers, [10] [11] [12] the question of under what circumstances electronic coherence actually accelerates energy trapping has become experimentally relevant.
A second question is how the geometric arrangement and connectivity of the light-harvesting chromophores within a synthetic light-harvesting network affect its overall efficiency. Nature uses a variety of motifs, from rings to cylinders to collections of chromophores randomly oriented in three-dimensional space. Several workers have investigated the role of geometry in synthetic light-harvesting arrays in the incoherent, rate equation limit, 13, 14 while others have employed a random walk or mean-first-passage time approach [15] [16] [17] In the incoherent limit, a master equation ap-proach leads to localized, nearest neighbor dynamics where each site feeds population towards the trap independently of what distant sites are doing. In the coherent limit, where wave functions can extend over the entire assembly, one anticipates that quantum mechanical interference effects can lead to nonlocal behavior when T d is large. In other words, geometries which optimize EET for incoherent light harvesters may not optimize EET in those which undergo coherent transfer.
In this paper, we employ a simple version of the wellknown Haken-Strobl ͑HS͒ model to investigate energy transfer and trapping in finite systems of different geometries and connectivities. This model has the simple rate equation approach as one limit, but is not limited to purely incoherent transfer processes. Early work by Pearlstein and co-workers also dealt with energy transfer in the purely incoherent and coherent regimes, 18, 19 as well as the partially coherent regime, 20 and the current paper can be seen as an extension of that work using numerical methods. More complicated models have been applied to the problem of energy transport in the bacterial light-harvesting complex [21] [22] [23] [24] [25] [26] [27] and dendrimers. 28, 29 Our goal is to use the simplest model, with a small number of free parameters, to treat the general problem of optimizing the energy trapping time in simple lightharvesting architectures. By investigating how the EET dynamics depend on variable such as the size of the array N, the decoherence time T d , and the transfer time to the trap T trap , we can investigate how the transition from coherent EET (VT d /hӷ1) to incoherent EET (VT d /hӶ1) affects the overall trapping rate. We also examine the interplay between the coherence and topology in such systems. The present work is not intended to quantitatively describe an experimental light-harvesting molecule, but rather to provide a framework for understanding how and when issues such as coherence, trapping rates, and molecular connectivity may be important for the design of improved energy transfer systems. In general, both the mechanisms of the EET, determined by the local interactions between chromophore units, and the role of chromophore architecture, must be understood in order to design improved light-harvesting molecules.
II. THEORETICAL MODEL AND METHODS
A simple physical model of a linear chain of identical chromophores with a trap at one end is depicted in Fig. 1 . This model consists of a series of two-level systems coupled by the interaction V, and exciton diffusion along this chain can occur via either coherent or incoherent motion, or some combination of both. To model exciton motion along the chain, we utilize a density matrix model developed by Silbey, Haken and Strobl, and others which describes both the coherent and incoherent regimes of exciton motion. [5] [6] [7] This model is similar to the model used by Reineker and coworkers to describe dendrimer photophysics, 28, 29 with the additional feature that the effects of a trapping site are explicitly included. The Hamiltonian for a one-dimensional chain of chromophores, in the site-basis representation, can be written as
where ͉n͘ denotes a single excitation on the nth chromophore, e n is the energy of an exciton on site n, and V is the coupling between two sites as given by the exchange interaction integral. This Hamiltonian only allows for nearest-neighbor interactions and the resulting transfer between adjacent sites is purely coherent in nature. Diagonalization of this Hamiltonian leads to stationary, delocalized exciton states.
In the most general Haken-Strobl formulation, interaction of the exciton with phonons leads to time-dependent fluctuations in both the energy of the exciton e n and the coupling V. In this paper, we only consider fluctuations in ⑀ n ͑dynamic diagonal disorder͒ and assume a constant V. This leads to the time-dependent Hamiltonian
where the energy fluctuation ␦ n (t) is assumed to be a stochastic Gaussian-Markovian process. H is a special case of a more general model of exciton dynamics first derived by Silbey and co-workers and Haken and Strobl. In our model, only dynamic diagonal disorder ͑local scattering͒ is taken into account. Static disorder (⑀ n ⑀ n Ј ) and off-diagonal disorder (V const.) are neglected in order to minimize the number of free parameters. The Heisenberg equation of motion for the density matrix operator is given by
and we use the basis functions fom the site representation, with nm ϵ͗n͉͉m͘. The energy fluctuations of one site are assumed to be uncorrelated with those on neighboring sites, but obey Gaussian-Markovian statistics on a single site, leading to If we further assume that fluc is much shorter than any other event in the system, i.e., the energy transfer and the trapping times, we have a white noise bath and the effect of ␦(t) can be taken into account using a single parameter
Under these approximations, the Heisenberg equation can be written in matrix notion as
͑6͒
This equation can be further simplified by taking all chromophores in the chain to be identical and setting the energy of the exciton ⑀ n to zero. Relaxation of the exciton population is described by an exponential decay with time constant
͑7͒
Note that the total dephasing rate is increased by the population relaxation using the standard result of Redfield theory, 31 1
In the limit that T d →0, it is straightforward to show that the off-diagonal density matrix terms follow the diagonal population terms exactly, and can be eliminated from explicit consideration. In this case, the Liouville equations reduce to a set of coupled population equations where the population exchange rate is given by
. 4, 32, 33 This incoherent transfer rate can also be derived from the expression for Forster energy transfer assuming Vϭ/R 3 ͑dipole-dipole coupling͒ and calculating the spectral overlap resulting from two unshifted Lorentzian line shapes with a full width at half maximum of 2/T d . Of course, in the two-level systems considered here, there is no Stokes shift between the absorption and emission.
The presence of a low-energy trap on one end of a linear chain of N chromophores, as depicted in Fig. 1 , is included by the addition of a term to move population from the last site to the trap, as well as terms to account for dephasing of the coherence induced by the trap. These terms modify the density matrix elements involving the Nth site such that
͑9͒
where n and m range from 1 to N. The time dependence of the trap population is taken to be
where T trap is the trapping time. The extension of Eqs. ͑9͒ and ͑10͒ to more complicated geometries, like those depicted in Fig. 5 , is straightforward. The equations of motion ͑8͒-͑10͒ can be solved by assuming a general solution of the form
which reduces the solution of the system of differential equations to the eigenvalue problem
where L is the matrix of the coefficients squared, R is a column matrix containing the eigenvalues and are the eigenvectors. The resulting (N 2 ϩ1)ϫ(N 2 ϩ1) matrix of coefficients is diagonalized numerically using MATLAB and the corresponding eigenvalues and eigenvectors are obtained. The time dependence of the population at site n is then obtained from the evolution of the eigenvectors
where c l are the coefficients determined by the initial conditions, nn (l) are the independent eigenvectors, and R l are the corresponding eigenvalues. These calculations are done numerically in MATLAB. The initial conditions always correspond to a single excited donor site on the chain. In general, the dynamics of the trap population are nonexponential. We define the effective trapping time. 1/T trap (eff) ϭk trap (eff) , as the time required for the fraction 1/e 2 of the original population to remain untrapped. This criterion corresponds to 86% of the total population transferred to the trap, given either excitation starting at a single site or averaged over all sites equally excited. This definition of the effective trapping time is different from the usual 1/e time because the trajectories are often nonexponential ͑see, for example, Fig. 8͒ , and we are interested in the time it takes to achieve transfer efficiencies close to what is typically observed in the best experimental systems. Note also that the effective trapping time is usually longer than T trap due to the need for energy transfer to occur before the final trapping event. To obtain the averaged trapping time, the independent trajectories obtained from starting an excitation at each site are summed together, weighted equally, and the resulting total trajectory is analyzed. In the calculations described below, unless otherwise noted, population relaxation was neglected (T 1 ϭ1ϫ10 17 ps), the coupling V/hϭ1ϫ10 Ϫ3 ps Ϫ1 , and T d and T trap were allowed to vary from 10 fs to 82 ps.
III. RESULTS AND DISCUSSION
The goal of this paper is to examine the role of coherent transfer in accelerating the actual rate at which energy is transferred to a trapping site in a finite network of chromophores. A well-known result of the HS model for diagonal disorder in an infinite system without traps is that the exciton diffusion coefficient D is given by 34, 35 
In this limit, the rate of transport of energy along the chain depends linearly on the intersite dephasing time T d . Once the diffusion coefficient has been determined, the trapping rate of the exciton is proportional to the diffusion constant, the concentration of traps N trap , and the trapping radius R. Such an expression has been derived using approaches with varying levels of sophistication. 36 -38 For completeness, we present the result of Powell and Kepler, which is just the result expected from simple kinetic considerations,
In this case, making the transport more coherent by increasing T d is expected to accelerate the energy trapping. But the same result can also be achieved by increasing V, the quantum mechanical interaction strength, and a large value of D can be obtained in both the incoherent limit (VT d /hӶ1) and the coherent limit (VT d /hӷ1). In this case, it is not clear that coherent energy transport makes any difference if the primary concern is rapid energy transfer through the material. But in a finite system, with trapping sites located at specific points within an array of specified geometry, the situation can be more complicated, as illustrated below, and the simple linear dependence of the trapping rate on T d breaks down. We first consider a linear chain with a trap placed at one end, as shown in Fig. 1 . If we neglect the population relaxation due to T 1 , the energy transport depends on three parameters: V, T d , and T trap . In Fig. 2 , we fix V/hϭ1 ps Fig. 2 for several different T trap 's. In all cases, the monotonic dependence on T d predicted by Eq. ͑14͒ is only seen for select ranges of T d . When T trap is very long, k trap (eff) is limited by the transfer rate from the last donor to the trap, and increasing the EET rate through the chain by increasing T d has no effect since the final trapping event becomes the rate-limiting step. When T trap is very short, on the other hand, again the effective trapping rate becomes very slow. This is a quantum mechanical effect that has been observed in other HS systems: the short T trap acts as a rapid dephasing term for the last donor site on the chain, effectively decoupling it from the rest of the donors. 40, 41 Recall that the transfer rate is proportional to the dephasing time T d ͓see discussion after Eq. ͑8͔͒ and that this rate for the Nth donor site is the sum of the pure dephasing 1/T d and the trapping rate 1/T trap . In this case, the next-to-last transfer step becomes rate limiting, and again increasing T d beyond a certain value has no effect on the overall trapping rate. For intermediate trapping times, T trap ϭ10 2 -10 3 fs, the behavior of k trap (eff) is more complicated, with a sigmoidal shape. In the vicinity of the optimal T trap , k trap (eff) becomes much more sensitive to variations in T d , and the linear growth seen for small T d values becomes nonlinear in the region where T d ϳT trap ϳh/V, due to the interplay of two competing effects, both of which depend on T d : the interdonor transfer rate and the next-to-last donor transfer rate. For very small T d , the interdonor transfer is rate limiting, while for very large T d , the T trap decoupling of the end donor becomes rate limiting. The transition between these two regimes leads to the nonlinear dependence of k trap (eff) on T d , which was also inferred from earlier work on exciton trapping in linear chains by Pearlstein and co-workers. 20 From Fig. 2 , there is clearly an optimal trapping time T trap , which basically occurs when T trap ϳh/V. When this is the case, through-chain transfer and trapping rates are similar and neither has to wait for the other. Figure 3͑b͒ shows horizontal slices though Fig. 2 which illustrate this phenomenon. For very short T trap 's, k trap (eff) is slowed by the trap-induced dephasing of the end donor, while for very long T trap 's, the usual rate-limiting conditions hold. In between, k trap (eff) goes through a maximum which depends on the value of T d , the intersite dephasing time. The maximum becomes larger and more pronounced for longer T d 's. This is because larger T d 's lead to faster through-chain transfer, so the trapping event completely determines the overall k trap (eff) , and the competing rates of trapping and decoupling lead to the most dramatic turnover in k trap (eff) as a function of T trap . The data in Figs. 2 and 3 are obtained using a relatively short Nϭ4 donor chain. As the chain is lengthened, the shape of the contour plot like that in Fig. 2 remains qualitatively the same, but the relative influence of the trap lessens and the behavior in Figs. 2 and 3 becomes less dramatic. becomes less pronounced as N increases, although given our choice of h/Vϭ1 ps, it will require on the order of 10 3 sites before the effect of the trap decoupling becomes entirely washed out and we recover the bulk limit of Eq. ͑15͒. The slight decrease in k trap (eff) seen in the Nϭ7 chain at large T d values will be discussed below. Similarly, Fig. 4͑b͒ shows how the maximum in k trap (eff) becomes less pronounced and shifts slightly to longer T trap 's as N increases. As the donor chain gets longer, the intrachain energy transfer becomes an increasingly large component of the overall trapping rate, and the nonlinearities in the dependence of k trap (eff) on T trap and T d , which are due to the influence of the trapping event, become less important. In the bulk, with a negligibly small concentration of traps, obviously the overall trapping rate will be completely dominated by excitation transfer to the trap, resulting in a linear dependence of k trap (eff) on T d as defined in Eq. ͑15͒.
The simple calculations summarized in Figs. 2-4 illustrate how the formal inclusion of trapping in the energy transfer dynamics of a finite-sized system can lead to significant deviations from the behavior predicted in Eqs. ͑14͒ and ͑15͒. Specifically, depending on the system size and the values of V and T trap , the overall trapping rate may be either more sensitive ͑in the regime where T trap ϳh/V) or less sensitive (T trap Ӷh/V) than expected based on Eq. ͑14͒. Nevertheless, in all cases the trapping is enhanced by a larger T d -more coherence is always better in terms of rapidly transferring energy from the donor network to the trapping site. But in these cases the nonlinear dependence of k trap (eff) on T d can be understood in terms of competing effective rates in the multidimensional Liouville equations, and is not obviously the result of being on one side or the other of the coherence threshold, T d ϳh/V. The question then arises as to whether coherence phenomena per se can enhance or suppress such energy transfer and trapping. One way to approach this question is to recognize that coherent transport by definition allows for the interference of excitonic wave functions via the superposition principle. This suggests a possible avenue for observing the effects of coherence using multiple interfering pathways. For example, it is possible to construct donor arrays in a variety of geometries, including rings, where a given donor in its excited state has more than a single pathway to the trap. In such cases, the amplitudes of the two pathways can interfere constructively ͑enhancing the effective trapping rate͒ or destructively ͑suppressing the trapping͒. This type of coherence effect will clearly depend on the topology of the network. In the coherent limit one can envision excitonic wave functions analogous to those of a particle in a box or on a ring, depending on the network geometry. Such a standing wave may have a peak or null on the site attached to the trap. In the case of a null, one might expect to see the overall trapping rate actually decrease as T d increases and interference effects become more pronounced. A similar effect has been observed in electron transfer in diferrocenylbenzenes, 42 and we show below that this is the case in our model as well.
We have studied structures shown in Fig. 5 : a 5-donor chain with end trap ͑a͒, a 9-membered chain with a center trap ͑b͒, and an 8-membered ring ͑c͒. These specific structures are chosen so that the longest donor-trap pathway is the same in all three cases. In Fig. 6 we show the results of calculations which assume an equal probability of exciting any donor site, and where the effective trapping rate is obtained by averaging over all the time-dependent trap populations as described above. The linear chain with end trap shows the usual plateau as a function of T d and T trap , with no turnover in T d . When the position of the trap is shifted to the center of the chain, we see a different behavior. Figure  6͑b͒ shows a slowdown in k trap (eff) with increasing T d for all values of T trap . This effect is also present in the circular donor array in Fig. 6͑c͒ , where there is clearly an optimum T d for all values of T trap . As we show below, this turnover in k trap (eff) with increasing T d is due to two competing effects: an increase in the interdonor transfer rate with T d , which is eventually cancelled out by destructive interference effects that decouple some of the donor sites from the site attached to the trap. Figure 7 shows how k trap (eff) varies from site to site for the linear chain with end trap ͓Fig. 7͑a͔͒ and the ring ͓Fig. 7͑c͔͒. T trap is fixed at 640 fs, and we examine the behavior for different T d 's. For very short T d 's ͑10-100 fs͒, the transfer is purely due to incoherent hopping, and proximity to the trap leads to the most rapid trapping. As T d becomes comparable and then greater than the interdonor coupling rate h/V, we see that excitation of the most distant site can lead to more rapid energy trapping than excitation of the intervening sites in the linear and circular arrays. This effect is present in both structures, but is more pronounced in the ring. This phenomenon is somewhat analogous to the ''para-meta'' effect in cyclic aromatic hydrocarbons, and is not surprising since both the Haken-Strobl and Huckel models rely on the tightbinding approximation. For small arrays, once the excitation is averaged over all donor sites, the effect can be washed out due to the influence of the donor attached to the trap. But for larger arrays with more meta-like sites, the effect becomes more important and can lead to the unexpected T d dependence of k trap (eff) seen in Fig. 6 . In Figs. 7͑b͒ and 7͑c͒ , the trapping rate from the intermediate sites actually slows down for T d ϭ10 4 fs relative to T d ϭ10 3 fs. To see in detail how excitation of the meta-like sites leads to a slowing down of the energy trapping, we examine the time-dependent populations of various sites in a ring array after excitation at sites 3 ͑meta-like͒ and 4 ͑para-like͒ in a Nϭ8 ring for T d ϭ82 ps, h/Vϭ10 3 fs, and T trap ϭ640 fs. Figure 8͑a͒ shows how an excitation originally localized at site 3 undergoes trapping. While the trap population rapidly increases at early times, there remains a component of the population that oscillates, with only a low trapping probability. Detailed inspection of the time-dependent populations at the other sites shows that the population oscillations in Fig.  8͑a͒ are due to the wave function sloshing from one side of the ring to the other across the 4 -8 axis, with little amplitude on either of those sites. Excitation at site 4, on the other hand, leads to almost complete trapping within a few picoseconds, despite the fact that it is physically farther away from the trap. One way to understand these results is to picture the single site excitation as being a nonstationary superposition of delocalized exciton states, each of which has a different amount of amplitude on site 8, adjacent to the trap. Excitation at site 3 leads to an initial superposition state with some amplitude on site 8, and these components quickly decay. But there are also components which correspond to a standing wave which oscillates about the 4 -8 axes, and which will trap much more slowly. On the other hand, initial states with large amplitude at site 4, which also tend to have significant amplitude on site 8, decay quickly. These initial conditions leave only a small amount of surviving population with a longer lifetime due to destructive interference at site 8. There is still a long-lived oscillatory component associated with the meta-like sites, but it is much smaller than in the previous case. The dramatic difference between excitation at sites 3 and 4 leads to the unexpected effects seen in Figs. 6 and 7. Of course, any perturbations that destroy coherence ͑shorter T d ) or thermalize the nonstationary exciton population ͑intraband relaxation͒ would lessen this effect. Nevertheless, these results demonstrate that various lightharvesting topologies can lead to interesting coherence effects due to interfering energy transfer pathways.
One point is important to acknowledge in the above discussion. We have shown that an initial excited state which is localized on a single site can avoid trapping through interference effects provided the coherence time is long enough. Leaving aside the question of how to increase the electronic coherence time, another question is how to create such a ϭ640 fs), initially excited either at the ͑a͒ site 3 ͑meta͒ or ͑b͒ site 4 ͑para͒ position relative to the trap. Excitation on the meta site leads to slow trapping rates as the population is repeatedly transferred from one side of the ring to the other, without spending significant time on the site adjacent to the trap ͑site 8͒. In contrast, excitation at the para position leads to a coherent enhancement of the population at site 8 and faster trapping rates.
localized state in the first place. In the coherent limit, the optically allowed stationary states will be the exciton states, which are not localized on a single site. One can envision several ways to create such a localized excitation in a coherent system. ͑1͒ Using a broadband, ultrashort pulse to create a shaped excitonic wave packet, in much the same way that nonstationary vibrational wave packets are excited. 43, 44 ͑2͒ Excitation of a second molecule, attached to a specific location on the donor network, which selectively transfers its excitation to a single donor site.
͑3͒ Excitation of a donor which has a small V value in its ground state geometry but a large V in its relaxed excited state geometry, 45, 46 which takes it from the incoherent to the coherent regime after photoexcitation.
IV. CONCLUSION
Using a simple model, we have illustrated how the trapping time, coherence time, and molecular topology all affect the overall efficiency of a light-harvesting network. We have identified several issues that need to be considered in the design of an optimal energy transfer network, specifically the role of the trapping event in decoupling the trap from the rest of the network, the nonlinear dependence of trapping rate on the coherence time due to rate-limiting effects in the overall process, and the role of network size and shape in determining the effect of the coherence time on efficiency. The two most important conclusions from this work are as follows.
͑1͒ In a finite network, there exists an optimum combination of T trap and T d which will give the most rapid population transfer to the trap, and these values are not in general the shortest T trap and the longest T d , as would be expected based on simple considerations from analytical models.
͑2͒ In the coherent regime, population trapping in a finite system can be suppressed by quantum interference effects, whose magnitude will be quite sensitive to the molecular geometry.
These results should help provide a framework for thinking about the design and measurement of energy transfer in covalent networks of varying geometry. It seems reasonable that some of the coherence effects described above could be observed in real chemical systems, using a combination of advanced organic synthesis and ultrafast coherent control techniques.
