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The purpose of this article is to present in elementary mathematical
and statistical terms a simple way to quickly and effectively teach and
understand case–control studies, as they are commonly done in dy-
namic populations—without using the rare disease assumption. Our
focus is on case–control studies of disease incidence (‘incident case–
control studies’); we will not consider the situation of case–control
studies of prevalent disease, which are published much less frequently.
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Introduction
Readers of the medical literature were once taught that
case–control studies are ‘cohort studies in reverse’, in
which persons who developed disease during follow-up
are compared with persons who did not. In addition,
they were told that the odds ratio calculated from
case–control studies is an approximation of the risk
ratio or rate ratio, but only if the disease is ‘rare’ (say,
if <5% of the population develops disease). These no-
tions are no longer compatible with present-day epide-
miological theory of case–control studies which is based
on ‘density sampling’. Moreover, a recent survey found
that the large majority of case–control studies do not
sample cases and control subjects from a cohort with
fixed membership; rather, they sample from dynamic
populations with variable membership.1 Of all case–
control studies involving incident cases, 82% sampled
from a dynamic population; only 18% of studies
sampled from a cohort, and only some of these may
need the ‘rare disease assumption’ (depending on how
the control subjects were sampled). Thus, the ‘rare dis-
ease assumption’ is not needed for the large majority of
published case–control studies. In addition, different
assumptions are needed for case–control studies in dy-
namic populations and those in cohorts to ensure that
the odds ratios are estimates of ratios of incidence rates.
The underlying theory for case–control studies in dy-
namic populations has been developed in epidemiologi-
cal and statistical journals and textbooks over several
decades,2–19 and its history has been described.20 Still,
the theory is not well known or well understood outside
professional epidemiological and statistical circles.
Introductory textbooks of epidemiology often fall back
on methods of control sampling, which involve the ‘rare
disease assumption’ as it was proposed by Cornfield in
1951,3 because it seems easier to explain.1 Moreover,
several advanced textbooks or articles depict the differ-
ent ways of sampling cases and control subjects from
the point of view of a cohort with fixed member-
ship.13,18 This reinforces the view of case–control stu-
dies as constructed within a cohort, even though this
applies to only a small minority of published case–con-
trol studies.
The purpose of this article is to present in elemen-
tary mathematical and statistical terms a simple way
to quickly and effectively teach and understand case–
control studies as they are commonly done in
dynamic populations––without using the rare disease
assumption. Our focus is on case–control studies of
disease incidence (‘incident case–control studies’);
we will not consider the situation of case–control stu-
dies of prevalent disease, which are published much
less frequently,1 except in certain situations as dis-
cussed by Pearce21 (e.g. for diseases such as asthma
in which it is difficult to identify incident cases).
The theory of case–control studies in dynamic popu-
lations cannot be explained before first going back to
the calculation of incidence rates and risks in
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dynamic populations. In a previous article, we have
reviewed the demographic concepts that underpin
these calculations.22 In the current article, these con-
cepts will first be applied to case–control studies
involving sampling from dynamic populations.
Second, we discuss how to teach the theory in the
situation of sampling from a cohort. In the third
part, it is explained how these two distinct ways of
sampling cases and control subjects can be unified
conceptually in the proportional hazards model (Cox
regression). Finally, we discuss the consequences of
this way of teaching case–control studies for under-
standing the assumptions behind these studies, and
for appropriately designing studies. We propose that
the explanation of case–control studies within dy-
namic populations should become the basis for teach-
ing case–control studies, in both introductory and
more advanced courses.
Case–control studies in dynamic
populations
Basic teaching
To understand the application of the basic concepts of
incidence rate calculations to case–control studies, we
start with the demographic perspective of a dynamic
population in which we calculate and compare inci-
dence rates of disease.22
Suppose that investigators are interested in the
effect of oral contraceptive use on the incidence of
myocardial infarction among women of reproductive
age. They might investigate this in a large town in a
particular calendar year (we base this example loosely
on one of the first case–control studies that investi-
gated this association23). The time-population struc-
ture of the study is depicted in Figure 1.
In Figure 1, for the sake of simplicity, imagine that,
on average, 120 000 young women of reproductive age
(between ages 15 and 45 years) who have never had
coronary heart disease (CHD), are living in the town,
on each day during the calendar year of investigation.
This is a dynamic population: each day, new young
women will become 15 years old, others will turn 46,
some will leave town and others will come to live in
the town, some will develop CHD and be replaced by
others who do not have the disease and so forth. Such
a population can be safely regarded as being ‘in
steady state’. The demographic principle of a steady-
state population was explained in our previous art-
icle;22 in brief, it assumes that over a small period,
e.g. a calendar year, the number of people in a popu-
lation is approximately constant from day to day
because the population is constantly depleted and
replenished at about the same rate. It was also
explained why this assumption holds, even if the
population is not perfectly in a steady state.22 Thus,
we take it that each day of the year, 120 000 women
of reproductive age, free of clinically recognized CHD,
live in the town. Suppose that, on average, 40 000
women use oral contraceptives and 80 000 do not.
Again, these are two dynamic subpopulations that
can be regarded as being in a steady state. Women
start and stop using oral contraceptives for various
reasons and switch from use to non-use and back
again. As such, in one calendar year, we have
40 000 woman-years of pill use and 80 000 woman-
years of non-use, free of CHD.
Suppose that a group of investigators surveys all cor-
onary care units in the town each week to identify all
women, aged 15–45 years, admitted with acute myocar-
dial infarction during that period. When a young
woman is admitted, the investigators enquire whether
she was on the pill––and whether she had previously
had a coronary event (if she had, she is excluded from
the study). Suppose that, in total, 12 women were
admitted for first myocardial infarction during the
year of study: eight pill users and four non-users.
That produces an incidence rate of 8/40 000
woman-years among pill users and 4/80 000 woman-
years among non-users. The ratio of these incidence
rates becomes (8/40 000 woman-years)/(4/80 000
Figure 1 The underlying dynamic ‘source’ population of a
study of myocardial infarction (MI) and oral contraceptive
use. The bold undulating lines show the fluctuating number
of users and non-users of oral contraceptives in a population
that is in a steady state. The finer lines below it depict in-
dividuals who enter and leave the populations of users and
non-users. Closed circles indicate cases of MI emanating
from the population. For users and non-users separately, an
incidence rate (IR) of MI can be calculated. The incidence
rate ratio (IRR) can be used to compare the incidence of MI
between users and non-users. In the description of the ex-
ample in the text, the time t was set to one calendar year.
Figure adapted from Miettinen9
CASE–CONTROL STUDIES 1481
Downloaded from https://academic.oup.com/ije/article-abstract/41/5/1480/713573
by London School of Hygiene & Tropical Medicine user
on 29 November 2017
woman-years), which is a rate ratio of 4, indicating that
women on the pill have an incidence rate of myocardial
infarction that is four times that of those not on the pill.
Transformation to a case–control study
In total, 12 cases arise from the population: eight
users and four non-users. Those are the potential
cases for a case–control study in which the investiga-
tors would survey all coronary care units each week of
the year. Suppose that the investigators, as their next
step, would take a random sample of 600 control sub-
jects from the total source population of the cases
(the total of 120 000), by asking 600 women aged
15–45 years, without previous CHD, whether they
are ‘on the pill’ at the time the question is asked.
Then, on whatever day of the year, this sample of
control subjects will include, on average, 200 users
and 400 non-users of oral contraceptives. These num-
bers represent the underlying distribution of woman-
years of users and non-users. Together with the cases,
this is the complete case–control study (see Table 1).
From Table 1, an odds ratio can be calculated as
(8 400)/(4 200). This exactly equals the ratio of
the incidence rates in the underlying population.
Algebraically: the incidence rate ratio from the
complete dynamic population, which we calculated
earlier, can be easily rewritten as (8/4)/(40 000
woman-years/80 000 woman-years). Between par-
entheses in the numerator of this formula is the
number of pill users divided by the number of
non-users among all women newly admitted with
CHD (¼ cases in the case–control study). In the de-
nominator, we find the proportion of woman-years on
the pill divided by the proportion of woman-years of
non-use. It is immediately obvious that—if the
steady-state assumption holds—we can estimate the
latter proportion directly from the sample of 600
women (¼ control subjects in case–control study).
Among the 600 control subjects, the ratio of exposed
to unexposed is expected to be the same as the ratio
of the woman-years—except for sampling fluctu-
ations. Thus, what we do in a case–control study is
to replace the denominator ratio (40 000 woman-years
/80 000 woman-years) by a sample (200/400). We still
obtain, on average, the same rate ratio of 4. It follows
that to estimate the rate ratio, we do not have to
measure, nor to estimate, all the person-years of
pill-using and non-using women in town; we can
simply determine the ratio of those woman-years by
asking a representative sample of women free of CHD
from the population from which the cases arise, about
their pill use. The complete dynamic population is
called the ‘source population’ from which we identify
the cases and the sample of control subjects, and the
period over which cases and control subjects are iden-
tified is the ‘time window’ of observation, also called
the ‘risk period’.
The ‘odds ratio’ which is calculated from Table 1 is
technically also known as the ‘exposure odds ratio’, as
it is the ‘odds of exposure’ in the cases divided by the
‘odds of exposure’ in the controls: (8/4)/(200/400)¼ 4,
the same as the ratio of incidence rates in the whole
source population. The great advantage of case–con-
trol studies is that we can calculate relative incidences
of disease in a population, by collecting all the data
for the numerator (by collecting cases in hospitals or
registries where they naturally come together), and
sampling control subjects from the denominator, i.e.
sampling ‘control subjects’ to estimate the relative
proportions (exposed vs non-exposed) of the
person-years of the exposure of interest in the
source population. Thus, one achieves the same
result as in a comprehensive population follow-up,
at much less expense of time and money. Just im-
agine the effort of having to do a follow-up study of
all 120 000 women of reproductive age in town, also
keeping track of when they move in and out of town
and constantly updating their oral contraceptive use
in a particular calendar year!
Advanced teaching
Cohorts vs dynamic populations
For researchers who are used to think in terms of clin-
ical cohorts, it can be difficult to understand that popu-
lations are not depleted: is it not true that the people
with a particular risk factor will develop some disease
more often, and thus in the course of time, there will
be less of them who are still candidates for developing
the disease? That will be true in cohorts because their
membership is fixed, but not in dynamic populations.
One way to understand this is to think of genetic ex-
posures. People with blood group O develop clotting
disorders more frequently, whereas people with blood
group A develop more often gastric cancer. However, in
a dynamic population, the numbers of people with
blood group O or A are not constantly depleted—
blood group distribution is fairly constant over time,
as new people are born with these blood groups so
that an equilibrium is maintained.22
Another way to understand this concept is to think
about an imaginary town and the cases of myocardial
infarction that are enrolled in a study. For the afore-
mentioned discussion, we assumed that we were
studying all women living in a town during some
time over the course of one calendar year (this could
Table 1 Layout of case-control data sampled from dynamic
population: study of occurrence of myocardial infarction in
users vs non-users of oral contraceptives, corresponding to
Figure 1
Myocardial
infarction
Control
subjects
Oral contraceptive use
Yes 8 200
No 4 400
Odds ratio 4
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be the whole year or a few months). The situation
would be entirely different if we restricted our study
to all women who lived in the town on the 1 January
of that year: then we would only count the myocardial
infarctions that happened during this year in women
who had been living in town on the 1 January; indeed,
the number of women on the pill might decline more
than the number of women not on the pill because the
myocardial infarctions predominantly occur in the
users. That situation would be akin to a clinical
cohort study, i.e a study with fixed membership
defined by a single common event.22 However, in a
dynamic population, a myocardial infarction that hap-
pens in a woman who moved into town during the
year also counts in the numerator; she and the other
women who move into town replenish the denomin-
ator because other women move out. By and large, as
with blood groups, the population denominator re-
mains constant in terms of its exposure distributions:
the woman-years of oral contraceptive use vs non-use.
If the population is truly in steady state, it does not
matter when the control subjects are sampled—at the
beginning, at the end or at the halfway point of the
calendar period (the time window or ‘risk period’).
To refine the concept, the members of a dynamic
population do not necessarily have to be present for
long periods in the population—as might be surmised
from the examples about towns and countries of
which one is either an inhabitant or not, and usually
for several years. Members of a dynamic population
may also switch continuously between being in and
out of the population.22 Take a study on car accidents
and mobile phone use by the driver. The risk periods
of interest are the periods when people drive. The
exposure of interest is phone use. In a case–control
study, car accidents are sampled, and it is ascertained
(say, via mobile phone operators) whether the driver
was phoning at the time of the accident. Control mo-
ments might be sampled from the same driver (say, in
the previous week) or from other drivers, by sampling
other moments of time when they were driving; for
each of these control moments, it might be ascer-
tained, via the same mechanism as for the cases,
whether they were phoning while driving. These con-
trol moments are contrasted with the moment of the
accident (the case). If the same driver is used as his
or her own control, this type of case–control study is
called a ‘case–crossover study’.24 From the example, it
can be understood readily that such a case–control
study compares the incidence rate of accidents while
driving and phoning vs the incidence rate of accidents
while driving and not phoning.25
What if the exposure distribution of the population
is not in steady state?
But what if the exposure distribution in the popula-
tion is not in steady state? For example, suppose that
one wants to investigate in a case–control study
whether two different types of oral contraceptives
give a different risk of venous thrombosis: ‘third-gen-
eration oral contraceptives’ vs ‘second-generation oral
contraceptives’ (this was once a real and hotly
debated question26). Suppose further that the newer
‘third-generation oral contraceptives’ are strongly
marketed, and that their market share clearly in-
creases in the course of the calendar year. That situ-
ation is depicted in Figure 2.
There are two solutions:
(i) Sample the control subjects in the middle of
the period when the cases accrued, and thereby
use the additional assumption that the rise (or
fall) of the use of a particular brand of pill is
roughly linear over the risk period. Then the
control subjects will still represent the average
proportion of person-years over the risk period.
This is depicted in Figure 2 and is the same
solution as is used to calculate person-years
(i.e. the denominator) when populations are
not in steady state [see previous article on the
calculation of incidence rates for explan-
ation].22 Alternatively, if one assumes that the
incident cases in the dynamic population are
evenly spread over time, one might sample con-
trol subjects evenly over time.
(ii) The more sophisticated solution is the one that
researchers often use spontaneously: they
sample a (number of) control subject(s) each
time there is a case, which amounts to
‘matching on calendar time’. Then the control
subject(s) will reflect the underlying population
distribution of exposure at each point in time a
case occurs, and any assumption about linearity
is not needed. This is the most exact solution
and is represented in Figure 3. Matching on
calendar time can be done in two ways: (i)
invite the control subject(s) around the same
calendar date as the case and ask them about
their exposure (at that time or at previous
times if exposure has a lag time to produce
disease); or (ii) if control subjects are invited
at a later point in time, present them with an
‘index date’, which is the date as the event of
the matching case, and question them and/or
measure their exposures for that index date.
If control subjects are matched on calendar
time, then it is appropriate to take the time
matching (and, of course, any other matching
factors) into account in the analysis, or at least
to check whether it is necessary to control for
them.
Hospital-based case–control studies
In most examples presented earlier, the patients are
assumed to be sampled from a defined geographical
population (via disease registries or by having access
to all hospitals of some region), and control subjects
are sampled from the underlying dynamic population
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of this geographical area. If cases from a case–control
investigation are sampled from one or more hospitals
that do not reflect a well-defined geographic popula-
tion, still each hospital has a ‘catchment population’,
consisting of the patients who will be admitted to
that hospital when they develop a particular disease.
Such a catchment population can be seen as a dy-
namic population, with inflow and outflow depending
on patient and referring doctor preferences, religious
or insurance affiliations, or on the reputation of a
particular hospital for particular diseases and so
forth. To obtain control subjects for such cases, the
investigator should consider patients who are
admitted to the same hospital and come from the
same catchment population—meaning that if they
had developed the case disease, they would have
been admitted to that same hospital. This approach
obviously has some risks in that the control disease
may be associated with the exposure that one wants
to study; that risk can (it is hoped) be minimized by
using a mix of control diseases, none of which is
known to be associated with the exposure under
study.27 Still, the principle of sampling control sub-
jects from a dynamic population remains the same,
whether the controls are population-based or
hospital-based.
The early case–control study on oral contraceptives
and myocardial infarction, which inspired the ex-
ample presented earlier, sampled cases from a
number of coronary care units that were surveyed in
one geographically defined hospital area in the UK;
for each case interviewed, three women of the same
age who were discharged after some acute or elective
medical or surgical condition were similarly inter-
viewed about their use of oral contraceptives.23
Likewise, the first case–control studies on smoking
and lung cancer were hospital-based, and control sub-
jects were non-cancer patients being present in the
same wards or the same hospital as the lung cancer
patients.2,28
Case–control studies within
cohorts
Doing a case–control study by sampling from a cohort
with fixed membership is relatively rare—a recent
survey found that it only occurs in 18% of published
Figure 2 Sampling from the middle of the ‘risk period’
when the exposure distribution is not in steady state. The
bold undulating lines show the increasing use of one type of
oral contraceptives and the decreasing use of the other type
during the time period (risk period). The finer lines below it
depict individuals who enter and leave the populations of
users of these types of oral contraceptives. Closed circles
indicate cases of deep venous thrombosis (DVT) emanating
from the population. B and D represent the numbers of
users of one type or the other contraceptive at a
cross-section in the middle of the time period. Incidence
rates (IRs) of DVT can be calculated for both populations
separately, and an incidence rate ratio (IRR) can be used to
compare these two incidence rates. In a case–control study,
B and D are estimated by ‘b’ and ‘d’, the numbers of users
of one type or the other type of oral contraceptives in a
sample from the source population taken in the middle of
the period. The algebraic redrafting of the IRR shows that a
ratio of IRs is algebraically equivalent to an ‘exposure odds
ratio’ or the ‘cross-product’ that is obtained in a case–con-
trol study
Figure 3 Case–control sampling in dynamic populations
when a control is sampled each time a case occurs:
matching on calendar time. Persons move in or out of the
population by mechanisms such as birth or death, or move
in or out from this population to another. Person-time is
indicated by horizontal lines. The time axis is calendar time.
The sampling of the control subjects is ‘matched on calen-
dar time’: each time a case occurs, one or more control
subjects are sampled. Cases and control subjects can be
either exposed or unexposed (not shown here). A person
who will become a case can be a control subject earlier, and
multiple control subjects or even a variable number of
control subjects can be drawn for each case
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case–control studies.1 It is mostly done when investi-
gators have data available from a cohort, and when it
is too expensive to go back and assess the exposures
of everybody in the cohort. For example, in an occu-
pational cohort study, personnel records may be avail-
able for all cohort members from date of employment,
but it may take a considerable amount of work to
assess these work histories and estimate cumulative
exposures to particular chemicals, whether by using a
job-exposure matrix or by an expert panel
assessment.29
Another example is the ‘re-use’ of data or samples
from a randomized controlled trial (RCT) for a subse-
quent investigation. For example, the data from the
‘Physician’s Health Study’30 were re-used several
years after the trial was finished for a new genetic
case–control study; baseline blood samples of partici-
pants who developed cardiovascular end points in the
trial were used, as were blood samples of matched
participants in the trial who remained free of those
diseases, and the frequency of one genetic factor
(Factor V Leiden) was compared between these
cases and control subjects. This investigation thereby
considered the trial data as a single cohort in which
new exposures were assessed, irrespective of the ori-
ginal randomization.
Figure 4 depicts a cohort with fixed membership
from time 0. The cases accrue in the course of the
follow-up in the exposed and unexposed part of the
cohort. The available cohort data may only relate to
exposure status at baseline (as in the aforementioned
RCT example), but may also indicate changes in ex-
posure over time, for example, if repeated measure-
ments were done in the cohort study, or if
time-related exposure information can be assessed
from personnel records, prescribing records or other
sources (as in the occupational example).
For each case, one or more control subjects are se-
lected from the overall cohort, and the exposure sta-
tuses of the case and control subjects are determined
at the time they are sampled. There are three options
to sample control subjects:12,13,18
(i) As in the aforementioned RCT example, inves-
tigators often sample control subjects from the
people who have still not developed the disease
of interest at the end of follow-up (this is
termed ‘cumulative incidence sampling’ or ‘ex-
clusive sampling’), and exposure status at be-
ginning of follow-up is used for these cases and
controls. As shown algebraically in many text-
books, in that situation, the odds ratio is
exactly the same (on average) as the corres-
ponding odds ratio from the full cohort study,
and this will approximate the risk ratio or rate
ratio (in the full cohort study) only if the dis-
ease is rare (say, <5% of exposed and
non-exposed develop the disease). This is the
‘rare disease assumption’, as historically first
proposed by Cornfield in 1951.3 It can be seen
from Figure 4 that if the disease is rare, even in
the exposed (sub)cohort, the ratio of people
with and without exposure among those with-
out disease at the end of the follow-up will
remain about the same as at the beginning of
the follow-up, which is why the ‘rare disease
assumption’ works.
(ii) An imaginative solution, first proposed by
Kupper et al.,8 is to sample control subjects
Figure 4 First two methods of case–control sampling from
cohorts consisting of a subgroup of exposed and a subgroup
of non-exposed persons: ‘exclusive’ sampling at end of
follow-up, and ‘inclusive’ sampling at beginning of
follow-up. The bold lines that go down stepwise represent
the number of people who remain without the disease of
interest; each step is a case of the disease. Total cohort
consists of N¼number of persons at beginning of
follow-up, the sum of exposed and unexposed subgroups
(NeþNu). The total number of persons who become dis-
eased in exposed and unexposed subgroups is D, sum of
exposed and unexposed diseased persons (DeþDu). In a
case–control study, cases are sampled from D, which is De
and Du together. Control subjects are either sampled
‘exclusive’ from ND, which is (NeDe) and (NuDu)
together, or ‘inclusive’ from N, which is Ne and Nu to-
gether. This leads to the following measures:
Measure Definition
Alternative
formulation
Odds ratio
under exclusive
sampling
De/(Ne – De)
Du/(NuDu)
De/Du
(NeDe)/(NuDu)
Risk ratio under
inclusive sampling
De/Ne
Du/Nu
De/Du
Ne/Nu
Figure refers to methods 1 and 2 in text under subheading
‘Case–control studies within cohorts’, and is adapted from
Rodrigues et al. [13] and Szklo and Nieto [18]
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from all those in the cohort at the beginning of
follow-up instead of at the end (‘case-cohort’ or
‘inclusive sampling’). At the beginning of the
follow-up, all persons are still disease free
(if they are not, then they would not have
been included in the cohort). Then, the control
subjects reflect the proportion exposed among
the source population at the start of follow-up.
Some of the control subjects who are sampled
at baseline may become cases during follow-up.
This seems strange at first sight, but it is not: if
in a cohort study or an RCT, the risk is calcu-
lated, one uses all persons developing a disease
outcome in the numerator, and divides by the
denominator, which consists of all people who
were present at start of follow-up, including
those who will later turn up in the numerator.
As can be seen from Figure 4, sampling from
the persons present at the beginning of the
follow-up makes the odds ratio from the
case–control study exactly the same (on aver-
age) as the risk ratio from the full cohort study.
This can be understood most easily if one im-
agines taking a control sample of 100%, that is,
all persons present at the beginning: then the
odds ratio in the case–control study will be
exactly the same as the risk ratio from the
cohort study. Next, if one imagines taking a
50% sample for the control subjects, the odds
ratio will remain the same (on average). One
complication with this method is the calcula-
tion of the standard error of the odds ratio, as
some persons are both cases and control sub-
jects; different solutions exist.31 A further com-
plication is that, just as with the estimation of
risks (which this sampling scheme corresponds
to), losses to follow-up for other reasons than
developing the disease that is studied are not
easily taken into account; such losses to
follow-up may produce bias if they are substan-
tial and differ between exposed and unexposed.
(iii) The third option is to sample control subjects
longitudinally throughout the risk period (i.e.
not just at the beginning or just at the end).
Throughout the follow-up of a cohort, the num-
bers of both exposed and unexposed persons
who are free of disease will decrease, and
people may be lost to follow-up for other rea-
sons. Moreover, persons may move between ex-
posure categories. The ‘royal road’ is to sample
one or more control subjects at each point in
time when a case occurs (‘density sampling’,
‘risk-set sampling’ or ‘concurrent sampling’)
and determine the exposure status of cases
and control subjects at that point in time.
This is depicted in Figure 5. By this sampling
approach, the odds ratio from the case–control
study will estimate the rate ratio from the
cohort study. This is the equivalent of
‘matching on time’ in dynamic populations.
This approach is most correct theoretically, but
can only be used for cohorts when one has in-
formation about disease status of all persons at
regular intervals during follow-up (e.g. when
cancer incidence or mortality data are available
over time).
The first solution corresponds to the original theory
proposed by Cornfield,3 and requires the ‘rare disease
assumption’ if the goal is to estimate rate ratio or risk
ratios; it was the most frequently used method in
case–control studies within cohorts in the past—and
that approach was used in almost all case–control stu-
dies based on cohorts that were identified in the
review by Knol et al.1 Solution 2 still pertains to
cohort thinking, but has an imaginative solution to
calculate risk ratios; it is often called a ‘case–cohort’
study, and is particularly useful in studies in which a
single control sample can be used for multiple case–
control studies of various outcomes. Solution 3 is the
more sophisticated development in case–control
theory, in which the case–control odds ratio estimates
the rate ratio from the cohort population over the
follow-up period without the need for any rare disease
assumption.10,11 However, it is used relatively rarely.1
A note about terminology: the term ‘nested
case–control studies’ seems to be mostly used to
Figure 5 Third method of sampling from a cohort: longi-
tudinal sampling, also called concurrent sampling, density
sampling or risk-set sampling. Persons start follow-up at
inclusion in the cohort (e.g. date of surgery) and are fol-
lowed until either end point occurs (person becomes a case),
or the last calendar day of the study. Persons are indicated
by fine lines from start of follow-up onwards. The time axis
is follow-up time from inclusion (time 0). The longest
period of follow-up is by persons who enter the cohort on
the calendar day that the study starts; persons entering later
will have shorter follow-up because they will be withdrawn
from the study at the last calendar day of the study. Cases
and control subjects can be either exposed or non-exposed
(not shown here). A person who will become a case can be
a control subject earlier, and multiple control subjects, or
even a variable number of control subjects, can be drawn for
each case. In text, see method 3, under subheading ‘Case–
control studies within cohorts’
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denote case–control studies within cohorts which use
the third sampling option. However, it is sometimes
loosely used to denote all types of case–control sam-
pling within a cohort.
Unity of the concept of density
sampling from dynamic
populations and sampling
from cohorts
The last method of sampling (method 3) immediately
points to a conceptual unity of ‘incidence density
sampling’ or ‘density sampling’ in cohorts and in dy-
namic populations. This was described by Prentice
and Breslow in 197810 and expanded by Greenland
and Thomas in 1982.11 It can be grasped intuitively
by comparing Figures 3 and 5. The basis of the con-
ceptual unity is that person-years can be calculated
from cohorts and from dynamic populations, as was
explained in our earlier article.22
In a case–control study in a dynamic population,
investigators often use matching on calendar time
spontaneously (a control is chosen each time a case
occurs), which is an ideal way of sampling, as it pro-
duces an odds ratio that directly estimates the inci-
dence rate ratio, as in Figure 3. In cohorts, however,
one has to use sampling strategy 3, presented earlier,
to estimate the incidence rate ratio, as in Figure 5.
The latter necessitates advanced insight and is used
infrequently. In advanced textbooks, the ‘matching on
time’ in dynamic populations and the ‘concurrent
sampling’ in cohorts are often mentioned together
as ‘density sampling’. This is theoretically correct, al-
though it obscures the practicalities of the different
sampling options.
‘Density sampling’ or ‘risk-set sampling’ from a
cohort (i.e. the purer form of sampling of aforemen-
tioned strategy 3) involves sampling control subjects
from the risk sets that are used in the corresponding
Cox proportional hazards model.10,11 A ‘hazard’ or
‘hazard rate’ is the name used in statistics for a pe-
culiar form of ‘incidence rate’, wherein the duration
of the follow-up approaches the limit of zero and be-
comes infinitesimally small; it is also called an ‘in-
stantaneous hazard’.22 When follow-up time is
small, there is no numerical difference between risks
and incidence rates.22 Intuitively, a proportional haz-
ards model in a follow-up analysis of a cohort can be
understood as comparing the exposure odds of all
successive cases at each point in time with those of
the non-cases who are still at risk at that point in
time (some of whom may become cases later), that
is, the ‘risk set’. The exposure odds ratio or hazard
ratio is then averaged over all of these comparisons,
assuming it to be constant. Thus, a Cox proportional
hazards model in a cohort becomes conceptually simi-
lar to a study that is ‘matched’ on time with a ‘vari-
able control-to-case-ratio’ in a dynamic population.
The estimation of the proportional hazard in a Cox
model can be seen as an average of odds ratios over
several risk sets; as the follow-up time in each risk set
is small (say, the day of occurrence of the case dis-
ease), the odds ratios directly translate to relative
risks and incidence rates, for reasons explained in
the article on incidence calculations in dynamic
populations.21,22
Discussion: differences with
classic case–control teaching,
and consequences
The main difference between the approach we have
described in this paper and the classic view of case–
control studies as a ‘cohort study in reverse’ is that
the dynamic population view reflects how the large
majority of case–control studies are actually done.
They are not done within cohorts, neither real nor
imaginary. Rather, most case–control studies have
an underlying population that is dynamic: for ex-
ample, the geographically defined source population
of a disease registry, the catchment areas of a hospital
region or people who are driving.
The first case–control studies on smoking and lung
cancer were done using cases and control subjects
admitted to hospital from vaguely defined catchment
areas.2,28 Doll and Hill showed in the discussion of
their original case–control study on smoking and
lung cancer how one might calculate back to the gen-
eral population,2 as they assumed that they had
sampled from that population—an insight that was
far ahead of their time because it did not need the
‘rare disease assumption’. Although it originated
during the period when Cornfield proposed his ‘rare
disease assumption’, Doll and Hill’s solution was lar-
gely forgotten. Only occasionally does one read
back-calculations from case–control studies to the
background or source population, perhaps because
such back-calculations have intricacies of their own,
for example, in the case of matching.32
An important consequence of primarily teaching
case–control studies in dynamic populations, without
the rare disease assumption, is that the real assump-
tions that are necessary for the majority of case–con-
trol studies become clear: either the exposure
distribution should be in steady state in the dynamic
population, or sampling of control subjects should be
matched on time in a dynamic population (or equiva-
lently, concurrent in the follow-up of a cohort).
An often-heard precept to guide the design of case–
control studies is ‘Think of an imaginary randomized
trial when planning your case–control study’. This
gives the impression of automatically assuming a
cohort, as all randomized trials are cohorts with a
fixed membership. However, randomized trials can
be done equally well on dynamic populations—
public health interventions are often on dynamic
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populations. When the intervention or the exposure is
studied in a case–control study with an underlying
dynamic population, design features can be construed
that are impossible or difficult in cohorts. For ex-
ample, a dynamic population free of other key risk
factors can be proposed: in a case–control study of
the risk of oral contraceptives and venous thrombosis,
an investigator might stipulate a dynamic population
that has neither major surgery nor plaster casts after
breaking legs and so forth—thus limiting the study to
‘idiopathic cases’. That would be difficult in a cohort;
for example, in an imaginary randomized trial on oral
contraceptives, wherein the outcome would be venous
thrombosis, it would seem strange to truncate
follow-up at the time of major surgery or plaster
cast. In a dynamic population, however, the popula-
tion is constantly renewed, and this exclusion comes
naturally and may have advantages in attributing
causality because other major risk factors for the out-
come are excluded.
It should be emphasized that when cases and con-
trol subjects are selected from a dynamic population
(or by risk-set sampling from a cohort), exposures do
not need to be assessed solely at the time cases and
control subjects are selected (e.g. ‘current use’ of oral
contraceptives). In many circumstances, investigators
need information on the duration of exposure and/or
cumulative exposure. For example, in studies of
smoking, the effect on lung cancer only becomes
clear after several years. In contrast, the cardiovascu-
lar adverse effects of hormone replacement therapy
may be limited to the first year of use, so recent
exposure is most relevant. Recent and historical ex-
posures can be assessed by a variety of methods in
case–control studies, ranging from subjective (e.g.
questionnaires) to more objective methods (e.g. birth
records, pharmacy records and work histories com-
bined with historical exposure monitoring data). The
exposure definition can be easily adapted, by defining
as many time windows of exposure as is deemed ne-
cessary, for recent and for long-term exposure,
because there is a continuous turnover between
these categories over time in the underlying
population.
In summary, case–control studies with incident
cases can be conducted in two contexts—dynamic
populations and cohorts—of which the first is the
most commonly used1 because it comes naturally to
most investigations. This method should become the
basis of teaching case–control studies—in both intro-
ductory and more advanced courses:
 Case–control studies can be conducted in a dy-
namic population, and the resulting odds ratio dir-
ectly estimates the rate ratio from this dynamic
population, provided that the control subjects rep-
resent the source population’s distribution of
person-time of exposure over the risk period. This
can be achieved either by matching on time or by
selecting control subjects more loosely from the
same period, if the population is judged to be in
steady state for the exposure(s) and other variables
of interest.
 Case–control studies can also be conducted within
a cohort; in this situation, control subjects can be
sampled in three different ways, and the resulting
odds ratio can estimate the odds ratio, risk ratio or
rate ratio from the corresponding full cohort ana-
lysis.21 Because such case–control studies are a mi-
nority, and the need for the rare disease
assumption only applies for one method of sam-
pling in such studies, they should not be made
central to the basic teaching of case–control
studies.
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