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$0. INTRODUCTION 
IN [6] the standard construction of a differential form representing the Chern character of a 
vector bundle was extended to a super (or Z,-graded) vector bundle equipped with an odd 
degree endomorphism and a connection preserving the grading. In this paper we apply this 
superconnection formalism to the explicit Clifford module representative [2] for the Thorn 
class in K-theory belonging to a real vector bundle of even rank with spin structure. What we 
find is a refinement of the well-known ‘Riemann-Roth’ formula linking the Thorn classes in 
K-theory and cohomology to an equality on the level of differential forms. Moreover the 
Thorn class in cohomology is represented by a differential form having a nice Gaussian shape 
peaked along the zero section. 
We then investigate this Gaussian Thorn form in greater detail. We show it is universally 
defined as an equivariant differential form on Euclidean space R” for the action of SO(n). We 
also use it to give a simple approach to transgression i  the sphere bundle. 
In Sections 1 and 2 we evaluate fermion Gaussian integrals and their analogues in the 
Clifford algebra. This material is physics folklore; in physical terms we compute the classical 
and quantum (super) partition functions for the fermion analogue of a harmonic oscillator 
with source term. Section 3 is devoted to a review of the superconnection formalism of [6]. In 
Section 4 we prove our main result giving the character form of the Thorn class in K-theory 
and the Gaussian Thorn form. 
Having obtained this Thorn form by a complicated method involving the spin structure 
and the Clifford algebra, we then present a more direct construction. From the earlier 
manipulations with Gaussian integrals we see that the algebra simplifies considerably if the 
curvature matrix is invertible. This never happens in a geometric situation, but, by introducing 
the Weil algebra and equivariant forms, we can achieve a universal algebraic situation where 
the curvature matrix can be assumed invertible. 
In Section 5 we recall the definition and basic properties of the Weil algebra and 
equivariant forms. We prove a result, essentially due to Cartan, which identifies equivariant 
differential forms with invariant polynomial functions on the Lie algebra whose values are 
differential forms on the G-manifold. This result provides two pictures of equivariant forms 
and links the approaches of [l] and [3]. This result is described in Cartan’s well-known paper 
[4] (cf. Section 6), but it is not as well-known as it should be. We are grateful to Michele 
Vergne for bringing this reference to our attention. 
Section 6 contains the rather simple construction of the Gaussian Thorn form using the 
machinery of equivariant forms. In Section 7, we first recall the relation between Thorn forms 
and transgression forms in the sphere bundle, and then we derive a transgression form from 
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our Gaussian Thorn form. Finally, Section 8 is concerned with variants of our main result for 
real vector bundles with spin’ structure and complex vector bundles. 
6 1. PFAFFIANS AXD FERlMION INTEGRALS 
In this paper we work over the field of complex numbers and we follow the sign 
conventions of ‘super’ (i.e. B1-graded) algebra. A superalgebra is by definition an algebra A 
with a h,-grading, usually denoted A = A+ @A-. Elements of AC will be called of even 
degree, or just even, respectively odd in the case of A-. The bracket of two elements in a 
superalgebra is defined by 
Ca, a’1 = aa’ _ (_ l)(dego)(dcg~‘)a~a. (1.1) 
In this formula a, a’ are tacitly assumed to be homogeneous relative to the grading, and the 
general case is handled by linearity. A superalgebra iscommutative when the bracket of any 
pair of its elements is zero. 
Given two superalgebras A and B one can form the tensor product superalgebra A @B, 
which is the tensor product of the underlying super vector spaces equipped with the 
multiplication 
(a @b) (a’ @b’) = (- l)(desb)(deso’)aa’ @bb
The tensor product has a universal mapping property with respect o pairs of homomorph- 
isms U: A --) C, cc: B -) C such that [u(a), v(b)] = 0. As a rule we use the maps a ++a @ 1, 
b I+ 1 @b to identify A, B with subalgebras of A @B, and we write ab instead of a @b. 
Let AC$l, *. *, 9.1, or simply A [11/l, denote the exterior algebra with the generators 
* 1, * * ., II/.. It is the free commutative superalgebra with the odd generators $j, and it has as 
its basis the monomials 
$,= I(lr,. . . ++, I = {ir, . . ., ip}, i, <. . . < i, (1.2) 
where I runs over the subsets of { 1, . . . , n]. We write 111 for the cardinality of I. 
We suppose from now on that n is even and write n = 2m. Given a skew-symmetric matrix 
CO, we associate to it the quadratic element 
~I(I’w~=~wjk*j*k 
of the exterior algebra. Here II/ stands for the column vector with the entries $j, $’ is the row 
vector with the same entries, and I,VW$ is to be understood in the sense of matrix 
multiplication. Also we use summation convention unless stated otherwise. 
The Pfaffian Pf(o) can be defined by the equation 
f (4 Il/‘c4Vrn = U-(4 $1. * . $w (1.3) 
It is a homogeneous polynomial of degree m in the entries of o. For example, when n = 2 
Pf 
0 a ( > -a 0 = a. 
The formula 1.3 can be written in a more suggestive way using the fermion (or Berezin) 
integral. This is the linear functional 
AC+1 +G a~jCS*a (1.4) 
which gives the coefficient of the n-th degree component of a relative to the generator 
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11/i . . . $, of A”[$]. With this notation one has the formula 
Q-(w) = J 9$ ejVw$ 
showing that Pfaffians are just fermion Gaussian integrals. 
Actually the whole Gaussian expression can be written in terms of Pfaffians, namely, one 
has 
where Z runs over the subsets with an even number of elements, and where o, denotes the 
submatrix (ojk) with j, k in I. To see this, fix such an I and consider the algebra 
homomorphism from A [$I onto A [$j, jg Z] which kills II/k for k not in 1. In degree 111 this 
map kills all the monomials except $‘, and it maps exp (f $‘wll/) onto the corresponding 
Gaussian expression constructed from the submatrix 0,. Thus the coefficient of 1(1’in the 
Gaussian expression is Pf(w,). 
This formula may be generalized as follows. 
PROPOSITION 1.6. The formula 1.5 holds in any commutative superalgebra A, where w is a 
skew-symmetric matrix of even elements and $ = ($j) is a vector of odd elements. 
Proof. Let S denote the ring of polynomials in the variables Ujk, where the “jk are 
independent for i I j C k S n, and the rest are determined by mjk = - wkj. Both sides of 1.5 
can be interpreted as elements of S @ A [$I. As a polynomial is determined by its values, these 
two elements of S @ A [$I are equal. Now if A, co, t/t are as in the proposition, then because 
S @ A [I)] is a free commutative superalgebra, there is a specialization homomorphism 
S @ A [t,b] + A taking the elements LL)jk, $j of the former into the corresponding elements of 
the latter. Hence the identity holds in A as claimed. 
We next want to consider fermion Gaussian integrals where a linear term 3’9 is included in 
the exponent. In order that this term be of even degree, the elements Jj have to be of odd 
degree, and this leads us to extend the base as follows. If A is any commutative superalgebra, 
we can form the tensor product A @ A [Ic/] and extend the fermion integral to an A-linear 
map 
A@A[$]+A, ~C%?$(aa)=a~Q$a. 
We now take A = A (.I[, . . ,J.] and evaluate the integral 
J Q*e fV@ + JV (1.7) 
in two ways. 
The first is to expand the exponentials using e”+b = e“eb when a, b commute (strictly), e.g. 
efti= fI e’j*j= i_I (l+Jj~j) 
j=l j=l 
=; (J$)‘= 1 (-l)~q(q+‘)lyJ’ 
I 
where q = 111. Let I’ denote the complement of the subset I and define &(I, I’) by 
$‘tp’= Q, Z’)til . . . $.. 
Thus &(I, I’) is the sign of I, I’ considered as a shuffle permutation. Combining 1.5 with the 
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above, one finds that the integral equals 
,&&(I, I’)(- l)%f(,,)J” 
since for 4 = 11’1 even one has iq(q + 1) = $4 (mod 2). 
The second method is to assume that o is invertible and to complete the square in the 
exponent 
$+Yw$ + J’$ = +($ -o- lJ)‘w(~-o-‘J)+~J’w_‘J. 
Putting 9’ = ij -w- ‘J the integral 1.7 becomes 
( j q/ ,wN) $J’w_‘J 
Applying 1.6 with $’ instead of $ we have 
I 
g* ,flL”N = 
I 
a$ c Pf(%)l(/“= Pf(w) 
since when I/’ is expanded as a polynomial in the $j it has highest degree term tj’ 
Putting this together we therefore obtain the following formula which is the main result of 
this section: 
c&J/ ,flL’ws+J’* = ,gC*&(z, I’) (- l)f”“Pj(C0,)J’ 
= Pf(o) ef”(“-” (o invertible). (1.8) 
By the same kind of reasoning involved in Proposition 1.6 we may state this result in greater 
generality. 
PROPCXITION 1.9. The identities 1.8 hold over any commutative superalgebra where w is a 
skew-symmetric matrix of even elements and J is a vector of odd elements. 
We next consider the second equality in 1.8 in the case where the Jj are independent 
generators of an exterior algebra. In this case we expand the Gaussian involving w-l and 
compare coefficients of J” to obtain 
Pf(0) Pf((6’)r) = &(I , I’)(- l)+““Pf(W,) 
which we may rewrite as follows: 
Pf(4 Pf((-0 - ‘) r) = &(I, I’) Pf (0,). (1.10) 
This formula is completely equivalent o the second inequality in 1.8 and could be derived 
using duality in the exterior algebra. A particular case of 1.10 is 
Pf(w) Pf(-0-l) = 1. (1.11) 
We finish this section by deriving some standard properties of Pfaffians. 
The exterior algebra A [$] is of course the exterior algebra A (V) of the vector space V 
with the basis $j, so any linear operator on Vinduces an algebra homomorphism from A (V) 
to itself. Supposing the operator to be given by the matrix a = (ajk), that is, $i w aji$j or 
$~a*$, we have )II/‘o$++$$‘aoa*$ and @I . . . $,~det (a) $I . . . $., so we conclude 
from 1.3 that 
Pf (awa’) = det (a) Pf (w). (1.12) 
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This implies that the Pfaffian is invariant under conjugation by special orthogonal matrices. 
Finally, taking a = w- 1 in 1.12 yields 
Pf(-W -‘) = det (0-r) Pf(o) 
which may be written using 1 .l 1 in the form 
Pan = det (w). (1.13) 
Although this derivation assumes w is invertible, the formula holds in general as both sides are 
polynomial functions of w. 
$2. THE SUPERTRACE AND GAUSSIANS IN THE CLIFFORD ALGEBRA 
In this section we first recall basic facts about Clifford algebras, spinors, and supertraces, 
and then we discuss the analogues in the Clifford algebra of fermion Gaussian integrals. 
The Clifford algebra C, may be defined as the superalgebra with odd generators 
Ylr...9 yn subject to the relations 
[rjt ~kl = ?jyk + YkYj = 2djk. (2.1) 
Clearly C, is isomorphic to the tensor product of n copies of Cr. Hence it has the basis 
consisting of the 2” monomials y, defined as in 1.2. 
We define a map 
c: C” + c,, c(z) = iz’y. 
The relations 2.1 are then equivalent o the identity 
c(z)2 = -r’z ZEC”. 
(2.2) 
Consequently C, can be identified with the Clifford algebra of C” equipped with the quadratic 
form -tz. Hence an orthogonal matrix a induces an automorphism of C, such that 
c(z)~c(az), and in this way the orthogonal group O(n, C) acts on the Clifford algebra. 
The group O(n, d=) and its identity component SO (n, C)are complex Lie groups having the 
Lie algebra LIO (n, C) of skew-symmetric matrices. The action of the orthogonal group on the 
Clifford algebra induces an action of M (n, d=) which associates to o the derivation of C, such 
that c(z) H C(U). 
We next define a map 
p:clo(n,C)+C,f p(w)=*y’q. (2.3) 
The following identities are easily verified 
CP(eA 441 = 44 (2.4) 
CP(O), PW)l = P(CW 4). (2.5) 
Now the group (C: )” of invertible elements in the algebra CT is a complex Lie group with Lie 
algebra C: under bracket. The second identity says that pis a homomorphism of Lie algebras. 
The complex spinor group Spin(n, C) may be defined (at least for n > 1) as the smallest 
covering group of SO (n, C) over which p can be realized by a group homomorphism. Thus 
there are homomorphisms of Lie groups 
SO(n, C) 2. Spin (n, C) 2 (CJ) 
inducing the identity and p respectively on the Lie algebra level. Moreover p is injective so that 
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Spin (n, C) can be identified with the subgroup of (C: )” generated by Gaussian expressions 
eP(w) = etY+JJI 
The identity 2.4 becomes on the group level 
&)c(z)P(g)-’ = c(Mz) 
for g in Spin@, C) and z in I=“. 
We next discuss the analogue of the fermion integral 1.4 for the Clifford algebra. This is 
the supertrace on the module of spinors. We begin by recalling some basic facts about 
supertraces. 
If V = V+ @ V- is a super vector space, we let EE End (V) be the operator with E = + 1 
on V *. The algebra End (V) is then a superalgebra in which the operators of even degree 
(resp. odd degree) commute (resp. anti-commute) with E. When V is finite dimensional the 
supertrace on End (V) is defined by 
tr,(a) = tr (EU) 
and it satisfies the basic symmetry property 
tr,(ab) = (- 1) (dego)(degb) tr, (ba) (2.6) 
or equivalently, it kills brackets (1.1). 
If a, b are operators on super vector spaces V, W respectively, then the operator a @b on 
V@W is defined by 
(a@b)(u@w)= (-1) @es b)(dcs ~1 av 0 bw 
With this definition one obtains a homomorphism of superalgebras 
End(V)@End(W)+End(V@ W) 
which is an isomorphism when either V or W is finite dimensional. When both are finite 
dimensional one has 
tr,(a @b) = tr,(a)tr,(b). (2.7) 
Supposing n = 2m is even, we construct he super-module of spinors S, over C, as follows. 
For n = 2, let S2 be C2 with the operators yi, y2, and the grading E given by the Pauli matrices 
y,=(; A) Y2’(P -;) c=(; _;). (2.8) 
Note that E = i-l y1-y2 and that C2 ‘Y End (S2). Now put S. = S2 @ . . . @S2 m-times; it is a 
supermodule over the m-fold tensor product of C2, which can be identified with C, in such a 
way that y2j_ i, y2j correspond to yl, y2 in thej-th factor. Clearly C, ‘v End (S,), so S, is an 
irreducible C,-module. AIso the grading of S, is given by the involution E = i-“;ll . . . yn. 
We next define 
tr,:C, --* C 
by letting tr,(a) be the supertrace of the operator corresponding to a on S,. Using 2.7 one sees 
that 
K(Y,) = I 0 J<{l,...,n> (2i)” Z={l,...,n}. (2.9) 
From this formula one can show that the automorphism of C, induced by an orthogonal 
transformation a preserves tr, or changes its sign according to whether det (a) is + 1 or - 1. 
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We now turn to the evaluation of the expression 
tr,(etYw’) 
which is the Clifford algebra analogue of the fermion Gaussian integral giving the Pfaffian. 
Consider the function on gC(n, C) given by o wdet ((sinh 0)/o), where 
sinh o eO-e-” 03 o4 
--=--=1+~+~+ . . . 
0 20 
This function is holomorphic and invariant under the adjoint representation of GL(n, C). It 
has a unique square root 
t 
which is holomorphic and has the value 1 at w = 0; this square root is also CL@, Qinvariant. 
Its restriction to the subspace of skew-symmetric matrices is then a holomorphic function on 
30 (n, C), invariant under the action of the complex orthogonal group. 
For example, when n = 2, the eigenvalues of o = are + ia, so we have 
PROPOSITION 2.10. 
f 
tr, (eff”Y) = (‘Ji)“&t Pf b). 
Proof. Both sides are holomorphic functions on QO (n, C) invariant under the adjoint 
action of SO(n, C). It therefore suffices to prove the formula when o is a direct sum of 2 x 2 
blocks, since any semi-simple w is conjugate under the adjoint action to such a direct sum, and 
since the semi-simple elements are dense. Using 2.7 one can show both sides behave 
multiplicatively with respect o direct sums, so it suffices to check the case for n = 2. With the 
notation of 2.8 and a = w,*, one has +y’oy = ayl y2 = ais, so 
and the result is clear. 
Next we want to generalize this result by adding a linear term J’y to the exponent in 
analogy with 1.7. We thus work in the tensor product superalgebra A @C., where A is a 
commutative superalgebra, nd the supertrace is extended A-linearly to a map 
tr,: A @C, --, A tr,(aa) = a tr,(a). (2.11) 
Because A is commutative, this ‘relative’ supertrace satisfies the basic symmetry property 2.6. 
Suppose that A = A [J1, . . ., 5.1, whence A @C, is finite dimensional, and so elements 
of this algebra can be exponentiated. 
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LEMMA 2.12. Zf K1 
Proof. One has 
Hence 
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. .t K, are odd elements of A, then 
tr,(eil?+KbJ(7+K) ) = t#J’y. 
[K’y, yk] = [Kjyj,y,] = Kj26jk = 2Kk 
[K’&&) = 0. 
for any number s, as both sides have the same derivative with respect o s. It follows that the 
two exponentials in the lemma are conjugate with respect o exp (*K*y). As this is of even 
degree, the two supertraces coincide by the symmetry property of the supertrace. 
We now come to the main result of this section which is the formula 
f 
,;e”E(z, I’)(- l)Wf(w,)J" (2.13) 
t 
pf (w) efJ’W-‘J (when o is invertible). 
Proof. The three expressions on the right coincide by 1.8. Since both left and right sides 
are holomorphic in o, we may assume o is invertible. We can then complete the square 
fy’oy+J’y = ~(‘i-w_‘J)‘o(y-o-‘J)+fJ’w_‘J. 
The second term on the right is an even element of A, so it commutes (strictly) with the first 
term. Hence with y’ = y-o-‘J we have 
frs(eti'w+J'-/) = tr,(ef”w’etJ’~-‘J) 
= tr,(etr”~~‘~ efJ’u-’ J. 
The result now follows from 2.10 and 2.12. 
Finally we want to formulate the result 2.13 in sufficient generality for the applications we 
have in view. 
Let H be the algebra of holomorphic functions on tin (n, C). The exponential series 
ef.i’w/ + J’Y = c ; (+foy + y7)k (2.14) 
has an obvious interpretation as an element of H @ A [J] @C., and its supertrace in the 
sense of 2.11 lies in H @ A [J]. Because an element of H is determined by its specialization at 
the different points of cIo (n, a=), it is clear that the formula 2.13 can be viewed as an identity in 
H @ A [J], or in the localization of this algebra with respect o the function o H det (0) in the 
case of the expression involving 0-i. 
Suppose now that A is a commutative superalgebra, let w be a skew-symmetric matrix 
with entries in A+, and let J be a vector with entries in A-. The series 2.14 defines an element 
of A @C, if either the entries of o are nilpotent, or if A is a Banach algebra. Moreover, in each 
of these cases there is a specialization homomorphism H @ A [IJ + A carrying the elements 
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WjL, Jj of the former into the corresponding elements of the latter. Thus we can obtain the 
following theorem. 
THEOREM 2.15. The formula 2.13 holds ouer any commutative superalgebra, provided either 
the entries of w are nilpotent, or the superalgebra is a Banach algebra. 
53. SUPERCONNECTIONS 
In this section we present he superconnection formalism of [6] in a suitable form for the 
sequel. All manifolds, bundles, differential forms, etc. are assumed to be smooth, and vector 
bundles are complex unless stated otherwise. 
Let f= 9V”’ @^w- be a super vector bundle over the manifold N. Let f2(N) 
= R (N)+ @ R (N)- be the algebra of differential forms on N considered as a commutative 
superalgebra, nd let T(N) denote the subalgebra of functions. We let. 
Q(N, %‘-) = T(N, A T* @“w) 
be the space of differential forms on N with values in %V. Then R(N, 7V) is naturally a 
super-module over R(N). We usually write OS instead of w @s for the element of R(N, %‘J 
given by a form w and a section s. 
We now consider the endomorphisms of this super-module, that is, operators T on 
Q(N, W) satisfying 
T(oa) = (- l)(desT)(degw)oT(a) (3.1) 
for PER and aeR(N, W). These operators form a superalgebra which is canonically 
isomorphic to 
R (N, End ^ ly-) = Q(N) @ r(,+.J (N, End “w) (3.2) 
The isomorphism is given by assigning to the element vu, where PER and UE 
I’(N, End w), the operator defined by 
qu(os) = (- l)(degu)(dego)~WU(S). 
In particular an odd degree endomorphism L of *wis extended to an operator on w-valued 
forms so as to satisfy 
L(oa) = (- l)degocO L(a). (3.3) 
We let 
tr,:r(N, End-W)-+T(N) 
be the map taking the supertrace of an endomorphism fibrewise, and we extend this to a map 
tr,:Q(N,End%‘)+R(N) (3.4) 
so as to be R(N)-linear: 
tr, (tl u) = rl tr, (u). 
The supertrace 3.4 satisfies the basic symmetry property 2.6, or equivalently, it vanishes on 
brackets. 
Next we suppose a given connection in wpreserving the grading. This may be defined as a 
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linear map 
which preserves the Z,-grading and which satisfies 
D(h) = dfs+fDs 
for all functionsfand sections s. Such a map can be uniquely extended to an operator on 
R(N, W) of odd degree having the derivation property 
D(oa) = dw.a+ (- l)deg”u.Da. (3.5) 
Suppose in addition to the connection we are given an odd degree ndomorphism L of W 
Then we can extend it to an odd operator on R(N, $4’) satisfying 3.3 and combine it with the 
connection to obtain an odd operator D + L which also has the derivation property 3.5. As in 
[63 such an operator will be called a superconnection. Its curvature is the even operator 
(D + L)‘, which one easily sees is linear over R(N), i.e. satisfies 3.1. Hence it can be identified 
with an endomorphism-valued form 
(D + L)* = D* f [D, L] + L* ER(N, End-W)+. 
The curvature of the superconnection isthus the sum of the curvature of the connection D, the 
covariant derivative of L with respect o D, and L*. 
The curvature can be exponentiated within the algebra n(N, End W)‘, since this is the 
algebra of sections of a bundle of finite dimensional algebras. So we obtain an even form 
tr s e(D+LTzE R(N)+ (3.6) 
which we call the characterfirm of the superconnection. This form is closed because (cf. [6], 
Proposition 2.) 
d tr, e KJ+L)* = trr[D, ,@+L?] 
= tr,[D+ L, e’D+L’z] 
= 0. 
From this one can show, using the homotopy property of de Rham cohomology, that the 
cohomology class of the character form does not change as the connection and endomorph- 
ism are varied smoothly (see [6] for more details). 
As L can be deformed linearly to zero, the character form is cohomologous to the form 
tr, eD2= tr (eD’ on WY+ ) - tr (e D* on W- ) 
which represents the class ch (W’) - ch (W- ) in the de Rham cohomology of N. (Here, as in 
algebraic geometry where de Rham cohomology has a meaning over ground fields other than 
the complex numbers, we define the Chern character in de Rham cohomology without the 
traditional i/271 factor in front of the curvature. This convention is more natural from the 
analytical viewpoint. For example, we shall see that it yields a rapidly decreasing form 
representing the character of the Thorn class in K-theory. On the other hand, the purpose of 
the i/2x is to make the differential forms representing the Chern classes have integral periods, 
so this factor will eventually have to appear in order to have the correct relation with integral 
cohomology.) 
In order to get a better feeling for the superconnection formalism and also to prepare 
for later work, we suppose next that W is a vector bundle Q x GW associated to a principal 
bundle f: Q -+ N with Lie group G, and a representation p of G on a super vector space 
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W = Wf @ W- which preserves the grading. Then f l YY is canonically isomorphic to 
the trivial bundle over Q with fibre W, so we have a map 
R(N, w) i: f2(Q,f* %‘“) = n(Q) @ W. 
This map allows us to identify R(N, ‘w) with the subspace (n(Q) @ W),,of “basic”elements, 
i.e. a E S2 (Q) @ W satisfying 
&7)(9* a) = a geG 
i,a=O XEy (3.7) 
where 9 is the Lie algebra of G. Thus we have 
Q(N, -6 ; (Q(Q) 0 WI,, 
and similarly we have an isomorphism of superalgebras 
!2(N, End YT) ? (n(Q) @End W),,. (3.8) 
In particular an odd degree endomorphism of TV is equivalent o a G-invariant element 
of r(Q) @(End W)-, i.e. a function on Q with values in odd endomorphisms of W which 
is G-invariant (i.e. equivariant). 
We next suppose that the given connection D in -llr comes from a connection in the 
principal bundle Q in the following way. A connection in Q is given by a g-valued l-form 
8 E R’ (Q) @ 9 satisfying 
md(g*@ = e geG 
i,B=X XEg. 
(3.9) 
Applying the representation p on the Lie algebra level, one obtains p(8) E R’ (Q) @(End W)‘, 
which then gives rise to an operator d + p(8) on n(Q) @ W, which can be identified with a 
connection on the trivial bundle Q x Wover Q. By 3.9 this operator induces an operator D on 
the basic subspace R(N, YV), which is a connection on Y+‘- preserving the grading. It is the 
unique connection which pulls back to d + p(8). 
The curvature of D corresponds under the isomorphism 3.8 to 
(d + P (e))z = Cd, p(e)] + P(e)2 
= d(p(e))+frp(e), em 
= PW 
where !2 = d0 +)[0,0] ERR @ 9 is the curvature of the given connection in Q. 
We now consider the superconnection D + L, where L corresponds to the G-invariant 
function t: Q --* (End W)-. The operator D + L on R(N, %‘) is induced by d f p(0) + t on 
n(Q) @ W, which is a superconnection on the trivial bundle Q x W. Under 3.8 the curvature 
of D + L corresponds to 
(d + p(e) + ty = p(R) + (dt + [p(e), t]) + t 2. 
Consequently the following is clear. 
PROPOSITION 3.10. The character form 3.6 of D + L corresponds to the basic form on Q 
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given by 
tr ,pcn,L(dt+[~(B)lLl)+Lf 
I 
where the exponential is computed in the tensor product superalgebra n(Q) @End W, and 
where the supertrace is the R(Q)-linear extension of the supertrace on End Win the sense of 
2.11. 
Remark. Although End Wis a matrix algebra, it has a Z,-grading which is important for 
the product in fZ(Q) @End W. Hence one must be careful in identifying elements of this 
tensor product with matrix differential forms. 
8 4. THE CHARACXER FORM OF THE THOM CLASS IN K-THEORY 
Let E be a vector bundle of even rank n = 2m over a manifold M, and let i: M --* E, 
II : E -+ M denote the zero section and canonical projection. We suppose E is equipped with a 
spin structure, whence E has a Thorn class i! 1 in K-theory satisfying the cohomological 
formula 
ch(i! I) = n*@(E)-‘).i,l (4.1) 
where i, 1 is the Thorn class in cohomology. According to [2] the class i! 1 is explicitly 
represented by a super vector bundle with odd endomorphism constructed from the bundle of 
spinors associated to the spin structure. In this section we present our main result which is the 
computation of the character form of this representation for i, 1. 
Let V denote Euclidean space R”, and let 9 = +(n), the Lie algebra of real skew- 
symmetric n x n matrices. Let 
c: V-, c, c(u) = iv’? 
p:p-+c.c P(O) = arIo;, 
denote the canonical embeddings 2.2,2.3 restricted to these real subspaces. Let G denote the 
(real) spinor group Spin (n); it is the smallest covering group of SO(n) over which the Lie 
algebra homomorphism p can be realized on the group level. There are Lie group 
homomorphisms 
SO(n) Z- Spin (n)L (CJ)” 
where 0 is a double covering and p is injective, and these are related by the basic identity 
P(g)G(r)P(g)- 1 = cbkm. (4.2) 
The homomorphisms cr, p give rise to the standard representation of G on V and the spin 
representation of G on S,, respectively; the latter is the sum of the two representations on S: 
and S, . 
By a spin structure on E we mean a reduction of its structural group to G = Spin(n), that 
is, an isomorphism of E with the vector bundle P x ‘I/ associated to a principal G-bundle 
f: P + M and the standard representation. In particular, the spin structure determines an 
inner product and an orientation on E. 
One has a Cartesian square 
PXVf’_E 
P -M 
/ 
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wherel,f’ are quotient maps for the G-action. This implies that P x Visa principal G-bundle 
over E, namely the pull-back of P via rc, hence forms on E can be identified with basic forms on 
P x V for the G-action. 
The vector bundle of spinors associated to this spin structure is defined to be the bundle 
S = P x ‘Ss, associated to the spin representation, and it has a natural Z,-grading. By 
naturality 
n*s = (P x V) x Gs, 
is the vector bundle over E associated to the principal bundle P x V and the spin 
representation. Hence from 3.8 with Q = P x V, N = E, W = S, we have isomorphisms 
R(E, n*S) = {Q(Px V)OS”),, 
R(E, End rr*S) = {S2(P x V) @Cn}bs 
(4.2) 
where we identify End S, with C,. 
Let Xi: V-, IF! denote the j-th coordinate function and also its pull-back to P x V. Then 
C(X) = iXjyjEflO(P X V) @C, 
is a function on P x V with values in C; which is G-invariant by 4.2. Hence it determines an 
odd endomorphism L of n*S by 4.3. 
Since 
c(x)’ = -x2 where x2 = x’x 
it follows that L2 = - 1 12, where 1 I2 is the function on E giving the length squared relative 
to the inner product. Thus L is an isomorphism of rr*S+ and rr*S- over E-M, and so the pair 
rr*S, L represents a class [rr*S, L] in the relative group K (E, E-M). According to [Z] this class 
is (- 1)” times the Thorn class: 
[n*S, L] = (- l)mi!l (4.4) 
Next we suppose given a connection 0 E R’ (P) @ 9 in the principal bundle P. As G and 
SO(n) have the same Lie algebra this is the same as giving a connection in E which preserves 
the inner product. This connection in P induces one in the associated bundle S, hence by pull- 
back we obtain a connection D on n*S. Thus we now have a superconnection D + L in the 
bundle n*S over E. 
The connection D may also be obtained as follows. The connection form 0 on P may be 
pulled back to a connection form on P x V which we also denote by 0. Then D is the induced 
connection in the associated bundle n*S. 
At this point we apply the discussion at the end of Section 3 to the principal bundle P x V 
over E and the spin representation. We see that D + L is induced by, and pulls back to, the 
superconnection 
d+p(@+C(X)=d+4Oj~Yjyl,+iXjyj 
on the trivial bundle P x V x S, over P x V. Relative to the isomorphism 4.3 the curvature is 
(D + ~9~ = P(Q) + d(M) + CP(Q WI + ~(4~ 
= p(R) + c(dx + ex) - x2 
= $fQy + i(dx + ex)y - x2 
where R = de + O2 is the curvature of 8. Then 
tr, e KJ+U = e -x2 tr {e~~R~+i(dx+BxJ’~ s 1 
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where the exponential and supertrace are computed R(P x V) @C, as in 2.11. Thus by 2.15 
we have 
THEOREM 4.5. Relative to the isomorphism R(E) 2: R(P x V), the character form of the 
superconnection D + L is given bp 
tr ,(D+L)‘= (_ly L 
s (2,)-m det(y>t U (4.6) 
U = 7r-me-x’ C e(Z,Z’)Pf(+R,)(dxfBx)“. 
J even 
(4.7) 
We now want to interpret his result as a refinement of the cohomological formula 4.1 on 
the differential form level. 
First of all, the determinant factor on the right of 4.6 comes from the closed form on M 
representing the inverse A-genus of E, which is determined by the Chern-Weil process from 
the curvature of the connection in E. The i/2x factor appears because we have left out this 
factor in defining characteristic lasses in de Rham cohomology. The (- 1)” corresponds to 
the sign in 4.4. 
Next we know that the character form on the left of 4.6 comes from a closed form on E. 
Since this is also true for the determinant factor, and this factor is invertible, we conclude that 
U comes from a closed form on E which we also denote U. Note that U is homogeneous of 
degree n = rank of E. 
We next explain how U represents the Thorn class of E in cohomology. For this it will be 
necessary to review a little about the Thorn isomorphism. 
Let DE denote the closed unit disk bundle in E for the inner product, and let S2(E, E-03E) 
denote the complex of forms on E with support in DE. As E is oriented, there is an integration 
over the fibre map 
rrc* :Q(E, E-DE) + R(M) (4.8) 
which is a map of complexes of degree - n. This map induces an isomorphism in cohomology 
n,:Hq(E, E-DE) 2; Hq-“(M) 
which is the Thorn isomorphism. The Thorn class i, 1 is the element of H”(E, E-[IDE) 
corresponding to 1 E Ho(M). The Thorn class is represented by any closed n-form w on E with 
support in DE such that n,o = 1. 
Now the form U on E does not have support in the disk bundle, but rather is rapidly 
decreasing as in the theory of distributions. To handle this we consider the map 
This is a fibrewise diffeomorphism of E with the open disk bundle. It enables us to identify 
forms on E with support in the disk bundle with those forms on E which are ‘rapidly 
decreasing in the fibre direction’. Thus letting S&,(E) denote the complex of these forms, we 
have 
h* : Q(E, E-DE) ? Q,,(E). 
(For our purposes it suffices to take this as the definition of Q,,(E), however, it is easy to give a 
characterization of these forms by growth conditions over compact subsets of M.) 
SUPERCONNECTIONS, THOM CLASSES, AND DIFFERENTIAL FORMS 99 
Since integration of differential forms is invariant under orientation-preserving dif- 
feomorphisms, it follows that h* is compatible with integration over the fibre. Hence 
integration over the fibre yields a map 
extending 4.8, which induces an ismorphism on cohomology. In this way we can extend the 
Thorn isomorphism from forms with support in the disk bundle to forms which are rapidly 
decreasing in the fibre direction. 
Because of the Gaussian factor e -‘I ’ It is clear that U is rapidly decreasing in the fibre 
direction. The integral of U over any fibre gives 
J -Ill n e -X’dxl . . . dx, = 1; (4.9) V 
hence we have rr* U = 1, and U represents the Thorn class i, 1 of E in cohomology. 
We summarize this discussion as follows. 
THEOREM 4.10. 7’he form of P x V given by 4.7 comes from a closed n-form U on E which 
is rapidly decreasing in thejibre direction. Moreover x,U = 1, so U represents the Thorn class 
i,l ofE. 
It is not obvious a priori that the formula 4.7 gives a closed form on E. Our proof of this 
result uses in an essential way the spin structure and the Clifford algebra calculations of 
Section 2. In the following sections we will give an independent and more direct construction 
of this Gaussian shaped Thorn form based on the Pfaffian algebra of Section 1. In order to 
carry this out, we want to place ourselves in a situation where the curvature matrix R can be 
assumed to be invertible. Hence we perform our calculations universally using the Weil 
algebra and equivariant forms. These ideas will be discussed in the next section. 
$5. THE WEIL ALGEBRA AND EQUIVARIANT DIFFERENTIAL FORMS 
Equivariant differential forms provide a de Rham model for equivariant cohomology [l]. 
In this section we recall the definition and basic facts of equivariant forms. The main result, 
due essentially to Cartan [4], identifies equivariant forms with invariant polynomial 
functions on the Lie algebra with values in differential forms on the G-manifold. It is a key 
tool in calculations with equivariant forms. 
Let G be a Lie group with Lie albegra 8, and let N be a G-manifold. We suppose G acts on 
N to the right, whence we obtain a representation of G on Q(N) by pull-back: g-w = g*o. 
The induced representation of the Lie algebra is 
Y,o=d 
dt ,=o 
exp(tX)*w XE 8. 
This is the Lie derivative with respect o the vector field on N corresponding to X, and we let i, 
be the derivation given by contracting with this vector field. One has the standard identities 
9 i,g- 1 = Ltg,X 
[ix, ix.] = 0 (5.1) 
yx = Cd, ix1 
A form (z on N will be called horizontal if i,a = 0 for all X in 9 and basic if it is both 
horizontal and G-invariant. The horizontal elements form a subalgebra Q( N)hor which is not 
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stable under d, however the subalgebra R(N), of basic elements is closed under d. 
Let P be a principal G-bundle over M. In this case forms on A4 can be identified with basic 
forms on P. More generally P x N with the diagonal G-action is a principal bundle over the 
associated fibre space P x ‘N, so we have 
R(P x GN) z Q(P x N)bas, 
Next we suppose a connection is given in the principal bundle P. Its connection and 
curvature are invariant g-valued forms 
eE(@(P)Og) c QE(t.-F(P)@g) (5.2) 
satisfying 
i,B = X i,R =0 XEf. 
Q=dtJ+$[tI,tI] dn=[Qe] 
(5.3) 
Following Weil one introduces a universal model for these relations. The Weil algebra is 
by definition 
W(f) = S(g*) 0 A (f*) f* = Hom&, C) 
Where S, A denote the symmetric and exterior algebras over C. The Weil algebra is (Z-) 
graded by assigning the degree 1 (resp. 2) to elements of p* in the exterior (resp. symmetric) 
algebra. The adjoint representation induces an action of G on the graded algebra W( 8). 
To describe the rest of the structure on the Weil algebra we choose a basis X, for 9 over W 
and let X,* be the dual basis for g* over C. We define the elements 8” in W ‘( 9) and R” in 
W2(,) to be the images of X,* in the exterior and symmetric algebras respectively. Then 
W( 8) is the graded commutative algebra freely generated by the elements 8”, P. 
The universal connection and curvature over the Weil algebra are defined to be 
These are G-invariant and independent of the choice of basis. We next define derivations d, i, 
so that the formulas 5.3 hold for the universal connection and curvature. Thus, in terms of the 
generators, we have 
i.tl* = 6 ab &!A* = 0 
de”=n -ff~e*ec dR”=fLR*tF (5.4) 
where i, stands for ix., and the f & are the structural constants: [ Xb, X,] = f LX.. One verifies 
that d is a differential and that the identities 5.1 hold. 
The connection and curvature forms 5.2 in P determine maps 
9* + 521(P) f* -+ Q2(P) 
which induce a homomorphism of graded algebras 
W(,) --) Q(P). (5.5) 
It is the unique homomorphism carrying the universal connection and curvature to the 
connection and curvature forms on P. From the way things have been defined, it is clear that 
this map is compatible with the differentials, the G-action and the derivations i,. This 
homomorphism is called the Weil homomorphism determined by the connection in P. 
Returning to our G-manifold N, we consider the tensor product W( 8) OR (N). This is a 
differential graded algebra with G-action and derivations i.satisfying the standard identities 
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5.1, so we can form its basic subalgebra which we denote 
%(iV) = { W(y)Ofl(N)3,,. (5.6) 
This is a differential graded algebra whose elements will be called equioariant differentialforms 
on N as in [l]. 
The reason for this terminology can be explained as follows. The Weil homomorphism 
5.5, combined with lifting forms on N to P x N, determines a homomorphism w 
W(,) @Q(N) -1: Q(P x N) 
u u 
Q,(N)zR(P x GN) 
(5.7) 
which induces the map W on basic subalgebras. The map W is a homomorphism of differential 
graded algebras which will be referred to as the Chern- Weil homomorphism determined by the 
connection in P. 
The induced homomorphism on cohomology 
H*@,(N)) + H*(P x ‘N) (5.8) 
can be shown to be independent of the choice ofconnection. Furthermore, when G is compact 
and P/M is a good approximation to the universal bundle PG/BG in the sense that P is 
k-acyclic with k large, relative to the cohomology degree being considered, one can show that 
5.8 is an isomorphism. Therefore, for G compact he equivariant forms give the equivariant 
cohomology of the G-manifold [I]. 
In the case where N is a point, one has the well-known isomorphism 
so equivariant forms in this case can be identified with invariant polynomial functions on the 
Lie algebra. We are now going to prove a generalization of this fact for an arbitrary G- 
manifold. 
We consider the subalgebra A(f*)@Q(N) of W(y)@R(N), and note that on this 
subalgebra the operators of multiplication by 8” and the derivations i, are defined. We now 
define maps 
The map E is the algebra homomorphism induced by the augmentation of the exterior 
algebra, hence e(P) = 0 and s(a) = a for a in f2 (N). To define j, we first consider the operators 
Vi, for different indices a; here we do not follow summation convention. One has 
(pi,) (ebib) = - 8”8*i,ib + 6&&ib 
= B”6*ibi, + 8&,eaib 
which implies that these operators are commuting projectors. Thus the operators 1 - 63, are 
also commuting projectors and their product 
E = n (1 - 0‘3,) 
(1 
is also a projector. 
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Now define j by 
j (2) = Er 
1 
= z-x@?,a+_i? c B”6bi&,a- . . . 
L1 .o.b 
LEMMA. The maps j, E induce an algebra isomorphism 
(5.9) 
Proof. As (sOi,)tF = 8” and i,(@‘i,) = i,, it is clear that 
Ker(l - 6’5,) = Im(tYi,) = Im(&) 
Im(l -Pi,) = Ker(B”i,) = Ker(i,). 
As the projectors 1 - 0‘7, commute 
Im(E) = nKer(i,) = { A(~*)@R(N)},,, 
Ker(E) 3 ZIm(8“) = Ker(E). 
On the other hand EE = E, so Ker (E) = Ker(s), and we see that the horizontal subspace Im( E) 
is a complement o Ker (E). T’hus E maps the horizontal subspace isomorphically onto n(N). 
Also if a E R(N), then ja = Ea is in the horizontal subspace and sja = cEa = EZ = a, so j 
is the inverse of E restricted to the horizontal subspace. 
Finally, the horizontal subspace is a subalgebra nd E is an algebra homomorphism, so the 
isomorphism preserves the algebra structure, completing the proof. 
We note that this proof shows that j is an algebra homomorphism compatible with the 
action of G. 
We now tensor with S(f*) and extend j to algebra homomorphisms 
S(g*) @Q(N) - 2- W(g) @Q(N) 
c 
compatible with the G-action and such that sj = id. Since i,(Clb) = 0, the lemma yields algebra 
isomorphisms 
S(8*) OQ(V = 1 ~(,)OQ(~)Jbor 
{S(g*)@R(N)}G= { w(,)@n(N)j,= RG(N) 
Next we define a derivation d, on S(y*) @Q(N) by 
d&Y) = 0 
d,(z) = da - CSYi,z aER(N). 
(5.10) 
LEMMA 5.11. One has edj = d,. 
Proof. Since E, j are algebra homomorphisms, both operators are derivations of 
S(g*)@Q(N), so it is enough to check the formula on the generators. Using 5.4 and 
E(p) = 0 we have 
suj (no) = E(f&nbf?) = 0 
&j(z) = Ed{a-Sf??,a+ . . .) 
= da - XYi, 
proving the lemma. 
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We note that if /I is an invariant element of S( y*) @Q(N), then j (8) is basic. Since the 
basic elements are closed under d, one has 
dtjB) = jdjg = j&8). 
Therefore, we have proved the following result of Cartan ([?I, Section 6). 
PROPOSITION~.~~. Thehomomorphism&: w(,)@f2(N)- S(g*)@R(N) induced by the 
augmentation of A (q*) yields an algebra isomorphism 
Q,(N) 2; { S(f*) OQW)j” 
such that the diflerential d corresponds to da. In particular, di = 0 on the G-invariant 
subalgebra of S(g*) @Q(N). 
Remark. This proposition is the algebraic formulation of the fact that to compute a 
characteristic differential form at a point, one can use a ‘synchronous’ framing, that is, a 
framing such that the connection form 8 vanishes at the point. 
In order to use this proposition to do computations with equivariant forms, we interpret 
S(g*) as the ring of (complex-valued) polynomial functions on 8. Thus, if w denotes an 
arbitrary element of 9 the generators R” of S( g*) become the linear functions o ww“ giving 
the coordinates of o relative to the basis X,. Similarly an element /I of S(g*)@R(N) is 
interpretteted as a polynomial function o w/I0 on f with values in R(N). 
Let d, denote the derivation on R(N) given by 
d,=d-i,=d-w”i,. 
It is clear that da/l becomes in this interpretation the function 
(d&o = &A,. 
In order to provide some familiarity with this notation, we present another proof that 
dip = 0 when #I is G-invariant. Invariance means 
and infinitesimally 
In particular, we have ZUBo = 0, hence 
dt/% = - (di, + i,d)Bo = - JZ’~/?~ = 0 
as claimed. 
$6. A UNIVERSAL TH0.M FORM 
The purpose of this section is to give a more direct construction of the Gaussian-shaped 
Thorn form found in Section 4. We will construct his form universally as an equivariant form 
on R” for the action of SO(n). 
Let G = SO(n) act on V = R” in the standard way. The Weil algebra of 9 = go(n) is 
generated by elements 01, of degree 1 and Rjk of degree 2, where these are independent for 
1 I j < k I n and are such that the matrices 8, R are skew-symmetric. Let xj denote the 
j-th coordinate function on V. 
Over the graded algebra W( 8) @!A( V) we have the skew-symmetric matrix R of elements 
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of degree 2 and the vector dx + Bx = (dxj + OjkXk) of elements of degree 1. SO 
/J = JC-me-xl E&(1, I’) Pf(*n,, (dx + 8x)” (6.1) 
defines an element of degree n in W (8) @fl( Y). Using 1.9 with OJ = in, J = i(dx + Ox), we 
have the simpler formula 
u = (2TI)-mPf(R)e-“‘-(d”+B”YR-‘(dx+B”) (6.2) 
after applying the localization homomorphism 
where the latter is the ring of fractions with powers of det(n) in the denominator. As det(R) is 
basic and closed, the differential, G-action, and derivations i,Y extend to this localization. 
Moreover, as det(R) is a non-zero-divisor, the localization homomorphism is injective, so we 
can verify properties of U using the simpler formula 6.2. This simple principle is basic for the 
sequel. 
Now let E be an oriented real vector bundle over M of rank n equipped with inner product 
and connection preserving the inner product. Then there is a principal G-bundle P over 1M 
with connection such that E is the associated vector bundle P x GV with the induced 
connection. The Weil homomorphism associated to the connection in P yields homo- 
morphisms 
w(,)On(V)rfi(Px V) 
u u (6.3) 
where W is the Chern-Weil homomorphism as in 5.7. 
THEOREM 6.4. The element U of W( 8) @fi( V) has the following properties: 
(i) U is basic, so it belongs to Q,(V) 
(ii) U is closed 
(iii) U is a universal Thorn form in the sense that for any oriented real rank n vector bundle E 
equipped with compatible inner product and connection, the Chern-Weil homomorphism W 
carries U to a form representing the Thorn class. 
Proof. It suffices to prove the first two properties, since then the image of U under W 
represents the Thorn class, as it is closed, rapidly decreasing in the fibre direction, and 
integrates over the fibre to 1 by 4.9. 
We first show that U is horizontal. 
LEMMA. Let x denote the vector consisting of the coordinate functions xj, let OE 8, and let 
d, = d - i,. One has 
Ymx= --ox i,(dx -t 0x) = 0 
d,x = dx d,(dx) = wx. 
(6.6) 
The standard action of G on V is by left matrix multiplication: g. v gv, so G acts on 
functions on V by (g . f) (v) = f (g-'v). Thus 
d 
(yuxj)(v) ";T; r=O 1 x.(e -‘“V) = - Xj(WlJ) 
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proving the first formula. Then 
i,(dx+ox) = .YUx+wx = 0 
and the rest is clear. 
The second formula in 6.5 shows that the elements (dx+B~)~ of lV(8)@R(V) are 
horizontal. As the horizontal elements form a subalgebra, one sees that U is horizontal. 
Next we apply the isomorphism from 5.10 
{ W(p)@V)j,,,2 S(g*)OQ(V 
and the interpretation of the latter in terms of a(V)-valued polynomial functions on 9 
described at the end of Section 5. This map kills 6jk and sends Qjk to the function o c--, mjl, on 
8, hence under this isomorphism U becomes the function 
U, = Z-me-x2Cs(I, r’)Pf(+o,)dx’ (6.6) 
= (~TC)-mpf(o)e-~z-d”“-‘d~ 
(6.7) 
where the second expression makes sense in the larger algebra of rational functions on 9 with 
values in n(V). 
To prove the properties (i), (ii) of U we must show that U, is G-invariant and d,U, = 0. 
For this we can work in the algebra of rational functions with the expression 6.7. Let u be the 
rational function of given by 
a, = x’w-ldx. (6.8) 
Then a is G-invariant: 
and 
rAdcSM = x’go-‘g-‘dx = (g-‘x)‘w-‘d(g-‘x) 
= (g- l)*ru 
d,a = x’o-‘d,(dx)+ (d,x)‘o-‘dx 
= x2 + dx’w-ldx, 
because di = 0 on the invariant functions, d,r is killed by d,. Hence it is clear that 
U, = (2n)-mPf(o)e-dJ 
is G-invariant and killed by d,, finishing the proof. 
(6.9) 
$7. A UIYIYERSAL TRANSGRESSIOK FORiM IN THE SPHERE BUNDLE 
In this section we will be concerned with transgression in the sphere bundle, and idea 
going back to Chern’s intrinsic proof of the generalized Gauss-Bonnet theorem [S]. We will 
construct an explicit transgression form starting from our Gaussian-shaped Thorn form. One 
of our purposes is to show how our previous work provides a simple approach to 
transgression in sphere bundles on the level of differential forms. 
We first recall some relations among the Thorn class, the Euler class, and transgression. 
Let E be an oriented real vector bundle over M of rank n = 2m with canonical projection 
7c :E --+ A4 and zero section i. Let U be any Thorn form on E, i.e. a form representing the Thorn 
class i, 1 as in the discussion before 4.9. The Euler class of E is by definition i*i, 1 E H” (M), and 
it is represented by i* U. 
The reason for this terminology is as follows. Let the manifold M be compact and oriented 
of dimension n, and let s be a section of E transversal to the zero section. Then one has the 
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formula 
I i*i,l =CvP .u P (7.1) 
where P runs over the zeroes of s, and vP = f 1 according to the effect of (ds),: T,(M) 2 E, 
on orientations. In the case of the tangent bundle, a theorem of Hopf identifies the sum on the 
right with the Euler characteristic of M. Thus the Euler class of the tangent bundle gives the 
Euler characteristic. 
One can prove 7.1 by considering the family of sections st and ts of E where t E R. The 
forms s: U are cohomologous by the homotopy property of de Rham cohomology, SO s: U is 
independent oft. At t = 0 one obtains the integral of the Euler form i* U. As t becomes infinite 
the section st crosses the zero section vertically at the zeroes of s, and the integral becomes the 
sum of the vp in the limit. 
Another approach to 7.1, and this is the one used by Chern, is to construct a transgression 
form, that is, an (n - l)-form r on the sphere bundle §E such that ds is the lift of the Euler 
form. In the following we will identify SE with the quotient of E-M by the action of the 
group of positive real numbers. Thus a transgression form can be viewed as an (n - l)-form r 
on E-M which is basic relative to this action and satisfies 
dz = x*(i* U). (7.2) 
We now show how to construct a transgression form starting from the Thorn form U. Let 
U, = 4: U, where 4, : E + E is multiplication by t. For t > 0, C#I~ is a one-parameter group of 
diffeomorphisms in the variables = log t. So if X denotes the vector field on E generating this 
flow we have 
= +,u, 
=d fi,U, 
i I 
as U, is closed. 
As t approaches zero, U, becomes R* i* U, and as t becomes infinite, U, goes to zero on 
E - M. Integrating the above from zero to infinity yields the formula 7.2 over E - M with 
T = (-ixUt)F 
s 
0 
(7.3) 
assuming there are no difficulties with the convergence. 
We note that r is obviously invariant under & and it is killed by i,, so it is basic for the 
action of the positive reals. Hence r is a transgression form. 
Now we apply this discussion to the Gaussian-shaped Thorn form U studied in the 
preceding section. Again we work universally with equivariant forms on [w” for the action of 
SO(n). 
We first consider the Euler form i* U corresponding to this Thorn form, i.e. we set x = 0 in 
the formula 6.1, and we conclude that 
(21~)~“’ Pf(Q) represents the Euler class. 
This is the essential differential-geometric point in the proof of Gauss-Bonnet, in contrast to 
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7.1 and Hopf’s theorem which belong to the realm of topology. 
Next we construct he transgression form determined by 7.3 from our Thorn form. Here X 
is the radial vector field X = Xj~j on W” and, with z as in 6.8, we have 
i, (d,r) = i, (dx’w- ’ dx) = 2cr. 
Using the formula 6.9 for the Thorn form, the transgression form is given by the function on r 
with values 
z0 
T5, = s (2n)-” Pf(~)e-c*d~zt2 (2~2): 
0 
= (27r)_” Pf(cD)fi. 
0 
(7.4) 
On the other hand the formula 6.6 yields 
5, = $T-m ,pz,z’) (+Iz’I- l)! Pf(:o,)lxl -“‘Q&Xr). (7.5) 
The first formula for r shows it is invariant and satisfies d,s = (2n)-” Pf(o). The second 
formula shows it is a polynomial function of o whose values are forms on R” - (0) which 
come from s”-’ under the map u~u/IuI. 
Thus we have the following. 
THEOREM 7.6. Theformulas 7.4 and 7.5 define an equivariantform on R”- (0) for the acrion 
of SO(n), which is a universal transgression form. 
To conclude this section we will explain as concretely as possible how 7.5 is to be 
interpreted as a universal transgression form. 
Let E be an oriented real vector bundle over M of rank n equipped with compatible inner 
product and connection. Then there is a transgression form TV on E determined locally as 
follows. Let W be an open subset of M over which there exists a trivialization E w 2: W x R” 
compatible with the inner product. Relative to this trivialization theconnection can be written 
d + 0, where 0 is a skew-symmetric matrix of I-forms on W. Let x : E w+ R” be the projection 
on the fibre with respect o the trivialization, Then rE over E ,+, is given by the formula 7.5 with 
w replaced by the curvature R = de + 0’ and with dx replaced by dx + 0x. 
$8. VARIANTS 
In this section we discuss variations of our main result 4.5 for real vector bundles with 
SpinC structure and for complex vector bundles. 
We recall that in order for a real vector bundle E/M to have a Thorn isomorphism in 
(complex) K-theory it suffices to assume that E has something weaker than a spin structure, 
namely a spinC structure [Z]. The group Spine(n) is by definition the product of Spin(n) and 
the group of scalars of absolute value 1 in the Clifford algebra C,. There are group 
homomorphisms 
SO(n) L Spine(n) p’_ (C,‘) 
where p‘ is the inclusion and a’ is defined so that 
P’ (9) c W P’ (9) - ’ = c (a’ (9) 4 
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holds. One has an isomorphism of Lie algebras 
spin’(n) z b(n) @iR 
relative to which the homorophism p’ is given by 
(8.1) 
P’(cC, + U) = 4COjkyjYk + U’ 1 
(8.2) 
where 1 is the identity in the Clifford algebra. 
Now suppose E has a spin’ structure, that is, it is associated to a principal Spin’(n)-bundle 
P/M and the standard representation on V = R” defined by 6’. As in Section 4 one defines the 
bundle of spinors S and the odd endomorphism L on n* S given by Clifford multiplication. 
The pair IC* S, L represents (- 1)” times the Thorn class. 
A connection in P induces one in S and n*S, and hence one obtains a superconnection D + L 
on 7~* S. In order to compute the character form, we note that because of 8.1 the connection in 
E can be viewed as a pair (0, a), where 6’ E nf (P) 0~ (n) is equivalent o a connection in P 
preserving the inner product, and where a is an invariant I-form on P such that i,a = 0 for X 
in b(n) and i,a = X for X in iW. The curvature in P may be viewed as the pair (q dz), where 
n = de + 8’ and where dz is a 2-form coming from M. Using 8.2 one sees that the curvature 
ofD+Listhen 
da~1+p(fJ)+c(dx+8x)-x2~{~(Px V)@C,),, 
Since the fist term commutes with the rest, it is clear that the character form is essentially 
the same as the one obtained in Section 4 except for a factor e tda). Thus we obtain the following 
generalization of 4.5 to bundles with spin’ structure. 
THEOREM 8.3. With the above notation and U as in 4.1, 4.10 we have 
We next consider the case of a complex vector bundle. This is an example of a real vector 
bundle with spincstructure, and, apart from language, what we are going to do is contained in 
the preceding. However it is useful to have formulas adapted to the complex structure, e.g. it is 
nicer to work with the determinant of a complex matrix rather than the Pfaffian of the 
equivalent real matrix of twice the size. 
Let E be a complex vector bundle of rank m over M equipped with compatible Hermitian 
inner product and connection. We form the vector bundle A E* where E* is the dual bundle. 
Then r\E* is naturally B2-graded, and we define an odd degree ndomorphism L on n* ( A E*) 
by 
L, = i(v J-v*A) on n*(AE*)” = AE& 
Here v J denotes interior product with v viewed as a linear functional on E&, and v* E E$,, is 
the linear functional on E,(,, go ‘ven by inner product with u. As L: = - (u12, the endomorphism 
L is an isomorphism over E - M, and the pair 7c* (A E*), L represents aclass in K (E, E - M). 
This is the Thorn class i! 1 and it satisfies the cohomological formula 
ch (i! 1) = 7~* (Todd(E)- ‘).i,I. (8.4) 
The connection in E induces connections in AE* and IL* (A E*), hence we have a 
superconnection D + L in IL* (A E*). Our goal is to find its character form and to obtain a 
refinement of 8.4 on the differential form level. As the arguments are the same as before but in 
a different notation, we just indicate the main lines. 
Let P be the principal bundle with group U(m) consisting of the orthonormal frames in E. 
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Then E is the vector bundle associated by P to the standard representation of G on V = Cm, 
and the connection in E comes from a unique connection in P. Also A E* is associated to the 
representation p of G on A V*. On the Lie algebra level this representation sends a skew- 
hermitian matrix w to the derivation 
p(W) = ( - d)jp*yk = wjk aj* ak 
where aj = ej 1, aj* = ey A and ej is the standard basis of V. 
The bundle X* ( A E*) is the vector bundle associated to the principal bundle P x V over E 
and the representation p. The odd endomorphism L is defined by the invariant function on 
PXV 
C(Z) = i(ZjUj-fjaf) 
where zj: P x V -+ C is the pull-back of thej-th coordinate function on V. Thus, if 8, Q are the 
connection and curvature in P, we have 
D+r,=d+p(0)+c(z) 
(D + L)2 = p(n)+c(dzfez)-~t~2 
= a*‘&+~‘a+a*‘~-~z~2 
where $ = i(dz + f9.z). Next we evaluate 
tr t ea*‘@O + $+a + a*‘$ 
by the method used in Section 2, i.e. completing the square and using the formula 
tr 5 en*‘6a = det(1 -e’) = det(1 -emw). 
The end result of the calculation is the following. 
THEOREM 8.5. In the case of a complex uector bundle ofrank m with compatible hermitian 
inner product and connection the character form of the superconnection on TT* (A E*) is 
where U is the Gaussian-shaped Thorn form on E given by 
In the second formula for U, I and J run over the subsets of { 1, . . . , m}, det (Q,,) is the 
(I,.+th minor determinant of Q and 
4 I” = CJ5j,. , . $j, 
ifJ’ = {j,, . . . , j,} withj, < . . . < j,. The first formula for U makes ense only universally, 
to be precise, in W(g) @Q(V) localized with respect o det (Q). 
As an example suppose m = 1. A trivialization of E over an open subset of M determines a 
fibre coordinate z on E and a connection form 8 over the open set. In terms of these the Thorn 
form is 
u ’ 
=25L (‘> 
e - ltl’ (de + (dz + 62) (dz - 03) 
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and the corresponding transgression form 7.3 is 
1. 
2. 
3. 
4. 
5. 
6. 
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