This paper presents an innovative email categorization using a serialized multi-stage classification ensembles technique. Many approaches are used in practice for email categorization to control the menace of spam emails in different ways. Contentbased email categorization employs filtering techniques using classification algorithms to learn to predict spam e-mails given a corpus of training e-mails. This process achieves a substantial performance with some amount of FP tradeoffs. It has been studied and investigated with different classification algorithms and found that the outputs of the classifiers vary from one classifier to another with same email corpora. In this paper we have proposed a multi-stage classification technique using different popular learning algorithms with an analyser which reduces the FP (false positive) problems substantially and increases classification accuracy compared to similar existing techniques.
Introduction
Internet e-mail is an essential communication method for most computer users and has treated a powerful tool intended to idea and information exchange, as well as for users' commercial and social lives. Globalization has resulted in an exponential increase in the volume of e-mails. Unfortunately, a bulky chunk of it is in the form of spam or unsolicited e-mails, has become one of the biggest world wide problems facing the Internet today. Due to the increasing volume of unwanted emails called as spam the users as well as Internet Service Providers (ISPs) are facing multifarious problems. The cost to corporations in bandwidth, delayed email, and employee productivity has become a tremendous problem for anyone who provides email services.
Email categorization is able to control the problem in a variety of ways. Detection and protection of spam emails from the e-mail delivery system allows endusers to regain a useful means of communication. Many researches on content based email classification have been centred on more sophisticated classifierrelated issues. Currently, machine learning for email categorization is an important research issue. The success of machine learning techniques in text categorization has led researchers to explore learning algorithms in email categorization to categorize the email as spam and non-spam [1, 2, 3, 4] . However, it is amazing that despite the increasing development of anti-spam services and technologies, the number of spam messages continues to increase rapidly.
In order to address the growing problem, users and organizations analyse the tools available to determine how best to counter spam in its environment. Tools with a flexible user interface (UI) will provide an important arsenal for any user as well as organization. An intelligent interface allows users to do their work or perform a task in the way that makes the most sense to them. It maximizes what we know about human strengths, such as analysis and decision-making. It also minimizes what we know about human limitations, for example, memory and complex computations. Welldesigned interface reduces errors, training time and costs [5, 6, 10, 12] . This paper proposes an effective and efficient email categorization using a multi-stage classification ensembles technique. In our proposed technique, every single email is indexed and classified by the classifier/(s) according to index value. After classification all the misclassified emails are collected and stored in a different mailbox which is named as GL. The GL is the list of the emails generated by classifiers which are not TP (true positive) or TN (true negative). The term GL is related to black-list (BL) and white-list (WL) and considered as the middle of them, i.e. not sure about WL or BL. The analysis of GL is based on two premises ; i) user feedback technique, i.e. the user will give feedback about the status of these emails and ii) sender verification technique i.e. the system will send this email to the sender and wait for the response within a certain timeframe. If response comes then it will be treated as a TP otherwise it will be treated a TN.
The remaining sections of this paper are organized as follows: Section 2 will describe the related works on email classification techniques using learning algorithms and section 3 will describe the proposed email categorization process. Section 4 describes the multi-stage classification ensembles technique and section 5 presents the details of analysing GL. Section 6 presents the experimental results. Finally, the paper ends with conclusion and references in section 7 and 8 respectively.
Overview of email categorization using classification algorithms
This section describes the overview of some popular classification algorithms such as SVM, NB and Boosting, which are used in our proposed technique. Each algorithm can be viewed as searching for the most appropriate classifier in a search space that contains all the classifiers it can learn. All machine learning algorithms require the same instance representation. The instances are messages and each message is transformed into a vector (x 1 , . . . , x m ), where x 1 , . . . , x m are the values of the attributes X 1 , . . . ,X m , much as in the vector space model in information retrieval [3] . In the simplest case, each attribute represents a single token (e.g., "money"), of Boolean variables: If the two classes are linearly separable, then one can find an optimal weight vector w* such that ||w*|| 2 is minimum; and
The distance between the two hyperplanes defines a margin and this margin is maximized when the norm of the weight vector ||w*|| is minimum. Vapnik has shown that they may perform this minimization by maximizing the following function with respect to the variables α j : The Naive Bayes (NB) learner is the simplest and most widely used algorithm that derives from Bayesian Decision Theory [4] , [7] . A Bayesian classifier is simply a Bayesian network applied to a classification task. It contains a node C representing the class variable and a node X i for each of the features. From Bayes' theorem and the theorem of total probability P(C = c k | X = x) for each possible class c k , the probability that a message with vector − x = (x 1 , . . . , x m ) belongs in category c is:
The boosting algorithms, like SVMs, learn generalized linear discriminates of the form of equation
In boosting algorithms, however, the mapping functions h i ( x )are themselves learnt from data by another learning algorithm, known as weak learner. A common weak learner is decision stump induction [5] , which constructs a one-level decision tree that uses a single attribute from the original attribute set to classify the instance x to one of the two categories. In the case of continuous attributes, the decision tree is a threshold function on one of the original attributes. close to the classification boundary. This is similar to the behaviour of SVMs, which focus on instances that are misclassified or support the tangential hyper planes [5] .
Proposed email categorization process
This section presents our proposed email categorization technique. Firstly, the email corpus is transformed and indexed using learning algorithms. The transformed incoming emails are sent to the classifier domain for categorization. In our system we have used a power UI to give the flexibility to the user for selecting appropriate classifier/(s) or different parameters. The main flow diagram of our process is shown in the figure 1.
In the User-Opt-1, as shown in figure 1 , the user has the choice to select the filtering approach, i.e., whether the system will go for single or multi-stage classification approach. In the first case, the email will be classified using single classification algorithm and for the second case, the email will be classified using multi-stage classification algorithms.
After choosing the filtering approach, the user will have further option to select the classifier algorithms. In the case of individual classification, which is mentioned as User-Opt-2, the user has to select one of the classifiers among the list of classifiers. There are number of classification algorithms, named as "ClassAl-1, ClassAl-2 … ClassAl-N". On the other hand, in the case of multi-stage classification ensembles, the user also has the option, which is mentioned as User-Opt-3, to choose which combinations of classification algorithm/(s) will select. The kernel function plays an important role in some classification algorithms for feature extraction. But appropriate kernel selection is an important part for getting better accuracy and performance. Sometimes kernels are chosen according to the characteristics of the email corpora. In our UI, there is another option for the user, which in mentioned as User-Opt-4, to choose appropriate kernel functions. In this stage the user will select the suitable kernel, which is mentioned as "Ker-1, Ker-2…. Ker-N", for some classification algorithms like SVM [5] .
Before starting the classification of email corpus, the user needs to train the classifier algorithm/(s) using training data sets. The training data can be spam data or legitimate data or both. Based on the information of the training data set the test data will be classified accordingly.
Multi-stage classification technique for email categorization
In this section, the email categorizing using multistage classification ensembles has been presented. Firstly, the individual user's emails, that are considered as both spam and legitimate, are initially transformed and indexed and send to the classifiers for categorization. The classifier will categorize the email data and send to the output folder based on the identification of the email. Every classifier has two sets of data, one is legitimate set (L t ) and another is spam set (S t ) as shown in the following figure 2. In the case of multiple classifier selection, the output of the classifier will be categorized into three different parts; In figure 4 , the email data enters to the base classifier C 1 . The output of the C 1 is either C 1 l or C 1 s, based on the recognition of the classifier, enters to C 2 . From the above equations (7) we can derive the TP, TN and GL are as follows: Let C 1 ,C 2 , . . . ,C n are the classifiers algorithms and X is the input sets and Y is the output sets. For a single input there will be two combination set of outputs. Let for input set X i the output sets are X i & ┐X i . For i>2 , for any input sets the output sets will be as follows:
According to the equation (11), (12) and (13), for n=2, 3, 4, the output combinations are as follows:
The output X 0 X 1 follows the equation (11) & (12), and the remaining terms follows the equation (13). So the total number of GL output, those are follows equation (13), is m=2
All the outputs follow equation (13) except X 0 X 1 X 2 . So the total number of GL output is m=2 N -2=6
• N=4:
All the outputs follow the equation (13) except the term X 0 X 1 X 2 X 3 . So the total number of GL output is m=2 N -2=14 It has also been shown that for n=4,5,6 ……, the upper bound of GL term always satisfy the lemma. The table 1 shows the value of N (number of classifier) and their corresponding GL terms. It shows that complexity of GL term is exponential w.r.t the number of classifiers.
We can represent the outputs as a truth table form for n-classifiers, as shown in table 2. In this table the left part shows the predictions of single classifier and right part shows the predictions of multi-stage classifier. In this table 2 "+1" represents the legitimate output and "-1" represents the spam output. Here, the term "X" represents don't care i.e. it can be ±1, which represents GL outputs. 
X represents the don't care terms, TP/TN From the table 2, it has been shown that there is no don't care term in single-classifier classifications but lots of don't care terms in multi-stage classifier classifications. It is also shown that no don't care terms are in the top and bottom rows of the table 2, which means that all the combinations give unique predictions. The top and bottom rows are represents as TP and TN respectively and the remaining rows represent the term GL.
Analysis of GL emails
This section describes the analysis of the GL emails. For analysing GL, we have designed two techniques.
One is User selection technique and another is sender verification technique [12] . The flow diagram of the analyser is shown in the figure 5.
User feedback
The first option is usr feedback, where the analyser will send this output to the user for getting feedback from the user. The user will identify the email and make the decision whether it is spam or legitimate. After user feedback it will be sent to the spam or legitimate database based on the user identification. This type of detection is so called personalized spam filtering technique. The classifier will also consider the feature of this output which will be considered for further classification. This process is quite simple but more effective in terms of accuracy. 
Sender verification
The second option is sender verification, which is quite complicated compared to first one. This process is based on what we call a challenge/response (C/R) technique. In this technique, the analyser will automatically send a message to the sender for verification; until the sender responds with the correct answer within a certain timeframe, the e-mail will be remain as GL. If the sender responds with the correct answer then the email is considered as TP otherwise TN. The system will wait for a predefined time and if the time expires then it is also considered as TN.
Experimental results
In this section we will present our experimental result. We have used three classification algorithms as NB, SVM and AdaBoost. We have tested every algorithm individually and compare the results and then we used a combined approach. Finally a comparative analysis has been shown with individual and combined approach in terms of FP, FN and Accuracy. In our experiment, we have used the public data sets PUA [3] for our experiments and converted the data sets based on our experimental design and environment. Firstly we have encoded the whole data sets, both train and test sets, then indexed every email for test data sets and finally recorded the output according to the index value. Table 3 shows the comparative result of FP and FN for SVM, AdaBoost, NB and our proposed technique. It has been shown that the average output of FP is zero for our proposed technique which is convincing and the average output FN is much lower compared to any of the individual outputs. figure 6 shows the comparative analysis our proposed technique with other individual techniques. It is clear that the proposed technique outperforms, compared to any of the individual techniques especially in terms of FP. It happens especially in the following two basic research challenges; i) multi-stage classification technique and ii) producing GL email and analysing it using GL analyser. Figure 6 shows the final accuracy of our experiment. It has been shown that the accuracy of our proposed system (~97.05 %) is always better compared to any other individual techniques, which proves the success of our email categorization technique. 
Conclusion and future work
This paper presents an innovative email categorization approach using the multi-stage classification ensembles technique. In our proposed technique, emphasis has been given to reduce the FP problems based on different aspects of anti-spam filtering, especially the learning-based anti-spam filter. It has been shown that many machine learning techniques for spam filtering can achieve very high accuracy with some amount of FP tradeoffs which are generally expensive in real world. It is noted that the spam data is dynamic because the spammers are always changing their strategy for sending email. In our proposed multi-stage classifier ensembles technique, the generated GL emails are sent to the analyser section to analyse then, which reduce the FP problems and increase the overall accuracy. We have been developing our proposed technique and the experimental result we found, which proves the success of our proposed technique. However, there is some cost in terms of complexity and speed in our technique which we have not discussed here. Actually, the main focus of this research is to achieve better accuracy with reduced FP tradeoffs. We will analyse the complexity and costing in our future work.
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