It has long been known to the researchers that choosing a variable having the most negative reduced cost as the entering variable is not the best choice in the simplex method as shown by Harris (1975) . Thus, suitable modifications in the pivot selection criteria may enhance the algorithm. Previous efforts such as that by Dantzig and steepest-edge rules for pivot selection are based on finding a unified strategy for entering variable in all linear programming problems. In the present work, a number of strategies for pivot selection in the LP relaxation of the set problems are proposed which consider the specific knowledge of the problem. A significant reduction in the number of iterations is achieved for a set of randomly generated test problems.
Introduction
At the very inception of linear programming, Dantzig realized that the criterion of most negative reduced cost for selecting a new basic variable, chosen for computational ease, was not necessarily the best [5] .
Many other techniques have subsequently been suggested such as "positive normalized" procedure of Dickson and Friderick [6] . Computational experiments by Wolf and Cutler [3] and kuhn and Quandt [7] showed that both the greatest change and particularly the normalized procedures were much superior to the criterion of most negative reduced cost. Since they were devised using the tableau form simplex method, they had to be discarded as impractical when the product form simplex method supersede it.
The first practical steepest-edge algorithm was developed by Harris [5] which was significantly superior to the standard simplex method. A practicable steepest-edge simplex algorithm developed by Goldfarb and Reid [7] proved to be better than reduced cost algorithm of Dantzig for updating weighted factors which are very similar to the formulas 2 Computational approach to pivot selection developed by kuhn and Quandt [7] . A number of other steepest-edge algorithms were presented by Forrest and Goldfarb [3] which involve both primal and dual simplexes.
Set problems
Set problems comprising set covering, set partitioning, and set packing have attracted attention for many years and have application in airline crew scheduling, bus crew scheduling, plant location, circuit switching, and information retrieval assembly line balancing [2] .
Let M = {1, 2,...,m} be the set of m integer and let S denote a set of n subset of M. Thus N = {1, 2,...,n},
The set covering problem (SCP) can be defined as follows:
3)
The decision variable x j indicates whether s j is selected or not and c j is the cost associated with selecting s j . The problem can be interpreted as finding the minimum cost selecting of subsets of S. If we replace "≥" by "=" in each of the constraints of the above model, the modified problem is called the set partitioning problem (SPP). If "≥" is replaced by "≤" and the objective function is to be maximized, the resulting model is the set packing problem (SPK).
Graph theoretic relaxation of problems is an alternative way of finding quick and sharp lower bounds for set problems [2] .
Shortest route relaxation of the set problems
Shortest route relaxation of the set problems as described in [1] is as follows. Each column a j is decomposed into K j arcs, where each arc corresponds to a segment of ones. If a segment of ones covers row k to row k + p, then the associated arc runs from vertex k (row index) to vertex k + p + 1. A set of columns which constitute the shortest route from vertex 1 to vertex m + 1 defines a feasible solution to the SCP(SPP). Row m + 1 which 
..,m}} where a 0 j = 0. Let K j = |h j | denote the number of segments of arcs in column a j . Let SP define the cardinality of segment P in column a j where P = {1, ...,K}. Let S j denote the index set of the segment cardinality for the column a j , such that
Let H j be reexpressed as H j = {i 1 ,i 2 ,...,i kj }. Introduce the vertex set V corresponding to the rows i = 1,...,m,m + 1 such that
Let the associated cost for each arc in the arc set A j be defined as
Note that this is only one cost allocation strategy. A number of strategies for the shortest route relaxation of the set covering problem are proposed in [2] . The role of the row counts and column counts in upgrading the cost allocation strategy for set problems is emphasized. Based on this work, allocating small cost to rows having small row counts in the cost allocation strategy enhances the shortest route relaxation of the set problems. We were motivated to apply a similar strategies involving row counts and column counts to the LP relaxation of the set problems. It turned out that some of these strategies can be applied to the LP relaxation of these problems after some modifications. In order to evaluate the proposed strategies a number of test problems were generated randomly whose details are discussed in Section 4.
Problem-specific knowledge
Consider the linear programming problem
where A is a matrix of order m × n, b is a column vector m × 1, and C is a row vector 1 × n. George B. Dantzig developed simplex method which deals with the linear programming problems. Simplex method is an iterative process where in each iteration the algorithm moves from one extreme point to an adjacent extreme point with a better objective function. This move involves selecting a nonbasic variable as entering variable, selecting a basic variable as leaving variable, and replacing it by the entering variable. Dantzig rule of pivot selection involves choosing the column of the most negative reduced cost. This criterion uses information obtained from the cost row (C), right-hand sides, and the pivot column. As only a small part of the problem information is utilized and problem specific knowledge is not considered, this criterion is not the best strategy for the pivot selection.
Harris [5] has made a significant effort to use some information about technological coefficients of the problem and reported promising results. He proposes a general strategy for pivot selection; however, the problem specific knowledge is not fully utilized.
We will show that a pivot selection strategy may work well for a particular class of problems while it may not be suitable for another problem instance.
Linear programming is extensively used in solving integer programming problem and most successful approaches to IP problem are usually based on linear programming. In this paper, pivot selection in an important class of problems, namely, set problem is investigated.
Pivot selection strategies
Let R be the set of indices of the nonbasic variables in the linear programming problem, c j the coefficient of the original variable x j , in the initial tableau, c j is the coefficient of x j in row zero of other iterations (i.e., c j = z j − c j ), and R r = { j ∈ R | C j < 0}.
Strategy 1. The relation Z = C B B
−1 b, where B is the current basis, can justify the proportionality of the norm with C j and b i in the numerator. As the number of nonzeros in a column is restrictive and imposes some restriction on each equation where it has nonzero coefficient then there should be some inverse proportionality to h j .
Let j ∈ R r , then we define
where h j is the number of nonzero entries in column j. A column having the largest norm is selected as the pivot column.
Strategy 2. The importance of row counts in enhancing the shortest route relaxation of the set covering problem is investigated in [1] . We were motivated to apply the same approach to the LP relaxation of set problems. One way of showing the restrictive effect of selecting pivot column on the linear system of equations AX = b is by involving row count in the pivot selection. Row count of each row reflects the number of variables that are affected by choosing one of the nonbasic variables appearing in that row with a positive coefficient to enter the basis.
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Let j ∈ R r and let f i be the number of nonzero entries in row i, then for (i = 1,...,m) we define
A column having the largest norm is selected as the pivot column.
Strategy 3.
Strategy 4.
Strategy 5.
Strategy 6.
.
(5.6)
Strategy 7.
As noted in [8] the effect of parameters C, B, and A is investigated.
6 Computational approach to pivot selection 
The only parameters which have to be specified are a i j 's which are taken as random integers in the interval [1, 1000] .
Inspired by the random model proposed by Avis and Chavtal, we used a similar model to create our test problems which can be described as follows:
where a i j 's are binary random integers, and C j 's are random integers, taken in the interval [1, 100] . The smallest and largest problems considered are 10 × 10 and 500 × 700, respectively. The reason that a i j 's are binary is that we are dealing with set problems.
As can be seen from Tables 6.1, 6 .2, 6.3, and 6.4, all strategies except for Strategy 2 are better than Dantzig rule both in the sense of the number of iterations and in the sense of execution times. Strategy 5 has reduced the number of iterations by 40 times which causes a significant reduction in round-off errors. As it is expected, random strategy is the worst in the sense of the number of iterations.
Computational result for SPP problems. As can be seen in Tables 6.5, 6.6, 6.7, and 6.8 Strategy 1 is better than other strategies, both in the number of iterations and in the sense F. Djannaty and B. Rostamy 7 of execution time. Strategy 7 is the worst because it is based on the random selection of the pivot columns.
Computational result for SPK problems. As can be seen in Tables 6.9, 6 .10, 6.11, 6.12 Strategy 1 is better than all other strategies including Dantzig rule in the sense of iteration number and execution times.
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Comparison with a variant of steepest edge
In this section we review the primal steepest-edge algorithm proposed in [4] by Goldfarb and Reid for solving the standard form linear programming problem:
where A is an m × n matrix of rank m and m < n. Consider a single step of the simplex method applied to ( * ) and let B and N denote the submatrices of A corresponding to basic and nonbasic columns, respectively. To simplify our exposition, we will henceforth assume that the first m columns of A and components of x are basic at the start of a step. This step is of the form
The basic feasible solution at the start of the step, η q , is one of the set of edge directions
Emanating from the vertex x, and θ is the length of the step, e i denotes the ith column of the identity matrix I. The edge direction η q must be "downhill," that is, η q must make an obtuse angle with the gradient c of objective function, or equivalently, the reduced cost c q = c T η q must be negative. In the steepest-edge simplex algorithm, the edge η q is chosen, such that As previously mentioned Strategies 3 and 4 are not strong enough to be included in the above-mentioned tables. It can be concluded that the strategies mentioned in the paper are superior to this variant of the steepest edge.
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Conclusion
A number of strategies were proposed for the pivot selection in the LP relaxation of the set problems. It is demonstrated that considering problem specific knowledge in pivoting in the LP relaxation of the set problems can enhance pivot selection in the simplex method for each instance of the set problems. one of the strategies works better than the others. Researchers in the future may come up with new strategies for particular instances of LP problems which considerably enhance pivot selection in the simplex method.
