Abstract. The purpose of this study is to construct a func-
Introduction
This work is concerned with-the construction of a functional model of the human visual system in its response to certain classes of moving stimuli. The analysis is based partly on two earlier studies (Foster, 1969 (Foster, , 1970b , and the intention here is to present a unified treatment of the observed data, with special emphasis on the description of the system model. The first step in this examination of the visual system is to establish a more precise definition of the system, in terms of input and output variables, and to determine an appropriate method of analysis.
Output Specification and General Method of Analysis
In this section we define the output of the system and describe the general method of analysis to be employed.
It has been shown (Foster, 1968) Therefore, we may distinguish two component variables in the system output: one giving information about the local temporal fluctuations of the stimulus (variable 01, say) , and the other giving information about the spatial ordering of these local temporal fluctuations (variable 02, say). For /<[z, both O1 and 02 contribute to the total response ; for [~ < [ < ] u, only 01 contributes; for [ >/u, neither 01 nor 02 contributes.
The direct measurement of output variables, O1 and 02, as functions of some chosen input variable, is not a practicable method of analysis in the present case, since the output is inaccessible. An alternative approach is the following.
We set the chosen output variable equal to some arbitrary constant value, and then determine the interdependence of the chosen input variables such that the condition of output constancy is maintained. In the present case, the just detectability of the timevarying nature of the stimulus ([ =[u) may be associated with the magnitude of output variable O 1 just exceeding some fixed threshold level; similarly, the just detectability of a well-defined stimulus direction ([ = [t) may be associated with the magnitude of the output variable 02 just exceeding some other fixed threshold level. By working at one of these two threshold output states, we thus hold constant either 01 or 02. This is the method of approach adopted here.
Input Specification and General Stimulus Configuration
To complete the specification of the system (in terms of input-output variables), it is necessary to define the form of the input array and to define the range of the stimulus variables. This we now do.
Two properties that the system should demonstrate are the following: i) A fixed input (receptor) array.
ii) A uniform density of associated processing units.
In order to approximate these characteristics, we adopted the experimental arrangement described below.
The primary stimulus was provided by a rotating radial grating. The field of view of this grating was restricted to a reveal annulus. Fixation was assumed to be sufficiently good to maintain (i) above, providing stimulus sensation progressed smoothly to steadystate. Sharp departures from steady-state sensation could be correlated with the presence of flicks (see Ditchburn and Ginsborg, 1953 ) using other psychophysical cues (see Foster, 1969) . [Eye-tremor (Ditchburn and Ginsborg, 1953) was thought not to be a significant factor, in view of the findings of West (1968 ) and Gilbert and Fender (1969 ) . ] The uniformity of response around the annular field, implying (ii) above, was determined by a separate experiment (Foster, 1970a) .
Kybernetik
With the stimulus configuration described above, the input variables considered were the following: the temporal frequency of the rotating grating, the area of the sectored annulus, the spatial period of the grating, and the waveform of the grating. The modulation depth of the primary stimulus was also included as a variable in one experiment.
The mathematical method chosen for the representation of the system is that of the Laplace transform approach. It was therefore necessary to establish the linearity and the time-invariance of the system. The linearity of the system was prescribed by restricting the input stimuli to small excursions about the mean (background) level (see App. A). The time-invarianee of the system, equivalent to the constancy of the subject's observations over some period of time, is discussed in Sec. 3.
Measurements were taken only when the stimulus sensation reached steady-state.
General Objectives
In the previous two sections, we specified the system in terms of its input and output variables, and outlined the method of analysis to be employed.
In the following sections, the experimental method is described in greater detail, and data are presented for each of the two constant output states. These results are subjected to systematic analysis, and a model of the system constructed.
Two of the principal elements of this model are shown to be a version of the Reichardt multiplier (Reichardt and Varju, 1959) and the de Lange filter (de Lange, 1954) . (The latter is a low pass filter which describes, for spatially uniform stimuli, the attenuation characteristics of the human visual system at flicker threshold.)
It will be demonstrated that one of the operations performed by the model is running aurocorrelation (q. v. Lickhder, 1951 ). It will also be shown that the model makes certain predictions concerning the phase sensitivity of the visual system as a function of stimulus frequency. These predictions are tested and their validity indicated.
Experimental Apparatus and General Methods
The experimental apparatus used in the present study has been described in detail elsewhere (Foster, 1970a, b) ; the elements of the system are outlined below.
Referring to Fig. 1 , the rotating radial grating, R.G., was transilluminated by the incandescent lamp, L 1, via the liquid filter, F, and diffusing screen, D 1. The view of the grating was restricted with the mask, M, to an annulus of 1.5 ~ total mean angular subtense, and width, 0.21 ~ Portions of the annulus could be sectioned off; the remaining section was specified by the coordinate, 0 (see inset of Fig. 1) .
A uniform square background field of total angular subtense, 4.7 ~ was provided by the light box, L 2, and diffusing screen, D 2 .
The primary stimulus field and background field were combined with the beam splitter, P, and the demagnified whole viewed via a 2 mm artificial pupil, A.P. Retinal illumination was approximately 390 trolands, and the eotour temperature of the background filed, approximately 2 500 ~ K.
Both square and sinewave radial gratings were employed: square wave gratings with spatial periods of 40 ~ , 60 ~ , 90 ~ , 120 ~ 180 ~ and 360 ~ and sinewave gratings with spatial periods of 180 ~ and 360 ~ Deviations of each grating waveform from the ideal were determined to be within the tolerances of the experimental method (Foster, 1970a) . The gratings were driven by electric motor, the speed of which was monitered continuously using an electronic tachometer.
A dental bite was used to locate the head of the subject, who fixated, monocularly, the centre of the annular stimulus. The speed of rotation of the radial grating could be controlled by the observer.
Before commencing observations, the primary stimulus was matched by the observer against the background field. A ten per cent neutral density filter was then introduced M, annular mask; P, beamsplitter; A.P., artificial pupil Inset: A, annular aperture; 8.F., surround field between the grating and beam splitter. Thus the stimulus intensity variation was within ten per cent of the background (mean) intensity, and superimposed upon it. Observers employed were the author who wore correcting contact lenses and was aged 24, G.F. who was aged 20 and was slightly myopic (a correcting lens was introduced), R. A.E. who was emmetropic and aged 22, and W. H.K. who was also emmetropic and aged 42.
Experiments and Results
In the following sections results are presented showing the dependence of the temporal frequency, /, upon angular area, 0, and spatial period, 2, at both motion threshold (/=/1) and flicker threshold (] =/u).
Data for both sine and square wave stimuli are given. In addition, the de Lange attenuation characteristics, as a function of 0, are described for the present stimulus configuration.
Some preliminary experiments were also carried out in order to establish the uniformity in response around the annular field and the symmetry of the response with respect to reversal of pattern direction. These, and other data showing the stability of response form over periods of several months, are reported in full elsewhere (Foster, 1970a) . For the purposes of this present study, data for only two observers are presented for each experiment. Observer WHK The lower critical frequency,/z, was determined as a function of angular area, 0, for grating periods, 2, ranging from 40 ~ to 360 ~ for square wave stimuli, and 180 ~ and 360 ~ for sinewave stimuli.
The recorded data of Fig. 2 show the general upward trend of It with increasing 0 and decreasing 2. The sine response curves are depressed with respect to those for square wave stimuli, the difference being most marked at low/z values.
At certain values of 0 and ~, a sensation of welldefined directed motion is not obtainable within the usual range of/z. This phenomenon is referred to as the "stationary stroboscopic effect" (Foster, 1969) . The onset of the effect is indicated in Fig. 2 The results obtained arc displayed in Fig. 3 . For each 2 value, the curves have been displaced for case of examination. Included as a limiting case (Fig. 3a) is that of/u v. 0 for infinite spatial period (the latter, a spatially uniform field with temporal modulation, only).
It is seen that the /u v. 0 response is insensitive (within experimental error) to variations in the spatial period, 2.
The de Lange Attenuation Characteristics as a Function of Angular Area
In order to obtain the de Lange attenuation characteristics for the present experimental configuration, the following modifications were made to the apparatus of Fig. 1 .
A rotating sinusoidal grating of 360 ~ spatial period was arranged to interrupt the primary stimulus at its intermediate focus, 0 (thus producing a spatially uniform field with temporal modulation only). A neutral, variable density wedge was also introduced into the system near the stop, S 2.
For a given temporal frequency,/, the subject was required to adjust the modulation depth so that flicker was just descernable. (This is equivalent to determining the stimulus modulation depth as a function of ]u for infinite 2.)
Note. The visual system has been shown to be linear at flicker threshold (de Lange, 1954; Veringa, 1958) and theoretically there need be no restriction on modulation depths. However, the primary stimulus is superimposed on the background field (see Sec. 2), and variations in modulation depth of the primary stimulus therefore give rise to variations in the total mean level (primary~ background). In order to minimise these departures from fixed level working conditions the modulation depth of the primary stimulus is again restricted to ten per cent (see Foster, 1970a) .
Attenuation characteristics were thus obtained as a function of the angular area, 0. With the imposed restriction on available modulation depths (see above) the low frequency response, only, could be determined.
In Fig. 4 are shown the low frequency de Lange attenuation characteristics for values of 0 ranging from 13 ~ to 360 ~ . The curves have been displaced for ease of examination.
It will be seen that there is no well-defined change in response shape with area, apart from a bodily downward shift with decreasing 0. The overall response is fairly flat, with little differentiation at low frequencies, and breaks to commence the characteristic integration of the de Lange filter (% v. de Lange, 1954 ) at approximately 9.0 c.p.s.
General Analysis
In the following section, we determine the nature and organization of the constituent elements of the system model. The de Lange filter and the Reichardt multiplier are introduced, and some possible modes of output interaction are examined.
In order to achieve the simplest possible representation of the system, we first make the following assumptions :
i) The system has a well-defined input array (see Sec. 1.2. and Foster, 1970a) .
ii) The response of the system is dominated by those units with receptor element pairs lying along the direction of pattern motion (see footnote, See. 5.3 e).
iii) The population density of functional units is constant around the annular field, and the distribution of units maximally sensitive to clockwise motion is the same as that of units maximally sensitive to antielockwise motion. (See See. 3, and for experimental evidence, Foster, 1970a.) iv) The contribution of edge effects to the total response is not of primary significance. This is supported by the following: a) Such effects fail to explain the onset of the stationary stroboscopic effect at angular areas 0 ~ 60 ~ b) Such effects are inconsistent with the observed smooth transition of ]1 from 0 ~--360 ~ (with no edges perpendicular to pattern direction) to 0 ~ 180 ~ (with two terminating edges perpendicular to pattern direction). (See Fig. 2.) We now begin the analysis proper.
4.1. The Nature and Organization of the System's Functional Units In Sec. 1.1. we distinguished two components to the total system response, viz. 0 1 giving information about the local temporal fluctuations of the stimulus and 02 giving information about the spatial ordering of these local temporal fluctuations. Let those sections of the system associated with output O1 be termed V-units, and those sections associated with output 02 be termed H-units. We now deduce something about the nature and organization of these V-and H-units.
Referring to Fig. 3 it is seen that within experimental error the ]u v. 0 response is independent of the spatial period 2. It therefore follows that any interaction between V-units is spatially phase insensitive.
[This spatial phase insensitivity is distinct from Reiehardt's pattern phase insensitivity and from the single channel phase insensitivity of the visual system discovered by Forsyth (1960) .] If we neglect this phase independent interaction, we may represent the V-units by essentially straight-through (vertical) structures.
Referring to Fig. 2 it is seen that the ]iv. 0 response is a function of spatial period 2, with the stationary stroboscope effect commencing at values of 0 up to 60 ~ . It therefore follows that in contrast to the V-units, the H-units involve extensive lateral interaction and may be represented by essentially horizontal formations.
Two possible schemes for the organization of the H-and V-units are shown in With scheme (b), the possibility exists that a directed motion response could be observed at some ]z~ ]u. In practice this is not observed and for the present we adopt scheme (a) to represent the system.
The Identity of the V-and the H-Units
In this section we show that the V-unit may be identified with the de Lange filter, and the H-unit with some form of Reiehardt multiplier.
The V-unit is examined first. It has been noted (See. 3.2) that the variation of the upper critical frequency ]u, with angular area, 0, is independent of the spatial period, 2. This includes the limiting case of 2----0% i.e. a spatially uniform K ybernetik field. Now the de Lange attenuation characteristics are normally defined for spatially uniform fields, and thus as the most economical assumption, we identify the V-unit with the de Lange filter. The attenuation characteristics of the V-unit, as a function of O, are therefore given by Fig. 4 .
It will be observed in Fig. 4 that the de Lange attenuation characteristics do not exhibit a weli-defined change in shape with area, 0, although there is a downward displacement of the curves with reduction in 0. If the sensitivity of the system to variations in 0 is attributed solely to threshold variations, which simply shift the basic response along the attenuation axis, 0 may then be eliminated from the V-unit description. In this case, the V-units are truly" vertical" (q. v. Sec. 4.1). We shall continue this discussion of the V-unit function in See. 5.1.
We now examine the H-unit.
a) Phase Comparison. The fundamental operation
performed by the H-unit is that of phase comparison. For completeness we demonstrate that the Reichardt multiplier exhibits such a property. The response of the Reichardt multiplier to sinewave inputs may be written generally, (q. v. Reichardt and Varju, 1959, and Thorson, 1966) thus:
where ~o=2~] (/ is the temporal frequency), G(eo) depends on the input waveform and the construction of the multiplier, A 0 is the input pair separation, and 4 is the spatial period.
For the H-unit, the phase difference between receptor elements, 2 ~A r say, may be expressed thus : where At is the time lag, T is the temporal period of the signal, and 0 is the angular velocity of the pattern.
Therefore, Eq. (1) may be rewritten:
Thus, the response, r, of the Reichardt multiplier gives a measure of the phase difference between the two time-varying signals incident at each receptor.
b) The Stationary Stroboscopic E//ect. We now show identification of the Reichardt multiplier with the H-unit gives rise to an explanation of the stationary stroboscopic effect.
From the curves of Fig. 2 giving hv. 0 for various 4, it is observed that the stationary stroboscopic effect is only elicited at 0 > 4/2 (for 4 =< 120~ It is also noted [see Eq. (1)] that the Reichardt multiplicative interaction scheme gives positive response values for input pair separations A 0 < 2/2 and negative response values for A 0 > 2/2 (providing A 0 < 4). If the H-unit is identified with the Reichardt multiplier, the stationary stroboscopic effect may be explained in the following way.
For angular areas 0 < 2/2, the maximum available H-unit input pair separation is less than 4/2 (since zJ0~0). According to the Reichardt system, all H-unit outputs are then positive. For 0 ~ 4/2, further H-units with input pair separations A 0 >4/2 are introduced (A 0 g 0). These by the Reichardt system give negative outputs. Thus, for 0>2/2, the total response consists of contradictory elements, (positive elements implying the true pattern direction, and negative elements implying the opposite to true pattern direction). If we make the simplest assumption that the H-unit outputs remain distinct, then the above situation is one which would give rise to the observed characteristics of the stationary stroboscopic effect (see Sec. 3.1).
c) The Dependence o] /l upon 4. We now show that the Reichardt scheme is consistent with the observed trends of the/zv. 2 data.
The full expression for the sinewave response of the Reichardt multiplier shown in Fig. 6a is the following : 
For Thorson's simplification of the full Reichardt scheme (see Thorson, 1966, and Fig. 6b) , we arrive at a similar expression. 
Thus, it is seen that, at constant output, both versions of the multiplier imply an increase in temporal frequency with a decrease in spatial period. This is indeed the observed situation at constant (threshold) motion response (q. v. Fig. 2) .
In view of the arguments (a), (b) and (c), above, we provisionally identify the H-unit with some form of Reichardt multiplier. [The phase sensitivity of the system is discussed in Sec. (b) .] We also make the simplifying assumption that the filter characteristics of the H-units are independent of both 0 and A 0.
Maximum Input Pair Separation, A 0max
In Sec. 4.2 b, it was proposed that the stationary stroboscopic effect arises from the presence of both positive and negative elements in the total motion response. Now, in order for the phenomenon to occur, 0 must be large enough for H-units to be introduced with input pair separations, A 0 > 2/2. Since ~t ----120 ~ can give rise to the effect and 2 = 180 ~ does not (see Fig. 2 ), it follows that the maximum angular input pair separation of the H-unit, A 0max, must be greater than or equal to 120~ and less than 180~ That is, 60 ~ ~ A 0max < 90 ~ This is discussed further in See. 5.3b.
4.4. Summation/Threshold Units In this section we examine the interaction of H-unit outputs and V-unit outputs in terms of summation]threshold mechanisms.
In the case of the V-units, it has been proposed that the parameter, 0, be shifted from the V-unit to the associated threshold unit. With the data available it is not possible to distinguish between individual threshold shifts and output summation effects in the variation of ]u v. 0. Two alternative schemes are shown in Fig. 7 . In Fig. 7a , the Ol-channels retain their distinctness. Each channel has an associated threshold unit, Tv, with 0 as a parameter. In Fig. 7 b, the 01-channels first feed (via some weighting function) into the summer, ~.. The single output of ~ then feeds into a single 0 0 threshold unit, T v (which does not have 0 as a parameter). Providing the summer, ~., is spatially phase 0 insensitive in operation (q. v. Sec. 4.1), both schemes are equally valid representations of this portion of the system.
We now study the H-unit summation/threshold system.
In proposing the origin of the stationary stroboscopic effect (see 4.2b) it was suggested that all H-unit outputs remain distinct, thus preserving positive and negative components in the total response. However, the sign of any H-unit output depends only upon the input pair separation, A 0 (see See. 4.2 b), and therefore the above statement applies solely to H-units with different A 0. For H-units with identical A 0, there is no such restriction, and the same two possibilities exist for output interaction as do for the V-units.
Thus, in Fig. 8a , the 02-channels, retain their distinctness, even within a set from identical H-unit A 0. Each channel, independent of A 0 origin, has an associated threshold unit, T~ which has 0 as a parameter. Alternatively, in Fig. 8b , the 02-channels from H-units with identical A 0 feed (via some weighting function) into the (spatially phase-insensitive) summer, ~z0. In turn, the single outputs from each ~z0 feed 0 0 into single associated threshold units T R (which do not have 0 as a parameter). The effect of relative variations in H-unit population with variations in A 0 is discussed later.
Detailed Analysis
In the following sections, the V-unit and the associated summation/threshold unit are given specific descriptions. A representation of the general motion response of the system is established and a motion threshold condition derived from this. By restricting the range over which this motion threshold condition is applied, we deduce the detailed structure of the H-unit and derive the forms of associated total and relative population weighting factors. It is shown necessary to modify the chosen Reichardt scheme in order that both the square and sine wave motion response data be fitted. It is further demonstrated that this modification, changes the function performed by the system to that of running autocorrelation.
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A Full description of the V-Unit and Associated Summation/Threshold System
Here, we obtain a specific description of the V-unit attenuation characteristics, and determine the sensitivity of the associated summation/threshold system to variations in the number of V-units in operation.
We first derive the V-unit transfer function. In Sec. 4.2, it was suggested that the location of the parameter 0, be displaced from the V-unit to the summation/threshold unit. To obtain, from the experimental data, the resulting 0-independent attenuation characteristics of the V-unit, the following procedure was carried out.
Each of the de Lange attenuation characteristics, obtained at a different 0 (q. v. Fig. 4 ) is shifted vertically to set the attenuation equal to zero at low (tending to zero) frequencies, and the curves then superimposed. The "averaged" attenuation characteristics thus obtained W (co) say, are shown in Fig. 9 .
It is seen that there is some spread in the data values defining W (co), but the low pass form is evident. The response characteristics are flat at low frequencies, and significant attenuation does not commence until the temporal frequency exceeds 9.0 cps.
Note. The phase shift characteristics of the V-unit are not available. This does not necessarily limit the system description, since both the threshold flicker response and the threshold (sinewave) motion response are independent of any phase shift induced by the V-unit (see Forsyth, 1960; Foster, 1970a) . For simplicity we treat the V-unit as a pure attenuator, with transfer function W(eo), and implicitly incorporate any phase shift factor into the H-unit description. 
Kybernetik
We now examine the V-unit summation/threshold system. In Sec. 4.4, two possible types of summation/ threshold system for the V-unit outputs were distinguished, viz., (a) in which all 0 1-channels are distinct, and (b) in which the O 1-channels undergo phase independent summation (see Fig. 7 ). With reference to scheme (a), let the sensitivity of each threshold Tv, to variations in the V-unit population (caused by variations in 0) be described by [Pv(O) 
O. P~(O)" a~-T r
where 0 gives a measure of the total number of outputs contributing. For the two schemes to be equivalent, we require the following equality to hold:
Pv(O) = O. P~(O).
Thus, when Pv(O) is specified experimentally, so is P~, (0). Therefore, in the remaining discussion, we refer solely to Pv (0). Now, Pv(O) may be obtained from the curves of the total motion response of the system, and derive an appropriate motion threshold statement. This we now do. In See. 4.4, we discussed two possible types of summation/threshold mechanism for H-units of identical input pair separation A 0. Associated with each mechanism, an areal weighting factor may be introduced (q. v. See. 5.1) to describe the sensitivity of the system to the number of H-units in operation (the latter determined by 0). If these factors are PH (0) 
r'~,a(A O) =Pa(O) 9 pH(A 0)" r~x(A 0). (9)
The final motion response of the system then consists of all those r~x (A 0) large enough to surmount the associated thresholds, T H (T H > 0).
Let this set of outputs be ~, then using conventional set-theoretic notation, we may write:
where [A 0n~n, A 0max] is the set of all possible input pair separations, and r~a(A 0) is defined by Eq. (9).
In order that ~ may give rise to a sensation of motion with well-defined direction, we require that is non-empty, and, by the arguments of Sec. 4.2b, that all r~x (A O) have the same sign. (For simplicity this is chosen positive.)
Thus, for a sensation of well-defined directed motion to be elicited at some O, co, 4, the following must hold : Thus, for a sensation of well-defined directed motion t ~ be just perceived, the following equality must be satisfied (see App. B):
max {PH (0) " PH (A O) " r~ ~ (A O) (13) :A 0 E [A 0min, A 0max], r~ a (A 0) > O} = T H .
The above is referred to as the motion threshold condition.
A Description of the H-Unit and Summation/Threshold System
In the following, it will be shown that by restricting, or holding constant, the values of 0, co, and 2, the threshold statement of Eq. (13) may be simplified to expressions which may be applied directly to the observed data. By this method, we determine for the ]=[-unit the most appropriate modification of Reichardt multiplier (and therefore define r~(dO) for all input waveforms), and evaluate the two population weighting functions, P~ (0) and PH (A 0).
a) The Choice o [ Reichardt Multiplier. In Sec. 4 .2 it was demonstrated that the H-unit could be identified with some version of the Reiehardt multiplieative interaction scheme. We now determine the most appropriate version. 
This may be applied to the motion response data for: i) Sine-wave stimuli (r~(A0) is the sinewave response of the multiplier).
ii) 0 = 0,~n-ifi) 2 not too small (with respect to 0~.). Most of the experimental data is for square wave stimuli (see Fig. 2 ). However, from the curves of Fig. 2a, displaying l~v. O, 4 , for both square and sinewave stimuli, it may be seen that for / ~_ 1.0 e. p. s., there is no significant difference in response form for the two stimulus waveforms. Therefore, for the purposes of this preliminary analysis, the square wave data (for 2 < 180 ~ is treated as sinewave.
In of 2 with 0 = 0n~n = 13 ~ It is seen that the gradients are closer to unity than any other integer, and in view of the elevation of the square wave response at large 4, we chose n = 1. Thus, Thorson's simplification of the Reichardt scheme is determined to be the most appropriate representation of the H-unit. for values of 0 < 20 ~ is such that the LHS of Eq. (23) is less than T H, and at 0-----20 ~ just equal to T H. Accordingly, an approximate value of a is given by the value of h at 0 = 20 ~ ~ = 360 ~ From this, and general inspection of the sine response curves of Fig. 2 it is seen that a is only significant at low temporal frequencies, and may be neglected for the t----180 ~ response.
b) The General Form o] the Relative Weighting Factor, pH(ZJO
Thus, if the t ~--180 ~ response, only, is considered, Eq. (23) simplifies to the following:
That is, the 1= 180 ~ /~v. 0 sine response gives a direct measure of the areal (population) weighting
function, PH(O).
It will be shown later that, analogously to Pv (O), PH (0) may be described by the following function:
PH(O)=0%
for 0<0b = k" 0 c', for 0 > 0b, k = 0(b cl-e').
To summarise, we have obtained for the H-unit the most appropriate version of Reiehardt multiplier, fixed the general form of the relative (population) weighting factor, PH (A 0) , and arrived at a description of the areal (population) weighting factor, PH(O). We now examine the fit of the model to the observed data.
The threshold statement of Eq. (23) which holds for all 0, providing ~ = 180 ~ or 360 ~ For this range of 2, variations in A 0mi n (/1 0mi n =< 0mi n = 13 ~ are not significant in determining the relationship of one curve with respect to another. For the present, we assign an arbitrary value to A 0min (less than 13 ~ and determine a specific value later. Eq. (26) was fitted to the /iv. 0 sine data of Fig. 2 . The results obtained are displayed in Fig. 12 and the final values of the parameters indicated.
The significance of the rate constant a is evident at low 0, in that the ~----360 ~ response is depressed in relation to the 180 ~ response. It is also noted that We examine here the ability of the proposed scheme to provide a description of the square-wave motion-threshold response data. It will be shown necessary to extend the threshold statement of Eq. (13), and to modify the representation of the H-unit by Thorson's simplification of the Reichardt scheme.
PH(O)
In Sec. 5.2 it was shown that in order for a sensation of well-defined directed motion to be just elicited, the following (motion-threshold) statement must hold: In order to arrive at a description of the square wave data, an expression for the H-unit square wave response must first be derived. This is then inserted in the above. The steady-state response of Thorson's scheme to a square wave train of unit amplitude, is given (Foster, 1970a) It is noted that the response is time-dependent even in the steady state, in contrast to the sinewave response [q. v. Eq. (1)].
If the threshold statement of Eq. (13) is rederived from the general motion response, [Eq. (11)], with the H-unit response now as a function of both A 0 and t, the following extended condition is obtained: (29) where (T', oo), T'>> l/a, is the time for which the steady-state response only, need be considered.
tE(T', ~), r~(AO, t)>O}=TH
If r~z(AO, t), defined by Eq. (28), is substituted into the above expression, and the maximum evaluated with respect to both A 0 and t, it is found that the values of l1 predicted are considerably in excess of these recorded. That is, the model in its present form, with Thorson's simplification of the Reichardt scheme for the H-unit, does not yield a true description of the observed square-wave response data, although the sinewave data may certainly be fitted.
In order to reduce the significance of the higher harmonies, without affecting the response to the fundamental, we introduce into the H-unit output a low pass filter with transfer function:
s+k where s is the complex frequency, and k is a real positive constant. Such a filter attenuates the timevarying component of the output, only, and this leaves the sinewave response intact.
In Fig. 13 we show the full scheme with this new modification incorporated.
Note: The introduction of this output filter modifies the function performed by the system to include the operation of running autocorrelation (q. v. Licklider, 1951, and App. C) . This contrasts with the operation of "straight" autocorrelation carried out by the basic Reiehardt scheme (Reichardt and Varju, 1959 (n + n')w " W(nco) W(n'o.)) which may now be inserted into the threshold statement of Eq. (29).
In order to determine the maximum of pH (A 0)" r~a(AO, t) , with respect to AO and t, [% v. Eq. (29) ], we must first find the conditions under which the requirement r~a(A 0, t)> 0 is satisfied.
In Fig. 14 is shown It is possible to prove (Foster, 1970a ) that these two statements are true for a first approximation to expression (31) defining ro,~ (A O, t) . It is noted that (i) is consistent with the observed conditions for the stationary stroboscopic effect (q. v. Sec. 3) and that (ii) is also true for the sinewave case (q. v. See. 5.3c).
Substituting r~ (AO, t) (29), we obtain the following relationship between the input variables:
O~-exp [~-x "in~TH/~-~-'r, na(AOmin, t'max}] Values for the constants a, TH, Oh, c 1 and cz, obtained earlier (Sec. 5.3), were inserted into Eq. (32) and this was then fitted to the square wave data of Fig. 2 using trial values of k and A 0rain (k affects the low frequency end of the response and A 0m~n, the small end of the response). The theoretical fit to the data, and optimum parameter values, are displayed in Fig. 16 .
In Fig. 16a , the theoretical fit to the sine and square wave data of Fig. 2a is shown, for ~= 180 ~ and 360 ~ In Fig. 16b , the fit to the data of Fig. 2e , e is shown, also for ~t= 180 ~ and 360 ~ In Fig. 16c is shown the theoretical fit to the square wave data of Fig. 2 b for all experimental values of 2.
The elevation of the square wave response with respect to the sinewave response, at low temporal frequencies, is evident.
Prediaion~ o/the Model
We now obtain predictions from the model concerning the behavior of the real system, and then subject these predictions to experimental test. The particular property that is investigated is the phase sensitivity of the model (and the system) to variations in the phase structure of the stimulus pattern (q. v. Reichardt and Varju, 1959) . , we see that those terms of the double sum with n = --m are independent of the phase structure of the stimulus pattern, whereas those terms with n~=--m are not independent of the phase structure of the stimulus pattern. (It will also be noted that n = --m implies time-invariance, and n ~= --m implies time-dependence.) It may also be shown (Foster, 19703 ) that attenuation by the factor {[, 1 in Eq. (34) is such that m ~--n only gives rise to signifieant contributions to the total motion response when o) is low. At high ~o, the dominant term of the summand is that with m = --n = • 1.
We therefore have the following: i) At low co, the response of the model depends upon the phase structure of the stimulus pattern. At high co it does not.
From Eq. (32) it is seen that large co implies large 0 (at constant [threshold] motion response), and small w implies small 0. Thus (i) may be re-written:
ii) At small 0, the response of the model depends upon the phase structure of the stimulus pattern. At large 0, it does not.
This property of the model, i.e., (i) [or (ii) ] is directly attributable to the presence of the output filter, k/(s~-/c), and contrasts with the universal phase insensitivity of the original Reichardt scheme (Fig. 6a). 6.2. The Phase Sensitivity of the System We now determine whether the system exhibits the frequency-dependent phase sensitivity predicted by (ii). The experimental technique adopted is described below.
A radial grating with the waveform shown in Fig. 17 was substituted for the conventional square wave type. This grating consists of two elements, (ab) and (cd), of fixed angular subtenses X/3 and X/6 respectively, and variable angular separation, zJ x. By varying A x, we vary the magnitude and phase Thus, if the system is insensitive to the phase structure of the stimulus pattern, i.e., operates on IF(nv)l, then the response should by a symmetric function of the shift variable A x (or A x'). Alternatively, if the system is insensitive to the phase structure of the stimulus pattern, then the response should be an asymmetric function of A x (or A x').
To determine, then, whether the symmetry of the response depends on 0 in the manner predicted by (fi), the following experiment was performed.
The lower critical frequency, /z was measured as a function of the shift variable, A x, at two extreme values of 0, viz: 17 ~ and 360 ~ Readings were taken in pairs, i.e., /z(Ax) and /l(90~ and the ordering reversed periodically to offset the presence of systematic drifts. Two naive observers were used as subjects.
In Fig. 18 remains close to unity, whereas, for 0 = 17 ~ there are sharp departures from unity.
In view of the earlier discussion, it follows that at small 0, the system exhibits sensitivity to the phase structure of the stimulus, and at large 0, insensitivity to the phase structure of the stimulus. Predictions (i) and (ii) are therefore verified. 
Conclusion
In line with the stated intention, we have constructed a functional model of the human visual system in its response to a certain class of moving stimuli. In order to demonstrate the validity of this representation, we obtained predictions from the model concerning the phase sensitivity of the system, and then verified these predictions experimentally.
It is noted that the frequency dependence of the model's phase sensitivity arises from the presence of the low pass output filter. This filter also modifies the function performed by the model to include that of running autoeorrelation. It is emphasised, however, that the filter was introduced in order to reconcile the square-wave motion response with the sinewave.
As a final comment, it is pointed out that the range of validity of the model is restricted to the class of input stimuli defined, and need not necessarily extend beyond this range. Thus, the element with characteristic /(x) behaves linearly for small changes A x changes in the input.
A nondinearity which satisfies the conditions on /(x) (q. v. Spekreijse and Oosting, 1970) and which is relevant in this context of the human visual system (see de Lange, 1954; Veringa, 1958) is log x. For this non-linearity, an error of less than ten per cent is introduced into the output if the linear approximation of Eq. (A. 3) is used with Ax=O.l%.
Such an error is within experimental tolerances (q. v. Sec. 3), and accordingly for this restricted range of input amplitudes we treat the system as consisting of linear elements.
Appendix B A Rigorous Definition o t the Lower Critical Frequency
For a sensation of motion to be elicited, we require there to be at least one H-unit output, r', greater than the associated threshold, T//, i.e., at least one r'e (Tt~, or) . The interval (T//, c~) has the greatest lower bound TH, but no minimal element. Since r' is a continuous function of / (and varies approximately inversely), it follows that there is a least upper bound to those / for which r'>Tlt, but no maximal element /l. Thus, strictly, the lower critical frequency ]t cannot be defined as the greatest frequency for which there exists some r" > T//.
However, in practice, the system has a limited sensitivity;
i.e., for each r'oE(Ttt , oo),we may choose a 6>0 such that for all r" ~ (r'o --6/2, r'o -4-6/2), the induced sensation of motion appears the same. In particular, we may choose a (~0 > 0, such that the latter is true for all r' ~ (TH, T/r-t-~0). If r' is defined to be a one-to-one function of I, g say, it them follows that we may wriim for this 60, the statement below:
h ~ (g-~(TH+ 6o), g-~(Ttr)).
By letting r' approach sufficiently close to T H (maintaining r'>TH), ]l may be specified with an arbitrarily small (but non-zero) error.
Thus although ]l cannot be defined rigorously as the greatest frequency for which r'> TtI , it is convenient abbreviation of the above expression. In the "limit" we write:
g-l(r,) =/t, when r' = TH.
Appendix C To show that the Model Performs the Operation o] Running Autocorrelation
We work in the time-domain. Referring to 
t [ o' ] f e-k(t-t') . h (t') . f ]~(V--~) . e-a~d~ dr'.
(C. 3) 0 (A similar result is obtained for the RHS of the model.) Rearranging (C. 3) and putting (t-t')= ~/, we have: t
Ft-~ ] fe-aelf e-kn.h(t--~l)./~(t--~--$)d ~ d~.
(C. 4) 0 LO
The integrand of (C. 4) is large when ~ and ~ are small. We also require t large (tending to infinity) in order to achieve steady state. The upper limits on both integrals may therefore be extended to infinity. That is, to a good approximation, Eq. (C. 4) becomes:
[0z ]
~e-a~ e-kn.hff--n).12ff--~--~)d ~ d~. (C. 5)
The expression in brackets [ ] is the rtmning crosscorrelation function between fl(t) and f~ (t--~) . If )t~(t) is replaced by ]z(t--At), we obtain Lieldider's running autocorrelation function ~RAcF(t, T) (see Licklider, 1951) , where
Cm~CF(t, T)= 7 w(t'), l(t--t')./(t--T--t') at'. (C. 6) o
Here, T=At-t-$, and w(t')=e-kt'.
