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Abstract— This paper presents a novel multi-functional Multiple-
Input Multiple-Output (MIMO) scheme that combines the beneﬁts of
the Vertical Bell Labs Layered Space-Time (V-BLAST) scheme, of Space-
Time Codes (STC) as well as of beamforming. To further enhance the
attainable system performance and to maximise the coding advantage
of the proposed transmission scheme, the system is also combined
with multi-dimensional Sphere Packing (SP) modulation. Additionally,
further system performance improvements can be attained by serially
concatenated convolutional coding combined with a Unity-Rate Code
(URC) employed as an inner code. Then, at the receiver side, iterative
decoding is invoked by exchanging extrinsic information between the
three constituent decoders, i.e. the outer convolutional code’s decoder,
the inner URC’s decoder as well as the SP demapper. Moreover, the
convergence behaviour of the proposed scheme is evaluated with the
aid of both three-dimensional (3D) and two-dimensional (2D) Extrinsic
Information Transfer (EXIT) charts. Finally, we quantify the maximum
achievable rate of the system based on EXIT charts and demonstrate
that the iterative-detection-aided system is capable of operating within
0.6 dB from the maximum achievable rate limit. Explicitly, the proposed
iteratively detected three-stage LSSTC-SP scheme is capable of attaining
at least 4.8 dB gain at a BER of 10−5 over the conventional iterative-
detection aided two-stage scheme, where the extrinsic information is
limited to the SP demapper and the outer code’s decoder.
I. INTRODUCTION
Information theoretic studies [1,2] have revealed that a Multiple-
Input Multiple-Output (MIMO) system attains a higher capacity than
its single-input single-output counterpart. The Vertical Bell Labs Lay-
ered Space-Time (V-BLAST) scheme proposed in [3] is capable of
providing a substantial increase of a speciﬁc user’s effective spectral
efﬁciency. On the other hand, Space-Time Block Codes (STBC), that
were introduced in [4,5], constitute a powerful transmit diversity
scheme. Thus, it was proposed in [6] to combine the beneﬁts of
these two techniques for the sake of providing both antenna diversity
as well as multiplexing gains. This hybrid scheme was improved
in [7] by optimising the decoding order of the different antenna
layers. Furthermore, in order to achieve additional performance gains,
beamforming [8] has been combined with STBC to attain a higher
Signal-to-Noise Ratio (SNR) gain [9]. Additionally, it was proposed
in [10] to combine the beneﬁts of V-BLAST, STBC and beamforming
in order to design a system having a high multiplexing gain, a high
diversity gain as well as a beamformer gain. The scheme proposed
in [10] is referred to as a Layered Steered Space-Time Code (LSSTC).
Moreover, Sphere Packing (SP) was combined with the concept of
orthogonal transmit diversity designs in [11] in order to maximise
the achievable coding advantage, where Su et al. demonstrated
in [11] that the proposed SP aided STBC scheme was capable
of outperforming the conventional orthogonal design based STBC
schemes of [4,5]. Furthermore, Alamri et al. [12] modiﬁed the SP
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demapper of [11] for the sake of accepting the ap r i o r iinformation
passed to it from the channel decoder as extrinsic information.
The turbo principle [13] was considered in [14] for iterative soft
demapping in the context of multilevel modulation schemes combined
with channel decoding, where a soft symbol-to-bit demapper was
used between the multilevel demodulator and the binary channel
decoder. Moreover, in [15] it was shown that a recursive inner code
is needed in order to avoid the formation of a Bit-Error Ratio (BER)
ﬂoor. Additionally, in [16] unity-rate inner codes were employed
in iteratively detected, bandwidth as well as power limited systems
having stringent BER requirements. Furthermore, Extrinsic Informa-
tion Transfer (EXIT) charts [17] have been proposed for studying
the convergence behaviour of iterative decoding by describing the
ﬂow of extrinsic information through the soft-in soft-out constituent
decoders. The concept of EXIT chart analysis has been extended to
three-stage concatenated systems in [18–20].
The novelty and rationale of the proposed system can be sum-
marised as follows:
1) We employ a MIMO scheme that amalgamates the merits of
V-BLAST, STC and beamforming for the sake of achieving a
high multiplexing gain, a high diversity gain as well as beam-
former gain. Additionally, the system is combined with multi-
dimensional SP modulation, which is capable of maximising
the coding advantage of the transmission scheme by jointly
designing and detecting the sphere-packed space-time symbols.
2) The optimum bit-to-SP-symbol mapper is designed using an
EXIT-chart based procedure, which allows us to achieve diverse
design objectives. For example, we can design a system having
the lowest possible turbo-cliff-SNR, but tolerating the formation
of an error ﬂoor at low BERs. Alternatively, we can design a
system having no error ﬂoor, but having a slightly higher turbo-
cliff-SNR.
3) We propose a novel technique for quantifying the maximum
achievable rate of the system using EXIT charts.
4) We propose a near-capacity iteratively detected three-stage
LSSTC-SP receiver structure, where iterative detection is car-
ried out between an outer code’s Decoder I, an intermediate
code’s Decoder II and an LSSTC-SP demapper. The interme-
diate code employed is a Unity-Rate Code (URC), which is
capable of completely eliminating the system’s error-ﬂoor as
well as of operating at the lowest possible turbo-cliff SNR
without signiﬁcantly increasing the associated complexity or
the interleaver delay. Furthermore, the proposed three-stage
system is capable of operating within 0.6 dB from the maximum
achievable rate limit obtained using EXIT charts.
5) The proposed iteratively detected three-stage system is com-
pared to an iteratively detected two-stage system employing
iterations between the outer code’s decoder and the SP demap-
per. The three-stage system has been found to outperform the
two-stage system by at least 4.8 dB at a BER of 10
−5.
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Fig. 1. Block diagram of the iteratively detected three-stage LSSTC-SP
scheme.
The rest of the paper is organised as follows. In Section II an
overview of the iterative-detection-aided multi-dimensional modula-
tion assisted multi-functional MIMO scheme is presented. Section III
outlines the rationale of combining LSSTC with multi-dimensional
SP modulation. In Section IV the three-stage iterative detection
process is detailed together with the associated 3D EXIT charts
and their 2D projection. Section V presents our performance results,
followed by our conclusions in Section VI.
II. SYSTEM OVERVIEW
The block diagram of the proposed iteratively detected three-stage
LSSTC-SP scheme is illustrated in Figure 1. A detailed discussion
of the LSSTC encoding and decoding processes is presented in [10].
The antenna architecture employed in the LSSTC scheme has Nt
transmit Antenna Arrays (AA) spaced sufﬁciently far apart in order
to experience independent fading and hence to achieve transmit
diversity. The LAA number of elements of each of the AAs are spaced
at a distance of d = λ/2 for the sake of achieving a beamformer gain,
where λ represents the carrier’s wavelength. Furthermore, the receiver
is equipped with Nr  Nt antennas. According to [10], a block
of B input information symbols is serial-to-parallel converted to K
groups of symbol streams of length B1, B2, ···, BK, where we have
B1 + B2 + ···+ BK = B. Each group of Bk symbols, k ∈ [1,K],
is then encoded by a component space-time code STCk associated
with mk transmit AAs, where m1 + m2 + ···+ mK = Nt.M o r e
speciﬁcally, here we consider a system employing Nt =4transmit
antennas, Nr =4receive antennas, LAA =4elements per AA as
well as K =2twin-antenna-aided STBC layers.
In this contribution, we consider transmissions over a temporally
correlated narrowband Rayleigh fading channel associated with a
normalised Doppler frequency of fD = fdTs =0 .01, with fd being
the Doppler frequency and Ts the symbol duration, while the spatial
channel coefﬁcients are independent. The complex Additive White
Gaussian Noise (AWGN) of n = nI+jnQ contaminates the received
signal, where nI and nQ are two independent zero-mean Gaussian
random variables having a variance of N0/2 per dimension.
According to Figure 1, the transmitted source bits u1 are encoded
by a 1/2-rate Recursive Systematic Convolutional (RSC) code and
then interleaved by a random bit interleaver Π1. After channel inter-
leaving the symbols are precoded by a URC followed by another ran-
dom interleaving process Π2. Then, the interleaved bits are mapped to
their corresponding SP symbols in the SP mapper of Figure 1. The SP
mapper maps Bsp channel-coded bits b = b0,...,b Bsp−1 ∈{ 0,1}
to a multi-dimensional SP symbol s. Subsequently, the SP modulated
symbols are serial-to-parallel converted to two substreams, so that
each substream is transmitted using STBC.
At the receiver side, as shown in Figure 1, the received complex-
valued symbols are ﬁrst decoded by the LSSTC decoder in order
to produce the received SP soft-symbol estimate ˜ s. Then, itera-
tive detection is carried out between the SP demapper, the APP-
based Soft-In/Soft-Out (SISO) URC Decoder II and the APP-based
SISO Decoder I, where extrinsic information is exchanged between
the three constituent demapper/decoder modules. More speciﬁcally,
L·,a(·) in Figure 1 represents the ap r i o r iinformation, expressed in
terms of the log-likelihood ratios (LLRs) of the corresponding bits,
whereas L·,e(·) represents the extrinsic LLRs of the corresponding
bits. The iterative process is performed for a number of consecutive
iterations. During the last iteration, only the LLR values LI,e(u1)
of the original data information bits u1 are required, which are
passed to a hard decision decoder in order to determine the estimated
transmitted source bits ˜ u1, as shown in Figure 1.
III. LAYERED STEERED SPACE-TIME CODES AIDED SPHERE
PACKING MODULATION
The LSSTC decoded signal represents a scaled version of the
transmitted signal corrupted by AWGN. This observation implies that
the diversity product
1 of the LSSTC scheme is determined by the
Minimum Euclidean Distance (MED) of all legitimate transmitted
vectors. Hence, in order to maximise the achievable diversity product,
it was proposed in [11] to use SP schemes that maximise the
MED of the transmitted signal vectors. While in Alamouti’s now
classic design [4] no attempt is made to jointly shape the modulated
signals of the two antennas and two time-slots, in our approach we
jointly design the legitimate two-component complex-valued vectors
(x1,x2)k transmitted from layer k, k ∈ [0,1], so that they are
represented by a single phasor point selected from a SP constellation
corresponding to a four-dimensional real-valued lattice having the
best known MED in the four-dimensional real-valued space R
4.
To elaborate a little further, according to [10] x1 and x2 represent
independent conventional PSK modulated symbols transmitted from
the ﬁrst and second transmit AA and no effort is made to jointly
design a signal constellation for the various combinations of x1 and
x2. By contrast, in the case of SP, these symbols are designed jointly
in order to further increase the attainable diversity product. Assuming
that there are L legitimate vectors (xl,1,x l,2), l =0 ,1,...,L−
1,w h e r eL represents the number of SP modulated symbols, the
transmitter then has to choose the modulated signal from the set of
legitimate symbols to be transmitted over the two AAs in each layer.
In the four-dimensional real-valued Euclidean space R
4, the lattice
D4 is deﬁned as a SP constellation having the best MED from
all other (L − 1) legitimate four-component constellation points in
R
4 [21]. Assuming that S = {s
l =[ al,1,a l,2,a l,3,a l,4] ∈ R
4 :
0 ≤ l ≤ L−1} constitutes a set of L legitimate constellation points
from the lattice D4 having a total energy of E
 
=
L−1
l=0 (|al,1|
2 +
|al,2|
2 + |al,3|
2 + |al,4|
2), upon introducing the notation
Cl = {xl,1,x l,2} =

al,1 + jal,2,a l,3 + jal,4

, (1)
we have a set of constellation symbols, {Cl: 0 ≤ l ≤ L − 1},
leading to the design of LSSTC signals, whose diversity product is
determined by the MED of the set of L legitimate constellation points
in S.
IV. ITERATIVE DECODING AND EXIT CHART ANALYSIS
As shown in Figure 1, the received complex-valued symbols are
ﬁrst decoded by the LSSTC decoder in order to produce the received
SP symbol estimates ˜ s, where each SP symbol represents a block of
Bsp coded bits, as described in Section II. Then, iterative detection is
carried out between the SP demapper, the SISO URC Decoder II and
the SISO outer Decoder I, where extrinsic information is exchanged
between the three constituent demapper/decoder modules.
1The diversity product or coding advantage is deﬁned as the estimated
gain over an uncoded system having the same diversity order as the coded
system [11].
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projection from Figure 2.
A. 3D EXIT Charts
As seen in Figure 1, the input of Decoder II is constituted by
the ap r i o r iinput LII,a(c2) and the ap r i o r iinput LII,a(u2)
after appropriately ordering the data provided by the SP demapper
and Decoder I, respectively. Therefore, the EXIT characteristics of
Decoder II can be described by the following two EXIT functions [17,
20]:
III,e(c2)=TII,c2 [III,a(u2),I II,a(c2)] (2)
III,e(u2)=TII,u2 [III,a(u2),I II,a(c2)], (3)
which are illustrated by the 3D surfaces drawn in dotted lines
in Figures 2 and 3, respectively. On the other hand, the EXIT
characteristics of the SP demapper as well as those of Decoder I
are each dependent on a single ap r i o r iinput, namely on LM,a(u3)
and LI,a(c1), respectively, both of which are provided by the URC
Decoder II after appropriately ordering the bits, as seen in Figure 1.
The EXIT characteristics of the SP demapper are also dependent on
the Eb/N0 value. Consequently, the corresponding EXIT functions
for the SP demapper and Decoder I may be written, respectively, as
IM,e(u3)=TM,u3 [IM,a(u3),E b/N0] (4)
II,e(c1)=TI,c1 [II,a(c1)], (5)
which are illustrated by the 3D surfaces drawn in solid lines in
Figures 2 and 3, respectively.
Equations (2) to (5) can be represented with the aid of two 3D
EXIT charts. More speciﬁcally, the 3D EXIT chart of Figure 2 is
used to plot Equation (2) and Equation (4), which describe the EXIT
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relation between the SP demapper and Decoder II. Similarly, the 3D
EXIT chart of Figure 3 can be used to describe the EXIT relation
between Decoder II and Decoder I by plotting Equation (3) and
Equation (5).
B. 2D EXIT Chart Projection
In this section we derive the unique and unambiguous 2D repre-
sentations of the 3D EXIT charts of Figures 2 and 3, which may be
interpreted more readily. The intersection of the surfaces in Figure 2,
shown as a thick solid line, portrays the best achievable performance,
when exchanging mutual information between the SP demapper and
the URC Decoder II for different ﬁxed values of III,a(u2) spanning
the range of [0,1]. Each point [III,a(u2),I II,a(c2),I II,e(c2)]
belonging to the intersection line of Figure 2 uniquely speciﬁes a
3D point [III,a(u2),I II,a(c2),I II,e(u2)] in Figure 3, according to
the EXIT function of Equation (3). Therefore, the line corresponding
to the [III,a(u2),I II,a(c2),I II,e(c2)] points along the thick line
of Figure 2 is projected to the solid line shown in Figure 3. This
projected EXIT curve may be written as
III,e(u2)=T
p
II,u2 [III,a(u2),E b/N0]. (6)
In Figure 4 we present the EXIT charts recorded at Eb/N0 =
−8.8 dB for both the proposed three-stage system and of its two-stage
bench-marker employing iterative detection between the SP demapper
and the outer RSC decoder. The ﬁgure presents the EXIT curves
for two different Anti-Gray Mapping
2 (AGM) aided SP modulation
schemes referred to as AGM-1 and AGM-2. The system employs
a 1/2-rate memory-1 RSC code as the outer code. According to
Figure 4 the intersection point between the EXIT curves of the
SP demapper and the outer decoder in the two-stage bench-marker
scheme does not reach the (1.0,1.0) point for either of the AGM
schemes due to the non-recursive nature of the SP demapper. By
contrast, we observe for the three-stage system that the EXIT curves
of the outer code and the 2D projection intersect at the (1.0,1.0)
point, resulting in an inﬁnitesimally low BER, rather than forming
an error ﬂoor as seen for the two-stage bench-marker. Notice also
in Figure 4 that an open tunnel exists for the two-stage system
2Anti-Gray Mapping is used here to refer to any non-Gray mapping scheme
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Fig. 5. 2D projection of the EXIT charts of the three-stage RSC-coded
LSSTC-SP scheme, when employing the AGM-2 aided SP in conjunction
with L =1 6 , while using an interleaver length of D = 180,000 bits.
employing AGM-1 at Eb/N0 = −8.8 dB, while an open tunnel
tunnel is formed for the AGM-2 aided system at Eb/N0 < −8.8 dB.
However, observe that the EXIT curve intersection point appears
closer to the point of convergence at (1.0,1.0) for the AGM-1 aided
system than for its AGM-2 assisted counterpart and thus the AGM-1
aided system converges at a higher Eb/N0 value than the AGM-2
assisted system, but it converges to a lower BER value. The two-
stage systems employing AGM-1 and AGM-2 will have an error
ﬂoor. On the other hand, the three-stage system employing AGM-
2 exhibits an open tunnel at Eb/N0 = −8.8 dB compared to the
AGM-1 scheme that requires an Eb/N0 > −8.8 dB for attaining
convergence. Therefore, in what follows AGM-2 will be considered
in the context of our three-stage system. Also, note that in the 3D
EXIT curves of Figures 2 and 3 AGM-2 was employed.
Figure 5 shows the 2D-projected EXIT curve of the combined SP
demapper and of the unity-rate Decoder II at Eb/N0 = −8.8 dB,
when employing the AGM-2 scheme. Figure 5 records the 2D-
projected EXIT curves for a variable number of inner iterations
carried out between the SP demapper and Decoder II. According
to Figure 5, when no inner iterations are activated between the SP
demapper and the URC decoder, the system requires Eb/N0 >
−8.8 dB for maintaining an open EXIT tunnel. However, observe in
Figure 5 that when 1, 2 and 20 inner iterations are carried out, then
an open EXIT tunnel is formed at Eb/N0 = −8.8 dB. Therefore,
from now on we advocate using a single inner iteration that produces
the same result and imposes the lowest complexity. This implies that
according to the predictions of the 2D EXIT chart seen in Figure 5,
the iterative decoding process is expected to converge to the (1.0,1.0)
point and hence an inﬁnitesimally low BER may be attained beyond
Eb/N0 = −8.8 dB. This expectation is conﬁrmed by the decoding
trajectory of Figure 5, which was recorded for an interleaver depth
of D = 180,000 bits.
It was argued in [22,23] that the maximum achievable bandwidth
efﬁciency of the system is proportional to the code-rate, which is
equal to the area under the EXIT curve of the inner code, provided
that the bit stream b has independently and uniformly distributed bits
as well as assuming that the channel is the binary erasure channel,
that the inner code rate is 1 and the MAP algorithm is used for
decoding. There is also experimental evidence that the area under
the inner code’s EXIT curve approximates the code-rate well for
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Fig. 7. BER performance of the proposed LSSTC-SP aided system employing
iterative detection between a 1/2-rate RSC decoder, a URC decoder, and the
SP demapper, while using an interleaver length of D = 180,000 bits for a
variable number of iterations.
both Rayleigh and Gaussian channels. Assuming that the area under
the 2D projected EXIT curve of the inner decoder, i.e. the URC’s
decoder and the SP demapper, is represented by A,t h emaximum
attainable rate for the outer code is given by Rmax = A [22] at a
speciﬁc Eb/N0 value. Therefore, the maximum achievable bandwidth
efﬁciency becomes ηmax = Bsp ×Rmax. At a bandwidth efﬁciency
of η =2bit/sec/Hz, the maximum achievable rate limits inferred
from Figure 6 for the LSSTC-SP scheme employing Nt =4transmit
antennas, Nr =4receive antennas and LAA =4elements per AA
is Eb/N0 ≈− 9.4 dB.
V. PERFORMANCE RESULTS
In this section we present the performance results of the pro-
posed multi-functional MIMO aided multi-dimensional modulation
employing iterative detection, where a 1/2-rate memory-1 RSC
code was employed as our outer code in conjunction with the
octally represented generator polynomial (Gr,G)=( 3 ,2), with Gr
being the feedback generator and G representing the feedforward
generator. The results presented in this section correspond to a system
employing an (Nt ×Nr)=( 4×4)-dimensional LSSTC-SP scheme
in conjunction with LAA =4elements per AA.
Figure 7 compares the achievable performance of the proposed
three-stage iteratively detected system employing the LSSTC-SP
scheme in conjunction with L =1 6and AGM-2 for different number
of iterations against that of an uncoded LSSTC-SP scheme using L =
4, which has an identical bandwidth efﬁciency of 2 bits/sec/Hz. The
ﬁgure plots the performance of the system employing an interleaver
depth of D =1 8 0 ,000 bits. Explicitly, Figure 7 demonstrates that
a coding advantage of about 16.5 dB was achieved at a BER of
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Fig. 8. BER performance of the proposed LSSTC-SP aided system employing
iterative detection between a 1/2-rate RSC decoder, a URC decoder, and the
SP demapper, while using an interleaver length of D = 180,000 bits for a
variable number of iterations.
10
−6 after I =4 6iterations by the three-stage iteratively detected
system over the equivalent-throughput uncoded LSSTC-SP scheme
employing L =4 . Furthermore, Figure 7 demonstrates that the BER
performance closely matches the EXIT chart based prediction of
Figure 5, where the system approaches an inﬁnitesimally low BER at
Eb/N0 = −8.8 dB after I =4 6iterations. We note that according
to Figure 7, the proposed three-stage system performs within 0.6 dB
from the maximum achievable rate limit of Figure 6.
Finally, Figure 8 compares the attainable performance of the three-
stage iteratively detected LSSTC-SP scheme in conjunction with
AGM-2 in comparison to its two-stage LSSTC-SP counterpart in
conjunction with AGM-1 and AGM-2. As seen in Figure 8 and as
predicted in the EXIT chart of Figure 4, the three-stage iteratively
detected system converges to an inﬁnitesimally low BER at Eb/N0 =
−8.8 dB, where no BER ﬂoor is observed, which is in contrast to
its two-stage iteratively detected bench-marker scheme. Observe that
the two-stage iteratively detected LSSTC-SP scheme using AGM-1
employs I =2 3iterations, while the AGM-2 aided two-stage system
employs only I =3iterations, since the advantage of employing any
further iterations diminishes owing to the presence of a BER ﬂoor.
Explicitly, the three-stage iteratively detected LSSTC-SP scheme us-
ing AGM-2 outperforms its two-stage counterpart employing AGM-1
by 4.8 dB and its two-stage counterpart employing AGM-2 by 9.8 dB
at BER=1 0
−5.
VI. CONCLUSION
In this contribution we presented an iteratively detected three-
stage multi-functional MIMO aided multi-dimensional sphere pack-
ing modulation scheme. The resultant system is characterised by
a high diversity gain, high multiplexing gain, beamformer gain as
well as exhibiting the maximum coding advantage. Hence the system
becomes capable of achieving inﬁnitesimally low BER values, where
the attainable performance is not limited by a BER ﬂoor, which
is routinely encountered in conventional two-stage systems. The
convergence behaviour of the three-stage system was analysed with
the aid of novel 3D EXIT charts and their 2D projections. The
maximum achievable rate of the system was quantiﬁed using a novel
method based on EXIT charts. Explicitly, the system is capable of
operating within 0.6 dB from the maximum achievable rate limit
and of attaining at least 4.8 dB gain at a BER of 10
−5 over
the conventional iterative-detection aided two-stage bench marker
scheme, where extrinsic information is exchanged between the SP
demapper and the outer RSC code’s decoder.
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