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A study of the model theory of the generalized trees introduced by Morgan and Shalen is 
initiated. A special class of such trees, called large trees, is isolated, and some model-theoretic 
transfer principles are established. 
Introduction 
An ordinary tree T is a l-connected simplicial l-complex. The vertices of T form 
a metric space, with integer-valued distance function, in a natural way. In [2,5], a 
study is made of ‘generalized trees’: these are metric spaces in which any two points 
are joined by a unique topological arc, and every topological arc is isometric to a 
closed interval in the ordered field of reals. The theory of such trees is embedded 
by Morgan and Shalen J(rl (see. 21~0 [l]) in a still more general theory involving 
‘metric spaces’ in which. the ‘distance function’ takes its values in an arbitrary 
ordered abelian group r; among such spaces a special class, called r-trees is defined. 
In particular, for r=J!, IR, the r-trees coincide with ordinary trees, respectively 
‘generalized trees’. 
In the present work a study of the model theory of such general trees is initiated. 
A special class of trees, called large trees, is isolated and some model-theoretic 
transfer principles are established. 
1. Pretrees and trees 
According to [l, 61, a generalized metric space (abbreviated gms) is a triple 
X= (X, r, d), where Xis a set, Tis a (totally) ordered abelian group written additive- 
ly and d is a function on XxX taking non-negative values in r, and satisfying 
(i) d(x,y) =0 iff x=y, 
(ii) d(x, y) = d(y, x), and 
(iii) d(x, z) I d(x, y) + d(y, z) for arbitrary x, y, z E X. 
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The function d is called the distance function on the gms X. 
Given two gms, X=(X, r, d) and x’= (X’, r, d’), a metric morphism from X to 
X’ is a pair f = Cf,,f'), where f : X + x’ is a map and f’ : r-+ r’ is a morphism of 
ordered abelian groups such that d’Cf(x), f (y)) =f’(d(x, y)) for x, y E: X. The metric 
morphism f is said to be a metric mono (epi) if f,f’ are injective (surjective); f is 
called an isometry if f,f’ are bijective. Thus we get a category; let us denote it by 
GMS. The category OAG of ordered abelian groups is naturally embedded in GMS, 
regarding any ordered abelian group r as a gms (r, r, d) with d(x, y) = Ix- yI for 
x, y E r, where Ial = max(a, -a) for a E r. Note that OAG is not a full subcategory 
of GMS. Indeed, let r and P be ordered abelian groups identified as above with 
objects of GMS. A metric morphism f = (f: T-t l-‘, f’: r-r’) is either a transla- 
tion, i.e., f(x)=f(O)+f’(x) for xer, or a reflexion, i.e. f(x)=f(O)-f’(x) for x~r. 
The morphisms f’ : T-T’ of ordered abelian groups are identified with the transla- 
tions f = cf, f’) with f (0) = 0. 
Given a gms X= (X, r, d) and x, y E X, let [x, y] = (z E X: d(x, y) = d(x, z) + d(z, y)}. 
Obviously, [x, y] = [y,x] and x, YE [x, y]. [x, y] is identified naturally with a subobject 
of x. 
Lemma 1.1. Let X = (X, C d) be a gms, x, y E X, and z E [x, y]. Then [x, z] c [x, y]. 
Proof. Let UE [x,z]. Then 
d(x, Y) 5 d(x, u> + d(u, y) = (d(x, z) - d(u, z)) + d(u, y) 
5 (d(x, z) - d(u, z)) + (d(u, z) + d(z, y)) = d(x, z) + d(z, y) = d(x, y) 
and hence u E [x, y]. 0 
Definition. A gms X= (X, r, d) is called a pretree if the following conditions are 
satisfied: 
(PTl) For arbitrary x, y E X, the map ix,y : [x, y] -+ r: z y d(x, z) is a metric mono, 
i.e., d(z,u)=Id(x,z)-d(x,u)l for Z,UE[X,Y]; 
(PT2) For arbitrary x, y, z E X, the intersection [x, y] tl [y, z] fl [z, x] is non-empty. 
Lemma 1.2. Let X = (X, r, d) be a pretree. 
(4 For x, Y, z E X, the set ix, yl n [Y, zl n [z, x] is a singleton, so we get a (suggestively 
denoted) symmetric map Y: X3 + X with the property [x, y] rl [y, Z] r7 [z, X] = 
{ Y(x, Y, z>> for x, y, z E X; 
(b) ix, zl = {u E k ~1: d(x, ~1 I d(x, z)} for x, y E X, z E [x, y] ; 
(~1 ix, ~1 n Ix, z] = Ix, y(x, Y, z)] for X, Y, z E x; 
(d)xELY,zl iff [x,y]n[x,z]={xj; 
(e) [z, 4 c [x, ~1 iff z, u E [x, ~1; 
(f) Let nil, X;EX (Osirn). Then [?cg,x,]CU~~~ [X;,Xi+l], with equality iff 
XiE[XC)yXn] for 15iln-1. 
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Proof. (a) By (PT2), the set A = [x, y] fl [y, z] fl [z,x] is non-empty. Let U, u EA and 
assume d(x, u) I d(x, u). As U, u E [x, y] n [x, z] we get d(y, u) 2 d(y, u), d(z, u) 2 d(z, u). 
Since U, u E [y, z] it follows that d(y, z) = d(y, u) + d(u, z) I d(y, u) + d(u, z) = d(y, z) 
and hence d(y, u) =dQ, u). As U, u E [y,x] we get by (PTl) that d(u, u) = 0, i.e., u = u. 
(b) Immediate by Lemma 1 .l and (PTl). 
(c) Let u = Y(x, y, z). As u E [x, y] fl [x, z], it follows [x, U] c [x, y] n [x, z] by Lemma 
1 .l. On the other hand, let u E [x, y] tl [x,z] and assume d(x, u)>d(x, u). Then 
d(y, u) < d(y, u), d(z, u) < d(z, d. We get 
d(y, z) 5 d(y, u) + d(u, z) < d(y, u) + d(u, z) = d(y, z), 
a contradiction. Thus d(x, u) I d(x, u) and hence u E [x, U] by (b). 
(d) Immediate by (a). 
(e) Let z, u E [x, y] . We may assume d(x, z) 5 d(x, u). By (b) we get z E [x, U] c [x, y]. 
By Lemma 1.1, it follows [z, U] C [x, u] C [x, y]. 
(f) Proceeding by induction on n it suffices to consider only the case n = 2. Let 
z= Y(x0,xl,x2). Then [x0,x21 = hzlU [nxzl by (b). As [xo,zlc h,xll and tz,x~lC 
[x1,x2] by Lemma 1.1, it follows that [xO,xz] c [x0,x,] U [x1,x2]. The last part of 
statement (f) concerning the equality [x0,x,] = Uy~i [x;,x,+ ,] is immediate by the 
first part of (f) and by (e). 0 
The pretrees with metric morphisms form a full subcategory PT of GMS. If 
f : X-t X’ is a morphism in PT, then Y(f(x), f(y), f(z)) =f( Y(x, y, z)) for x, y, z E X. 
Lemma 1.3. Let X= (X, r, d) be a pretree, Z be a subset of X, X’= (X’, F, d) be the 
subpretree of X generated by Z, and p be the ordered subgroup of r generated by 
the set {d(a,b): a,bEZ}. Then T’c{~ET: (Bn~N)2”y~r”}. 
Proof. Let ~={~ER(B~EN)~“~EP) and Z=ZU{Y(a,b,c):a,b,cEZ}. Con- 
sider the countable chain {Z;)iiw of subsets of X, where Z,-,= Z, Zi+ 1 = .?fi for 
i<o. Obviously, x’= Uicw Zi . In order to conclude that T’c i=“, it suffices by in- 
duction on i to show that 2d(a, 6) E P for a, b E z. This is obvious for a, b E Z. Next 
consider a = Y(x, y, z) for x, y, z E Z, and b E Z. Let c = Y(x, y, b). As a, c E [x, y], we 
distinguish two cases: 
(i) c E [x, a]. Then we get 
2&r, b) = 2(4x, b) - 4x, a)) = 2d(x, b) - (d(x, y) + d(x, z) - d( y, z)) E r”. 
(ii) c E [a, y]. Then 
2d(a, b) = 2(d(x, b) - d(x, a) = 2d(x, b) - (d(x, y) + d(x, z) - d(y, z)) EP’. 
Finally, let a = Y(x, y,z), b = Y(x’, y’,z’) with x, y,z,x’, Y’,Z’E Z, c= Y(x, y, b). If 
CE [~,a], then 2d(a,b)E2d(y,b)+PCP. If CE [a, y], then 2d(a, b)E2d(x,b)+ 
PCr”. 0 
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Lemma 1.4. Let Xi= (Xi, c., di) be pretrees and fi’ : &. -+ r be monomorphisms of 
ordered abelian groups, i = 1,2. Then there exist a pretree X = (X, r, d) and metric 
monomorphisms fi = vi, f;) : Xi + X for i= 1,2. 
Proof. As (lx,, A’) is a metric mono from Xi into the pretree (Xi, c f: 0 di), i = 1,2, 
we may assume r, =r, =r, f;=f; = 1,. If Xi is empty for some i E { 1,2}, say Xi is 
empty, set X=X,, Jr =0 (the empty map), f2 = 1,. Assuming that Xi and X, are 
non-empty, let xi~Xi, i= 1,2. If r= {0}, then X;=(q), i= 1,2, and hence Xi and 
X, are isometric, so we have nothing to prove. Thus we may also assume that 
T# { 0). Let y E r be such that y > 0, and X be the disjoint union X,ljX, augmented 
with a new element x. Define a map d: X2 + r by 
4 (a, 6) if a,bEXi (i=1,2), 
d(a, b) = 
1 
y+d;(a,xi) if aEXi (i=1,2), 6=x, 
2y+d,(a,x,)+d,(b,x,) if aEXl, beX,, 
0 if a=b=x. 
One checks easily that X = (X, r, d) is a pretree with 
I 
]a, blx, if a,bEXi (i= 1,2), 
Ia’ b1 = 
14 xilX, U 1x1 if aEXi (i=1,2), 6=x, 
[a, xh, U {XI U [x2, blx, if aEXl, bEX2, 
{xl if a=b=x, 
and 
where 
Y(a, b, C) = 
1 
Y, (a, b, c) if a,b,cEXi (i=1,2), 
Y,(a, b,Xi) if a, b E Xi, c E X$J {x} (i = 1,2), 
X if aEXIU{x}, bEX2U{x}, c=x, 
T 2 ifi-l 
I= i 1 if i=2. 
Finally let fi be the inclusion X, 4 X, i= 1,2. q 
Definition. A gms X = (X, r, d) is called a tree if the following conditions are 
satisfied: 
(Tl) For arbitrary x, _Y E X, the map ix,Y : [x, y] + [0, d(x, y)] : z ++ d(x, z) is bijective; 
(T2) For arbitrary x, y, z; E X, the intersection [x, y] tl [y, z] fl [z, x] is non-empty. 
Lemma 1.5. Let X= (X,r, d) be a tree and x,y E X. Then the map ix,y is an iso- 
metry. In particular, X is a pretree. 
Proof. Let z, u E [x, y] and suppose d(x, z) I d(x, a). We have to show that z E [x, u]. 
Since by assumption the map ix,+ is onto, there is Z’E [x, u] such that d(x, z’) = d(x, z). 
As [x, u] C [x, y] by Lemma 1.1, we get z’ E [x, y]. Since ix,Y is injective we conclude 
that Z=Z’E [x,u]. 0 
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The next lemma shows that the trees defined above coincide with the trees con- 
sidered in [I, 61. 
Lemma 1.6. The following conditions for a gms X=(X,T, d) to be a tree are 
necessary and sufficient: 
(T’ 1) X is geodesically linear, i.e., given x, y E X, there is a unique metric mor- 
phism jx, Y : [0, d(x, y)] +Xsuch that j,,(O) =x and j,,(d(x,y)) =y; denote by (x,y) 
the image of jx,,; 
(T’2) If x,y,z~X, then (x,y)n<x,z,=<x,u> for some UEX; 
(T’3) If x, y, z E X and lx, Y> f~ (Y, z> = {y}, then tr Y> U (y, z> = (x, z>. 
Proof. Assume X is a tree and let x, YEX. By Lemma 1.5, the map ix_: [x, y] --f 
[0, d(x, y)] is an isometry. Define jx,Y : [0, d(x, y)] +X by jx,_“(y) = iii(y). Obviously 
jx,Y is a metric mono and j,,(O) =x, j,,(d(x, y)) =y. Let 1: [O,d(x, y)] -+X be a 
metric morphism such that f(0) =x, I(d(x, y)) = y, and let y E [0, d(x, y)]. Clearly l(y) E 
[x, y] and d(x, l(v)) = y = d(x, j_(y)), therefore I(y) = j,,(y). Thus jx,Y is the unique 
metric morphism from [0, d(x, y)] into X subject to j,,(O) =x, j,,(d(x, y)) = y, and 
[x, y] = (x,y). As X is a pretree by Lemma 1.5, the properties (T’2) and (T’3) are 
immediate according to Lemma 1.2. 
Conversely, assume X satisfies the conditions (T’l), (T/2), (T’3). First let us show 
that <x, Y> = Ix, ~1 for x, Y E X. As j,,(y) =j,,(d(x, Y) - Y) for Y E IO, d(x, Y)I, we get 
(x, y> = (y,x). Obviously, (x, y) C [x, y]. On the other hand, let z E [x, y]. By (T’2) 
there is u E X such that (x, z) n (y, z) = (u, z). Let us show that u = z. Indeed, we 
get (x,~)n<u,z>=<y,U)r)(~,z)={~} and hence (x,U)fl(y,u)={U}. By (T’3) it 
follows that u E (x, y) C [x, y]. As (x, ~1) C (x, z) we get d(x, z) L d(x, u). Similarly we 
get d(y, z) > d(y, u) and hence d(x, z) = d(x, u) since z, u E [x, y]. 
Consequently, z = u E (x, y), so [x, y] = (x, y) and condition (Tl) is satisfied. As 
for (T2), let x, y, z E X and assume (x, y) n (x, z) = (x, U) according to (T’2). By (T’3) 
we get 
Denote by T the full subcategory of GMS whose objects are the trees. By Lemma 
1.5, T is also a full subcategory of PT. 
2. An adjointness property 
The main goal of this section is to prove the following result: 
Theorem 2.1. The forgetfu, functor T -+ PT has a left adjoint Tr : PT -+ T. 
Proof. We proceed step by step as follows: 
(1) Given a pretree X= (X,r, d), let X’ be the set of the ordered triples (x, y, y), 
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where x, y E X, y E 10, d(x, y)]. Consider the binary relation on x’ : (x, y, y) - (x’, y’, y’) 
iff X=X’, Y = y’ and y I d(x, Y(x, y, y’)). Obviously, - is reflexive and symmetric. In 
order to conclude that - is an equivalence relation we have to check the transitivity. 
Letx,y,y’,y”EX, z’= Y(x,y,y’), z”= Y(x,y’,y”), z= Y(x,y,y”). It suffices to show 
that (z’,z”} tl Ix, zl is non-empty. Assuming d(x,z’)~d(x,z”), it follows that 
Z’E [x, z”] by Lemma 1.2 since Z’,Z”E [x, y']. Therefore 
by Lemma 1.2. Similarly we get Z” E [x, z] if d(x, z’) 1 d(x, z”). 
(2) Consider the involution - : X +X’:a=(x,y,y)-d=(y,x,d(x,y)-y),andlet 
= be the equivalence relation on X’ generated by - and the pairs (a, a) for (x EX. 
Denote by Tr(X) the factor set X’/=. 
(3) Define a map d’ : x’ xX-+ r,, as follows. Let (y = (x, y, v) E X’ and z E X. Set 
d’(a, Z> = d(x, z) - Y if y I d(x, Y(x, y, z)), and d’(a, z) = d(y, z) - d(x, y) + y if y 2 
d(x, Y(x, y, z)). Obviously, the definitions agree for y = d(x, Y(x, y, z)). 
(4) The map d’ defined above induces a map, denoted also by d’ : R-(X) xX+ 
IL-,. Indeed, let a = (x, y, y) EX’. The equality d’(a, z) = d’(@, z) is immediate. Now 
let p = (x, y’, y) E X’ be such that /I - a. We have to show that d’(a, z) = d’(& z). We 
may assume without loss of generality that y’e [x, y]. Let u = Y(x, y, z). We 
distinguish two cases: 
(a) d(x, u)ld(x, y’). Then Y(x, y’,z) = u by Lemma 1.2. If yrd(x, u), then 
d’(a, z) = d(x, z) - y = d’(/3, z). 
If y 2 d(x, u), then 
d’(a, z) = d(y, z) - d(x, Y) + Y 
= My, Y’) + dti’, z)) - (d(x, Y’) + d(y’, Y)) + Y = d’(P, z). 
(b) d(x, u)> d(x, y’). We get Y(x, y’, z) =y’ by Lemma 1.2. As ysd(x, y') by 
assumption, it follows that d’(a, z) = d(x, z) - y = d’(fi, z). 
(5) The map i : X-t X’ : x H (x,x, 0) induces an embedding i : X+ Tr(X) in such a 
way that d’(i(x),y) =d(x,y) for x,yeX. 
(6) Let a = (x, Y, y), P = (x, y, 4, (Y’= (x’, y’, y’), /I’= (x’, y’, S’) EX’ be such that 
(Y=(Y‘, PIP’. Let us show that /r-6( = /,‘--a’/. 
Let z = Y(x, y, x’), u = Y(z, x’, y’). We distinguish two cases: 
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W,X,Y’), we get 
y = d’(a, x) = d’(a”, x) = d(x, x’) - y’> d(x, x’) - d(x’, u) = d(x, u) L d(x, z), 
and hence 
y’=d’(a”,x’) =d’(a,x’) =d(x’,z) -d(x,z) + y. 
It follows that 
2y’=d(x’,z)-d(x,z)+d(x,x’)=2d(x’,z), 
therefore 
z=uE[X’,y’], y’= d(x’, z), y = d(x, z). 
If d’sd(x’,z), we get as above 6=y, a’=~‘. If s’zd(x’,z), then p=p’~/j”= 
(z, y’, 6’- d(x’, z)). It follows that 
s’-y’=d’(P”,z)-d’(P,z)= 
6-y if 6?d(x,z), 
y_6 if 6sd(x z) 
7 . 
(b) min(y’,6’)rd(x’,u). Then a’=o”=(z,y’,y”), P’=P”=(z,y’,s”) where y”= 
d(z, u) - d(x’, u) + y’, 6” = d(z, u) - d(x’, u) + 6’. As y”- 6” = y’- a’, we may assume 
from the beginning that X’E [x, y]. 
Let w= Y(x,y,y’). If x’E[x,w]c[x,Y’], then y=d’(a,x)=d’(a’,x)=d(x,x’)+y’ 
and similarly 6 = d(x, x’) + a’, therefore y - 6 = y’- 6’. If X’E [y, w] C [y, ~‘1, then 
d(x, y) - y = d’(a, y) = d’(a’, y) = d(y, x’) + y’ and similarly d(x, y) - 6 = d(y, x’) + a’, 
therefore Iy-6/= /y’-6’1. 
(7) Let cr = (x, y, y), a’= (x’, y’, y’) EX’. Let us show that there exist a, b EX, 
&c~‘E [O,d(a, b)] such that a=(~, 6,6), /3=(a, 6,6’). 
Let z= Y(x,y,x’). If yid(x,z), then a=(x,x’,y)=(x’,x,d(x,x’)-y). If Yrd(x,z), 
then as(y,x,d(x,y)-y)~(y,x’,d(x,y)-y)~(x’,y,d(y,x’)-d(x,y)+y). Thus we 
may assume from the beginning that x=x’. Let u = Y(x, y, y’). We distinguish three 
cases: 
(i) ysd(x,u). Then a=(x,y’,y). 
(ii) y’s d(x, u). Then (Y’= (x, y, y’). 
(iii) y, y’r d(x, u). We get 
o’=(y’,x,d(x,y’)-y’)=(y’,y,d(x,y’)-Y’) 
=(y,y:d(y,y’)-d(x,y’)+y’). 
(8) Extend the distance function d: X2 --f r to a map d’ : Tr(_Q2 + r,, as follows. 
Let a, b E Tr(X). By (7) there are representatives a, /3 of a, b having the form (Y = 
(x, y, y), p = (x, y, 6). Set d’(a, b) = Iy - 61. By (6) the definition does not depend on 
the choice of the representatives of the above form. 
(9) Let a, b, c E Tr(X). Let us show that either there exist x, y EX, A, q, 8 E [O, d(x, y)] 
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such that (x, y, A), (x, y, q), (x, y, 0) are representatives of a, b, c, or there exist 
x, y, z E X, A E 10, d(x, w)], q E 10, d(y, w)], BE 10, d(z, w)], where w = Y(x, y, z), such 
that (w,x,A), (w,y,q), (w,z, 0) are representatives of a, b,c. 
By (7) there are x, y EX, A, q E [0, d(x, y)] such that a = (x, y, A), p = (x, y, II) are 
representatives of a, b. Let y = (z, U, 0) be a representative of c, and o = Y(x, y, z), 
u’=Y(o,z,u). If 8~d(z,o’), then y=(u,z,d(o,z)-0). If 02d(z,u’), then y= 
(u, u,d(u, U) -d(z, u) + 0). Thus we may assume without loss of generality that 
z E [x, y] and A 5 q. Let w = Y(x, y, u). We distinguish the following cases: 
(a) 85 d(z, w). Then 
‘= i 
(x, Y, d(x, z> + 0) if z E [x9 4, 
(x, y, d(x, z) - ti) if z E [w, yl. 
(b) 0 L d(z, W) and q I d(x, w). Then (Y = (x, U, A), /3 = (x, U, q) and 
y= 
r 
(4 U, d(X, Z) + 6) if ZE[X,W], 
(x, U, d(x, W) - d(z, W) + 0) if z E [w, ~1. 
(c) 8 1 d(z, W) and 1 I d(x, w). Then a = (y, U, d(x, y) - A), j?= (y, u, d(x, y) - q) and 
’ E t 
(Y, u, d(y, w> - dk WI+ 0) if z E Lx, ~1, 
(Y, 4 d(Y, Z) + 6) if ZE [w,yl. 
(d) Brd(z,W)and~Id(x,w)lrl.Thena~(w,x,d(x,w)-~),P~(w,y,rl-d(x,w)), 
y = (w, 2.4 e - d(z, w)). 
(10) By (9) it follows easily that Tr(X) = (Tr(X),T, d’) is a tree extending the 
pretree X. Note that, given a, b, c E Tr(X), either a, b, c are collinear, i.e., Y(a, b, c) E 
{a,b,c}, or Y(a,b,c)EX. If f=(f,f’):X, -+X2 is a morphism in PT, then the 
map .G + % : (4 Y, A) - V(x), f(y), f’(A)) induces a metric morphism Trdf) = 
(TrCf),f’) : Tr(X,) -+ Tr(X,). Thus we get a functor Tr : PT + T. The adjointness 
property of the functor Tr is immediate. 0 
3. Large trees 
In this section we introduce a class of trees, called large trees, with nice algebraic 
and model-theoretic properties. 
Definition. By a large tree we mean a tree X=(X, r, d) satisfying 
(i) X is non-empty, and 
(ii) given nEtPJ, x,x;EX(lIiln), YE&), there exists y E X such that d(x, y) = y 
and XE [y,xi] for 1 <i<n. 
If the tree X= (X, r, d) is large with Tf (0)) then for every x E X and every y E r, 
y>O, there are infinitely many YEX such that d(x, y) = y. Note also that, for 
technical reasons, we accepted the singleton * = ({x}, (01, (x,x) H 0) as a special large 
tree. 
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Proposition 3.1. Given a pretree X= (X,f,d) and an ordered abelian group P 
extending I; there exists a large tree X’= (X’,r,d’) extending X. 
Proof. Extending X to the pretree (X,P,d), we may assume r=r’. We may also 
assume that X is non-empty, since otherwise we embed X in ({x},T, (x,x) - 0). If 
r= (0) we have nothing to prove since X is isomorphic to the special large tree *, 
so let us suppose that T# (0). By Theorem 2. I, we may assume that X is a tree. 
First we embed the tree X in a tree 8= (X, K d) satisfying the condition: given CI E X 
and y E &, there exists b E r? such that &(6, a) = y and a E [b, x] for every x E X. Let 
X=Xx& and define d:X2--*rby 
&x7 A), (Y, vl)) = IA-VI 
if x=y, 
A + q + d(x, y) otherwise. 
One checks easily that X is a gms and the pair (X-X:x H (x, 0), 1,) is a metric 
mono X--t X. Given CI = (x, A), b = (y, I?) E X, we get 
if x = y, respectively 
if xfy. Consequently, [a, 6]~= [Q, b], if a, b E X, and the canonical map ia,b : [a, b] + 
[0, d((a, b)] is bijective for a, b E X. Given a = (x, A), b = (y, I?), c = (z, 0) EX, it follows 
that [a, b] n [6, c] fl [c, a] is non-empty having only one element Y(a, b, c) such that 
either Y(a, b, c) E {a, b, c}, i.e., a, 6, c are collinear, or Y(a, 6, c) = Y(x, y, z) E X. Thus 
X is a tree extending X and satisfying the property above. Now let us construct by 
iteration a countable chain of trees Xj=(X,,r,di), i<co, where X,=X and 
Xi+, =$ for i<o. It follows that 
X,=1$X;= U X;,c U di 
i<w 
( i<w i<w > 
is a large tree extending X. 0 
Definition. Let X=(X, K d) be a tree, H be a subset of X and h : H-r,, be a map. 
The map h is called admissible if for arbitrary n E N, yi E H (1 I is n), there exists 
x~X such that d(X,y;)=h(yi) for l<i<n. 
An admissible map h is called realizable if there exists x E X such that d(x, y) = h(y) 
for every y E H. Given an infinite cardinal k, the tree X is called k-admissible if each 
admissible map h : H + I’.‘., with card(H) zs k is realizable. 
Proposition 3.2. Let X= (X, r, d) be a pretree, X’= (X’, r, d’) be apretree extending 
X such that F# (0)) and X* = (X*, P, d*) be a large tree extending X. Assume X* 
is k-admissible for some k 2 card(X’ U r’). Then, giving an embedding f’ : r’ -+ P 
over r, there exists an embedding f= (f, f') :X'+ X* over X. 
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Proof. Considering the intermediate pretree (X, P, d) between X and X’, we may 
assume from the beginning that r= r’ and f’ : r+ r* is an inclusion. By Theorem 
2.1, we may also assume that X and x’ are trees; note that card(X’UT) = 
card(Tr(X’)UT). Denote by F the set of pairs (Z,f), where Z= (Z,r, d’ 122) is an 
intermediate tree between X and X’, and f : Z-t X* is a metric embedding over X. 
F is non-empty since (X, XC, X*) E F. F is partially ordered by the relation (Z,, f,) 5 
(ZB .h) iff 4 c Z2 and h =.f2 Iz,. Obviously (F, I) is inductively ordered, so we 
may consider a maximal element (Z,f) of F. We may assume without loss of 
generality that Z=X. We have to show that X=X. Assuming the contrary, let 
y E X’\ X, and consider the gms Z= (XU {y}, r, d’ ~~xu~Yl~~) contained in X’ and 
properly extending X. As [a, blx CX for a, b E X since X is a tree with the same 
value group r as X’, and Y(a, b, y) E [a, b], it follows that Z is a pretree. If X would 
be empty, then (Z, y - y*) E F for y* EX*, contrary to the maximality of X. Thus 
X is non-empty. Let h : X-t r,, CT,*, be the map given by h(x) = d’(x, y) for x E X. 
Let us show that the map h is admissible for X *. Let n21, XiEX(lliln). We 
have to find z E X* such that d*(xi, z) = d’(xj, y) for 15 is n. 
First let us show that there exists x E X such that x E [y, xi] for 15 i 5 n. We pro- 
ceed by induction on n. If n = 1 take x=x,. Assuming n > 1, we get by induction 
hypothesis some u E X such that u E [y, xi] for 1 pi 5 n - 1. Set x = Y(y, u, x,). Then 
XE[U,X,,]CX, x~[y,u]C[y,X~] for lliln-1 and XE[Y,X,] as required. 
As X* is a large tree, we find z E X* such that d*(z, x) = d’(y, x) and XE [z, xi] for 
1 I ir II. Consequently, d*(z,x;) = d’(y,x;) for 15 is n, i.e., h is admissible for X*. 
Since X* is assumed to be k-admissible and k> card(X) we find Y*EX* such that 
d*(y *, x) = d’(y, x) for every x E X. Therefore the substitution y y y * yields a metric 
embedding f : Z+ X* which is identity on X. Consequently, by Theorem 2.1, 
(Tr(Z), TrCf)) E F, getting a contradiction. We conclude that X=x’, as contended. 
cl 
4. Model-theoretic transfer principles 
Consider the first order language Lo of ordered abelian groups, whose vocabu- 
lary contains, besides the logical symbols, a binary function symbol + standing for 
addition, a unary function symbol standing for taking the inverse, a constant sym- 
bol 0 standing for the neutral element and a one-place predicate P standing for the 
cone of non-negative elements. 
Given a first order language L containing Lo, let us denote by L the augmenta- 
tion of L with two one-place predicates S, G, a binary function symbol d and a ter- 
nary function symbol Y. 
A pretree X= (X,r,d), where the ordered group ris an L-structure (i.e. the sym- 
bols of L 1 L, are also interpreted on r), is identified with a first order L-structure 
K in such a way that 
(i) the universe IX/ of X is the disjoint union XUT; 
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(ii) the predicate S is interpreted as the space X; 
(iii) the predicate G is interpreted as the universe of r; 
(iv) if R is a predicate of L, then the interpretation RX of R on the L-structure 
x equals the interpretation Rr of R on r; 
(v) if F is a function symbol of L of arity n (in particular a constant symbol for 
n=O), then the interpretation of F is the function F”: 1X1’+ 1x1 given by 
F”h , . . ..a.)= Fr@l 
,..., a,) if a ,,..., a,Er, 
0 otherwise; 
(vi) d’: IX12 + 1x1 is given by 
if a, b E X, 
otherwise; 
(vii) Y”: 1X13 -+ IX/ is given by 
Y’(a, b, c) = 
Y(a, b, c) if a, 6, c E X, 
o 
otherwise. 
Given a first order theory W in the language L which extends the theory OAG 
of ordered abelian groups, let us denote by Q&(W), 2(W), $2(W), the class of 
pretrees, trees, large trees X = (X, r, d) for which Tis a model of W, written rE W. 
Obviously, the classes ‘$3pS( W), 2(W) and IS(W) are axiomatizable in the first order 
language z; let PT( W), T(W) and LT( W) be the corresponding L-theories. In par- 
ticular, for L = L,, W= OAG, PT = PT( W) is the theory of pretrees, T= T(W) is 
the theory of trees and LT = LT( W) is the theory of large trees. The &theory PT 
is universal, while the _&-theories T and LT are inductive (i.e. V8-axiomatizable; 
equivalently, the class of models in closed under union of chains). By Theorem 2.1, 
the pretrees are exactly the &substructures of trees, i.e., the theory PT equals the 
set TV of all universal &,-sentences which follow from T. Moreover, it follows by 
the same theorem that the theory T has the universal prime extension property 
(UPEP), i.e., each Xt= TV = PT has an extension Tr(X) r= T which can be embedded 
uniquely over X in each extension X’ k T of X. By Proposition 3.1 we get 
(LT), = PT. 
In the following we show that the basic model-theoretic properties can be 
transfered from ordered abelian groups to large trees. The reader may consult [4, IO] 
for the model-theoretic concepts used in this paper. 
Proposition 4.1 (Transfer of model consistency). Let W, W’ be L-theories such that 
OAGC WC w’. Then the following statements are equivalent: 
(i) Wand w’ are model consistent, i.e., each model of W can be embedded in 
a model of w’; 
(ii) PT(W) and LT(W’) are model consistent; 
(iii) T(W) and LT(W’) are model consistent. 
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Proof. (i) =) (ii). Immediate by Proposition 3.1. 
(ii) * (iii). Trivial. 
(iii) * (i). Let Z7= W and X= (0, K Q). By assumption X is embeddable in some 
X’ = (X’, Y, 8) t= LT( W’). In particular, r is embedded in r’ E IV’. q 
Similarly, we get 
Proposition 4.2 (Transfer of consistency). The following conditions are equivalent 
for an L-theory W, extending OAG: 
(i) W is consistent; 
(ii) LT( W) is consistent. 
Proposition 4.3 (Transfer of joint embedding property = JEP). Thefollowing condi- 
tions are equivalent for an L-theory W extending OAG: 
(i) W has JEP, i.e., given r,,r2k W, r, and r, can be embedded in some 
ri= w; 
(ii) PT( W) has JEP; 
(iii) Given X,,X,!=PT( W), X, and X, can be embedded in some XKLT(W). 
Proof. (i) * (ii). Immediate by Lemma 1.4. 
(ii) * (iii). Follows by Proposition 3.1. 
(iii) * (i). Trivial. 0 
Proposition 4.4 (Transfer of amalgamation property = AP). Given an L-theory W 
extending OAG, the following statements are equivalent: 
(i) W has AP, i.e., given rI,r2E Wand a common L-structure TOE W, r, and 
r, can be jointly embedded over r, in some rE W, 
(ii) PT has AP; 
(iii) Given X,, X, E PT( W) and a common L”substructure X0 b PT( W), X, and 
X2 can be jointly embedded over X,, in some XE LT( W). 
Proof. (i) * (ii). Let Xi = (Xi, G:, di) E PT( W), i = 0, 1,2, be such that X0 is an G 
substructure of X1 and X,. As the case r, = (0) is trivial, we may assume r, # (0). 
By assumption, r, and rz are jointly embedded over r, in some rE W. Extending 
X, to (X,,r, d2)EPT( W), we may assume that r, is an extension of r,. By Pro- 
position 4.1, X, can be embedded in some model of LT( W), so we may assume 
X,!=LT(E). According to [IO, Theorem 16.41, there exists a k+-saturated elemen- 
tary extension of X,, where kz card(Xr UT,). Thus we may also assume that X, is 
k+-saturated. Consequently, X, is k-admissible. Then it follows by Proposition 3.2 
that X, can be embedded over X0 in X,. 
(ii) * (iii). Immediate by Proposition 4.1. 
(iii) * (i). Obvious. 0 
Theorem 4.5 (Transfer of model-completeness). The following conditions are equi- 
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valent for an L-theory W extending OAG: 
(i) W is model complete; 
(ii) LT( W) is model complete. 
Proof. (i) * (ii). According to [lo, Theorem 17.11, we have to show that every 
diagram of the following form: 
where Xi = (Xi, c, d,) F LT( W), i = 1,2,3, and X2 is kf-saturated, k2 card(X, U r,), 
can be completed as shown. The diagram above induces the embeddings A’ : r. -+ T;:, 
i= 1,2, with r;c W (i= 1,2,3) and r, k+-saturated, k?card(r,). Obviously, we 
may assume r, # { 0} , since otherwise, r, = l-r = rz = { 0} because f,‘, f; are elementary 
extensions, and hence Xi=* for i= 1,2,3. According to [lo, Theorem 17.11, there 
exists an embedding g’ :r, +I-, such that f;=g'of,'. As X, is k+-saturated, X, is 
k-admissible. We conclude by Proposition 3.2 that g’ extends to an embedding 
g:X, +X, such that f2=gofi. 
(ii) * (i). Let f’ : r, +r, be an embedding, 4~ W, i= 1,2. We have to show that 
f' is an elementary extension. Applying Proposition 3.1 to the tree (@, rr, @), we get 
X, = (Xi, r,, d,) E LT( W). By the same proposition there exist X, = (X,, r,, d2) E 
LT( W) and an embedding f = (J f') : X1 --f X2. As, by assumption, LT( W) is model 
complete, f is an elementary extension, and hence f’ is an elementary extension too. 
0 
Theorem 4.6 (Transfer of completeness). The following conditions are equivalent 
for an L-theory W extending OAG: 
(i) W is complete; 
(ii) LT( W) is complete. 
Proof. (i) * (ii). Let L’ be the augmentation of the language L with a new predicate 
R, with n places for every formula ~(xr, . . . , x,) of L. Denote by IV’ the L/-theory 
obtained by extension of W with the axioms 
R,(x 13 *-*,x,) ++ p(x,, . . . ,x,) 
for all formulas v, of L. Obviously, IV’ is model complete. IV’ is also complete since 
W is complete by assumption. In particular, IV’ has JEP. According to Proposition 
4.3 and Theorem 4.5, the p-theory LT(W’) has JEP and is model complete, and 
hence LT( IV’) is complete. Consequently, LT( W) is complete. 
(ii) * (i). Let c!= W, i = 1,2. We have to show that r, and r, are elementary equi- 
valent. By Proposition 3.1, there exist Xi = (Xi, ri, d;) E LT( W), i = 1,2. As LT( W) 
122 $.A. Basarab 
is complete, Xi and X2 are elementary equivalent. In particular, r, and r’ are 
elementary equivalent too. 0 
As a consequence of Proposition 4.1 and Theorem 4.5, we get 
Theorem 4.7 (Transfer of model companionability). Given the L-theories Wand W 
such that OAGC WC W’, the following statements are equivalent: 
(i) w’ is the model companion of W (i.e., Wand W’ are model consistent, and 
w’ is model complete); 
(ii) LT( W,) is the model companion of PT( W); 
(iii) LT( IV’) is the model companion of T(W). 
The following result is a consequence of Proposition 4.4 and iueorem 4.7. 
Theorem 4.8 (Transfer of model completion). Given the L-theories Wand W’ such 
that OAGC WC w’, the following statements are equivalent: 
(i) W’ is the model completion of W (i.e., Wand w’ are model consistent, and, 
given the embeddings r, + r;, r, E W, rik W’, i = 1,2, r, and r, are elementarily 
equivalent over To); 
(ii) LT(W’) is the model completion of PT( W); 
(iii) LT( W’) is the model completion of T(W). 
According to [lo, Theorem 13.11, we get by Theorem 4.8 
Theorem 4.9 (Transfer of elimination property). The following conditions are 
equivalent for an L-theory W extending OAG: 
(i) W admits elimination of quantifiers; 
(ii) LT( W) admits elimination of quantifiers. 
Theorem 4.10 (Transfer of decidability). Given an L-theory W extending OAG, the 
following statements are equivalent: 
(i) W is decidable; 
(ii) LT( W) is decidable. 
Proof. (i) * (ii). Since the large trees are recursively axiomatized in the language E,, 
and W is decidable by assumption, it follows that the set of axioms in the language 
z for LT( W) is recursive and hence LT( W) is recursively enumerable. In order to 
conclude that LT( W) is decidable, we have to show that the complement LT( W) of 
LT( W) in the set of all sentences in L is recursively enumerable too. Let I+Y be a 
sentence in E. Let us show that I,V E LT( W) iff there exists an L-sentence v, such that 
19 E 6’ and LT F @ --t 1 I+V, where @’ is the complement of W in the set of all 
sentences in L and @ is the L-sentence canonically assigned to the L-sentence cp. 
Assuming I,V E LT( W), there exists X= (X, r, d) != LT( W) such that Xr= 1 I+V. 
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Let IV’= Th(T) be the L-theory of K By Theorem 4.6, the t-theory LT( IV’) is 
complete. As XF LT( IV’) U { 1 ty}, it follows that LT( IV) F 1 w. By the compact- 
ness theorem, there is p E IV’ such that LT F @ 4 1 w. As WC w’ and IV’ is consis- 
tent, we get 1 v, E IV. Conversely, assume 1 a, E IV and LT F @ + 1 w. Then there 
is Z?= IV such that rt= p. According to Proposition 3.1, there exists X=(X, r, d) k 
LT(W). As Tt==y, and LTF@ -+ 1~ we get XKLT(W)U{ TV}, i.e., WELT(W). 
Since LT is recursively axiomatized and W is decidable, it follows from the charac- 
terization of the members v/ of LT( IV) that the set LT( is recursively enumerable. 
(ii) * (i). Easy. 0 
Corollary 4.11 (Transfer of recursive elimination property). Let W be an L-theory 
extending OAG. The necessary and sufficient condition for LT( W) to admit recur- 
sive elimination of quantifiers is that W admits recursive limination of quantifiers. 
We end the paper with some applications of the general transfer principles above. 
Theorem 4.12. Let LTD be the &-theory of the large trees X=(X, r, d) for which 
r is divisible and r+ (0). Then 
(i) LTD is complete and decidable; 
(ii) LTD is the model completion of the theory T of trees; 
(iii) LTD admits recursive elimination of quantifiers. 
Proof. Let DOAG be the Lo-theory of the divisible ordered abelian groups I-# {0}, 
so LTD = LT(DOAG). According to Robinson [8], DOAG is complete, decidable 
and admits recursive elimination of quantifiers. It remains to apply Theorems 4.6, 
4.8, 4.10 and Corollary 4.11. 0 
Now let L,!, be the augmentation of LO with countably many one-place predicates 
R,, n 2 1. Let L,(l), respectively LA(l), be the augmentation of LO, respectively Lh, 
with a constant symbol 1. Denote by OAG, the L,(l)-theory of ordered abelian 
groups with a smallest positive element 1 (discrete ordered abelian groups). Let 
OAG; be the LA(l)-theory obtained from OAG,, by adding the defining axioms 
RAx)+‘(gy)x=ny, nzl. 
If ris a discrete ordered abelian group, then the ordered group of integers Z is iden- 
tified in a canonical way with the smallest proper convex subgroup of r. r is called 
a Z-group, or a discrete regular ordered group [9] if r/Z is divisible. Denote by ZG, 
respectively ZG’, the theory of Z-groups in the language L,(l), respectively LA(l). 
It is well known (see for instance [7; 11, Proposition 2.3, Corollary 2.41) that ZG’ 
is complete, decidable and allows recursive elimination of quantifiers, while ZG is 
the model companion of OAG,. Consequently, we get 
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Theorem 4.13. (i) LT(ZG’) is complete and decidable; 
(ii) LT(ZG’) is the model completion of T(OAG;); 
(iii) LT(ZG’) admits recursive elimination of quantifiers; 
(iv) LT(ZG) is the model companion of PT(OAGi) and T(OAG,). 
An ordered abelian group Tis said to be regular if every infinite interval of rcon- 
tains at least one (and hence infinitely many) element divisible by n for every positive 
integer n. As shown by Robinson and Zakon [9,12], the class of regular ordered 
abelian groups coincides with the class of models of the elementary theory of archi- 
medean ordered abelian groups. Moreover every regular ordered abelian group is 
elementarily equivalent to some archimedean ordered abelian group. Z-groups and 
divisible ordered groups are remarkable examples of regular ordered abelian groups. 
Let DROAG be the &-theory of dense regular ordered abelian groups, i.e., the 
extension of OAG with the countable set of axioms 
x<y+(‘Jz)x<nz<y, nil. 
Given a function F: primes -+ u + 1, let DROAGF be the .&-theory extending 
DROAG, whose models r satisfy the additional conditions 
dimFp(r/pr) = 
F(P) if F(P) < cc), 
co if F(p) = co, 
for all primes p. Denote by DROAG; the L&theory obtained from DROAG, by 
adding the defining axioms for the predicates R, (n 2 l), given above. Assuming 
that the set {(p,d): dsF(p)} is recursive, it follows by [ll, Theorem 2.61 that 
DROAG; is complete, decidable and allows recursive elimination of quantifiers. 
Thus we get 
Theorem 4.14. Let F: Primes --+ w + 1 be such that the set {(p, d): dl F(p)} is recur- 
sive. Then LT(DROAGk) is complete, decidable and admits recursive elimination 
of quantifiers. 
Proposition 4.15. Given a dense, regular ordered abelian group r, such that r,/pr, 
is finite for every prime p, let W be the theory whose models are those ordered 
abelian groups I- extending r, such that r, is pure in r, i.e., nI7l r, = nrb for n L 1. 
Let W be the theory having as models the dense, regular ordered abelian groups I- 
extending r, for which the canonical morphism r,/pr, + r/pr is an isomorphism 
for every prime p. Then 
(i) LT(I?‘) is complete; 
(ii) LT( @‘) is the model companion of PT( W) and T(W). 
Proof. According to [3, Proposition 8.6.21, @‘is complete, and @‘is the model com- 
panion of W. It remains to apply Theorems 4.6 and 4.7. 0 
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