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Abstract 
Automatic spell checker systems aim to verify and correct erroneous words through a suggested set of words that are the nearest 
lexically to the erroneous ones. However, the main disadvantage of those systems is that the wanted solution may bethe most distant 
lexically but the most appropriate in context. To correctly sort these solutions, the corrector must have some information about the 
general context of the text; the paragraph or the neighboring words of the misspelled word. 
In this paper, we will present an automatic spell checking method according to the context. This method is based on a learning corpus 
containing a distribution of the appearance probability of a word in different contexts. It combines the lexical correction via the 
Levenstein algorithm and the context based correction through a well definedlearning corpus which is composed of documents 
collected from the internet. This approach has proven efficiency and the obtained results are much more improved and satisfactory. 
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1. Introduction 
The automatic spell checker system of a text is a tool of words verification and correction included in the text. This 
correction concerns many verification and correction axes namely: 
• Spelling verification and correction: consists of verifying the spelling of a word. If the word is misspelled, the 
system suggests a set of words that are the nearest lexically to the erroneous one. 
• Syntactic verification and correction: consists of verifying the syntactic accordance. A word with a syntactic error 
is spelled correctly but has a wrong structuring. 
• Semantic verification and correction: consists of verifying the meanings of the text’s words. A words semantically 
wrong is correct syntactically and correctly spelled but incorrect semantically in its context.  
A study completed by Lunsford and Lunsford1 has shown that the spelling mistakes represent 6.5% of the entire 
detected errors. Those errors represent also an issue for the systems based on the classic approaches using search 
algorithms in dictionaries such as the Kukich’s2 and Mitton’s3 works, or for the typical approaches using the distance 
calculation like the Damerau’s4 and Levenshtein’s5 works. This is due to the fact that those approaches don’t consider the 
error’s context. 
As an example, we consider the misspelled word ϙΎγέ (rasaka) in the following sentence: ϰϠϋϲΣϮϟΎΑϞϳήΒΟϝΰϧϙΎγέௌ
˯΍ήΣέΎϏϲϓ Ϯϫϭ ϢϠγ ϭ ϪϴϠϋௌϰϠλ(The angel Gabriel has come with the revelation to rasaka at the Hirae cave).We can 
mention as solutions ϡΎγέ (rasam - designer),  ϝϮγέ (rasol - prophet),  ΏϮγέ (rosob - failure), etc. Thus, the nearest 
proposition based on spelling isϡΎγέ (rasam - designer). Yet, considering the context of the sentence which is ISLAM, the 
solutionϝϮγέ  (rasol - prophet) is the most suitable. 
In this paper, we submit a spelling check method based on the context. The goal of that method is to organize the 
suggested solutions by the corrector to correctly identify the appropriate one in the context. 
We define first the Levenshtein’s algorithms. Then we give a detailed description of our suggested system along with 
an evaluation of its efficiency. 
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2. Levenshtein’s distance 
The Levenshtein’s5 algorithm helps define the number of modifications; insertions and deletions in a string c1 to be 
the same as a string c2. It calculates the minimum number of elementary operations executed. To this end, the algorithm 
uses a matrix of (n+1)*(m+1) dimension, where n and m are the two previous strings’ lengths. The calculation of the cell 
M[N,P] is equal to the minimum value between the executed elementary operations. 
ሺ݅ǡ ݆ሻ ൌ  ቐ
ሺ݅ െ ͳǡ ݆ሻ ൅ ͳ
ሺ݅ǡ ݆ െ ͳሻ ൅ ͳ
ሺ െ ͳǡ  െ ͳሻ ൅ ሺ െ ͳǡ  െ ͳሻ
;1Ϳ
ǁŚĞƌĞ
ሺǡ ሻ ൌ ൜Ͳሺ݅ሻ ൌ ሺ݆ሻͳሺሻ ് ሺ݆ሻ                                                                                                                                                  (2) 
3. Our solution  
Among the works that deal with the errors according to their contexts we name the works of Gueddah; Aouragh and 
Yousfi6 in which they added an n-gramme7 model based weighting and the work of Chiraz Ben OthmaneZribi and 
Mohamed Ben Ahmed8that consists of reversing the bayes to calculate the probability of being the suitable solution for 
each candidate, considering the error’s surrounding words in the text. 
Most of those studies adopt the n-gramme principle that calculates the probability for each according to the (n-1) 
preceding words. In other words, the word possesses certain affinity with its neighboring words. 
P( mi |m1, m2, ..., mi-1 ) = P( mi | mi-n+1, ..., mi-1 ) 
Fig. 1.Formulato calculatethe probabilityof a sequence of words withan n-gramme model
This kind of model is the most used one. Nevertheless, it has some gaps such as a lack of a sequence in the learning 
corpus (their probability is fixed to 0), and risk to appear to the user. Thus, the number of parameters to estimate 
increasesin an exponential way with the length of the neighboring words. For example, if we want to calculate the 
probability of a word with 10 consecutive words and a vocabulary containing 100000 words, there is potentially 
100.00010 − 1 = 1050 − 1 free parameters9, so the complexity of an n-gramme7 based system becames prohibitive. 
To remedy those gaps, we suggest another solution based on detection the word’s context to estimate the parameters 
and follows the following steps: learning; detection of the context of the erroneous word and the correction of the 
erroneous words according to the context. 
3.1. Learningthe context’s model : 
The purpose of a language model is to calculate the related probability. Those probabilities are estimated from the 
learning corpus and then compared to those observed in a text. This estimation is practically impossible for the Arabic 
language due to its grammar richness. In fact, a sentence can be structured in different ways while conserving its 
meaning. For example, the sentence ΍ΪϳΪΟ ΎϤϠϴϓ ΝήΨϤϟ΍ ΝήΧ΍couldbe written : ΍ΪϳΪΟ ΎϤϠϴϓ ΝήΧ΍ΝήΨϤϟ΍  and also ΟήΨϤϟ΍ ΝήΧ΍ ΎϤϠϴϔ
΍ΪϳΪΟwhich makes it difficult to identify the n-gramme. 
At the end to resolve the identified issue, we proposed a learning corpus including a set of words carrying information 
that helps identifying the context. Furthermore, we measured; for each word ; its relative probability in diverse context 
regardless of the neighboring words. 
3.2. Contextdetection : 
At this step; we focus on the detection of the erroneous word’s context. 
Many subjects can be studied in the same document. That is why we segmented the text in paragraphs based on the 
carriage return (/r). Then we eliminated punctuation and terms with noinformation like pronouns; articles; etc and kept 
the words carrying information, and then we identified the corresponding context for each paragraph. 
Be : 
• Parag{w1,w2…wn}: paragraph composed of words w. 
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• Freqwi : number of appearance of wiinParag. 
• P(wi/contextj) : relative probability ofwiin thecontextj, this probability is estimated thanks to the relative 
frequency calculated on the learning context. 
• C {c1,c2,c3… cm} : the whole context. 
To identify the context, we used the following formula: 
ܿ݋݊ݐ݁ݔݐ ൌ ݉ܽݔ(σ ܨݎ݁ݍ௪௜ כ ሺݓ௜Ȁܿ݋݊ݐ݁ݔݐ௝ሻሻ௡௜ୀଵ   ׊contextjאC(3)
3.3. Correction 
To correct the error according to the context, we begin with a total analysis of the text to detect the erroneous words 
and the correct ones that carry some information. Then, we identify the contexts of the text that we used as a base to 
correct and sort the suggested solutions. 
Note that:  
• werr : an erroneousword. 
• wc : the soughtword. 
• Contextj :the context of the erroneous word. 
• Wpl{wpl1, wpl2 … wplk} : words the nearest lexically to werr. 
• dlev :the distance oflenevshtein. 
The function usedto sortWplis defined by: 
ݓ௖ ൌ ݉݅݊ሺ ௗ೗೐ೡ൫௪೛೗೔ǡ௪೐ೝೝ൯୔൫௪೛೗೔Ȁ௖௢௡௧௘௫௧ೕ൯ାଵሻ׊wpliאWpl        (4) 
3.4. Steps : 
 Nominal scenario:
Step1 :the system analyzes the text (detect correct words ; erroneous words; articles; etc). 
Step2 :the system suggests candidates W’ the nearest lexically for each erroneous wordwerr. 
Step3 :the system uses the correct words to identify thecontextsn. 
Step4 :the system organizes the suggested words W’ according to the identified contextsn. 
Alternatice scenario:
Step1 :the system analyzes the text (detect correct words ; erroneous words; articles; etc). 
Step 2: the system suggests candidates W’ the nearest lexically for each erroneous wordwerr. 
Step3 :the system cannot identify the context Sfrom the correct words which is due to two causes : the correct words 
don’t carry any information allowing to determine the contextsuch as verbs, empty wordsect, those words don’t 
exist in our learning corpus. 
Step 4 :the system cannot identify the context S from the correct wordsdue to two causes:
- the correct words don’t carry any information allowing to determine the context such as verbs, empty words 
ect. 
- those words don’t exist in our learning corpus. 
Step5 :the system uses the candidates W’ as key words. Having an appearance probability, those candidates allow us to 
determine the context. 
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Fig. 2. Diagram describing the correction process 
4. Test and results : 
Our learning corpus is constructed by collecting available documents from the Internet. These documents were 
grouped into 6 categories namely: ISLAM, ART, ECONOMY, SPORT MEDICINE and TOURISM. After downloading 
and classifying the collected documents, they were thoroughly analyzed to select the words to be added in the database. 
This selection starts at first by a verification phase to check the correspondence between the words constructing a 
document and the category to which it belongs. The keywords that seem to have a meaning associated to the document’s 
category are selected and adopted in our corpus of learning. The empty words, first name... were ignored. In addition, to 
construct a rich learning corpus, we downloaded documents containing keywords that correspond to at least two 
identified categories. Once the keywords constructing our corpus are identified, we calculated the occurrences of each 
word in the context to determine the relative probability of each word based on the following formula:  
ܲ൫ݓ௜Ȁܿ݋݊ݐ݁ݔݐ௝൯ ൌ
ݓ௜݋ܿݑݎݎ݁݊ܿ݁ݏ݅݊ݐ݄݁ܿ݋݊ݐ݁ݔݐ݆
ܶ݋ݐ݈ܽ݊ݑܾ݉݁ݎ݋݂ݓ௜݅݊݂݂݀݅݁ݎ݁݊ݐܿ݋݊ݐ݁ݔݐ
Fig. 3. Formula used to calculate the relative probability of the word in a context
Finally, a rich and well trained learning corpus was constructed. 
To assess our approach, we have developed a tool called ArabicCorrectionCntxt. The latter is a contextual correction 
system based on a database of 40,000 words including various types of elements, namely: names, verbs, significant terms 
which can identify the context, and others. In addition to this database, there exists the corpus which we created 
previously. This corpus provides information about the relative probability of terms carrying the information to identify 
the context in different contexts. ArabicCorrectionCntxt has several parameterized options for several objectives among 
which we quote: The addition of the lexicons in the corpus of learning, the correction off context, the correction 
according to the context and others. Besides, the system automatically ignores the number, dates, email addresses and 
alphanumeric strings.  
Input Textanalysis
Correction
W’
tĐ
Werr
Contextdetecti
on 
context
Solutions 
classification 
W ‘’
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Fig. 4.GUI ArabicCorrectionCntxtsystem
For the test corpus, we considered 100 paragraphs in the 6 contexts. In each paragraph we produced errors of 
addition, substitution and removal of a single character to increase the number of the proposed solutions to evaluate the 
precision of our system. Once the tests are made, we ended up with all the following results: 
Table 1.The context effect of on automatic spell correction 
Correction according to context Correction off context
First position 91% 72% 
Second position 7% 17% 
Third position 2% 11% 
Given that the produced error is unique, the solution will then be among the first results which allowed us to consider 
only the first three solutions. For our solution, results in 2nd and 3rd position are justified by a probability of appearance 
in the corpus lower than results in first position.  
Fig. 5.Correction sample off context 
Fig. 6.Correction sample according to the context 
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4.1. Strengths 
 Precision: Our system helped us increase the precision of the proposed solutions having the same distance and put 
first the most appropriate solution. 
 Estimated parameters: for our proposed solution, the basis calculation of each word is estimated due to the relative 
frequency calculated on a learning corpus. 
 Learning corpus: concerning our system, each word is associated with its relative probability in diverse contexts 
independently of the neighboring words. Yet, the absence of a word from the learning corpus does not influence 
establishing the theme. 
 Execution time: in the system, we managed to reduce the execution time by increasing the number of the estimated 
parameters. 
4.2. weaknesses:  
 When the nearest words proposed by the system have no meaning, so no probability, the system filters then the 
proposed solutions based on the number of the occurrences of each solution in the text. 
 The lack of the morphological analysis to decrease the dictionary’s size 
5. Conclusion 
In this article, we focused in increasing the precision of the solutions proposed by an automatic spell-checker. We 
suggested a typical solution of the automatic spell checker based on the calculation of the distance, then we improved the 
performances by enriching our database with a learning corpus containing a probability distribution of the appearance of 
a word in different contexts. The results obtained show that the contribution of the information on the context eliminates 
more candidates.  
As future works, we intend to reduce the size of our learning corpus by integrating a morphological analyzer that will 
help us decrease the number of stems 
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