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Объект исследования — выпуклые подмногообразия; римановы
многообразия; субгармонические и целые функции.
Цель работы — изучение оптимальных свойств действительных
полных кэлеровых выпуклых подмногообразий и римановых многооб-
разий, а также исследование свойств субгармонических функций.
Метод исследования — теоремы в пространствах постоянной кри-
визны, теоремы Александрова, Погорелова об изометрическом погруже-
нии Александровских пространств в пространства постоянной кривизны,
топологические свойства слоев, метод рядов Фурье.
Актуальность темы исследования обусловлена недостаточной
исследованностью действительных полных кэлеровых выпуклых под-
многообразий в евклидовом пространстве, макроскопических размерно-
стей римановых многообразий, классов cубгармонических функций в по-
луплоскости с ограничениями на рост.
Основные полученные результаты. Найдено топологическое
строение многомерного компактного многообразия с плоским слойки ко-
вимирности один. Доказано, что если нормальные кривизны гиперпо-
верхности отделены от единицы, то гиперповерхность в геометрии Гиль-
берта является компактной. Доказано, что некомпактные финслеровы
подмноговиды неотрицательной кривизны Риччи в пространствах Мин-
ковского являются цилиндрами, если подмноговиду принадлежит пря-
мая объемного пространства Минковского. Найдены все возможные слу-
чаи строения многомерного компактного многообразия с плоским слоем
ковимирности один. Доказано, что для регулярного вложения двумерной
сферы в евклидово четырехмерное пространство, существует такая точ-
ка, что любая двумерная плоскость, проходящая через эту точку, пересе-
кает сферу. Найдены критерии разрешимости интерполяционных задач
в классах мероморфных функций в полуплоскости. Описаны линейные
функционалы в классах целых функций конечного порядка.
ПОДМНОГОВИД, КЭЛЕРОВО ВЫПУКЛОЕ ПОДМНОГООБРА-
ЗИЕ, НОРМАЛЬНАЯ КРИВИЗНА, КОРАЗМЕРНОСТЬ, МАКРО-
СКОПИЧЕСКАЯ РАЗМЕРНОСТЬ, РИМАНОВО МНОГООБРАЗИЕ,
ПРОСТРАНСТВО МИНКОВСКОГО, НУЛЕВОЙ ПОРЯДОК.
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5Перечень условных обозначений
C — открытая комплексная плоскость;
C+ — верхняя комплексная полуплоскость: C+ = fz : Im z > 0g;
R — вещественная ось;
(r) — функция роста;
(r) — уточне¨нный порядок, V (r) = r(r);
[] — целая часть числа;
S((r)) — класс дельта-субгармонических функций конечного -типа;
S((r)) — класс субгармонических функций конечного -типа;
S((r)) — класс дельта-субгармонических функций в полуплоскости ко-
нечного -типа;
JS((r))— класс субгармонических функций в полуплоскости конечного
-типа;
C(a; r) — открытый круг с центром в точке a радиуса r;
B(a; r) — замкнутый круг с центром в точке a радиуса r;
l(G) — верхняя линейная плотность множества G;
ck(r; v) — коэффициенты Фурье функции v;
v — мера Рисса функции v;
S(r; k; ) =
1
k
ZZ
B(0;r)
d()
k
;
S(r1; r2; k; ) = S(r2; k; )  S(r1; k; ); r1  r2;
S 0(r; k; ) =
1
k
ZZ
B(0;r)
 
r
k
d();
T (r; v) = N(r; v) +m(r; v) — характеристика Неванлинны функции v;
N(r; v) =
rZ
0
(t)
t
dt;
m(r; v) = 12
2R
0
v+(re
i d;
v — полная мера функции v;
v — граничая мера функции v;
D+(R1; R2) = C+(0; R2)nC+(0; R1), R1 < R2, — полукольцо.
61 Макроскопическая геометрия
римановых многообразий
В этом разделе мы представляем результаты, которые описывают
топологию римановых многообразий, наделенных структурой слоения
коразмерности один с заданными ограничениями на внутреннюю или
внешнюю геометрию слоев, рассматриваемых как римановы подмного-
образия. В частности, описывается топология замкнутых многообразий,
допускающих слоение коразмерности один неотрицательной кривизны.
Мы доказываем следующий результат, который является топологи-
ческим обобщением слоеной теоремы Картана - Адамара, доказанной Г.
Штаком (1991).
Теорема 1 Пусть (M;F) - C2 - универсально равномерно стягиваемое
слоение коразмерности 1 на полном римановом n - мерном многообра-
зии M . Тогда универсальное накрытие многообразия M является стя-
гиваемым.
Напомним, что метрическое пространство называется равномерно
стягиваемым если существует неубывающая функция Q : R+ ! R+,
что всякий шар радиуса r стягивается внутри шара радиуса Q(r). Функ-
ция Q называется функцией равномерности.
Основной задачей данного рахдела является описание топологии за-
мкнутых многообразий, допускающих слоение коразмерности один неот-
рицательной кривизны. Описывается трехмерный случай. Следующая
теорема дает классификацию замкнутых ориентируемых трехмерных
многообразий, допускающих слоение неотрицательной кривизны.
Теорема 2 Пусть M3 - гладкое замкнутое ориентируемое риманово
многообразие размерности 3, а F - C1 - трансверсально ориентируе-
мое слоение неотрицательной кривизны коразмерности 1 на этом мно-
гообразии. Тогда M 3 гомеоморфно многообразию одного из следующих
типов:
1) Торическое расслоение над окружностью;
2) Торическое полурасслоение;
3) S2  S1;
4) RP 3#RP 3;
75) Линзовое пространство Lp=q;
6) Призматическое пространство.
Каждое из перечисленных многообразий для некоторой метрики
допускает слоение неотрицательной кривизны.
Следствие 3 Из теоремы 2 следует, что не все трехмерные сфери-
ческие формы допускают слоение неотрицательной кривизны. Напри-
мер, такое слоения невозможно на гомологической сфере Пуанкаре с
фундаментальной группой I, изоморфной A5, и являющейся группой
симметрий икосаэдра.
Среди слоений неотрицательной кривизны плоские слоения характе-
ризуются следующей теоремой.
Теорема 4 Трансверсально ориентируемое слоение F коразмерности
один неотрицательной кривизны на замкнутом ориентируемом трех-
мерном многообразии M плоское, тогда и только тогда, когда M есть
торическое расслоение или полурасслоение.
Рассматриваются слоения коразмерности один неотрицательной кри-
визны в произвольной размерности. Одним из основополагающих наших
наблюдений является следующий результат, обобщающий трехмерный
случай.
Утверждение 5 Пусть F - C2 – трансверсально ориентируемое сло-
ение неотрицательной кривизны Риччи на M , где M - ориентируемое
замкнутое многообразие. Тогда F - слоение почти без голономии.
Замечание 6 Требование неотрицательности кривизны Риччи в тео-
реме можно ослабить и потребовать, чтобы слои имели полиномиаль-
ный рост и конечное число концов.
Утверждение 5 делает возможным применение результатов, получен-
ных Иманиши к слоениям коразмерности один неотрицательной кривиз-
ны Риччи на замкнутом многообразии, что дает нам следующую струк-
турную теорему.
Теорема 7 Пусть F трансверсально ориентируемое слоение коразмер-
ности один неотрицательной кривизны Риччи на замкнутом ориенти-
руемом римановом многообразии M . Тогда выполнена одна из следую-
щих возможностей:
81) Все слои всюду плотны и M является расслоением над S1. При
этом фундаментальная группа M описывается групповым расши-
рением:
1! 1(L)! 1(M)!Zk ! 0 (k  1) (1)
2) F содержит компактный слой иM можно разбить конечным чис-
лом компактных слоев на блоки одного из следующих типов:
А) Исключительный блок: B гомеоморфен L  I, где L является
компактным слоем слоения и слой L0 является предельным
для множества компактных слоев;
B) Плотный блок: все внутренние слои диффеоморфны типично-
му слою L и всюду плотны в B;
С) Собственный блок: все внутренние слои диффеоморфны ти-
пичному слою L и являются собственными (вложенными под-
многообразиями) в B.
Фундаментальная группа блоков описывается групповым расшире-
нием:
1! 1(L)! 1(B) ! Zk ! 0 (2)
При этом если k = 1, то int B является расслоением над окружно-
стью со слоем L, и в этом случае блок будет собственным. Если же
k  2, то B будет плотным блоком. Для любого k имеет место го-
меоморфизм
]int B ' eL R (3)
Введем следующее определение.
Определение 8 Скажем, что компактное подмножество B замкну-
того многообразияM со слоением F коразмерности один является бло-
ком, если B – связное многообразие с краем, являющееся насыщенным
множеством, то есть множеством, являющимся объединением слоев.
Структурная теорема позволяет нам более детально описать топо-
логическую структуру блоков, оснащенных слоениями неотрицательной
кривизны Риччи.
Утверждение 9 Пусть B - блок без внутренних компактных слоев,
оснащенный слоением неотрицательной кривизны Риччи и граница @B
имеет более одной компоненты связности. Тогда:
91. Каждый внутренний слой является регулярным изометрическим
накрытием любого граничного слоя K 2 @B.
2. #(0(@B)) = 2, а B является h-кобордизмом.
Следствием утверждения 9 является следующее важное утвержде-
ние.
Утверждение 10 Пусть B - блок без внутренних компактных слоев,
оснащенный слоением неотрицательной кривизны Риччи. Если фунда-
ментальная группа типичного слоя L конечно порождена, тогда:
1. Фундаментальная группа 1(B) является почти полицикличе-
ской.
2. Образ гомоморфизма i : 1(K)! 1(B), индуцированного включе-
нем граничного слоя i : K ! B, имеет индекс в 1(B) не превос-
ходящий 2.
Следующая теорема описывает фундаментальную группу замкнутых
многообразий, допускающих слоения неотрицательной кривизны и явля-
ется слоеным аналогом соответствующих результатов Чигера - Громолла
о топологической структуре замкнутых многообразий неотрицательной
кривизны Риччи,
Теорема 11 Пусть M - замкнутое риманово n-мерное многообразие с
заданным C2 – слоением F коразмерности один неотрицательной кри-
визны Риччи. Предположим, что все слои имеют конечно порожден-
ную фундаментальную группу (например F – слоение неотрицатель-
ной секционной кривизны). Тогда
1. 1(M) – почти полициклическая группа.
2. F плоское, тогда и только тогда, когда M является K(; 1) –
многообразием. В этом случае выполнена одна из следующих воз-
можностей:
1) F не содержит компактные слои. Тогда F является слоением
без голономии со всюду плотными слоями, изометричными ри-
манову произведению SEk, а само многообразие гомеоморфно
расслоению над S1.
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2) F содержит компактные слои. Если dimM  5, тогда все
компактные слои гомеоморфны между собой, а само многооб-
разие или его двулистное накрытие гомеоморфно расслоению
над окружностью со слоем, гомеоморфным компактному слою
слоения.
3. asdim 1(M)  n, причем asdim 1(M) = n тогда и только тогда,
когдаM является K(; 1) – многообразием. Если asdim 1(M) < n,
то asdim 1(M) < n  1.
Следствие 12 Пусть M удовлетворяет условию теоремы 11. Тогда
для M имеет место гипотеза Громова ??.
Следующая теорема дает исчерпывающий ответ на вопрос Г.Штака о
возможности существования слоений коразмерности один неотрицатель-
ной секционной кривизны на римановом многообразии, гомеоморфном
2n+1-мерной сфере S2n+1, где n  2. Заметим, что стандартное слоение
Риба на стандартной круглой сфере S3 дает пример слоения неотрица-
тельной кривизны.
Теорема 13 3-связное многообразие M размерности n  5, в частно-
сти, многообразие гомеоморфное Sn, не допускает C2 - слоения кораз-
мерности один неотрицательной кривизны.
Мы рассматриваем вопрос существования седловых слоев на замкну-
тых 3-мерных многовидах. Мы приводим способ построения таких мет-
рик, который использует двойственность между внешней геометрией
слоения и геометрией одномерного потока t, который определяется ор-
тогональным к слоению единичным векторным полем. В частности, име-
ется следующая двойственность для седловых слоений: cлоение F явля-
ется сильно седловым (Ke < 0) тогда и только тогда, когда для каждого
x 2 M и достаточно малого t > 0 существуют единичные векторы v; w
касательные к F такие, что jdt(v)j  e Ctjvj и jdt(w)j  eCtjwj, где
dt :=   dt, а  : TM ! L – проекция на касательное к слоению
F распределение L. Заметим, что вторая квадратичная форма B(X;Y )
может быть определена и для распределений следующим образом.
B(X; Y ) =
1
2
g(rXY +rYX; )
Используя вышеизложенный критерий можно доказать, что для данного
распределения P со второй квадратичной формой B и ортогональным
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векторным полем X, можно изменить метрику так, что данное трансвер-
сальное к X слоение в новой метрике будет ортогонально к X и иметь
ту же вторую квадратичную форму, что и P в старой метрике. Это на-
блюдение позволило нам доказать следующий ключевой результат этого
подраздела, который отвечает на вопрос, поставленный А. А. Борисенко.
Теорема 14 На S3 существует риманова метрика, такая, что слое-
ние Риба является сильно седловым.
Так же в данном разделе мы приводим примеры однородных сильно
седловых слоений на замкнутых трехмерных многообразиях, в частно-
сти, на торических расслоениях над окружностью.
Мы исследуем связь между гомотопическим типом распределения
на римановом торе T 2, которое определяет некоторое C2-слоение, с аб-
солютной кривизной этого слоения. Под абсолютной кривизной слоения
понимается интеграл
R
T 2 jkjd, где jkj(x) это кривизна (без знака) в точ-
ке x 2 T 2 слоя, проходящего через x. Первым шагом в оценке интеграла
является оценка снизу числа рибовских компонент слоения, принадле-
жащего данному гомотопическому классу. Это число оценивается снизу
так называемым абсолютным числом вращения распределения, а имен-
но, верна следующая теорема.
Теорема 15 Минимальное возможное число рибовских компонент
слоения тора с касательным распределением заданного гомотопическо-
го типа (m;n) равно абсолютному числу вращения jj распределения.
Причем если m 6= 0 и n 6= 0, то jj = HOD(m;n).
Эта теорема позволила доказать следующий результат, который дает
оценку снизу абсолютной кривизны слоения, принадлежащего фиксиро-
ванному гомотопическому классу.
Теорема 16 Пусть (T 2;F) - двумерный тор с заданными слоением
класса C2. Предположим, что гомотопический тип касательного рас-
пределения есть (m;n). ТогдаZ
T 2
jkjd  2jjlgeod;
где jj - абсолютное число вращения касательного распределения, а lgeod
- длина глобально минимальной геодезической, представляющей класс
замкнутой кривой на торе, в который переходит прямая mx+ ny = 0
при факторизации R2 по Z2.
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Замечание 17 Отметим, что все неравенства переходят в равен-
ства для слоения, заданного распределением (cos (mx+ny); sin (mx+
ny)), если метрика на торе является евклидовой, индуцированной из
R2.
Из последней теоремы как следствие нами доказывается следующий
важный результат.
Следствие 18 Пусть (T 2; g) - тор с некоторой римановой метрикой
g на нем. Тогда для заданной константы C существует не более ко-
нечного числа гомотопических классов одномерных C2 - распределений
на T 2 таких, что касательное к распределению слоение F имеет слои,
чья кривизна ограничена сверху неравенством jkj < C.
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2 Экстремальные оценки для полных
гиперповерхностей в римановых
пространствах
Доказаны теоремы сравнения радиальных углов (в римановом слу-
чае) и гиперболических углов (в лоренцевом случае), из которых выво-
дятся некоторые следствия.
Теорема 19 Пусть Mm+1 – гладкое иманово многообразие, все секци-
онные кривизны K которого удовлетворяют
c2 > K;
 Mm+1 – гладкая -вогнутая гиперповерхность (в случае c2 > 0 по-
лагаем, что  лежит внутри геодезической сферы радиуса =(2
p
c2));
S  Mm+1(c2) – вполне омбилическая гиперповерхность кривизны ;
точки p 2 Mm+1n, p 2 Mm+1(c2)nS выбраны так, что dist(p;) =
dist(p;S). Если точки q 2  и q 2 S такие, что
p(q) = p(q);
то для радиальных углов ' и ' по отношению к p и p гиперповерх-
ностей  и S в этих точках выполняется неравенство
cos'(q) 6 cos'(q):
Более того, если D – выпуклая область и p 2 D, p 2 DS, то
для опорных функций hp и hp гиперповерхностей  и S в точках q и
q справедливо неравенство
hp(q) 6 hp(q):
Теорема 20 Пусть Mm+1(c) — полное односвязное риманово многооб-
разие постоянной секционной кривизны, равной c,  Mm+1(c) – регу-
лярная класса C2 полная -выпуклая ( > 0) гиперповерхность в нем,
p 2 D – точка внутри области, ограничиваемой , d = dist(p;) и ' –
функция радиального угла гиперповерхности  по отношению к точке
p. Тогда:
1. Если c = 0, т.е. объемлющее пространство является евклидовым
пространством Em+1, то функция радиального угла удовлетворя-
ет неравенству
cos' >
s
2d
R
  d
2
R2
> d
R
: (4)
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2. Если c =  k2 < 0, т.е. объемлющее пространство является про-
странством Лобачевского Hm+1( k2), и  > k, то функция ' удо-
влетворяет
cos' >
s
1  sh
2 k(R   d)
sh2 kR
> sh k d
sh kR
: (5)
3. Если c = k2 > 0, т.е. объемлющее пространство является сфери-
ческим пространством Sm+1(k2), то для функции ' выполняется
оценка
cos' >
s
1  sin
2 k(R   d)
sin2 kR
> sin k d
sin kR
: (6)
Во всех оценках выше R – радиус вполне омбилической сферы кривизны,
равной , в пространстве постоянной кривизны Mm+1(c).
Более того, первые оценки во всех случаях являются точными.
Теорема 21 Пусть   Mm+1 – полная C2-гладкая -выпуклая ( >
0) гиперповерхность в полном односвязном (m+ 1)-мерном римановом
многообразии Mm+1, p 2 D – точка внутри  на расстоянии d =
dist(p;) от , ' – функция радиального угла для  и p. Тогда:
1. Если секционные кривизны K многообразия Mm+1 по любой дву-
мерной площадке  удовлетворяют неравенству 0 > K >  k2, и
 > k > 0, то выполняется неравенство (5).
2. Если секционные кривизны многообразия Mm+1 удовлетворяют
неравенству K2 > K > k2, для положительных K и k, а область
D лежит в шаре радиуса =2K, то для ' справедливо неравен-
ство (6).
Теорема 22 Пусть D  Mm+1(c) – замкнутая выпуклая область с
непустой внутренностью и гладкой границей. Тогда следующие условия
эквивалентны:
1. D – -выпуклая область ( > 0, при этом для c < 0 считаем,
что  >
p c).
2. Для любых точек p 2 Dn и p 2 DS таких, что dist(p;) =
dist(p;S) для соответствующих p; и p; функций радиаль-
ных углов ' и ' справедливо неравенство
'(q) 6 '(q) (7)
в тех точках q 2  и q 2 S для которых p(q) = p(q).
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3. Для любой точки s 2  существует сфера S(s) кривизны, равной
, такая, что s 2 S(s) и
DS(s)  D:
Теорема 23 Пусть D  Mm+1(c) – замкнутая выпуклая область с
непустой внутренностью и гладкой границей. Тогда следующие условия
эквивалентны:
1. D – -вогнутая область ( > 0, при этом для c < 0 считаем,
что  >
p c).
2. Для любых точек p 2 Dn и p 2 DS таких, что dist(p;) =
dist(p;S) для соответствующих p; и p; функций радиаль-
ных углов ' и ' справедливо неравенство
'(q) > '(q) (8)
в тех точках q 2  и q 2 S для которых p(q) = p(q).
3. Для любой точки s 2  существует сфера S(s) кривизны, равной
, такая, что s 2 S(s) и
D  DS(s):
Теорема 24 Пусть Mm+1 – (m+ 1)-мерное пространство-время, N –
гладкая выпуклая ахроническая пространственноподобная гиперповерх-
ность в M с I+(N) 6= ;. Предположим, что вдоль любой временипо-
добной направленной в будущее геодезической  : [0; s0)! I+(N), выпу-
щенной ортогонально N , секционные кривизны Ks многообразия Mm+1
удовлетворяют
Ks > k2;
для некоторой положительной константы k и всевозможных дву-
мерных времениподобных плоскостей s, содержащих _(s), s > 0.
Пусть   I+(N) – гладкая пространственноподобная гиперповерх-
ность,  – направленное в прошлое нормальное векторное поле для ,
  Sm+11 (c) – вполнеомбилическая гиперповерхность кривизны  та-
кая, что dist(N;) = dist(S0;). Тогда для ' и ' – функций гипербо-
лического угла для ,  по отношению, соответственно, к N и S0 –
в тех точках q 2  и q 2 , для которых
N(q) = S0(q);
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выполняется неравенство
ch'(q) 6 ch'(q):
Теорема 25 Пусть Mm+1 – (m+ 1)-мерное пространство-время, N –
гладкая выпуклая ахроническая пространственноподобная гиперповерх-
ность в M с I+(N) 6= ;. Предположим, что вдоль любой временипо-
добной направленной в будущее геодезической  : [0; s0)! I+(N), выпу-
щенной ортогонально N , секционные кривизны Ks многообразия Mm+1
удовлетворяют
Ks > k2; k > 0;
для всевозможных двумерных времениподобных плоскостей s, содер-
жащих _(s), s > 0. Пусть   I+(N) – гладкая пространственно-
подобная гиперповерхность,  – направленное в прошлое нормальное
векторное поле для , и предположим, что d(N;) = d(p0; q0) = t0
для некоторых p0 2 N; q0 2 . Если нормальные кривизны kn гиперпо-
верхности  в каждой точке и в каждом направлении удовлетворяют
неравенству
kn 6 ;  > 0;
функция гиперболического угла ' гиперповерхности  по отношению к
N ограничена и удовлетворяет следующим неравенствам:
1. в случае  < k,
sh' 6 sh ((   t0)k)
ch (k)
;
где  = 1=karcth (=k);
2. в случае  = k,
sh' 6 e t0k;
3. в случае  > k,
sh' 6 ch ((   t0)k)
sh (k)
; для  > t0;
и
sh' <
1
sh (k)
; для  6 t0;
где  = 1=karccth (=k).
Более того, приведенные оценки точны.
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3 Линейные функционалы в классах целых
функций конечного порядка
В разделе 3 рассматриваются линейные функционалы в классах це-
лых функций конечного порядка.
Введем необходимые определения. Функция (r), определенная на
луче (0;1), удовлетворяющая условию Липшица на любом сегменте
[a; b]  (0;1) и условию
lim
r!1 (r) =   0; and limr!1 r
0
+(r) ln r = 0
называется уточненным порядком.
Подробное описание свойств уточненного порядка можно найти в [3,
4]. Мы используем обозначение V (r) = r(r). Будем считать, что V (r) –
возрастающая функция на (0;1) и lim
r!+0
V (r) = 0.
Сформулируем некоторые свойства уточненного порядка, которые
будем использовать в дальнейшем [3, (2), p.33].
Для r !1 и 0 < a  k  b <1 асимптотическое неравенство
(1  ")kV (r) < V (kr) < (1 + ")kV (r) (9)
верно равномерно относительно k.
Обозначим через Mf(r) = maxjzj=r
jf(z)j. Если для целой функции f(z)
число
f = lim sup
r!1
logMf(r)
V (r)
отлично от нуля и бесконечности, то (r) называется уточненным по-
рядком целой функции f(z) и f называется типом функции f(z) от-
носительно уточненного порядка (r).
Пусть (r) – уточненный порядок, limr!1 (r) =   0. Целая
функция f(z) комплексного переменного z принадлежит пространству
[(r); p], если f(z) имеет порядок меньше чем (r) или равный (r), но в
этом случае тип меньше или равен p.
Последовательность функций ffn(z)g из [(r); p] сходится в смысле
[(r); p], если: (i) она сходится равномерно на компактах, (ii) для всех
" > 0 существует r0("), не зависящее от n, такое что
jfn(z)j < exp[(p+ ")V (jzj)]; jzj > r0(") (n  1) :
Для соответствующих C("), которые не зависят от n, для всех z
jfn(z)j < C(") exp[(p+ ")V (jzj)] (n  1) : (10)
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Пространство [(r); p] – это линейное топологическое пространство с
секвенциальной топологией.
Введем функцию '(t), которая определяется как единственное реше-
ние уравнения t = V (r). Таким образом
'(V (t)) = t : (11)
Теорема 26 ([3, Теорема 2’, стр.42]) Тип f целой функции f(z) =
1P
n=0
cnz
n уточненного порядка (r) ( > 0) определяется равенством
lim sup
n!1
'(n) n
p
jcnj = (ef)1= : (12)
Введем
dn =
(ep)n=
('(n))n
n  1; d0 = 1 :
Для функции f(z) =
1P
n=0
cnz
n 2 [(r); p] мы ставим в соответствие
функцию
F (z) =
1X
n=0
bnz
n; bn =
cn
dn
(n  0) ; (13)
которая является аналитической, по крайней мере, в круге jzj < 1. В
самом деле, имеем из (12) lim sup
n!1
'(n) n
pjcnj  (ep)1=, отсюда следует
'(n) n
pjcnj  (ep1)1=, p1 > p, n > n0, и
jbnj <

p1
p
n=
; n  n0 :
Поскольку p1 больше p, то
lim sup
n!1
n
p
jbnj  1
и ряд (24) сходится в круге jzj < 1. С другой стороны, каждой анали-
тической в круге jzj < 1 функции F (z) соответствует функция f(z) из
[(r); p].
Факт сопоставления f(z) из [(r); p] функции F (z), описанным выше
способом, записывается следующим образом
f(z)  F (z) :
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Очевидно, если F (z) 2 [(r); p], то f(z)  F (z) в смысле [(r); p],
где  - параметр, и если fn(z)  Fn(z) (n = 1; 2; : : : ;m) то
mX
n=1
anfn(z) 
mX
n=1
anFn(z) :
Мы доказываем две теоремы.
Теорема 27 Для того, чтобы последовательность ffn(z)g функций из
[(r); p] сходилась в смысле [(r); p], необходимо и достаточно, что-
бы последовательность fFn(z)g (fn(z)  Fn(z)) сходилась равномерно
внутри диска jzj < 1.
Теорема 28 Непрерывный линейный функционал l в пространстве
[(r); p] имеет вид
l(f) =
1X
n=0
ancn; f(z) =
1X
n=0
cnz
n ; (14)
где величины an удовлетворяют неравенству
lim sup
n!1
' 1(n) n
p
janj < (ep) 1= : (15)
Случай (r)   > 0 рассмотрен А.Ф. Леонтьевым [5, Теорема 1.1.7,
Теорема 1.1.9].
Докажем теорему 27. Пусть
fk(z) =
1X
n=0
c(k)n z
n; Fk(z) =
1X
n=0
b(k)n z
n (k  1);
и пусть последовательность ffk(z)g сходится в смысле [(r); p]. В силу
неравенства Коши и условия (32)
jc(k)n j < C(")
exp[(p+ ")V (r)]
rn
; r > 0 :
Положим здесь r =
'(n)
(p1)1=
, p1 = p+ ", тогда из (9) и (23) получим
jc(k)n j <
C(")(p1)
n=
('(n))n
exp

p1V

'(n)
(p1)1=

 C1(")(p1e
p1)n=
('(n))n
(n  0; k  1) :
Из (32) для z = 0 имеем
jc(k)0 j < C1(") (k  1) :
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На основе этих оценок
jb(k)n j =
jc(k)n j
dn
< C1(")

p1e
p1
p ep
n=
(n  0; k  1) :
Возьмем r <

p ep
p1ep1
1=
, p1 = p+ ". Выбирая ", r сколь угодно близко к
единице, имеем
jFm(z)  Fk(z)j <
sX
n=1
jb(m)n   b(k)n jrn + 2C1(")
1X
n=s+1

p1e
p1
p ep
n=
rn :
Ряд в правой части сходится. По "1 выберем s таким образом, чтобы
второе слагаемое было меньше "1.
Из равномерной сходимости ffk(z)g на компактах следует, что для
каждого фиксированного n коэффициент c(k)n имеет предел когда k !1.
Тогда b(k)n также имеет предел при k !1. Поэтому
sX
n=1
jb(m)n   b(k)n jrn < "1;
если m и k большие. Окончательно, jFm(z) Fk(z)j < 2"1, jzj < r. Что и
требовалось доказать.
Докажем вторую часть теоремы. Пусть последовательность fFk(z)g
равномерно сходится в круге jzj < 1. Тогда для фиксированного n коэф-
фициент b(k)n имеет предел когда k ! 1 и jFk(z)j < M , jzj < r < 1. Из
этого следует, что
jb(k)n j <
M
rn
(n  0; k  1) :
Из этой оценки получаем
jc(k)n j = jb(k)n jdn < M
pe)n=
(r'(n))n
(n  0; k  1)
и
jfk(z)j M
1X
n=0
p e)n=
((r'(n))n
jzjn (k  1)
(правая часть не зависит от k).
По теореме 26 функция
1X
n=0
(p e)n=
(r'(n))n
zn – целая функция порядка  и
типа
p
r
. Этот тип близок к p, когда r близко к 1. Поэтому условие (32)
выполняется.
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Так как коэффициент c(k)n имеет предел когда k ! 1 для каждого
фиксированного n, то аналогично можно доказать, что последователь-
ность ffk(z)g сходится равномерно на компактах. Таким образом, эта
последовательность сходится в смысле [(r); p].
Заметим, что если последовательность ffk(z)g сходится к f(z) в
смысле [(r); p] и fFk(z)g сходится к F (z), то f(z)  F (z).
Замечание. Если последовательность ffk(z)g сходится в смысле
[(r); p1], тогда последовательность fFk(z)g равномерно сходится в круге
jzj <

p
p1

. Обратное утверждение верно. Это можно проверить, прове-
дя предыдущие рассуждения.
Согласно теореме 27 можно утверждать, что пространство [(r); p]
функций f(z) со сходимостью в смысле [(r); p] переходит в пространство
функций F (z), аналитических в диске jzj < 1 со сходимостью в смысле
равномерной сходимости на компактах. Мы используем этот факт, что-
бы получить вид линейного непрерывного функционала в пространстве
[(r); p].
Пусть l(f) - непрерывный линейный функционал в пространстве
[(r); p]. Обозначим l(zn) = an (n  0). Пусть f(z) =
1P
n=0
cnz
n – функ-
ция из [(r); p]. Так как ряд сходится в смысле [(r); p], то, используя
непрерывность функционала, получим
l(f) =
1X
n=0
cnl(z
n) =
1X
n=0
cnan :
В этом случае
l(f) =
1X
n=0
ancn; f(z) =
1X
n=0
cnz
n : (16)
Теперь рассмотрим линейный функционал L(F ) в пространстве
функций F (z), аналитических в диске jzj < 1:
L(zn) = andn (n  0); dn = (ep)
n=
('(n))n
n  1; d0 = 1
(мы еще не знаем, что это непрерывный функционал).
Пусть F (z) =
1P
n=0
bnz
n аналитична в круге jzj < 1. Тогда
f(z) =
1X
n=0
cnz
n 2 [(r); p]; cn = bndn :
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Имеем
L
 
mX
n=0
bnz
n
!
=
mX
n=0
bnL(z
n) =
mX
n=0
cnan :
Исходя из (27), правая часть имеет предел если m!1. Обозначим
L(F ) =
1X
n=0
ancn =
1X
n=0
andnbn : (17)
В этом случае
l(f) = L(F ); f(z)  F (z) : (18)
Так как l(f) – непрерывный линейный функционал, отсюда следует, что
и L(F ) также непрерывный линейный функционал.
Непрерывный линейный функционал в пространстве аналитических
функций в единичном круге задается формулой
L(F ) =
1X
n=0
pnbn; F (z) =
1X
n=0
bnz
n
где lim sup
n!1
n
pjpnj < 1. Из этого и (17) получим: lim sup
n!1
n
pjanjdn < 1 или
lim sup
n!1
n
pjanj
'(n)
< (p e) 1= : (19)
Таким образом, непрерывный линейный функционал l(f) в пространстве
[(r); p] имеет вид (27), где числа an удовлетворяют условие (19). Обрат-
ное утверждение также верно: если условие (19) верно, то функционал
(27) является непрерывным линейным функционалом l(f) в простран-
стве [(r); p], так как согласно этому условию функционал (17) является
непрерывным линейным функционалом.
Теорема 28 доказана.
Пространство аналитических функций в единичном круге D = fz :
jzj < 1g со сходимостью в смысле равномерной сходимости на компактах
обозначим через A(D). Отметим следующие известные факты:
1) Пусть Fn(z) 2 A(D) (n  1). Для того, чтобы функция F0(z) 2
A(D) могла быть аппроксимирована с любой степенью точности линей-
ными комбинациями функций Fn(z) (равномерно на компактахD), необ-
ходимо и достаточно, чтобы выполнялись равенства
L(Fn) = 0 (n  1) ; (20)
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где L(F ) - непрерывный линейный функционал в A(D), и L(F0) = 0.
В частности, чтобы семейство функций fFn(z)g было полным в A(D),
необходимо и достаточно, чтобы выполнялись равенства (20) и L(F ) = 0
для каждой функции F (z) 2 A(D).
2) Пусть M - замкнутое множество в A(D), не совпадающее с A(D),
и F0(z) 2 A(D) – функция, не принадлежащая M . Тогда существует
функционал L(F ), такой, что L(F ) = 0 для всех F (z) 2M и L(F0) 6= 0.
Обратим внимание, что замкнутое множество M в A(D), исходя из
соотношения f(z)  F (z), соответствует замкнутому множеству в про-
странстве [(r); p].
Основываясь на отмеченных фактах, а также принимая во внимание
равенство (18), получаем следующие утверждения:
1) Пусть fn(z) 2 [(r); p] (n  1). Для того, чтобы функция f0(z) 2
[(r); p] могла быть аппроксимирована с любой степенью точности ли-
нейными комбинациями функций fn(z) (в смысле [(r); p]), необходимо
и достаточно, чтобы выполнялись равенства
l(fn) = 0 (n  1) ; (21)
где l(f) – непрерывный линейный функционал в [(r); p], и l(f0) = 0.
В частности, чтобы семейство функций ffn(z)g было полным в [(r); p],
необходимо и достаточно, чтобы выполнялись равенства (21) и l(f) = 0
для каждой функции f(z) 2 [(r); p].
2) Пусть N - замкнутое множество в [(r); p], не совпадающее с
[(r); p], и f0(z) 2 [(r); p] - функция, не принадлежащая N . Тогда суще-
ствует функционал l(f), такой, что l(f) = 0 для всех (z) 2 N и l(f0) 6= 0.
Пусть (r) - уточненный порядок, limr!1 (r) =   0. Однознач-
ная функция f(z) комплексной переменной z принадлежит пространству
[(r);1), если f(z) имеет порядок меньше, чем (r) или равный (r), но
в этом случае тип меньше, чем 1.
Последовательность функций ffn(z)g из [(r);1) сходится в смысле
[(r);1), если (i) она сходится равномерно на компактах, (ii) существует
 <1 такое, что
jfn(z)j < exp[V (jzj)]; jzj > r0() (n  1) ;
где r0() не зависит от n  1.
При подходящем C(), которое не зависит от n, для всех z
jfn(z)j < C() exp[V (jzj)] (n  1) : (22)
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Пространство [(r);1) – линейное топологическое пространство с
секвенциальной топологией.
Как и выше, введем функцию '(t), которая определяется как един-
ственное решение уравнения t = V (r). Так,
'(V (t)) = t : (23)
Пусть  > 0. Обозначим
dn =
(e)n=
('(n))n
n  1; d0 = 1 :
Для функции f(z) =
1P
n=0
cnz
n 2 [(r); p) мы ставим в соответствие функ-
цию
F (z) =
1X
n=0
bnz
n; bn =
cn
dn
(n  0) ; (24)
которая аналитична, по крайней мере, в круге jzj < 1. Функция сопостав-
ления f(z) из [(r); p] функции F (z), как описано выше, обозначается
следующим образом:
f(z)  F (z) :
Ниже наш главный результат.
Теорема 29 Непрерывный линейный функционал l в пространстве
[(r);1) имеет вид
l(f) =
1X
n=0
ancn; f(z) =
1X
n=0
cnz
n ; (25)
где величины an удовлетворяют неравенству
lim sup
n!1
' 1(n) n
p
janj = 0 : (26)
Докажем теперь теорему 29. Пусть l(f) - непрерывный линейный
функционал в пространстве [(r);1). Обозначим l(zn) = an (n  0).
Пусть f(z) =
1P
n=0
cnz
n - функция в [(r);1). Так как ряд сходится в
смысле [(r);1), то, в силу непрерывности функционала,
l(f) =
1X
n=0
cnl(z
n) =
1X
n=0
cnan :
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Следовательно
l(f) =
1X
n=0
ancn; f(z) =
1X
n=0
cnz
n : (27)
Возьмем произвольное конечное число p > 0. Функционал l(f) - это, в
частности, линейный непрерывный функционал в пространстве [(r); p].
Согласно теореме ??
lim sup
n!1
' 1(n) n
p
janj < (ep) 1= :
Так как p – произвольное число, следовательно,
lim sup
n!1
' 1(n) n
p
janj = 0 :
Проверим теперь, что если выполняется условие (26), то функцио-
нал (27) является непрерывным линейным функционалом в простран-
стве [(r);1). Пусть f(z) =
1P
n=0
cnz
n 2 [(r);1). Согласно теореме 26,
lim sup
n!1
'(n) n
pjcnj = (ef)1= <1. Тогда
lim sup
n!1
n
p
jancnj = lim sup
n!1
'(n) n
p
jcnj lim sup
n!1
' 1(n) n
p
janj = 0 ;
и тогда ряд (27) сходится.
Пусть ffk(z) =
1P
n=0
c
(k)
n zng  [(r);1), fk(z) ! f(z) =
1P
n=0
cnz
n, ес-
ли k ! 1 и пусть l удовлетворяет условию (26). Из (32), существует
 > 0 такое, что fffk(z)g; f(z)g  [(r); ] и fk(z)! f(z), если k !1 в
смысле [(r); ]. Из (26) и (25) l является непрерывным линейным функ-
ционалом в пространстве [(r); ]. Тогда l(fk) ! l(f), если k ! 1.
Следовательно l – непрерывный линейный функционал на пространстве
[(r);1).
Рассмотрим теперь пространство целых функций E(r), которые име-
ют уточненный порядок меньше (r). Уточненный порядок 1(r) будет
меньше чем (r), если 0 < lim
r!1 1(r) = 1 < limr!1 (r) = . Целая функ-
ция f(z) комплексного переменного z принадлежит пространству E(r),
если f(z) имеет порядок меньше (r).
Последовательность функций ffn(z)g из E(r) сходится в смысле
E(r), если (i) она сходится равномерно на компактах, (ii) существует
уточненный порядок 1(r), 0 < lim
r!1 1(r) = 1 < limr!1 (r) = , такой что
jfn(z)j < exp[V1(jzj)]; jzj > r0() (n  1) ; (28)
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где r0() не зависит от n  1, V1(r) = r1(r).
Пространство E(r) - это линейное топологическое пространство с се-
квенциальной топологией.
Непрерывный линейный функционал l(f) в пространстве E(r) имеет
вид (25). Найдем условия, которым удовлетворяют значения an.
Функционал l(f) является, в частности, линейным непрерывным
функционалом в пространстве [1(r);1) для всех уточненных порядков
1(r), 0 < lim
r!1 1(r) = 1 < limr!1 (r) = . Поэтому, по теореме 27
lim sup
n!1
' 11 (n)
n
p
janj = 0 ; (29)
где '1(t) определяется как единственное решение уравнения t = V1(r).
Отсюда
log janj
'1(n)n
< 1; n > n0 :
Положим 1(r) – произвольное число, меньше чем (r), и такое, что
lim sup
n!1
log janj
'(n)n
 1 : (30)
Наоборот, пусть условие (30) выполняется и 1(r) - произвольное чис-
ло, меньше чем (r). Тогда '1(n) > '(n), n > n0, такое, что
log janj
'1(n)n
< 1; n > n0 ;
Поэтому условие (29) выполняется и l(f) - непрерывный линейный функ-
ционал в пространстве [(r);1). Тогда 1(r) - произвольное число, мень-
ше чем (r), и l(f) - непрерывный линейный функционал в пространстве
E(r).
Теорема 30 Непрерывный линейный функционал l в пространстве
E(r) имеет вид
l(f) =
1X
n=0
ancn; f(z) =
1X
n=0
cnz
n ;
где величины an удовлетворяют условию
lim sup
n!1
log janj
'(n)n
 1 :
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4 Локально выпуклые пространства
целых функций нулевого порядка,
приложения к интерполяции
Пусть f(z) – целая функция, M(f; r) = max
'
jf(rei')j. Через [;1]
обозначим класс целых функций порядок которых не превышает ,  >
0, т.е. таких, что
lim sup
r!1
ln+ ln+M(f; r)
ln r
6  : (31)
В частности через E0 обозначим класс целых функций нулевого по-
рядка ( = 0). Введем следующее определение.
Последовательность функций ffn(z)g из класса E0 сходится в смысле
E0, если: (i) она равномерно сходится на компактах, (ii) для любого " > 0
выполняется неравенство
jfn(z)j < exp[jzj"]; jzj > r0(") (n  1) ;
где r0(") не зависит от n  1.
При подходящем C("), которое не зависит от n, при всех z
jfn(z)j < C(") exp[jzj"] (n  1) : (32)
Класс E0 является линейным топологическим пространством с се-
квенциальной топологией.
Через C(a; r) будем обозначать открытый, а через B(a; r) — замкну-
тый круг радиуса r с центром в точке a. Пусть A = fang1n=1 — мно-
жество различных комплексных чисел fan = rneing1n=1  C. По A
определим меру: nA(G) =
P
an2G 1. Если это не будет вызывать недо-
разумений, то индекс A будем опускать. Mножество корней произволь-
ной функции f будем обозначать через Af . Обозначим через nf = nAf ,
nf;a(r) = nf(C(a; r)), nA;a(r) = nA(C(a; r)). В частности, положим
nf(r) = nf;0(r), nA(r) = nA;0(r).
Неравенство (31) приводит к разумности введения следующего опре-
деления.
Последовательность A = fang1n=1 называется интерполяционной в
классе [;1], если для любой последовательности комплексных чисел
bn, n 2 N, удовлетворяющих условию
lim sup
n!1
ln+ ln+ jbnj
ln janj 6  ; (33)
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существует функция F 2 [;1] со свойством
F (an) = bn; n 2 N : (34)
Задача (34) в классе [;1] в случае, когда  > 0 впервые рассмат-
ривалась А. Ф. Леонтьевым [6]. Им были найдены критерии ее разре-
шимости в терминах канонических произведений, определяемых после-
довательностью A. Позднее К. Г. Малютин [7], исходя из результатов
А. Ф. Леонтьева, нашел критерии разрешимости задачи (34) в терминах
меры, определяемой последовательностью A. В работе [?] рассматрива-
лась задача кратной интерполяционная в классе E0. В данной работе
мы рассматриваем задачу свободной интерполяции и находим критерии
разрешимости задачи (34) в классе E0, рассматривая его как проектив-
ный предел нормированных пространств, как в терминах канонических
произведений, определяемых последовательностью A, так и в терминах
меры, определяемой узлами интерполяции. При этом последние крите-
рии отличаются от критериев, полученных в работе [?].
Мы дополнительно предполагаем, что выполняется неравенство
ja1j > 0. Это упрощает доказательство и формулировки некоторых
утверждений, однако, не ограничивает общности наших рассуждений.
По ходу работы мы делаем замечание, что последовательности A и
A [ f0g являются одновременно интерполяционными.
Пусть (r) – уточненный порядок [8], lim
r!1 (r) =  > 0. Если  = 0, то
уточненный порядок (r) называется нулевым уточненным порядком. По
заданной последовательности A и уточненному порядку (r) определим
семейства функций
A(z; ) =
(nA(C(z; jzj))  1)+
jzj(jzj) :
Приведем формулу Пуассона для субгармонической функции v и
круга B(z; R), на которую будем ссылаться в нашей работе:
v(z) =
1
2
2Z
0
v(z +Rei') d' 
RZ
0
v(B(z; t))
t
dt : (35)
Здесь v – риссовская мера функции v.
В случае, если f(z) – целая функция, a – простой корень функции
f , v(z) = ln
 f(z)(z   a)
, то формула Пуассона (35) для круга B(a;R) при-
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обретает вид:
ln jf 0(a)j = 1
2
2Z
0
ln jf(a+Rei')j d' 
RZ
0
nf(B(a; t))  1
t
dt  lnR : (36)
Пусть A = fang1n=1 – произвольная последовательность. Обозначим
через
EA(z) =
1Y
n=1

1  z
an

:
Функция EA(z) называется канонической функцией последовательности
A.
Основным результатом нашей статьи является следующая теорема.
Напомним, мы считаем, что выполняется условие ja1j > 0. Кроме того,
как обычно, b+ = maxfb; 0g.
Теорема 31 Следующие три утверждения эквивалентны:
(1) последовательность A является интерполяционной в классе E0;
(2) для любого " > 0 выполняется соотношение :
1X
n=1
1
janj" <1 ; (37)
и каноническая функция EA(z) последовательности A удовлетво-
ряет условию:
lim
n!1
1
ln janj ln
+ ln+
1
jE 0D(an)j
6 0 : (38)
(3) выполняется соотношение (37) и
(3:1) Существует нулевой уточненный порядок (r) такой, что
A(z; ) 6
1
log 1
: (39)
Рассмотрим последовательность En пространств целых функций, для
которых норма
kfk = sup
z2C
jf(z)j
exp(jzj1=n) <1 :
Ясно, что En2  En1, если n2 > n1. Обозначим через E0 проективный
предел пространств En.
30
Теорема 32 Пространства E0 и E0 совпадают.
Доказательство. Из работы [9] следует, что пространство E0 явля-
ется локально выпуклым пространством с секвенциальной топологией.
При этом последовательность функций ffn(z)g из E0 сходится в смысле
ffn(z)g, если она при любом n 2 N cходится в пространстве En. Отсюда
следует, что последовательность ffn(z)g сходится и в пространстве E0.
Очевидно, обратное, если последовательность ffn(z)g сходится и в про-
странстве E0, то она сходится и в любом пространстве En, а, значит, и в
пространстве E0 .
Теорема доказана.
Докажем вспомогательные утверждения.
Теорема 33 Пусть A – интерполяционная последовательность в
классе E0. Тогда выполняется соотношение (37)
Доказательство. Пусть f – целая функция из класса E0, реша-
ющая интерполяционную задачу: f(a1) = 1, f(an) = 0 при n > 2. По
предположению теоремы такая функция существует. Запишем форму-
лу (35) для функции v(z) = ln jf(z)j и круга B(a1; R):
0 =
1
2
2Z
0
ln jf(a1 +Rei')j d' 
RZ
0
nf(B(a1; t))
t
dt :
Далее получаем, что неравенство
RZ
0
n(t)
t
dt 6
RZ
0
nf(B(a1; t))
t
dt 6 K"R" ; K" > 0 ;
выполняется при любом фиксированном " > 0 для всех R > R".
Отсюда следует неравенство:
n(R) 6
eRZ
R
n(t)
t
dt 6 K"R": (40)
Поскольку последнее неравенство выполняется при любом фиксиро-
ванном " > 0, то из него следует соотношение:
lim
R!1
n(R)
R"
= 0; " > 0 : (41)
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Тогда, используя неравенство (40) с "=2 и соотношение (41), получа-
ем:
1X
n=1
1
janj" =
1Z
0
dn(t)
t"
= "
1Z
0
n(t)
t1+"
dt 6 "K"
1Z
0
dt
t1+"=2
<1 :
Теорема доказана.
Теорема 34 Пусть A – интерполяционная последовательность в
классе E0. Тогда каноническая функция EA(z) принадлежит классу E0.
Доказательство. Пусть A – интерполяционная последователь-
ность в классе E0, а E(z) – его каноническая функция. Из равенства (41)
следует, что E(z) – целая функция. Кроме того, справедливо неравенство
ln jE(z)j 6
1X
n=1
ln

1 +
r
janj

=
1Z
0
ln

1 +
r
t

dn(t) =
1Z
0
rn(t)
(t+ r)t
dt ;
из которого следует, что E 2 E0.
Теорема доказана.
Здесь и далее используется обозначение jzj = r.
Импликация 1)) (37) доказана в теореме 2.
Докажем импликацию 1)) (39). Докажем вначале, что
lim sup
n!1
1
ln rn
ln+
rn=2Z
0
(n(B(an; t))  1)+
t
dt = 0 : (42)
Если это не так, то существуют последовательность nk " 1 при k !1
и число "0 > 0 такие, что
lim sup
n!1
1
ln jankj
ln+
janj=2Z
0
(n(B(ank; t))  1)+
t
dt > "0 ; k = 1; 2; : : : : (43)
Дополнительно можно считать, что выполняется неравенство jank+1j >
4jankj, k = 1; 2; : : : .
Пусть f(z) – функция из класса E0, которая решает интерполяцион-
ную задачу f(ank) = 1, k = 1; 2; : : : , f(an) = 0, если n 6= nk. По условию
теоремы такая функция существует.
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Запишем формулу (35) для функции v(z) = ln jf(z)j и круга
B(ank;
1
2
jankj):
0 =
1
2
2Z
0
ln
f ank + 12 jankjei'
 d' 
jank j=2Z
0
nf(B(ank; t))
t
dt :
При t 2

0;
1
2
jankj

справедливо неравенство nf(B(ank; t)) >
n(B(ank; t))  1. Поэтому
jank j=2Z
0
(n(B(ank; t))  1)+
t
dt 6
jank j=2Z
0
nf(B(ank; t))
t
dt =
1
2
2Z
0
ln
f ank + 12 jankjei'
 d' :
Полученное неравенство, соотношение f 2 E0 и неравенство (43) в
совокупности противоречивы. Тем самым, равенство (42) доказано.
Из равенства (37) следует, что
lim sup
n!1
1
ln janj ln
+
janjZ
janj=2
(n(B(an; t))  1)+
t
dt = 0 :
Вместе с равенством (42) это дает
lim sup
n!1
1
ln janj ln
+
janjZ
0
(n(B(an; t))  1)+
t
dt = 0 : (44)
Пусть z – произвольное комплексное число и a = a(z) – ближайшая
к z точка последовательности fang. Обозначим через F1 множество тех
z, для которых выполняется неравенство jz   aj > 1
2
jzj. Из условия (37)
легко следует, что
lim sup
z!1
z2F1
1
ln r
ln+
rZ
0
(n(B(z; t))  1)+
t
dt = 0 :
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Поэтому в дальнейшем доказательстве можно считать, что выполняется
неравенство jz   aj 6 1
2
jzj. Далее имеем
rZ
0
(n(B(z; t))  1)+
t
dt =
rZ
jz aj
(n(B(z; t))  1)+
t
dt 6
rZ
jz aj
(n(B(a; t+ jz   aj))  1)+
t
dt =
r+jz ajZ
2jz aj
(n(B(a; u))  1)+
u  jz   aj du 6 2
r+jz ajZ
0
(n(B(a; u))  1)+
u
du :
Из приведенных рассуждений, равенства (42) теперь следует, что
lim sup
z!1
1
ln r
ln+
rZ
0
(n(B(z; t))  1)+
t
dt = 0 :
Отсюда следует, что существует нулевой уточненный порядок (r) такой,
что
rZ
0
(n(B(z; t))  1)+
t
dt  V (r) :
Сделав замену переменной t = r в подынтегральном выражении по-
следнего равенства и разделив обе части на V (r), получим соотношение
1Z
0
A(z; )

d 6 1 : (45)
Неравенство (39) следует тогда из цепочки неравенств
1 >
1Z
0
A(z; )

d >
1Z

A(z; )

d > A(z; ) ln
1

:
Импликация 1)) 3) доказана.
Пусть выполняются условия (39) и (37). Для произвольной точки
an 2 A оценим расстояние jan   aj, где a 2 A ближайшая точка к an
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из последовательности A. Точнее, оценим n =
jan   aj
janj . Замечая, что
(n(B(an; n))  1)+ > 1 и воспользовавшись неравенством (39), получим
1
V (rn)
6 A(an; n) 6 ln
1
n
:
Откуда следует оценка
n > exp[ V (janj)] :
Снова применяя неравенство (39) и оценку для n, получим
rn=2Z
0
(n(B(an; t))  1)+
t
dt 6 V (rn)
1=2Z
exp[ V (janj)]
1
t ln(1=t)
dt =
V (rn)((rn) ln rn   ln ln 2) :
Отсюда следует соотношение (42). Дословно повторяя рассуждения
выше, получим справедливость оценки (45). Напишем равенство (36) для
функции E(z) и круга B(an; R):
ln jE 0(an)j = 1
2
2Z
0
ln jE(an +Rei')j d' 
RZ
0
n(B(an; t))  1
t
dt  lnR :
(46)
Равенство (46) можно переписать в виде:
ln
1
jE 0(an)j =
1
2
2Z
0
ln
1
jE(an +Rei')j d'+
RZ
0
n(B(an; t))  1
t
dt+ lnR :
(47)
Далее мы воспользуемся следующей теоремой.
Теорема C. Пусть функция f(z) голоморфна в круге B(0; 2eR)
(R > 0); f(0) = 1 и  – произвольное положительное число; не пре-
вышающее
3
2
e. Тогда внутри круга B(0; R); но вне исключительных
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кругов с общей суммой радиусов; не превышающей 4R; выполняется
неравенство
ln jf(z)j >  

2 + ln
3e
2

lnM(f; 2eR) :
Это теорема 11 из [8, Глава I, §8].
Поскольку E 2 E0, то для любого числа " > 0 существует r" такое,
что при r > r" выполняется неравенство:
ln jE(z)j 6 r" :
Из этого неравенства и теоремы C, примененной к функции E(z) и кругу
B(0; 3ejanj), следует, что существуют номер N" и число R1 2

1
2
janj; janj

такие, что для всех ' и n > N" будет выполняться неравенство
ln
1
jE(an +R1ei')j 6 r
"
n :
Выбирая в равенстве (47) R = R1, получим доказательство импликации
(43)) (42).
Тем самым импликация 3)) 2) доказана.
Обозначим
Pn(z) =
1
E 0(an)
bn
z   an

z
an
Sn
; n 2 N (48)
где fSng1n=1 – последовательность натуральных чисел, которую мы вы-
берем ниже.
Заметим, что формальный ряд
F (z) = E(z)
1X
n=1
Pn(z) (49)
решает интерполяционную задачу (34).
Покажем, что при подходящем выборе последовательности fSng1n=1
функция F 2 E0.
Из условий (33) и (38) получаем, что существует последовательность
f"ng, "n # 0 при n!1, такая, что при всех n 2 N, bnE 0(an)
 6 exp(r"nn ) : (50)
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Кроме того, в силу условия (37), можно считать, что сходится ряд
1X
n=1
exp( r"nn ) : (51)
Обозначим un(z) =
1
z   an

z
an
Sn
, n 2 N, и оценим при z =2 C(an; 1),
jun(z)j 6 jzj
Sn
rSnn
; n 2 N :
Отсюда, с учетом определения (48) функции Pn(z) и (50), получим
jPn(z)j 6
 bnE 0(an)
 jun(z)j 6 exp(r"nn ) jzjSnrSnn =

e2jzj
rn
Sn exp(r"nn )
e2Sn
(52)
при z =2 C(an; 1).
Положим Sn = [2r"nn ] + 1, n 2 N ; где [] – целая часть числа. Тогда
из (52) получаем
jPn(z)j 6 exp( r"nn )

e2jzj
rn
2r"nn
: (53)
Пусть N = N(r) – наименьшее целое число, обладающее свойством
janj > e2r, если n > N , N0 – фиксированное число такое, что jan0j > 1.
Функцию F (z) представим в виде суммы:
F (z) = E(z)
N0 1X
n=1
Pn(z) + E(z)
N 1X
n=N0
Pn(z) + E(z)
1X
n=N
Pn(z) =
F1(z) + F2(z) + F3(z) :
Рассмотрим слагаемое F3(z). Из условия (51) и неравенства (53) следует,
что
1P
n=N
Pn(z) 6 C, где C – некоторая постоянная.
Рассмотрим F2(z). Так как jan0j > 1 при n > N0, то в силу неравен-
ства (53) будет справедлива оценка
jPn(z)j 6 exp( r"nn )(er)4r
"n
n :
Учитывая полученную оценку, получим, что для любого " > 0 при r >
R(") имеет место jF2(z)j < r".
Поскольку в представлении F1(z) сумма содержит конечное число
слагаемых, то из полученных оценок следует, что F (z) 2 E0.
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Теорема полностью доказана.
В заключение покажем, что если последовательность A, ja1j > 0,
является интерполяционной в классе E0, то и последовательность A0 =
D [ f0g также является интерполяционной в этом классе. Действитель-
но, рассмотрим интерполяционную задачу (34) для последовательности
A0. Пусть f 2 E0 – решение интерполяционной задачи (34) для последо-
вательности A. Тогда функция
f1(z) = f(z) +
EA(z)
EA(0)
[b0   f(0)];
принадлежит классу E0 и является решением поставленной интерполя-
ционной задачи. Тем самым, ограничение a1 6= 0 не является существен-
ным.
Замечание. Пространства целых функций [(r); ] уточненного по-
рядка (r), типа меньше или равного  и пространства целых функций
[(r); ) уточненного порядка (r), типа меньше  рассматривались в
работах [10], [11], [12].
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Выводы
За отчетный период получены следующие результаты.
1. Описана топология римановых многообразий, наделенных струк-
турой слоения коразмерности один с заданными ограничениями на внут-
реннюю или внешнюю геометрию слоев, рассматриваемых как римановы
подмногообразия. В частности, описывается топология замкнутых мно-
гообразий, допускающих слоение коразмерности один неотрицательной
кривизны.
Докан результат, который является топологическим обобщением сло-
еной теоремы Картана - Адамара, доказанной Г. Штаком (1991).
2. Доказаны теоремы сравнения радиальных углов (в римановом слу-
чае) и гиперболических углов (в лоренцевом случае).
3. Описаны линейные функционалы в классах целых функций конеч-
ного порядка.
4. Изучены локально выпуклые пространства целых функций нуле-
вого порядка. Решена задача простой свободной интерполяции.
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