Abstract -In this paper we continue our study of solving ill-posed problems with a noisy right-hand side and a noisy operator. Regularized approximations are obtained by Tikhonov regularization with differential operators and by dual regularized total least squares (dual RTLS) which can be characterized as a special multi-parameter regularization method where one of the two regularization parameters is negative. We report on order optimality results for both regularized approximations, discuss computational aspects, provide special algorithms and show by experiments that dual RTLS is competitive to Tikhonov regularization with differential operators.
Introduction
In this paper we are interested in solving ill-posed problems of the form
where A 0 ∈ L(X, Y ) is a linear, injective and bounded operator with a non-closed range R(A 0 ), and X, Y are Hilbert spaces with corresponding inner products (·, ·) and norms · . Throughout the context we assume that y 0 ∈ R(A 0 ) so that (1.1) has a unique solution x † ∈ X. We further assume that (y 0 , A 0 ) are unknown and (i) y δ ∈ Y is the available noisy right-hand side with y 0 − y δ δ, (ii) A h ∈ L(X, Y ) is the available noisy operator with A 0 − A h h. The numerical treatment of ill-posed problems (1.1) with noisy data (y δ , A h ) requires the application of special regularization methods. In the method of Tikhonov regularization with differential operators, see [1, 7, 8] where B is generally a densely defined unbounded operator, and α is the regularization parameter to be chosen properly. Throughout we assume that B
The accuracy of the regularized approximation x δ,h α depends on the choice of the regularization parameter. One of the most prominent a posteriori rules for choosing α is the Discrepancy principle. Choose α as the solution of the equation For B = I, the discrepancy principle has intensively been studied by Vainikko in the influential contributions [14, 15, 18] . For the more general case B = I the reader may consult the monograph [13] .
For well-posed problems, total least squares methods (see [4] ) take into account additional perturbations in the operator A 0 and are well-accepted natural generalizations of least squares methods. For ill-posed problems, regularized total least squares methods (RTLS) take into account additional perturbations in the operator A 0 , see [2, 10] . These methods, however, require a reliable bound for Bx † , which is generally unknown. An alternative to RTLS and to the regularization method (1.2) with the parameter choice (1.3) is the method of dual regularized least squares (dual RTLS). In this method, (see [5] ), we look for approximations (x † , y 0 , A 0 ) which satisfy the side conditions Ax = y, y −y δ δ and A − A h h. The solution set characterized by these three side conditions is nonempty. Selecting from the solution set the element which minimizes Bx leads us to the dual RTLS problem in which some estimate (x,ŷ,Â) for the unknown (x † , y 0 , A 0 ) is obtained by solving the constrained minimization problem
The paper is organized as follows. In Section 2 we report on order-optimality results for regularized approximations obtained by the method of Tikhonov regularization (1.2) with the parameter choice (1.3) and by the method of dual RTLS (1.4). In Section 3 we discuss computational aspects for method (1.2) with the parameter choice (1.3) and provide an iteration method in which the iterates for the regularization parameter converge globally and monotonically. In Section 4 we characterize dual RTLS as special multiparameter regularization method with two regularization parameters, where one of the regularization parameters is negative. We provide an algorithm for numerically computing both regularization parameters. This algorithm is based on a special model function approach. In the concluding Section 5 we provide numerical experiments and show that dual RTLS is competitive to Tikhonov regularization with differential operators.
Order optimal error bounds
In order to guarantee convergence rates for x δ,h α − x † and for x − x † , respectively, certain smoothness conditions are necessary. In this paper we are interested in order optimality results under following two classical assumptions [9] .
Assumption A1. For some positive constants m and a we assume the link condition
Assumption A2. For some positive constants E and p we assume the solution smoothness x † = B −p v with v ∈ X and v E, that is,
Assumption A1 characterizes the smoothing properties of the operator A 0 relative to the operator B −1 , and Assumption A2 characterizes the smoothness of the unknown solution x † allowing the study of different smoothness situations for x † . It can be shown that under the two assumptions A1 and A2, the best possible worst case error for identifying x † from noisy data (y δ , A h ) is of the order O (δ + h) p/(p+a) . For the special case B = (A * 0 A 0 ) −1 , a = 1/2, this result can be found in [16, 17] , for general B and h = 0 see [1] . Both regularized approximations x δ,h α andx introduced in Section 1 provide the optimal order for the p-range p ∈ [1, 2 + a].
Theorem 2.1. Let Assumptions A1 and A2 with p ∈ [1, 2 + a] be satisfied and let x δ,h α be the Tikhonov regularized approximation of problem (1.2) with α chosen by the discrepancy principle (1.3). Then,
Theorem 2.2. Let Assumptions A1 and A2 with p ∈ [1, 2 + a] be satisfied and letx be the dual RTLS solution of problem (1.4). Then,
The proof of Theorem 2.1 may be found in [11] where this result has been obtained for even more general link conditions. For the proof of Theorem 2.2 we refer to [5] . However, for the range 0 < p < 1, order optimality results are still absent. We expect that order optimality results for the range 0 < p < 1 require a second link condition A 0 x M B −a x and hope to fill this gap in a forthcoming paper.
Computational aspects for Tikhonov regularization
For computing the regularized approximation x δ,h α of problem (1.2) with α chosen by the discrepancy principle (1.3) we observe that α may be found by applying Newton's method to the nonlinear equation
The function f defined by (3.1) is convex for small α values, but concave for large α values. Hence, global and monotone convergence of Newton's method for solving equation (3.1) cannot be guaranteed. To overcome this shortcoming, we consider the equivalent equation g(r) := f (r ν ) = 0 and ask the question if there exists some ν ∈ R with the property that the function g is decreasing and convex since in this case Newton's method applied to g(r) = 0 converges globally and monotonically. We have found that in the case ν = −1/2 the desired properties are valid.
Therefore we propose to determine the solution r * of the equivalent equation
by Newton's method. This function possesses the following properties.
Proposition 3.1. The function g : R + → R defined by (3.2) with f given by (3.1) is monotonically decreasing and convex. In particular,
where x δ,h r and v δ,h r are the solutions of the equations
From
, where f is given by (3.1), f ′ is given by 
2: Solve (A
with f from (3.1) and f ′ from (3.4). 
Computational aspects for dual RTLS
Computational aspects for dual RTLS have been studied in [5] for the special case of finite dimensional spaces X = R n and Y = R m , where as the vector norm the Euclidian norm · 2 and as the matrix norm the Frobenius norm · F have been used. In the case that the constraints in the dual RTLS problem (1.4) are active, we have the following characterization result: Theorem 4.1. If the constraints y − y δ 2 δ and A − A h F h of the dual RTLS problem (1.4) are active, then the dual RTLS solution x =x is a solution of the equation
The parameters α and β satisfy the both nonlinear equations
A h x − y δ 2 = δ + h x 2 and β = −h 2 − hδ/ x 2 .
As we can see from Theorem 4.1, the dual RTLS solutionx = x δ,h α,β may be characterized as the solution of the minimization problem
where α and β are the regularization parameters to be chosen by the following rule. Dual RTLS rule. Choose α and β as the solution of the equations
The method (4.1), (4.2) is a special multiparameter regularization method with a special a posteriori rule for choosing α and β. In this particular a posteriori rule, the second regularization parameter β is negative. Now we ask the question if there is some reliable algorithm for solving the two nonlinear equations (4.2). In [6] some model function approach was proposed. This model function approach is a special fixed point iteration for solving the nonlinear equations (4.2). For details see [6] , the algorithmic steps are as follows:
Algorithm 2. Model function approach for method (4.1), (4.2). Input: ε > 0, y δ , A h , B, δ and h.
1: Choose some starting values α α
* and β = −h 2 .
2: Solve (A *
h A h + αB * B + βI)x = A * h y δ and compute
3: Update β new := −h 2 − hδ/ x and compute
4: Update α new := 2α 2 F 2 /N. We note that in the special case h = 0 we have β = 0. In this case, our Algorithm 2 reduces to the fixed point iteration 
Numerical experiments
In this section we report on numerical comparisons of both regularization methods (1.2), ( The standard form case with B = I has been well discussed in [14, 15, 18] . Note that in this case our both methods (1.2), (1.3) and (4.1), (4.2), respectively, coincide.
At first we perform experiments with the weighted operator B chosen as the discrete approximation matrix to the first derivative operator on a regular grid with n points, i.e. the matrix B is (n − 1) × n of the form
Our first example is performed with the ilaplace(n, 2) function in [3] . The same example has appeared in [2] where the two parameters in regularized total least squares (RTLS) are chosen "by hand" using the knowledge of the exact solution. The function ilaplace(n, 2) is a discretization of the inverse Laplace transformation, written as a Fredholm integral equation of the first kind
by means of Gauss -Laguerre quadrature. The kernel K is given by
and both integration intervals are [0, +∞). The function is implemented with
The kernel and the solution are discretized at n = 64 points to produce the n × n matrix A and the exact solution x † . The exact discrete right-hand side is produced as y 0 = Ax † . We generate the perturbed right-hand side as
where the matrix E and the vector e are from a normal distribution with zero mean and unit standard deviation. We choose σ = 0.1 in this example, which is about 2% noise level of the exact right-hand side. In order to illustrate the stability of the different methods, we generate the noisy data y δ 50 times. The results under 50 tests are shown in Fig. 5.1 . Each circle presents the relative error with chosen regularization parameters by Algorithm 1 and Algorithm 2. As we can see from the figure, Algorithm 2 is the most stable one. Meanwhile, it also provides a good accuracy from the relative error viewpoint. The second example is based on the function baart(n) in [3] . It is a discretization of the Fredholm equation
with the solution f (t) = sin(t). In this example, the discretization level is n = 100 and σ is chosen as σ = 0.04 which is about 2% noise level of the exact right-hand side. As can be seen from Fig. 5 .2, this time the results for Algorithm 1 and Algorithm 2 with B = L are comparable, while the performance of Algorithm 1 with B = I is poor in both cases. At this point it is worth to remind that the performance of Tikhonov regularization (1.2) is very much dependent on the choice of a weighted operator B, and the existing theory does not provide us with a recipe for such a choice. Then multi-parameter regularization (4.1) gives an opportunity for compromise between the two different weighted operators. In our final example we show that such a compromise can even outperform each of the competitors. In the final example we use the function shaw(n) in [3] . It is a discretization of the integral equation of the first order , u = π(sin(s) + sin(t)), f (t) = a 1 e −c 1 (t−t 1 ) 2 + a 2 e −c 2 (t−t 2 ) 2 , a 1 = 2, a 2 = 1, c 1 = 6, c 2 = 2, t 1 = 0.8, t 2 = −0.5.
The equation is discretized by simple collocation with n points to produce a matrix A and the vector x † . This time, the weighted operator B is changed to the second derivative operator on a regular grid with n points, i.e. the matrix B is (n − 2) × n of the form 
