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Abstract. We give an alternative proof of the completeness of the Chandrasekhar
ansatz for the Dirac equation in the Kerr-Newman metric. Based on this, we derive
an integral representation for smooth compactly supported functions which in turn we
use to derive an integral representation for the propagator of solutions of the Cauchy
problem with initial data in the above class of functions. As a by-product, we also
obtain the propagator for the Dirac equation in the Minkowski space-time in oblate
spheroidal coordinates.
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21. Introduction
One of the most spectacular predictions of general relativity are black holes which should
form when a large mass is concentrated in a sufficiently small volume. The idea of a
mass-concentration which is so dense that even light would be trapped goes back to
Laplace in the 18th century. Shortly after Einstein developed general relativity, Karl
Schwarzschild discovered in 1916 a mathematical solution to the equations of the theory
that describes such an object. It was only much later, with the work of physicists like
Oppenheimer, Volkoff and Snyder in the 1930’s, that the scientific community began
to think seriously about the possibility that such objects might actually exist in the
Universe. It was shown that when a sufficiently massive star runs out of fuel, it is
unable to support itself against its own gravitational attraction and it should collapse
into a black hole. Starting with the 1960’s and the 1970’s, in the so-called Golden
Era of black hole research, new interesting phenomena like the Hawking radiation and
superradiance were discovered but for their rigorous mathematical description we have
to wait until the 1990’s and the beginning of the new century when the rigorous analysis
of the propagation and of the scattering properties of classical and quantum fields on
black hole space-times started to be developed.
Whenever we attempt to analyze the scattering properties of fields in the more general
framework of the Kerr-Newman black hole geometry, we are faced with several difficulties
which are not present in the picture of the Schwarzschild metric. First of all, the Kerr-
Newman solution is only axially symmetric (cylindrical symmetry) since it possesses
only two commuting Killing vector fields, namely the time coordinate vector field ∂t and
the longitude coordinate vector field ∂ϕ. This implies that there is no decomposition
in spin-weighted spherical harmonics. Moreover, another difficulty is due to fact that
the Kerr-Newman space-time is not stationary. In particular it is impossible to find
a Killing vector field which is time-like everywhere outside the black hole. In fact
∂t becomes space-like in the ergo-sphere, a toroidal region around the horizon. This
implies that for field equations describing particles of integer spin (wave equation, Klein-
Gordon, Maxwell) there exists no positive definite conserved energy. For field equations
describing particles with half integer spin (Weyl, Dirac) we can find a conserved L2 norm
with the usual interpretation of a conserved charge. Hence, the absence of stationarity
in the Kerr-Newman metric is not really a difficulty for the scattering theory of classical
Dirac fields.
For the reasons mentioned above there are only few analytical studies of the propagation
of fields outside a Kerr-Newman black hole. Time-dependent scattering for the Klein-
Gordon equation in the Kerr framework has been developed by Ha¨fner (2003), while
Daude´ (2004) proved the existence and asymptotic completeness of wave operators,
classical at the event horizon and Dollard-modified at infinity, for classical massive
Dirac particles in the Kerr-Newman geometry.
Our present work is the first of two papers devoted to develop a time-dependent
scattering theory for massive Dirac particles outside the event horizon of a non-extreme
3Kerr-Newman black hole. Before describing the contents of our work we should mention
that the completeness of the Chandrasekhar ansatz has been proved for the first time
in Finster et al. (2003). There, they derived an integral representation for the Dirac
propagator in terms of the solutions of the radial and angular ODEs arising by means
of the Chandrasekhar separation of variables which in turn they used to read out the
completeness of the ansatz. In the present work we proceed in the opposite way. The
main advantage is that the derivation of the propagator will follow quite immediately
after we have proved the completeness of the Chandrasekhar ansatz. As a by-product,
we also obtain an integral representation for the Dirac propagator in the Minkowski
space-time in oblate spheroidal coordinates. Our integral representations together with
the estimates for the asymptotic behaviour of the solutions of the radial problem will
allow us in the second paper to give explicit analytical expressions for wave operators
classical at the event horizon and Dollard-modified at infinity. Asymptotically away
from the black hole it will turn out to be of advantage to consider first classical
wave operators since their computation will lead us to an analytical expression for
the time-dependent logarithmic phase shift needed to construct the Dollard-modified
wave operators. After implementation of this phase shift in the free dynamics we will
evaluate the Dollard-modified wave operators and obtain an integral representation for
them. To our knowledge this will be the first analytical result since all previous works
in this direction (see Ha¨fner (2003) and Daude´ (2004)) which are based on the Mourre
theory (Mourre (1981)), treat only the problem of the existence of the above mentioned
wave operators.
The present article is organised as follows: In Section 1 we motivate our interest in the
derivation of an integral representation for the Dirac propagator in the Kerr-Newman
metric. In Section 2.1 we give a short review of the Dirac equation in the Kerr-Newman
geometry. In Section 2.2 we introduce the so-called Chandrasekhar ansatz. In Section 3
we compute the scalar product with respect to which the Dirac Hamiltonian obtained
from (2.5) is formally self-adjoint. In Section 4 we bring the modified but equivalent
Dirac equation (2.15) into the form of a Schro¨dinger equation with Hamiltonian h and
we show that h defined on the set of the smooth functions with compact support
is essentially self-adjoint. In Section 5 the main results are Theorem 5.2 where we
prove the completeness of the Chandrasekhar ansatz and Theorem 5.4 which gives the
integral representation for the Dirac propagator in a Kerr-Newman black hole manifold.
Lemma 6.1 and 6.2 in Section 6 describe the asymptotic behaviour of the radial functions
satisfying the system of first order ODEs (2.36) introduced in Section 2.2. Finally, in
the last section we also derive an integral representation for the Dirac equation in the
Minkowski space-time in oblate spheroidal coordinates.
42. Preliminaries
2.1. The Dirac equation in the Newman-Penrose formalism
According to Penrose and Rindler in terms of two-component spinors (φA, χA
′
) the Dirac
equation coupled to a general gravitational field and a 4-vector field V is given in Planck
units ~ = c = G = 1 by
(∇A
A′
− ieV A
A′
)φA =
me√
2
χA′ , (∇A
′
A − ieV A
′
A )χA′ =
me√
2
φA (2.1)
where ∇AA′ is the symbol for covariant differentiation, e is the charge or coupling
constant of the Dirac particle to the vector field V and me is the particle mass. Notice
that the factor 2−
1
2 appearing in the above equations is due to the fact that the Pauli
matrices as defined in the Newman-Penrose formalism differ from their usual definitions
by the factor
√
2. The next step is to bring (2.1) into a system of partial differential
equations with respect to a coordinate basis. In the framework of Newman and Penrose
this is achieved by choosing a null tetrad, i.e. a set of four vector fields (l,n,m,m)
where (l,n) is a pair of real vectors and (m,m) a pair of complex conjugate vectors.
Moreover, they satisfy the orthogonality conditions l ·m = l ·m = n ·m = n ·m = 0,
the requirements that the vectors be null, i.e. l · l = n · n = m ·m = m ·m = 0 and
finally, the normalization conditions l ·n = 1 and m ·m = −1. The covariant derivative
is decomposed into directional covariant derivatives along the frame vectors which we
denote by
D = la∇a, ∆˜ = na∇a, δ = ma∇a, δ = ma∇a. (2.2)
The spin coefficients can be written in terms of the Ricci rotation-coefficients (e.g.
Chandrasekhar (1992)) by defining the frame vectors and their dual 1-forms as follows
la = e a(1) , n
a = e a(2) , m
a = e a(3) , m
a = e a(4) ,
la = e
(1)
a, na = e
(2)
a, ma = e
(3)
a, ma = e
(4)
a
where enclosure in parenthesis distinguishes the tetrad indices from the tensor indices.
The Ricci rotation-coefficients are expressed by
γ(a)(b)(c) =
1
2
[
λ(a)(b)(c) + λ(c)(a)(b) − λ(b)(c)(a)
]
λ(a)(b)(c) = e(b)i;j
[
e i(a) e
j
(c) − e j(a) e i(c)
]
, e(b)i = gike
k
(b)
where g is the metric tensor. The spin coefficients can be written by means of the
γ(a)(b)(c) as follows
κ = γ(3)(1)(1), ρ = γ(3)(1)(4), ǫ =
1
2
[
γ(2)(1)(1) + γ(3)(4)(1)
]
, (2.3a)
σ = γ(3)(1)(3), µ = γ(2)(4)(3), γ =
1
2
[
γ(2)(1)(2) + γ(3)(4)(2)
]
, (2.3b)
λ = γ(2)(4)(4), τ = γ(3)(1)(2), α =
1
2
[
γ(2)(1)(4) + γ(3)(4)(4)
]
, (2.3c)
ν = γ(2)(4)(2), π = γ(2)(4)(1), β =
1
2
[
γ(2)(1)(3) + γ(3)(4)(3)
]
. (2.3d)
5Let us recall that to any tetrad (l,n,m,m) we can associate a unitary spin-frame
(oA, ιA), defined uniquely up to an overall sign factor by the requirements that (for
details see Penrose and Rindler)
oAoA
′
= la, ιAιA
′
= na, oAιA
′
= ma, ιAoA
′
= ma, oAι
A = 1.
Denoting by φ0 and φ1 the components of φ
A in (oA, ιA) and by χ0′ and χ1′ the
components of χA
′
in (oA
′
, ιA
′
)
φ0 = φAo
A, φ1 = φAι
A, χ0′ = χA′o
A
′
, χ1′ = χA′ ι
A
′
,
the Dirac equation (2.1) takes the form
(D + ǫ− ρ− ielaVa)χ1′ − (δ + π − α− iemaVa)χ0′ = −
me√
2
φ0, (2.4a)
(∆˜ + µ− γ − ienaVa)χ0′ − (δ + β − τ − iemaVa)χ1′ =
me√
2
φ1, (2.4b)
(∆˜ + µ− γ − ienaVa)φ0 − (δ + β − τ − iemaVa)φ1 = me√
2
χ1′ , (2.4c)
(D + ǫ− ρ− ielaVa)φ1 − (δ + π − α− iemaVa)φ0 = −me√
2
χ0′ . (2.4d)
Let us introduce the following symbols
α+ = −i
√
2(D + ǫ− ρ− ielaVa), β+ = i
√
2(δ + π − α− iemaVa),
β− = i
√
2(δ + β − τ − iemaVa), α− = −i
√
2(∆˜ + µ− γ − ienaVa),
α˜− = −i
√
2(∆˜ + µ− γ − ienaVa), β˜+ = i
√
2(δ + β − τ − iemaVa),
β˜− = i
√
2(δ + π − α− iemaVa), α˜+ = −i
√
2(D + ǫ− ρ− ielaVa)
and let us define the spinor Ψ = (F1, F2, G1, G2)
T with components
F1 = −φ0, F2 = φ1, G1 = iχ1′ , G2 = iχ0′ .
Then the system of equations (2.4a)-(2.4d) is simply
ODΨ =

−me 0 α+ β+
0 −me β− α−
α˜− −β˜+ −me 0
−β˜− α˜+ 0 −me
Ψ = 0. (2.5)
In what follows, we consider the Dirac equation in the Kerr-Newman geometry, i.e. in
the presence of a rotating charged black hole. In Boyer-Lindquist coordinates (t, r, ϑ, ϕ)
with r > 0, 0 ≤ ϑ ≤ π, 0 ≤ ϕ < 2π the Kerr-Newman metric is given by (e.g. Wald)
ds2 =
∆− a2 sin2 ϑ
Σ
dt2 +
2a sin2 ϑ(r2 + a2 −∆)
Σ
dtdϕ
− Σ
∆
dr2 − Σdϑ2 − (r2 + a2)2 sin2 ϑΣ˜
Σ
dϕ2(2.6)
with
Σ := Σ(r, θ) = r2 + a2 cos2 θ, ∆ := ∆(r) = r2 − 2Mr + a2 +Q2
6and
Σ˜ := Σ˜(r, ϑ) = 1− a2γ2(r) sin2 ϑ, γ(r) :=
√
∆
r2 + a2
where M , a and Q are the mass, the angular momentum per unit mass and the charge
of the black hole, respectively. Here we will always consider a 6= 0. In the non-extreme
case M2 > a2 +Q2 the function ∆ has two distinct zeros, namely,
r0 =M −
√
M2 − a2 −Q2, r1 = M +
√
M2 − a2 −Q2,
the first one corresponding to the Cauchy horizon and the second to the event horizon.
Moreover, ∆ > 0 for r > r1. In the extreme case M
2 = a2+Q2 the Cauchy horizon and
the event horizon coincide since ∆ has a double root at r∗1 = M .
Lemma 2.1 Let M2 ≥ a2 +Q2. For every r > r1 > 0 and ϑ ∈ [0, π] it results Σ˜ > 0.
Proof. Let us write Σ˜ as follows
Σ˜ =
p˜(r, ϑ)
(r2 + a2)2
, p˜(r, ϑ) = (r2 + a2)2 − a2∆sin2 ϑ
A short computation gives
p˜(r, ϑ) = r4 + a2(1 + cos2 ϑ)r2 + 2Ma2r sin2 ϑ+ a2(a2 cos2 ϑ−Q2 sin2 ϑ)
where we used the definition of ∆. Since r > r1 > M , we have
p˜(r, ϑ) > M4 + a2M2(1 + cos2 ϑ) + 2M2a2 sin2 ϑ+ a2(a2 cos2 ϑ−Q2 sin2 ϑ),
=M4 + 2a2M2 + a4 cos2 ϑ+ a2(M2 −Q2) sin2 ϑ.
Recall that in the non-extreme case M2 > Q2, while in the extreme case M2−Q2 = a2.
Hence, the last line in the above expression is positive for every ϑ ∈ [0, π]. 
Finally, notice that by setting M = Q = 0 in (2.6) the Kerr-Newman metric goes over
to the Minkowski metric in oblate spheroidal coordinates (OSC), namely
ds2 = dt2 − Σ
∆̂
dr2 − Σdϑ2 − ∆̂ sin2 ϑdϕ2, ∆̂ = r2 + a2. (2.7)
In fact, by means of the coordinate transformation
x =
√
r2 + a2 sinϑ cosϕ, y =
√
r2 + a2 sinϑ sinϕ, z = r cosϑ (2.8)
(2.7) can be reduced to the Minkowski metric in cartesian coordinates. In the case
M = Q = 0 the function ∆̂ has no real zeros. Thus there are no coordinate singularities.
However the metric has a curvature singularity at Σ = 0, i.e. for r = 0 and ϑ = π
2
.
The surfaces of constant r are confocal ellipsoids which degenerate at r = 0 to the disc
z = 0 and x2 + y2 ≤ a2. The surfaces of constant ϑ are represented by hyperboloids
of one sheet, confocal to the above mentioned ellipsoids and ϑ = π
2
corresponds to the
boundary of the disc at x2+ y2 = a2. As a consequence the curvature singularity occurs
on the boundary of the disc, i.e. on the circle x2 + y2 = a2 and z = 0. Moreover,
there is no reason to restrict r to be positive since the space-time can be analytically
continued through the disc to another flat region with r < 0. For further details we
7refer to Flammer (1957) and to the original work of Boyer and Lindquist (1967).
The Dirac equation in the Kerr-Newman geometry was computed and separated by
Page (1976) with the help of the Kinnersley tetrad (see Kinnersley (1969)). We recall
that such a tetrad is naturally inherited from the Petrov type D structure of the Kerr-
Newman metric (e.g. O’Neill (1995)). In view of the separation of the Dirac equation
we choose to work with the Carter tetrad (Carter (1987))
la∇a = 1√
2∆Σ
(
r2
∂
∂t˜
−∆ ∂
∂r
+
∂
∂ϕ˜
)
(2.9a)
na∇a = 1√
2∆Σ
(
r2
∂
∂t˜
+∆
∂
∂r
+
∂
∂ϕ˜
)
, (2.9b)
ma∇a = 1√
2(a2 − q2)Σ
(
iq2
∂
∂t˜
− (a2 − q2) ∂
∂q
− i ∂
∂ϕ˜
)
(2.9c)
where the dependency of the new variables t˜, q and ϕ˜ on the Boyer-Lindquist variables
is given by the relations
t˜ = t− aϕ, q = a cosϑ, ϕ˜ = ϕ
a
.
In the above defined variables the electromagnetic potential is simply given by
Va =
Qr
Σ
(1, 0, 0, q2), Σ = r2 + q2
which is stationary and axially symmetric. Using the above tetrad and (2.3a)-(2.3d) the
spin coefficients are computed to be
κ = σ = λ = ν = 0, ρ = µ, γ = ǫ, π = −τ, β = −α,
µ = −
√
∆
2Σ
ρ˜, ǫ =
−∆ρ˜− (r −M)
2
√
2∆Σ
, τ = −iρ˜
√
a2 − q2
2Σ
,
α =
i(a2 − q2)r − (r2 + a2)q
2
√
2(a2 − q2)Σ
with ρ˜ = −(r− iq)−1. Notice that the vanishing of κ and σ implies that the congruence
formed by the vector l is geodesic and shear-free, respectively. As a consequence the
Riemann tensor is of type II according to the Goldberg-Sachs theorem (see Goldberg
and Sachs (1962)).
We are now ready to give a more explicit form to the Dirac equation (2.5). Indeed, by
introducing the following operators
D± = ∂
∂r
∓ 1
∆
[
(r2 + a2)
∂
∂t
+ a
∂
∂ϕ
− ieQr
]
, (2.10)
L± = ∂
∂ϑ
+
1
2
cotϑ∓ i
(
a sinϑ
∂
∂t
+ cscϑ
∂
∂ϕ
)
, (2.11)
the entries of the matrix in (2.5) are computed to be
α± = ±i
√
∆
Σ
(D± + f(r, ϑ)) , β± = i√
Σ
(L± + g(r, ϑ)) , (2.12a)
α˜± = ±i
√
∆
Σ
(D± + f(r, ϑ)) , β˜± = i√
Σ
(L± + g(r, ϑ)) (2.12b)
8with
f(r, ϑ) =
1
2
(
r −M
∆
+
1
r + ia cosϑ
)
, g(r, ϑ) = − ia sin ϑ
2(r + ia cos ϑ)
. (2.13)
2.2. The Chandrasekhar separation ansatz
Carter and McLenaghan (1979) found that in the Kerr geometry and in the flat-space
limit there exists a generalized total angular momentum operator of the form
J = iγ5γ
µ
(
f νµDν −
1
6
γνγρfµν;ρ
)
, Dν = ∇ν − ieAν , (2.14)
commuting with the Dirac operator under the condition that f νµ is an antisymmetric
tensor satisfying the Penrose-Floyd equation fµ(ν;ρ) = 0 (see Penrose and Floyd (1973)).
In particular Carter and McLenaghan also showed that (2.14) can be interpreted in the
Minkowski space as the square root of the ordinary total squared angular momentum
Casimir operator of the rotation group. In this section we recall how to construct from
the Chandrasekhar ansatz (see Chandrasekhar (1976)) for the Dirac equation in the
Kerr-Newman metric the symmetry operator J for the formal Dirac operatorOD defined
in (2.5) and we compute it explicitly. As pointed out in Carter and McLenaghan the
existence of such an operator underlaying the Chandrasekhar separability of the Dirac
equation is due to the presence of an appropriate Killing spinor field on the space-time
under consideration. For the concept of Killing spinor we refer to the original work of
Penrose and Walker (1970).
We begin by replacing the Dirac equation (2.5) by a modified but equivalent equation
Wψ̂ = (ΓS−1ODS)ψ̂ = 0 (2.15)
where ψ̂ = S−1Ψ = (F̂1, F̂2, Ĝ1, Ĝ2)T and Γ and S are non singular 4×4 matrices, whose
elements may depend on the variables r and ϑ. The next lemma shows how to find non
singular matrices S and Γ such that the formal operatorW decomposes into the sum of
two formal operators, the first one containing only derivatives respect to the variables
t, r and ϕ and the second one involving only derivatives respect to t, ϑ and ϕ.
Lemma 2.2 Let r be positive with r > r1. Moreover, let S and Γ be non singular
matrices defined as follows
S = ∆−
1
4 diag
(
1√
r − ia cosϑ,
1√
r − ia cosϑ,
1√
r + ia cosϑ
,
1√
r + ia cosϑ
)
(2.16)
with det(S) = (Σ∆)−1 and
Γ = −i diag(r + ia cosϑ,−(r + ia cosϑ),−(r − ia cosϑ), r − ia cosϑ)
with det(Γ) = Σ2. Then
W =W(t,r,ϕ) +W(t,ϑ,ϕ) (2.17)
9where
W(t,r,ϕ) =

imer 0
√
∆D+ 0
0 −imer 0
√
∆D−√
∆D− 0 −imer 0
0
√
∆D+ 0 imer
 , (2.18)
W(t,ϑ,ϕ) =

−ame cosϑ 0 0 L+
0 ame cosϑ −L− 0
0 L+ −ame cosϑ 0
−L− 0 0 ame cosϑ
 (2.19)
with D± and L± defined by (2.10) and (2.11) in Section 2.1.
Proof. Let us introduce an invertible matrix
S := diag(h(r, ϑ),Λ(r, ϑ), σ(r, ϑ), γ(r, ϑ))
with functions h, Λ, σ, γ at least C1((r1,+∞)× [0, π]). Then the equation ODSψ̂ = 0
gives rise to the system
−mehF̂1 + α+(σĜ1) + β+(γĜ2) = 0, (2.20a)
−meΛF̂2 + β−(σĜ1) + α−(γĜ2) = 0, (2.20b)
−meσĜ1 + α˜−(hF̂1)− β˜+(ΛF̂2) = 0, (2.20c)
−meγĜ2 − β˜−(hF̂1) + α˜+(ΛF̂2) = 0. (2.20d)
If we substitute (2.12a)-(2.12b), we obtain
α+(σĜ1) = i
√
∆
Σ
(
σD+ + ∂σ
∂r
+ fσ
)
Ĝ1, (2.21a)
β+(γĜ2) =
i√
Σ
(
γL+ + ∂γ
∂ϑ
+ gγ
)
Ĝ2. (2.21b)
Let σ and γ be
σ(r, θ) =
σ˜(ϑ)
∆
1
4
√
r + ia cosϑ
, γ(r, ϑ) =
γ˜(r)√
r + ia cosϑ
with the constraints σ˜(ϑ) 6= 0 for every ϑ ∈ [0, π] and γ˜(r) 6= 0 for every r ∈ (r1,+∞).
Then (2.21a -b) simplify to
α+(σĜ1) = i
√
∆
Σ
σD+Ĝ1, β+(γĜ2) = i√
Σ
γL+Ĝ2.
The substitution of (2.12a)-(2.12b) in (2.20b) gives
α−(γĜ2) = −i
√
∆
Σ
(
γD− + ∂γ
∂r
+ fγ
)
Ĝ2, (2.22a)
β−(σĜ1) =
i√
Σ
(
σL− + ∂σ
∂ϑ
+ gσ
)
Ĝ1. (2.22b)
10
It is easy to verify that (2.22a)-(2.22b) reduce to
α−(γĜ2) = −i
√
∆
Σ
γ D−Ĝ2, β−(σĜ1) = i√
Σ
σL−Ĝ1
by choosing γ˜(r) = c4∆
− 1
4 with c4 ∈ C\{0} and σ˜(ϑ) = c3 ∈ C\{0}. Analogously we
find that
h(r, ϑ) =
c1
∆
1
4
√
r − ia cosϑ, Λ(r, ϑ) =
c2
∆
1
4
√
r + ia cosϑ
for some c1, c2 ∈ C\{0}. Let us define a non singular 4× 4 matrix
Γ = −i diag(r + ia cosϑ,−(r + ia cosϑ),−(r − ia cosϑ), r − ia cosϑ).
After a tedious computation we find that
W = ΓS−1OS =

imer−ame cosϑ 0 c3c1
√
∆D+ c4c1L+
0 −imer+ame cosϑ − c3c2L− c4c2
√
∆D−
c1
c3
√
∆D− c2c3L+ −imer−ame cosϑ 0
− c1
c4
L− c2c4
√
∆D+ 0 imer+ame cosϑ
 .
If we require that c1 = c2 = c3 = c4 =: c, we finally have
W =

imer−ame cosϑ 0
√
∆D+ L+
0 −imer+ame cosϑ −L− √∆D−
√
∆D− L+ −imer−ame cos ϑ 0
−L− √∆D+ 0 imer+ame cosϑ
 .
Without loss of generality we can set c = 1 and this completes the proof. 
Remark. It should be noted that the regular and time-independent transformation S
(eq. (2.1) in Finster et al . (2003)) is in contrast with our (2.16).
Notice that Lemma 2.2 is still valid also in the extreme case where ∆ = (r−M)2. Since
by setting M = Q = 0 (see discussion in Section 2.1) the Kerr-Newman metric becomes
the Minkowski metric in oblate spheroidal coordinates, we obtain from Lemma 2.2 an
analogous result for the Dirac equation in OSC which we state in the following corollary.
Corollary 2.3 Let R denote the circle R = {(x, y, z) ∈ R3|x2 + y2 = a2, z = 0}.
Moreover, in R3\R let us define the non singular matrices
S˜ = ∆̂−
1
4 diag
(
1√
r − ia cosϑ,
1√
r − ia cosϑ,
1√
r + ia cosϑ
,
1√
r + ia cos ϑ
)
,
with ∆̂ = r2 + a2 and Γ as in Lemma 2.2. Then
W(OSC) =W(OSC)(t,r,ϕ) +W(t,ϑ,ϕ), (2.23)
W(OSC)(t,r,ϕ) =

imer 0
√
∆̂D˜+ 0
0 −imer 0
√
∆̂D˜−√
∆̂D˜− 0 −imer 0
0
√
∆̂D˜+ 0 imer
 (2.24)
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where W(t,ϑ,ϕ) is given by (2.19) and
D˜± := ∂
∂r
∓
(
∂
∂t
+
a
∆̂
∂
∂ϕ
)
.
It is interesting to observe that the angular operatorW(t,ϑ,ϕ) remains unchanged for the
Dirac equation in the Kerr-Newman metric and in the Minkowski space-time in oblate
spheroidal coordinates. We compute now the commutation relations which we will need
later to verify that in the Kerr-Newman metric the operator J given by (2.14) is a
symmetry operator for OD defined in (2.5). It is straightforward to check that[W(t,r,ϕ),W(t,ϑ,ϕ)] = 0, [W(t,r,ϕ),W] = [W(t,ϑ,ϕ),W] = 0. (2.25)
Furthermore, the matrix Γ introduced in Lemma 2.2 splits into the sum
Γ = Γ(r) + Γ(ϑ) (2.26)
with Γ(r) and Γ(ϑ) satisfying the commutator relations[
Γ(r),Γ(ϑ)
]
= 0,
[
Γ(r),W(t,ϑ,ϕ)
]
=
[
Γ(ϑ),W(t,r,ϕ)
]
= 0. (2.27)
In what follows we restrict our attention to stationary solutions of the Dirac equation.
In particular since the Kerr-Newman metric is axially symmetric, it is natural to make
the following ansatz for the spinors ψ̂ entering in (2.15)
ψ̂(t, r, ϑ, ϕ) = eiωtei(k+
1
2)ϕψ˜(r, ϑ) (2.28)
where ω and k ∈ Z denote the energy and the azimuthal quantum number of the particle,
respectively. Let us substitute (2.28) into (2.15). Then ψ˜(r, ϑ) satisfies the equation(W(r) +W(ϑ)) ψ˜ = 0 (2.29)
where
W(r) =

imer 0
√
∆D̂+ 0
0 −imer 0
√
∆D̂−
√
∆D̂− 0 −imer 0
0
√
∆D̂+ 0 imer
 , (2.30a)
W(ϑ) =

−ame cosϑ 0 0 L̂+
0 ame cosϑ −L̂− 0
0 L̂+ −ame cosϑ 0
−L̂− 0 0 ame cosϑ
 (2.30b)
with
D̂± = ∂
∂r
∓ iK(r)
∆
, K(r) = ω(r2 + a2)− eQr +
(
k +
1
2
)
a, (2.31a)
L̂± = ∂
∂ϑ
+
1
2
cotϑ±Q(ϑ), Q(ϑ) = aω sin ϑ+
(
k +
1
2
)
cscϑ. (2.31b)
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If we set ψ˜(r, ϑ) = (f1(r, ϑ), f2(r, ϑ), g1(r, ϑ), g2(r, ϑ))
T , equation (2.29) gives rise to the
following system of first order linear partial differential equations
√
∆D̂+g1 + imerf1 + (L̂+g2 − ame cosϑf1) = 0,√
∆D̂−g2 − imerf2 − (L̂−g1 − ame cosϑf2) = 0,√
∆D̂−f1 − imerg1 + (L̂+f2 − ame cosϑg1) = 0,√
∆D̂+f2 + imerg2 − (L̂−f1 − ame cosϑg2) = 0.
Let us now define
f1(r, ϑ) = γ1(r)δ1(ϑ), f2(r, ϑ) = σ2(r)τ2(ϑ),
g1(r, ϑ) = α1(r)β1(ϑ), g2(r, ϑ) = ǫ2(r)µ2(ϑ).
It can be easily seen that the separability conditions for the above system are
β1(ϑ) = δ1(ϑ), ǫ2(r) = γ1(r), µ2(ϑ) = τ2(ϑ), α1(r) = σ2(r).
Following Chandrasekhar (1976), we set
γ1(r) = R−(r), δ1(ϑ) = S−(ϑ), σ2(r) = R+(r), τ2(ϑ) = S+(ϑ).
and we get for ψ˜(r, ϑ) the so called Chandrasekhar ansatz
f1(r, ϑ) = R−(r)S−(ϑ), f2(r, ϑ) = R+(r)S+(ϑ), (2.32a)
g1(r, ϑ) = R+(r)S−(ϑ), g2(r, ϑ) = R−(r)S+(ϑ), (2.32b)
by means of which the above system of partial differential equations becomes
(
√
∆D̂+R+ + imerR−)S− + (L̂+S+ − ame cos ϑS−)R− = 0, (2.33a)
(
√
∆D̂−R− − imerR+)S+ − (L̂−S− − ame cosϑS+)R+ = 0, (2.33b)
(
√
∆D̂−R− − imerR+)S− + (L̂+S+ − ame cosϑS−)R+ = 0, (2.33c)
(
√
∆D̂+R+ + imerR−)S+ − (L̂−S− − ame cosϑS+)R− = 0. (2.33d)
Introducing four separation constants λ1, . . . , λ4 as follows
L̂+S+ − ame cos ϑS− = − λ1S−, (2.34a)
L̂−S− − ame cos ϑS+ = + λ2S+, (2.34b)
L̂+S+ − ame cos ϑS− = − λ3S−, (2.34c)
L̂−S− − ame cos ϑS+ = + λ4S+, (2.34d)
we obtain from (2.33a)-(2.33d)
√
∆D̂+R+ + imerR− = λ1R−, (2.35a)√
∆D̂+R+ + imerR− = λ4R−, (2.35b)√
∆D̂−R− − imerR+ = λ2R+, (2.35c)√
∆D̂−R− − imerR+ = λ3R+. (2.35d)
Clearly, the systems of equations (2.34a)-(2.34d) and (2.35a)-(2.35d) will be consistent
if λ1 = λ2 = λ3 = λ4 =: λ. Notice that the decoupled equations give rise to the
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following two systems of linear first order differential equations for the radial and angular
components of the spinor ψ̂( √
∆D̂− −imer − λ
imer − λ
√
∆D̂+
)(
R−
R+
)
= 0, (2.36)(
−L̂− λ+ ame cos θ
λ− ame cos θ L̂+
)(
S−
S+
)
= 0. (2.37)
For a = 0 the components S± of the angular eigenfunctions can be expressed in terms
of spin-weighted spherical harmonics (see for details Newman and Penrose (1966) and
Goldberg et al . (1967)) whereas in the more general case a 6= 0 it can be shown that
they satisfy a generalized Heun equation (see Batic et al . (2005)).
Starting from the systems of equations (2.34a)-(2.34d) and (2.35a)-(2.35d), we can
construct the symmetry operator J for the Dirac operator OD defined in (2.5). First
of all we set λ1 = λ2 = λ3 = λ4 =: λ in (2.34a)-(2.34d) and (2.35a)-(2.35d).
After multiplication of (2.34a) and (2.35a) by −rR− and ia cosϑS−, respectively, and
summation of the resulting equations we obtain
− iaρ˜ cosϑ
√
∆D̂+g1 + rρ˜L̂+g2 = λf1 (2.38)
with ρ˜ = −(r + ia cosϑ)−1. Proceeding analogously we obtain from the remaining
equations
− iaρ˜ cosϑ
√
∆D̂−g2 − rρ˜L̂−g1 = λf2, (2.39a)
+ iaρ˜ cos ϑ
√
∆D̂−f1 + rρ˜L̂+f2 = λg1, (2.39b)
+ iaρ˜ cos ϑ
√
∆D̂+f2 − rρ˜L̂−f1 = λg2, (2.39c)
with ρ = −(r− ia cos ϑ)−1. By means of (2.38) and (2.39a -c) we can obtain an explicit
expression for the matrix operator Ĵ , namely
Ĵ =

0 0 −iaρ˜ cosϑ√∆D+ rρ˜L+
0 0 −rρ˜L− −iaρ˜ cosϑ
√
∆D−
iaρ˜ cosϑ
√
∆D− rρ˜L+ 0 0
−rρ˜L− iaρ˜ cos ϑ
√
∆D+ 0 0
 .
According to Carter and McLenaghan Ĵ can be written in a more compact form as
follows
Ĵ = Γ−1(Γ(ϑ)W(t,r,ϕ) − Γ(r)W(t,ϑ,ϕ)). (2.40)
Starting from Ĵ the next lemma shows how to construct a new operator J that will
commute with the Dirac operator (2.5).
Lemma 2.4 Let Ĵ be defined as in (2.40). Then in the Kerr-Newman metric the
operator J = SĴS−1 with S defined as in Lemma 2.2 is a symmetry matrix operator for
the formal Dirac operator OD introduced in (2.5), i.e.
[OD, J ] = 0.
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Proof. From (2.15) we have OD = SΓ−1WS−1 acting on the spinor Ψ. Let us consider
the operator J = SĴS−1 with Ĵ given by (2.40). Then we find that
ODJ = SΓ−1WΓ−1(Γ(ϑ)W(t,r,ϕ) − Γ(r)W(t,ϑ,ϕ))S−1
JOD = SΓ−1(Γ(ϑ)W(t,r,ϕ) − Γ(r)W(t,ϑ,ϕ))Γ−1WS−1
and therefore [OD, J ] = SΓ−1PS−1 with
P :=WΓ−1(Γ(ϑ)W(t,r,ϕ) − Γ(r)W(t,ϑ,ϕ))− (Γ(ϑ)W(t,r,ϕ) − Γ(r)W(t,ϑ,ϕ))Γ−1W.
Making use of the decomposition W = W(r) +W(ϑ) and of the commutation relations
(2.27), we obtain
P =W(t,ϑ,ϕ)(Γ(r)Γ−1 + Γ−1Γ(ϑ))W(t,r,ϕ) −W(t,r,ϕ)(Γ−1Γ(r) + Γ(ϑ)Γ−1)W(t,ϑ,ϕ).
Finally, with the help of (2.25) it results that
P =W(t,ϑ,ϕ)W(t,r,ϕ) −W(t,r,ϕ)W(t,ϑ,ϕ) = 0
and this completes the proof. 
3. The physical scalar product
The Dirac equation (2.5) possesses a conserved current (e.g. Wald) on general curved
space-times. As a consequence the total charge outside the black hole
C0 = C(t0) =
∫
Σt0
(φAφA′ + χAχA′ )T
AA
′
dV
is constant throughout time where T a denotes the future oriented normal vector field
to a Cauchy surface Σt0 , normalized so that TaT
a = 2 and dV is the volume form
induced on Σt0 by the metric g. Here, a denotes an abstract tensor index which has to
be understood as an unprimed spinor index A and a primed spinor index A
′
clumped
together, i.e. a = AA
′
. We recall that for a given null tetrad the vector field la + na
is time-like future oriented since it is the sum of two future-oriented null vectors. This
allows us to associate to any null tetrad a preferred time-like future-directed vector field
la + na. Thus, it is natural to impose T a = la + na which becomes in the Carter tetrad
and in Boyer-Lindquist coordinates
T a∇a = 2(r
2 + a2)√
2∆Σ
(
∂
∂t
+
a
r2 + a2
∂
∂ϕ
)
.
Taking into account that for a generic null tetrad it was shown by Ha¨fner and Nicolas
(2004) that
TAA
′
=
(
naT
a −maT a
−maT a laT a
)
and employing (2.9a)-(2.9c) a simple computation gives that the matrix TAA
′
is the
identity. Therefore the total charge outside the black hole is
C0 =
∫
Σt0
(|φ0|2 + |φ1|2 + |χ0′ |2 + |χ1′ |2) dV
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which is manifestly a positive quantity. By means of Theorem 13.3 in Oloff the volume
form dV induced on Σt0 by the Kerr-Newman metric is computed to be
C0 =
∫ +∞
r1
dr
∫ 1
−1
d(cosϑ)
∫ 2π
0
dϕ(r2 + a2)
√
Σ˜Σ
∆
|Ψ|2
where the spinor Ψ has been defined in Section 2.1. Let us bring the Dirac equation (2.5)
into the form of a Schro¨dinger equation i∂tΨ = HDΨ. Then, the formal Hamiltonian
operator HD acting on the spinor Ψ on the hypersurface Σt0 is formally self-adjoint with
respect to the positive scalar product
〈Ψ|Φ〉 =
∫ +∞
r1
dr
∫ 1
−1
d(cosϑ)
∫ 2π
0
dϕ(r2 + a2)
√
Σ˜Σ
∆
ΨΦ. (3.1)
If we introduce the tortoise coordinate u ∈ R defined by du/dr = (r2+a2)/∆, the scalar
product (3.1) can be written in the more compact form
〈Ψ|Φ〉 =
∫ +∞
−∞
du
∫ 1
−1
d(cosϑ)
∫ 2π
0
dϕ
√
Σ˜Σ∆ ΨΦ. (3.2)
Finally, by trasforming the spinors according to Ψ˜ = (Σ˜Σ∆)
1
4Ψ and taking into account
the corresponding changes in the Hamiltonian HD due to this transformation, we could
even work in a standard (i.e. not weighted) L2 space.
4. Reduction to the Schro¨dinger form and self-adjointness of the Dirac
Hamiltonian
In order to bring the matrix equation Wψ̂ = 0 with W given by (2.17) into the form of
a Schro¨dinger equation i∂tψ̂ = hψ̂ we bring the time derivatives in (2.17) to the l.h.s.
of the equation and find that
− iT∂tψ̂ = (W(r,ϕ) +W(ϑ,ϕ))ψ̂ (4.1)
with
T =

0 0 i r
2+a2√
∆
−a sin ϑ
0 0 −a sinϑ −i r2+a2√
∆
−i r2+a2√
∆
−a sin ϑ 0 0
−a sin ϑ i r2+a2√
∆
0 0

and W(r,ϕ), W(ϑ,ϕ) formally given by (2.18) and (2.19), respectively, with D± and L±
now replaced by
D± =
∂
∂r
∓ 1
∆
(
a
∂
∂ϕ
− ieQr
)
, L± =
∂
∂ϑ
+
1
2
cotϑ∓ i csc ϑ ∂
∂ϕ
.
Lemma 4.1 det(T) 6= 0 for every r > r1 > 0 and ϑ ∈ [0, π].
Proof. A short computation gives det(T) = p2(r, ϑ)/∆2 with p(r, ϑ) = (r2 + a2)2Σ˜.
Since Lemma 2.1 implies that in the non-extreme case (as well as in the extreme case)
Σ˜ can never be zero, it follows that T is invertible. 
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Let u be the tortoise coordinate introduced in Section 3. According to Lemma 4.1 we
can multiply (4.1) on both sides by −T−1 to obtain
h = h0 + V (u, ϑ) (4.2)
where the formal differential expression h0 is given by
h0 = A(u, ϑ)


−E− 0 0 0
0 E+ 0 0
0 0 E+ 0
0 0 0 −E−
+

0 −M+ 0 0
−M− 0 0 0
0 0 0 M+
0 0 M− 0

 , (4.3)
and
A(u, ϑ) =
1
Σ˜
[
1I4 − aγ(u) sin ϑ
(
σ2 0
0 −σ2
)]
, (4.4)
V (u, ϑ) = A(u, ϑ)
[
meγ(u)
(
0 1I2
ρ˜
1I2
ρ˜
0
)
− eQr
r2 + a2
1I4
]
(4.5)
where σ2 is a Pauli matrix, ρ˜ = −(r − ia cos ϑ)−1 and
E± = i ∂
∂u
∓ ia
r2 + a2
∂
∂ϕ
, M± = iγ(u)L±,
satisfying E± = −E± and M± = −M∓. In the definition of E± we made use of the
tortoise coordinate u ∈ (−∞,∞), that we introduced in Section 3. Furthermore, the
matrix contained in the square brackets in (4.4) is hermitian.
Remark. It should be noted that the product of the matrices B and C entering in the
equation (2.11) in Finster et al . (2003), more precisely
BC =
(
−σ2 0
0 σ2
)
,
is in contrast to our result (4.4).
In view of (3.2) in Section 3 it follows that the formal Hamilton operator h is formally
self-adjoint with respect to the positive scalar product
〈ψ̂|φ̂〉 =
∫ +∞
−∞
du
∫ 1
−1
d(cosϑ)
∫ 2π
0
dϕ
√
Σ˜ ψ̂φ̂ (4.6)
where the spinors has been transformed according to Ψ = Sψ̂ with the transformation
matrix S given in Lemma 2.2 and Σ˜ defined in Section 2.1.
Remark. As in Finster et al . (2003) we made use of the Carter tetrad and after a
regular and time-independent transformation given in Lemma 2.2 we found that the
Dirac equation (2.17) coincide with their equation (2.1). However the scalar product
expressed by (2.15) and (2.16) in Finster et al . (2003) does not agree with ours (4.6).
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For simplicity in notation we will write ψ instead of ψ̂ when there is no risk of
confusion. In what follows we consider the Hilbert space H consisting of wave functions
ψ : Ω := R× S2 −→ C4 together with the positive scalar product (4.6). We study now
the formal differential expression h0 as an operator on
L2(Ω)
4 := L2
(
Ω,
√
Σ˜ du d(cosϑ) dϕ
)4
.
To this purpose we introduce the domains D(H0) consisting of all ψ ∈ L2(Ω)4 such that
H0ψ ∈ L2(Ω)4 in the sense of distributions and D(T˙ ) := C∞0 (Ω)4 where H0ψ = h0ψ for
all ψ ∈ D(H0) and T˙ ψ = h0ψ for all ψ ∈ D(T˙ ).
Lemma 4.2 T˙ is essentially self-adjoint and T˙ = H0.
Proof. We show first that T˙ is symmetric. Clearly for all ψ, φ ∈ D(T˙ ) the operator T˙
is formally self-adjoint with respect to the scalar product (4.6), i.e.
〈T˙ψ|φ〉 = 〈ψ|T˙φ〉. (4.7)
Since T˙ is densely defined and (4.7) holds for every ψ, φ ∈ D(T˙ ), it follows that T˙
satisfies the definition of a symmetric operator as given in Birman and Solomjak. The
proof of the essentially self-adjointness is the same as that for part (c) of Theorem IX.27
in Reed and Simon vol II. 
Notice that, since T˙ is essentially self-adjoint, then there is uniquely associated to T˙ a
self-adjoint operator T˙ = T˙ ∗∗ = T˙ ∗ = H0 and we call it the unperturbed Hamiltonian.
Let S˙ be the minimal operator constructed from h0 + V , i.e. S˙ = T˙ + V = T˙ + V0 + V1
where V, V0 and V1 denote the maximal multiplication operators by V , V0 and V1 with
V (u, ϑ) = V0(u, ϑ) + V1(u, ϑ),
V0(u, ϑ) = − eQr
r2 + a2
A(u, ϑ), V1(u, ϑ) = meγ(u)A(u, ϑ)
(
0 1I2
ρ˜
1I2
ρ˜
0
)
.
Theorem 4.3 S˙ is essentially self-adjoint and S˙ = H.
Proof. A simple calculation shows that V0, V1 ∈ L∞(Ω) since
‖V0‖∞ := sup
x∈Ω
{|V0(x)|} < 4 |eQ|
r1
, ‖V1‖∞ := sup
x∈Ω
{|V1(x)|} < 4me.
Hence, V0 and V1 are bounded and S˙ and T˙ have the same domain C∞0 (Ω)4. Let us
consider S˙ as obtained from T˙ by adding the perturbing term V. In order to show
that S˙ is e.s.a., it suffices to prove that V is relatively bounded with respect to T˙ with
relative bound < 1. Let H denotes S˙, we show that
H = H0 + V, D(H) = D(H0) ⊂ D(V).
In view of (5.12) in Kato (Ch.V §5.3) since V1ψ ∈ L2(Ω)4, we have
‖V1ψ‖L2 ≤ ‖V1‖∞‖ψ‖L2 ≤ c‖V1‖∞(α−1/2‖H0ψ‖L2 + α3/2‖ψ‖L2)
18
with some constant c > 0 and arbitrary α > 0. On the other hand also V0ψ ∈ L2(Ω)4
and ‖V0ψ‖L2 ≤ ‖V0‖∞‖ψ‖L2. Hence, we have D(V) ⊃ D(H0) ⊃ D(T˙ ) and
‖Vψ‖L2 ≤ a‖ψ‖L2 + b‖H0ψ‖L2
with b = cα−1/2‖V1‖∞ and a = cα3/2‖V1‖∞ + ‖V0‖∞. Since we can choose α arbitrary
large, the above inequality shows that V is H0-bounded with relative bound 0. Hence,
Theorem 4.1 in Kato (Ch.V §4.1) implies that S˙ = T˙ + V is essentially self-adjoint.
Finally, since H0+V ⊃ S˙, it follows that H0+V = S˙. Thus, the perturbed operator H
has the same domain as the unperturbed operator H0. 
Remark. It should be noted that in Finster et al . (2003) the essentially self-adjointness
of H is stated without proof.
5. The Dirac propagator in the Kerr-Newman metric
We begin with some preliminary observations. Energy, generalized squared total
angular momentum and the z-component of the total angular momentum form a set
of commuting observables {H, Ĵ2, Ĵz}. Moreover, the angular system (2.37) can be
brought into the so-called Dirac form (see Batic et al . (2005)), namely
US :=
(
0 1
−1 0
)
dS
dϑ
+
(
−ame cosϑ −k+
1
2
sinϑ
− aω sinϑ
−k+ 12
sinϑ
− aω sinϑ ame cosϑ
)
S = λS (5.1)
with S(ϑ) = (S−(ϑ), S+(ϑ))T and ϑ ∈ (0, π). For the theory of Dirac systems of ordinary
differential equations we refer to Weidmann (1987). In L2(0, π)
2 the angular operator
U with domain D(U) = C∞0 (0, π)2 is essentially self-adjoint, its spectrum is discrete and
it consists of simple eigenvalues, i.e. λj < λj+1 for every j ∈ Z\{0}. Moreover, the
eigenvalues depend smoothly on ω. For details see Finster et al . (2000) and Batic et
al . (2005). Furthermore, the functions ei(k+
1
2)ϕ are eigenfunctions of the z-component
of the total angular momentum operator Ĵz with eigenvalues −
(
k + 1
2
)
with k ∈ Z.
Hence, in the Hilbert space H we will label the generalized states ψ by ψkjω . In what
follows, we consider the Dirac operator H = S˙ in H = L2(Ω)4. Finally, notice that
Theorem 4.3 implies that the operator S˙ defined on C∞0 (Ω)4 is essentially self-adjoint
and has a unique self-adjoint extension H = S˙.
In preparation of the proof for the completeness of the Chandrasekhar separation of
variables (2.32a -b) for the Dirac equation in the Kerr-Newman geometry, we show first
that the angular eigenfunctions form a complete orthonormal basis in L2(S
2)2.
Lemma 5.1 For every k ∈ Z, j ∈ Z\{0} the set {Y kjω (ϑ, ϕ)} with
Y kjω (ϑ, ϕ) =
(
Y kjω,−(ϑ, ϕ)
Y kjω,+(ϑ, ϕ)
)
=
1√
2π
(
Skjω,−(ϑ)
Skjω,+(ϑ)
)
ei(k+
1
2)ϕ, (5.2)
is a complete orthonormal basis for L2(S
2)2.
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Proof. Concerning the orthonormality, we show that for every k
′
, k ∈ Z and j ′,
j ∈ Z\{0} the relation
〈Y kjω |Y k
′
j
′
ω 〉S2 = δkk′δjj′
holds where 〈·|·〉S2 denotes the scalar product on S2. For simplicity in notation we omit
to write the subscript ω attached to the angular eigenfunctions when there is no risk of
confusion. With the help of (5.2) a direct computation gives
〈Y kj|Y k′j′ 〉S2 = δkk′
∫ π
0
dϑ sin ϑ S
kj
(ϑ)Sk
′
j
′
(ϑ).
It suffices now to consider the case k = k
′
. In this case since Skj and Skj
′
are both
eigenfunctions of the same differential operator U defined in (5.1), they are orthogonal.
Concerning the completeness, we can apply the projection theorem (e.g. Reed and
Simon Theorem II.3 vol I), i.e. we show that in L2(S
2)2 the only element orthogonal to
our orthonormal basis is the zero vector. Without loss of generality let us consider
ϕ˜ =
1√
2π
(
ϕ1(ϑ)
ϕ2(ϑ)
)
ei(k+
1
2)ϕ with ϕi ∈ C∞0 (0, π) for i = 1, 2.
After the variable transformation x˜ = cosϑ we get
〈ϕ˜|Y kj〉S2 =
∫ 1
−1
dx˜ (ϕ1(x˜)S+(x˜) + ϕ2(x˜)S−(x˜)) ,
Moreover, the following estimate holds∣∣〈ϕ˜|Y kj〉S2∣∣ ≤ ∫ 1
−1
dx˜ (|ϕ1(x˜)| |S+(x˜)|+ |ϕ2(x˜)| |S−(x˜)|) ,
≤ ‖ϕ1‖2L2
∫ 1
−1
dx˜ |S+(x˜)|2 + ‖ϕ2‖2L2
∫ 1
−1
dx˜ |S−(x˜)|2 ,
≤ d
∫ 1
−1
dx˜
(|S+(x˜)|2 + |S−(x˜)|2) = d
where in the second line we used Ho¨lder inequality, in the third line the orthonormality
condition for S±(ϑ) and d := max{‖ϕ1‖2L2, ‖ϕ2‖2L2}. Clearly,
∣∣〈ϕ˜|Y kj〉S2∣∣ ≤ 0 if and only
if d = 0. Since d = 0 implies ϕ1 = ϕ2 = 0, C∞0 (0, π) is dense in L2(0, π) and the scalar
product 〈·|·〉S2 is continuous, the proof is completed. 
We state now the theorem on the completeness of the Chandrasekhar ansatz. In what
follows let σ(H) ⊆ R denote the spectrum of the self-adjoint Hamiltonian operator H .
Theorem 5.2 For every ψ ∈ C∞0 (Ω)4
ψ(0, x) =
∫
σ(H)
dω
∑
j∈Z\{0}
∑
k∈Z
〈ψkjω |ψω〉ψkjω (x), ψkjω (x) =

Rkjω,−(u)Y
kj
ω,−(ϑ, ϕ)
Rkjω,+(u)Y
kj
ω,+(ϑ, ϕ)
Rkjω,+(u)Y
kj
ω,−(ϑ, ϕ)
Rkjω,−(u)Y
kj
ω,+(ϑ, ϕ)
 (5.3)
where the scalar product 〈·|·〉 is given by (4.6) and x = (u, ϑ, ϕ).
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Proof. We show first that it is possible to construct isometric operators
Ŵk,j : C∞0 (R)2 −→ C∞0 (Ω)4,
such that
Rkjω (u) =
(
Rkjω,−(u)
Rkjω,+(u)
)
7−→ A(u, ϑ)

Rkjω,−(u)Y
kj
ω,−(ϑ, ϕ)
Rkjω,+(u)Y
kj
ω,+(ϑ, ϕ)
Rkjω,+(u)Y
kj
ω,−(ϑ, ϕ)
Rkjω,−(u)Y
kj
ω,+(ϑ, ϕ)

with some function A to be determined and Y kjω,± given by (5.2). Indeed, since the
angular eigenfunctions Y kjω are normalized, we have
‖Rkjω ‖2L2(R)2 =
∫ +∞
−∞
du
∫ 1
−1
d(cosϑ)
∫ 2π
0
dϕψ
kj
ω ψ
kj
ω , ψ
kj
ω =

Rkjω,−Y
kj
ω,−
Rkjω,+Y
kj
ω,+
Rkjω,+Y
kj
ω,−
Rkjω,−Y
kj
ω,+
 .
and by choosing A = (Σ˜)− 14 it results that ‖Rkjω ‖2L2(R)2 = ‖Ŵk,j(Rkjω )‖2L2(Ω)4 . By means
of the isometric operators Ŵk,j we can now introduce for every ω ∈ σ(H) an auxiliary
separable Hilbert space h(ω) as follows
h(ω) =
⊕
k,j∈Z
hk,j, hk,j = Ŵk,j(C∞0 (R)2).
Moreover, the expansion theorem (e.g. Th.3.7 in Weidmann (1976)) implies that every
element ψω in h(ω) can be written as
ψω =
∑
k,j∈Z
〈ψkjω |ψω〉ψkjω . (5.4)
Notice that since the solutions Rkjω,± of the radial system (2.36) oscillate asymptotically
for u→ +∞ (see Section 6), h(ω) is not a subspace of L2(Ω)4 with respect to the spatial
measure. Finally, let us recall that the direct integral of Hilbert spaces
H =
∫
σ(H)
dω h(ω) (5.5)
is defined (see for example Yafaev Ch.1 §5.1) as the Hilbert space of vector valued
functions ψω that take values in the auxiliary Hilbert spaces h(ω). By definition our
Hilbert space H will be decomposed into a direct integral (5.5) if there is given a unitary
mapping F of H onto H, but since the Hamiltonian H is self-adjoint, the spectral
representation theorem (e.g. Theorem 7.18 in Weidmann (1976)) implies the existence
of such an isomorphism F and this completes the proof. 
Starting from the above result we get now more information about the spectral nature
of the Hamiltonian H . In what follows we denote by σac(H) the absolutely continuous
part of σ(H).
Lemma 5.3 σ(H) is purely absolutely continuous and σ(H) = R.
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Proof. We saw in Theorem 5.2 that every representative element ψω = (Fψ)(ω) of the
element ψ ∈ H in the decomposition (5.5) can be written in the form given by (5.4).
Hence, in order to investigate the spectrum of the HamiltonianH we are allowed to focus
our analysis on the radial system (2.36) arising from the Dirac equation in the Kerr-
Newman geometry when we make the ansatz (2.32a -b). As a consequence we just need
to study the spectrum of the differential operator R associated to the formal differential
system (2.36) after it is brought into the form of a Dirac system of ordinary differential
equations (see Weidmann (1987)). Since this analysis has been already performed in
Belgiorno and Martellini (1999) where it was shown that σ(R) = σac(R) = R, we can
conlcude from Theorem 5.2 that σ(H) = σac(H).
Remark. A straightforward implication of the previous lemma is the absence of
pure point spectrum for H i.e. σpp(H) = ∅ which means that no stationary states
around a non-extreme Kerr-Newman black hole can exist. Regarding the non-existence
of normalizable time-periodic solutions of the massive Dirac equation in the above
mentioned framework see also Theorem 1.1 in Finster et al . (2000) and proposition 7.1
in Ha¨fner and Nicolas (2004) for the case of massless Dirac fields in the Kerr geometry.
Hence, such black holes cannot form a new kind of atomic system with the charged
black hole as its nucleus and around an electronic cloud. This possibility is instead left
open in the case of an extreme Kerr-Newman black hole (see Schmid (2004)).
In the next theorem we give the integral representation of the Dirac propagator in
Kerr-Newman black hole manifolds.
Theorem 5.4 For every ψ ∈ C∞0 (Ω)4
ψ(t, x) = eitHψ(0, x) =
∫ +∞
−∞
dω eiωt
∑
j∈Z\{0}
∑
k∈Z
ψkjω (x)〈ψkjω |ψω〉 (5.6)
with scalar product 〈·|·〉 defined by (4.6) and ψkjω (x) as in (5.3).
Proof. Since H is self-adjoint, Theorem 7.37 in Weidmann (1976) guarantees that
{U(t) = eitH |t ∈ R} is a strongly continuous one-parameter unitary group with
U(t)ψ ∈ C∞0 (Ω)4 for every t ∈ R and every ψ ∈ C∞0 (Ω)4. The spectral theorem (e.g.
Yafaev Ch.1 §4-5) implies that
〈φ|eitHψ〉 =
∫ +∞
−∞
dω eiωt〈φω|ψω〉 (5.7)
where 〈φω|ψω〉 is given in terms of the resolvent of H by the following relation
〈φω|ψω〉 = d
dω
〈φ|E(ω)ψ〉 = 1
2πi
lim
ǫ→0
〈φ|[R(ω − iǫ)− R(ω + iǫ)]ψ〉 (5.8)
with E(ω) the spectral family associated to H . In addition Theorem 1.7 in Kato (Ch.10
§1) assures that 〈φω|ψω〉 is absolutely continuous in ω, while the unicity of the spectral
family E(ω) and the existence of a spectral family F (ω) = FE(ω)F−1 on H follow
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directly from Theorem 7.15 in Weidmann (1976). Notice that F is the unitary mapping
already defined in Theorem 5.2. By means of equation (3) in Yafaev Ch.1 §4.2
R(z) =
∫ +∞
−∞
1
ω˜ − z dE(ω˜),
we get
1
2πi
[R(ω − iǫ)−R(ω + iǫ)] = 1
π
∫ +∞
−∞
ǫ
(ω − ω˜)2 + ǫ2dE(ω˜).
The above integrand is bounded and integrable. Hence, we may apply Lebesgue
dominated convergence theorem to take the limit ǫ→ 0 inside the integral sign. Since
1
π
lim
ǫ→0
ǫ
(ω − ω˜)2 + ǫ2 = δ(ω − ω˜),
it results that
1
2πi
lim
ǫ→0
[R(ω − iǫ)−R(ω + iǫ)] = Id. (5.9)
Finally, (5.6) follows from (5.4), (5.7), (5.8) and (5.9). 
Remark. An integral representation for the Dirac propagator in the Kerr-Newman
metric can also be found in Finster et al . (2003). In the derivation of the propagator
they do not relate directly the spectral measure to the solutions of the radial and angular
systems (2.36) and (2.37) but they consider first the Dirac equation in a finite volume
[u1, u2]×S2 where certain Dirichlet boundary conditions on the spinors are introduced.
With respect to our notation for the radial solutions these boundary conditions reduce
to the following boundary conditions for the radial functions
R+(u2) = R−(u2), R+(u1) = R−(u1). (5.10)
The reason why they do that is that the spectrum of the Hamiltonian is purely discrete
in a finite volume and hence, they are allowed to use the discrete version of the spectral
theorem. Then they show that the spectral gaps for the Hamiltonian can be made
arbitrary small in the infinite volume limit u1 → −∞ and u2 → +∞ and this finally
leads to the integral representation for the propagator. At this point notice that in such
an infinite volume limit (5.10) is in contradiction with the asymptotics of the radial
solutions in the next section.
6. The asymptotic behaviour of the radial solutions
In this section we give locally uniformly in ω the asymptotics of the solutions of the
radial system ( √
∆D̂− −imer(u)− λ
imer(u)− λ
√
∆D̂+
)(
R−(u)
R+(u)
)
= 0, (6.1)
D̂± = r
2(u) + a2
∆
d
du
∓ iK(u)
∆
, K(u) = ω(r2(u) + a2)− eQr(u) +
(
k +
1
2
)
a.
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for u → +∞ and for u → −∞, respectively. Notice that the above system has been
obtained from (2.36) by expressing the derivatives with respect to the radial variable r in
terms of the tortoise coordinate u introduced in Section 3. Concerning the asymptotics
for u → +∞, we treat the case |ω| < me and |ω| > me, separately. Moreover, for ease
in notation we will write r instead of r(u) when no risk of confusion arises.
Lemma 6.1 Every non trivial solution R of (6.1) for |ω| > me behaves asymptotically
for u→ +∞ like
R(u) =
(
R−(u)
R+(u)
)
=
(
coshΘ sinhΘ
sinhΘ coshΘ
)(
e−iΦ(u)[f∞− +O(u−1)]
e+iΦ(u)[f∞+ +O(u−1)]
)
where f∞± = c±e
∓iΦ(u0) for some u0 > 0 and the scalars scalars c−, c+ are such that
|c−|2 + |c+|2 6= 0. Moreover,
Θ =
1
4
log
(
ω +me
ω −me
)
, Φ(u) = κu+
Mm2e − ωeQ
κ
log u, κ = ǫ(ω)
√
ω2 −m2e.
with sign function ǫ(ω) such that ǫ(ω) = +1 if ω > me and ǫ(ω) = −1 if ω < me. For
|ω| < me and u0 > 0 the asymptotic behaviour is
R̂(u) =
(
ω−i
√
m2e−ω2
me
ω+i
√
m2e−ω2
me
1 1
)(
e−Φ̂(u)[f̂∞− +O(u−1)]
e+Φ̂(u)[f̂∞+ +O(u−1)]
)
with f̂∞∓ = ĉ∓e
±Φ̂(u0) for some scalars ĉ− and ĉ+ such that |ĉ−|2 + |ĉ+|2 6= 0 and
Φ̂(u) =
√
m2e − ω2u−
Mm2e − ωeQ√
m2e − ω2
log u.
Proof. Let us bring (6.1) into the following form
dR
du
= V (u)R(u), V (u) =
(
−iΩ(u) ϕ(u)
ϕ(u) iΩ(u)
)
(6.2)
with
Ω(u) := ω − eQr
r2 + a2
+
(
k + 1
2
)
a
r2 + a2
, ϕ(u) :=
√
∆(λ+ imer)
r2 + a2
.
Since V (u) converges for u→ +∞ to a constant matrix
V∞ :=
(
−iω ime
−ime iω
)
,
we can decompose V (u) as follows
V (u) = V∞ +
V1
u
+ B(u)
with
V1 =
(
ieQ λ− iMme
λ+ iMme −ieQ
)
, |B(u)| ≤ C
u2
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for some positive constant C. Let us now define a matrix function A(u) as follows
A(u) = V∞ +
V1
u
, V∞ = lim
u→+∞
A(u).
Notice that
• for u ≥ u0 > 0 the matrix functions A(u) and B(u) are continuously differentiable
and ∫ +∞
u0
du|A′(u)| <∞,
∫ +∞
u0
du|B(r)| <∞,
• for |ω| > me the eigenvalues λ1 = −i
√
ω2 −m2e and λ2 = +i
√
ω2 −m2e of V∞ are
simple.
Let ξi be an eigenvector of V∞ belonging to the eigenvalue λi and let λi(u) denote the
eigenvalue of A(u) which converges to λi as u→ +∞, then Theorem 11 Ch.IV in Coppel
implies that the system (6.2) has solutions
Ri(u) = e
∫
u
u0
dsλi(s)
[
ξi +O
(
1
u
)]
, i = 1, 2.
A simple calculation gives
λ1(u) = −i
[
κ+
Mm2e − ωeQ
κ
1
u
]
+O
(
1
u2
)
, λ2(u) = −λ1(u).
with κ := +
√
ω2 −m2e, while the eigenvectors of V∞ are
ξ1 = (coshΘ, sinhΘ)
T ξ2 = (sinhΘ, coshΘ)
T , Θ =
1
4
log
(
ω +me
ω −me
)
.
Hence, for some scalars c− and c+ every non trivial solution R(u), i.e. both c− and c+
can not be zero at the same time, has asymptotically for u→ +∞ the form
R(u) = G(ω)
(
e−iΦ(u)[f∞− +O(u−1)]
e+iΦ(u)[f∞+ +O(u−1)]
)
, G(ω) =
(
coshΘ sinhΘ
sinhΘ coshΘ
)
where
Φ(u) := κu+
Mm2e − ωeQ
κ
log u, f∞− := c−e
iΦ(u0), f∞+ := c+e
−iΦ(u0).
The case |ω| < me can be treated analogously. 
Remark. Unlike Lemma 3.5 in Finster et al . (2003) our method allows us to compute
explicitly the expressions for the terms f∞± .
We give now an alternative proof of Lemma 3.1 in Finster et al .(2003), concerning the
asymptotics of the radial solutions close to the event horizon.
Lemma 6.2 Every non trivial solution R of (6.1) behaves asymptotically for u→ −∞
like
R(u) =
(
e−iΩ0u[f (0)− +O(edu)]
e+iΩ0u[f 0+ +O(edu)]
)
,
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with f
(0)
± = c
(0)
± e
∓iΩ0u1 such that |f (0)− |2 + |f (0)+ |2 6= 0 and
Ω0 = ω +
a
(
k + 1
2
)− eQr1
r21 + a
2
, 0 < d = 4κ+, κ+ =
r1 − r0
2(r21 + a
2)
where κ+ is the surface gravity at the black hole horizon.
Proof. Let us bring again (6.1) into the form (6.2). Taking into account the definition
of the tortoise coordinate u introduced in Section 3, it is easy to verify that
u(r) =
1
2κ+
log (r − r1) +O(r − r1), 0 < κ+ = r1 − r0
2(r21 + a
2)
(6.3)
where κ+ denotes the surface gravity at the black hole horizon. Taking into account
that the potential V (u) entering in (6.2) converges for u→ −∞ to a constant matrix
V0 = lim
u→−∞
V (u) =
(
−iΩ0 0
0 −iΩ0
)
, Ω0 = ω +
a
(
k + 1
2
)− eQr1
r21 + a
2
,
(6.3) suggests an asymptotic expansion of V (u) in powers of e2κ+u. A short computation
gives
V (u) = V0 +O((e2κ+u)2).
and applying Theorem 1 Ch.IV in Coppel it results that for u→ −∞ the system (6.2)
has solutions
R−(u) = e
−iΩ0(u−u1)
(
1
0
)
+O((edu), R+(u) = eiΩ0(u−u1)
(
0
1
)
+O((edu), d = 4κ+
for some u1 ∈ R such that u ≤ u1 < 0. Hence, for some scalars c(0)− and c(0)+ every non
trivial solution R(u) has asymptotically for u→ −∞ the form
R(u) =
(
e−iΩ0u[f (0)− +O(edu)]
e+iΩ0u[f
(0)
+ +O(edu)]
)
, f
(0)
± = c
(0)
± e
∓iΩ0u1.
This completes the proof. 
Remark. Unlike Finster et al . (2003) by means of our method we get analytical
expressions for the terms f∞± . Moreover we can show that their constant d entering in
the asymptotics for the radial solutions at the event horizon can be expressed in terms
of the surface gravity at the black hole horizon. This implies that d does not depend
on ω since κ+ depends only on the parameters a, Q and M . Thus the assertion in the
statement of Lemma 3.1 in Finster et al . (2003) that d can be chosen locally uniformly
in ω is somewhat misleading.
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7. The Dirac equation in oblate spheroidal coordinates
In Section 2.1 we saw that by setting M = Q = 0 the Kerr-Newman metric goes over
to the Minkowski metric in oblate spheroidal coordinates (2.7) since by means of the
coordinate transformation (2.8) the expression (2.7) can be brought into the form of the
Minkowski metric in cartesian coordinates. Concerning the computation of the Dirac
equation in the Minkowski space-time in oblate spheroidal coordinates (OSC), we can
again use the Carter tetrad (2.9a -c) with ∆ replaced now by r2+a2 and proceed exactly
as we did in Section 2.1 to end up with
OOSCΨOSC =

−me 0 α+ β+
0 −me β− α−
α˜− −β˜+ −me 0
−β˜− α˜+ 0 −me
ΨOSC = 0. (7.1)
with
α± = ±i
√
r2 + a2
Σ
(D± + f(r, ϑ)) , β± = i√
Σ
(L± + g(r, ϑ)) ,
α˜± = ±i
√
r2 + a2
Σ
(D± + f(r, ϑ)) , β˜± = i√
Σ
(L± + g(r, ϑ)) ,
D˜± = ∂
∂r
∓
[
∂
∂t
+
a
r2 + a2
∂
∂ϕ
]
, L± = ∂
∂ϑ
+
1
2
cotϑ∓ i
(
a sinϑ
∂
∂t
+ csc ϑ
∂
∂ϕ
)
,
f(r, ϑ) =
1
2
(
r −M
r2 + a2
+
1
r + ia cos ϑ
)
, g(r, ϑ) = − ia sinϑ
2(r + ia cosϑ)
.
The Dirac equation (7.1) can be replaced by a modified but equivalent equation
WOSCψ̂OSC = (ΓS˜−1OOSCS˜)ψ̂OSC = 0.
With the help of Corollary 2.3 we can decompose WOSC as follows
W(OSC) =W(OSC)(t,r,ϕ) +W(t,ϑ,ϕ),
W(OSC)(t,r,ϕ) =

imer 0
√
r2 + a2D˜+ 0
0 −imer 0
√
r2 + a2D˜−√
r2 + a2D˜− 0 −imer 0
0
√
r2 + a2D˜+ 0 imer

where W(t,ϑ,ϕ) is given by (2.19). Notice that the angular operator W(t,ϑ,ϕ) for the
Dirac equation in the Kerr-Newman metric does not change when we go over to the
Minkowski metric in OSC since it does not depend on the black hole parameters M and
Q. If we now apply the Chandrasekhar ansatz as we did in Section 2.2, the equation
W(OSC)ψ̂OSC = 0 separetes into the angular system (2.37) and into the radial system( √
r2 + a2D̂− −imer − λ
imer − λ
√
r2 + a2D̂+
)(
ROSC−
ROSC+
)
= 0. (7.2)
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Concerning the construction of a symmetry operator for (7.1) we can proceed as in
Section 2.2. Analogously to the procedure in Section 4 we bring W(OSC)ψ̂OSC = 0 into
the form of a Schro¨dinger equation i∂tψ̂OSC = HOSCψ̂OSC . Taking into account Section 3
and that the Minkowski space-time in OSC can be continued analytically through the
disc R defined in Corollary 2.3, it can be verified that the Hamiltonian HOSC is formally
self-adjoint with respect to the positive scalar product
〈ψ̂OSC|φ̂OSC〉OSC =
∫ +∞
−∞
dr
∫ 1
−1
d(cosϑ)
∫ 2π
0
dϕ
√
Σ
r2 + a2
ψ̂OSCφ̂OSC. (7.3)
In what follows for simplicity in notation we write ψ instead of ψ̂OSC. We consider now
the free Dirac Hamiltonian HOSC in the Hilbert space
H˜ = L˜2(Ω)4 := L2
(
Ω,
√
Σ
r2 + a2
dr d(cosϑ) dϕ
)4
, Ω = R× S2.
From Theorem 1.1 in Thaller the operator HOSC defined on
C˜∞0 (Ω)4 = C∞0
(
Ω,
√
Σ
r2 + a2
dr d(cosϑ) dϕ
)4
is essentially self-adjoint and has a unique self-adjoint extension on the Sobolev space
W˜ 1,2(Ω)4 = W 1,2
(
Ω,
√
Σ
r2 + a2
dr d(cosϑ) dϕ
)4
.
In addition, the spectrum ofHOSC denoted by σOSC , is purely absolutely continuous and
given by σOSC := (−∞, me] ∪ [me,+∞). We state now the following results without
proof since the proofs of Lemma 7.1-3 are analogous, respectively, to the proofs of
Theorem 5.2, Theorem 5.4 and Lemma 6.1.
Lemma 7.1 For every ψ ∈ C˜∞0 (Ω)4
ψ(0, x) =
∫
σOSC
dω
∑
j∈Z\{0}
∑
k∈Z
ψkjω (x)〈ψkjω |ψω〉, ψkjω (x) =

Rkjω,−(r)Y
kj
ω,−(ϑ, ϕ)
Rkjω,+(r)Y
kj
ω,+(ϑ, ϕ)
Rkjω,+(r)Y
kj
ω,−(ϑ, ϕ)
Rkjω,−(r)Y
kj
ω,+(ϑ, ϕ)

where x = (r, ϑ, ϕ), the scalar product 〈·|·〉 is given by (7.3) and Rkjω,± are the radial
solutions of the system (7.2).
Lemma 7.2 For every ψ ∈ C˜∞0 (Ω)4
ψ(t, x) = eitHOSCψ(0, x) =
∫
σOSC
dω eiωt
∑
j∈Z\{0}
∑
k∈Z
ψkjω (x)〈ψkjω |ψω〉,
with scalar product 〈·|·〉 defined by (7.3) and ψkjω (x) as in Lemma 7.1.
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Lemma 7.3 Every non trivial solution R of (7.2) behaves asymptotically for r → +∞
like
R(r) =
(
R−(r)
R+(r)
)
=
(
coshΘ sinhΘ
sinhΘ coshΘ
)(
e−iκr[f˜∞− +O(r−1)]
e+iκr[f˜∞+ +O(r−1)]
)
where f˜∞± = c˜±e
∓iκr˜0 for some r˜0 > 0 and scalars c˜− and c˜+ such that |c˜−|2+ |c˜+|2 6= 0.
Moreover, κ and Θ are defined as in Lemma 6.1.
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