Abstract-The data processed by intrusion detection systems usually is vague, uncertainty, imprecise and incomplete. Rough Set theory is one of the best methods to process this kind of data. But Rough Set theory can only process some discrete data. So the data with continuous numerical attributes must be discretized before they are used. Some current discretization algorithms are classified and reviewed in detail. The mathematical descriptions of the discretization problem and intrusion detection are given by means of Rough Set theory. By fusing Rough Set theory with entropy theory we propose a simple and fast discretization algorithm based on information loss. The algorithm is applied to different samples with the same attributes from KDDcup99 and intrusion detection systems. The discretized data is used to reduce attributes so as to relieve the payload of intrusion detection systems. The experimental results show that the proposed discretization algorithm is sensitive to the initial samples only for part of all condition attributes. But the algorithm dose not compromise the effect of intrusion detection and it improves the response performance of the intrusion detection model remarkably.
I. INTRODUCTION
As one of the most effective methods to process uncertainty, imprecise, incomplete and vague information, Rough Set theory is widely researched and applied since it was proposed by Z. Pawlak in 1982 [1] . Rough Set theory is different from the traditional Fuzzy Set theory because its applications are not dependent on any prior knowledge. This theory expresses vagueness not by means of member relationship but by employing the boundary region of a set, and it has been applied to many different fields such as machine learning, knowledge acquisition, decision analysis, data mining, pattern recognition and risk assessments [1, 2] . Rough Set theory often uses decision tables to describe the decision systems. The decision table generally includes some condition attributes and classification attributes. The values of these attributes may be discrete or continuous. But Rough Set theory can only process some discrete data. So before Rough Set theory is used the continuous numerical attributes must be discretized. At the same time, by discretizing the complicated degree of some learning algorithms can be reduced effectively so as to speed up the learning process and to improve the precision of training and classification of some decision models.
There exist many discretization algorithms so far. But these algorithms did not consider the sensitivity of the algorithms to the initial samples during discretizing process and the affect to its application effect. In this paper the discretization algorithms of the continuous numerical attributes are reviewed and analyzed in detail. A novel discretization algorithm based on information loss is proposed especially. The algorithm is used to process the typical data from KDDcup99. The discretized data are used to reduce some dispensable or redundant attributes and the reserved attributes are used to detect intrusions by an intrusion detection model. At last we justify the effect of the proposed discretization and reduction algorithm by the experiments.
The remainder of this paper is organized as follows. In section II, we simply review the current works done by other researchers. In Section III, we introduce mathematical description of the discretization problem. In Section IV, we give the formal description of intrusion detection based on Rough Set theory and justify that an intrusion detection system is equivalent to a decision table. In Section V, we propose some new concepts: information loss and information gain. Then we propose a novel discretization algorithm based on information loss and an attribute reduction algorithm based on information gain. In section VI, we use some typical data from KDDcup99 and make some experiments to analyze the performance of the algorithms. At the same time we propose an intrusion detection model based on SVM and apply the proposed algorithms to the model, then we test its application effect. The paper is concluded in Section VII with a summary.
II. RELATED WORKS
Before the advent of Rough Set theory the discretization algorithms had been researched in many fields. Discretization is to find a set of breakpoints to partition the sample set into a small number of intervals that have good classification coherence, which is usually measured by an evaluation function. An ideal discretization method can also minimize the number of intervals without significant loss of classification information of the initial samples. Discretization is performed prior to the learning process and it can be broken into two steps. The first step is to find the number of discrete intervals and only a few discretization algorithms perform this. The second step is to find the width, or the boundaries of the intervals given the range of values of a continuous attribute [3] .
The discretization algorithms are usually divided into the supervised algorithms and the non-supervised algorithms [4] . The non-supervised algorithms are independent to the classification attributes of samples. But the supervised algorithms depend on the classification attributes of samples. The non-supervised algorithms are simple and fast because they do not concern the classification situation of samples. But before discretizing continuous attributes, some parameters are usually set by the artificial experiences, which make these algorithms subjective in some extent. Otherwise, because the non-supervised algorithms are independent to the classification information of samples it is very difficult for the algorithms to get a good discretization effect. The supervised algorithms are more reasonable than the nonsupervised algorithms. The supervised algorithms utilize the classification information of samples to instruct the discretizing process, which makes discretizing effective. The supervised algorithms include many concrete algorithms. They use information entropy (e.g. PattersonNiblett), statistics (e.g. ChiMerge), the correlation degree of the attribute classification(e.g. CAIM) and the k-means of clustering as their measure, respectively [5, 6, 7] .
For the supervised discretization algorithms, one of the typical algorithms is based on decision tree which is proposed by Fayyad and Irani [8] . Supposed there are two attributes, one is a continuous numerical attribute X and another is a classification attribute C. The discretization algorithm is based on the classification information entropy of the samples. For the sample S of the attribute X, its values are divided into two parts: S1 and S2 by one breakpoint. We find one breakpoint T which makes the sum of the classification entropy for S1 and S2 get to the smallest. Then the value domain of the attribute X is divided into two sub-intervals by the breakpoint T. The procedure described above is repeated for each subinterval until the ultimate condition is satisfied. This ultimate condition is represented by the Minimum Description Length (MDL). But it is difficult to get this length. The algorithm only chooses a breakpoint each time and it needs more time to discretize the whole sample set when there are many samples.
Another typical supervised discretization algorithm is ChiMerge algorithm proposed by Kerber [9] . This algorithm uses  value of all adjacent intervals is less than the preset threshold. Because the algorithm merges two intervals each time its speed is also slow when there are many samples.
For the non-supervised discretization algorithms, they often use the equal-width-interval, equal-frequencyinterval or clustering method to partition the initial sample space [8] . These algorithms are simple and easy to be completed. But they do not consider the distribution of samples so that it is difficult to find some good breakpoints. So the performance of these discretization algorithms is usually unsatisfied. On the other hand, some non-supervised algorithms often use K-means clustering algorithms to discretize the continuous numerical attributes. But these algorithms are short of the theory evidence because they use the Euclid distance to partition intervals. And it is difficult to define the best number of intervals being merged each time. These discretization algorithms may change the indistinguishing ability of the initial decision system because they do not consider the classification attributes.
From another point of view, the discretization algorithms include two approaches: top-down and bottom-up. For the top-down methods, the initial sample set is considered as one big interval at the beginning. Then the best breakpoint is selected and this breakpoint partitions the whole interval into two sub-intervals. For each sub-interval, the process above is repeated until the whole partitioned sub-intervals satisfy some ultimate conditions. One of the typical algorithms is the discretization algorithm base on decision tree introduced above. Otherwise there are MDLP, CADD, CAIM and FCAIM.
For the bottom-up algorithms, all different sample values are used to construct the initial interval distribution. Then two adjacent intervals are chosen to be merged by means of some measure and a new interval distribution is generated. The merging process is repeated until the interval distributions satisfy some ultimate conditions. The typical algorithms are ChiMerge, Chi2, Modified Chi2, and Extended Chi2.
Among all discretization algorithms introduced above, most of them perform an iterative greedy heuristic search in the candidate discretization space, using different types of scoring functions as their measures to control the discretizing process of the samples. The calculation of these measures is usually complicated and it often needs more time. On the other hand, whichever algorithm is used it could result in information loss so that it would compromise the distinguishing ability of the decision system. So during discretizing the information loss should be avoided or reduced to the least. Hence the information loss can be used as the measure to control discretizing process.
III. MATHEMATICAL DESCRIPTION OF THE DISCRETIZATION PROBLEM
For Rough Set theory a knowledge description system is usually used to represent and process knowledge. A knowledge description system S is a four-tuple:
where U is a non-empty and finite set called the universe.
A is a non-empty set of attributes.
V is the value domain of the attribute a and V is the set of values of all attributes. : f U A V  → is an information function and it assigns a value to each attribute in a sample, which means aA
The decision table is a special knowledge description system and the most decision problems are described by it. For a decision table ( , , , ) It is obvious that the discretizing goal is to partition the sample space and to get the best breakpoint set for each continuous numerical attribute. Then there is
This means each of the partitioned sub-intervals is corresponding to a discrete value. After discretizing the old decision table will be replaced with the new one and they should have the same distinguishable ability, which means that during discretizing the information amount owned by the decision system should not be lost or its loss must get to the least. Hence the distinguishable ability of the decision system can be ensured.
IV. FORMAL DESCRIPTION TO INTRUSION DETECTION BASED ON ROUGH SET THEORY
As shown by the equation 1, a knowledge description system S is often defined as a four-tuple by means of Rough Set theory. The decision table is a special and important knowledge description system, and most decision problems can be described by it.
For an intrusion detection system (abbreviated to IDS simply), the procedure to detect intrusions is to judge the behaviors of the system by analyzing the acquired data from computers or Internet, which is corresponding to a decision procedure. The data which are processed by intrusion detection systems are usually rough, vague, incomplete and imprecise. They generally include some different attributes and these attributes are equivalent to the condition attributes in a decision table. The detection results can be represented by an attribute whose value is true or false, which represents that the system is attacked or normal respectively. This attribute is a Boolean variable and it is equivalent to the decision attribute in a decision table. From analyzing above we can conclude that an intrusion detection system can be represented by a decision table. Then we describe an intrusion detection system as a five-tuple:
where U is a non-empty and finite set of the samples. C is a non-empty set of condition attributes and each sample in U is an instance composed of the values of all attributes in C. D is a classification attribute set and it consists only a decision attribute. Its value depend on the state of the detected system (attacked or normal). Because the states of the detected system are very complicated and network attacks are various, the data processed by an intrusion detection system is usually some high dimensional data and it includes many different condition attributes, which are continuous or discrete. In order to improve the response performance of an intrusion detection system the knowledge reduction is often used to reduce the dispensable or redundant condition attributes so as to relieve the payload of the intrusion detection system. The knowledge reduction means to delete some dispensable or redundant attributes under the circumstance of assuring the distinguishable ability of the decision system. For a condition attribute rC  , if
, which means the attribute r does not affect the values of the decision attribute, whether it is used or not, then we consider the attribute r can be reduced.
The diagram of intrusion detection process based on Rough Set and attribute reduction is shown by Fig. 1 . 
A. The Discretization Algorithm Based on Information Loss
As described above, for the bottom-up method, the discretization of continuous numerical attributes is to select some adjacent sub-intervals according to some measure and merge them until the ultimate condition is satisfied.
Supposed that S is the sample set and X is a condition attribute, S is sorted by ascending order according to the values of the attribute X. The sorted result is 12 
where each interval only includes a sample value. When the values of the attribute X for all samples are different the number of the initial intervals is the same as the number of the samples. Next step is to select some adjacent intervals and merge them according to some measure until the ultimate condition is satisfied. After discretizing each interval is corresponding to a discrete value. The discretization of continuous numerical attributes is completed.
In order to speed up interval merging process, for the initial interval distribution 12 , ,......, n I I I , some adjacent intervals are merged if their classification attributes have the same value. Then the number of the initial intervals is reduced so as to facilitate the following merging procedure.
Supposed m( 2 mn ) adjacent intervals are chosen to be merged each time. It is very obvious that there exist many such intervals. Then which adjacent intervals are chosen to be merged? Next we define an important concept: information loss, and this concept is used to describe the loss of the information entropy generated during interval merging. The information loss is used as the measure to choose some adjacent intervals to merge.
Supposed we choose m adjacent intervals 12 , ,......, 
It is obvious that the discretization effect is better when the information loss generated during interval merging is less. Then the information loss is used as the measure to choose some adjacent intervals to merge. The procedure of interval merging is being repeated until the information loss of the current step is bigger than k times of the last step. k is an integer dependent on the user's definition, e.g. 2 or 3. Based on describing above the discretization algorithm base on information loss is described as follows: ************************************** The discretization algorithm based on information loss ************************************** The discretization algorithm( ) Input: the sample set S with the continuous numerical attribute X and the classification attribute D, the interval number being merged each time: m and an integer k.
Output: the sample set S with the discrete numerical attribute X and the classification attribute D.
Begin step1: sort the sample S by ascending order according to the values of the attribute X.
step2: generate the initial interval distribution according to the equation 4 and merge some adjacent intervals with the same value of the classification attributes into an interval, get the initial interval distribution 12 , ,......, n I I I .
step3: according to the equation 5, 6 and 7, calculate the information loss of each m adjacent intervals.
step4: choose one adjacent intervals to merge, which information loss is the least, hence get a new interval distribution.
step5: if the information loss of the current step is less than k times of the last step, go to step3; step6: discretize the value of the attribute X and let the interval [ , ) ab or [ , ] ab equal to int(( ) / 2) ab  , then we get the new sample set:
S ; step7: output the discretized sample set S . End
B. The Attribute Reduction for Rough Data
On the basis of the discretization algorithm described above we use the discretized data to reduce attributes and apply these reduced attributes to an intrusion detection system. Hence we can justify the application effect of the proposed discretization algorithm. On the other hand, the reduction of redundant attributes can eliminate the noise of the samples effectively and decrease the amount of the data processed by intrusion detection systems so as to improve the distinguishing ability and performance of the systems [12, 13] .
In order to reduce attributes we propose another important concept: information gain. This concept is also used to justify the robustness of the proposed discretization algorithm.
Supposed S is the sample set, its classification attribute D has k different values and the i th classification value is denoted with i D , the classification information entropy of the sample set S is denoted with () ES . () ES is calculated as follows:
where ( , ) i p D S is the ratio between the number of the samples which classification attribute value is equal to i D and the total number of the samples in S [14, 15] .
Supposed X is a condition attribute in the sample space S, XC  , X is used to partition S into n sub-spaces and these sub-spaces do not intersect, which means
S is defined as follows:
where () value X is the set of all values for the attribute X. After the sample space S is partitioned by the attribute X the classification information entropy is denoted with ( , ) E X S . ( , ) E X S is defined as fellows: ( , ) IG X S is defined as fellows:
According to the equations 8, 10 and 11, the information gain of each continuous numerical attribute for the sample space will be calculated. On the view of information theory, the information gain ( , ) IG X S represents the contribution of the attribute X to the classification ability of the decision system. It is obvious when the amount of the samples is enough the different sample sub-space should have the same or similar contributions to the classification ability of the decision system for a continuous numerical attribute. It also states when the attribute is discretized on the different sample sub-space by a robust algorithm the gotten information gain should keep similar and does not change bitterly. Next we use the information gain of each attribute as the measure to reduce some attributes which have less contribution to the decision system and propose an attribute reduction algorithm based on information gain. This algorithm is described as follows: ************************************** The attribute reduction algorithm based on information gain ************************************** The attribute reduction algorithm( ) Input1: the sample set S with the condition attribute set A and the classification attribute set D Input2: the preset threshold: TH Output: the reduced condition attribute set A 
VI. THE EXPERIMENTS AND ANALYSIS
In order to test the effect of the proposed discretization and attribute reduction algorithm a lot of experiments have been made. The goal of the experiments is to justify the robustness of the algorithm and its application effect to intrusion detection.
During the experiments a novel IDS model based on SVM is proposed [16, 17, 18] , as shown in Fig. 2 . The model uses SVM as the classifier to detect network intrusions. At first we choose randomly some data from KDDcup99 to train the proposed intrusion detection model so that we can find the best super plane used to classify. Then we choose other samples to test the performance of the detection model and the effect of the proposed discretization algorithm. Before the samples are sent to the detection model they must be filtered by the reduction of attributes so as to eliminate the noise or redundant data. Hence the payload of the detection model can also be reduced effectively. During the experiments a computer with T2450 CPU, 2.0GHz main frequency, 2G inner memory and 80G hard disk is used. The developing software is Visual C++6.0. The intrusion detection data: KDDcup99 is used as the processed objects. Because the amount of KDDcup99 is very massive we only use its 10%, which includes about 494021 records. Each record includes 41 condition attributes and 1 classification attribute. The values of the classification attribute are divided into 5 classes: Normal, DOS, Probing, R2L and U2R. 41 condition attributes include 34 numerical attributes and 7 symbol attributes. By analyzing all condition attributes we find the values of all symbol attributes and the values of 13 attributes among 34 numerical attributes are very limited, we consider they are discrete. So they are classified as discrete attributes. The detail distribution situation of all condition attributes is shown by TABLE I. Next we begin from 21 continuous numerical attributes to discuss the performance of the proposed discretization algorithm.
In order to judge whether the proposed algorithm is sensitive to the initial samples and it affects the decision system, we use information gain generated from the equations 8, 10 and 11 as the measure. Because the amount of the initial samples is about 494021 records and it is so massive that we select 9 data sets from KDDcup99 randomly during the experiments and each set includes about 30000 records. In order to speed up the discretizing procedure 3 adjacent intervals are merged each time(m=3). Another parameter k is 2. The discretizing situation for one of 9 data sets is shown in TABLE II and TABLE III . These tables list the change situation of the breakpoint amount for some continuous condition attributes. We can see the remarkable change of the breakpoint amount. Then the information gain of each attribute on the different sample sets is calculated. In order to compare these information gains on the different sample sets the equation 12 is used to normalize them. The equation 12 is defined as follows: During discretizing we find that the information gain of 6 attributes among 21 continuous condition attributes keep steady. Only the information gain of other 15 condition attributes occur to change. Fig. 3, 4 and 5 show the change situation of the information gains for 15 numerical attributes on the different sample sets. We can conclude from these figures that the information gains of the attributes 1, 5, 23, 29, 32, 33, 34, 36, 40 change smoothly and this states that the algorithm is not sensitive to the sample data for these attributes. But the information gains of other attributes change bitterly and specially for the attributes 6, 24, 30, 35, 38. Except for the attributes 35 and 38 the information gains of other several attributes become smooth soon after they occur to change.
On the basis of the proposed discretization algorithm we use the attribute reduction algorithm based on information gain to reduce the dispensable or redundant attributes. We select 3 sample sets from 494021 records randomly. These sample sets include 49400, 41000, and 34500 records respectively. When these records are selected we assure that the intersection of these sets is the smallest so as to enhance the adaptability of the reduction algorithm. Then we calculate the information gain of all attributes by the equations 8, 10 and 11. In order to compare these information gains from different sample sets they must be normalized by the equation 12. For the sample set with 41000 records the distribution situation of the information gains for each condition attributes is shown in Fig. 6 . The threshold value TH is set to 0.6. If two or more of the information gains of one condition attribute for 3 data sets is bigger than 0.6 this condition attribute is reserved, otherwise the attribute is reduced. The reduction result is that 11 condition attributes are reserved, as shown in TABLE IV. In order to assure the completeness of the samples the amount of the reduced condition attributes must be controlled lest some indispensable condition attributes are reduced. This can be assured by choosing a right threshold value flexibly. The reduction of the condition attributes is finished before training so it does not affect the speed of the intrusion detection model. After reducing the condition attributes, we use all 41 condition attributes and 11 reserved condition attributes to construct two detection models based on SVM, respectively. Before we train and test these models we divide 494021 records into 49 groups and each group includes 10084 records except the last group. When we divide the initial records we choose each group to keep the distribution of the amount of different attack types similar to the total samples. The amount of all kinds of attacks for each group is shown in TABLE V. We select 10 groups randomly as the training data and another 10 groups as the testing data, respectively. After two different models are trained they are used to process the testing data. For two models the detection ratio gets to 99.26 and 98.57 for DOS, 99.81 and 99.19 for probing, 99.97 and 99.74 or so for U2R and R2L, respectively.
The detection speed for different types of attacks is commonly increased by three times and even higher. Although two models include some condition attributes sensitive to the initial samples the detection ratio of these models almost keeps steady. So the proposed discretization algorithm is robust and it is superior to other algorithms (as shown in TABLE VI). It can be applied to such decision systems as intrusion detection.
VII. CONCLUSION
When Rough Set theory is applied the discretization of continuous numerical attributes is one of the most important steps. It is proved for discretizing to be a NPhard problem and it is impossible to get the optimal solution. In this paper, at first we review the current discretization algorithms and analyze their characteristics. Then we propose a novel discretization algorithm based on information loss and make a lot of experiments to test the sensitivity of the proposed algorithm to the initial samples. We also propose a fast attribute reduction algorithm based on information gain. These algorithms are simple and they can be completed easily. The experimental results justify that although the proposed discretization algorithm is sensitive to the initial samples for part of all condition attributes, it does not compromise its application effect, but it improves the response performance of the intrusion detection models. So the proposed discretization algorithm can be effectively applied to such decision systems as intrusion detection.
