I.

Indroduction
The use of auxiliary variable in survey sampling has old history. The auxiliary variable has been efficiently used by numerous survey statisticians to increase the precision of estimates. Laplace (1820) has used the auxiliary information in estimating the population of France. The use of auxiliary information in allocating probabilities of selection has been demonstrated by Hansen and Hurwitz (1943) . The auxiliary information also plays very significant role in number of estimating techniques in survey sampling. Cochran (1942) demonstrated the use of auxiliary information in defining the ratio estimator of population mean and total. Cochran, (1942) also introduced the regression estimator as more efficient method of estimation in survey sampling. Srivastava (1967) had shown the efficient use of auxiliary information in improving the performance of estimator. The use of multiple auxiliary variables in estimation has been introduced by Raj (1965) . Several ratio type and chain ratio type estimators have been discussed in the literature using the information on single and multiple auxiliary variables.
The estimation of the population mean is a persistent issue in sampling practice and many efforts have been made to improve the precision of the estimates. The literature on survey sampling describes a great variety of techniques for using auxiliary information by means of ratio, product and regression methods. Particularly, in the presence of multi-auxiliary variables, a wide variety of estimators have been discussed, following different ideas, and linking together ratio, product or regression estimators, each one exploiting the variables one at a time. Olkin (1958) was the first author to deal with the problem of estimating the mean of a survey variable when auxiliary variables are made available. He suggested the use of information on more than one supplementary characteristic, positively correlated with the study variable, considering a linear combination of ratio estimators based on each auxiliary variable separately. The coefficients of the linear combination were determined so as to minimize the variance of the estimator. Analogously to Olkin, Singh (1967) gave a multivariate expression of Murthy (1964) product estimator, while Raj (1965) suggested a method for using multi-auxiliary variables through a linear combination of single difference estimators. Moreover, Singh (1967) considered the extension of the ratio-cum-product estimators to multi-supplementary variables, while Rao and Mudholkar (1967) proposed a multivariate estimator based on a weighted sum of single ratio and product estimators.
John (1969) suggested two alternative multivariate generalizations of ratio and product estimators which actually reduce to the Olkin's (1958) Typically, almost all the estimators are based on the known means of auxiliary variables are nonlinear in the auxiliary means and the efficiency is studied through the first order approximation of their mean square error Wolter (1985) . But, in spite of the wide variety of estimators, many estimators exhibit the same performance at the first order of approximation. Moreover, they generally do not consider other sources of supplementary information such as that one provided by the moments of order greater than the first. As a matter of fact, some works deal with the problem of estimating the unknown mean of a study variable by using the means and variances of the auxiliary variables, but only in a two-phase simple random sampling scheme, Diana and Tommasi (2003), for a review. The use of multi-auxiliary information about means and variances is scarcely considered outside the double sampling Das and Tripathi (1981) in the case of a single auxiliary variable.
In addition most of the authors either propose a new estimator or developed the existing estimator leaving the concept of comparison among the existing estimators silent. In this regard an attempt is made to compare two existing estimators to determine the most efficient.
II.
Materials And Methods
source Of Data
The data used in this study were collected from Federal Inland Revenue Service (FIRS) Abuja. The data consist of 200 observations of overhead expenditure on office routine electronic equipment's and 200 observations of overhead expenditure on office routine furniture equipment's for the year 2011. The data is based on the cost of items (Y), manufacture length ( 1 X ) and days in the store ( 2 X ). Large sample size n > 30 units will be selected. 
Olkin (1958) Conventional Multivariate Ratio Estimator
where n and N are the sample and the population sizes respectively; n f N  , 
The Kadilar And Cingi (2004) Estimator
The Kadilar and Cingi Regression estimator, study used the following estimator: 
According to this definition, the study obtained dfor the estimator as The study obtains MSE of the estimator using (2.3.2) as follows:
We can also write (2.3.4) by
REG pr 
When this condition is satisfied, the Kadilar and Cingi (2004) estimator will be more efficient than the Olkin (1958) estimator.
III. Results And Discussion
Introduction
In this chapter empirical study is conducted to see the performance of the Kadilar and Cingi (2004) estimator over the estimator proposed by Olkin (1958) . The values of variance-covariance are used to calculate efficiency of the estimator for various values of 1 X and 2 X .
The data used for population 1 is based on record on overhead expenditure of office routine electronic equipment's cost of items (y) and period of items from the date manufactured ( 1 X ) and period of items stayed in the store ( 2 X ) for the year 2011. Then the samples of size 110 were selected.
The data used for population 2 is based on record on overhead expenditure of office routine furniture equipment's cost of items (y) and period of items from the date manufactured ( 1 X ) and period of items stayed in the store ( 2 X ) for the year 2011. Then the samples of size 150 are drawn using simple random sampling method. 
Comparison of Two Ratio Estimators Using Auxiliary Information
Conclusion
The study has found that Kandilar and Cingi (2004) multivariate ratio estimator has smaller mean square error than the Olkin (1958) average ratio estimator has. Therefore, the study concludes that the Kandilar and Cingi (2004) multivariate ratio estimator is more efficient than the Olkin (1958) average ratio estimator for this population.
