In this study, we demonstrate how price limits can affect a return series on limit-hitting days. Our identification of two effects -a ceiling effect and a cooling or heating effect (C-H effect) is based on a resampling method suggested by Wei and Chiang (1999) . We estimate the C-H effect by assuming that the return series will have a mixture normal density instead of a simple normal density. We apply our models to five randomly selected Taiwnese stocks as well as all the stocks that are continuously traded in our sample period. The simple normal density is soundly rejected and it would generally lead one to conclude that price limits can "cool off" stock prices. On the other hand, if normal mixture density is used, one would generally conclude that price limits will have no effect on the variance of stock returns.
Introduction
Many stock and commodity exchanges have long had limits on how far prices can move up and down in a single day. Do such price limits have any effect on the price behavior of a stock? Previous studies of this issue either concentrate on recovering the equilibrium price series on limit-hitting days or compare the return series for periods immediately following limit-hitting days in similar periods. Studies of the recovery of equilibrium prices have assumed that the price limits have no effect. Research comparing the return series for periods immediately following limit-hitting days with similar periods frequently shows strong heating-up effects can occur due to price limits. It seems natural to suspect that price limits do have some effect on the price behavior on limit-hitting days.
In this study, we first divide the effects of price limits on limit-hitting days into two categories: a cooling-off or heating-up effect (the C-H effect) and a ceiling effect. This categorization is based on a recent paper by Wei and Chiang (1999) who replace the returns on limit-hitting days with the average returns of the set, which includes limit-hitting days returns and the following day's return series. 1 The new series does not have the ceiling effect, but only the C-H effect.
To estimate the effect of price limits, the underlying return series are assumed to mixture normally distributed in order to handle the frequently observed fat tails. The computational burdens associated with estimating such a model are largely reduced by using the new series.
We applied this model to five randomly selected stocks traded on the Taiwan Stock Exchange as well as all the stocks that were continuously traded during our sample period. The simple normal density is soundly rejected and it would generally lead one to conclude that price limits can "cool off" stock prices. On the other hand, if normal mixture density is used, one would generally conclude that price limits may have less effect on means and have generally no statistically significant effect on the variance of stock returns.
Note although we base our estimation on Wei-Chiang series, our study differs significantly with Wei and Chiang (1999) such as the assumptions made, the questions raised and the methods used.
Wei and Chiang are intererested in recovering equilibrium moments by assuming there is no C-H effect on return series; we are interested in identifying if such effect exists. We assume that the return 1 Detailed discussions on how to construct the new series may be found in Section 2.
series to be a mixture normal and estimate the parameters of the return density and the effect of price limits simultenenously. Wei and Chiang does not have any of these features.
To what extent does the price limits exist? About half of the world's stock exchanges have some sort of price-driven trading-halt mechanisms. Most of them are in the form of daily price limits. For instance, Austria, Belgium, France, Italy, Spain, and Switzerland have price limits ranging from 5% to 20% per day (Roll 1988) . The newly established Chinese stock exchanges also favor the price limit mechanism, and in mid-1997, started to restrict daily prices change to 10%. Table 1 shows changes in the Taiwan Stock Exchange's price limits. In addition to many changes in price limits occurring before 1990 there were two recent ones on September 27, 1999 and on March 18, 2000. On September 27, 1999, the stock exchange's lower price limit was reduced from -7% to -3.5%, and was restored to -7% about two weeks later. The reason for this change was an earthquake that occurred on September 21, 1999. The Taiwan Stock Market stopped trading completely after the earthquake, but resumed trading on September 27. The decision to temporarily change the price limits implies that the regulatory body of the Taiwan Stock Exchange believes that the effect of price limits is to prevent large drops in prices, not merely to delay a stock from reaching its equilibrium price. Moreover, after the Presidential Election on March 18, 2000 in which an untested opposition candidate was elected to be the next President, the regulatory body again reduced the lower limit to -3.5%. This temporary change lasted for two weeks.
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In the United States, the issue of market halting became important after the stock market crash of October, 1987 . On November 5, 1987 , about two weeks after Black Monday (October 19, 1987 , the President created a task force on market mechanisms. The task force issued its report, known as the Brady Report, two months later. The first recommendation of the Brady Report suggested implementing circuit-breaker mechanisms. Between two kinds of circuit breakers, price limits and trading halts, the Task Force favored trading halts. The Task Force argued that the breakdown of normal information transmission that occurred on late Monday, October 19 and on Tuesday, October 2 Officially, in the usual vague words, the purpose to temporarily change the price limits is to "maintain the orderly execution and the stability of the exchange, to have investors to be able to estimate the damages (due to earthquake), and to be fair and transparent". (Event Records of the Taiwan Stock Exchanges, September, 1999, page 33. Translated from Chinese.) The reason cited for the newest temporary change due to the Presidential Election is to "prevent unusual market fluctuation" (Minister of the Treasury, 3/20/00, from chinatimes.com.tw). 20, was one of the main factors in the market crash. Later studies such as Lee, Ready and Seguin (1994) suggest that trading halts may facilitate information transmission but certainly do not reduce price volatility.
The previous literature on price limits can be roughly categorized into two branches. One branch concerns the effects of the price limits themselves. Investigators are interested in whether price limits decrease volatility as intended. Although they often compared the moments of the returns immediately following limit-hitting days, they did not compare then during the limit-hitting days.
For example, Lee et al. (1994) investigated the efficacy of trading halts by examining the effect of firm-specific New York Stock Exchange trading halts on volume and price volatility. Their study focuses on comparing the levels of trading volume and price volatility surrounding trading halts to a control sample. The control sample comes from periods of continuous trading for the same firm, matched for time of day, duration, and returns during the duration. Their primary conclusion is that trading halts do not reduce either trading volume or price volatility whereas in fact, volume after a trading halt is 230% higher and volatility is 50% to 115% higher than in the control sample.
In another recent study, Kim and Rhee (1997) considered the effect of price limits using Japanese stock data. They compared stock prices on days immediately before and after they reached their price limits with their prices on the days before and after they closely approached, but did not reach those limits. They found that price volatility levels were indeed higher for the days following hitting the price limits. They criticized an earlier study by Ma, Rao and Sears (1989) which found that the stock's volatility levels on the days following limit-hitting were actually lower.
Another branch of literature on price limits recognizes the importance of recovering the equilibrium price on limit-hitting days. For example, Roll (1984) studied market efficiency by investigating the relationships between unpredictable changes in weather and the price of orange juice futures.
The basic idea of the paper was that futures prices in an efficient market should incorporate all publically available long-term and short term weather forecasts. Unpredictable weather should be contemporaneously correlated with price movements. The investigation, however, was complicated by the presence of price limits in the sample period (October 1975 to December 1981 , in which price limits were hit on about 10% of trading days. Using the observed return series without correcting for the effect of price limits, Roll (1984) found a significant relationship between returns of the orange juice futures and subsequent errors in temperature forecasts issued by the National Weather
Service for the central Florida region where most juice oranges are grown. However, when one uses equilibrium returns, sudden changes in weather no longer correlate with the returns of the futures.
Roll considered this a puzzle and an indicator of market inefficiency. One possible problem in Roll's study is how to construct the equilibrium return series. The rough estimate of the equilibrium price for limit-hitting days was constructed by a rather arbitrary rule, namely, using the price of the subsequent day without hitting price limits. 3
In other studies to test whether the futures' prices are unbiased estimates of spot prices, one may use daily futures data. Since daily futures are subject to price limits, whether and how to factor in these price limits becomes very important. Hodrick and Srivastava (1987) More specifically, if a particular day registered a limit price move, the price for that day was assumed to be the price on the subsequent day without a price limit move. If multiple limits in the same direction occurred, the price on the first day with no limit was brought back to the day of the first limit move and all intervening days were discarded. If an up-limit was followed by a down-limit, the price change on day 1 was taken to be zero and day 2 was discarded. The next included observation was then day 3 if it were a non-limit. studies by Kodres (1988) and Kodres (1993) , after recovering equilibrium prices, found that futures are unbiased estimates of future spot prices. In a recent paper, Wei and Chiang (1999) gave an example of the effect on warrant pricing if stock volatility is not correctly estimated. For the stock studied in their paper, 4 if one uses the method of "discarding limit-data", the volatility will be 21% lower than Wei-Chiang's estimate, resulting in a 22.2% underpricing of an European call warrant if the Black-Scholes formula is applied. On the other hand, if one does not discard limit-data, the volatility will be underestimated by about 6%, translating into an underpricing of approximately 8.5% for the European call warrant.
There is a curious disconnection between the two branches of research. One branch finds that price limits often heating up price behavior immediately after limit-hitting days. However, the other branch assumes that there are no effects at all on recovered returns on limit-hitting days. One would assume that if reaching price limits does have an effect on stock prices in the days following such an event, they should also affect equilibrium prices on limit-hitting days.
To estimate the effect of price limits on limit-hitting days, one must recognize that the equilibrium prices on limit-hitting days are unobserved, not to mention possible additional shifts due to price limits. Therefore, to identify these effects, we must make some assumptions about the return generating process. We will discuss this issue in Section 3.1.
The paper is organized as follows: The data and how we have to organize it are in Section 2.
In Section 3, we assume that return series to be distributed in a mixture normal distribution and estimate five randomly selected stocks using maximum likelihood estimates. The main conclusion of this paper is that the price limits do have a strong heating-up effect on limit-hitting days. Section 4 concludes the paper.
Data and Sample Organization 2.1 Sample Organization and Some Notations
In general, we proceed by dividing our data sample into K +1 sample with subsample S j consisting of observations on trading days on which stocks hit their price limits on j consecutive previous trading days. For example, S 1 includes two days. The price limit is reached on the first day but not on the second day. Based on this definition, S 0 is the subsample which satisfies two conditions: (i) all daily returns in S 0 are within the price limit; and (ii) no days in S 0 come immediately after a limit-hitting day. We further let S 1 j be first day within the subsample S j . To better illustrate the notation, let us consider an example. Let 0 indicate that the return is within the price limit, and 1 indicate that the price limit is reached. Consider a sequence {0, 1, 1, 0, 1, 1, 1, 0, 1, 0, 0, 0}. One may assign each observation to a subsample: 1 ∈ S 0 ; 2, 3, 4 ∈ S 2 and 2 ∈ S 1 2 ; 5, 6, 7, 8 ∈ S 3 and 5 ∈ S 1 3 ; 9, 10 ∈ S 1 ; and 11, 12 ∈ S 0 . Moreover, let N be the total number of observations in the sample, and let N j be the number of observations in S j , where
The advantage of organizing the sample this way is that in each subsample S j , the price reaches equilibrium on day j + 1. One may now be able to easily distinguish between two effects of the price limit: (i) a ceiling effect, and (ii) a cooling-off or heating-up effect (C-H effect). The ceiling effect merely delays the price reaching equilibrium. Previous studies, when trying to recover the equilibrium price on limit-hitting days, simply assume that the ceiling effect was the only effect of price limits. In Therefore, in their studies, the average returns should be the same in S j when return series are iid. The purpose of this paper is to study whether price limits produce other effects on return series. More precisely, the question is whether price limits intensify or reduce the volatility of the underlying price series, which is the C-H effect here. By working with the subsample S j , we can get rid of the ceiling effect and concentrate on the C-H effect.
Formally, let r * t be an unobserved return series assuming no price limit. We also let r t be an unobserved return series assuming only the C-H effect (without any ceiling effect), and letr t be estimated r t . Finally, let r o t be the observed return series.
Ther t may be calculated byr
More interestingly, Wei and Chiang (1999) 
Equation (2) is fairly intuitive. Equation (3) overestimates the variance when j ≥ 0. 5 The reason for doing this is that we use means in S j (j > 0) to estimate the variance. This will clearly underestimate the variance. The weight suggested in (3) corrects that problem.
To further understand Equation (3), we may consider an example. There are N j number of S j .
Let all the S j 's be denoted as S j1 , S j2 , · · · , S jN j . Let the average of r t in each of the S j 's ber jk , and let the average of allr jk ber j . The sample variance should be
The approximation in (4) is used because the cross product terms are ignored. This approximation will be accurate if the sample is reasonably large and the return series are independent. The last line of Equation (4) indicates that using the average returns in each S j will under-estimate the variance of the return series. It will only be 1/(j + 1) of the sample variance if a daily return series is used.
Therefore, a consistent estimator of variance using sample average in each of S j should be multiplied by (j + 1). This leads to Equation (3).
5 Each observation is weighted equally if one uses V ar
Therefore, after some weight corrections as in (2) and (3),r t in (1) can used to obtain consistent estimates of the moments of r t , the unobserved return series, assuming only the C-H effect (without any ceiling effect). The difference in moments ofr t and r * t should then be the effect of price limits.
Data
The Taiwan stock market is one of the most liquid, and volatile markets in the world, and it is growing very fast. Its market capitalization has more than doubled every year, from US $3 billion identifier, the open and close price, the daily high and low, and the transaction volumes. The data set also contains daily returns adjusted for stock splits and dividends.
Whether a stock price hits the price limit is not a trivial question. It is complicated by a few factors. For example, there is a minimum tick by which a stock price may change. In Taiwan, the minimum price change for a stock depends on the price of the stock. It ranges from NT $ 1.0 to NT $ 0.10. One must be careful to consider such information in determining whether a price hits its limit, since a return might be less than 7%, when in fact the price has reached the 7% price limit.
For example, suppose the closing price yesterday for a stock was NT$ 57. A 7% price limit would allow the maximum price today for this stock to be NT $57 × 1.07 = NT$ 60.99. The minimum tick at this price range is NT$ 0.5. Therefore, the price has to stop at NT$60.5 since the next tick will put the price over the limit. Effectively, the price limit for this stock equals (60.5 − 57)/57 = 6.14%, much lower than the 7% price limit.
The sample data to be used in this section are composed of stocks that were continuously traded between 01/01/87 and 12/31/97, and thus were subject to three limit changes, occurring on 10/27/87, 11/10/86, and 10/11/89. Ninety-six stocks met this criterion. In Table 2 , a stock from the different trading days or different stocks from same trading day are all considered different trading sessions.
The number of total trading sessions then equals the number of trading days × the number of stocks. The clearest message from Table 2 is that stocks frequently reached their price limits, especially during those periods when price limits were less than 7%. When the price limit was 3%, stocks hit their price limit on more than half of the trading days. Stocks were more likely to reach positive limits than negative ones.
Another interesting observation from Table 2 is that there are significant number of cases where price limits were continuously hit for more than one day, and, in one case, on 40 consecutive days.
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In the next section, we first characterize the return series, and then proceed to estimate the effect of price limits on limit-hitting days.
Effects of Price Limits on Limit-Hitting Days

Characterizing the Return Series with a Mixture Normal Density
Let r o t be observed return series, and r * t be the underlying return series assuming no price limits. r * t = r o t if no price limits were reached. The difference between r * t and r t on limit-hitting days is the main concern of this study. In order to start our discussion, it is necessary to first answer the question: how is r * t distributed? First, we let r * t be independent. This assumption comes from the basic random walk hypothesis and is empirically supported (see Campbell, Lo and MacKinlay (1997) ). Another assumption we make is that the return series r * t is distributed according to a mixture normal density. Using a mixture normal density to model the return series was first introduced by Clark (1973) and then developed in Epps and Epps (1976) and Tauchen and Pitts (1983) . In such a model, there is a latent information inflow s t affecting stock returns. The return returns condtional on s t is assumed to be 6 The stock ID is 1718, and this occurred between 06/23/88 and 08/10/88, and the price of the stock more than tripled. The company is a manufacturing firm specializing in petro-chemicals. One reason for the big jump in stock price may be contributed to the significant jump of the price of a main product of the company in international market around that time. 
The model places no restriction on s t , the information flow. Neither is there guidance from economic theory. Nevertheless, the model does place restrictions on the unconditional moments of r t , which will be the function of µ and σ 2 , as well as the central moments of s. Much of the literature concerns the nature of the unconditional moments of r t . For example, Harris (1986) , Harris (1987) and Richardson and Smith (1994) showed that the fact that daily returns are kurtotic relative to the simple iid normal may be derived from (5) and confirmed by the data.
Most empirical work on daily financial returns has suggested that the return volatility follows the autoregressive conditional heteroskedasticity (ARCH) model of Engle (1982) or its extension into GARCH models by Bollerslev (1986) . These popular ARCH/GARCH models have been represented in terms of MDHs. For example, Nelson (1990) shows that the discrete time version of continuoustime exponential ARCH models can be written in terms of the MDH. In Andersen (1996) , the MDH is based on the theoretical framework of Glosten and Milgrom (1985) , a seminal paper in the study of microstructure of the market. Andersen also showed that a stochastic volatility representation of the information s t arrival process may generalize the GARCH(1,1) model and is consistent with the data.
So far we let r * t be independently and mixture normally distributed. For simplicity, we further let r * t be identically distributed. Obviously from Equation (5), the conditional density f (r * t , s t |s t ) is different when s t is different. We let the unconditional density be f (r * t ) = f (r * t |s t )g(s t )ds t where g(·) is the density for s t . One may let f (r * t ) be identical. It is necessary to note that the assumption of identical distribution for r * t is a questionable one. This assumption becomes even more questionable when the sample we study has a long time horizon.
Typical reasons for non-identically distributed r * t include changes in the fundamental values of the equity we are studying, and changes in the macro-economic variables which affect the returns of the equity. In our study, the time horizon will last for 11 years, which is long enough for some shifts in the distribution to take place. One way to partially remedy this potential problem is to consider a random variable conditional on the market index, r mt , i.e.,
where ε * t satisfying a normal mixture as in Equation (5). Based on the asset pricing model, shifts in macro-economic variables should be able to be captured by r mt .
In our analysis, since we are only concerned about moments within or outside of price limits, we restrict our attention to only three states of information arrival: strong negative information arrival (s t = −), insignificant information arrival (s t = 0), and strong positive information arrival (s t = +).
Under this simplified distributional assumption of s, the unconditional return series exhibit a mixture distribution. Let Pr(s t = i) = p i , and let p + = 1 − p − − p 0 . The conditional distribution of r t given
where µ i and σ 2 i , i = −, 0, + indicates the conditional means and variances of the normal distributions in each state.
The joint density of r t and s t may be given by
The unconditional density function is given by
A Mixture Normal Model with a Price Limit
So far we have outlined a simple mixture normal distribution without price limits. An intuitive way to model price limits with a mixture normal distribution is to consider the popular limited dependent variable model. Such a model will be appropriate and easy to estimate if the price limits are not reached consecutively on more than one day. If, as in our sample, the price limits are hit consecutively on more than one day, the likelihood function of a limited dependent variable model, as shown in Wu and Chou (1996) , will involve high dimension-integration. It is well known that high-dimension integrations are hard to calculate. Furthermore, if one works with mixture normal distribution instead of simple normal distribution, it becomes even more difficult to estimate.
However, we can work with a constructed sample. In each S j , we may use the average returns in S j , which is r t in our notation, to replace the observed returns, r o t . As discussed in Section 2.1, there is no ceiling effect in the series r t , only the C-H effects caused by price limits. Therefore, by working with r t , one can avoid calculating P rob(|r t | > b), which is where the high-dimension integrations come in. 7
Note r t and the underlying return series r * t , assumed to exhibit mixture normal distribution as in Equation (8), differ in two ways. First, the variance of r t in S j is only 1/(1 + j) 2 of the variance of r * t . Second, the price limit might have some effect on the return series itself. However, there should not be any censoring if r t instead of r o t is used. Using this intuition, we estimate a model of mixture normal distribution without censoring. Such a model is based on r t and r o t . We introduce the variance correction and the effect of price limits into the model. Since no censoring is necessary, the maximum likelihood function does not involve even one-dimension integration. The model becomes so much easier to estimate compared to a limited dependent variable model, although estimating a mixture normal itself can still be tricky.
We rewrite the density function Equation (8) in terms of r t .
where
When one works with r o t , the ceiling effect exists and one must find out the P rob(|r o t | > b) in order to do the maximum likelihood estimate.
where j indicates an observation comes from sample S j . When j = 0, i.e., an observation comes from S 0 where no price limits were hit and with r t = r o t , no correction is necessary. However, when j > 0, r t represents the average returns in S j , the standard deviation of r t is σ i /(j + 1). Therefore, a correction is necessary. The estimated parameters (γ − , γ + ) and (ζ − , ζ + ) reflect the effect of price limits on the stock returns. We will give precise estimates of the effect of price limits in the next section.
Empirical Estimates and Effect of Price Limits
The parameters in Equation (9) may be estimated using standard maximum likelihood techniques.
One problem of estimating the likelihood function of mixture density is the non-existence the global maximum of the likelihood. A singularity arises whenever one of the distributions is imputed to have a mean exactly equal to one of the observations. 8 However, as Hamilton (1994) pointed out, such singularities do not pose a major problem in practice, since numerical maximization procedures typically converge to a reasonable local maximum rather than to a singularity. The largest local maximum with σ j > 0 for all j is described as the maximum likelihood estimate. Hence, if a numerical maximization algorithm becomes stuck at a singularity, one satisfactory solution is to simply ignore the singularity and try again with different starting values.
Five stocks are randomly selected to estimate Equation (9). In Table 3 , we list some characteristics of these stocks. They are from different industries, and differ significantly in terms of market capitalizations. The percentage of days when they hit their price limits also vary.
The detailed estimation results are listed in Table 4 for only one stock (stock ID = 1101). We do not report the estimation results for the other four stocks since they are similar to the one in Table   4 . For each stock, we consider eight different specifications. Among those eight models, four of them are based on the simple normal density, while the other four are estimated using the mixture normal density. For either density, we estimate models that are conditional on market indices and ones that are unconditional on market indices. Each of these models are also estimated with or without introducing effects of price limits for comparison. We report likelihood values of all models and one may compare them using likelihood ratio tests.
One may draw a couple of conclusions from Table 4 . First, the mixture normal density is much preferred to the simple normal model. The likelihood values of four models using mixture normal densities are much higher than the corresponding ones using simple normal. For example, consider a conditional model without introducing effects of price limits (Column VII). The corresponding model is Column III. The difference of the likelihood values is 147, way higher than the value required by 1% significance level. 9 This should not come as a surprise, given the significant literature on the mixture density hypothesis.
Second, the models with effects of price limits dominate in the likelihood sense ones without effect of price limits. The last column of each table, Column VIII, lists the estimates for Equation (9). It is a mixture normal distribution conditional on market indices with the effects of price limits.
Models in other columns can all be nested into this model. Simple likelihood ratio tests yield the conclusion that this model is preferred over all other models.
All five stocks show remarkably similar patterns, heavily favoring the mixture normal distribution and yielding the same conclusion.
In order to discuss the effect of price limits on stock returns, we first let the effect be the percentage change of both mean and variance when price limits are hit. In particular, we define the effect m b , v b in Equation (10).
variance effect :
The conditional mean in the mixture normal is given in Equation (11).
where φ(·) and Φ(·) are pdf and cdf of a standard normal.
The conditional variance is slightly more complicated. It is given in Equation (12).
In Equations (11) and (12), a negative number means that price limits reduce the conditional mean or variance. We say that price limits "cool off" stock returns. On the other hand, a positive number indicates a "heating-up" effect of price limits on stock returns.
In order to get standard errors associated with estimated m b and v b , we use a simulation method.
Let the vector of the parameters from maximum likelihood be β, andβ are the maximum likelihood estimates. Let the covariance matrix ofβ be V β . We randomly draw β 1 , β 2 , ..., β K according to
One may use average and the associated standard errors of the m b and v b to approximate the effect of price limits. Note there is one more complication: in our sample, there are three different price limits, 3%, 5%, and 7%. Let b j denote different price limits. The effect of price limits and its standard errors are calculated using Equation (13) and Equation (14).
where w j is weight assigned to each price limit. It equals the fraction of the days that each price limit was in place in our sample periods. Table 5 lists the effect of price limits on all five stocks. To get a comprehensive view, we also estimate the effects for all 96 stocks in our sample. We use K = 1, 000. From Table 5 and Table 6, we may draw the following conclusions. First, the effect on all five individual stocks as well as to all stocks are similar, indicating that our results are robust across the boards.
Second, when one uses simple normal density, the price limits will significantly reduce both the conditional mean and variances of stock returns. However, when mixture normal density is used, the "cooling-off" effect of price limits on means is not as large as in the case of simple normal density.
More importantly, the effect of price limits on conditional variance will essentially be reduced to zero, indicating there is no effect of the price limits on the variance of stock returns. *. "conditional/unconditional" means whether the estimates are conducted conditional on market index. **. "yes/no" means whether the effect of price limits is considered. ***. "-,0,+" means which state this variable corresponds to. (a) "+" means a "heating-up" effect, and "-" indicates a cooling-off effect.
(b) standard error is in parenthesis, calculated by a monte carlo method.
(c) when hit -limits, a neg # in mean effect means an increase #%. 
Conclusions
Do price limits have any effects on the price behavior of a stock? To answer this question, we first distinguish two different kinds of effects on the price behavior, the ceiling effect and cooling-off or heating-up effect (the C-H effect). The question of whether price limits have any effect on stock prices depends on the presence of a C-H effect.
Identification of the C-H effect comes from a reorganization of data samples according to Wei and Chiang (1999) . The sample is organized by dividing our data sample into K + 1 sample with subsample S j consisting of observations on trading days on which the price limit had been reached on j consecutive previous trading days. In this way, all subsamples will not have any ceiling effect.
The difference between the S j , j > 0 and S 0 is then the C-H effect.
Further, the return series in the paper is assumed to mixture normal instead of simple iid normal.
The underlying return series is independent and each return has a probability that it may come from a high mean, average mean or low mean normal density. A maximum likelihood estimate of the effect of price limits is calculated for five randomly selected stocks as well as all the stocks in the Taiwan Stock Exchange.
In general, we conclude that price limits will have some "cooling-off" effect on means of stock returns. But such an effect is less in magnitude when mixture normal is used. More importantly, the effect of price limits on variance is mostly statistically insignificant with mixture normal density, although a simple normal density would suggest otherwise.
