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近年，Web サービスの普及に伴いシステムでの耐故障性が重要となっている．本研究は仮想マシンモニタ
（VMM）により，プライマリバックアップモデルのソフトウェア冗長化機構を構築することで，既存のプロ
グラムを変更することなく耐故障性を提供する方式の提案を行う．また本研究では，これの設計と実装を行
い，性能評価を行う．結果として，冗長資源管理により，主資源が停止時に冗長資源が機能することを確認
した．
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This paper proposes the method of providing faulttolerance. Our approach employs a virtual machine
monitor (VMM) that constructs a software redundancy structure of the primary-backup model for fault
tolerance. This paper describes the design and implementation of our VMM, and the results of its
evaluation. In consequence of our study, the software redundancy structure efficiently functions, and
the backup works instead of the primary when the primary failed.
1 はじめに
近年，航空機の予約システムや銀行取引，メディ
アコンテンツの販売など，多くのWebサービスが登
場している．こうしたWebサービスの普及に伴い，
それぞれのシステムでの耐故障性が重要となってい
る．耐故障性とはシステム内で発生した故障の回復，
分離により，システム障害を回避する特性のことで
あり，もしWebサービスを提供するシステムに耐故
障性を含めた設計が行われていない場合，システム
の構成要素に発生した故障によりシステム障害が発
生し，単一故障によるサービス停止を回避できない．
こうしたサービスの停止は，広告収入や商品売上げ，
情報流通に影響するため，社会に対して重大な影響
が発生する．
また，Webサービスでは上記に述べた偶発的なシ
ステム停止のほかに，ハードウェアの老朽化などに
よる必然的なサービス停止がある．しかし，Webホ
スティングサービスなど，サービス提供者とサービ
ス利用者以外の第三者がWebサーバを管理している
場合，ハードウェア交換作業の告知やサービス停止の
適当なタイミングを発見することは困難であり，こ
うしたメンテナンス中もサービス停止を回避する方
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法が必要となる [1]．
現在，システムの耐故障性の解決方法として，ハー
ドウェアによるシステム構成要素の冗長化がある．こ
の手法では，サーバへハードウェアによる冗長化管
理機構を追加し，各構成要素を複数個実装する．こ
れにより，単一要素の故障が発生した場合も，管理機
構が選択的に冗長資源に切り替えることにより，シ
ステム障害を回避しサービスの継続ができる．しか
しハードウェアによる冗長化機構を持つサーバは機
器コストが高く，安価なWebホスティングサービス，
小規模なWebサービスに対しては実現が困難である．
そこで本研究は，小規模なWebサービスに対して
耐故障性を提供する方法について提案する．本研究
では，これまでのハードウェアによる冗長化機構に
代わり，ソフトウェアによる冗長化機構を利用する
ことで，ハードウェア設計コストや導入コストを削
減し，安価に耐故障性を実現する方法について示す．
本研究では冗長化のモデルとして，プライマリバック
アップモデルを利用する [2]．プライマリバックアッ
プモデルは，2つの同一構成のハードウェアセットを
ソフトウェアにより結合し，これらの状態を定期的
に同期させることで，システム内の単一故障を隠蔽
し，システム障害を回避するモデルである．
プライマリバックアップモデルをソフトウェアで実
現する場合，アプリケーション自体に変更を加え複数
のマシン上でこのモデルを形成する方法や，OSに変
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更を加え複数の OSが協調してモデルを形成する方
法がある．しかし，Webサービスではサービスプロ
バイダごとに利用するソフトウェアが異なることか
ら，これらの方法ではサービスプロバイダごとに実
装が必要となるため，現実的ではない．そこで，本研
究では仮想マシンモニタ（Virtual Machine Monitor
: VMM）を利用したプライマリバックアップモデル
の実現を行う．VMMは物理マシン上に仮想マシン
（Virtual Machine : VM）を提供するソフトウェア
である．また VM内で実行されるプログラムをゲス
トプログラムと呼び，対象が OSの場合にはゲスト
OSと呼ぶ．VMMがプライマリバックアップモデル
機能を提供することにより，物理マシン上で動くプ
ログラムに変更を加えることなく，プライマリバッ
クアップモデルを実現できる．
本研究では，以上の実装を行い，VMMによるプ
ライマリバックアップモデル実現に必要な要素を解
析する．また，これの実装により得られるゲストOS
のオーバーヘッド，プライマリバックアップ間の同
期時間について解析を行い，現時点での設計上の問
題点と実利用に向けたプライマリバックアップモデ
ルの実現要素についての考察を行う．
本稿では，まずWebサービスに対して，VMMが
プライマリバックアップモデルを提供するための解
決手法について示す（2章）．次にVMMの詳細設計
について 3章に示し，これを実装した結果と性能に
ついて 4章に示す．最後に 5章で現時点での問題点
とその解決手法について考察を行い，6章に結論を
示す．
2 解決手法
2.1 プライマリバックアップモデル
本研究では，VMMがプライマリバックアップモデ
ルを提供することにより，偶発または必然的なハー
ドウェア故障を隠蔽し，システム障害を回避する．プ
ライマリバックアップモデル [2] は，システムを主資
源となるプライマリと，冗長資源となるバックアッ
プから構成され，障害が発生していない場合には主
資源のプライマリを，プライマリに障害が発生した
場合にはバックアップを利用することで，単一障害
の隠蔽を実現するモデルである．プライマリバック
アップモデルは主に，各マシン上の資源を実行する
機能とプライマリ-バックアップ間で資源の同期を行
う機能，それぞれに障害が発生していないことを検
出する機能により構成される．本研究では 2台のマ
シンを VMMにより管理し，連携させることで，プ
ライマリバックアップモデルを実現する（図 1）．
本手法では，プライマリ，バックアップそれぞれの
マシンはVMMにより管理される．各VMMはVM
をWebサービスが含まれるゲストOSへ提供し，ゲ
ストOSの実行を行う．プライマリバックアップ間の
同期機構として，VMMはマシン内のネットワーク
カードを管理する．ネットワークカードによりイー
サネットを介してプライマリ VMMとバックアップ
VMMが通信することで，プライマリゲスト OSと
バックアップゲストOSの状態を同期させ，プライマ
リバックアップモデルを実現する．また，各 VMM
はイーサネットにより互いの生存確認を行うことで，
障害検出を行う．プライマリに障害が発生した場合，
バックアップ VMMは障害検出機構によりプライマ
リの故障を検出し，プライマリゲスト OSの代わり
としてバックアップゲスト OSを実行することでシ
ステム障害を回避する．
2.2 仮想マシンモニタの実現
本研究では VMMによりプライマリバックアップ
モデルを実現することで，OSやアプリケーションに
変更を加えることなく，多くのWebサービスへ耐故
障性を提供する．これを実現する環境として，本研
究では多くのサーバが利用している IA-32アーキテ
クチャ [8]を対象とした．
IA-32は多くのサーバ環境で利用されるアーキテ
クチャであるものの，命令上の特徴から VMMの実
装が困難である [3]．そのため，IA-32上にVMM環
境を実現する方法では，ゲスト OSへ変更を加える
ことで仮想化を行う準仮想化（Para-Virtualization）
方式やハードウェア仮想化機構を利用する完全仮想化
（Full-Virtualization）方式が一般的である．本研究
では IA-32の提供するハードウェア仮想化機構 Intel
VT-xを利用し完全仮想化方式による VMM環境を
構築する．
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図 1: プライマリバックアップモデル
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2.2.1 準仮想化VMM環境
準仮想化方式では，ゲスト OSの発行する命令の
うち，特殊レジスタ操作命令を VMM呼出に変更す
ることで仮想化を実現する．この変更により，ゲス
ト OSの処理のうち，仮想化を行うべき処理がすべ
て VMMへ通知されるため，VMMがこれらをソフ
トウェアで解決することでゲスト OSが操作対象と
したハードウェアを仮想化する．このようにゲスト
OS の処理をハードウェアへ直接伝播させないこと
で，ゲスト OSとハードウェアを独立させ，プライ
マリバックアップモデルのようにソフトウェアの状
態をマシン間で移動させることが可能となる．
準仮想化方式に関する先行研究として，[4]がある．
[4]では IA-32の提供する仮想メモリ機構を利用する
ことで，ゲスト OSのカーネルプロセス間の保護を
提供し，仮想化環境を実現した．またXen[5]も準仮
想化環境を実現する VMMであり，ゲスト OSに対
して大量の変更を行い仮想化環境を実現する．
準仮想化方式では，ゲスト OSに変更を加えるこ
とで仮想化環境を実現するため，ハードウェア仮想
化環境のような通常の OSを実行する以外の特殊な
ハードウェアは不要である．しかし，準仮想化方式
ではゲストOSに変更を加えるため，新しいバージョ
ンの Linuxカーネルへの対応や，多種の OSサポー
トが困難になるという欠点がある．Webサービスで
はサーバアプリケーションを実行する OSが多種に
渡り，また各サービス提供事業者が過去の設計を新
しいサービスの設計を行う際に利用する場合，サー
ビス事業者ごとにOSが固定されることもあり，サー
バは柔軟なゲスト OSへの対応が求められ，準仮想
化方式による仮想化は望ましくない．
また，既存の準仮想化方式の VMMを変更し新た
な機能を追加する場合，追加した機能がゲストOSか
ら利用できるようにゲスト OSへ変更を加える必要
がある．一般にゲスト OSは巨大であり，このよう
な変更点をすべて発見することは大変困難であるた
め，バグの要因にもなりやすい．ハードウェア仮想
化機構を利用した完全仮想化環境では，ハードウェ
アによりこれらの変更点を実行中に検出できること
から，VMMへの機能追加も容易であるため，本研
究では完全仮想化方式の VMMを利用する．
2.2.2 完全仮想化VMM環境
本研究で利用する完全仮想化方式では，IA-32の
提供するハードウェア仮想化機構 Intel VT-xを利用
する．Intel VT-xは Intel Core シリーズ以降のプロ
セッサに搭載された機構であり，VMMがこれに設定
を加えることで，特定のゲスト OS中の命令を検出
できる．そのため，準仮想化のようなゲストOSへの
変更は不要となり，ゲストOSカーネルのバージョン
アップや，多種のOSをサポートすることができる．
Intel VT-xを利用した完全仮想化の VMMとして
は Xen3.0 [6]がある．本研究では完全仮想化方式の
VMMをスクラッチから構築することで，プライマ
リバックアップモデルを提供する VMMの必要機能
の解析を行う．また，プライマリバックアップモデ
ル実現に不要な仮想化や，その他制御用の機能を取
り除くことで，プライマリバックアップモデル実現
のための純粋なオーバヘッドや実行性能を実現する．
3 実装
本章では 2章で示した実装について示す．本研究で
構築する VMMを図 2に示す．VMMは仮想 CPU，
仮想デバイス，デバイスドライバ，通信機構から構
成される．また本研究では VMMがプライマリバッ
クアップモデルを提供するゲスト OSとして Linux
2.6.23を使用する．
仮想CPUと仮想デバイスは，ゲストOSに対して
仮想機構を提供することによりゲスト OSと物理マ
シンを独立させる機構である．仮想 CPUはゲスト
OSの実行とメモリ管理機構などカーネル実行に必要
な機構の仮想化を行い，仮想デバイスは CPUに接
続されたデバイスの仮想化を行う．また，通信機構
とデバイスドライバはプライマリバックアップ間で
ゲスト OSの同期を行うための，データ転送機構で
ある．
Linux 2.6.23
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Virtual CPU Virtual Devices
Device Drivers
Communication Module
NIC
Virtual Machine
図 2: VMMの構成
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3.1 仮想CPU
仮想CPUはゲストOSの実行機能を提供する．本
研究では仮想 CPUの実現にハードウェア仮想化機
構 Intel VT-xを利用する．Intel VT-xは現在多くの
Intel IA-32環境で提供されているため，多くのWeb
サーバ環境で利用可能である．
Intel VT-xはプログラム実行用のVMX rootモー
ドと VMM実行用の VMX non-rootモードを持つ．
VMX rootモードではすべての命令を実行可能であ
り，VMX non-rootモードはVMX rootモードで作成
したルールに基づいた命令実行が可能である．VMM
環境を構築する場合，VMMを VMX rootモードで
実行し，ゲスト OSを VMX non-rootモードで実行
する．まずVMMがVMX rootモードで起動すると，
Intel VT-xの初期化としてVMX non-rootモードの
設定を行い，ゲストOSから特殊レジスタ操作命令な
ど一部の命令実行権限を剥奪する．次に VMMはゲ
ストOSをメモリ上へロードし，ゲストOSをVMX
non-rootモードで実行する．VMMにより実行権限
を剥奪された命令をゲスト OSが発行すると，ゲス
ト OSは中断され VMMの VMXハンドラが呼び出
される．VMXハンドラは，ゲストOSが発行した命
令にあわせて，これらを適切にハンドリングするこ
とで，ゲスト OS内の特定の命令を仮想化する．
例えば I/O命令をVMMが検出しハンドリングす
ることにより，VMMはゲスト OSへ仮想的なデバ
イスを提供することができる．
3.1.1 仮想化する命令
本研究では，IA-32命令のうち，CPUの特殊レジ
スタ操作命令，I/O命令，特定のメモリ領域操作命令
の 3種類を仮想化する．CPUの特殊レジスタ操作命
令はメモリ管理機構に影響する命令であり，これを
仮想化することでゲスト OSから VMMのメモリ領
域を保護することができる．また，I/O命令は CPU
外部のデバイスと通信を行うための命令であり，こ
れの仮想化によりCPUに接続されたデバイスを仮想
化する．I/O命令を仮想化することにより，ゲスト
OSのデバイス操作と物理デバイスを独立させ，プラ
イマリバックアップ間でデバイス状態の同期を実現
する．詳細については 3.2に示す．特例のメモリ領域
に対するメモリ操作命令の仮想化は，ゲスト OSか
らの VMMのメモリ領域操作を禁止し，ゲスト OS
による VMMの破壊を防止する．
Intel VT-x環境では，以上に述べた命令以外であ
る分岐命令，算術命令，ソフトウェア割込み命令は
ゲスト OSが直接実行する．準仮想化環境 [4]では，
ハードウェアサポートが無いためゲスト OSの命令
検出を粗粒度でしか行うことができないため，ソフ
トウェア割込み命令も VMM呼出が発生する．その
ため，準仮想化環境では，Linuxのシステムコール
について大きなオーバーヘッドが発生するが，Intel
VT-x環境ではこのオーバーヘッドを軽減することが
できる．
3.1.2 同期されるべき仮想CPU状態
プライマリバックアップモデルではプライマリゲ
スト OSと同じ状態のバックアップゲスト OSを作
成することで障害を回避する．そのため，仮想 CPU
の状態はプライマリバックアップ間では同期される
必要がある．
本研究ではプライマリバックアップ間で同期され
るCPU状態として，Intel VT-xの管理する状態のう
ちゲスト状態（Guest-state）とVM実行状態（VM-
execution control），VMMの管理するゲストOSの
汎用レジスタ内容を対象とした．ゲスト状態は仮想
化されたCPUの特殊レジスタ状態であり，主にメモ
リ管理機構の設定を保持している．これをプライマ
リバックアップ間で同期することにより，ゲストOS
の持つ仮想メモリ状態やメモリ保護を同期させるこ
とができる．また，VM実行状態は VMX non-root
モードから VMX rootモードに遷移した要因を保持
しており，バックアップではこれを取得することで，
同期後ゲストOSを開始する方法を解決できる．ゲス
ト OSの汎用レジスタ内容はただ一つの Intel VT-x
の管理しないゲスト OSの状態であるが，これもゲ
スト OS状態の一部であるため，プライマリバック
アップ間で同期する必要がある．
同期の際は，プライマリ VMMがゲスト OS実行
を一旦停止し，ゲスト OS状態を固定し送信のため
のゲスト OS状態を作成する．また同様に，バック
アップもゲストOSを停止させることで，VMMの持
つゲスト OSの状態がゲスト OSによって変更され
ないことを保障する．最後に，プライマリ VMMが
プライマリゲストOS状態をメモリ上から読み出し，
通信機構を介してバックアップへ状態を転送，バッ
クアップのゲスト OS状態にプライマリのゲスト状
態を上書きすることで，プライマリバックアップ間
の CPU状態の同期を行う．
3.1.3 物理メモリの仮想化
プライマリバックアップモデルの実現には，CPU
状態以外に，プライマリバックアップ間で物理メモ
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リの内容も同期する必要がある．また，IA-32のメ
モリ管理機構はページテーブルにより仮想メモリを
管理するため，CPU状態と合わせてメモリ上に存在
するページテーブルも転送しなければならない．そ
のため本研究では，VMMがゲスト OSに対して物
理メモリサイズを 128MBと通知することで，ゲス
ト OSの操作するメモリ領域を制限し，この領域を
プライマリバックアップ間で同期を行う．
3.2 仮想デバイス
プライマリバックアップモデルでは，CPU，物理
メモリといったサーバの主要構成要素以外である物
理デバイスの内部状態もプライマリバックアップ間
で同期する必要がある．
通常の OS環境では，OSカーネルは I/O命令や
MMIO命令により直接物理デバイスを操作し，デバ
イスの内部状態はそれぞれのデバイス内に保持され
る．プライマリバックアップモデルの実現には，任
意の時点でプライマリの持つデバイスの内部状態を
バックアップ持つデバイスと同期させる必要がある．
しかし，これらデバイスの内部状態は外部から読み
出すことが困難であるため，デバイスの内部状態を
得るためには，マシン起動後にデバイスに対して発
行された命令に基づいて内部状態を推測する必要が
ある．
3.2.1 仮想デバイスの実現
本研究では Intel VT-xによりゲストOSの発行す
る I/O命令をすべて検出し，ゲスト OSがデバイス
に対して発行した命令を取得することでデバイスの
内部状態を推測し，プライマリバックアップ間のデ
バイス状態の同期に利用する．これの実現のために，
本研究のVMMはゲストOSの I/O命令検出機能と，
同期対象のデバイスに関するデバイスモデルを持つ．
デバイスモデルとは，デバイスに対する入力より内
部状態を推測するためのモデルである．
まず，VMMはゲストOS実行前に，同期対象とな
るデバイスに対しての I/O命令がVMMへ通知され
るように Intel VT-xの設定を行う．次にVMMはゲ
ストOSを実行し，ゲストOS中の対象デバイスへの
I/O命令を検出する．VMMではこれらの I/O命令
をデバイスモデルに入力することで内部状態を推測
し，VMM内にデバイスの内部状態を生成する．ま
たゲストOSの出力を外部に反映させるため，VMM
はデバイスモデルの内部状態に基づいて物理デバイ
スを操作し，出力を行う．
本方式では，ゲストOSは直接デバイス操作を行わ
ないものの，直接デバイスを操作する場合と同様の
出力を得ることができる．このような VMMがゲス
ト OSへ提供する仮想的なデバイスを仮想デバイス
と呼ぶ．本研究では仮想デバイスとして，実時間ク
ロック，割込みコントローラ，RS-232Cコントロー
ラの 3種類のデバイスを定義した．
プライマリバックアップ間でデバイス状態の同期
では，まずプライマリ VMMの持つデバイス状態を
バックアップへ送信する．次にバックアップ VMM
はこの状態となるよう物理デバイスを操作すること
で，プライマリとバックアップの持つデバイスの状
態を同期させる．
3.2.2 仮想割込みコントローラ
仮想割込みコントローラは単純な内部状態と，複
雑な機能を持つ仮想デバイスである．本研究では仮
想割込みコントローラのデバイスモデルとしてLinux
で広く使われている Intel i8259aを利用した．i8259a
は外部割込みを割込みベクタに割り当てる機能，外部
割込みをマスクする機能，割込み禁止区間での割込み
を保持しておく機能を持つ．そのため，仮想 i8259a
は内部状態として割込みキューと割込みマスクのみ
持つ．VMMは実デバイスから発生した割込みをこ
のキューに接続し，ゲスト OSが割込みを許可する
までキュー内に保持することで，i8259a同様の機能
を提供する．
プライマリバックアップ間のデバイス状態の同期
では，割込みキューを転送することにより，プライ
マリゲスト OSが処理していない割込みも，プライ
マリバックアップ間で同期させる．これにより，物
理マシンからの割込み発生とゲスト OSによる割込
みの処理を独立できる．
3.3 通信機構
本研究ではプライマリとバックアップ間の同期機
構として VMMの管理するネットワークカードを利
用する．プライマリバックアップマシンはそれぞれ
ネットワークカードを持ち，イーサネットによりデー
タ交換を行う．ネットワーク操作ため，VMMはプロ
トコルスタックとネットワークカードのデバイスド
ライバを持つ．VMMプロトコルスタックは，デバ
イスドライバ，IP層相当のネットワーク層，トラン
スポート層として再送機能を持つページ転送プロト
コル（Page-Transfer-Protocol：PTP），ゲスト OS
同期層の 4階層により構成される．
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3.3.1 ページ転送プロトコル
PTPではメモリや CPU状態，デバイス内部状態
などの各状態転送をデータ転送と応答 ACKにより
構成する．プライマリがバックアップへデータを転
送した後，バックアップが応答 ACKをプライマリ
へ返送することで 1回の転送が完了する．プライマ
リはデータ送信前に ACKタイマをセットし，ACK
が一定時間に返送されない場合にはデータの再送を
行う．これにより，プライマリとバックアップ間で
データが消滅した場合や，バックアップからのACK
が消滅した場合には，データが再送されるためネッ
トワーク上のデータ消滅を回避できる．
PTPにおいて ACKが消滅した場合，同じ内容を
持つ 2個のデータがバックアップへ到達する．これら
のデータはバックアップに対して等価の影響を与え
なければならない．そのため，PTPではバックアッ
プを無状態とし，PTPヘッダ内にデータを処理する
ための十分な情報を含めることで，これを保障する．
3.4 プライマリバックアップモデルの実現
3.4.1 プライマリバックアップ間の同期処理
プライマリバックアップ間の同期処理を図 3に示す．
プライマリバックアップの同期では，まずプライ
マリ VMMがプライマリゲスト OSを停止させゲス
ト OS状態を確定する．次に，バックアップに対し
て同期のリクエストを発行し，バックアップのゲス
トOSを停止させる．最後にプライマリがバックアッ
プに対して PTPによりゲスト OSの状態を転送し，
バックアップは受信した状態をバックアップのゲス
ト OSの状態へ上書きする．これにより，プライマ
リのゲストOS状態がバックアップのゲストOSへ反
映され，プライマリのコピーを作成できる．コピー
が完了すると，プライマリは完了パケットを送信し，
バックアップへすべての状態を転送したことを通知
する．
3.4.2 プライマリの生存確認
ゲストOS状態の転送中にはプライマリが PTPリ
クエストを発行するが，プライマリの生存確認では，
バックアップからプライマリへハートビートリクエ
ストを発行することにより生存確認を行う．プライ
マリはハートビートリクエストを受信するとACKと
してエコーメッセージを返送する．バックアップで
は，発行したハートビートリクエストの ACKを確
認することでプライマリの生存状態を取得できる．
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図 3: 仮想マシンの移送
3.4.1により，プライマリとバックアップのゲスト
OSが同期されると，バックアップはプライマリが停
止した場合のスペアとして機能できる．もしプライ
マリに異常が発生した場合，バックアップはハート
ビートリクエストのACK異常を検出できるため，プ
ライマリの異常を検出することができる．プライマ
リの異常をバックアップが検出すると，ハートビー
トリクエストの発行を停止し，バックアップの持つ
ゲストOSを実行し，プライマリゲストOSのスペア
を提供する．これにより，プライマリバックアップ
モデルを実現する．
4 結果
本研究では，3章に基づいてプライマリバックアッ
プモデルを実現する VMMの実装を行った．本章で
は，実験環境および実装量，ゲスト OSの性能，同
期の際のレイテンシについて示す．
4.1 実験環境
プライマリバックアップモデルを提供する VMM
の実験環境として，Dell Precision 490（Xeon 5130
2.0GHz, Memory 2GB, NIC Intel 82546GB Copper-
Cable 1Gbps）を 2台（それぞれプライマリ，バック
アップ用として）用意した．また，プライマリバッ
クアップ間をミラーリングハブ Corega SSW08GTR
によりイーサネット接続する．ミラーリングハブによ
りプライマリバックアップ間に流れるパケットの解析
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を行い，ネットワーク帯域の使用量について考察を行
う．パケット解析には，Dell Optiplex 745（Core2Duo
E6600, Memory 2GB, Broadcom NetXtreame, Win-
dowsXP Pro）とWireSharkを利用した．
4.2 実装量
本研究で設計を行った VMM の実装量は C 言語
7000行，アセンブラ 2000行程度となり，実装のう
ち 8%が同期機構であり，12%がプロトコルスタック
とネットワークデバイスドライバとなった．また，ゲ
スト OSとしては Linux 2.6.23を利用する．本環境
は Intel VT-xにより，ゲスト OS内の仮想化に必要
な命令を実行中に検出するため，ゲスト OSに対し
ての変更は不要である．
このことから，プライマリバックアップモデル実
現のための実装コストは小さいことがわかった．仮
想 CPUや仮想デバイスを構成するための VMMの
実装コストは大きいもののゲストOSへの変更は不要
であるため，多種の OS環境構築が求められるWeb
サーバへの利用は可能であると考える．
4.3 ゲストOSへのオーバーヘッド
実験環境を構築し VMM上でゲスト OSを実行し
たところ，コンソール上で lsや viなどのコマンドを
実行できることを確認した．
通常，VMM環境では，ゲストOSの発行する一部
の命令を VMMが検出し仮想化するため，VMMに
よる仮想化オーバヘッドが発生する．本研究ではこの
オーバヘッドを測定するため lmbenchにより Linux
の nullシステムコールと pipeシステムコールのレイ
テンシを測定した．これを表に示す．
表 1: 各システムコールのレイテンシ
測定環境 null syscall pipe syscall
VMM無し 0.29µs 3.11µs
VMM有り 0.29µs 5.93µs
nullシステムコールはソフトウェア割込み命令の
みで構成されるため，Intel VT-xによる VMM呼出
が発生しない，ゲストOS内の閉じた処理となる．そ
のため，nullシステムコールに関してはオーバーベッ
ドが発生しないことが確認できる．また pipeシステ
ムコールは，パイプの入力と出力のユーザプロセス
を切り替えるシステムコールであるため，システム
コール内でメモリ管理機構の操作が発生する．その
ため，これは Intel VT-xにより検出されVMM呼出
が発生するため，若干のオーバーヘッドの発生が確
認できた．
4.4 同期レイテンシ
ゲストOSカーネルの起動完了を同期点として，プ
ライマリバックアップモデルの試験を行った．試験
のため，ゲスト OSに VMMコールを追加し，ゲス
ト OSカーネルの起動完了時に VMMコールを発行
することで，VMM呼出を行い，VMMが同期処理
を行う．
以上の環境を構築後，プライマリ，バックアップ
を起動すると，プライマリ上でゲストOSが開始後，
プライマリゲスト OSカーネルの起動が完了すると
バックアップとの同期が開始されることを確認した．
また，同期完了後プライマリを停止させると，同期
直後の状態からゲスト OSがバックアップが上で再
開できることを確認した．プライマリ起動中にはプ
ライマリ上のコンソールで ls，viコマンドが，プラ
イマリ停止後にはバックアップ上で同様にそれぞれ
のコマンドが実行できることを確認した．
本研究のVMMでは，プライマリ-バックアップ間
の同期時間は 31.6秒となった．この同期時間の大半
はゲストOSの物理メモリ 128MBの転送時間であり，
31.5秒であった．ACKを含めたプライマリバックアッ
プ間の転送量は 151MBであることから，移送中の
平均回線占有率は 3.8%（38Mbps/1Gbps）となった．
回線占有率が低くなる主な原因としては，各PTPリ
クエストのレイテンシが高いためであり，PTPプロ
トコルの仕様を改善することで移送時間の大幅な削
減が期待できる．
5 考察
今回，プライマリバックアップモデル機能をもつ
VMMの実装を行い性能測定を行った結果，（1）PTP
プロトコルのレイテンシが高いこと，（2）同期処理中
はゲスト OSが停止すること，についての問題が判
明した．本章では，これらの原因および解決手法に
ついて考察を行い，今後の課題を明確にする．
5.1 PTPプロトコルのレイテンシ
VMMを実装しプライマリバックアップ間のネッ
トワークの回線占有率を測定したところ，回線占有
率は 3.8%となりネットワークが効率的に利用できて
7
いないことがわかった．もしネットワーク占有率が
100%の場合，転送に必要な状態は 151MBであるこ
とから，1.2 秒でゲスト OS を同期できる．ネット
ワーク占有率を低下させる主な原因として，データ
転送の際のデータコピーとネットワークデバイス送
信キューの管理方式が考えられる．現在，プライマリ
からバックアップへデータ転送を行う際にデータコ
ピーは 2回発生している．そのため，コピー回数を
削減することで，効率的にネットワークへデータを
挿入し，回線占有率を向上させることができる．ま
た，ネットワークデバイスの送信キューが空になら
ないよう管理することで，ネットワークの占有率を
向上させることができる．
5.2 同期中のゲストOS停止
ゲスト OSの同期のため，現在は転送前にプライ
マリを停止することでゲスト OSの状態を確定して
いる．しかしこの方法では同期が完了するまでゲス
ト OSを停止する必要があるため，1秒間に 1リク
エストが発生するようなWebサービスでは，回線を
効率的に利用したとしても外部にシステム停止が見
えてしまうため，実際の運用に利用することができ
ない．
そこで、ゲストOS実行中に発生する割込みなど，
必然的にゲスト OSを停止する要因を利用した同期
処理によりこれを解決する．ゲスト OSが必然的に
発生させる停止時間を利用することで，不必要なゲ
ストOS停止時間を回避する．また現在の同期処理で
は毎回図 3の処理を繰り返し，ゲスト OS状態すべ
てをプライマリバックアップ間で転送している．ゲ
スト OSへの割込みごと同期する場合には，各割込
み間においてゲスト OSの状態はほとんど変化しな
いため，差分転送 [7]による停止時間削減も可能と
なる．
6 まとめ
本研究では，小規模なWebサービスで耐故障性を
実現する方法として，VMMを利用したプライマリ
バックアップモデルの設計と実装を行った．
実装したVMM上でゲストOS Linux2.6.23を実行
することで，Linux2.6.23にプライマリバックアップ
機構を提供できることを確認した．VMMによるプ
ライマリバックアップモデルは，仮想CPUと仮想デ
バイス，デバイスドライバ，再送付きのデータ転送
機構により構成可能であり，これを実装するための
コード量は 9000行程度であった．また，プライマリ
バックアップ機能を提供するソフトウェアに対して
の変更は不要であるため，多種の OSカーネルに対
してこのモデルを適用することは容易であると考え
られ，Webサービスへの耐故障性提供が期待できる．
実際にシステム全体の耐故障性を向上させるため
には，本手法に加えて，プライマリバックアップ間
の同期処理を外部環境に対して隠蔽し，プライマリ
の故障発生時に外部との入出力をバックアップへ自
動的に接続する機構も必要となるため，今後は透過
的な切り替え機構の設計も行う予定である．
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