Abstract. Energy-critical fourth order Schrödinger equations are investigated. We establish local well-posedness and stability in a general setting, and we prove global well-posedness and scattering in the defocusing case for radially symmetrical initial data.
Introduction
Fourth-order Schrödinger equations have been introduced by Karpman [13] and Karpman and Shagalov [14] to take into account the role of small fourth-order dispersion terms in the propagation of intense laser beams in a bulk medium with Kerr nonlinearity. Such fourth-order Schrödinger equations are written as (1.1) i∂ t u + ∆ 2 u + ε∆u + f |u| 2 u = 0 where ε ∈ R is essentially given by ε = ±1 or ε = 0, and u : I×R n → C is a complexvalued function. Sharp dispersive estimates for the biharmonic Schrödinger operator in (1.1), namely for the linear group associated to i∂ t + ∆ 2 + ε∆, have recently been obtained in Ben-Artzi, Koch, and Saut [1] , while specific nonlinear fourthorder Schrödinger equations as in (1.1) have been recently discussed in Fibich, Ilan, and Papanicolaou [5] , Guo and Wang [9] , Hao, Hsiao, and Wang [10, 11] , and Segata [25] . Fibich, Ilan and Papanicolaou [5] describe various properties of the equation in the subcritical regime, with part of their analysis relying on very interesting numerical developments. Guo and Wang [9] prove global well-posedness and scattering in H s for small data. Hao, Hsiao and Wang [10, 11] discuss the Cauchy problem in a high-regularity setting. Segata [25] proves scattering in the case the space dimension is one. Related equations also appeared in Fibich, Ilan, and Schochet [6] , Huo and Jia [12] , and Segata [23, 24] .
When n ≤ 4, and f has polynomial growth, equation (1.1) is subcritical and its analysis follows from standard developments. When n ≥ 5 criticality in the energy space appears with the power-type nonlinearity f (u) = |u| 2 −2 u, where 2 = 2n/(n − 4) is the critical exponent for the embedding of H 2 into Lebesgue's spaces. Following classical notations, we let H 2 be the space of square integrable functions whose first and second derivatives are also square integrable. We concentrate here on (1.1) with a pure power-type nonlinearity and aim in proving global existence in the critical defocusing regime of (1.1) for arbitrary initial data. Global well-posedness for the classical second order Schrödinger equation in the critical defocusing regime with a pure power-type nonlinearity has been recently established in a series of papers by Bourgain [2] , Colliander, Keel, Staffilani, Takaoka, and Tao [4] , Grillakis [8] , Ryckman and Visan [22] , Tao [26] , and Visan [29] . We refer also to Kenig and Merle [17] for a similar result in the focusing case for solutions whose energy and kinetic energy are smaller than that of the ground state, and to Killip, Visan, and Zhang [18] , where a quadratic potential is added to the classical second order Schrödinger equation. By analogy with second order Schrödinger equations it can be conjectured that global well-posedness holds true for (1.1) with a pure power-type nonlinearity, in the critical defocusing regime, for arbitrary initial data. We prove such global well-posedness when the initial data is radially symmetrical.
As already mentioned, the equations we consider in this paper correspond to (1.1) when f is a pure power-type nonlinearity. They are written as (1.2) i∂ t u + ∆ 2 u + ε∆u + λ|u| p−1 u = 0, where λ ∈ R, and p ∈ (1, 2 − 1]. The energy critical regime in (1.2) corresponds to the case p = 2 − 1, and the defocusing regime to the case λ > 0. As a remark, when ε = 0, (1.2) enjoys scaling invariance. The scaling, as expressed in (4.1) below, preserves the homogeneous Sobolev spaceḢ 2 when p = 2 − 1. Our main result states as follows. Theorem 1.1. Let n ≥ 5, ε ∈ R, λ > 0, and p ∈ (1, 2 − 1]. For any radially symmetrical data u 0 ∈ H 2 there exists a unique global solution u ∈ C(R, H 2 ) of (1.2) such that u(0) = u 0 .
When p is subcritical, or u 0 has small energy and p is critical, the radially symmetrical assumption on u 0 in Theorem 1.1 is not needed. We refer to Corollary 4.1 in Section 4 and Corollary 5.1 in Section 5 for more details on such assertions.
We mainly concentrate in this paper on the critical case of (1.2) . In this case we also prove stability for all ε, see Proposition 6.1 in Section 6, and scattering when ε ≤ 0, see Proposition 9.1 and Proposition 9.2 in Section 9. Needless to say, scattering and stability are important notions for physical considerations.
Our paper is organized as follows. We fix notations in Section 2. Strichartz type estimates, a classical one and one with gain of derivatives, relying on the dispersion estimates in Ben-Artzi, Koch, and Saut [1] , and on the Strichartz type estimates of Keel and Tao [16] , are proved in Section 3. The local theory for (1.2), without the radially symmetrical assumption, and for arbitrary λ's, is established in Sections 4 to 6. The subcritical case of (1.2) is briefly discussed in Section 4. Local existence in the critical case is proved in Section 5, and stability in the sense of Tao and Visan [28] is discussed in Section 6. We prove localized Morawetz estimates and almost local conservation of mass in Section 7. Such estimates and conservations laws are crucial for the proof of Theorem 1.1. The theorem is proved in Section 8 following the strategy initiated in Bourgain [2] and developed in Tao [26] . Finally, in Section 9, we briefly discuss the scattering assertion we made after Theorem 1.1.
Notations
We fix notations we use throughout the paper. In what follows, we denote by C a generic constant that is allowed to depend on the dimension and the nonlinearity through |λ| and p. The exact value of that constant may change from line to line. We write C(a), C(a, b) when there is more dependence. More significative constants are often denoted by K, K 1 , K 2 to highlight their role. We let L q = L q (R n ) be the usual Lebesgue spaces, and L r (I, L q ) be the space of measurable functions from an interval I ⊂ R to L q whose L r (I, L q ) norm is finite, where
Two important conserved quantities of equation (1.1) are the mass and the energy defined by
on what concerns the mass, and
on what concerns the energy, where F (s) = s 0 f (t)dt. Several norms have to be considered in the analysis of the critical case of (1.2). For I ⊂ R an interval, they are defined as
, and
Accordingly, we let M (R) be the completion of C ∞ c (R n+1 ) with the norm · M (R) , and M (I) be the set consisting of the restrictions to I of functions in M (R). We adopt similar definitions for W , Z, and N .
An important quantity, which turns out to be closely related to the mass and the energy, is the functional E defined for u ∈ H 2 by (2.4)
Note that when ε = 0, E(u) is nothing but u
In what follows we let Ff =f be the Fourier transform of f given bŷ
for all ξ ∈ R n . The biharmonic Schrödinger semigroup is defined for any tempered distribution g by
Let ψ ∈ C ∞ c (R n ) be supported in the ball B 0 (2), and such that ψ = 1 in B 0 (1). For any dyadic number N = 2 k , k ∈ Z, we define the Littlewood-Paley operators P N by
These operators commute one with another. They also commute with derivative operators and with the semigroup e it(∆ 2 +ε∆) . In addition they are self-adjoint and bounded on L p for all 1 ≤ p ≤ ∞. Moreover, they enjoy the following Bernstein property:
for all s ≥ 0, and all 1 ≤ p ≤ ∞, where |∇| s is the classical fractional differentiation operator, and C > 0 is independent of f , N , and p. Given a ≥ 1, we let a be the conjugate of a, so that 
Strichartz-type Estimates
We prove Strichartz type estimates for solutions of the linear equation associated with the biharmonic Schrödinger operator and forcing term h ∈ L 1 loc (I, H −4 ) for I ⊂ R an interval. In other words, for
where u 0 ∈ L 2 . Key estimates in this section are given by the dispersion estimates of Ben-Artzi, Koch, and Saut [1] . Let I ε be given by
Using (2.5), one sees that I ε is the fundamental solution of (3.1). Let also α ∈ N n . Then, according to Ben-Artzi, Koch, and Saut [1] , the following estimates hold true. Namely, (a) estimates for the homogeneous equation:
for all t > 0 and all x ∈ R n , (b) short time estimates for the inhomogeneous equation:
for all 0 < t ≤ 1 and all x ∈ R n , or all t > 0 and all |x| ≥ t, (c) long time estimates for the inhomogeneous equation:
|α| for all t ≥ 1 and all |x| ≤ t, where D stands for differentiation in the x variable. Useful consequences of (3.3)-(3.5) are that
and that
, and all time t = 0, where p is the conjugate exponent of p and, if ε = 1, we also require that |t| ≤ 1. Inequality (3.6) is a direct consequence of (3.3)-(3.5). Inequality (3.7) follows from the remark that by (3.2)-(3.5) we can write that
By the Riesz-Thorin theorem, interpolation between the L 2 and L ∞ bounds gives (3.7).
Following standard notations, we say that a pair (q, r) is Schrödinger admissible, for short S-admissible, if 2 ≤ q, r ≤ ∞, (q, r, n) = (2, ∞, 2), and
Also we add the terminology that a pair (q, r) is biharmonic admissible, for short B-admissible, if 2 ≤ q, r ≤ ∞, (q, r, n) = (2, ∞, 4), and
Our Strichartz type estimates for (3.1) are stated as follows.
Proposition 3.1. Let u ∈ C(I, H −4 ) be a solution of (3.1) with ε ∈ {−1, 0, 1} on an interval I = [0, T ]. If ε = 1, suppose also |I| ≤ 1. For any B-admissible pairs (q, r) and (q,r),
whenever the right hand side in (3.10) is finite, where C depends only on n, andq andr are the conjugate exponents ofq andr. Besides, for any S-admissible pairs (q, r) and (a, b), and any s ≥ 0,
whenever the righthand side in (3.11) is finite, where C depends only on n, and a and b are the conjugate exponents of a and b.
It can be noted that, when n ≥ 4, estimates (3.11) implies estimates (3.10).
Proof. Estimates (3.10) are easy to obtain. They directly follow from the linear estimates of Ben-Artzi, Koch and Saut (3.7) with p = +∞ and p = 2, and the theorem in Keel and Tao [16] applied to the operator U(t), where
Now we turn to the proof of (3.11) . Since the free propagator e it(∆ 2 +ε∆) commutes with the derivative operator |∇| s , it suffice to prove (3.11) with s = 0. For N a dyadic integer and P N as in (2.6), we let Q N = P N/2 + P N + P 2N . The LittlewoodPaley projector Q N is such that P N Q N = P N . For any λ > 0, let d λ be the rescaling operator defined on all functions g by d λ g(x) = λ n 2 g(λx). We consider the family of operators
By Plancherel's theorem and since d N is an isometry on L 2 , we get that
Independently, it is easily seen that
where δ denotes the Dirac measure. Then, as a consequence of (2.7), of the boundedness of the Riesz transform, and of (3.6), we can write that
where C does not depend on N , u 0 or t, and, in case ε = 1, we assume |t| ≤ 1. Now, we can use (3.13) and (3.15) to compute
(3.16) By (3.14) and (3.16), we can apply the results of Keel and Tao [16] to the operators V N (t). We then get that for any S-admissible pairs (q, r) and (a, b), the following holds true:
Now, applying the first inequality of (3.17) to P N u 0 , the second inequality of (3.17) to P N h, and considering the effect of dilations d N on space norms, we get
At this point, using (2.7), (3.8), (3.12) , (3.18) , and the Littlewood-Paley Theorem, we prove (3.11) by writing that
where 1 I stands for the characteristic function of I, and summation in the above inequalities occurs over all dyadic integers N . This ends the proof of (3.11) and of Proposition 3.1.
A direct consequence of (3.11) and Sobolev's inequality is that when n ≥ 5, for any B-admissible pair (q, r), if u ∈ C(I, H −4 ) solves (3.1) with u 0 ∈Ḣ 2 and h ∈ N (I), then u ∈ C(I,Ḣ 2 ) ∩ M (I), where N (I) and M (I) are defined in (2.3), and
.
A key feature of (3.19) is that the second derivative of u in the left hand side of (3.19) is estimated using only one derivative of the forcing term h. Note that for classical second order Schrödinger equations, estimates like (3.11) and (3.19) do not hold true as they would violate Galilean invariance.
Another estimate we need when discussing scattering in Section 9 is stated as follows.
where C > 0 depends only on the dimension, and a , b are the conjugate exponents of a and b.
Proof. Again, we may assume s = 0. For N a dyadic number, we let V N (t) be as in (3.13) . Applying the result in Keel and Tao [16] , thanks to (3.14) and (3.16), we get that
Applying estimates (3.21) to P N h, using (2.7), and the Littlewood-Paley theorem, we finally get
where the sum in (3.22) is over all dyadic integers N . This ends the proof of Proposition 3.2.
Local and Global Existence in the subcritical case
For the reader's convenience we very briefly discuss the local and global theory for (1.2) in the subcritical regime where 1 < p < 2 if n ≥ 5, and 1 < p < ∞ if n ≤ 4. Most of the results in this section go back to Fibich, Ilan, and Papanicolaou [5] . They can be seen as a direct consequence of the straightforward Strichartz estimates (3.10) of Proposition 3.1. As a preliminary remark, it can be noted that for α > 0, the scaling
preserves (1.2) when ε = 0, and that letting α = |ε| −1/2 , (4.1) transforms a solution of (1.2) with ε = 0 into a solution of (1.2) with |ε| = 1. In particular, we may assume in what follows that ε ∈ {−1, 0, 1}. As another easy remark, it can be noted that equations like (1.1) also enjoy time reversal symmetry, and time translation symmetry. Unless otherwise stated, λ and u 0 in this section are arbitrary.
Proposition 4.1. Given any initial data u 0 ∈ H 2 , any p ∈ (1, 2 − 1) when n ≥ 5, and any p > 1 when n ≤ 4, there exists T > 0 and a unique solution
The solution has conserved mass and energy in the sense that
, where the mass M is defined in (2.1), and the energy E is defined in (2.2). Besides, if T * is the maximal time of existence of u, then
when T * < +∞, and the solution map u 0 → u is continuous in the sense that for any T ∈ (0, T * ), if u k 0 ∈ H 2 is a sequence converging in H 2 to u 0 , and if u k denotes the solution of (1.2) with initial data u
Proof. Proposition 4.1 follows from an easy adaptation of the standard proof for second order Schrödinger equations, as developed, for instance, in Cazenave [3] , once the Strichartz estimates (3.10) have been established.
A direct consequence of Proposition 4.1 is as follows.
2 , and u be the solution of (1.2) with initial data u 0 . Then u can be extended to a solution on the whole of R in the following cases:
In particular, when n ≥ 5, for any u 0 ∈ H 2 there exists a unique global solution
Proof. The first assertion directly follows from conservation of energy. The second and third assertions follow from Gagliardo-Nirenberg's inequalities and conservation of mass and energy. Indeed,
and, when p < 1 + Following the strategy in Lin and Strauss [19] , see also Cazenave [3] , we can prove that scattering holds true in the whole energy space H 2 when λ ≥ 0, n ≥ 5, ε ≤ 0, and 1 + 8 n < p < 2 − 1. We also refer to Guo and Wang [9] and Wang [30] for similar considerations in the small norm setting.
Local existence in the critical case
We briefly develop the local theory for (1.2) in the energy critical case. Here p = 2 − 1 and n ≥ 5. As in the preceding section, λ and u 0 can be arbitrary. If u ∈ C(I, H
2 ) is a solution of the critical equation (1.2) with initial data u 0 , then
Conversely, if u 0 ∈ H 2 , and u ∈ W (I) solves (5.1), then |u| 8 n−4 u ∈ N (I), where W (I) and N (I) are defined in Section 2, u ∈ C(I, H
2 ) by the Strichartz estimates (3.10) and (3.19) , and u is a solution of the critical (1.2) with initial data u 0 . Equations like (5.1) are often referred to as Duhamel's formula. Here again, because of the scaling invariance (4.1) we may assume that ε ∈ {−1, 0, 1}. Local existence is settled by Proposition 5.1. Stability, and uniform continuity of the map u 0 → u, are discussed in the following section.
Proposition 5.1. Let n ≥ 5 and p = 2 − 1. There exists δ > 0 such that for any initial data u 0 ∈ H 2 , and any interval
where W (I) is as in (2.3) in Section 2, then there exists a unique solution u ∈ C(I, H 2 ) of (1.2) with initial data u 0 . This solution has conserved mass and energy in the sense of (4.2), and satisfies
for some C > 0 independent of u 0 . Besides, the solution depends continuously on the initial data in the sense that there exists δ 0 , depending on δ, such that, for any
, and if we let v be the local solution of (1.2) with initial data v 0 , then v is defined on I and
for any B-admissible pair (q, r) in the sense of (3.9), where C > 0 is independent of u 0 and v 0 .
Proof. The proposition follows from a contraction mapping argument. For u ∈ W (I), we let Φ u0 (u) be given by the right hand side in (5.1). Thanks to the Strichartz estimates (3.10) and (3.19) stated after the proof of Proposition 3.1, Φ u0 is a contraction on the set
, and δ > 0 sufficiently small, where we equip
) norm. The contraction mapping theorem gives a unique solution u in X M,δ , and a standard variant of the argument gives (5.4). The Strichartz estimates (3.19) give that u ∈ M (I)∩L ∞ (I, H 2 ) and (5.3). A straightforward adaptation of Cazenave [3, Chapter 4] gives uniqueness in C([0, T ],Ḣ 2 ) and conservation of mass and energy.
As a remark, for any u 0 ∈ H 2 , (5.2) holds true for T > 0 sufficiently small. Global existence for small data in the energy space, as mentioned in the remark after Theorem 1.1, is a direct consequence of Proposition 5.1.
2 ) with initial data u 0 .
Proof. By the Strichartz estimates (3.19), we see that if u exists on [0, t 0 ], and if theḢ 2 -norm of u(t 0 ) is sufficiently small, then we can use (5.2) to extend u on [t 0 , t 0 + 1]. Hence, in order to prove global existence, it suffices to prove that u(t) Ḣ2 remains small on the whole interval of existence of u. We prove this now. Let t > 0 be such that u is defined on [0, t]. By conservation of energy and Sobolev's inequality we can write that
When λ > 0, global existence follows from (5.5) since u(t)
2Ḣ
2 ≤ E(u(t)). When λ < 0, we write with conservation of energy and Sobolev's inequality that
Here again it follows from (5.6) that if E(u 0 ) is sufficiently small, then u stays small in theḢ 2 -norm.
In order to end the section we now discuss a useful criterion for global existence.
and u can be extended to a solutionũ ∈ C([0, T ), H 2 ) of (1.2) for some T > T . Applying the Strichartz estimates (3.19) 
where C > 0 depends only on n and λ. Applying the Strichartz estimates (3.10) in I j , and conservation of mass, we get that
If η is sufficiently small, (5.9) implies that
, and finally,
for all j. By (5.10) we get that (5.7) holds true. Now, let t 0 ∈ I N . Duhamel's formula (5.1) gives that
for all t, and (5.11), Sobolev's inequality, and the Strichartz estimates (3.19) give 
is like o(1) as t 0 tends to T . In particular, we can find t 1 ∈ (0, T ) and T > T such that u(t 1 ) ∈ H 2 and (5. 
Stability in the critical case
We briefly discuss stability in the energy critical case of (1.2) following the approach developed by Tao and Visan [28] in the case of the energy critical second order Schrödinger equation. Stability is of importance for physical considerations if one keeps in mind that equations like (1.2) are often mathematical approximations of more physically relevant equations, as pointed out in Fibich, Ilan, and Papanicolaou [5] . Stability, in its global version, can be stated as follows. As in the preceding sections, λ and u 0 can be made arbitrary, and we may assume that ε ∈ {−1, 0, 1}. Proposition 6.1. Let n ≥ 5 and p = 2 − 1. Let I ⊂ R be a compact time interval such that 0 ∈ I, andũ be an approximate solution of (1.2) in the sense that (6.1) i∂ tũ + ∆ 2ũ + ε∆ũ + λ|ũ| 8 n−4ũ = e for some e ∈ N (I). Assume that ũ Z(I) < +∞ and ũ L ∞ (I,Ḣ 2 ) < +∞. For any Λ > 0 there exists
In particular we can take δ = CΛ in (6.2) and make δ small when Λ is small. Proposition 6.1 is an easy consequence of the Strichartz estimates (3.19) when n ≤ 12, and is more delicate to prove when n > 12. We briefly sketch the proof when n ≤ 12, and refer to Tao and Visan [28] with only very little indications on the proof when n > 12. As a first claim, because Proposition 6.1 can be localized, we may assume, see Tao and Visan [28] for the argument in the second order case, that ũ W (I) ≤ δ and that |I| ≤ 1 when ε > 0. Let f be given by f (z) = λ|z| 2 −2 z for z ∈ C. Assuming that n ≤ 12, letting v = u −ũ, where u solves (1.2) with initial data u 0 , and I be the maximal time interval of existence of u, we can write, using (6.1), that
in I ∩ I . The Strichartz estimates (3.19) then give that for t ≥ 0 such that
where f z , fz are the usual complex derivatives. Noting that g(t) = v It defines a continuous function such that g(0) = 0, and since by (6.5),
we conclude that if δ ≤ δ 0 is sufficiently small, depending only on n and λ, then, for all t ∈ I ∩ I , g(t) ≤ Cδ for some positive constant C. In particular, the W (I ∩ I )-norm of u is bounded and Proposition 5.2 gives that I ∩ I = I. Another application of the Strichartz estimates (3.19) then gives the control equations (6.3). When n > 12, the proof of Proposition 6.1 becomes very delicate because ∇f (u) is no longer lipschitz continuous. The solution to this problem, as developed in Tao and Visan [28] , is some sort of Exotic Strichartz estimate in order to work with spaces of functions with greater integrability and lesser regularity (in particular, we require that they involve less than 8/(n − 4) derivatives), but which still remain scale-invariant. To close the argument, we then need a good chain-rule for fractional derivatives as proved in Visan [29] . We briefly discuss the proof now. Let X and Y be the norms defined by
These spaces are involved in the following Exotic Strichartz estimates (6.7) which we obtain as a consequence of the result in Foschi [7] . Namely,
Now, the fact that the Y -norm involves less than 8/(n − 4) derivative enables us to get the following nonlinear estimate.
Lemma 6.1. Let n ≥ 12. For any v ∈ W (I), and any u ∈ X(I),
where C > 0 depends only on n and λ. A similar estimate holds true for fz.
Proof. We use the rule for fractional derivatives of products, see e.g. Kato [15] to estimate
Besides, using the chain-rule for fractional derivatives of fractional powers in Visan [29, Appendix A], the boundedness of Riesz transforms, Hölder's and Sobolev's inequalities, we get
Now, with (6.9), (6.10), and Sobolev's inequality, we get
and applying Hölder's inequality, we finally get (6.8) . This ends the proof of the lemma.
Noting with (6.7) that the X-norm of a solution of the linear equation with zero initial data is controlled by the Y -norm of its forcing term, we get with (6.8) that the X-norm ofũ−u can be controlled in terms of δ and Λ. Once this scale-invariant norm has been controlled, straightforward applications of the Strichartz estimates, as developed in the above mentioned [28] , then provide the result.
Almost conservation Laws
In this section we prove almost conservation of the local mass, and localized Morawetz type estimates. These are important ingredients in the process of proving Theorem 1.1. As in the preceding sections we may assume that ε ∈ {−1, 0, 1}. First we discuss almost conservation of local mass. Let χ ∈ C ∞ c (R n ) be a radially symmetrical smooth nonnegative function such that χ(r) = 1 if r ≤ 1, χ(r) = 0 if r ≥ 2, and 0 ≤ χ ≤ 1. We define the local mass M (u, B x0 (R)) over the ball B x0 (R) of a function u ∈ L 2 by
where, for ease of exposition, the notation g R when g is a function stands for g R (x) = g(x/R). Note that Hölder's and Sobolev's inequalities give that
where C depends only on n. Now we claim that the local mass of a solution of (1.2) varies slowly in time provided that the radius R is sufficiently large.
Lemma 7.1. Let p ∈ (1, 2 − 1] when n ≥ 5, and p > 1 when n ≤ 4. Let λ ∈ R, possibly zero, and u ∈ C(I, H 2 ) be a solution of (1.2). Then
for all t ∈ I, where C > 0 does not depend on u and I.
Proof. By translation symmetry, we can suppose x 0 = 0. Integrating by parts, using (1.2), gives
Now we estimate each term in the right hand side of (7.4) independently one from another. For the first term in the right hand side of (7.4), an application of the Cauchy-Schwartz inequality gives
Integrating by parts,
and by using Hölder's and Sobolev's inequalities we get that
for some C > 0 independent of u. The second term in the right hand side of (7.4) is even simpler to estimate. We use the Cauchy-Schwartz inequality and (7.2) to get
where again C > 0 is independent of u. As for the third term in the right hand side of (7.4), we remark that it only has to be considered if ε = 0, in which case, E controls the full norm H 2 , and we estimate this third term by writing that −2εRe
where C > 0 does not depend on u. Finally, putting all these estimates together, we get (7.3) . This ends the proof of Lemma 7.1.
Now we discuss localized Morawetz type estimates for (1.2).
Proposition 7.1. Let n ≥ 5, and p = 2 − 1. There exists C > 0 such that (7.5)
for all T > 0, all solutions u ∈ C([0, T ], H 2 ) of (1.2), all K > 0, and all intervals
, and let v solve (3.1). We adopt the convention that repeated indices are summed. Also, for f , g two differentiable functions, we let {f, g} p = Re(f ∇ḡ − g∇f ). (7.6) Given a smooth compactly supported real valued function a, we define the Morawetz action centered at 0, M 0 a by
Integrating by parts, straightforward though lengthy computations that we omit here give that
By density, (7.8) remains true when h ∈ N (I), and v ∈ C(I, H 2 ). Now we let u ∈ C(I, H 2 ) ∩ M (I) be a solution of (1.2) with p = 2 − 1. In particular, u solves (3.1) with
Hence, (7.8) holds true for u with h as above. Besides, using (7.6), we easily remark that
Now we let a(x) =< x > δ χ R (x) in (7.8), where
R > 0 is an arbitrary positive real number, and χ R is as in (7.1). We observe that if α ∈ N n is a multi-index, if R ≥ δ, and if R ≤ |x| ≤ 2R, then |D α a(x)| ≤ CR 1−|α| .
Consequently, integrating (7.8) over I and using (7.7) and (7.9), we get that
dx.
(7.10) Letting δ → 0 in (7.10) we get that
where C does not depend on I, u, and R. The last inequality in (7.11) follows from Hölder's and Sobolev's inequalities and from the fact that, for any u ∈ H 2 , the L 2 norm of ∇ 2 u is bounded by some constant times the L 2 norm of ∆u. Now we remark that if u ∈ H 2 (R n ) then, as shown in Levandosky and Strauss [20] ,
By (7.12) we see that
and when ε ≤ 0, letting R = K|I| 1 4 , we get (7.5). Now, we turn to the case ε = 1. We assume R ≤ 1/2. The term (|∇u| 2 − |∂ r u| 2 )/|x| in (7.11) is controlled by the gradient term |∇u| 2 /|x| 3 . Independently, when n ≥ 5, integrating by parts Z · ∇|u| 2 dx for Z(x) = |x| −3 x, we get that
Then, using (7.13), we see that when R = K|I| 1 4 ≤ 1/2, the term |u| 2 /|x| 3 in (7.11) is again controlled by the gradient term |∇u| 2 /|x| 3 . As a consequence, (7.5) also holds true when ε = 1 if |I| ≤ (2K) 4 .
Global Existence
We prove Theorem 1.1 in this section. We follow the strategy initiated in Bourgain [2] and developed in Tao [26] . As in the preceding sections we may assume that ε ∈ {−1, 0, 1}. We let H 2 rad be the subset of H 2 consisting of radially symmetrical functions. We claim that the following proposition holds true.
Then, there exists K > 0 depending only on n, λ, E = sup t E(u), and |t
Besides, in case ε ≤ 0, one can take
, where Λ >> 1 is a constant depending only on n and λ. 2 ) which solves (1.2) with p = 2 − 1 and such that u(0) = u 0 . Proposition 5.2 allows us to extend u on a maximal interval [0, T ) such that u ∈ M (I ) for any compact subinterval I ⊂ [0, T ), and such that if T < +∞, then the Z([0, T ])-norm of u is infinite. Besides, it follows from uniqueness that u is spherically symmetrical. Now suppose by contradiction that T < +∞, and let I ⊂ [0, T ) be a compact subinterval of [0, T ). By Proposition 8.1, the Z(I )-norm of u is bounded by some finite quantity independent of the subinterval I . Since this contradicts the fact that u must blow-up in the Z-norm, we get that T = +∞ and that u is a global solution of (1.2). This proves Theorem 1.1.
As a remark the bound (8.1) has interest in its own. It is of importance when discussing scattering as in Section 9 below. Now we prove Proposition 8.1 and split the proof into several steps.
Step 8.1. Let u ∈ C([t 1 , t 2 ], H 2 rad ) be a radially symmetrical solution of (5.1) on I = [t 1 , t 2 ]. If ε = 1, assume also that |I| ≤ 1. There exists η 0 > 0 depending only on n and λ such that if
Proof of Step 8.1. We prove this for u 1 , the proof for u 2 being similar. Using Duhamel's formula and (3.19), we write
Noting that (8.4) gives (8.3) provided that η ≤ η 0 is sufficiently small, this proves
Step 8.1.
From now on we consider a radially symmetrical solution u ∈ C([t − , t + ], H 2 rad ) of (5.1) with λ > 0. Besides, in case ε = 1, we also assume that |t + − t − | ≤ 1. By energy and mass conservation, we have
Moreover, by Proposition 5.1 and the Strichartz estimates (3.10), we know that there exists 0 > 0 such that (8.1) holds true if there exists a time t such that E(u(t)) < 0 . Without loss of generality we may then assume that the energy is not too small in the sense that, for any t ∈ [t − , t + ], E(u(t)) ≥ 0 for some 0 > 0. Let η > 0 be small. We split [t − , t + ] into N disjoint intervals, (I j ) 1≤j≤N such that (8.2) holds true on each interval. We let
and, following the terminology in Tao [26] , we call an interval I j exceptional if one of the following conditions holds true:
2 . An interval is said to be unexceptional if it is not exceptional. Using the Strichartz estimates (3.10) and Sobolev's inequality, we get an upper bound for the number N e of exceptional intervals. Namely
If all intervals are exceptional, (8.2) and (8.6) give the bound (8.1), and this proves the proposition. From now on we assume that there exist unexceptional intervals. A consequence of Lemma 8.1 is that the extremal intervals I 1 and I N are always exceptional, provided that η is sufficiently small. The next step exhibits concentration when dealing with unexceptional intervals.
Step 8.2. Let u ∈ C([t − , t + ], H 2 rad ) be a radially symmetrical solution of (5.1) and let I = [t 0 , t 1 ] be an unexceptional interval for u such that |I| ≤ 1 if ε = 1. Then there exists x 0 ∈ R n such that for any t ∈ I,
where K 1 = n 2 + 6n + 4, C > 0 is independent of I, x 0 and u, and we assume that η is sufficiently small in the sense that η < E −5n η 1 for some η 1 > 0 depending only on n and λ. Since I is unexceptional, the first term in the right hand side of (8.9) is small in the W -Norm. As for the third term in the righthand side of (8.9), we use Sobolev's inequality and the Strichartz estimates (3.19) to write that
where C > 0 depends only on n. Hence, if we define v(t) for t ∈ I by
we get from (8.5) and (8.8)-(8.11) that, if η is sufficiently small, then
For later use, we remark that, by (8.11) , v satisfies the linear equation
and we get that
Besides, the Strichartz estimates (3.19) give that
n−4 , and
where C > 0 does not depend on u and I. Then (8.9), (8.10), and (8.15) give
2 . Independently, integration by parts and boundedness of Riesz transforms give that there exists C > 0 independent of I such that for any function g ∈ M (I), (8.17) g
Z(I) . Then, (8.12) , (8.16) , and (8.17) give that
where C > 0 depends only on n and λ. Now, we prove that v enjoys additional regularity. Let us define
where χ is a bump function as in (7.1), r = η n+5 |I| 1 4 , and V = χdx. We claim that (8.20) v
Now we prove (8.20) . For k ∈ R n , we let τ k be defined on a function g by τ k g(x) = g(x + k). We first assume that 5 ≤ n ≤ 12. Then, by (3.7) and Hölder's inequality, letting f (u) = |u| 8 n−4 u, we get that
By conservation of energy and Sobolev's inequality,
Combining (8.19), (8.21) and the above computation, we get with Hölder's inequality that When n ≥ 13, we first estimate the gradient of v with (3.7). We have that
Besides, Sobolev's inequality and (8.14) imply that ∇v
, and by Hölder's inequality, this gives
Then, an application of Sobolev's inequality with (8.23) and (8.24) yields
Then, by proceeding as in (8.22), we finally find 
An application of Hölder's inequality with (8.26) and (8.27) then gives
and we obtain with (8.28) that there exists a point (t 0 , x 0 ) ∈ I 2 × R n such that
It follows from (8.29) and Hölder's inequality that
2 , where K 1 = n 2 + 6n + 4. Now, since v satisfies (8.13), using (7.3), we get that, for any t ∈ I,
Integrating (8.31) over I, using (8.30), we get that for any t ∈ I,
In particular, (8.32) holds true for t = t 0 . Independently, since I is unexceptional, by (8.5) we can find some time τ ∈ I such that
Then, (8.33 ) and Hölder's inequality gives
and, again, since u − satisfies (3.1) with h = 0, we get with (8.34) that for any t ∈ I 
A final application of (7.3), using (8.36), gives (8.7) . This ends the proof of Step 8.2.
A consequence of Step 8.2 is as follows.
Step 8.3. Let u ∈ C([t − , t + ], H 2 rad ) be a radially symmetrical solution of (5.1) and let I be an unexceptional interval such that |I| ≤ 1 if ε = 1. Then (8.37)
where K 1 = n 2 + 6n + 4, and C > 0 is a constant depending only on n and λ.
Proof of Step 8.3 . By Hölder's inequality and (8.7) the following bound from below holds true. Namely, that for any t ∈ I,
. Indeed, if this is not the case, then there exists at least η −3(n−1)K1 /4 n−1 disjoint balls which can be obtained by rotating B x0 (2η −K1 ). Using the radial symmetry assumption and (8.38) we get that, for any t ∈ I,
and (8.39) contradicts E(u(t)) ≤ E if η is sufficiently small. Then, by (8.7) we get that for any t ∈ I,
provided that η < E −5n η 1 where η 1 is sufficiently small depending only on n and λ. Using Hölder's inequality and (8.40), we obtain (8.37).
The bound from below in Step 8.3 can be combined with the bound stemming from the localized Morawetz estimate (7.5), and we then get that the following holds true.
Step 8.4. Let u ∈ C([t − , t + ], H 2 rad ) be a radially symmetrical solution of (5.1) and let I = j1≤j≤j2 I j be a collection of consecutive unexceptional intervals for u. In case ε = 1, suppose that |I| ≤ η 16K1 /256. Then there exists j 1 ≤ j 0 ≤ j 2 such that
where K = Cη 100K1 E −20n , and C > 0 is a constant depending only on n and λ. Thanks to Steps 8.1 to 8.5 we are now in position to prove Proposition 8.1.
Proof of Proposition 8.1. Suppose first that ε ≤ 0. As mentioned before, see (8.6) , it is easy to bound the number N e of exceptional intervals. Now, consider a gap J = ∪ j∈J I j between two exceptional intervals. The gap J is made exclusively of unexceptional intervals I j and then, applying (8.41), (8.44), and Step 8.5, we see that |J | ≤ Cη
−Cη
−5000n 2 if η ≤ η 1 E −5n for η 1 sufficiently small depending only on n and λ. Since there are at most N e such gaps, we get the desired conclusion. In case ε = 1, we first split [t − , t + ] into subintervalsĨ k∈K such that |Ĩ k | ≤ 1/256η 48n 2 . Then, for any k, we can apply on I k the same strategy as in the case ε ≤ 0, and we see that the Z(Ĩ k )-norm of u is bounded by a constant C(E, η, n). Then, since there are at most Cη
−48n
2 |t + − t − | + 1 such intervals, we also get Proposition 8.1 when ε = 1.
Scattering for the critical equation
We briefly discuss scattering in this section and prove that, by standard procedures, an estimate like (8.1) implies scattering when ε ≤ 0. By scaling invariance we may assume ε = −1 or ε = 0. In proposition 9.1 we prove that solutions of (1.2) with p = 2 − 1 and λ > 0 converge to a scattering state. We construct the scattering operator in Proposition 9.2. Proposition 9.1. Let n ≥ 5. Given any u ∈ C(R, H 2 rad ) a radially symmetrical solution of (1.2) with p = 2 − 1, λ > 0, and ε ≤ 0, there exists u ± ∈ H 2 rad such that (9.1) u(t) − e it(∆ 2 +ε∆) u ± H 2 → 0 as t → ±∞. The functions u ± are unique, they are determined by (9.1), and we have that M (u 0 ) = M (u ± ) , and 2E(u 0 ) = u ± 2Ḣ
2 − ε u ± 2Ḣ
1 .
(9.2)
This defines two mappings S ± : u(0) → u ± from H and u + is unique. Let us now prove that the convergence holds true in the L Proof. Again, by time reversal symmetry, we need only prove Proposition 9.2 for u + . Let ω(t) = e it(∆ 2 +ε∆) u + . Then by the Strichartz estimates (3.10), ω ∈ W (R) and, given δ > 0, there exists T δ such that the W ([T δ , +∞))-norm of ω is less than δ. For u ∈ W ([T δ , +∞)), we define (9.6) Φ(u)(t) = ω(t) − iλ It is easily seen that for δ sufficiently small, Φ defines a contraction mapping on the set Then, u solves (1.2) with p = 2 − 1 on [T δ , +∞). Hence, using the radial symmetry assumption, we see from Theorem 1.1 that u can be extended on R. Now, (9.1) follows from (9.6) and the boundedness of u in W and L 2(n+4) n (L 2(n+4) n )-norms. Uniqueness follows from the fact that any radially symmetrical solution of (1.2) with p = 2 − 1 and λ > 0 has a restriction in X T for some T ≥ T δ , and uniqueness of the fixed point of Φ in such spaces. The continuity statements can be proved with similar arguments to those used in the proof of Proposition 9.1.
