Indirect immunofluorescence (IIF) is the recommended method to diagnose the presence of antinuclear autoantibodies in patient serum. A main step of the diagnostic procedure requires to detect mitotic cells in the well under examination. However, such cells rarely occur in comparison to other cells and, hence, traditional recognition algorithms fail in this task since they cannot cope with large differences between the number of samples in each class, resulting in a low predictive accuracy over the minority class. In this paper we present a system for mitotic cells recognition based on multiobjective optimisation, which is able to handle their low a priori probability. It chooses between the output of a classifier trained on the original skewed distribution and the output of a classifier trained according to a learning method addressing the course of imbalanced data. This choice is driven by a parameter whose value maximises, on a validation set, two objective functions, i.e. the global accuracy and the accuracies for each class. The approach has been evaluated on an annotated dataset of mitotic cells and successfully compared to five learning methods applying four different classification paradigms.
Introduction
Systemic autoimmune rheumatic diseases are characterised by the presence of antinuclear autoantibodies (ANAs), whose detection by indirect immunofluorescence (IIF) on HEp-2 slides [1, 2] is required to confirm the diagnosis. Diagnostic procedure consists of the following four steps: image acquisition, mitosis detection, fluorescence intensity classification and staining pattern recognition (figure 1). Such tasks are very challenging for medical doctor, affecting the reliability of IIF diagnosis. Indeed, since IIF is a subjective and semi-quantitative method, physicians could be conservative or liberal during image classification on the basis of their skills and background, giving rise to classification variability [3] . Another significant reason of uncertainty is the low contrast of borderline and negative samples. In order to guarantee the correctness of the test, producers add to the slides some mitotic cells 1 , which give to medical doctors the confidence with their decisions. Indeed, first, medical doctors verify the correctness of well preparation process by detecting at least one fluorescent mitotic cell. Second, mitotic cells provide information on image staining pattern since they match with certain kinds of IIF patterns, including all stainings of antigens with different distribution throughout the cell cycle, such as midbody, CENP-F, mitotic splindle, centriole/centrosome and NuMA staining [4] .
Since the demand of autoimmune laboratory tests has recently increased and ANAs detection in routine practice is far from being standardised [3] , recent interests have been directed towards the development of computer-aided-diagnosis (CAD) systems supporting IIF diagnostic procedure. Investigated topics covered the areas of image acquisition [5, 6] , image segmentation [7, 8, 9] and fluorescence intensity classification [10] as well as staining pattern recognition [4, 9, 11, 12, 13] .
Although mitotic cells detection plays a crucial role for CAD development being the first step in IIF diagnostic procedure, we find only one work on this topic [14] . It presented a set of features for mitotic cells recognition, testing the approach on an artificially balanced dataset composed of 126 samples. However, such cells rarely occur in a well in comparison to other cells giving rise to a skewed a priori samples distribution between mitotic and non-mitotic classes. In the following we assume that such classes correspond to minority and majority classes, respectively. Traditional classification algorithms cannot be successfully employed to recognise mitotic cells, since they are biased towards the majority class, resulting in poor predictive accuracy over the minority one. This happens because they are designed to minimize errors over training samples, ignoring classes composed of few instances [15, 16] .
Since the development of CAD system in IIF cannot prescind from the recognition of mitotic cells, and considering the skewed nature of the recognition problem, in the following we present a CAD system for mitotic cells recognition based on a method suited for learning under class skew, evaluating its performance on an annotated dataset of HEp-2 mitotic cells and achieving promising results. Our work differs from [14] since we consider here a strong skewed dataset reflecting the a priori distribution occurring in daily practice. We would like to address this lack found in the literature, opening the chance to develop fully automatic systems for IIF image analysis.
The paper is organised as follows: next session introduces classification approaches handling skewed distribution, Section 3 describes the dataset of HEp-2 mitotic cells and concisely recalls the set of descriptors used to represent the samples, Section 4 presents the experimental results and the discussion. Finally, Section 5 provides concluding remarks.
Classification
In this section, we first summarise recent researches on learning with class skew, and then present the approach we use. 
Classification Methods for Skewed Datasets
When the a priori samples distribution is skewed, traditional classification algorithms fail because they are designed to minimize errors over training samples, resulting in poor predictive accuracy over the minority one [15, 16] . Existing learning approaches in these situations can be classified into the following five categories:
1. Under-sampling the majority class by resizing the training samples (TS), makes the class distribution more balanced [15, 17] . This is done by sampling a subset N from the majority training set N to make |N | = |P | where P is the minority class training set. The main drawback is the removal of potentially useful samples. One-sided selection is an under-sampling method that tries to overcome the above limitation removing borderline and redundant majority class samples, without touching minority class samples. 2. Over-sampling the minority class so as to match the size of the majority one, generates a set P with |P | = |N | where P is a combination of positive samples selected by this method, plus all positive samples in P . The main drawback of this approach is that it may increase the likelihood of over-fitting [15, 17] . In order to overcome this problem, synthetic minority over-sampling technique was proposed [15] . It randomly creates synthetic samples in the feature space along the line segments to join any/all of the k minority class nearest neighbors [15] . 3. Internally biasing the discrimination-based process to compensate class imbalance without altering the class distributions [16] . 4. Multi-experts systems (MES), where each composing classifier C i is trained on a subset of the majority class and on the whole minority class. After sampling several subsets N i from N , C i is trained on N i ∪P . Then, outputs of C i on test sample are combined to decide the final predications [18, 19] . Indeed, a MES generally produces better results than those provided by its composing classifiers, avoiding drawbacks of both under and oversampling since each C i is now trained on balanced sub-problems containing information on different aspects of N . Furthermore, in the framework of MES, in [18] the authors proposed the BalanceCascade method that supervisely explores the majority class using a cascade of base classifiers sequentially trained. As the aforementioned learning methods, MES approach produces better results on the minority class while harms the recognition of majority class samples.
5.
Multiobjective optimisation: this method chooses between the output of a classifier trained on the original skewed distribution and the output of a classifier trained according to a learning method addressing the course of imbalanced data. This choice is driven by a parameter whose value maximises, on a validation set, two objective functions, i.e. the global accuracy and the accuracies for each class [20] . This approach would balance the recognition accuracies for each class, harming as less as possible the global accuracy. Indeed, other learning methods for class imbalance increase the accuracy over the minority class and decrease the accuracy over the majority one.
Finally, observe that the global recognition accuracy (acc) is sensitive to class skew and, hence, cannot be used as the only metric for performance estimation.
In such cases, the geometric mean of accuracies (gacc) is also used to measure the classification performance [17] . It is defined as gacc = √ acc + · acc − , where acc + and acc − denote true positive and true negative rates, respectively. gacc is a non-linear measure since a change in one of the two accuracies will influence the value of gacc.
Recognition Approach
Preliminary, we experimentally observe that learning algorithms numbered above as 1, 2, 3 and 4 provide unsatisfactory performance since they fail on most of the minority class samples, as shown in Table 1 and discussed in section 4. In order to overcome such an issue, we utilize a multi-objective optimization technique selecting the final output of the classification system between the output of a classifier trained according to a learning method addressing the course of class imbalance, and the output of a classifier adopting a training method for nonskewed data. This choice is driven by a parameter, referred to as threshold t in the following, whose value maximizes two objective functions, i.e. the global accuracy and the geometric mean accuracy.
The framework of our method is based on two classifiers, one trained on the original skewed distribution and another one built according to a class imbalance learning method. Given a test sample x, its label is given by:
where O nSC (x) is the label assigned to sample x by any classifier trained on the original skewed distribution that does not apply any learning methods for skewed TS, which is referred to as nSC in the following. O SC (x) is the label assigned to sample x by any classifier trained according to a traditional learning method addressing the course of imbalanced TS, e.g. oversampling, undersampling, etc., which is named as SC in the rest of the paper. φ(x) is the reliability assigned by nSC to sample x and t is a real number in [0, 1]. The classification rule reported in 1 assigns the final label of x to the label returned by nSC when its reliability is larger than the threshold t because, in this case, it is reasonable to assume that nSC is likely to provide a correct classification.
is equal to the label assigned by a classification system trained according to a method specifically tailored for imbalanced TS. Indeed, in this case the value of the reliability suggests that the decision returned by nSC should be not safe. The value of the threshold t is set so that it maximizes both acc and gacc on a validation set, providing the best global performance as well as the most balanced accuracies on set disjoint from both training and test sets. The learning algorithm works as follows: Notice that curve extrema at t = 0 and t = 1 correspond to nSC and SC performance, respectively. -The value t is given by t = arg min t (||p(t) − C||), where p(t) is the pair of gacc(t) and acc(t) values measured on the validation set when the threshold t is used. C = (1, 1) is the ideal point in this plot since, the nearer the curve to this point, the better the performance obtained.
Notice that it is possible to proof that t is also an optimum solution of our problem according to multi-objective optimization theory [20] .
Data Set and Features Extraction
Since, to our knowledge, there are not reference databases of IIF images publicly available, we populated a database of annotated mitotic cells with a resolution of 1388x1038 pixels, and a colour depth of 24 bits. The database consists of 28 positive images, showing the main six staining patterns shown in Fig. 3 [4] . Specialists manually segmented and annotated each cell from such images, reporting data on fluorescence intensity, pattern and mitosis phase. After this process, we get a mitotic dataset composed of 1527 cells, 70 mitotic cells and 1457 non mitotic cells. Non mitotic cells exhibits one of the six main staining patterns. The a priori probability of minority class is 4.8% and, hence, the dataset has a strong degree of imbalance in samples distribution. Mitotic cells show peculiarities that can be exploited to get a set of features specifically tailored for this application. Such cells may exhibit two fluorescent patterns. The first, named as negative mitosis, has a fluorescent cell body, while the collapsed chromosomes mass located in the middle part of the cell does not exhibit a fluorescent pattern, or it has a weak fluorescence (panels A and B of Fig. 2 ). In the second pattern, referred to as positive mitosis, we observe the opposite situation, i.e. the cell body is weakly or not fluorescent, while the chromosomes mass is fluoroscent (panels C and D of Fig. 2 ). In both cases the collapsed chromosomes mass has a circular or elliptic shape, approximately. Comparing Fig. 2 and 3 , we notice that such mitotic patterns are different from those of non mitotic cells.
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A C In order to catch such peculiarities, we compute an an heterogeneous set of features belonging to morphological descriptors, texture measures, and local binary pattern (LBPs) [14] .
Morphological descriptors look for elliptic shape and analyse the fluorescence intensity inside the cells. Information on the elliptic shape of chromosome mass, being either a positive or negative mitosis, is computed fitting a bivariate Gaussian distribution inside the cell body and deriving features based on the analysis of consecutive fittings. The second set of features consists of texture measures related to statistical and spectral descriptors. The third set of features is based on LBPs, which assign to each pixel of the image a label obtained comparing it with its neighbourhood matrix. The interested reader can refer to [14] for further details on used features. 
Results
The classification approach chooses the final output between the predictions of nSC and SC. As reported above, nSC is a classifier trained on the original skewed distribution that does not apply any learning method for imbalanced TS, whereas SC is a classifier trained according to a traditional learning method addressing the course of skewed TS, e.g. oversampling, undersampling, etc.
In order to analyse the classification performance, we test the following nine different classification configurations:
1. nSC: a classifier trained on the original skewed distribution which does not apply any learning methods for skewed TS; 2. SMOTE: a classifier trained according to synthetic minority over-sampling technique. In its implementation, we considered the three nearest neighbours, as suggested in [15] ; 3. OSS: a classifier trained according to one-sided selection [17] ; 4. MES-DCS: a multi-experts system where each classifier is trained on a subset N i ∪ P . According to results reported in [19] , we apply random selection to sample N and dynamic classifier selection with local accuracy [21] to combine the outputs of base classifiers; 5. BaCa: a multi-experts system trained according to the BalanceCascade serial scheme [18]; 6. nSC +SMOTE: a multi-objective optimisation technique choosing the final output between the predictions of nSC and SMOTE; 7. nSC+OSS: a multi-objective optimisation technique choosing the final output between the predictions of nSC and OSS; 8. nSC+MES-DCS: a multi-objective optimisation technique choosing the final output between the predictions of nSC and MES-DCS; 9. nSC+BaCa: a multi-objective optimisation technique RbB method choosing the final output between the predictions of nSC and BaCa.
Testing different configurations allows us to investigate different aspects of our recognition task. Indeed, configuration 1 permits us to estimate the performance achievable using a classifier trained on the original skewed distribution. Configurations 2-5 permit us to measure the performance achievable using "traditional" learning methods for skewed TS, whereas classifiers 6-9 are different applications of the proposed method. On this basis, we can compare the results of different classification methods on a strong skewed dataset. We test four popular classifiers belonging to different paradigms. They are a Multi-Layer Perceptron (MLP) as a neural network, a k-Nearest Neighbour as a statistical classifier (kNN), a Support Vector Machine (SVM) as a kernel machine, and AdaBoost as an ensemble of classifiers. We report the results achieved using the best configuration of each classifier, set by preliminary tests.
Recognition performance, evaluated according to a 3-fold cross validation averaging out the final values of gacc and acc, are reported in Table1. The first part of the table reports the mean values of global accuracy (acc), which measures the global recognition rate. The second part of the table shows the mean values of geometric mean of accuracies (gacc), reflecting how much classifier performance are balanced. The third part of the table provides a synthtic comparison between the performance of nine classification schemes, considering together two previous performance metrics. To this aim, we compute for each classifier the L 2 distance between the average performance of each classification configuration and the ideal point C with coordinates (1, 1) (see section 2.2). In order to facilitate the comparison between such distances, these values are normalised with respect to √ 2, which is the maximum distance from point C. Hence, such values range in [0,1]: the smaller the value, the more balanced the performance of the classifier.
Reported performance can be analysed from two points of view. First, we can compare the different learning methods on a high skewed dataset. Second, we can analyse the results considering the biomedical application at hand.
With reference to a machine learning perspective, we observe that nSC returns a value of acc equal to the a priori probability of majority class, thus misclassifying all minority class samples. This observation is confirmed by the value of gacc, which is equal to zero. This happens for all classifiers, other than 3NN. Introducing traditional learning methods for class imbalance, i.e. SMOTE, OSS, MES-DCS and BaCa, the situation improves since, now, gacc is different from zero. However, while acc keeps large, the value of gacc is still small, showing that such learning methods suffer with a so strong degree of imbalance. This does not happen using a SVM classifier in conjunction with learning methods for skewed data. Reason should lie in observing that such learning methods do not improve the linear separability of the samples induced by the chosen kernel in the features space. Let us now focus on the four applications of the proposed methods, i.e. nSC+SMOTE, nSC+OSS, nSC+MES-DCS and nSC+BaCa. With respect to the corresponding composing classifier, we observe that values of acc are approximately the same except for nSC+MES-DCS, whereas values of gacc increase. In case of nSC+MES-DCS, improvement of gacc counterbalances the decrease of acc. Turning our attention to the normalised distance from the ideal point, representing a perfect classification of both positive and negative samples, we notice that nSC+MES-DCS provides the best balanced performance, i.e. the best balance between the recognition rates of positive and negative samples. This happens for all tested classifiers, suggesting that such a scheme is the one best suited for this application. This observation introduces us to look at the results from a biomedical point of view. Results achieved by any nSC are clearly useless in a real scenario, since they fail on all positive samples which are the mitotic cells we would like to detect. The introduction of learning methods for skewed data improves a little the situation in comparison with nSC, since now gacc is larger than zero. However, in several cases, the values of gacc are still small, suggesting that such methods misclassify several positive samples. In contrast, the four applications of the proposed learning rule for the four different classifiers increase the value of gacc, implying that more mitotic cells are now correctly classified.
Conclusions
In this paper we have presented a classification approach for mitotic cells since their detection is a fundamental issue in developing a comprehensive CAD system in IIF. We have taken into consideration their low a priori probability, applying a learning rule which provides more balanced recognition rate with respect both to traditional classification methods as well as to other learning methods for class imbalance.
Future works are directed towards the integration of the system for mitotic cells recognition with systems for IIF image acquisition, fluorescence intensity classification and staining pattern recognition, according to figure 1.
