Nonequational Stable Groups by Müller, Isabel & Sklinos, Rizos
Nonequational Stable Groups
Isabel Müller∗and Rizos Sklinos†
April 10, 2018
Abstract
We introduce a combinatorial criterion for verifying whether a formula is not the con-
junction of an equation and a co-equation. Using this, we give a transparent proof for the
nonequationality of the free group, which was originally proved by Sela.
Furthermore, we extend this result to arbitrary free products of groups (except Z2∗Z2),
providing an abundance of new stable nonequational theories.
1 Introduction
The notion of equationality has been introduced by Srour [Sro84] and further developed
by Pillay-Srour [PS84]. It is best understood intuitively as a notion of Noetherianity on in-
stances of first-order formulas (see section 2 for a formal definition). A first-order theory is
equational when every first-order formula is equivalent to a boolean combination of equa-
tions. As it is often the case in model theory, equationality is modeled after a phenomenon
in algebraically closed fields. There, every first-order formula is a boolean combination of
varieties, i.e. closed sets in the Zariski topology, which in turn is Noetherian.
The equationality of a first-order theory implies another fundamental property: any
equational first-order theory is stable. Stability had been introduced by Shelah in order to
pursuit his classification program and has been dominating the research domain of model
theory for many years. A first-order theory is stable if it admits a nicely behaved indepen-
dence relation. We note that, in general, having an abstract independence relation does
not imply a notion of dimension that can be used to prove a descending chain condition
as in the case of algebraically closed fields. Despite that, at the time equationality was
introduced there was no known example of a stable nonequational theory. A few years
later Hrushovski and Srour [HS89] produced the first such example by tweaking the free
pseudospace, a structure introduced by Baudisch and Pillay which is 2-ample but not 3-
ample, where ampleness is a notion measuring how complicated the independence relation
in a stable theory is.
For many years the notions of equationality and stability were identified, as morally
only a “strange” artificial example could witness otherwise. In 2006 Sela [Sel13] completely
changed the picture we had for stable groups by adding torsion-free hyperbolic groups to
the stable family. This is considered by many one of the deepest results in the model theory
of groups. We note that before Sela’s work the only families of groups that were known
to be stable were the family of abelian groups and the family of algebraic groups over
algebraically closed fields. Even more strikingly Sela proved that torsion-free hyperbolic
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groups are nonequational [Sel12], whence these theories are the first natural examples of
stable nonequational theories. His proof of nonequationality relies on the heavy machinery
introduced and used in the daunting series of nine papers on the elementary theory of
free groups culminating to the positive answer of Tarski’s question on whether or not
nonabelian free groups share the same first order theory.
The sophisticated methods introduced for tackling Tarski’s problem also allowed Sela
to answer a long standing question of Vaught . He proved that whenever G1 is elementarily
equivalent to G2 and H1 is elementarily equivalent to H2, then the free product G1 ∗H1
is elementarily equivalent to G2 ∗ H2. In addition, he proved that whenever G ∗ H is a
nontrivial free product, which is not Z2 ∗Z2, then it is elementarily equivalent to G∗H ∗F
for any free group F (see [Sel10]).
In this paper we give an elementary transparent proof for the nonequationality of the
first-order theory of nonabelian free groups. We use (essentially) the same first-order
formula as Sela, but our arguments avoid his complicated machinery. As a matter of fact,
using the above mentioned result of Sela, our arguments extend to the first-order theory
of any nontrivial free product which is not Z2 ∗Z2. On the other hand, Sela’s proof applies
to each torsion-free hyperbolic group H without using that it is elementarily equivalent
to H ∗ Fω. The main result of this paper is as follows:
Theorem 1: Let G1 ∗G2 be a nontrivial free product which is not Z2 ∗Z2. Then its first
order theory is nonequational.
Recently, Sela, in the work mentioned above [Sel10], proved the astonishing result that
a free product of stable groups remains stable. This fact together with the main result of
this paper give an abundance of new stable nonequational theories.
Acknowledgements. We would like to thank Thomas Blossier and Amador Martin-
Pizarro for the groupe de travail in Lyon around the Hrushovski-Srour manuscript [HS89]
and the construction of free pseudospaces. We also thank Amador Martin-Pizarro for
fruitful discussions around equationality. We would like to thank Zlil Sela for a useful
correspondence on free products of groups.
Finally the second author would like to thank Anand Pillay for sharing the manuscript
[HS89] with him, while he was a PhD student in Leeds.
2 The Criterion
In the following section we will introduce the notion of equationality and present a criterion
which implies that a formula is not the conjunction of an equation and a co-equation. We
furthermore will argue that under some slightly stricter conditions, this amounts to show
that a first-order theory is nonequational.
Definition 2.1. Let T be a first-order theory. Then a formula ϕ(x, y) is an equation in
the tuple x if any collection of instances of ϕ(x, y) is equivalent (modulo T ) to a finite
subcollection.
An easy example of an equation in an arbitrary theory T is an actual equation, i.e.
a formula of the type x = y. Note that being an equation is not closed under boolean
combinations, as the formula x 6= y is not an equation in any theory T with infinite models.
Definition 2.2. A first-order theory T is n-equational if every formula ϕ(x, y) with vari-
able length |x| = n is a boolean combination of equations. Moreover, the first-order theory
T is equational if it is n-equational for all n < ω.
It remains an interesting open question, whether being 1-equational implies being
equational. All known examples of stable nonequational theories, i.e. the examples in this
paper and Hrushovski’s tweaked free pseudospace, are in fact not 1-equational.
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The following fact gives a more combinatorial flavor to the definition of equationality
for a formula.
Fact 2.3: The first-order formula ϕ(x, y) is not an equation if and only if for arbitrarily
large n ∈ N there are tuples (ai), (bj), i, j ≤ n such that |= ϕ(ai, bj) for all i < j, but
6|= ϕ(ai, bi).
The following remark is trivial, but will have interesting consequences in our study of
nonequational theories.
Remark 2.4. Assume ϕ(x, y) to be a formula equivalent to a boolean combination of
equations. Then ϕ(x, y) is equivalent to a formula of the form∨
0≤i≤n
(ψi1(x, y) ∧ ¬ψi2(x, y)),
for some equations ψi1, ψi2 and n ∈ N. This follows easily from the facts that every formula
is equivalent to a formula in disjunctive normal form and that finite disjunctions and finite
conjunctions of equations are again equations.
In the following we will give a combinatorial criterion for formulas to not be of the
form ψ1(x, y) ∧ ¬ψ2(x, y), where ψ1 and ψ2 are equations.
Lemma 2.5: Let T be a first-order theory and ϕ(x, y) be a formula. If for arbitrary large
n ∈ N there exist matrices An := (aij)i,j≤n and Bn := (bkl)k,l≤n such that
|= ϕ(aij , bkl) if and only if i 6= k or (i, j) = (k, l),
then ϕ(x, y) is not equivalent to a formula of the form ψ1(x, y)∧¬ψ2(x, y), where ψ1 and
ψ2 are equations.
Proof. We first show that under the hypothesis of the lemma, every row witnesses that
the formula ¬ϕ(x, y) is not equivalent to an equation. To see that, fix some i0 and note
that with aj := ai0j and bl := bi0l, we get
|= ¬ϕ(aj , bl) for all j < l and 6|= ¬ϕ(aj , bj),
whence by Fact 2.3 the formula ¬ϕ(x, y) is not equivalent to an equation.
Now, aiming for a contradiction, assume ϕ(x, y) ≡ ψ1(x, y) ∧ ¬ψ2(x, y), for some
equations ψ1, ψ2, whence in particular ¬ϕ(x, y) ≡ ¬ψ1(x, y) ∨ ψ2(x, y). If there was
some index i0, such that |= ψ1(ai0j , bi0l) for all j, l, then for that row we would have
¬ϕ(ai0j , bi0l) ↔ ψ2(ai0j , bi0l) for all j, l ≤ n, contradicting the fact that ψ2 is an equa-
tion. Thus, for any index i ≤ n, there exists some ji, li such that |= ¬ψ1(aiji , bili). Set
ai := aiji , bk := bklk . Note that for i 6= k we have |= ϕ(ai, bk), whence
|= ψ1(ai, bk) for all i < k and 6|= ψ1(ai, bi),
contradicting the fact that ψ1 is an equation.
Our method provides a general criterion for proving that a first-order theory is nonequa-
tional, given in the following proposition. There, we will use the notion of a type which is a
maximally consistent set of formulas. For the purpose of this paper the reader unfamiliar
with this notion can simply understand it as defining when two tuples are in the same
orbit under the automorphism group of a given structure.
Proposition 2.6: Let T be a first-order theory. Suppose there exist a formula ϕ(x, y) and
arbitrarily large matrices An, Bn such that:
(i) there exists a type of T which is satisfied by any tuple (aij , bkl) of entries of the
matrices for i 6= k and for (i, j) = (k, l);
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(ii) the formula ϕ(x, y) is satisfied by (aij , bkl) if and only if i 6= k or (i, j) = (k, l).
Then T is nonequational.
Proof. We will show that ϕ(x, y) is not in the boolean algebra of equations. Otherwise,
by Remark 2.4, there existed m ∈ N and equations ψi1(x, y), ψi2(x, y) for i ≤ m such that
ϕ(x, y) ≡
∨
0≤i≤m
(ψi1(x, y) ∧ ¬ψi2(x, y)).
For An and Bn as given above, we have |= ϕ(a11, b11). Thus, there exists some i ≤ m
such that |= ψi1(a11, b11) ∧ ¬ψi2(a11, b11). We set θ(x, y) := ψi1(x, y) ∧ ¬ψi2(x, y). As
all (aij , bkl) for (i, j) = (k, l) or i 6= k have the same type as (a11, b11), we get that
|= θ(aij , bkl) for all previously mentioned indices. On the other hand, if i = k, but j 6= l,
then |= ¬ϕ(aij , bkl), whence in particular |= ¬θ(aij , bkl). By Lemma 2.5, this contradicts
the fact that θ(x, y) is the conjunction of an equation and a co-equation.
3 Nonequationality of the Free Group
In the following we will show that the theory of the free group is not 1-equational, and
hence not equational. The next result allows us to work in Fω, the free group of rank ω.
Fact 3.1 (Sela): Let G1 ∗ G2 be a nontrivial free product, which is not Z2 ∗ Z2. Then it
is elementarily equivalent to G1 ∗G2 ∗ F for any free group F.
Alternatively one can use that nonabelian free groups form an elementary chain (see
[Sel06], [KM06]).
F2 ≺ F3 ≺ . . . ≺ Fn ≺ . . .
Thus, they all elementarily embed in Fω which is the union of this chain.
Working in Fω, we will show that the following formula is not equivalent to a boolean
combination of equations:
ϕne(x, y) := ∀u, v([u, v] 6= 1→ xy 6= u5v4).
Our formula is a mild variation of the formula Sela uses:
φS(x, y) := ∃u, v([u, v] 6= 1 ∧ yx = u10v−9).
We recall some useful group theoretic facts. An element of a free group is called
primitive if it is part of some basis of the free group.
Fact 3.2: Let a be a primitive element of F. Suppose a belongs to a subgroup H of F.
Then a is a primitive element of H.
The above fact can be obtained as a corollary of the Kurosh Subgroup Theorem. We
also recall:
Fact 3.3: Let e1, . . . , en be a basis of the free group Fn of rank n. Then em11 · em22 . . . emnn
is not a primitive element for any |mi| 6= 1.
With Fact 3.2 and Fact 3.3 at hand, we now can prove:
Lemma 3.4: Let Fω := 〈e1, e2, . . .〉. Then for any pair (a, b) which is part of some basis
of Fω we have Fω |= ϕne(a, b).
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Proof. Since our formula is defined over the empty set it is enough to prove that the pair
(e1, 1) satisfies ϕne in Fω. That is because then (e1 ·e2, 1) satisfies the formula, thus (e1, e2)
satisfies it. Therefore, we need to prove that e1 is not a product of a fifth and a fourth
power of any two elements of Fω that do not commute. Suppose otherwise that there are
u, v two elements of Fω such that u5v4 = e1 and [u, v] 6= 1. Recall that any two elements
that do not commute generate a free subgroup of rank 2. Thus, Corollary 3.2 yields that
e1 is a primitive element of 〈u, v〉. On the other hand since u5v4 = e1, we get by Fact 3.3
that the element e1 is not primitive in 〈u, v〉, a contradiction.
We will use Proposition 2.6 in order to prove that the theory of the free group is
nonequational. Therefore, for n ∈ N arbitrary consider the following matrices:
An =

e52e1 e
5
3e1 . . . e
5
n+1e1
e53e2 e
5
4e2 . . . e
5
n+2e2
...
...
. . .
e5n+1en e
5
n+2en . . . e
5
2nen
Bn =

e−11 e
−4
2 e
−1
1 e
−4
3 . . . e
−1
1 e
−4
n+1
e−12 e
−4
3 e
−1
2 e
−4
4 . . . e
−1
2 e
−4
n+2
...
...
. . .
e−1n e
−4
n+1 e
−1
n e
−4
n+2 . . . e
−1
n e
−4
2n

We will see that ϕne(x, y) together with the matrices An, Bn satisfy the hypotheses of
Proposition 2.6.
Lemma 3.5: Let An = (aij) and Bn = (bkl) be the matrices given above. If i 6= k or
(i, j) = (k, l), then aij and bkl form part of a basis of Fω.
Proof. Consider first aij ∈ An and bkl ∈ Bn arbitrary with i 6= k. Then
aij = e
5
i+jei and bkl = e
−1
k e
−4
k+l.
Extend {i, k} by a subset S ⊆ {i+ j, k + l} of maximal size such that S ∪ {i, k} contains
only pairwise distinct elements. Then the set {es | s ∈ S} ∪ {aij , bkl} is part of a basis,
as the subgroup it generates contains the following part of a basis {ei, ek} ∪ {es | s ∈ S}
which has the same size.
If (i, j) = (k, l), then the set {aij , bij} = {e5i+jei, e−1i e−4i+j} forms a basis of F2, as the
subgroup it generates contains the following part of a basis {ei, ei+j} which has the same
size.
Lemma 3.6: Let An = (aij) and Bn = (bkl) be the matrices given above. Then ¬ϕne is
satisfied in Fω by any pair (aij , bkl) if i = k and j 6= l.
Proof. Consider aij ∈ An and bil ∈ Bn arbitrary for j 6= l. Then
aijbkl = e
5
i+jeie
−1
i e
−4
i+l = e
5
i+je
−4
i+l.
Cleary u = ei+j and v = e−1i+l do not commute for j 6= l, whence Fω |= ¬ϕne(aij , bil), as
desired.
We can now prove the nonequationality of the free group.
Theorem 3.7: The theory of the free group is nonequational.
Proof. We confirm that the hypotheses of Proposition 2.6 are satisfied for the first-order
formula ϕne and the matrices An, Bn given above. Indeed, by Lemma 3.5 the pairs (aij , bkl)
for i 6= k and for (i, j) = (k, l) all satisfy the same type, namely the type tp(e1, e2). Thus,
the first condition of Proposition 2.6 holds.
For the second condition, we need to prove that Fω |= ϕne(aij , bkl) if and only if i 6= k
or (i, j) = (k, l). The right to left direction follows from lemmata 3.4 and 3.5, while the
other direction is Lemma 3.6.
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4 Free Products of Groups
In this section we generalize the main result of Section 3 to the first-order theory of any
nontrivial free product of groups G := G1 ∗G2, which is not Z2 ∗Z2. Recall from Fact 3.1
that any such theory coincides with the theory of G ∗ Fω.
The main fact we have to establish is that Lemma 3.4 is still valid for the group G∗Fω.
We will prove:
Lemma 4.1: Let Fω := 〈e1, e2, . . . , en, . . .〉. Then for any pair (a, b) which is part of some
basis of Fω we have that G ∗ Fω |= ϕne(a, b).
With the above lemma at hand, the proof of nonequationality of the free group transfers
to G directly and we get the following theorem as a corollary:
Theorem 4.2: Let G1, G2 be nontrivial groups, at least one of them different from Z2.
Then the first order theory of their free product is not equational.
By a deep result of Sela we know that whenever G1 and G2 are stable, then their free
product is again stable. Thus our theorem yields an abundance of new stable, nonequa-
tional theories.
Corollary 4.3: Let G1 and G2 be nontrivial stable groups, at least one of them not
isomorphic to Z2. Then their free product has a stable nonequational first-order theory.
Some Bass-Serre Theory
The rest of the section is devoted to the proof of Lemma 4.1. To this end, we have
to introduce some basic notions on free products and Bass-Serre theory. For reference and
detailed explanations we confer the reader to [Ser83].
Definition 4.4. Let G1, G2 be groups. We call an expression of the form g := g1g2 . . . gn ∈
G1 ∗ G2 for n ≥ 0 a normal form, if gi ∈ (G1 ∪ G2) \ {1} and no consecutive elements
gi, gi+1 lie in the same group.
In a free product, any element has a unique normal form. For g in G1 ∗G2 with normal
form g1g2 . . . gn its sylable lentgh syl(g) is n. The trivial element is the unique element
with 0 sylable lentgth.
Fact 4.5: An element g is cyclically reduced, if its normal form is g1g2 . . . gn where g1
and gn lie in different free factors.
If g is not cyclically reduced, then there exists some element γ ∈ G and a cyclically
reduced element g′ such that g = γg′γ−1.
Bass-Serre theory provides us with a correspondence between group splittings and
actions of groups on (simplicial) trees. In particular, to any free product of groups G :=
G1∗G2 we can associate a tree, its so-called Bass-Serre tree, and an action of G on this tree
as follows. The vertices of the tree is the union of cosets {gG1 | g ∈ G} and {gG2 | g ∈ G}.
Furthermore, for any element g ∈ G there exists an edge connecting gG1 to gG2. Moreover
G acts on the set of vertices by left multiplication, i.e. h · gGi = hgGi for any h ∈ G. The
stabiliser of a vertex gGi is the conjugate of Gi by g and every edge is trivially stabilised.
Using the uniqueness of normal forms in free products we see that each vertex gGi has a
unique label g1g2 . . . gnGi, where g1g2 . . . gn is the normal form of g and gn 6∈ Gi.
There are two different ways in which an element h can act on a Bass-Serre tree: either
it fixes a unique point Fix(h), in which case we call h elliptic, or there exists a unique
infinite line Ax(h) on which h acts by translation by some fixed length tr(h) > 0, its
translation length. In the latter case h is called hyperbolic.
Remark 4.6. Let u, v be two hyperbolic elements in G such that their axes intersect in a
length at least tr(u) + tr(v) + 1. Then u and v commute. To see this, consider x the first
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element in the intersection of their axes. We may assume u and v translate in the same
direction on this intersection. Then u−1v−1uvx = x. The same holds for a neighbouring
vertex y of x on the intersection of the axes, whence u−1v−1uv stabilizes the edge between
x and y. As any edge is trivially stabilized, we get uv = vu, as desired.
The following fact describing the action of the product of two elliptic elements is by
no means hard to verify.
Fact 4.7: Let g, g′ ∈ G = G1 ∗G2. If g and g′ are elliptic and Fix(g) 6= Fix(g′), then gg′
is hyperbolic with tr(gg′) = 2d(Fix(g),Fix(g′)).
The next lemma will be helpful for the proof of Lemma 4.1.
Lemma 4.8: Let G1, G2 be arbitrary groups and u ∈ G1 ∗ G2 be a cyclically reduced
element which is moreover hyperbolic in the corresponding Bass-Serre tree. Then its axis
Ax(u) contains the vertices G1 and G2.
Proof. Let x be the vertex representing Gi for some i = 1, 2 and u be cyclically reduced.
It suffices to show that
d(x, ux) = syl(u), whence d(x, u2x) = 2d(x, ux) and x ∈ Ax(u).
We prove this by induction on the syllable length syl(u). Note that the syllable length
of a hyperbolic cyclically reduced word is always even and at least 2. So assume now
syl(u) = 2, say u = ab with a ∈ G1 and b ∈ G2. Assume x is the vertex G1. Then there is
a path (G1 = aG1, aG2 = abG2, abG1) from x to abx of length 2, whence d(x, ux) = 2, as
desired. If x is the vertex G2, then the path (G2, G1 = aG1, aG2 = abG2) is the desired
path of length 2.
Now assume we have proven the claim for all cyclically reduced u′ of syllable length
at most 2n and consider u = a1b1 . . . anbnan+1bn+1 with ai ∈ G1 and bi ∈ G2. Set
u′ := a1b1 . . . anbn. Then by induction hypothesis we have d(x, u′x) = 2n. Furthermore
u′x is the vertex u′Gi if x represents Gi. Now, as above if x is the vertex G1, then the
path
(u′G1 = u′an+1G1, u′an+1G2 = u′an+1bn+1G2, u′an+1bn+1G1)
is a path of length 2 from u′x to ux and disjoint from the path between x and u′x, whence
d(x, ux) = d(x, u′x) + d(u′x, ux) = 2n+ 2,
as desired. If x ∈ G2, use the path
(u′G2, u′G1 = u′an+1G1, u′an+1G2 = u′an+1bn+1G2)
to conclude the proof.
Remark 4.9. Assume u ∈ G1∗G2 is a hyperbolic element, which is not cyclically reduced.
Then it is of the form γu′γ−1 for some cyclically reduced u′, and its axis is a translate of
the axis of u′ by γ.
Proof of Lemma 4.1
As in the proof of Lemma 3.4, it suffices to show that whenever u, v ∈ G ∗ Fω do not
commute, then u5v4 6= e1. We will argue with the action of G ∗ Fω on the Bass-Serre tree
associated to the free splitting, as introduced above.
First we will show that in order to prove Lemma 4.1, it suffices to reduce to the case
where at least one of u or v is cyclically reduced.
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Lemma 4.10: Assume Lemma 4.1 holds for any elements u, v which do not commute and
where at least one of them is cyclically reduced. Then it holds for any u, v which do not
commute.
Proof. Note that if u5v4 = e1, then in the normal form of u and v with respect to the free
splitting G ∗ Fω, either u starts, or v ends with the letter e1. Now, without loss assume u
starts with e1 and neither u nor v is cyclically reduced. Then u and v are conjugates of
cyclically reduced words and more precisely u = e1u′e−11 , whence u
5v4 = e1u
′5e−11 v1v
′4v−11 .
Now, if v1 6= e1, then there would be no cancellation in the product, contradicting the fact
that its product has normal form e1. Thus, v1 = e1, whence
u5v4 = e1u
′5v′4e−11 = e1 if and only if u
′5v′4 = e1.
Note that u′ and v′ still do not commute. Now, either one of u′ and v′ is already cyclically
reduced, or we can repeat the argument, further decreasing the length of u and v. After
finitely many steps we would obtain u0, v0 with u50v40 = e1 and at least one of them being
cyclically reduced, contradicting the assumptions.
Now we are ready to prove Lemma 4.1
Proof of Lemma 4.1. As above, it suffices to show that e1 cannot be written as u5v4, for
any elements u, v ∈ G ∗ Fω that do not commute. Assume for a contradiction that there
existed such u and v. We consider their action on the Bass-Serre tree corresponding to
the free splitting G ∗ Fω.
Assume both u and v are elliptic elements. If they would fix different vertices, then
by Fact 4.7, the product u5v4 is hyperbolic and hence can not equal e1. Otherwise, they
fix the same vertex which also is fixed by e1 and hence has to coincide with Fω. Thus
u, v ∈ Fω, whence they generate a free group of rank 2. Now Lemma 3.3 yields that e1
cannot be written as a product of proper powers of u and v, a contradiction.
Thus, at least one of u or v has to be hyperbolic. By Lemma 4.10, we may furthermore
assume that at least one of them, say v, is cyclically reduced. If v would be elliptic, then
it either fixes the vertex labeled Fω, whence also u5 = e1v−4 fixes Fω, a contradiction, or
it fixes the vertex labeled G, whence by Fact 4.7 the element u5 = e1v−4 is hyperbolic of
translation length 2, again a contradiction as tr(u5) ≥ 5.
We can thus assume that the cyclically reduced word v is hyperbolic. Let b1a1b2 · · · bnan
be the normal form of v, for bi in G and ai in Fω. Let further u1u2 . . . um be the normal
form of the element u5. We will do the proof for u being hyperbolic. The case for u
elliptic reduces to a special case to the proof we give below, in which the “axes“ of u and
v intersect in a single point, the fixed point of u.
So let u be hyperbolic. If u is also cyclically reduced, then the axes of u and v coincide
for more than tr(u) + tr(v), whence by Remark 4.6 the elements commute and we can
conclude. Thus, we may assume that u is not cyclically reduced. In particular, the
syllables u1 and um belong to the same free factor which must be G, as otherwise there
was no cancellation between u5 and v4 and a length argument yields that their product
cannot coincide with e1.
In the Bass-Serre tree corresponding to the free product G∗Fω, the vertex x labeled by
Fω is moved by v4 along its axis to the vertex y labeled by v3b1a1b2 · · · bnanFω. Note that
y is also labeled by v3b1a1b2 · · · bnFω. We will assume that the axes of u and v coincide for
at most tr(u) + tr(v), otherwise we can prove, as above, that u and v commute. The last
implies that each of the two parts of the axis of v outside of the intersection has length at
least syl(v) = 2n.
Since u5v4 = e1, we must have that u−5 moves the vertex x to the vertex y, along the
axis of v. Hence the vertex y is also labeled by u−1m . . . u
−1
1 Fω, and since u
−1
1 belongs to
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G we deduce that u−11 = bn. Repeating the argument we see that for at least the last 2n
elements of u−5 we get
u−1i = bn− i−12 for i odd and u
−1
i = an− i2 for i even,
where a0 := an. Since the element u is not cyclically reduced, it is of the form γu′γ−1
for some cyclically reduced word u′ and γ of syllable length at least 2n. Thus we see that
um−i+1 = u−1i for i ≤ 2n. Now, following the labels of vertices along the axis of v, starting
from the vertex x, we have
Fω, G, u−1m Fω, u−1m u
−1
m−1G, . . . , u
−1
m u
−1
m−1 . . . u
−1
m−2n+1G,
which must be the same sequence as
Fω, G, b1Fω, b1a1G, . . . , b1a1 . . . bnanG.
The uniqueness of normal forms now implies an = u−1m−2n+1 = u2n = a
−1
n , a contradiction
since an is a nontrivial element of Fω. This concludes that u5v4 6= e1.
If u is the cyclically reduced element and starts with a syllable in Fω, the argument
is exactly the same. If it starts with a syllable in G or v is cyclically reduced and starts
with a syllable from Fω, then a symmetric argument concludes the proof of the Lemma.
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