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Abstract
Biolayer Modeling and Optimization for the Sparrow Biosensor

Ke Feng

Biosensor direct detection of molecular binding events is of significant interest in
applications from molecular screening for cancer drug design to bioagent detection for
homeland security and defense. The Stacked Planar Affinity Regulated Resonant Optical
Waveguide (SPARROW) structure based on coupled waveguides was recently developed
to achieve increased sensitivity within a fieldable biosensor device configuration. Under
ideal operating conditions, modification of the effective propagation constant of the
structure’s sensing waveguide through selective attachment of specific targets to probes
on the waveguide surface results in a change in the coupling characteristics of the guide
over a specifically designed interaction length with the analyte. Monitoring the relative
power in each waveguide after interaction enables ‘recognition’ of those targets which
have selectively bound to the surface. However, fabrication tolerances, waveguide
interface roughness, biolayer surface roughness and biolayer partial coverage have an
effect on biosensor behavior and achievable limit of detection (LOD). In addition to these
influences which play a role in device optimization, the influence of the spatially random
surface loading of molecular binding events has to be considered, especially for low
surface coverage. In this dissertation an analytic model is established for the SPARROW
biosensor which accounts for these nonidealities with which the design of the biosensor
can be guided and optimized. For the idealized case of uniform waveguide transducer
layers and biolayer, both theoretical simulation (analytical expression) and computer
simulation (numerical calculation) are completed. For the nonideal case of an
inhomogeneous transducer with nonideal waveguide and biolayer surfaces, device output
power is affected by such physical influences as surface scattering, coupling length,
absorption, and percent coverage of binding events. Using grating and perturbation
techniques we explore the influence of imperfect surfaces and random surface loading on
scattering loss and coupling length. Results provide a range of achievable limits of
detection in the SPARROW device for a given target size, surface loading, and detectable
optical power.
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Chapter 1
Introduction
Biosensors, one special kind of sensor, can be considered as a device which is
developed from any basic sensor by adding a biological component. The general aim of
biosensors is to detect biologically relevant information. Generally, biosensors produce
either discrete or continuous signals (e.g., electronic signals, optical signals) that respond
to a single analyte (i.e., the specific targeted sample) or a related group of analytes
(Turner et al., 1987). Since the differentiation between biosensors and chemical sensors
is often difficult, there have been several different definitions for the term ‘biosensor’.
These definitions emphasize either the role of the device or the nature of the recognition
process involved in generating the selective signal. One definition of a biosensor is a
sensing device that incorporates a biological material such as an enzyme, antibody, or a
bacterium. This definition emphasizes the signal generating process. Another definition
for a biosensor, emphasizing the application, is a device which senses a species which is
of a particular biological origin. A more general definition (Turner et al., 1987) is that a
biosensor is ‘a compact analytical device incorporating a biological or biologicallyderived sensing element either integrated within or intimately associated with a
physicochemical transducer’. In 1992, the International Union of Pure and Applied
Chemistry (IUPAC) committee gave the biosensor a standard definition as: ‘A device that
uses specific biochemical reactions mediated by isolated enzymes, immunosystems,
tissues, organelles or whole cells to detect chemical compounds, usually by electrical,
thermal or optical signals’ (Nagel et al., 1992).

1-1 Background of biosensor
Table 1 (Newman, 2001) shows the major landmarks in biosensor development.
The earliest biosensor device was invented in 1962, when Clark and Lyons were able to
detect glucose by measuring the concentration of pH and blood gases (pCO2, pO2) for
intravascular continuous monitoring with an amperometric enzyme oxygen electrode
(Clark et al., 1962). In 1969, another new kind of biosensor, the potentiometric biosensor,
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was invented. This biosensor could detect urea on an ammonia electrode. From 1972 to
1973, the first commercial biosensor, a glucose biosensor, was successfully made by
Yellow Spring Instrument (YSI) Company.

Stimulated by this commercial success,

fundamental studies of biosensors were performed vigorously in 1980s. During these
years, not only electrochemical sensors, but also optical sensors were developed. For
example, the first fiber optic pH sensor was developed in 1980; the first fiber opticalbased biosensor for glucose appeared in 1982, and the first surface plasmon resonance
(SPR) immunosensor was reported in 1983. Unlike electrochemical sensors, optical
sensors have their own advantages. Satisfactory results were obtained by normalizing the
optical signal of the analyte to a second reference wavelength, which involved evaluating
relative intensity changes. After the 1990s, there has been even more emphasis on the
commercialization of biosensors.

Table 1.1. Major landmarks in biosensor development (from Newman et al., 2001).
Date
1962

Event
First description of biosensor: an amperometric enzyme electrode for
glucose

1969

First potentiometric biosensor: urease immobilised on an ammonia electrode
to detect urea

1972-1973

First commercial biosensor: Yellow Spring Instruments glucose biosensor

1975

First microbe-based biosensor; First immunosensor

1980

First fiber optical pH sensor for in vivo blood gases

1982

First fiber optical-based biosensor for glucose

1983

First surface plasmon resonance (SPR) immunosensor

1984

First mediated amperometric biosensor

1987

Launch of the MediSense ExacTech blood glucose biosensor

1990

Launch of the Pharmacia BIAcore SPR-based biosensor

1998

Launch of LifeScan FastTake blood glucose biosensor

2004

SPARROW biosensor proposed (Lloyd et al., 2004)
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Although biosensors have already become a mature technology in some areas, this
maturity is only limited to a small number of applications where market size justified
significant financial investment (Newman et al., 2001). A great deal of researches and
developments are required in the future for biosensors. In brief, the developments of
biosensors can be divided into three generations. The first generation of biosensors is
before the 1980s. At that time, both biological components and transducers were very
limited. The research and application of biosensors were also very small. In comparison
to the first generation, the second generation of biosensors typically used antibodies and
proteins instead of enzymes as their biological components, and these have more choices
for transducer types. A typical product of this generation was the Pharmacia BIAcore
SPR-based biosensor, which was launched to market in 1990.

Besides medical

applications, many new possible applications of biosensors were found.

The third

generation of biosensors currently being developed is portable, automatic, and features
real-time measuring capabilities.

1-2 Biosensor configurations
There are numerous literatures discussed biosensor configuration such as enzymebased fiber biosensor (Thompson, et al., 1993), enzyme electrode biosensor (Sampath, et
al., 1997), biosensor based on Piezoelectric Crystal (Kumar, 2000), etc. Since 1962, the
year of the first biosensor, a great number of combinations have been proposed and
demonstrated. However, very few of them have been commercially successful because of
a variety of reasons such as fabrication problems, low sensitivity problems, etc. Actually,
in simplest terms, only two components are needed for a very basic biosensor: (1) a
receptor, which is a ‘molecule or a polymeric structure in or on a cell which specifically
recognizes and binds to a compound acting as a molecular messenger’ (Nagel, et al.,
1992); and (2) a transducer, which is used to ‘sense the binding event produced by the
bioreceptor and analyte, and in turn to generate an electrical or optical signal that can be
amplified and measured’ (Patton, 1989). When a biosensor works, the receptor will
produce a discrete or continuous biosignal. Usually, this signal corresponds to specific
biochemical reactions between the receptor and binding events. Then, the transducer will
sense this biosignal and convert it to another signal which could be recognized by the
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detection device. Finally, information of the sample will be known by analyzing the
output signal. Figure 1.1 shows the principle of the operation of a biosensor.

Biosensor

(Analyte)
Sample

Receptor

Transducer

Signal
Processing

Specific biochemical reaction

Fig 1.1. The principle of the operation of a biosensor.
Based on different types of transducers and receptors, numerous biosensors have
been developed and some of them are successfully commercialized. In the following
sections, several typical biosensors are introduced.

1-2-1 Amperometric biosensors and potentiometric biosensors
Amperometric biosensors are the earliest biosensors. The purpose of this kind of
biosensors is to detect the concentration of target solution (i.e. glucose concentration in
blood) by monitoring the change of current.

When the analyte flow through the

biomaterial coated electrode, there will be an oxidation or reduction of such biomaterial
at electrode surface. Then, a current proportional to oxygen concentration is produced by
redox activities. Equation 1.1 shows the common redox cross reaction catalyzed by
enzyme (Kissinger, 2006).
enz

R A + OB → RB + O A

1.1
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where R A is analyte and is oxidized by OB . RB , which is proportional to current,
indicates the concentration of analyte R A . For amperometric biosensors, the spices could
be urea, tissue, glucose, sucrose, etc. There are three distinct configurations for this kind
of biosensors: Single use; Intermittent use; Continuous use.

Table 1.2 shows their

features.
Table 1.2 Features for different amperometric biosensors configurations
(Kissinger, 2006)
Precision

Accuracy

Calibration

Cost

Single use

Poor

Poor

No

High

Intermittent use

Good

Good

Easy

Moderate

Continuous use

Good

Poor

No

Low

Plenty of receptors for amperometric biosensors corresponding to different
detection species have been widely reported in numbers of publications. The limit of
detection (LOD) for each combination shows big difference.

In a recent literature

(Dzyadevych, et al., 2006), the LOD of a Resydrol polymer coated amperometric
biosensor was reported to be 3.5 (% v/v) (the volume of the ethanol is 3.5% of the total
volume of the solution). This LOD is excellent for detecting ethanol in target solution.
The same as amperometric biosensors, potentiometric biosensors use electrode as
the component of transducer. However, this kind of biosensors monitors the potential
change instead of current. They use ion-selective electrodes to sense the biological
reaction and covert biosignal into an electrical signal. Figure 1.2 shows one of the
simplest structures of this kind of biosensors. It includes an immobilised enzyme
membrane and the probe from a pH-meter. The catalysed reaction will generate or
absorbs hydrogen ions. That causes a change in pH which can be measured from the pHmeters. Correspondly, the electrical potential is changed. This change could be detected
by detector and used to determine the specific biomaterial in target solution.
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Figure 1.2 A simple potentiometric biosensor. (a) A semi-permeable membrane (b)
Biocatalyst (c) The active glass membrane (d) A pH probe (e) The electrical potential
(f) Internal Ag/AgCl electrode (g) Dilute HCl (h) An external reference electrode.
(London south bank university)
This kind of biosensors also has high sensitivity. A recent literature reported that an
enzyme potentiometric biosensor had LOD of 52 µg/mL when detect the urea
concentration (Sahney, et al., 2006).

1-2-2 Optical biosensors
Optical biosensors detect the biological information by monitoring the change of
optical characteristic such as intensity, wavelength, phase, polarization and time
modulation. It consists of an optical transducer and a bioreceptor. Optical transducers,
such as fiber, surface plasmon resonance device, optrodes and optical waveguides, are
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widely reported and show good promise.
1-2-2-1 Optical fiber biosensors
The optic fiber biosensors have been developed over the past 20 years from a
single channel laboratory breadboard into a portable, automated multiple channels sensor
(Anderson, et al., 2000). Although, the components of optical fiber biosensors have
evolved significantly, the principle of them has remained the same.

Biolayer (or

bioreceptor, i.e. antibody) is immobilized onto the surface of an optical fiber. When
target solution flows over the fiber probes, immobilized bioreceptor will capture those
specific molecules in target solution and form binding events which are called fluorescent
complex here. By evanescently exciting surface-bound fluorophores with a diode laser,
these biosensors can monitor these complex formations. The optical probe will sense the
emitted fluorescence and transmit them to the photodiode detector through optical fiber.
On the fiber probe surface, the excitation intensity and efficiency of fluorescence
recovery attenuates exponentially with distance.

Thus, this system is highly

discriminatory for the surface bound fluorophores (Anderson, et al., 2000). Figure 1.3
shows a simple optical fiber structure.

Fig. 1.3. A simple optical fiber biosensor arrangement: (a)Light source; (b) Focusing
lens; (c) Neutral density filter; (d) Biosensing tip; (e) Collimating lens; (f) Narrowband-pass filter: (g) Photomultiplier tube; (h) Photomultiplier readout (i) Strip
chart recorder. (Anal. Chem., 1985)
Also, the LOD of optical fiber biosensors varies a lot for different bioreceptor and
different analyte. A recent literature about a FRET-based optical fiber biosensor for rapid
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detection of Salmonella typhimurium reports that the LOD of such device approaches
0.033mg/mL (Grant, et al., 2006).
1-2-2-2 Surface plasmon resonance (SPR) biosensors
According to the online Wikipedia encyclopedia, the SPR is defined as the
excitation of surface plasmons by light is denoted as a SPR for planar surfaces or
localized surface plasmon resonance (LSPR) for nanometer-sized metallic structures.
Generally, this technique is used to measure the binding interactions of very small
amounts of analyte. The binding events formed on membrane (biolayer) result in changes
in membrane surface plasmon resonance. Figure 1.4 shows the structure of this kind of
biosensors.

Prism
Light detector

Light source

Metal film

Flow channel

biolayer
Fig. 1.4. Schematic of SPR biosensor
When such a biosensor works, a light is reflected from thin metal films. A fraction
of this light energy can interact with the delocalised electrons in the metal film (plasmon)
thus reducing the reflected light intensity at a certain incident angle. This certain angle of
incidence is determined by a number of factors such as the refractive index of biolayer.
The change of biolayer refractive index results in changes of this certain incident angle.
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Thus, by monitoring this angle change we can detect the analyte in flow channel (See Fig.

Intensity

1.5).

I

II

Angle

Fig. 1.5. Changes of intensity at certain incident angle.
I: Without binding events. II: With binding events.
A SPR biosensor is an important member in biosensors family. The LOD of a
commercial SPR biosensor for detection of TNT could approach 0.095ng/mL (Shankaran,
et al., 2006).
Besides these biosensors which we have talked, there are also many other types of
biosensors are reported in literature such as thermometric biosensors, quartz crystal
biosensors, etc. They detect the binding events by monitoring changes of temperature and
mass, respectively. For each kinds of biosensors, many different bioreceptors have been
tested and used, including polyclonal and monoclonal antibodies, their Fab (Fragment
antigen binding) fragment, DNA and RNA nucleic acid fragments, and membrane
bioreceptors. In addition, whole cells or even micro-organisms are used to specifically
bind and often react with the target sample of interest. Molecular sensing labels that
directly or indirectly produce light, electrochemical, radioactive, and mass-change signals
are numerous. Enzymes that are especially popular provide means to amplify signals by
catalytically producing thousands of signal events for a single binding event. The use of
multiple enzyme systems can also yield extremely sensitive detection limitation (Patton,
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1989).
Table 1.3 lists advantages and disadvantages in three typical types of biological
components. There are some combinations of biological components and transducers
that work particularly well together (e.g., enzymes combine with electrochemical
transducers and antibodies combine with optical transducers). Research is being carried
out to develop novel combinations and component types that may provide new
applications for biosensors.
Table 1.3.

The advantages and disadvantages of three types of biological

components (Bio-wise web site).
Advantages
Enzymes

* simple to operate
* simple design
* sensitive to target analyte
* Rapid result
* inhibited enzymes can be

Antibodies * highly sensitive to target
analyte
* easy to use in the field
* easy to interpret
* rapid result
Micro* sensitive indicators of
organisms
toxicity
* longer shelf life
* tolerant of suboptimum
conditions

Disadvantages
* need to control ambient conditions
* limited shelf life
* May not be a suitable enzyme to act
on the sample analyte
* catalytic biosensors may be inhibited
by used to determine general
substance in the sample toxicity
caused by unknown substances
* still an emerging technology so target
analytes may be limited
* specific for target analyte only so
cannot detect unknown substances
* take longer time to get results
* results can be more variable

1-3 Biosensor applications
Biosensors can be used for a range of applications and for a number of analytes
and parameters. Early research and commercialization have been primarily focused on
medical and healthcare applications, mainly for glucose detection. This is reflected in the
large share of the biosensors market for medical applications. Table 1.4 shows the global
biosensors markets by sector in 1996. At that time, the global biosensor market was
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worth more than $500 million/year (Bio-wise web site, 2001).
Table 1.4 Global biosensors markets by sector in 1996 (Bio-wise web site, 2001).
Sector

Markets (%)

Main uses

Medical glucose

90

Self-Monitoring of glucose by diabetics

Medical: others

2

Monitoring of lactate, urea, etc

Environmental

2

Mainly BOD (biological Oxygen Demand) indicators

Others

6

Fermentation monitoring in the food and drink industry

Over the past 10 years, biosensor research is ongoing and further applications are
continually being developed.

The versatility of biosensors means that there is an

increasingly wide range of applications for biosensors within many different industries
(Spichiger-Keller, 1998; Diamond, 1998; Ramsay, 1998; Kress-Rogers, 1997). So far,
the biosensor global market is worth more than $6 billion per year, and expected to be
increase to $8 billion per year before 2010. However, medical and healthcare clinical
applications still play the leading role. A brief review of the clinical, environmental, and
process/product control applications are presented next.

1-3-1 Clinical applications
Most of the on-going biosensor researches, commercial biosensor products,
published biosensor papers, and books of biosensors are related to clinical projects.
Biosensors are being widely applied to disease detection, as well as healthcare
management.

In this section, three major clinical applications of biosensors are

introduced.
A). Biosensor for personal diabetes management
Diabetes is a disease in which the body is no longer able to regulate the level of
glucose in the blood. Currently, it is estimated that there are 8 million diabetics and an
additional 8 million diabetics who have not yet been diagnosed in the United States.
Every year, the amount of money spent on treating diabetes is comparable to the amounts
spent on heart disease and cancer treatments. To lower diabetes treatment costs, more at11

home testing is needed. The glucose biosensor has been widely used, and has become the
most financially successful sensor among all types of biosensor. In the home healthcare
area, the glucose biosensor can be considered as the best model for future biosensor
development (Ramsay, 1998).
B) Noninvasive biosensors in clinical analysis
Metabolite measurements in media other than blood are becoming increasingly
important in recent years. Those patients who have problems providing blood samples
benefit from such measurements.

The advantage of easy sample collection allows

samples to be collected more frequently with much less stress on the patient. Biosensors
do this work very well. They can provide an easy way to get body information by
measuring saliva, sweat, and transbuccal mucosa samples (Ramsay, 1998). Currently,
there are several kinds of noninvasive biosensors developed to detect analytes such as
alcohol, glucose, and lactate.
C) Biosensors for cancer
According to the American Cancer Society, early detection for many types of
cancer (lung, breast, prostate, etc.) will significantly improve the survival chances of
patients. If all Americans underwent early detection testing, according to the ACS
recommendations, the 5-year relative survival rate for people with these cancers would
increase to around 95%. The general methods for early detection only rely on regular
body examination. However, the instruments don’t always detect miniscule changes in
cells. Sometimes even patients known to have been exposed to carcinogens may not
show any signs of cancer until it is too late (Energy Science News web site). So, the
constant challenge is in producing cost-effective biosensors for cancer detection that
show increasing levels of rapid, convenience, sensitivity, and stability. For this purpose,
some new biosensors which can aid pre-cancer diagnoses have been developed. With
these biosensors, scientists can keep track of DNA adducts formed in human cells and
address those cancer cells. Also, biosensor technology is being used to characterize the
function of therapeutic antibodies. By using some of these biosensors, diagnostic testing
is carried out near or at the bedside and provides results that impact patient care almost
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immediately. (Singapore's Institute Of Bioengineering And Nanotechnology web site)

1-3-2 Environmental applications
Traditional instrumental analysis used in monitoring and detecting environmental
pollution is usually costly and time consuming. For environment protection, the analysis
methods must be simple, fast, precise, and reasonable.
realized with biosensors (Ramsay, 1998).

These requirements can be

Such sensors, which consist of enzymes,

micro-organisms, antibody, organ-cells, or cells and tissue of animals and plants in
intimate contact with the transducer, convert the biochemical reaction to a quantifiable
electrical signal. The aim of this combination is the sensitive determination of a large
spectrum of substances in various areas, especially pollution control. Biosensors allow
rapid measurement over a wide concentration range without pretreatment, even in colored,
turbid samples. Since the 1990s, biosensors of this type have been used successfully for
measuring BOD (Biological Oxygen Demand), detecting specific micro-organisms in the
drinking water, food, and pharmaceutical products (Ramsay, 1998).
Another important application of biosensors is to detect toxic vapors. General
testing is often carried out in a laboratory under strictly controlled conditions. The whole
process can take several hours to several days because of the time involved in
transporting samples and performing the tests.

Routine monitoring in this way is,

therefore, usually expensive. There is a need for a quick, easy, and cheaper alternative or
a screening method to reduce the number of samples being sent for analysis. Currently, a
few commercially available biosensors satisfy this need.

Further developments are

focusing on ways to deliver cheaper, disposable testing methods that will satisfy the
monitoring needs of a wide range of industries (Kress-Rogers, 1997).
In recent years, biosensors have also been used for homeland security systems.
For the detection of bioterrorist agents, three types of sensing system have to be
employed: 1), generic detector for early warning; 2), biosensors to screen rapidly and
make a presumptive identification; and 3), confirmatory identification systems. Usually,
biosensors address the second need (Shriver et al., 2005). They provide a cheap, rapid,
and automated way to screen samples and identify the biological threat agent. The
resonant integrated optical waveguide biosensor, which was proposed (Lloyd et al., 2004)
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two years before, is one of these kinds of biosensors.

1-3-3 Process/product control
Modern industries are required to monitor and control their manufacturing
processes. To indicate how good the process is performing, the ‘Real-time’ information
of product formation is needed. Typically, this type of monitoring involves the detection
of minute concentrations of substances. Biosensors offer an effective and rapid means of
process and product control in applications including (Terry, 2005):
z

fermentation monitoring

z

on-line detection for the food and drink industry

z

process water monitoring

z

the detection of trace compounds in treated and untreated waste

1-4 Resonant integrated optical waveguide biosensor
The earliest integrated optical device is the photophone invented by Alexander
Graham Bell in 1880. The photophone was a device that varied the intensity of sunlight
incident upon it in response to the amplitude of speech vibration. A receiver could then
be used to reconvert the light variations into an electrical signal, and then back to sound.
Though the photophone itself was impractical due to the rapid decrease in intensity with
propagation distance, the concept of optical communication that it demonstrated is in
many ways responsible for the development of the field of integrated optics (Lee, 1986).
Early research on integrated optical devices was focused on optical communication, but
in later years, it encompassed many topics such as optical waveguiding, switching,
modulation, filtering, interferometry, signal processing, waveguide coupling, optical
generation, detection, optical sensing, and so on. Based on past research of integrated
optical devices and biosensors, numerous integrated biosensor designs have been
reported in the literature capable of direct optical detection in the laboratory (Gilbert et al.,
1996; Shriver et al., 2005; Huang et al., 2004; Yuk et al., 2005; Patton, 1989). However,
these new device designs are often inconsistent with migration to field-use in a dockable
handheld unit since chip design can quickly increase fabrication and optical alignment
14

complexity, which in turn inhibits rapid chip docking and interchange (Lloyd et al, 2004).
In addition, most of these designs didn’t achieve satisfactory sensitivity and stability. To
solve these problems, a new kind of biosensor—a stack planar affinity regulated resonant
optical waveguide (SPARROW) biosensor was proposed (Lloyd et al., 2004). Based on
resonant integrated coupled optical waveguides, this biosensor greatly reduces fabrication
and optical alignment complexity. Also, it takes advantage of the optical properties of
planar optical waveguide structures and can provide a biosensor device with high
operational stability and sensitivity.

1-4-1 Structure and Fabrication
Figure 1.3 shows the structure of a SPARROW biosensor. The integrated optical
chip architecture is designed to take advantage of state-of-the-art ion-beam-assisted thinfilm deposition techniques to reduce fabrication and optical alignment complexity and
provide a biosensor device with high operational stability and sensitivity that is amenable
to field applications. Specific molecules in a target bioagent solution can be detected by
monitoring and analyzing changes in the output power.
The substrate shown in Figure 1.6 is flat Borofloat glass. At a wavelength of 633
nm (from a He-Ne laser), the refractive index of this special glass is 1.4701. This
material was selected for its high chemical and water resistance, low thermal expansion,
and high melting point. Over a long period of time at T > 100oC, Borofloat glass exceeds
the chemical resistance of most materials. Moreover, as a production glass, it is far less
expensive than fused silica or quartz. Annealed Al2O3 was selected to be the waveguide
material. This was deposited from an E-Beam evaporation system layer-by-layer during
which the thickness can be precisely controlled (Nightingale et al., submitted, 2006;
Baumann et al., 1990). At 633 nm, this waveguide material exhibits very low
transmission loss. Several minutes of annealing at temperatures between 450oC to 650oC
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Target solution

Flow channel: PDMS Chip

Incident beam: HeNe Laser

Biolayer

Prism

Output power

Separation layer: SiO2
Coupled waveguides:
Al2O3

Substrate: Borofloat glass

Fig 1.6. Schematic structure of a resonant integrated optical waveguide biosensor.
help reduce surface roughness which leads to a remarkable reduction of transmission loss.
Previous tests have proved that transmission losses in aluminum oxide film were reduced
from over 10dB/cm to 1dB/cm after annealing (Lloyd et al., 2004). Annealing also
increased the stability and density of the films. In addition, the refractive index of Al2O3
waveguide will slightly change after annealing.
The initial Al2O3 layer deposited on the Borofloat substrate (1/16 inch in thickness)
forms the bottom (or buried) waveguide of the device. Its thickness is approximate 0.144
μm. The middle layer of the structure shown in Figure 1.3 is composed of silicon dioxide
(SiO2), which provides separation (approximately 1.1 μm) of the two waveguides. This
material has an index of refraction of 1.453 post-deposition and 1.457 post-anneal (Lloyd
et al 2004). The third layer forms the top Al2O3 waveguide of the device and is deposited
with the aid of a shadow mask. The shadow mask causes the upper guide to gradually
drop its thickness below the modal cutoff. Finally, after sample cleaning and preparation,
a polydimethylsiloxane (PDMS) layer is lithographically patterned over the top
waveguide to define analyte well regions of different interaction lengths and provide a
region for flow-cell attachment (Lloyd et al, 2004). The two waveguide layers form the
directional coupler, which is part of the transducer. The biolayer can be designed to
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employ binding of a monoclonal or polyclonal antibody, or can be adapted for a specific
protein or DNA/RNA probe. In either case, the target binding changes the effective index
of the upper guide and results in power transfer modulation. Given this universality of
the transduction, the device has great general applicability and can be tailored to the
differentiation of many different organisms or analytes by simply changing the array of
proteins presented on the surface. The device is broadly applicable to the detection of
bioagents in different types of water, ranging from seawater to tap water, and can also be
applied to clinical uses and detection of explosives.

1-4-2 Applications of SPARROW biosensor
Theoretically, the resonant integrated optical waveguide biosensor can detect any
biologically relevant information in the nanoscale range because in previous tests (Lloyd
et al., 2004) this device could readily detect a surface loading of 0.2 nanograms/mm2 with
an optimized limit of 0.1 picograms/mm2. Since it is ultrasensitive, it can be used to
detect diseased cells as well as biological agents. Therefore, this device is especially
important for homeland security and medical applications such as cancer research. These
are described further in the following sections.
A). Homeland security
In recent years, the war against terrorism has required more emphasis be placed
on homeland security. Numerous sensor technologies in this area have been developed.
A portable biosensor system for rapid direct detection and identification of hazardous
biological agents is needed. The SPARROW biosensor device provides such an effective
way to protect and response from sophisticated biowarfare agents to simple
biocontamination of food and water supplies. It uses evanescent waves which interact to
interrogate specially engineered biolayers incorporated with high affinity molecular
probes, such as antibodies, to selectively capture targeted bio-agents (Lloyd et al., 2004;
Shriver et al., 2005).
B). Cancer research
As described in section 1-3-1, early detection will improve a patient's chances of
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recovery, and much work is currently being done to improve cancer diagnostics. Few
conventional biosensors have sufficient sensitivities for the detection of genetic material
at subpicomolar levels. However, the SPARROW biosensor, which uses evanescent
wave technology, is much more sensitive than these other biosensors. This biosensor is
coated with a nanofilm (we call biolayer, total thickness around 10 nm) which can
capture cells on its surface. When loading the sample solution on top of a SPARROW
biosensor, these samples will hybridize with the biomaterials of the biolayer.

The

intensity of the optical signal correlates directly to the amount of diseased cells. In fact,
this biosensor is expected to be very responsive, and hopefully it can recognize some
cancer susceptibility genes in messenger RNA extracted from human body tissues
without involving a polymerase chain reaction (PCR) step, which is typically used to
amplify the gene expression. Besides being able to detect disease-associated DNA/RNA
at a rapid rate, the device is also cost-effective. In addition, the biosensor is highly
compact and mobile, and is compatible with advanced semiconductor technology. It is
expected that with the development of a reliable molecular diagnostic device, some
cancers can be detected at a very early stage.

1-5 Motivation and objectives
As described in the previous sections, the SPARROW biosensor has high
sensitivity and stability and can be widely used in many important areas. However, the
quality of such device can be easily affected by slight changes in many factors such as
film thickness, biolayer coverage, interaction length of waveguide, etc. With fabrication
limitations, it is difficult for people to distinguish the dominant factor by only
experimental methods. In order to comprehensively understand and optimize this device,
an analytic predictive model is needed. Understanding biolayer design and establishing
appropriate mathematical models are important aspects of this dissertation work.

I

developed a numerical method that not only enables increased understanding of this
special biosensor but also guides the device design and optimization. In my dissertation,
this project is divided into three parts: (1) ideal SPARROW biosensor modeling, (2)
biolayer design, (3) non-ideal SPARROW biosensor modeling. The first part focuses on
description of the structure and complex optical behavior in ideal coupled waveguides
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and their mathematical properties. The focus of the second part is introducing biolayer
construction which offers many parameters in biosensor modeling.

The third part

describes an improved mathematical model to match the real device. The influence of
experimental variables such as roughness and coverage of binding events are numerically
evaluated.
My work is organized as follows. Chapter 2 introduces the theoretical principle
of SPARROW biosensor. This includes applications of ray optics and wave optics in slab
waveguides, effective refractive index, evanescent wave technique and coupling mode
theory. In Chapter 3, a finite difference beam propagation method (FD-BPM) is applied
to perform computer simulations of device structure.

Results are compared with

preliminary experimental works on the actual sensor structure. In addition, an analytical
model of this ideal SPARROW biosensor structure is described and the results are
compared with computer simulations. Chapter 4 focuses on biolayer construction and
experimental techniques such as ellipsometry, contact angle measurement, atomic force
microscopy (AFM) and fourier-transform infrared (FTIR) spectroscopy to detect the
organic film structure. In Chapter 5, an analytical model for a non-ideal SPARROW
biosensor (imperfect surface, non-uniform refractive index, random binding events) is
discussed. Based on this model, the SPARROW biosensor behavior can be predicted and
optimized. Chapter 6 is my dissertation summary and conclusion.
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Chapter 2
Principles of SPARROW biosensor waveguides
A SPARROW biosensor includes two parts—a transducer and a biolayer. The
biolayer is used to sense specific biological binding events and to generate a signal. A
directional coupler, composed by two slab dielectric waveguides, is used as a transducer
to transmit the optical signal. To understand how the SPARROW biosensor works, it is
necessary to first consider the optical processing which occurs in the slab dielectric
waveguide. This chapter provides a basic approach to understand the beam behavior in
coupled waveguides. Once the beam transmission properties in coupled waveguides are
established, further mathematical modeling of the SPARROW biosensor can be
performed.

2-1 Basic theory of a slab dielectric waveguide
A waveguide is a structure that allows optical confinement by making use of
multiple total internal reflections from two or more interfaces (Snyder, 1988). Usually,
this structure involves three media: a cladding layer, a thin film, and a substrate. These
layer interfaces are parallel to each other unless otherwise specified.

Generally, to

guarantee efficient light transmission in the thin film, this waveguide layer should have
an index of refraction larger than the either cladding or the substrate layers. In the
simplest structure of waveguide, both cladding and substrate layers are air.

Cladding
Thin film--waveguide
Substrate

Fig 2.1. Schematic of waveguide structure.
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A slab dielectric waveguide is basically a dielectric medium of one refractive
index imbedded in a medium of lower refractive index such that the medium with the
higher refractive index acts as a light trap or guide (Marcuse, 1991). This dielectric
medium has a rectangular cross section. It can be used in various applications such as
guiding energy, transmitting light, etc. Analysis of the light propagation in such a
waveguide will provide significant insight into the behavior of the waveguide-based
transducer.

2-1-1 Basic electromagnetic approach
Light has a dual nature—it exhibits particle-like behavior during emission and
absorption processes, as well as wave-like behavior during propagation. In a slab electric
waveguide, light is usually treated as an electromagnetic wave. The passage of light
through a slab dielectric waveguide can be well described by the wave equation. To
obtain the wave equation in such a waveguide, we first take the curl of Maxwell’s
equations (Faraday’s Law and Ampere’s Law). The results are given in Eq. 2-1.
∇ × ( ∇ × E ( r , t )) = ∇ × ( −

∂
B ( r , t ))
∂t

∂
⎛
⎞
∇ × ( ∇ × B ( r , t )) = ∇ × ⎜ με
E (r , t )⎟
∂t
⎝
⎠

2-1

Assuming the electric and magnetic fields vary at a sinusoidal frequency ω, Maxwell’s
equations then yield

∇ × E ( r ) = − i ωμ H ( r )

∇ × H ( r ) = i ωε E ( r )

2-2

which can be combined with Eq. 2-1 to give

∇ 2 E ( r ) + ω 2 με E ( r ) = 0

2-3

Equation 2-3 is well known as the wave equation. In a rectangular coordinate system,
this wave equation represents three equations of identical form, one for each component
of E(r) (Lee, 1986).
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∂2
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) E z ( r ) + ω 2 με E z (r ) = 0
2
2
2
∂x
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2-4

Eq. 2-4 can be expressed in the x direction as

E x ( r ) = E x 0 exp[ − i ( k x x + k y y + k z z )]

2-5

where Ex0 is a constant which represents the amplitude of the electric field. Due to the
exponential form chosen for Ex(r), the effect of operating ∂ 2 ∂ x 2 on Ex(r) is to yield
− k x2 E x ( r ) with analogous results for partials with respect to y and z.

Thus, the

differential equations yield

k x + k y + k z = ω 2 με ≡ k 2
2

2

2

2-6

Equation 2-6 is referred to as the dispersion relation. Also, we can define a wavevector

k given by
k = xˆ k x + yˆ k y + zˆ k z

2-7

Then, Ex(r) can be represented as

E x ( r ) = E x 0 exp( − i k ⋅ r )

2-8

where the wavevector k represents the propagation direction of the electromagnetic
radiation. Then, the direction in which the wave is traveling can be determined by
specifying kx, ky, kz. Equation 2-9 gives the magnitude of k as

k ≡ k =ω

με

2-9

The k surface composes a closed sphere which has radius k. We can choose any
propagation direction lying on this sphere. Radiation of this form given by Eq. 2-5 is
called ‘a plane wave’ (Lee, 1986).

Moreover, in a source-free region, Maxwell’s

equations for plane-wave solutions can be rewritten as
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k × E = ωμ H
k × H = − ωμ E
k ⋅E = 0

k ⋅H = 0

2-10

Thus, if k is along the z direction, multiplying the complex fields by exp( i ω t ) and
just keeping the real part, the time–space variations for the fields E and H are
E ( r , t ) = xˆ E

cos( wt − k z z )

x0

E

H ( r , t ) = yˆ

x0

μ ε

cos( ω t − k z z )

Here, E and H are everywhere in phase.

kz

2-11

is the wavevector component in the z

direction and depends on the light wavelength and the refractive index of the material.

2-1-2 Light behavior at the slab dielectric waveguide interface
As described before, a slab dielectric waveguide has three layers. The optical
properties of the waveguide often exhibits discontinuous jumps at the interface between
each two layers. Analysis of optical phenomenon of such interface will provide the key
to understanding light behavior in a slab dielectric waveguide.
2-1-2-1 Boundary conditions between two dielectric interface

Generally, when we explore electromagnetic waves in a confinement structure, we
need to obtain the boundary conditions first. To directly obtain the boundary conditions
in a slab dielectric waveguide, we integrate Maxwell’s equations instead of using
Maxwell’s differential equations. The result is given in Eq. 2-12

∂

∫ E ⋅ lˆdl = − ∂t ∫∫ B ⋅ nˆ dS
c

s

∂

∫ H ⋅ lˆdl = − ∂t ∫∫ D ⋅ nˆdS
c

2-12

s
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As shown in Fig. 2.2, lˆ is a unit vector along the surface direction and n̂ is the unit
vector normal to the differential surface element dS. C is the length of the closed line
which bounds the surface S. When E ⋅ lˆ and H ⋅ lˆ approach their tangential values
Etan and Htan at the interface, the right sides of the two expressions in Eq. 2-12 will

approach zero. Thus, we can conclude that the tangential components of E and H must
be continuous across the dielectric interface at all points along the boundary. This
conclusion is known as the dielectric interface boundary condition (Lee, 1986).

Region 1

C
lˆ

dS

Region 2
n̂

Fig 2.2. Geometry for computation of boundary conditions between regions 1 and 2.
2-1-2-2 Reflection and refraction at the interface

When light encounters a smooth dielectric interface, its propagation direction
could be changed at the boundaries between two dielectric materials. If there is no
absorption at this interface and the surface is not perfectly reflecting, then a portion of the
beam will be reflected back into Region 1 while the rest of the beam will transmit to
Region 2 as shown in Fig. 2.3. The reflecting angle
while the refractive angle

θ r is equal to the incident angle θ i ,

θ t depends on incident angle and the refractive indices of the

two dielectric materials. Mathematically, this refractive angle can be derived from the
boundary conditions. When crossing the boundary at x = 0, the tangential components of
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x

ki

θr

θi

kr
Region 1, μ 1 ε 1
z

θt

Region 2, μ 2 ε 2
y

kt
Fig 2.3. Relative orientation between incident, reflected, and transmitted beams.
Note that x-direction is chosen to be vertical.

the electric field are continuous. Thus,

(

)

[ E i 0 + , y , z + E r ( 0 + , y , z )]

tan

= [ E t ( 0 − , y , z )]

tan

2-13

For a planar wave, we have E r = E 0 Exp ( − i k ⋅ r + i ω t ) . Combining this equation
with Eq. 2-11 yields

k iy = k ry = k ty ≡ k y

2-14

k iz = k rz = k tz = k z

These relations are known as the phase matching requirements. Physically, they imply
that the incident, reflected, and transmitted wave vectors all lie in the same plane. This
plane is called the incident plane. In this plane, those angles between the x axis and the
incident, reflected, and transmitted directions are denoted by
In terms of these angles,
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θ i , θ r , θ t , respectively.

k i = − xˆ k ix + zˆ k iz
k r = + xˆ k rx + zˆ k rz

2-15

k t = − xˆ k tx + zˆ k tz
where

k ix = k1 cos θ i

k iz = k1 sin θ i

k rx = k1 cos θ r

k rz = k1 sin θ r

k tx = k1 cos θ t

k tz = k1 sin θ t

2-16

k1 = ω

k2 = ω

2-17

and

μ 1ε 1

μ 2ε 2

Eq. 2-15 requires that the tangential or z component of the incident, reflected and the
transmitted wave vectors are the same. Therefore, we have the conditions

sin θ i = sin θ r and k 1 sin θ i = k 2 sin θ t
which results in the angle of incidence being equal to the angle of reflection, and the
transmitted angle is related to the angle of incidence by the following relation.

k
sin θ i
= 2 =
k1
sin θ t

μ 2ε 2
μ 1ε 1

2-18

When both regions have the same permeability, we have

sin θ i
=
sin θ t

ε2
n
= 2
ε1
n1

2-19

where n1 and n2 are the indices of refraction of the two regions. This relation is known as
Snell’s Law. For a certain incident angle, the transmitted angle
particular incident angle is called the critical angle

θ t will equal 900. This

θ c . At incident angles greater than

θ c , the transmitted direction can not be found because the projection of k t onto the ẑ
axis is required to exceed its magnitude. From Eq. 2-19, this critical angle can be
determined by the following relations.

k 1 sin θ c = k 2

n1 sin θ c = n 2

or

2-20

From these equations, if the incident angle from waveguide to outside is larger than the
26

critical angle

θ c , there will be no net transmission of light across the surface. All the

light energy is limited to within the waveguide (Lee, 1986).
2-1-2-3 TE and TM incident waves

Since the incident electromagnetic waves are transverse, there are two
polarization directions perpendicular or parallel to the surface of the dielectric. If the
electromagnetic wave has E perpendicular or transverse to the plane of incidence, the
wave is called transverse electric or TE (Lee, 1986). Correspondingly, if such a wave has
its magnetic field polarized in the plane perpendicular or transverse to the plane of
incidence, then we call this wave as transverse magnetic or TM (Lee, 1986). Fig. 2.4
shows the two cases of either TE or TM wave incident.

Ei

TE wave incident

(a)
Region 1

Hi
Region 2

TM wave incident
Hi

(b)
Region 1

Ei
Region 2

Fig 2.4 (a) Incident field orientation for TE wave, and (b) incident field orientation
for TM wave.
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2-1-3 Light propagation in a dielectric waveguide
2-1-3-1 Evanescent waves

An evanescent wave is an electromagnetic wave that decays exponentially with
distance. To understand how an evanescent wave is produced in dielectric waveguide,
consider the component of the transmitted wave vector k t in the x direction. The
dispersion relation gives

k tx =

k 22 − k z2

2-21

Due to phase matching,

k z = k1 sin θ i

2-22

which yields,

k tx =

k 22 − k 12 sin 2 θ i

2-23

We note that for k 1 sin θ i > k 2 the argument of the square root is negative. The angle
for which the argument goes to zero is just the critical angle

θ c . So, for θ i > θ c ,

k tx becomes purely imaginary
k tx = ± i k 12 sin 2 θ i − k 22 ≡ ± i α tx
where

2-24

α tx is the attenuation factor. Assume the waveguide is homogenous in the y plane

so that in the waveguide cross-section (i.e., x-y plane), the time-independent plane wave
solution is E x = E 0 Exp ( ik tx x ) , so

E x = E 0 Exp ( i ( ± i α x x )) = E 0 Exp ( ∓ α tx x )

2-25

Because the solution should be bounded as x approaches − ∞ , the only choice is the
plus sign, that is

k tx = − i α tx
Thus,

E x = E 0 Exp (α tx x )

2-26

So, the field decreases exponentially outside of the waveguide. Fig. 2.5 shows the
evanescent wave in a dielectric waveguide of thickness d.
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evanenscent wave

E=E 0Exp(- αx)

waveguide thickness

d

x direction

Fig. 2.5. Evanescent wave in a dielectric waveguide.
2-1-3-2 TE and TM modes in symmetric dielectric waveguide

An electric waveguide mode is defined as a set of electromagnetic fields which
maintain their transverse spatial distribution while traveling along a direction of
propagation. Let's consider a mode in a symmetric waveguide first. In the symmetric
waveguide, the cladding and substrate layers have the same optical properties, meaning
their refractive indices are equal. Also, for a slab dielectric waveguide, it is homogenous
in the y direction so that all field variations lie in the xz plane and therefore are
independent of y. Generally, if the propagation direction is along z as shown in Fig. 2.6,
the expressions for E and H can be written as:

⎛ E ( x , y , z ) ⎞ ⎛ E ( x , z ) ⎞ ⎛ E ( x ) ⎞ − ik z z
⎜⎜
⎟⎟ = ⎜⎜
⎟⎟ = ⎜⎜
⎟⎟ e
⎝ H ( x, y, z) ⎠ ⎝ H ( x, z ) ⎠ ⎝ H ( x) ⎠

2-27

x

X=d/2

z

X=-d/2

Fig. 2.6. Light propagation in a slab dielectric waveguide of thickness d.
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The TE mode solution can be derived from Eqs. 2-26 and 2-27. In this case, the
electric field is polarized along y. It has the following form:

d
2
d
x ≤
2
d
x< −
2
x >

−α xx

⎞
⎛
A1 e
⎟
⎜
⎡ cos( k x x ) ⎤ ⎟ − ik z z
⎜
E ( x, z ) = ⎜ A2 ⎢
⎥ ⎟e
sin(
)
k
x
x
⎦⎟
⎣
⎜⎜
α xx
⎟
A
e
±
1
⎠
⎝

2-28

where plus and minus signs correspond to even and odd solutions, and d is the thickness
of waveguide. A1 and A2 are amplitude coefficients and the constants

k x and α x are

obtained from the dispersion relations which are

k x = ω 2 μ 2ε 2 − k z2

2-29

α x = k z2 − ω 2 μ1ε 1

2-30

Also, we can get the magnetic field by taking the curl of Eq. 2-28.
⎛
α x A1 e − α x x
⎜
⎡ sin( k x x ) ⎤
− i ⎜
H (x, z) =
k
A
±
x
2
⎢ cos( k x ) ⎥
ωμ ⎜
x
⎣
⎦
⎜⎜
α xx
∓ α x A1 e
⎝

d
x >
⎞
2
⎟
⎟ e − ik z z x ≤ d
⎟
2
⎟⎟
d
x < −
⎠
2
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The boundary conditions require both tangential components of E and H to be continuous
at the boundary x=d/2 and x=-d/2. Applying these conditions yields

A1 e − α x d / 2 = A 2 cos( k x d / 2 )
A1 e − α x d / 2 =

kx

αx

2-32

A 2 sin( k x d / 2 )

Combining Eq. 2-28 and Eq. 2-32, we have the even mode solution as:
⎛ cos( k x d / 2 ) e − α x ( x − d / 2 )
⎜
cos( k x x )
E ( x, z ) = A2 ⎜
⎜
α x (x+d / 2)
⎝ cos( k x d / 2 ) e

d

x >
⎞
2
⎟ − ik z
d
z
⎟e
x ≤
2
⎟
d
⎠
x < −

2

For odd modes, we have
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2-33

d
⎛ sin( k x d / 2 ) e − α x ( x − d / 2 ) ⎞
x >
⎟ − ik z
⎜
2
E ( x , z ) = A2 ⎜
sin( k x x )
⎟e z x ≤ d
⎜
α x ( x+d / 2) ⎟
2
d
⎠
⎝ − sin( k x d / 2 ) e
x < −

2-34

2

Also, for both Eq. 2-33 and Eq. 2-34 to be true, additional conditions arise.

tan( k x d / 2 ) = α x / k x

even modes

cot( k x d / 2 ) = − α x / k x

odd modes

2-35

These two conditions are known as guidance conditions. Therefore, the modes are
discrete. The number of modes in a particular waveguide depends on three refractive
indices ncladding, nwaveguide, nsubstrate, the waveguide thickness d, and the incident frequency

ω . When a similar analysis is performed to TM modes, we have guidance conditions as
tan( k x d / 2 ) =

n 22
α x / kx
n 12

cot( k x d / 2 ) = −

even modes

n12
α x / k x odd modes
n 22

2-36

For the above even-mode equations, when ( k x ) m d / 2 → m π , the attenuation factor

α x approaches 0. This limit is well known as the cutoff limit (Lee, 1986; Snyder et al.,
1988). Here, m means the mth mode.
2-1-3-3 TE and TM modes in asymmetric dielectric waveguide

Although the symmetric waveguide structure is particularly easy to analyze, the
asymmetric waveguide is much more useful in practice.

Asymmetric means the

refractive indices of each layer are different — ncladding ≠ nsubstrate. This difference leads
to a phase shift between the electric and magnetic fields in the waveguide. Based on the
solutions obtained for symmetric waveguides, the TE modes (Lee, 1986) have electric
fields described by:
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⎛
A1 e − α 1 x x
⎜
E ( x , z ) = ⎜ A 2 cos( k x x + ψ
⎜
A3 e α 3 x x
⎝

⎞
⎟
) ⎟ e − ik z z
⎟
⎠

d
2
d
x ≤
2
d
x < −
2
x >

2-37

Here, these transverse parameters are given by a dispersion relation as

ψ

k x = ω 2 μ 2ε 2 − k z2

2-38

α 1 x = k z2 − ω 2 μ1ε 1

2-39

α 3 x = k z2 − ω 2 μ 3ε 3

2-40

is a constant number which represents the phase shift. By taking the curl of Eq. 2-37,

we get the magnetic field as:

⎛
− iα 1 x
⎜
A1 e − α 1 x x
ωμ 1
⎜
⎜ − ik x
H ( x, z) = ⎜
A 2 sin( k x x + ψ
ωμ
2
⎜
iα 3 x
⎜
A3 e α 3 x x
⎜
ωμ 3
⎝

⎞
d
⎟
x >
⎟
2
⎟ − ik z z
d
) ⎟e
x ≤
2
⎟
d
⎟
x < −
⎟
2
⎠
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Following a similar approach as used for symmetric waveguides, the tangential
components of E and H are continuous. Applying these boundary conditions at x=d/2
yields:

A1 e − α 1 x d / 2 = A 2 cos( k x d / 2 + ψ )
A1 e − α 1 x d / 2 =

μ1k x
A sin( k x d / 2 + ψ )
μ 2α 1 x 2

2-42

Taking the ratio of these two equations to eliminate A1 and A2 gives

tan( k x d / 2 + ψ ) =

μ 2α 1 x
μ1 k x

2-43

Tangential components of E and H are also continuous at x= -d/2, yields

tan( k x d / 2 − ψ ) =

μ 2α 3 x
μ3k x

2-44

By mathematical way to eliminate ψ , then we can get the guidance condition in an
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asymmetric waveguide:

2 k x d − φ1TE − φ 3TE = 2 m π

m = 0,1,2...

2-45

where

φ 1TE = 2 tan

−1

( μ 2α 1 x / μ 1 k x )

2-46

φ 3TE = 2 tan

−1

( μ 2α 3 x / μ 3 k x )

2-47

The resulting electric fields are given by

⎛ cos( k x d / 2 + ψ ) e − α 1 x ( x − d / 2 ) ⎞
⎜
⎟ − ik z
E ( x , z ) = A2 ⎜
cos( k x x + ψ )
⎟e z
⎜
α3x ( x+d / 2) ⎟
⎝ cos( k x d / 2 − ψ ) e
⎠

d
2
d
x ≤
2
d
x < −
2
x >
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where ψ can be solved from Eq. 2-46 or Eq. 2-47.
For TM modes (Lee, 1986), the guidance condition can be obtained as

2 k x d − φ 1TM − φ 3TM = 2 m π m = 0,1,2...
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φ1TM = 2 tan −1 (ε 2α1x / ε 1k x )

2-50

φ3TM = 2 tan −1 (ε 2α 3x / ε 3 k x )
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where

and the magnetic field solution is

⎛ cos( k x d / 2 + ψ ' ) e − α 1 x ( x − d / 2 ) ⎞
⎜
⎟ − ik z
cos( k x x + ψ ' )
H ( x , z ) = A2 ⎜
⎟e z
⎜
α3 x ( x+d / 2) ⎟
⎝ cos( k x d / 2 − ψ ' ) e
⎠

d
2
d
x ≤
2
d
x < −
2
x >
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2-1-3-4 Effective refractive index and dispersion relation in waveguide

For light propagation in vacuum, the velocity and the wavevector k0 are

c = 3.0 × 108 m / s and k0 = ω με 0 = 2π / λvac , respectively.

Considering light

propagation in dielectric materials, both velocity and wave vector change to v=c/n
and k = ω

με = 2πn / λvac = nk0 , where n is the refractive index of the dielectric

material. Evanescent wave technique tells us that a small part of the light energy will
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enter into the substrate and cladding layers when light propagates in such a waveguide.
Thus, when considering the velocity and wave vector in such a waveguide, we should use
five parameters: refractive indices of substrate, film and cladding—nsubstrate, nfilm, ncladding,
film thickness d and incident wavelength or frequency. In this case, we define the
propagation

velocity

as

v=c/neff

and

propagation

constant

as

k z = ω με eff = 2πneff / λvac = neff k 0 , where neff is known as the effective refractive
index of a slab dielectric waveguide:

n eff =

ε eff / ε 0

The effective permittivity

2-53

ε eff for each mode is given by the dispersion relation in the

slab waveguide, as shown in Fig. 2.8 (Kogelnik et al., 1974).

Here, we assume

nfilm>nsubstrate>ncladding.

In the dispersion relation graphs shown in Fig 2.8, a frequency parameter v is
normalized to film thickness d and is defined as

ν = k0 d (ε 2 − ε 3 ) / ε 0
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Next, a parameter b is defined by

b = (ε eff − ε substrate ) /( ε

film

− ε substrate )
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From the above equation, if b and the refractive indices of substrate and film are known,
we will get an effective permittivity and effective refractive index by

ε eff = b (ε
n eff =

film

− ε substrate ) + ε substrate

n substrate

2
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2

2

+ b ( n film − n substrate )
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The other parameter a is the asymmetric measure. The value of this parameter is slightly
different between TE modes and TM modes.

a TE = (ε substrate − ε cladding ) /( ε
a

TM

⎛ ε film
=⎜
⎜ε
⎝ cladding

film

− ε substrate )

2-58

2

⎞
⎟ (ε substrate − ε cladding ) /( ε film − ε substrate )
⎟
⎠

2-59

For the symmetric waveguide, refractive indices of substrate and cladding are equal,
which yields a=0.
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Fig. 2.8. Normalized b-v graph. (a) First three modes for several values of a
(b) Expanded plot for the fundamental mode (Kogelnik et al., 1974).

2-2 Mode coupling in a directional coupler
When two waveguides are brought into close proximity, the power carried by
these waveguides may periodically exchange between them with distance. If the modes
in these two waveguides are always traveling in a forward direction, then we call this
forward coupling.

A forward coupling device is also called a directional coupler.

Directional couplers are used in a wide variety of applications, not only for SPARROW
biosensor transducer but also for optical fiber switching network, line monitoring, power
measurements, load source isolators, etc. Mode coupling in a directional coupler is the
key to understanding how the transducer transmits a biosignal. This will be explained
next.

2-2-1 Coupling coefficient
Assuming a waveguide is homogenous in the y direction, the general wave
equation is
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1 ∂ 2n2 ⋅ E
∂J
E ⋅ ∇n 2
∇ E + ∇[
]= 2
+μ
2
n
C
∂t
∂t
2
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where n=n0(x) is the waveguide refractive index and C is the light velocity in vacuum. In
source-free condition, J=0, we can get the steady-state wave equation
∂ 2E
+ H tE = − k0n 2E
2
∂z

2-61

where
2

H t E = ∇ t E + ∇[

E ⋅ ∇n 2
]
n2

2-62

Here, the subscript t means in the traverse or in x direction. The general solution for Eq.
2-61 is

E (x, z) =

∑

a m E ( x ) e − ik zm z

2-63

m

The parameter m gives how many waveguides that are present. am is the mth amplitude
and kzm is the mth propagation constant.

nm(x) for first waveguide

△nm(x,z) for another waveguide,

perturbation

Fig. 2.9. Coupled waveguide indices.

Consider that one waveguide index is a perturbation of another waveguide index, as
shown in Fig. 2.9. The perturbated refractive index can be rewritten as
n( x, z ) = nm ( x) + Δnm ( x, z )
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where nm(x) is the first waveguide effective index before perturbation, and △nm(x,z) is the
second waveguide effective index (Perturbation term). Substitute this n(x,z) into the
wave equation and assuming am varies very slowly with distance, the wave equation
becomes
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∑

( − 2 ik

zm

m

∂am
2
+ ( k 02 n 2 − k zm
) a m + Hˆ t a m ) E m ( x ) e − ik zm z = 0
∂z

2-65

Mathematically, we can overlap with E n ( x, y )e − ik zn z and expand this equation to give

∑
n

⎡
∂am
− ik zn z
E m ( x )e − ik zm z
− 2 ik zm
⎢ E n ( x )e
∂z
⎢
⎢
2
2
+ E n ( x )e − ik zn z H t + k 0 n 2 − k zm a m E m ( x )e − ik zm z
⎣⎢

(

)

⎤
⎥
⎥ = 0
⎥
⎦⎥
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If two waveguides are orthogonal—m≠n, physically, this means that the electric fields of
the two waveguides do not affect each other.

E

m

E

n

= 0
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Then, we can get the coupled wave equation as
∂am
+ i ∑ ei ( k zm − k zn ) z Cmn an = 0
∂z
n

2-68

where
2

C mn

k n Δn
= E m (x ) 0 n n E n (x )
k zm

2-69

Cmn here is known as the coupling coefficient.

2-2-2 Synchronous directional coupler
If the two waveguides are identical, or synchronous, the propagation constants of
the two waveguides are equal kz1=kz2=kz and the coupling coefficients can be written as
2

C 11 =

E 1 (x )

k 0 n1 Δ n1
E 1 (x )
k z1

C 22 =

E 2 (x )

k 0 n2 Δn2
E 2 (x )
k z2

C 12 =

E 1 (x )

k 0 n2Δn2
E 2 (x )
k z1

C 21 =

k n Δn
E 2 (x ) 0 1 1 E 1 (x )
k z2

2

2

2

where C12=C21=C because n1 = n2 and Δn1 = Δn2 .
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2-70

2-71

2-72

2-73
Therefore, the coupled mode

equations become
∂ a1
= − iC 11 a 1 − iCa 2
∂z
∂a 2
= − iC 22 a 2 − iCa 1
∂z

2-74

C11 and C12 are self coupling terms. Since they are much smaller than C, they can be

ignored
∂ a1
= − iCa 2
∂z
∂a 2
= − iCa 1
∂z

2-75

The solution of this equation is

a 1 = A11 e iCz + A12 e − iCz
a 2 = A 21 e iCz + A 22 e − iCz

2-76

If we assume that power is injected into one waveguide at the input end (See Fig. 2.10),
the initial conditions will be
a1 (0 ) = 1
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a 2 (0 ) = 0
The solution can be written as

a 1 = Cos (Cz )e − ik z z
a 2 = − iSin ( Cz ) e − ik z z

Z=0
Fig. 2.10. Synchronous directional coupler.

Correspondingly, the power in both waveguides will be given by
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P1 = P0 cos 2 (Cz )

2-79

P2 = P0 sin 2 (Cz )

Figure 2.11 shows the power exchange in a synchronous directional coupler assuming a
total power normalized to 1.
P1
P2

LC
1 .0

0 .8

Power

0 .6

0 .4

0 .2

0 .0

D is ta n c e in z d ire c tio n

Fig. 2.11. Power in synchronous directional coupler.

Here, the coupling length Lc is defined as half the oscillation period of the power
Lc = π / 2C

2-80

At this distance, the power from one waveguide is completely transferred into the second
waveguide. When z =Lc, there is 100% power transfer and the power transfer efficiency
is 100%. This is a consequence of the directional coupler being synchronous. It has been
described by many authors (Huang et al., 1994; Streifer, 1987, 1988; Vassello, 1986,
1988; Miller, 1954; Yariv, 1973; Tseng, 1999) and applied in numerous devices (Luff et
al., 1996, 1998; Ctyroky et al., 1999; Sangeeta, 1995).

2-2-3 Asynchronous directional coupler
In the previous section, a synchronous directional coupler was discussed.
However, if the two waveguides are not perfectly symmetric or are asynchronous (Lee,
1986; Yong et al., 2001; Huang, 1994), then we have kz1≠kz2 and C12≠C21. The wave
equations then become
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∂a1
= − iC 12 a 2 e i ( k z 1 − k z 2 ) z
∂z
∂a 2
= − iC 21 a 1 e i ( k z 2 − k z 1 ) z
∂z
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After mathematical manipulation, the solution for the above equation is
⎤
⎡
Δ
a 1 = e i Δ z ⎢ cos( γ z ) − i sin( γ z ) ⎥
γ
⎦
⎣
⎤
⎡C
a 2 = e − i Δ z ⎢ sin( γ z ) ⎥
⎦
⎣γ
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where
Δ =

k z1 − k z 2
2

γ =

Δ2 + C12 C 21 =

C =

C12 C 21

Δ2 + C 2
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Using the initial conditions of Eq. 2-78, the power in each waveguide can be described as
P1 = a1 ( z )
P2 = a 2 ( z )

2

2

= 1 − F sin 2 ( γ z )
kz2
= F sin 2 ( γ z )
k z1

2-84

where F is the power coupling efficiency defined as
F =

1
1 + (Δ / C

)2
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When two waveguides are synchronous, Δ = 0 and F = 1 , and the above expressions
reduce to the synchronous case. Figure 2.12 shows the power in an asynchronous
directional coupler.

P1

2LC

P2
1 .0
0 .9
0 .8
0 .7

Power

0 .6
0 .5
0 .4
0 .3
0 .2
0 .1
0 .0

D is ta n c e in z d ire c tio n

Fig.2.12. Power in asynchronous directional coupler.

40

2-2-4 Non-orthogonal coupled mode theory
In the previous sections, the coupling length, coupling coefficient and coupling
efficiencies were derived. Generally, this method is referred to as conventional coupledmode theory. This approach is expected to be valid under the weak-coupling limit (Hardy
et al., 1988; Snyder et al., 1988). The electric fields in the two waveguide layers do not
affect each other. However, for a more rigorous approach, interference between the two
waveguides has to be considered. This method is called the non-orthogonal coupled
mode theory (Huang, 1994; Huas et al., 1987, 1989, 1991). In this case, the electric
fields in the two waveguides will affect each other due to interference. Mathematically,
this takes the form
Em En

= x ≠ 0

2-86

so the wave equation is changed to

∑
n

∂β nan
⎡
⎤
− ik zn z
−
2
ie
X
mn
⎢
⎥
∂z
⎢
⎥ = 0
2
2
− ik zn z
2
⎢+ e
E m (x ) k 0 n − n n E n (x ) a n ⎥
⎣
⎦

(

)
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where
⎛1 x⎞
⎟⎟
X mn = ⎜⎜
⎝ x 1⎠

2-88

Using the matrix representation, we get
X

∂A
= −iHA
∂z

2-89

where

H mn = X mn k zn + C mn

2-90

Amn = k zn a n e − ik zn z

2-91

To solve this matrix equation, we introduce a transformation matrix O. Let
O + XO = I
⎛β
O + HO = ⎜⎜ s
⎝0

0⎞
⎟
β a ⎟⎠

2-92
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Combine the above equations and the transformation matrix O can be written as
⎛
φ +α
⎛ φ + α ⎞⎞
⎜ cos(
) − sin ⎜
⎟⎟
1 ⎜
2
⎝ 2 ⎠⎟
O=
φ −α
φ −α ⎟
cos α ⎜
) cos(
) ⎟
⎜ sin(
2
2
⎝
⎠

2-93

sin α = x

2-94

where
and
tan φ =

C12 + C 21 − x(C11 + C 22 )
k z1 − k z 2 + C11 − C 22

2-95

Therefore, propagation constants βs and βa in coupled waveguides can be derived as

β s,a

⎛ H11 − H 22 ⎞
H11 + H 22
⎟
⎜
2
− xH12
1 ⎛ H11 + H 22
2
⎞ ⎝
⎠
2
x
=
±
− H12 ⎟ +
2
2 ⎜
2
1− x
1− x ⎝
2
1− x
⎠

2

2-96

The coupling length is now

Lc =

π
βs − βa
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and the power in each waveguide is
2

P1 = P0 A1 / k z1
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2

P2 = P0 A2 / k z 2
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where

⎛ e − iβ s z
An ( x ) = O ⎜⎜
⎝ 0

0 ⎞ −1
⎟O An (0)
⎟
e
⎠
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− iβ a z

If the waveguides are synchronous, these equations reduce to a maximum value of A2

2

/ kz2 = 1.

Thus, the power transfer efficiency is 100%. If the waveguides are asynchronous, the maximum value
2

of A2 / k z 2 < 1, and only part of the power can be transferred to another waveguide.
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Chapter 3
Modeling of ideal SPARROW biosensor structure
In reality, a biosensor device can suffer from serious problems like material
inhomogenuity and surface roughness that can cause lot of difficulties. To approach real
device modeling, it is necessary to build an ideal structure model first.

An ideal

SPARROW biosensor structure assumes that there is no power loss during light
propagation, layers are homogenous, and surface roughness is zero. Such an ideal model
can help serve as the basis for understanding light propagation in real devices. Also, it
can be used to help optimize device performance. In this work, two methods were used
to build the SPARROW biosensor ideal model. One is a computer simulation which is
based on Finite Difference Beam Propagation Method (FD-BPM). The other is an
analytical expression based on coupled mode theory described in section 2-2.

3-1 Beam Propagation Method
The Beam Propagation Method (BPM), as the kernel of computer simulation
programs, is one of the most powerful techniques to investigate the light wave
propagation in different shapes of waveguides and optical fibers (OptiBPM manual). The
key to simulation is decomposing the spatial mode into the superposition of plane waves,
each traveling in slightly different directions. After traveling through the whole dielectric
medium, these plane waves will be added back together. Each optical plane wave will be
subjected to diffraction and will have a slight phase shift when propagating from one
position to another adjacent position.
propagation must be considered.

In addition, the refractive index of short

To analyze how light propagates between these

positions, the medium was treated as a sequence of lenses by short sections of
homogenous space (Marcuse, D., 1973). Figure 3.1 shows the optical path broken into
such a sequence of lenses.
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lens

waveguide

Δz Δz Δz

Incident
beam
z1

z2

z3

Δz
……………………………
.

zn

Δz = zn − zn−1 →0
Fig. 3.1. Optical path broken into sequence of lenses (Marcuse, D., 1973).

So far, several kinds of beam propagation methods which are based on different
mathematic approaches are developed. In our simulation software—OptiBPM, finite
difference BPM (FD-BPM) is used.

It solves Maxwell’s equations by using finite

differences instead of partial derivatives (OptiBPM manual; Optiwave manual). In this
sense, FD-BPM can be accurate in a wide range of devices. However, there are two
assumptions which limit the application range of this method. First, this method assumes
that the device has an optical axis so that most of the light travels in this direction or
approximately in this direction. Second, a slow-varying envelope approximation is used
(also used in coupled mode theory). In Ch. 2, Eq. 2.69 gives E ( x, z ) = ∑ am E ( x)e − ik

zm z

,

m

where am is the mth amplitude. If one assumes am varies slowly with distance, then the
second order differential,

∂ 2 am
∂z 2

, can be ignored when solving wave equations. For many

practical waveguides, including the SPARROW biosensor, the refractive contrast in the
transverse direction is small. Thus, am varies slowly in the transverse direction and
approximation should works well.
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3-2 Modes in single planar waveguide
Based on FD-BPM, a computer simulation offers a quick way to simulate the light
propagation in waveguides. Especially when using the mode solver in this program, it
gives the propagation constants, effective index, and modal fields of waveguides. These
parameters will help us optimize the waveguides such as determining waveguide
thickness, separation distance between waveguides, mode type of incident beam, etc. To
apply the computer simulation on a SPARROW biosensor, the simulation is first applied
to each individual waveguide.
Top waveguide

bottom waveguide

Cladding
n=1.3318

Cladding
n=1.457

Waveguide n= 1.659

Waveguide n= 1.659

Substrate
n=1.457

Substrate
n=1.4701

Fig. 3.2. Top and bottom waveguides in a SPARROW biosensor.

Figure 3-2 shows the top and bottom waveguides in this device separately. Since
this device will be operated in a water environment, we assume the refractive index of the
cladding is 1.3318, i.e., the refractive index of water at 633 nm. Changing the waveguide
thickness will change the effective refractive index, modal shape, and mode number. In
addition, the TE and TM modes will exhibit different behaviors. Figure 3.3 shows a TE
mode and a TM mode in a single waveguide layer.
Generally, we can use either a TE or TM mode in our device. Though their
behaviors are not the same, there is not much difference when doing simulations and
mathematic calculations. To simplify the approach, only TE modes are considered. Also,
we will use TE modes in the actual device operation. As stated previously, the number of
TE modes in single waveguide and the mode shape depend on the waveguide thickness
when incident wavelength and indices of waveguide are fixed.
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Single TE mode

Single TM mode

Fig. 3.3. Single TE and TM mode in a single waveguide layer.

From the computer simulation, if the thickness of the bottom waveguide is less than 38
nm, there will be no propagating mode. If the waveguide thickness is greater than 447
nm, then there will be two modes supported by the waveguide. Multiple modes will
increase the complexity for both the simulation and the real device. To ensure a single
mode in the bottom waveguide, the thickness must then be limited to between 38 nm and
447 nm. For a single propagating mode in the top waveguide, the range of thickness is
from 94 nm to 484 nm. Figures 3.4 and 3.5 show how the mode shape changes with
variations in thickness of the waveguide layers.

38 nm

447 nm

Fig. 3.4. Effect of thickness variation on modes in bottom waveguide.
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94 nm

484 nm

Fig. 3.5. Effect of thickness variation on modes in top waveguide.

In the SPARROW biosensor (Fig. 1.3), the top waveguide is 194-nm thick and the
bottom waveguide is 144-nm thick. Due to fabrication difficulties, it may be hard to
achieve these exact thicknesses, but a waveguide that supports only a single mode should
be acceptable.

In addition, to meet with the phase-matching requirements, both

waveguides thicknesses depend on each other. This will be discussed in section 3-3.
In a real device, not only the thickness but also the refractive index of each layer
could vary. Thus, it is necessary to consider the effect of refractive index variation.
Compared to the index of Al2O3, the indices of SiO2 and Borofloat glass will vary only
slightly, which we can ignore. However, ellipsometry measurements at 633 nm have
shown that the refractive index of the alumina layer could vary from 1.635 to 1.660.
Results of the computer simulation are shown in Fig. 3.6 and Table 3.1 for changes in
mode and the effective index values for this range in Al2O3 index values. For this
simulation, 144 nm was used for the bottom waveguide thickness and 194 nm for the top
waveguide thickness.
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Index=1.635

Index=1.635

Index=1.660
Index=1.660

Fig. 3.6 Modes in waveguide with refractive index variation.
Table 3.1. Effective refractive index variations for TE mode.

Waveguide index
1.635

Top waveguide
effective index
1.4956

Bottom waveguide
effective index
1.4999

1.640

1.4984

1.5019

1.645

1.5013

1.5038

1.650

1.5043

1.5059

1.655

1.5073

1.5079

1.660

1.5104

1.5100

3-3 Modes and light propagation in coupled waveguide
When two waveguides are placed together, the optical power will exchange
periodically between the two layers. This behavior is called light coupling in waveguides.
A computer simulation can be used to determine the modes in these two waveguides, the
coupling length, the maximum power transfer, etc. Figure 3.7 shows the computer
simulation for two identical waveguides.
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n=1
Waveguide 1 n=1.5 d=200nm
n=1 d=600nm
Waveguide 2 n=1.5 d=200nm

n=1

Coupled Waveguides

Fig. 3.7. Light intensity in coupled waveguides (wavelength = 633 nm).

In Fig. 3.7, the power enters in the bottom waveguide and after some distance, all power
transfers to the top waveguide. This software package can not determine the exact
coupling length, but from the graph, a rough estimate of 127 µm is obtained. The power
transfer efficiency between these two waveguides is 100%.
Next, a computer simulation for an ideal SPARROW biosensor transducer is
performed. Although the thicknesses of these two waveguides are not the same, their
effective refractive indices are equal, which means the propagation constants are the same.
So, the power transfer efficiency is still 100% between these two waveguides. From Fig.
3.8, the coupling length is 186 µm. Also, we can get the supermodes in these two
waveguides as shown in Fig. 3.9. There are two modes that exist in these coupled
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waveguides, one is

Fig 3.8. Light intensity in ideal SPARROW biosensor waveguide.

TE00 mode
even mode

TE01 mode
odd mode

Fig. 3.9. Supermodes in coupled waveguide.
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a TE00 mode (even mode). The other mode is TE01 (odd mode). The modal index values
are 1.5105 and 1.5088.

If the propagation constants of these two waveguides are

different, the coupling length and power transfer efficiency will change. Figure 3.10
shows this change with mismatched propagation constants which may occur in real
devices.

Fig 3.10. Light intensity in coupled waveguides.

From Fig. 3.10, only partial power would transfer to the second waveguide. The
coupling length is also reduced. Compared with the ideal structure, we only change top
waveguides thickness from 194 nm to 190 nm. So phase matching is important in our
device design. Generally, before depositing top waveguide layer, we should check the
thicknesses and refractive indices of other three layers (Borofloat, bottom waveguide,
silicon oxide) to get the actual value. Then, by mathematical calculation or computer
simulation, we can get the best thickness value for the top waveguide. This can help
direct the deposition of the top layer.
Using a mode solver, we can plot a graph to see how thickness and refractive
index variations affect the coupling length and maximum power transfer efficiency.
From the graph in Fig. 3.11, we determine when the value of thickness or refractive index
meets the phase matching requirement, and also when the coupling length reaches a
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maximum. The incident wavelength is 633 nm (He-Ne laser).

200

Coupling length (μm)

180
160
140
120
100
80
60
1.654

1.656

1.658

1.660

1.662

1.664

1.666

refractive index of top waveguide
200

coupling length (μm)

180

160

140

120

100

80
0.188

0.190

0.192

0.194

0.196

0.198

0.200

thickness of top waveguide (μm)

Fig 3.11. Coupling length vs. thickness and refractive index at 633 nm.

3-4 Biolayer influence for light propagation in coupled
waveguide
Based on the coupled waveguides, we can proceed further with a simulation for
the whole device system.

A simple SPARROW structure is shown in Fig. 3.12.

Compared to the bottom waveguide, the top biolayer will affect the phase matching
requirement greatly. To get the phase matching, we have to get the top waveguides’
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effective refractive index first. Now, there are four layers for the top waveguide, as
shown in Fig 3.13, while the bottom waveguide remains the same.
biolayer

Target solution
waveguides

Fig. 3-12. Simple basic structure of SPARROW biosensor.

biolayer
waveguides

Fig 3.13. Top waveguide structure.

It is necessary to get the effective refractive index and propagation constant of this
waveguide with the biolayer. Assuming the biolayer is homogenous and the thickness of
the biolayer is 30 nm, the refractive index of biolayer is 1.45. We can get a new mode
and new effective refractive index in this waveguide. Figure 3.14 shows the mode shape
comparison with and without the biolayer. Also, the effective refractive without biolayer
is 1.5098 and with biolayer will be 1.5144. From Fig. 3.14 and value of effective
refractive indices, there is not too much difference between the two mode shapes. Next,
we will see how this small change in refractive index affects the light coupling in the
waveguides.
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Fig. 3-14 Mode shape comparison with and without the biolayer.

Mode without biolayer

Mode with biolayer

Fig 3.15 Mode comparison in coupled waveguide with and without a biolayer.

From Fig. 3.15, the modes have totally different shapes in coupled waveguides with and
without a biolayer. Also, the computer simulation gives different results when a biolayer
exists (see Fig. 3.16).
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Fig. 3.16. Light intensity in coupled waveguides with biolayer (almost no coupling).

We require phase matching between buried waveguide and biolayer coated
waveguide. So, the thickness of the top waveguide has to be designed again. In this case,
only if the thickness of the top waveguide is equal to 185 nm, the computer simulation
shows that the light intensity is completely coupled in these two waveguides. The
coupling length is 191 µm. This is illustrated in Fig. 3.17. However, if the top waveguide
is not fully covered by biolayer, detuning factor will be large. When the percentage
coverage drops to zero, the coupling length is only 63 µm and the coupling efficiency is
close to zero (see Fig. 3.18).
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(a)

(b)
Fig. 3.17. (a) Mode in coupled waveguide with biolayer. (b) Light intensity in
coupled waveguides with a biolayer (coupling length 191 µm).
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(a)

(b)
Fig. 3.18. (a) Mode in coupled waveguide without biolayer. (b) Light intensity in
coupled waveguides without a biolayer (coupling length of 63 µm).
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3-5 Mathematical model for ideal structure—numerical results
According to coupled mode theory, there are two ways we can get numerical
results for coupled waveguides – conventional coupled mode theory (or orthogonal
coupled mode theory), and non-orthogonal coupled mode theory (Haus et al., 1991;
Huang, et al., 1994). In this section, we will see the difference in the numerical results
and compare the results to computer simulations. These calculations have been done in
‘Mathematica’, a scripting language, and the calculation program is provided in
Appendix I.
For an ideal directional coupler structure without a biolayer, the OPTIBPM
simulation program gives the coupling length to be 186 µm and maximum power transfer
efficiency is 100%. Following conventional coupled mode theory, the coupling length is
172 µm and power transfer efficiency is 100%. Non-orthogonal coupled mode theory
gives coupling length to be 187 µm and power transfer efficiency of 100%. Figure 3.19
shows the results of these three methods. The dashed line is the result of conventional
coupled mode theory.

The OPTIBPM simulation results agree with non-orthogonal

coupled mode theory, which is more accurate than conventional coupled mode theory.

Normalized power in coupled waveguides

Conventional CMT

Non-othogonal CMT (dash line)

BPM (solid line) )
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length of waveguides ( μ m )

Fig. 3.19. Comparison of numerical results obtained using three methods (see text
for discussion).
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When the effect of a biolayer is considered, the effective refractive index of the
top waveguide changes. Using the substrate index nsubstrate, the waveguide index nwaveguide,
the thickness d, biolayer index nbiolayer, biolayer thickness s, and cladding index ncladding,
we have the new effective refractive index equation:

N

eff

= n eff

1

+ ( n eff

2

− n eff

1

) e − γs

3-1

Here, neff1 is the effective index of top layer without biolayer and neff2 is the effective
index of top layer without cladding. γ is the parameter which can be obtained from
simulation model (See Fig. 3.20). For different structure, we will have different γ . Thus,
the propagation constant of the top waveguide can be calculated from which we can get
the coupling length and maximum power transfer efficiency in coupled waveguides.
Figure 3.21 shows the numerical results of the three methods discussed assuming an ideal
structure with biolayer (nbiolayer=1.4).
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Fig. 3.20 The fitting γ value with different biolayer indices
(a) The γ value with biolayer index 1.34 (b) The γ value with biolayer index 1.36
Dots: Simulation data; Line: Fitting data
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BPM

Normalized power in coupled waveguides
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Fig. 3.21. Different numerical results by three methods. (see text for discussion)
Coupling length: a) Conventional CMT, 180 µm b) Non-orthogonal, 199 µm
c) BPM, 191 µm
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Chapter 4
Biolayer Construction
In order to model the SPARROW biosensor, certain properties of both the
transducer and biolayer need to be known. These properties include the refractive index,
thickness, and roughness values, which can be obtained using experimental methods.
However, these properties often vary significantly from sample-to-sample, and for the
same sample, different experimental methods can give different results. To help define
the appropriate range of parameters needed for the modeling tasks, a series of
experimental measurements were undertaken.

This chapter describes experimental

techniques that were used to measure the samples studied during this dissertation work.
Section 4-1 describes biolayer design, which was developed with Dr. Minsoo Lim (WVU
Chemistry Department).

Section 4-2 describes measurement techniques used to

characterize samples, and section 4-3 will describe the experimental results.

4-1 Biolayer design
The physical properties of the biolayer play an important role in biosensor
operation.

For the SPARROW biosensor, there are several requirements which the

biolayer must meet. The first requirement is the biolayer thickness. To achieve good
sensitivity, there should be sufficient power reaching the biolayer surface. Therefore, the
biolayer thickness should be less than the penetration depth, which is defined as the
distance over which the power in the waveguide drops to 1/e. Second, the biolayer
should recognize the binding events of specific molecules. Third, the biolayer should be
capable of regeneration, in order to be an economically feasible device. When designing
the biolayer, these three requirements present a big challenge. Several different kinds of
structures were tested during the course of this work. One of these structures is shown
schematically in Fig. 4.1.
The first step to successfully grow a biolayer is to find an appropriate medium to
connect organic and non-organic materials. Self-assembled monolayers (SAMs) having
thickness of about 2 nm were chosen here to coat a bare alumina surface. The second
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Binding molecules: Latex beads

Streptavidin (~several nm)

Biotin(~1nm)

Self-Assemble Monolayer(~2nm)

Alumina

Fig. 4.1. Construction Scheme of Biolayer.

step is to link a streptavidin layer (of several nm in thickness) to the SAMs. The
thickness of streptavidin (several nm) and its binding to biotin make it an attractive
choice for our biolayer (discussed in Section 4-3-3). Generally, the size of biotin is less
than 1 nm, but it will offer strong binding to both the streptavidin and the specific
molecules which we want to detect. A functional test was performed by using latex
microbeads which simulate anthrax spores. By flowing a medium containing microbeads
across the biolayer, we found that some microbeads chemically bind to biolayer. The
percent coverage of these binding molecules then determined by how much the output
power of the biosensor would change. This will be described in Section 4-3-4.

4-2 Analytical tools for organic film measurements
In studies of organic films, we are interested in both their surface conditions and
optical properties, such as refractive indices.

The analytical tools to obtain this

information have been dramatically developed in last decade (Ulman, 1991). There are
four different tools I used in my dissertation work—(1) ellipsometry measurements, (2)
atomic force microscopy (AFM), (3) contact-angle measurements, and (4) fouriertransform infrared (FTIR) spectroscopy. A brief introduction and explanation of the
physics principles for these tools are given in the following sections. Some of the
experimental results are then shown in Section 4-3.
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Also, images taken using a

fluorescence microscope are included in this chapter. These images helped determine the
micro-bead coverage on our layers.

4-2-1 Ellipsometry
Ellipsometry is a technique which can provide film thickness and refractive index
information. This technique uses the principle that reflection at a dielectric interface
depends on the polarization of the incident light, while the transmission of light through a
transparent layer changes the phase of the incoming wave depending on the refractive
index of the material. An ellipsometer can measure layer thicknesses as small as 1 nm up
to layers which are several microns thick. The ability to measure small thicknesses
makes this technique especially useful for characterization of biolayers.

Detector
Retarder

Polarizer

Optical source

Film

Substrate

Fig 4.2. Principle of operation for an ellipsometer.

A typical ellipsometer set-up is shown in Fig. 4.2. Incident light passes through a
linear polarizer and a quarter-wave plate. The polarization of the incident light can be
varied from linearly polarized to elliptically polarized to circularly polarized by adjusting
the angle between the transmission axis of the linear polarizer and the fast axis of the
quarter-wave plate. The reflected beam from the sample passes through a retarder before
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entering the detector. This retarder provides an optical retardation between the two
incoming polarizations which exactly compensates for the optical retardation caused by
the polarization dependent reflections at each dielectric interface. A detector is used to
receive the s- and p- polarized light and measure the ratio of their reflection coefficients.
In Ellipsometer data analysis software, the measured values are expressed as psi (ψ ) and
delta ( Δ ), Eq. 4-1 gives the relationship between these two parameters and reflection
coefficients.

ρ=

Rp
Rs

= tan(ψ )e iΔ

4-1

where R p and Rs are Fresnel reflection coefficients for p- and s- polarized light. Fig 4.3
shows how ellipsometer data analysis software provides the film information such as
complex refractive index, thickness and roughness after ellipsometry measurement.

Measurement (Experimental data)

Build a Model (generate data)

Fit Parameters
(Compare with experimental data)

Improve
model

Results

Fig. 4.3 Basic procedure used in ellipsometry measurements determine materials
properties from experimental data.
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The ellipsometer used in this work is shown in Fig. 4.4. This ellipsometer is ideal
for a large variety of applications, including measurements of dielectrics, polymers,
semiconductors, metals, etc.

The white-light source is the combination of Quartz

Tungsten Halogen (QTH) lamp and Deuterium (D2) lamp, which have spectra range from
UV to infrared.

On the sample surface, the light beam covers a spot size of

approximately 1~2 mm in radius.

The detected light beam is dispersed and 470

wavelengths from 245 nm to 1000 nm (NIR extension to 1700 nm, need use InGaAs
detector replace silicon array) are simultaneously measured by a charge-coupled device
(CCD) detector array. A broad range of film thicknesses (sub-nanometer to 10 microns)
are accessible.

Fig. 4.4. M2000U ellipsometer from J. A. Woolam Co.
(located in Lane Department of Computer Science and Electrical Engineering).

4-2-2 Atomic force microscopy (AFM)
Another analytical tool used in this work is the atomic force microscope (AFM).
From AFM images, we obtained surface information for both the bare waveguides and
for the biolayers that were subsequently deposited. The AFM is one of about two dozen
types of scanned-proximity probe microscopes. Typically, these microscopes work by
measuring a local property, such as height, optical absorption, or magnetism, with a probe
or "tip" placed very close to the sample. The small probe-sample separation, which
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depends on the order of the instrument's resolution, makes it possible to take
measurements over a small area. To acquire an image, the microscope raster-scans the
probe over the sample surface while measuring the local property in question. The
resulting image resembles an image on a television screen in that both consist of many
rows or lines of information placed one above the other.

The AFM operates by

measuring attractive or repulsive forces between a tip and the sample (Binnig et al., 1986).
Figure 4.5 illustrates how an AFM works. As the cantilever flexes, the light from
a laser is reflected onto the split photo-diode. By measuring the difference signal (A-B),
changes in the bending of the cantilever can be measured. Since the cantilever obeys

Fig. 4.5. Principle of general AFM operation.

Hooke's Law for small displacements, the interaction force between the tip and the
sample can be found. The movement of the tip or sample is performed by an extremely
precise positioning device made from piezo-electric ceramics, most often in the form of a
tube scanner. The scanner is capable of sub-angstrom resolution in the x-, y- and zdirections. The z-axis is conventionally chosen perpendicular to the sample. In principle,
AFM is like a recorder. It can achieve a resolution of 10 pm and, unlike electron
microscopes, can image samples in air and under liquids. Following are the general
properties of an AFM: sensitive detection, flexible cantilevers, sharp tips, high-resolution
tip-sample positioning, and force feedback.
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The three main classes of interaction by which AFM image contrast is obtained
are contact mode, tapping mode and non-contact mode. The contact mode is the most
common method of operation of the AFM. As the name suggests, the tip and sample
remain in close contact as the scanning proceeds. In non-contact mode, the AFM derives
topographic images from measurements of attractive forces and the tip does not touch the
sample. It is a very difficult mode to operate in ambient conditions because the thin layer
of water contamination which exists on the biolayer surface on the sample will invariably
form a small capillary bridge between the tip and the sample and cause the tip to jump-tocontact. When imaging soft samples such as a biolayer, the tapping mode is a far better
choice than other two methods. The cantilever is oscillated at its resonant frequency
(often hundreds of kilohertz) and positioned above the surface so that it only taps the
surface for a very small fraction of its oscillation period (James, et al., 2001). Moreover,
there has been much interest in phase imaging. This works by measuring the phase
difference between the oscillations of the cantilever driving piezo and the detected
oscillations (Magonov, 1997).

The tapping mode was used in this work.

In our

experiments, we used the Digital Instruments multimode AFM shown in Fig. 4.6 (located
in the WVU Physics Department). The images shown in this dissertation were provided
by Dr. Minsoo Lim, of the WVU Chemistry Department.

Fig. 4.6. The Digital Instruments multimode AFM (in the WVU Physics Dept.).

67

4-2-3 Contact-angle measurement
Surface coverages of a stable monolayer and multilayer film can be estimated
from wetting measurements.

The reason is that the shape of a liquid drop on the

material’s surface is affected by the free energy of this surface. We call this experiment a
contact-angle measurement. Either water or hexadecane, or some other solution, is
dropped to the surface of the sample and the angle between the tangent line and the solid
surface can be measured.

This angle is called the contact angle, and is shown

schematically in Fig. 4.6. If a liquid with well-known properties is used, the resulting
interfacial tension can be used to identify the nature of the solid film. This technique is
extremely surface sensitive, with the ability to detect properties of a monolayer (Shieh,
2001).

Syringe

Contact
Angle

Sample

Fig. 4.7. Principle of contact-angle measurement.

As shown in Fig. 4.7, when a droplet of liquid rests on the surface of a solid, the
shape of the droplet is determined by the balance of the interfacial liquid/vapor/solid
forces. Moreover, if an organic film exhibits hydrophobic behavior and the bare sample
surface, such as alumina or sapphire used in the biosensor transducer, exhibits
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hydrophilic behavior, the contact angle will be proportional to the percent coverage of the
organic film. Thus, the measured contact angle can be used to roughly determine the
percent coverage of organic film.
Figure 4.8 shows the device model FTA125 (First Ten Angstroms Co.) used in
this work. It is a general purpose model appropriate for smaller specimens. It can
measure both contact angles and surface tensions. The specimen is placed on a stage and
raised to an appropriate level by the rack-and-pinion lift. The specimen can be quite
large: up to 250 mm in width and 25 mm in thickness. Even though the camera is
oriented vertically, the optical axis is horizontal because of a 90° turning mirror; the drop
is viewed from the side. This instrument is located in the WVU Chemistry Department.

Fig. 4.8. FTA125 for contact angle measurement (WVU Chemistry Dept).

4-2-4 Fourier-transform infrared (FTIR) spectrometer
One of the most useful equipment systems to measure absorption data in the
infrared is the fourier-transform infrared (FTIR) spectrometer. In infrared spectroscopy,
IR radiation is passed through a sample. Ignoring reflective or scattering losses, some of
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the infrared radiation is absorbed by the sample and the remainder is passed through (i.e.,
transmitted). The resulting light-intensity spectrum represents the molecular absorption
“fingerprint” of the sample. Like a fingerprint, no two unique molecular structures
produce the same infrared spectrum.
Reference laser
IR source

Laser detector
Moving
mirror
Beamsplitter

Fixed mirror

IR detector
sample

Fig. 4.9. Schematic of an FTIR.

An FTIR (Fig. 4.9) contains an interferometer, which is made up of a fixed mirror,
a moving mirror, and a beamsplitter. The interferometer produces a unique type of signal
which has all of the infrared frequencies “encoded” into it. The signal can be measured
very quickly, usually on the order of one second or so. Thus, the time element per
sample is reduced to a matter of a few seconds rather than several minutes.

The

beamsplitter divides the incoming infrared beam into two optical beams. One beam
reflects off of a flat mirror which is fixed in place. The other beam reflects off of a flat
mirror which is on a mechanism which allows this mirror to move a very short distance
(typically a few millimeters) away from the beamsplitter. The two beams reflect off of
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their respective mirrors and are recombined when they meet back at the beamsplitter.
Because the path that one beam travels is a fixed length and the other is constantly
changing as its mirror moves, the signal which exits the interferometer is the result of
these two beams “interfering” with each other.

The resulting signal is called an

interferogram which has the unique property that every data point (a function of the
moving mirror position) which makes up the signal has information about every infrared
frequency which comes from the source.

This means that as the interferogram is

measured, all frequencies are being measured simultaneously. Thus, the use of the
interferometer results in extremely fast measurements.

Because the user typically

requires a frequency spectrum (a plot of the intensity at each individual frequency) in
order to make sample identification, the measured interferogram signal is not interpreted
directly. A means of “decoding” the individual frequencies is accomplished via a wellknown mathematical technique called the Fourier transformation. This transformation is
performed by the computer which then presents the user with the desired spectral
information for analysis.

Fig. 4.10. Digilab FTS 7000 spectrometer
(located in WVU Lane Dept. of Computer Science and Electrical Engineering).

In our experiment, a Digilab model FTS 7000 spectrometer was used. A picture
of the instrument is shown in Fig. 4.10. Samples were measured at room temperature
using a Mercury Cadmium Telluride (MCT) detector and a KBr beamsplitter. To get
absorption peaks of SAM, both a bare sample and a SAM coated sample were scanned.
Set spectrum of a bare sample ( I 0 ) as the background and take the ratio, both
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transmittance ( T = I / I 0 ) and absorbance spectrum ( A = − log(T ) ) can be obtained.

Nitrogen gas is purged to chamber to reduce the noise. And the parabolic mirror is used
to focus the IR beam on the surface of the sample (spot size is about half millimeter). The
FTIR data were used to detect the distinct absorption peaks of the biolayer and thus to
prove its existence.

4-3 Experimental results and analysis
4-3-1 Bare sapphire and alumina
To construct a biolayer, a well prepared substrate is needed. Both alumina and
sapphire wafers were investigated in this work. Alumina is a cost effective and widely
used material in the family of engineering ceramics. The raw materials from which this
high performance technical grade ceramic is made are readily available and reasonably
priced, resulting in good value for the cost in fabricated alumina shapes. With an
excellent combination of properties and an attractive price, alumina was chosen for the
waveguide in our SPARROW biosensor structure. However, alumina is polycrystalline
structure and has amorphous surface.

For the fundamental study of organic film

absorption on Al2O3, the surface condition is required to be as simple as possible. In
addition, when taking the AFM image, the surface roughness of the alumina waveguide
(on the order of 1 nm) is comparable to the surface roughness of the SAMs (~2 nm).
This makes it difficult to distinguish the biolayer surface roughness from the waveguide
surface roughness. Thus, we also explored the use of sapphire. Sapphire can be prepared
with a much smoother surface since it is aluminum oxide in crystalline form (the crystal
structure is hexagonal), however, it has not been used in the actual SPARROW biosensor
for economical purpose (i.e., A very expensive device — Mental Organic Chemical Vapor
Deposition (MOCVD) is required to grow sapphire, which greatly increase the costs of
biosensor). Generally, the sapphire wafers used here were c plates (i.e., wafer surfaces are
(0001) planes, approximately). We obtained the optical constants of the alumina by the
ellipsometry technique and determined the surface topographies of both alumina and
sapphire by using AFM after sample preparation.
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Fig. 4.11. AFM images and surface roughness from sapphire and
bare alumina surfaces after cleaning.

Figure 4.11 shows the AFM images of the alumina and c-plane sapphire surfaces
after sample preparation. In this preparation, all wafers of alumina and sapphire were cut
into small square pieces by a diamond scribe. To get rid of the contaminants on the wafer
surface, they were cleaned by ultrasonication in toluene, acetone, hexane, and isopropanol for 60 minutes. Sapphire and alumina were treated differently afterwards,
because sapphire is a homogeneous single crystal while alumina is a thin film deposited
on a glass substrate. The sapphire substrates were etched in a 1H2SO4+1H2PO4+5H2O
solution for 30 minutes at 70oC, rinsed in de-ionized (DI) water, dried in argon gas, and
annealed at a high temperature (~1050oC) in air. The annealing process reduces the
density of surface defects, such as steps, kinks, and atomic vacancies and makes the
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surface much smoother. Alumina substrates, however, were just incubated in a furnace at
250oC in air for 30 minutes and used for growing SAM without further treatment. The
AFM images and corresponding cross-sectional plots of sapphire and alumina surfaces in
Fig. 4.10 were taken right before these substrates were used for growing SAMs. Rootmean-square (RMS) roughnesses of both surfaces were less than 1 nanometer. This RMS
roughness directly links to the device behavior discussed in Chapter 5.
Ellipsometry offers another way to measure the surface roughness. Also, the
optical constants of alumina could be determined. In our measurements, for both alumina
and sapphire samples, the surface roughness from ellipsometry was around 1-2 nm (a
little different from AFM results). We believe this is caused by limitations introduced by
the number of fitting parameters (See Fig. 4.3, less fitting parameter will be more
accurate). At a wavelength of 633 nm, the refractive indices of the alumina sample
greatly depended on depositing condition. For different conditions, it varies from 1.60 to
1.65, according to Ellipsometry measurements. Absorption can also be obtained by index
imaginary part K by Eq. 4-2.

α absorption =

4K

4-2

λvac

In general case, the absorption in the alumina sample was small and could be neglected.

4-3-2 Self-assembled monolayers (SAMs)
SAMs are used for electrochemical, optical, and other detection systems. In our
biosensor device, they are used as the connecter between the biolayer and transducer.
SAMs are molecular assemblies that are formed spontaneously by the immersion of a
solid substrate into a solution of an active surfactant in an organic solvent. Many kinds
of SAMs have been studied by number of authors (Ruhe, et al., 1993; Ulman, 1996;
Messerschmidt, et al., 2001; Biddle, 2001; Kosuri, et al., 2004) for different substrate
binding. From literatures (Allara, et al., 1985; Tao, et al., 1993; Taylor, et al., 2003;
Devaprakasam, et al., 2004), stearic acid, a special kind of SAMs, can be used to form a
very good layer on sapphire and alumina surface. This has been proven in the WVU
Dept. of Chemistry under the supervision of Dr. Minsoo Lim (Lim, et al., 2006). We
could easily achieve almost full surface coverage and a very smooth surface for this kind
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of SAMs. As shown on Fig. 4.12, the growth of stearic acid doesn’t increase the Root
Mean Square (RMS) roughness. It means the surface coverage is close to either 0% or
100%. The difference between no coverage and full coverage can be easily distinguished
by FTIR and contact angle measurements which will be mentioned in later of this section.
However, stearic acid will be quickly desorbed in a water environment, which is
required for SPARROW device operation. Such property has been found in our contact
angle experiments. Since bare sapphire is hydrophilic and aminosilane is hydrophobic,
the contact angle will show significant different from no coverage (approximate 100) to
full coverage (approximate 900). In the series of tests of stearic acid stability in water
environment, the contact angle, which is proportional to surface coverage, decreases as a
function of water incubation time (Fig. 4.13). Another choice for an optimum SAM was
then needed.
SAMs of stearic acid grown on sapphire
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Fig. 4.12. AFM images of stearic acid grown on sapphire.
The units for RMS roughness are in nm.
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Stearic acid (on sapphire) use-able lifetime in water
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Fig.4.13. Stearic acid lifetime in water

After testing several other kinds of SAMs, such as phosphoric acid and
aminosilane, we found that aminosilane also exhibits smooth surfaces. More importantly,
aminosilane was highly stable in a water environment. From Dow Corning Co. silane
solution page, aminosilane has the following properties
* Adhesion promoter, coupling agent, and resin additive
* Improves chemical bonding of resins to inorganic fillers and reinforcing materials
* Used for epoxies, phenolics, melamines, nylons, PVC, acrylics, polyolefins,
polyurethanes, and nitrile rubbers
* Surface pretreatment of fillers and reinforces
In our experiments, the aminosilane structure, NH2(CH2)11Si(OCH2CH3)3, is bound to the
sapphire and alumina surface by the Si-O bond. Another terminal is NH2 which was used
to connect succinic anhydride which directly links to streptavidin. The following graphs
show the AFM images of aminosilane grown on sapphire (Fig. 4.14) and grown on
alumina (Fig. 4.15). Also, the stability in a water environment was determined using
contact-angle measurements. The results are shown in Figs. 4.16 and 4.17.
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Fig. 4.14. AFM images of aminosilane on sapphire.
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Fig. 4.15. AFM images of aminosilane on alumina.
77

400

90
Aminoalkylsilane/sapphire

Water contact angle (degree)

80

70

60

50

40
0

50

100

150

200

250

Incubation time in water (min)

Fig. 4.16. Stability of aminosilane/sapphire in water.
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Fig. 4.17. Stability of aminosilane/alumina in water.
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According to contact-angle graphs and the AFM images, aminosilane shows
very good stability, as depicted by the non-changing contact angle. AFM images after
varying water incubation times also show the stability of aminosilane in a water
environment (Fig. 4.18).
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Fig. 4.18. AFM images of an aminosilane sample after water incubation.
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Without a doubt, AFM offers a very important technique for detection of surface
information. However, it has limitations in its ability to identify specific biomaterials,
such as distinguishing aminosilane from contaminants. If their surface tensions are
different, contact angle measurements will quickly tell the results. However, if their
surface tensions remain unknown or are close, other methods have to be considered. In
our lab, FTIR measurements were used to detect and monitor the infrared absorptions due
to CH2. Because aminosilane includes a long CH2 chain, once characteristic absorption
bands related to CH2 stretching or vibrational modes are observed, then it could be
determined that there was aminosilane on the surface, instead of some other material. In
the FTIR spectrum, the peaks associated with CH2 absorptions occur at the wave numbers
2850 cm-1 and 2917 cm-1 (Taylor, et al., 2002). These peaks correspond to the CH2 bands
of symmetric stretch and asymmetric stretch, respectively. Fig. 4.19. illustrates how this
stretch occurs (Silverstein, et al., 1981).

Asymmetric stretch
~2917cm-1

Symmetric stretch
~2850 cm-1
H

H

H

C

H

C

Fig. 4.19. Schematic of two types of stretch of CH2 bands

At room temperature, a spectrum measured from a silane coated sapphire is shown in Fig.
4.20. Both absorbance and transmittance spectrums are shown. Easily, we can find the
peak occurs at 2850cm-1 and 2917cm-1, which are exactly the same as reference. It proves
that silane is successfully grown on sapphire.
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Fig. 4.20. CH2 symmetric and asymmetric stretch bands in FTIR spectra.

4-3-3 Streptavidin
Streptavidin is a tetrameric protein purified from Streptomyces avidinii. The
longitudinal thickness of this material is around 10 nm. It can bind to biotin very tightly,
forming what is called a streptavidin/biotin complex (Avidin-Biotin Chemistry, 1994).
This complex has one of the strongest biochemical interactions known and is also
extremely stable over a wide range of temperature and pH.

Due to its distinctive

properties, the streptavidin/complex is taken advantage of in scientific laboratories
(Schiestel, et al., 2004). In the SPARROW biosensor, streptavidin could be used to detect
micro-molecules, such as anthrax spores. Experimentally, we grew streptavidin on the
81

amino surface (Fig. 4.21) by using both sapphire and alumina substrates. Contact-angle
measurements and AFM images show this material also has good stability in a water
environment. These graphs are shown in Fig. 4-22, 4-23, 4-24 and 4-25, respectively.

OO
Si
O

O

NH2

HO
Streptavidin

Fig. 4.21. Streptavidin link to amino surface.

Immobilization of streptavidin on amino-sapphire
Amino-sapphire

Streptavidin on amino-sapphire

3 µm X 3 µm

3 µm X 3 µm

1.2

3.0

1.0

2.5

0.8

2.0

0.6

1.5

Height (nm)

Height (nm)

Alumina

Biotin

0.4

1.0

0.5

0.2

0.0

0.0
0

100

200

300

400

0

Distance (nm)

RMS roughness: 0.089 nm

100

200

300

400

Distance (nm)

RMS roughness: 1.54 nm

Fig. 4.22. AFM images of streptavidin on amino-sapphire.
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Fig. 4.23. Stability of streptavidin/aminosilane/sapphire in water
environment and contact angle comparison
Immobilization of streptavidin on amino-alumina
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Fig. 4.24. AFM images of aminosilane on alumina.
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Fig. 4.24. Stability of streptavidin/aminosilane/alumina in water environment and
contact angle comparison

4-3-4 Biotin conjugated microsphere beads
The purpose of the SPARROW biosensor is to detect the specific binding events.
To perform a functional test, biotin conjugated microsphere latex beads were used in an
experiment to simulate the anthrax spores. When the medium containing the micro-beads
flows through the PDMS channel, some of the beads will chemically bind to the biolayer.
This leads to a change in the coupling coefficient and coupling length.

The bead

coverage will depend on the flow rate, micro-bead concentration in the solution medium,
and the flow time.

The distribution of the micro-beads on a PDMS channel was

monitored using a fluorescent microscope (data provided by Dr. Minsoo Lim).
Representative fluorescent images are shown in Figs. 4.25. and 4.26 for two different
micro-bead concentrations and two different flow rates. The size of these beads is
detected by AFM (Fig. 4.27). Generally, the beads size obtained from AFM images is
much less than their nominal size (1 µm) because the beads will shrink after leaving
water environment. In this image, the average beads’ width is approximate 1.3 µm and
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the height is only 42 nm.
Concentration: 7.2 °107 particles/ml

Inlet

Concentration: 1.4 °108 particles/ml

Outlet

Fig 4.25. Fluorescent microscope images of functionalized beads on biolayer
prepared using a flow rate of 0.5 μl/min.

Concentration: 7.2 °107 particles/ml

Concentration: 1.4 °108 particles/ml

Fig. 4.26. Fluorescent microscope images of functionalized beads on biolayer
prepared using a flow rate of 1.5 μl/min.
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Microbeads (nominal diameter: 1 μm) bound to streptavidin layer
[Taken from channel edge area]
10 μm × 10 μm

• Exposure time of microbeads solution to sapphire surface: 10 min.
• Bead concentration: 7. 2 × 107 particles/mL
• Flow rate: 1. 5 μl/min
60

Bead size (9 beads): 1.3 ± 0.1 μm (width)
42.4 ± 5.4 nm (height)
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Fig. 4.27. Size of microbeads by AFM detection
With these data information, further theoretical calculation can be performed. In the next
chapter, an analytical model is developed and numerical results are obtained using the
information described in the present chapter.
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Chapter 5
Non-ideal SPARROW biosensor modeling
In Chapter 3, the mathematical modeling for an ideal SPARROW biosensor was
presented. However, due to fabrication limitations, variations in waveguide sidewall
roughness, biolayer surface roughness, and biolayer partial coverage, there can be a wide
variation in biosensor behavior.

In addition, to be able to interpret the device

performance correctly, the influence of random surface loading of molecular binding
events has to be considered. In this chapter, these effects on biosensor behavior are
discussed and a general analytical model for non-ideal biosensor behavior is presented.

5-1 Scattering loss in waveguide
Generally, when light travels in a waveguide, some of its energy will leak into the
cladding and substrate layers. Therefore, the total power will not be conserved when we
measure it at the input and output ends. This phenomenon is referred to as power
attenuation.

This attenuation can be caused by absorption or scattering.

In the

SPARROW biosensor structure, the light source is a He-Ne laser and the wavelength is
633 nm. At this wavelength, an alumina waveguide shows very little absorption loss
(absorption coefficient α absorption = 4 K / λ ). In this dissertation work, this absorption loss

was ignored because it can be considered as negligible compared to scattering/radiation
losses which dominate the total power loss. Thus, in this section, we will focus on how
the scattering/radiation loss affects biosensor behavior.
The scattering loss is defined as the part of the transmission loss that results from
scattering within a transmission medium or from roughness of a reflecting surface. From
this definition, there are two factors that lead to scattering: one is an inhomogeneous
refractive index of the waveguide and the other is surface roughness. These two issues
will be separately addressed.
In real devices, the waveguide layers may be slightly inhomogeneous. When the
light propagates in such a waveguide (see Fig. 5.1), part of energy will transform to
radiation modes or other modes due to scattering caused by refractive index
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inhomogeneities. Generally, this scattering is called Rayleigh scattering. The
mathematical model of this kind of scattering can be found in many literatures (Imai, et
al., 1977; Yamakita, et al., 1980; Wang, et al., 1998; Garcia-Martin, et al., 2005; etc.). In
a single waveguide, the approximate Rayleigh scattering is given by the expression
(Palais, 2002)
S L = 1.7 * (0.85 / λ ) 4

5-1

In a single-mode waveguide, the average Rayleigh scattering loss is (Liang, 1992)
−

∂ s = ∫∫ ∂ s ( x, y ) E 2 ( x, y ) dxdy

5-2

A

where ∂ s ( x, y ) is the Rayleigh scattering loss at the point (x, y) in the waveguide cross
section. This can be written as
∂ s ( x, y ) = C1 [ n 2 ( x, y ) − 1] / λ4

= C 2 [n22 − 1] / λ4

core

5-3

cladding

5-4

where C1 and C2 are the Rayleigh scattering coefficients of the core and the cladding
layers, respectively.

n1 + δn
n2

n0

Fig. 5.1. Schematic depiction of refractive index fluctuations in a waveguide.
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n0

β

δ
d

n1

n2
Fig. 5.2. Waveguide with surface roughness.

Scattering due to surface imperfections (see Fig. 5.2) can also occur in real
waveguide layers. Techniques for analyzing this scattering loss have been developed by
several authors using different methods based on perturbation analysis of the normal
modal field (Trillo, et al., 1986; Lacey, 1990; Ishimaru, 1991; Ladouceur,
1994,1995,1996,1997; Jin, et al., 1996; Chimenti, 1998). This perturbation theory that
serves as the basis of calculation is expected to be valid when δ << h ( δ is the surface
roughness varies above and below this boundary, h is the average thickness of
waveguide), which is the case for most good quality planar waveguides. To deal with this
problem, relationship between any two random points along a waveguide surface has
been considered in all methods. It gives two equations as
< δ >=0

5-5

< f ( z ) f ( z + u ) >= C (u )

5-6

and

Eq. 5-5 is used to describe a uniform boundary. Surface roughness varies above and
below this boundary such that the average is zero.

Eq. 5-6 is known as the

autocorrelation function. It describes the relationship between two different points along
the surface separated by a distance u . Furthermore, if the surface exhibits an exponential
correlation (Ogilvy, 1989), this equation can be written as
C (u ) =< f ( z ) f ( z + u ) >= σ 2 Exp (− u / l c )

In the Gaussian-correlated case, it can be expressed as
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5-7

C (u ) =< f ( z ) f ( z + u ) >= σ 2 Exp(−u 2 / l c2 )

5-8

where l c is the correlation length in both equations. Mathematically, it is defined as the
distance over which C (u ) falls to e −1 . When l c goes to 0, the spectral power density will
be a constant for all frequencies, i.e., independent of frequency, so can be referred to as
“white noise”. When l c goes to infinity, the roughness is smoothed out (Ladouceur,
1997). The parameter σ 2 is the standard deviation of roughness which is equal to < δ 2 >.
Also, we call σ 2 as the root-mean-square (RMS) roughness.
Sample waveguide surface graphs (from Ladouceur, 1994) are shown in Fig. 5.3.
The four graphs represent four different locations in the same waveguide. Here, a total of
512 points were measured, implying the sample interval is 10 nm. The RMS roughness
of these four regions is 40 nm ± 5 nm. The correlation length is 230 nm ± 50 nm.

Fig. 5.3. Sample waveguide surface graphs in four different regions
(from Ladouceur, 1994).
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To connect a surface roughness and a surface correlation to a scattering loss, a Fourier
transform is performed and another important quantity, the power spectrum S( γ ), is
generated. It is the average intensity of the Fourier component of spatial frequency γ ,
and is given in Eq. 5-9.
∞

C (u ) = ∫ e iγu S (γ )dγ
−∞

S (γ ) =

1
2π

∫

∞

−∞

e −iγu C (u )du

5-9

Equation 5-7 works very well when the sample interval is smaller than one tenth
of the surface correlation length.

However, when the interval increases, this

approximation will no longer be valid. In this case, Eq. 5-8 is a better choice. If the
sample interval is too large, the surface correlation will be neither exponential nor
Gaussian. There will be a huge error if we still use these correlation functions. For this
latter case, some other methods have to be considered (Chen, et al., 1988).

When

the surface is exponential, combining Eqs. 5-7 and 5-9, we get the power spectrum in the
form of a Lorentzian.

δ 2 lc
S (γ ) =
π 1 + l c2 γ 2

5-10

As l c → 0 , we will have a constant power spectrum. When the surface is Gaussian,
combining Eqs. 5-8 and 5-9, we get
S (γ ) =

δ 2lc
l 2γ 2
exp(− c )
4
2 π

5-11

For surface roughness without any correlation, all spatial frequencies of roughness are
radiated randomly and independently. That means that when we consider the power loss,
it is just the sum of the powers radiated by each frequency. Thus,

Prad ∝ ∫ S (γ )dγ

5-12

Notice, not all frequencies γ lead to significant loss. Only those frequencies which
satisfy β − kncl < γ < β + kncl need to be considered (Ladouceur, 1997). So Eq. 5-11 can
be rewritten as
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Prad ∝ ∫

β + kncl

β − kncl

S (γ )dγ

5-13

When considering surface correlations, the case will be similar. The magnitude of
the radiation is predominantly scattered at an angle θ relative to the waveguide axis, so
we have

γ = β − kncl cos θ

5-14

Summing over all radiation angles, we have
π

Prad ∝ ∫ S ( β − kncl cos θ )dθ

5-15

0

To effectively express the power loss in a waveguide, an attenuation factor α is used. It
is defined as

P = P0 e −αL

5-16

where L is the waveguide length, P0 is the initial power, and P is the power remaining in
the waveguide after the light propagates a distance L. When αL is small, Eq. 5-16 can be
rewritten as

α=

1 P0 − P
(
)
L
P0

5-17

A more detailed analysis for the attenuation factor was given in reference (Ames, et al.,
1983)

α=

1 π
1 π
α
θ
+
P
d
Pc − rad α 2 dθ
s
−
rad
1
L ∫0
L ∫0

5-18

where, Ps − rad and Pc − rad are scattering or radiation power to substrate and cladding layers,
respectively. Both of them are complicated functions of angle. Thus,

α =(

π
δ c 2lc 2
C
)(n w − nc2 ) E c2 ∫
dθ
3
0 1 + ( β − n k cos θ ) 2 l 2
λ
c 0
c

π
δ s 2ls 2
S
+ ( 3 )(n w − n s2 ) E s2 ∫
dθ
0 1 + ( β − n k cos θ ) 2 l 2
λ
s 0
s

5-19

where λ is the wavelength, l c and l s are correlation lengths, E c and E s are electric
fields at cladding surface and substrate surface, respectively.

β is the propagation

constant, and n w , nc and n s are indices of waveguide, cladding, and substrate. C and S
are coefficients related to waveguide indices, angle, wavelength, and waveguide
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thickness. The integrated angle is from 0 to π . That means total radiated power is the
integral of the power carried by each randomly radiated plane wave. Each planer wave
corresponds to a certain spatial frequency of roughness, and is radiated in a particular
direction.
For a single TE00 mode in a symmetric (ncladding = nsubstrate) waveguide, Eq. 5-19
can be rewritten as (Jin, et al., 1996 )

α=

1 V 2U 2W
ρ 5β 1+ W

π

δ 2lc

0

π [1 + ( β − nc k 0 cos θ ) 2 l c2 ]

∫

dθ

5-20

where V = kρ (n12 − n22 )1 / 2 = U 2 + W 2 is the degree of guidance, ρ is the half width of
the waveguide, U = ρ (k 2 n12 − β 2 )1 / 2 , and W = ρ ( β 2 − k 2 n 22 )1 / 2 . Extend Eq. 5-20 to
more general asymmetric waveguides and the result is

α=

V12U 12W1
2 ρ15 β 1 + W1
1

V22U 22W2
+
2 ρ 25 β 1 + W2
1

π

δ 2 lc

0

π [1 + ( β − n0 k 0 cos θ ) 2 l c2 ]

∫

π

δ 2 lc

0

π [1 + ( β − n2 k 0 cos θ ) 2 l c2 ]

∫

dθ

5-21

dθ

Here, ρ1 and ρ 2 correspond to the distance from mode center to each boundary,
respectively. The degrees of guidance, V1 and V2, and the U and W expressions become:
V1 = kρ1 n12 − n02

U 1 = ρ1 (k 2 n12 − β 2 )1 / 2

W1 = ρ1 ( β 2 − k 2 n02 )1 / 2

V2 = kρ 2 n12 − n22

U 2 = ρ 2 (k 2 n12 − β 2 )1 / 2

W2 = ρ 2 ( β 2 − k 2 n22 )1 / 2

For a single alumina layer, the program in Appendix I was used to compute the
theoretical scattering loss due to surface roughness. The following set of parameters
were used: n0 = 1, n1 = 1.659, n2 = 1.4701, d = 144 nm, λ = 632.8 nm, δ = 1 nm, and l c
= 100 nm. The effective index is 1.4736. After all these numbers are input into the
program, the resulting attenuation factor was found to be α = 0.87 dB/cm−1. Normally, a
higher attenuation is observed experimentally. Since this theoretical value is less than the
experimental value, there must be additional factors leading to scattering losses in
addition to waveguide surface roughness.
For a correlation length of 100 nm, Fig. 5.4 shows how the scattering loss
depends on surface roughness in a single alumina waveguide (for air cladding). As the
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surface roughness increases, the scattering loss increases significantly. Figure 5.5 shows
the relationship between correlation length and scattering loss for the same waveguide
structure.
lc=100nm d=144nm n0=1.4701 n1=1.659
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Fig. 5.4. Scattering loss vs. RMS roughness in an alumina waveguide.

0.9
0.8

α (dB/cm)

0.7
0.6
0.5
0.4
0.3
0.2
0

100

200

300

400

Correlation length lc (nm)

Fig. 5.5. Scattering loss vs. correlation length.
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The scattering loss will have a maximum value when the correlation length
approaches a certain number. From Fig. 5.5, the value of Lmax is approximately 120 nm.
In different cases, this number will be different. An approximation method to get the
maximum correlation length can be found in the literature (Huang, 1994).
Lmax ≈

1

5-22

β − ncladding ( substrate ) k 0

This is very a rough approximation. Using Eq. 5-18 for our case, we get a value of
Lmax ~ 560nm in such a single waveguide.

Much more complicated mathematics has to be used when considering coupled
waveguides. Figure 5.6 depicts a coupled waveguide structure. The surface roughness
may be caused by the deposition process. Only a single evanescent mode is present in
each waveguide and they are physically isolated from each other.

In addition, the

refractive index of each waveguide can vary along the longitudinal direction. Both
surface roughness and index fluctuations can be treated as slight

Fig. 5.6. Coupled waveguides with inhomogeneous surfaces.

perturbations of a uniform coupler, as mentioned in Chapter 2.

Both perturbations

contribute to variations in coupling coefficient. Therefore, the standard coupled mode
equations can be written as
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~ ~
~ ~
∂a~1
+ iC11a~1 + iC11' a~1 + iC12 a~2 e i ( β1 − β 2 ) + iC12' a~2 e i ( β1 − β 2 ) = 0
∂z
~ ~
~ ~
∂a~2
' ~
' ~ i ( β 2 − β1 )
+ iC 22 a~2 + iC 22
a2 + iC 21a~1e i ( β 2 − β1 ) + iC 21
a1e
=0
∂z

5-23

'
'
, C12' and C 21
are
where the symbol ~ means an average quantity is used. C11' , C 22

perturbation terms of coupling coefficients. These perturbations are produced by either
surface imperfection or refractive index inhomogeneities. Although Eq.. 5-23 gives the
accurate coupled mode equation under a perturbation, it is too complicated to get an
analytical solution. An approximation or assumption has to be considered. For the
(n waveguide − ncladding )

weakly guiding condition, one can say that

n waveguide

× 100% < 1% . For this

case, an approximation method has been described (Ladouceur, et al., 1995). When two
waveguides are identical, just simply use C ' to express these variations and rewrite the
coupled mode expression of Eq. 2-74 as

∂a1
= −iC11a1 + iC11 ' a1 − iCa 2
∂z
∂a2
= −iC 22 a 2 − iC 22 ' a2 − iCa1
∂z
'

5-24

'

where C11 and C 22 are z-dependent perturbation terms which represent coupled
coefficients having small variations. In symmetric coupled waveguides, these terms will
'

'

be equal in value, i.e., C ' = C11 = C 22 .

The terms C11 and C 22 are self coupling

coefficients which are small in numerical value compared to coupling coefficient C. In
addition, C ' satisfies the following conditions.
< C ' >=0
< C ' ( z )C ' ( z + u ) >= δ 2 exp(−

u
lc

)

dC '
<
>=0
dz
<

d 2C '
>=0
dz 2

5-25
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Equation 5-24 can be written as
( L0 + L1 )a( z ) = 0

5-26

where
⎛ ∂
⎜
L0 = ⎜ ∂z
⎜ − iC
⎜
⎝

⎞
− iC ⎟
⎟
∂ ⎟
⎟
∂z ⎠

− iC '
L1 = (
0

0
)
iC '

⎛a ⎞
a ( z ) = ⎜⎜ 1 ⎟⎟
⎝ a2 ⎠

5-27

Upon averaging both sides, we have
( L0 + L1 ) a ( z ) = 0

5-28

[ L0 + L1 + L1 L−01 L1 − L1 L−01 L1 ] a( z ) = 0

5-29

and

Since L0 = L0 , L1 = 0 , the above equation can be written as
[ L0 − L1 L−01 L1 ] a( z ) = 0

5-30

Appling Green’s function to above equation and performing some mathematical steps, the
approximate final results become (Ladouceur, et al., 1995)
C' = C

1 + l c2δ 2
1 − l c2δ 2

5-31

and

α=

2l c δ 2
1 − l c2δ 2

5-32

where C is the coupling coefficient of a uniform waveguide, C’ is the modulated coupling
coefficient, and α is the total power attenuation factor. From this equation, the surface
roughness changes the coupling length, and introduces the power scattering loss. This
equation shows that power scattering loss only depends on how rough the surface is as
well as the correlation length of surface roughness. This is suitable for the weakly
guiding case in which the index of the waveguide is just slightly larger than the index of
the cladding (recall that the percent difference is smaller than 1%). However, when
refractive index differences between waveguide and cladding (or substrate) is larger than
1%, this equation is no longer valid. For the SPARROW biosensor waveguide, with the
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particular choice of parameters l c =100 nm and δ =1 nm, Eq. 5-32 gives the attenuation
factor as α = 1*10−27dB/cm. In addition, the new coupling length C ' → C . These
results imply that surface roughness doesn’t affect anything in coupled waveguides at all.
This conclusion obviously doesn’t agree with the actual case of real devices.
For a large refractive index contrast, a mathematical derivation of an exact
solution seems impossible because of too many unknown parameters. However, an
approximation method can be applied in such case. Using Eq. 5-21, the scattering factor
in a single waveguide can be easily obtained. Assuming the two waveguides are not too
close and the scattering in each waveguide doesn’t affect each other, the total power
scattering can be considered as the sum of two contributions and can be written as
Pscattering = ∫ P1 ( z )α 1 dz + ∫ P2 ( z )α 2 dz

5-33

where P1 is the power in the first waveguide, P2 is the power in the second waveguide,

α 1 and α 2 are loss coefficients, and L is the total length of the waveguide. Since power
in coupled waveguides exchanges periodically, both P1 and P2 depend on position z. For
synchronous coupled waveguides (see section 2-2-2), we have
P1 = P0 cos 2 (Cz )
P2 = P0 sin 2 (Cz )

5-34

If coupled waveguides are asynchronous, we have another equation to evaluate the power
in each waveguide (see section 2-2-3)

π

2

a1 ( z ) = P1 = 1 − η sin 2 (

2 Lc

z)

β
β
π
a2 ( z ) 1 = 1 P2 = η sin 2 (
z)
β2 β2
2 Lc
2

5-35

Combining Eqs. 5-33 and 5-34 or 5-35, the power loss fraction can be obtained.
For the transducer structure in the SPARROW biosensor (see Fig 5.7), assume a
total length of waveguide of 1 mm, an RMS roughness of 1 nm, surface correlation
length is 60 nm (see Fig. 5.8) and all other parameters come from Fig. 5.7.
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Water :n=1.3318
Waveguide 1 n=1.659 d=194nm
SiO2 layer n=1.457 d=1100nm
Waveguide 2 n=1.659 d=144nm
Borofloat Substrate: n=1.4701
Fig . 5.7. A model for transducer structure
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Fig. 5.8. Profile of alumina waveguide surface roughness
(lc is estimated to be 60nm from this graph)

For the upper waveguide in the SPARROW biosensor, the loss coefficient is 0.325 dB/cm.
For the buried waveguide, the loss coefficient is 0.196 dB/cm. Thus, according to Eq. 533, the final scattering loss is 0.0017 P0 . That means 0.17 percent power loss after 1 mm
transmission. Figure 5.9 shows the power loss fraction in a 1-mm length vs. the RMS
surface roughness for coupled waveguides.

99

power loss fraction in 1mm

0.007
0.006
0.005
0.004
0.003
0.002
0.001
0.000
-0.001
0.0

0.5

1.0

1.5

2.0

RMS of waveguide surface roughness (nm)

Fig. 5.9. Power loss fraction in coupled waveguides vs. RMS roughness

5-2 Random surface loading
When the biosensor is in operation, the biolayer will capture the specific molecule
in a target solution. These binding events are randomly located on the biosensor surface
(see Fig. 5.10) and result in changes of the output power. By monitoring this power
variation, we can detect a specific bio-agent. However, how this change relates to
percent coverage of the molecule has not yet been addressed. In this section, we will
explore the effect of this random binding and link it to surface loading.
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Binding molecule in random position

Fig. 5.10 Random binding events on biosensor’s surface.

First, a brief review will be given on how other authors (Rigrod, et al., 1976;
Marcuse, 1990; Hall, 1990; Griffel, et al., 1991; Huang, et al., 1991; West, et al., 1994;
Passaro, 1995; Little, 1996; Garcia-martin, 2005) deal with the surface roughness and
grating problems in this case. Generally, the coupled mode equation can be divided into
a uniform part and a perturbation part. In the uniform part, an average thickness was
used to calculate the average propagation constant. However, if the size of particles is
too big (e.g. diameter of molecule is larger than penetration depth), an average thickness
is obviously not suitable.

To get the average effective refractive index of the top

waveguide and an average propagation constant, we have to find a new way to solve this
problem. An equivalent layer was considered to substitute for the random binding events
layer. The height of the equivalent layer is the same as the binding events height. The
refractive index of this layer is independent of the actual spatial distribution of the
binding molecules, and is only related to percent coverage. A depiction of the equivalent
layer is shown in Fig. 5.11. This approach greatly simplifies the propagation constant
problem.
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water

Equivalent layer

Fig. 5.11. Depiction of the equivalent layer on top of waveguides.

Physically, this means that we take an average of the permittivity in this region. The
refractive index of the equivalent layer can be expressed as
2
2
neq = nmolecule
* cov erage + n water
* (1 − cov erage)

5-36

Thus, the propagation constant of the upper waveguide can be obtained. For a buried
waveguide, the propagation constant doesn’t change.

Directly from these two

propagation constants, the coupling length and coupling efficiency can be obtained. To
verify this equivalent-layer approach, the structure shown in Fig. 5.12 was used, and the
results of numerical calculations and computer simulations are compared.

nb=1.4

nc=1.3318

nw=1.659

nm=1.457

ns=1.4701

Fig. 5.12. Numerical model of biosensor with random binding molecule.

The height of the binding events is taken to be 2000 nm and the percent coverage is 2%.
By mathematical calculation, the numerical results for coupling length and coupling
efficiency for the above structure are
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Lc = 184nm and η = 96.9%
In the case of no binding events, the coupling length and coupling efficiency are
Lc = 187nm and η = 99% , respectively. This shows that only a very small change is
introduced by binding. Computer simulation results also supported this conclusion.
From the simulation program, the results shown in Fig. 5.13 were obtained. It is difficult
to determine the numerical coupling efficiency from the graph, but the coupling length is
the same as that obtained from the calculations.

Fig. 5.13. BPM-modified coupling length and coupling coefficiency
for a surface coverage of 2%.

The effect of larger surface coverage was explored. Keeping the same settings
and just changing the coverage from 2% to 20%, the numerical calculations gave reduced
values for the coupling length and coupling efficiency of
Lc = 136nm and η = 54.1%
The computer simulation resulted in the graph shown in Fig. 5.14. The coupling length
obtained from the simulation has the same value as that obtained from theoretical
calculation. For a particular coupling length, coupling coefficient, and waveguide length,
the next step is to quantitatively predict the output power.

103

Fig. 5.14. BPM-modified coupling length and coupling coefficiency for a
surface coverage of 20%.

According to the previous discussion, both surface roughness and the random
binding of molecules affect the coupling length, coupling efficiency, and scattering loss.
Thus, in order to predict output power accurately, we have to explore how much
scattering loss is caused by these binding molecules.

Obviously, different spatial

distributions of these molecules will lead to different amounts of scattering. For example,
for a certain percent coverage, there will be the least amount of scattering if all the
molecules assemble together. The exact solution is impossible to obtain unless we know
the exact surface function. However, if the molecular binding is totally random, they will
exhibit a correlated behavior, somewhat like surface roughness. By a statistical method,
it is possible to then evaluate the scattering loss.
In section 5-1, the perturbation method was used to derive the scattering loss.
This method is applicable if the surface RMS roughness and correlation length are less
than the wavelength of HeNe laser (633 nm). However, the binding events which we
used in experiments (see section 4-3-4) have a rather large size and large correlation
length. There will be a huge error if we still use the perturbation method. Theoretically,
we can achieve small correlation lengths with high percent coverage, but experimentally,
it has proven to be very difficult to get a high percent of coverage. Also, a high percent
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of coverage has a large detuning factor that causes the coupling coefficient to drop to 0.
Another method, called the volume current method (VCM) was then applied in this
dissertation work.
Generally, the VCM is used to calculate the scattering radiation from small
refractive index perturbations in an otherwise uniform waveguide. When an evanescent
wave propagates in the waveguide, the index inhomogeneities generate localized
effective volume polarized currents which leads to scattering of radiation. The accuracy
of VCM depends on the magnitude of the perturbing elements. In the modeling of the
SPARROW biosensor, we are using an equivalent layer to substitute for these binding
events and a cladding solution in this layer region. For large index contrast of binding
events and cladding solution in this region, the accuracy of results obtained using VCM
will become less certain. So far, there is no analytic expression which can solve this
problem, unless the binding events are periodic. However, if the index contrast is not too
large (refractive index of binding events is less than effective index of top waveguide),
VCM offers a good approach to simulate biosensor behavior.
To simplify the problem, first we simulate these binding events as rectangular
beads. If the diameter of a bead is less than the penetration depth, the scattering loss will
exhibit a complex behavior which has not been addressed in this work and will be the
subject of future studies. In this case, we assume the width and height of rectangular
beads equal to the diameter of bead. If the diameter is larger than penetration depth, the
effective width of these rectangular beads will depend on the diameter of the microbeads
and the effective height will be the penetration depth as shown in Fig. 5.15. As mentioned
in chapter 2, this penetration depth is the distance where the total field magnitude drops
to 1/e. Beyond the penetration distance above the surface there is little scattering loss,
however we do take this contribution to scattering to be taken into account by
consideration of the full rectangle as an area of interaction rather than neglecting the
arced edge areas where no bead area intersects.
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n=1.5
diameter=1µ

42nm
Penetration

401m
Groove (interparticle distance )

Fig. 5.15. Method to simplify microbeads attachment

If the permittivity of the cladding solution and binding events are ε 1 and ε 2
respectively, following VCM theory, the total dielectric constant in that binding layer can
be written as

ε ( z ) = ε 2 + δε ( z )

5-37

The expression for the effective dielectric perturbation is

δε ( z ) = (ε 1 − ε 2 ) f ( z )

5-38

where
f ( z) = 1

in the volume of a groove

f ( z) = 0

otherwise

The induced polarized current can be written as
J p = iw(ε 1 − ε 2 ) f ( z ) E ( z )

5-39
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where E (z ) is the electric field in a uniform waveguide.

According to standard

electromagnetic theory, the electric and magnetic fields can be expressed in terms of a
vector potential A .
B = ∇× A

5-40

E = −∇φ + iwA

Thus,
(∇ 2 + ω 2 μ 0 ε 2 ) A = μ 0 J p

5-41

where
A = μ 0 ∫ G (r − r ' ) J p d 3 r '

5-42

Here, G (r − r ' ) is the Green function for the two-dimensional Helmholtz equation.
i
H (k r − r ' )
4

G (r − r ' ) =

5-43

In Eq. 5-43, H is the zeroth-order Hankel function of the first kind (also referred to as
Bessel functions of the third kind). Normally, for a periodic waveguide grating, the
nonzero component of the vector potential in the far field is given by
A=

μ 0ω (ε 1 − ε 2 ) E 0 2 −iπ / 4 ikr
e
e
cos(κx)e −ikrˆ⋅rˆ ' e iβz ' d 2 r '
∫
4 cos(κh / 2)
πkr
grooves

5-44

Correspondingly, the radiation power can be computed from the Poynting vector
2
μ 0ω 3ε 02 (ε 1 − ε 2 ) 2 E 0 2 2 2 2
ε2
A E D rˆ
rˆ × A rˆ =
μ0
16π cos 2 (κh / 2)r

ω2
1
S = E×H =
2
2

5-45

where ε is permittivity, κ is wavevector component in x direction. The parameters A, E,
and D in Eq. 5-45 are obtained from
N −1

A = ∑ (e iΛ ( β − k sin θ ) ) n
n =0

w1

E = ∫ e iz '( β − k sin θ ) dz '
0

D=∫

h+d

d

cos(κx' )e ikx 'cos θ dx'

5-46

where N is number of particles, Λ is grating period. h is height of groove. w1 is width
of groove. d

is the waveguide thickness. So, the fractional loss per period of a
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propagation mode under the grating is given by
du 0
F=

u0

dt T

5-47

where u 0 is the energy in the waveguide mode under the grating region.

Further

derivation gives the power loss by the grating as
F=

2π
(ε 1 − ε 2 ) 2 k 2
2
2
2
A E D dθ
∫
sin(κh) 0
2ε 1ε 2 NΛh[1 +
]
κh

5-48

However, Eq. 5-48 is only suitable for small particles scattering because the
variation of effective propagation constant Δβ eff is required to be small. In our case, the
binding molecules have large size. If the index of the binding molecule is larger than the
system effective index, Δβ eff will be large from point to point. At this case, the results
from Eq. 5-48 will be far from accurate results. Experimentally, the latex beads were used
(see section 4-3-4). The refractive index of the latex beads is assumed to 1.5, which is
less than the effective index of the system. Under this condition, Δβ eff should be small
enough. Thus, an equivalent layer can be built and the electric field in this layer will
attenuate ( E = e −αx ). Similar to the grating case, by substitute this electric field to Eq. 542, we have a new vector potential, which is written as
A=

μ 0ω (ε 1 − ε 2 ) E 0
4

2 −iπ / 4 ikr αh / 2
e
e e
e −αx ' e −ikrˆ⋅rˆ ' e iβz ' d 2 r '
∫
πkr
grooves
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where
rˆ ⋅ rˆ' = x' cos θ + z ' sin θ

5-50

The integral in Eq. 5-50 can be written as

∫e

−αx ' −ikrˆ⋅rˆ ' iβz '

e

e

h/2

d r' =
2

∫e

−αx ' − ikx 'cos θ

h / 2 − d1

grooves

dx'

∫e

iz '( β − k sin θ )

dz '
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grooves

The first integral on the right-hand side of Eq. 5-51 can be written as
h+ d

D=

∫e
d

−αx ' − ikx 'cos θ

dx' =

1
(e ( −α −ik cos θ ) h / 2 − e ( −α −ik cos θ )( h / 2− d1 ) )
− α − ik cos θ
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5-52

To solve the second integral part, the spatial distribution of random binding events
has to be known. Assuming the binding molecules are periodically located on the biolayer
surface, i.e., like a grating, and the period is Λ , this integral can be expressed as

∫e

iz '( β − k sin θ )

N −1

dz ' = ∑ (e

iΛ ( β − k sin θ ) n

)

n =0

grooves

w1

∫e

iz '( β − k sin θ )

dz '
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0

Therefore,
S=

μ 0ω 3ε 02 (ε 1 − ε 2 ) 2 E 0 2 αh 2 2 2
e A E D rˆ
16πr
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According to Eq. 5-45 with N = 2 , the power loss between two particles can be
evaluated. This fraction can be expressed as
2π
(ε 1 − ε 2 ) 2 k 2
2
2
2
F=
A E D dθ
αh
∫
0
4ε 1ε 2 Λh[1 + e / αh]
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Varying the period Λ and particle width w1 , the power loss due to any two particles will
be obtained. For a given percent coverage, the number of particles and the average
distance d ave between any two isolated particles are known.

Fig. 5.16 shows the

scattering loss coefficient for different interparticle distance.

Here, we assume the

diameter of beads is 1µm and the refractive index is 1.5.
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Fig. 5.16. Scattering coefficient vs. The distance between two isolated particles.
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For above graph (see Fig. 5.16), there are two regions, high scattering loss region
(surface coverage >15%) and low scattering loss region (surface coverage <15%). There
are some peaks in the high scattering loss region corresponding to large scattering loss.
These peaks depend on wavelength and occur in 1/2 λ, 5/2 λ, 9/2 λ... This is therefore
most likely due to a grating like behavior arising from the surface attachment
distributions. It must also be noted that when using VCM method to compute the
scattering loss, we make an inherent assumption that the scattering loss is equal to the
radiation power in groove. As a result this method may give large errors when applied
under a large scattering loss condition. Thus, the scattering loss in this right surface
loading region merits further research. In our experiments and in practical situations of
value, the surface coverages are usually very small (i.e. several percent or fractions of a
percent) and therefore the scattering loss is also small. Therefore the chosen model will
be most accurate in this low coverage case, Fig. 5.17 shows the normalized scattering
loss (assuming the total transmitting power equal to 1) caused by two isolated binding
events for different interparticle distance and different particle size. Basically, for the
same interparticle distance, a smaller particle has smaller scattering loss.
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Fig. 5.17. Scattering coefficient vs. The distance between two isolated particles.
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In the low coverage region, the scattering loss between two binding events can be
easily fitted as an exponential equation. If the scattering loss is small and the binding is
periodic, the total scattering loss could be obtained by the following equation
Totalscattering = Fit * ( N − 1)

5-56

where Fit is fit equation and N is the number of total particle which depends on percent
coverage.
However, under normal condition, the binding is always random. That means the
interparticle distance is random. To get total scattering loss, the distribution function
should be applied. Here, we use normal distribution function
P( x) =

A

σ 2π

e −( x − μ )

2

/ 2σ 2

5-57

It satisfies (see Fig. 5-18)
l

∫ P( x)dx = 1

5-58

0

where A is normalized factor, σ is the standard deviation, μ is the average interparticle
distance.
Average width
Normalized
Distribution

Width of groove

Fig. 5.18. Probability of distance between any two particles.

Thus, this normalized distribution function is used to approximate the total power
loss in our waveguide caused by these random binding events (Eq. 5-59)
TotalScatteringLoss = ∫ P( x) * Fit * ( N − 1)

5-59

For a 1200-µm waveguide, the total scattering loss corresponding to different
coverage is shown as Fig. 5.19,
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Fig. 5.19. Scattering loss vs coverage of binding events.

When the length of the waveguide is fixed, for a certain coverage but different
size of binding events, the number of particles is different which results in the different
scattering loss. If the size of the particle is larger than the penetration depth, for the same
percent coverage, the smaller particle has larger scattering loss which is shown in Fig.
5.20. However, when the particle size is less than the penetration depth, the scattering
loss will reach to maximum at a particular size. This behavior will be studied further in
the future work.
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Fig. 5.20. Scattering loss VS coverage of binding events.
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5-3 Issues Impacting the Limit of Detection (LOD) of the
SPARROW biosensor
To evaluate the issues impacting the SPARROW device’s limit of detection, we
consider here which factor dominates the change of light intensity at the end of the
coupled waveguides. As we talked before, the final output will be influenced by the
scattering loss, absorption loss and random binding events. Noise due to such influences
as the optical source or random nonspecific surface interactions are not considered here
but clearly of importance. These effects could be addressed in part through operation of a
reference waveguide arm in the device and understanding of the statistical behavior of
specific versus nonspecific binding events. Comparing other factors, the absorption loss
and the scattering loss caused by material inhomogeneous could be neglected and
moreover should be fixed during normal device operation. Also, before binding and after
binding, the scattering loss caused by surface roughness is the same. Therefore, the
changes of final output will depend on random binding events. Here the input power is
normalized to one. Taking S as scattering loss caused by binding events and P as the
bottom waveguide output power which is affected by the changes of the coupling
condition caused by binding events, the LOD could be determined by S, P and the limit
of intensity detector. Here, S always reduces the output power and the changes of P will
depend on design structure. Fig. 5.21 shows how this power P changes with the index of
the equivalent layer (cladding).
Nomalized ouput power from bottom waveguide
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193nm

194.5nm

0.9
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index of w ater
194nm

0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0
1.320

1.325

1.330

1.335

1.340

Index of cladding

Fig. 5.21 Output intensity vs. index of equivalent layer

113

n=1.3318
Waveguide 1 n=1.659 d=194nm
n=1.457 d=1100nm
Waveguide 2 n=1.659 d=144nm
n=1.4701

Fig. 5.22 Ideal biosensor structure (wavelength 632.8nm)

In the ideal biosensor structure (Fig. 5.22), the operating point corresponding to
the index of water (n = 1.3318) above the top guide is located near the peak of a power
oscillation. However, to achieve higher sensitivity, the operating point should be moved
to the arm of the oscillation where the output power changes most rapidly with index.
This could be accomplished by changing the thickness of top waveguide. Once the
thickness of top waveguide changes from 194nm to 193nm, the operating point is moved
to the left side power oscillation maximum (Fig.5.21). In this case, when there are a few
binding events such as latex beads which usually have larger refractive index (1.4~1.5)
than that of water, the index of the equivalent layer will increase which results in an
increase in P . Under such condition, the LOD of the SPARROW biosensor requires
ΔP − S > limit of optical detection

5-60

where the LOD of the optical detector sensing the power in the bottom waveguide
accounts for its noise sources. However, when the operating point is located on the right
side of the maximum (for example, the thickness of top waveguide is equal to 194nm or
194.5nm), very few binding events will lead to the output intensity decreasing. Now, the
LOD should satisfy the relationship
ΔP + S > limit of optical detection

5-61

Obviously, this will greatly improve the sensitivity of the device.
Approximate numerical results were obtained by using the technique described
above for both operating points described above. Assuming the size of particle is 40nm
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and the refractive index of binding events is 1.5, the ∆P for different coverage could be

The changes of putput power from bottom waveguide (%)

obtained. (Fig. 5.23)
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Fig. 5.23 The changes of output power from bottom waveguide as a
result of random binding vs surface coverage

Before considering two operating points of interest, we address the issue of
thickness sensitivity that is apparent from Figure 5.21. For a given set of optical
waveguide stack materials refractive indices, the power oscillations in figure 5.21 are a
function of the interaction length, here chosen to be 1200 μm. While a long interaction
length has the desirable effect of increasing the rate of oscillation with refractive index, it
has the negative effect of dramatically increasing the sensitivity of those oscillations to
waveguide thickness.

In general, a trade-off would be struck between sensitivity and

achievable waveguide thickness control.
Now two operating cases are considered.
Operating point to the left of the power maximum: For a 1200-µm waveguide
interaction length, the output power from bottom waveguide will increase (as indicated in
Fig.5.23) when there are some binding events. However, the scattering loss always
reduces the total power in the waveguide (Fig.5.24).
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Fig. 5.24 The change of output power from bottom waveguide

Using Eq. 5-60, we have
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Fig. 5.25 Final changes of output power from bottom waveguide

If the minimum detectable change in optical power for our device is 1% of the total
power at any given operating point, the minimum coverage for detection will be 0.112%.
Assuming the beads are anthrax spores and the mass density is about 0.081g/mL
(Farquharson, et al., 2004), the LOD of this structure would be 3.62pg/mm2. With high-
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percent coverage, the phases of both waveguides will totally mismatch, and sensitivity
within this high coverage range is expected to be poor using the coupling phenomenon.
Given power coupled into the lower waveguide prior to the flow cell interaction region
will no longer couple to the upper waveguide, use of the upper waveguide would have to
be achieved by direct input. Power that is launched into the upper probe waveguide will
experience scattering dominated loss, perhaps useful in giving a direct measure of surface
coverage in this high surface coverage regime.
Operating point to the right of the power maximum: Using a 1200-µm waveguide and the
same beads as before, we only change the thickness of top waveguide from 194nm to
194.5nm. Without binding, the normalized output power will be 35.7%. Fig.5.26 shows
the changes of output power versus coverage and Fig.5.27 shows final power changes.
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Fig. 5.26 The changes of output power from bottom waveguide
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Fig. 5.25 Final changes of output power from bottom waveguide

Again, we set the minimum detectable change in optical power to 1% of the total power
at a given operating point. Now, the minimum coverage for detection will be 0.108%.
Therefore, the LOD in this case will change to 3.51pg/mm2. For different minimum
detectable change in optical power and different sizes of particles, the LOD is shown in
Fig.5.26.
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Fig. 5.26 LOD for different particles and different minimum detectable
change in optical power
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Chapter 6
Summary and discussion
This dissertation work has led to the development of a mathematical model for the
SPARROW biosensor, which is a particular type of sensing device based on a resonant
optical-waveguide coupler composed of two waveguide layers.

The mathematical

approach adopted here used coupled mode theory (CMT). In addition, a commercially
available computer simulation program (OptiBPM) based on a finite-difference beam
propagation method (FD-BPM) was used. The simulation results were compared with
experimental data obtained from fabricated SPARROW devices and with the CMT
results.
For an ideal SPARROW biosensor model, the influence of waveguide thickness
and waveguide index variation on biosensor behavior was investigated.

Also, a

numerical evaluation was performed of the resulting changes in output light intensity for
both waveguides that occur when a biolayer is coated on the waveguide surface. The
results indicate that the biolayer’s existence will greatly affect the coupling length and
coupling efficiency of the resonant waveguide coupler.
To enable better simulation of actual biosensor behavior, the biolayer construction
and experimental data were also included in this dissertation work. Using these data, a
non-ideal biosensor model was developed. In the non-ideal model, power scattering
losses in waveguides caused by surface roughness and material index fluctuations were
included.

Additionally, for random binding events on the biosensor surface, the

dependence of the coupling lengths and coupling efficiency on percent coverage were
determined.

Based on this model, a prediction of the output light intensity of the

biosensor can be obtained. Based on the modeling work, experimental measurement of
light output intensity can now be related to a percentage of surface loading. The main
highlights of this dissertation work are listed below.
•

Established an analytical model for the ideal SPARROW biosensor, allowing
optimization of both thickness and optical constants of each layer.
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•

Determined the range of behaviors with different effective indexes of the
biolayer.

•

A biolayer appropriate for the SPARROW biosensor was designed and
constructed. The quality and stability of such a layer under actual device
operation conditions was experimentally measured (under supervision of
personnel working in WVU Chemistry Department).

•

Established an analytical model to describe the non-ideal SPARROW
biosensor case (i.e., real, practical devices) which then led to predictions of the
influence of surface roughness of both waveguides and biolayers on
waveguide coupling and losses. Also, the non-ideal case was extended to
include the effects of random binding events on output intensity.

•

Establish models to find the transition between scattering behavior arising
from a few binding events on the surface, and the onset of detectable coupling
changes when enough target material is present.

The analytical models developed here are not only suitable for SPARROW
biosensor studies, but also can be applied to other kinds of optical devices which are
based on directional couplers. However, the application range has some limitations.
First, in both ideal and non-ideal cases, it is assumed that there is only a single TE mode
in each waveguide. Thus, the index and thickness of waveguide have to be considered.
Second, since perturbation theory was used in the non-ideal case, the variations of
thickness and index have to be limited to a small value to avoid large error in our
numerical results. Third, because the size of general binding events is much larger than
the waveguide thickness, our scattering loss model VCM works well only if we have a
small index contrast between binding events and cladding layer. If the index contrast is
large, the optical mode in the waveguide will be more complex and an analytical
expression for scattering loss would not be obtainable. This is also in accord with the
initial assumption for both CMT and FD-BPM: assuming the beam amplitude in the

∂ 2 am
waveguide varies slowly with distance so that we can cancel the
term in the
∂z 2
coupled waveguides propagation equation.
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Compared to computer simulations, the analytical model shows good agreement.
More experimental work is needed to test the analytical model. Future work should
address further validation of the model. Compared to experimental testing, the analytical
model offers an easy way to evaluate and predict the device behavior once it is fully
validated by experiment. In addition, the most model will help significantly to guide our
device optimization.
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APPENDIX I: Analytical model computing program (using Mathematica
version 5.0, by Wolfram Research)
Program I: Computation of coupling lengths and coupling efficiency
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n1—the refractive index of Borofloat glass (substrate)
n2, n4—the refractive index of Al2O3 (bottom waveguide and top waveguide)
n3—the refractive index of SiO2 (Separating layer)
n5—the refractive index of biolayer

n6—the refractive index of cladding (DI water)

neff1—the effective index of top waveguide
neff2—the effective index of bottom waveguide
k0—the wavevector in vacuum

λ—the wavelength of HeNe laser (light source)

c—coupling coefficient
Lc, Lc2—the coupling lengths obtained from Orthogonal and Nor-Orthogonal method
F—maximum power transfer ratio or coupling efficiency
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Program II: Scattering loss due to surface roughness—results are in units of dB/cm.

ρ1—the half width of waveguide

λ—the wavelength of HeNe laser (light source)

δ—RMS surface roughness

lc—correlation length

n0—the refractive index of substrate

n1—the refractive index of waveguide

n2—the refractive index of cladding

k—the wavevector in vacuum

neff—the effective index of waveguide
α—the scattering loss of waveguide (dB/cm)
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