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Abstract
In a unidimensional factor model it is assumed that the set of indicators that
loads on this factor are conditionally independent given the latent factor. Two
indicators are, however, never conditionally independent given (a set of) other in-
dicators that load on this factor, as this would require one of the indicators that
is conditioned on to correlate one with the latent factor. Although partial correla-
tions between two indicators given the other indicators can thus never equal zero
(Holland and Rosenbaum, 1986), we show in this paper that the partial correlations
do need to be always weaker than the zero-order correlations. More precisely, we
prove that the partial correlation between two observed variables that load on one
factor given all other observed variables that load on this factor, is always closer to
zero than the zero-order correlation between these two variables.
The unidimensional factor model plays an important role in, among others, psycho-
metrics, educational measurement and sociology. In these disciplines the unidimensional
factor model is used to measure a construct by assuming that the shared variance among
a set of indicators reflects its common cause. For example, by assuming that a set of
IQ items is caused by intelligence, one can use the shared variance among the testscores
on these items as an estimate of intelligence. So far multiple implications of the uni-
dimensional factor model have been put forward that can be used to evaluate the fit
of a factor model to observed data. Probably the most fundamental condition of the
unidimensional factor model is that the indicators are conditionally independent given
the latent factor. This condition is sometimes called latent conditional independence
(Holland and Rosenbaum, 1986) but is more widely known as local independence in item
response theory (Lord, 1980). Another important implication of the unidimensional fac-
tor model is that the model implied cavariance matrix, which is a matrix of rank one,
implies that some so-called tetrads equal zero. A tetrad refers to the difference between
the products of two pairs of covariances among four random variables (Bollen and Ting,
1993). The tetrads that equal zero are called vanishing tetrads and by testing whether
the tetrads in a sample covariance matrix differ from zero, this implication of factor
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models can be used to evaluate model misspecification. In this paper we define another
implication of the unidimensional factor model: the partial correlation between two in-
dicators given all other indicators is always closer to zero than the zero-order correlation
between these indicators.
Unidimensional factor models
We first define unidimensional factor models before providing a proof for the implication
of unidimensional factor models that partial correlations are always weaker than their
corresponding zero-order correlations. Let Σ denote the covariance matrix of y, in
which y denotes the vector of observed variables. We assume that Σ is nondegenerate.
Let λ denote the vector of factor loadings and Θ the residual covariance matrix. In a
unidimensional factor model all observed variables in y are a linear function of the same
factor, η, and independent residuals, ε:
yi = λiη + εi. (1)
We assume var(η) = 1. We also assume independent residuals, that is, ∀i 6= j(εi ⊥ εj)
which implies that Θ is diagonal. In the following, we assume that standardized factor
loadings range from -1 to 1 but are never exactly -1 or 1, as this would imply that the
common factor is observed. We also assume that factor loadings are not exactly zero,
as this would imply that the corresponding observed variable is not an indicator of the
common factor. Put differently, we assume ∀i((−1 < λi < 0)∨ (0 < λi < 1)). The model
implied covariance matrix of the indicators is a function of the factor loadings and the
residual covariance matrix:
Σ = λλ′ +Θ. (2)
Equation (2) implies that the covariance among observed variables is a function of their
factor loadings. More precisely, because Θ is a diagonal matrix, the covariance between
two variables yi and yj equals λiλj, in which λi and λj are elements of the vector λ and
denote the factor loadings of yi and yj on the factor η.
Consider three variables yi, yj and yz. The partial correlation between yi and yj
given yz is defined as follows (Chen and Pearl, 2014):
ρij·z =
ρij − ρizρjz√
(1− ρ2iz)(1 − ρ
2
jz)
(3)
Some structures of three correlations imply that the partial correlation is stronger than
the correlation. For example when ρjz is negative while the other two correlations are
positive, results in a partial correlation ρij.z that is stronger than the zero order correla-
tion ρij . Langford et al. (2001) showed that the property of being positively correlated is
not transitive and thus for three variables it is possible to have a correlational structure
with one negative and two positive correlations. However, a structure with one negative
and two positive correlations is not possible under a unidimensional factor model as it
is impossible to choose factor loadings such that they result in two positive correlations
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and one negative correlation. In fact all possible correlational structures that result in
some partial correlations that are stronger than their corresponding zero-order corre-
lation appear to be impossible under a unidimensional factor model. For example, for
three variables y1, y2 and z we can substitute each correlation in equation (3) with factor
loadings:
ρij·z =
(λy1λy2)− (λy1λz)(λy2λz)√
1− (λy1λz)
2
√
1− (λy2λz)
2
=
λy1λy2 − λy1λy2λ
2
z√
1− λ2y1λ
2
z
√
1− λ2y2λ
2
z
(4)
Since λ2z is a number between zero and one, the partial correlation ρij·z is weaker than
the zero-order correlation λy1λy2 . The following section provides a proof of the implica-
tion of unidimensional factor models that all partial correlations between indicators are
necessarily weaker than the zero-order correlations between these indicators.
Weaker partial correlations than zero-order correlations
We start with providing the assumptions defined in the the previous section.
Assumptions.
1. Σ is nondegenerate.
2. Residuals are independent, i.e., ∀i 6= j(εi ⊥ εj).
3. The variance of η equals one, i.e., var(η)=1.
4. All standardized factor loadings do not equal zero, one or
minus one, i.e., ∀i((−1 < λi < 0) ∨ (0 < λi < 1)).
Based on these assumptions we define the following proposition that we prove in this
paper.
Proposition. Assume 1 to 4 above. For a set of p Gaussian random variables that load
on one common factor, the partial correlation between two of these variables while the
other p − 2 variables are partialled out, is closer to zero than the zero-order correlation
between the two variables.
Proof. We first prove that the proposition holds for positive correlations and then prove
that the above proposition also holds for negative correlations. This means that for
positive correlations we show that the partial correlation is smaller than the zero-order
correlation and for negative correlations we show that the partial correlation is larger
than the zero-order correlation.
We use the following formula1 for the partial covariance matrix (Johnson and Wichern,
1998):
ΣY Y •Z = ΣY Y − ΣY ZΣ
−1
ZZΣZY (5)
1Equation (5) is an application of the well known Schur complement (Zhang, 2005); the conditional
covariance of Y given Z (i.e., ΣY Y •Z) is the Schur complement of ΣZZ .
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Y = [y1, y2]
T in which y1 and y2 denote two arbitrary variables from the set of p observed
variables that load on the common factor. Z = [z1, z2, . . . , zp−2]
T , denoting all other p−2
variables that load on the same common factor as Y . Since we assume that all variables
load on a common factor we can define all of these matrices in terms of the factor
loadings. After all, the unidimensional factor model implies ρy1y2 = λy1λy2 .
ΣY Y =
[
1 λy1λy2
λy1λy2 1
]
(6)
Let z denote the vector of factor loadings of the p − 2 variables that are partialled out
[λz1 , λz2 , . . . , λzp−2 ]
T .
ΣZY = (λy1 , λy2)
T zT = ΣTY Z (7)
ΣZZ = zz
T +A (8)
in which A is a diagonal matrix with the residual variances of Z on the diagonal (i.e.,
A = diag(1− λ2z1 , 1− λ
2
z2
, . . . , 1− λ2zp−2)). As such ΣZZ is the correlation matrix of the
variables that are partialled out.
Note that in equation (5) ΣY Y •Z is the 2 × 2 partial covariance matrix of y1 and
y2 and needs to be standardized to obtain the partial correlation matrix. The partial
correlation between y1 and y2 is thus the off-diagonal element of ΣY Y •Z divided by the
square root of the diagonal elements of ΣY Y •Z . From this it follows that the partial
correlation between y1 and y2 given the variables {z1, z2, . . . , zp−2} equals:
λy1λy2 − λy1λy2z
TΣ−1ZZz√
1− λ2y1z
TΣ−1ZZz
√
1− λ2y2z
TΣ−1ZZz
(9)
Note that in the simple case where p = 3, Z consists of one variable, Σ−1ZZ = 1 and thus
zTΣ−1ZZz equals λ
2
z resulting in equation (4).
To prove that the partial correlation is always weaker than the zero-order correlation
we first prove that for a positive correlation between y1 and y2 the partial correlation
is smaller than the zero-order correlation. To do so, we have to prove that for positive
correlations the following inequality results in a contradiction:
λy1λy2 − λy1λy2z
TΣ−1ZZz√
1− λ2y1z
TΣ−1ZZz
√
1− λ2y2z
TΣ−1ZZz
≥ λy1λy2 > 0 (10)
This can be proved by showing that 0 < zTΣ−1ZZz < 1. First assume that 0 <
zTΣ−1ZZz < 1. If z
TΣ−1ZZz is a number between zero and one, then the numerator of the
above fraction will always be between zero and the correlation (i.e., λy1λy2). Thus, for
a positive correlation the numerator will be positive. As a result in the equation above
we can take out λ2y1 and λ
2
y2
from the square root in the denominator of the fraction and
change the ≥ sign in a > sign. After all, for a positive correlation, taking out λ2y1 and
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λ2y2 makes the total fraction larger. Then we are left with:
λy1λy2(1− z
TΣ−1ZZz)
1− zTΣ−1ZZz
= λy1λy2 > λy1λy2 > 0 (11)
This is a contradiction; λy1λy2 is not larger than λy1λy2 , and so we conclude that the
partial correlation is strictly smaller than the zero-order correlation for positive correla-
tions.
Now we show that for negative correlations the partial correlation is always larger
than the zero-order correlation. To do so, we have to prove that for a negative correlation
between y1 and y2 the following inequality results in a contradiction:
λy1λy2 − λy1λy2z
TΣ−1ZZz√
1− λ2y1z
TΣ−1ZZz
√
1− λ2y2z
TΣ−1ZZz
≤ λy1λy2 < 0 (12)
Again this can be proved by showing that 0 < zTΣ−1ZZz < 1. First assume that 0 <
zTΣ−1ZZz < 1. If z
TΣ−1ZZz is a number between zero and one, then the numerator of the
above fraction will always be between zero and the correlation (i.e., λy1λy2). Thus, for
a negative correlation the numerator will be negative. As a result in the equation above
we can take out λ2y1 and λ
2
y2
from the square root in the denominator of the fraction and
change the ≤ sign in a < sign. After all, for a negative correlation, taking out λ2y1 and
λ2y2 makes the total fraction smaller. Then we are left with:
λy1λy2(1− z
TΣ−1ZZz)
1− zTΣ−1ZZz
= λy1λy2 < λy1λy2 < 0 (13)
This is a contradiction; λy1λy2 is not smaller than λy1λy2 . We thus have proven that
if 0 < zTΣ−1ZZz < 1 then both for cases in which the zero-order correlation between y1
and y2 is positive and for cases in which the zero-order correlation between y1 and y2 is
negative, the partial correlation between y1 and y2 is closer to zero than the zero-order
correlation between y1 and y2.
Now we prove that 0 < zTΣ−1ZZz < 1. Note that ΣZZ = zz
T +A, so that:
zTΣ−1ZZz = z
T [zzT +A]−1z. (14)
Note that since A is the residual covariance matrix of Z, A is a diagonal nondegenerate
matrix. The Sherman-Morrison formula (Sherman and Morrison, 1950) gives us:
zT [zzT +A]−1z = zT
[
A−1 −
A−1zzTA−1
1 + zTA−1z
]
z (15)
This equals:
zTA−1z−
(zTA−1z)2
1 + zTA−1z
=
zTA−1z
1 + zTA−1z
< 1 (16)
We assumed that Σ is positive definite, thus ΣZZ is positive definite, and thus Σ
−1
ZZ is
positive definite as well. Therefore by definition 0 < zTΣ−1ZZz. As a consequence, 0 <
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zTΣ−1ZZz < 1 and as such, both equation (10) and equation (12) result in a contradiction.
This proves that in a unidimensional factor model the partial correlation is always weaker
than the zero-order correlation.
In this paper we proved that the unidimensional factor model implies that partial
correlations are always weaker than their corresponding zero-order correlations. Addi-
tionally the proof offers a relatively simple way to calculate the model implied partial
correlation between two variables that load on a factor, given all other variables that
load on this factor. One way to obtain this partial correlation is by standardizing the
inverse of the model implied covariance matrix (Σˆ−1) and multiply the off-diagonal el-
ements with -1. That is, the model implied partial correlations are a function of the
model implied precision matrix, Pˆ = Σˆ−1 (Whittaker, 1990):
ρˆij·Z = −
pˆij√
pˆiipˆjj
(17)
In this paper we showed that if the model is a unidimensional factor model, the model
implied partial correlation between two variables loading on this factor equals:
ρˆij·Z =
λy1λy2 − λy1λy2K√
1− λ2y1K
√
1− λ2y2K
(18)
In which K is a single number between zero and one, and is a function of the factor
loadings of the variables that are partialled out:
K =
zTA−1z
1 + zTA−1z
=
∑
z2i /aii
1 +
∑
z2i /aii
(19)
To obtain K we still need to calculate the inverse of the matrix A, but since A is a
diagonal matrix this is more easily calculated than the inverse of Σ which is needed for
equation (17).
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