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Global variables provide access to full range of evolution history
“Day 1” @ the LHC 
• Global variables are really “day 1” physics in Pb+Pb
• up to 2M events/day @ 50Hz
• Within a few days we will have data to test extrapolations of RHIC data
• Of course, there is another “day 1” coming first
• p+p data will start becoming available in Summer 2008
• Major preparation for data taking, trigger, and analysis underway 
• Expect Pb+Pb day 1 in 2009 or
2010, depending on performance 






































































































































































































































































Leak tests of the last sub-sectors
Inner Triplets repairs & interconnections








The ATLAS Detector @ LHC
ATLAS Acceptance
Unprecedented acceptance for tracking,
longitudinally-segmented calorimetry (6 layers + presampler)























































Multiple variables correlate with event centrality










































Resolution on Centrality Parameters
Truth
Extracted
High multiplicities enable precise centrality estimation -- 
triggered fraction of cross section will be dominant uncertainty
Energy Evolution of Multiplicities (p+p & A+A)
Log linear rise is suggested by existing A+A (not p+p!) data,
CGC is preferred by theory, Landau may be relevant -- LHC is the test
NNs AND s






























ATLAS Acceptance for Global Variables
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June 2007: Lowering the ATLAS pixel detector into the pit
Estimating Multiplicity with Silicon Hits











































Pixel detector covers |η|<2.5







b=2 fm b=10 fm
histogram - truth
points - reconstructed
dN/dη from Pixel Tracklets
=0)!(!dN/d

































event vertex from high pT tracks
“Tracklets” are another way to do event-by-event 






































Hermetic coverage allows reconstruction of 
total transverse energy out to η=5, both
integrated and differentially, event-by-event
HIJING b=2.3 fmHIJING minbias
The question of “minijets”
At RHIC, many expect 
particle production and energy from 
hard & semi-hard processes that scale 
with Ncoll.
Should be extreme at LHC (cf. HIJING)
If so, the centrality dependence
of Nch and ET will definitively test
“two-component model” (hard + soft)
→ hard physics should dominate at LHC 





























Centrality evolution of dN/dη
is same at 20 and 200 GeV
0.6
0.8
























ET per charged particle
essentially constant
PHOBOS PRC74 021901 (2004) PHENIX PRC71 034908 (2005)
A great “day 1” topic at the LHC!
Charged particle tracking in Inner Detector
50 MeV 150 MeV 400 MeV
11 space points in silicon: 3 pixel, 8 SCT
TRT useful for p+p, ~90% occupied for Pb+Pb






































































works out to high pT
(ATLAS is designed
for TeV physics)
Fake rate at very high
pT can be controlled
by requiring correlation
with calorimeters
Energy evolution of elliptic flow (v2)
Predictions for the LHC heavy ion programme 10





























-excitation function of v2(y= 0) in mid-central collisions. Data are
taken from the compilation in reference [33].




, the spectators are then fast enough to free the
way, leaving behind at mid-rapidity an almond-shaped azimuthally asymmetric region
of dense QCD matter. This spatial asymmetry implies unequal pressure gradients in
the transverse plane, with a larger gradient in the reaction plane (“in-plane”) than
perpendicular to it. As a consequence of the subsequent multiple interaction between
many degrees of freedom, this spatial asymmetry leads to an anisotropy in momentum
space: the final particle transverse momenta are more likely to be in-plane than “out-
of-plane”, hence v2 > 0, as predicted in [34].
The momentum space asymmetries measured at collider energies are relatively
large. Since the prefactor of the cosine term in equation (2) is 2v2, a pT -averaged value
v2 = 0.05 corresponds to a 20% variation of the average particle yield as a function of
the angle with respect to the reaction plane. At high pT , where second harmonics at
RHIC approached values as large as v2 = 0.2, there are more than twice the number of
particles emitted in the reaction plane than out-of-plane. Elliptic flow is an abundant
and very strong manifestation of collectivity, which shows remarkable generic trends:
(i) The pT -integrated v2(η) shows extended longitudinal scaling [35].
In contrast to dN/dη, v2(η) is not trapezoidal but triangular, see figure 4‖. As
seen clearly from figure 4, longitudinal scaling of pT -integrated v2 persists up to
mid-rapidity.
(ii) The pT -shape of the charged-hadron v2 has a characteristic breaking point.
At transverse momenta below pT # 2 GeV/c, where data are known from SPS
and RHIC, v2 is found to have an approximately linear rise with pT . Around
pT # 2 GeV/c, this rise levels off rather abruptly. The energy-dependence of this
‖ The pT -averaged value of v2 is dominated by values of the transverse momentum close to 〈pT 〉, so
that v2(η) and v2(y) are similar, in contrast to dN/dη and dN/dy.
v2 ∝ log(s)?
v2 ∝ dN/dη and ET?
“hyd ody amic limit”?
Scaling with eccentricity
and particle density?



























PHOBOS accepted by PRCWiedemann & Borghini, arXiv:0707.0564
Event plane estimation & resolution
Sub-system η - coverage Resolution correction
for sub-events b = 10− 12 fm b = 6− 8 fm b = 2− 4 fm
EM-Barell1 0.2 < |η| < 1.5 0.29 ± 0.06 0.70± 0.02 0.81 ± 0.01
EM-EndCaps 1.5 < |η| < 3.2 0.57 ± 0.03 0.88± 0.01 0.93 ± 0.01
HAD-EndCaps 1.6 < |η| < 3.2 0.25 ± 0.07 0.59± 0.03 0.74 ± 0.02
FCAL0 3.1 < |η| < 4.8 0.60 ± 0.03 0.89± 0.01 0.93 ± 0.01
Pixel, 1st layer 0.2 < |η| < 2.6 0.56 ± 0.03 0.87± 0.01 0.92 ± 0.01
SCT, 1st layer 0.2 < |η| < 1.6 0.36 ± 0.05 0.71± 0.01 0.76 ± 0.01
Reconstructed tracks 0.2 < |η| < 2.0 0.45 ± 0.04 0.85± 0.01 0.92 ± 0.01
Table 5.1: Resolution corrections calculated for different sub-systems for the simulated events with






As mentioned before, two separate sub-event regions, N and P , are used to find the event plane
angles, ΨN2 and ΨP2 (see also Table 5.1). In order to avoid autocorrelations, the flow signal, v′2 is
measured for signals recorded in the P (η > 0) hemisphere with respect to the event plane angle
determined from the N(η < 0) hemisphere and vice versa. With the suit of detectors possessing the
full azimuthal symmetry, we can reconstruct the flow with different combinations of the detectors
used for the event plane estimate and the flow signal measurement.
As an example we show the analysis in which the flow is calculated from azimuthal angles of
pixel clusters from the innermost pixel layer while the event plane angle is calculated from the energy
weighted azimuthal angles of the calorimetric cells in the first layer either of the electromagnetic barrel
or of the forward calorimeter. Fig. 5.11 shows the azimuthal angle distributions of the silicon clusters
measured with respect to Ψ2 for peripheral (b = 10− 12 fm) data samples with input v2 of 3%, 5%
and 10%. A clear flow signal can be visible, more pronounced for the samples with stronger input
flow. For these samples with the constant flow values, the reconstructed flow signal was correctly
found to be independent of the event multiplicity, pseudo-rapidity, and transverse momentum.
Method Input v2
0.03 0.05 0.10
pixel clusters (ϕ) vrec2 0.018± 0.003 0.034 ± 0.002 0.070 ± 0.002
FCAL0 (Ψ2) vrec2 /vtrue2 0.60 ± 0.10 0.68 ± 0.04 0.70 ± 0.02
tracks (ϕ) vrec2 0.031± 0.004 0.047 ± 0.003 0.100 ± 0.002
FCAL0 (Ψ2) vrec2 /vtrue2 1.00 ± 0.10 0.94 ± 0.06 1.00 ± 0.02
Table 5.2: Resolution corrected v2 averaged over |η| < 2.5 obtained from pixel clusters and recon-
structed tracks.
In the Table 5.2 we show the resolution corrected reconstructed flow signal from this analysis,











where the sums run over all particles in an event. The weights, wi, are introduced to account for
some acceptance biases and to get the best estimate of the ΦRP , e.g. for calorimetric measurements
the weights are taken as wi = ET,i. The flow signal, v′n, measured using the nth harmonic event
plane, Ψn, is then given as: v′n =< cosn(ϕi − Ψn) >, where the brackets denote average over all
particles in all events. An event plane angle of each order fluctuates around the true reaction plane
angle, ΦRP , due to the finite particle multiplicity. Thus, the flow value, v′n, has to be corrected by
the reaction plane resolution, 〈cosn(Ψn − ΦRP )〉. The correction is found by calculating an event
plane angle in two distinct sub-event regions, N and P , in every event, where for example sub-event
N covers η < 0 while sub-event P covers η > 0. The following relation between the two event plane
angles, ΨNn and ΨPn and the reaction plane resolution holds if any correlations not due to flow are







cos[n(ΨPn − ΦRP )]
〉
. (5.4)












〈cos[n(ΨNn −ΨPn )]〉, (5.5)





For the subsequent study of the elliptic flow the order n in the above equations should be
substituted by 2.
With the ATLAS detector, the reaction plane angle and its resolution can be determined using
different detector sub-systems since all of them have a complete 2pi coverage in the azimuthal angle.
Table 5.1 show the reaction plane resolution obtained with different detector sub-systems for the
sample of simulated Pb+Pb collisions with constant flow of 5% for the three centrality classes:
peripheral, b = 10− 12 fm, more central, b = 6− 8 fm, and central, b = 2− 4 fm. One can see that
resolution corrections are small (not very different from unity) particularly for central collisions. The
resolution worsens for more peripheral events, but still corrections are not unreasonably large.
For illustration Fig. 5.10 shows the distribution of the difference between the true reaction plane
and the event plane angle, ∆ϕ = ΦRP − ΨN2 , where the event plane angle is determined from the
different detector sub-systems.
The systematic study of the event plane resolution have been performed for all simulated samples.
The best resolution (correction close to unity) is obtained, as expected, for the samples with stronger
flow signal, i.e. 10% constant flow or using the sample of central events with a flow signal extrapolated
from RHIC data.
5.4.2 Elliptic flow reconstruction

















































































where the sums run over all particles in a event. The weights, wi, are introduced to account for
some acceptance biases and to get the best estimate of the ΦRP , e.g. for calorimetric measurements
the weights are taken as wi = ET,i. The flow signal, v′n, measured using the nth harmonic event
plane, Ψn, is then given as: v′n =< cosn(ϕi − Ψn) >, where the brackets denote average over all
particles in all events. An event plane angle of each order fluctuates around the true reaction plane
angle, ΦRP , due to the finite particle multiplicity. Thus, the flow value, v′n, has to be corrected by
the reaction plane resolution, 〈cosn(Ψn − ΦRP )〉. The correction is found by calculating an event
plane angle in two distinct sub-event regions, N and P , in every event, where for exampl sub-event
N covers η < 0 while sub-event P covers η > 0. The following relation between the two event plane
angles, ΨNn and ΨPn and the reaction plane resolution holds if any correlations not due to flow are
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For the subsequent study of the elliptic flow the order n in the above equ tions s ould be
substituted by 2.
With the ATLAS detector, the reaction plane angle and its resolution can be determined using
different detector sub-systems since all of them have a complete 2pi coverage in the azimuthal angle.
Table 5.1 shows the reaction plane resolution obtained with different detector sub-systems for the
sample of simulated Pb+Pb collisions with constant flow of 5% for the three centrality classes:
peripheral, b = 10− 12 fm, more central, b = 6− 8 fm, and central, b = 2− 4 fm. One can see that
resolution corrections are small (not very different from unity) particularly for central collisions. The
resolution worsens for more peripheral events, but still corrections are not unreasonably large.
For illustration Fig. 5.10 shows the distribution of the differ nce between th true reaction plane
and the event plane angle, ∆ϕ = ΦRP − ΨN2 , where the event plane angle is determined from the
different detector sub-systems.
The systematic study of the event plane resolution have been performed for all simulated samples.
The best resolution (correction close to unity) is obtained, as expected, for the samples with stronger
flow signal, i.e. 10% constant flow or using the sample of central events with a flow signal extrapolated
from RHIC data.
5.4.2 Elliptic flow reconstruction






































































































































Sub-system η - coverage Resolution correction
for sub-events b = 10− 12 fm b = 6− 8 fm b = 2− 4 fm
EM-Barell1 0.2 < |η| < 1.5 0.29 ± 0.06 0.70± 0.02 0.81 ± 0.01
EM-EndCaps 1.5 < |η| < 3.2 0.57 ± 0.03 0.88± 0.01 0.93 ± 0.01
HAD-EndCaps 1.6 < |η| < 3.2 0.25 ± 0.07 0.59± 0.03 0.74 ± 0.02
FCAL0 3.1 < |η| < 4.8 0.60 ± 0.03 0.89± 0.01 0.93 ± 0.01
Pixel, 1st layer 0.2 < |η| < 2.6 0.56 ± 0.03 0.87± 0.01 0.92 ± 0.01
SCT, 1st layer 0.2 < |η| < 1.6 0.36 ± 0.05 0.71± 0.01 0.76 ± 0.01
Reconstructed tracks 0.2 < |η| < 2.0 0.45 ± 0.04 0.85± 0.01 0.92 ± 0.01
Table 5.1: Resolution corrections calculated for different sub-systems for the simulated events with






As mentioned before, two separate sub-event regions, N and P , are used to find the event plane
angles, ΨN2 and ΨP2 (see also Table 5.1). In order to avoid autocorrelations, the flow signal, v′2 is
measured for signals recorded in the P (η > 0) hemisphere with respect to the event plane angle
determined from the N(η < 0) hemisphere and vice versa. With the suit of detectors possessing the
full azimuthal symmetry, we can reconstruct the flow with different combinations of the detectors
used for the event plane estimate and the flow signal measurement.
As an example we show the analysis in which the flow is calculated from azimuthal angles of
pixel clusters from the innermost pixel layer while the event plane angle is calculated from the energy
weighted azimuthal angles of the calorimetric cells in the first layer either of the electromagnetic barrel
or of the forward calorimeter. Fig. 5.11 shows the azimuthal angle distributions of the silicon clusters
measured with respect to Ψ2 for peripheral (b = 10− 12 fm) data samples with input v2 of 3%, 5%
and 10%. A clear flow signal can be visible, more pronounced for the samples with stronger input
flow. For these samples with the constant flow values, the reconstructed flow signal was correctly
found to be independent of the event multiplicity, pseudo-rapidity, and transverse momentum.
Method Input v2
0.03 0.05 0.10
pixel clusters (ϕ) vrec2 0.018± 0.003 0.034 ± 0.002 0.070 ± 0.002
FCAL0 (Ψ2) vrec2 /vtrue2 0.60 ± 0.10 0.68 ± 0.04 0.70 ± 0.02
tracks (ϕ) vrec2 0.031± 0.004 0.047 ± 0.003 0.100 ± 0.002
FCAL0 (Ψ2) vrec2 /vtrue2 1.00 ± 0.10 0.94 ± 0.06 1.00 ± 0.02
Table 5.2: Resolution corrected v2 averaged over |η| < 2.5 obtained from pixel clusters and recon-
structed tracks.
In the Table 5.2 we show the resolution corrected reconstructed flow signal from this analysis,








Elliptic Flow vs. pT
b=2.3 fm b=7 fm b=10.7 fm modified HIJING
v2 from RP method
v2 from 2P corr.
 [rad]!"












1.2 v2        0.01505±0.1688 
Graph
In addition to reaction plane method,
2P correlations with measured tracks
Experimental Outlook: day-1 p+p & Pb+Pb
•Day 1 physics with Pb+Pb in ATLAS
• Charged multiplicity & spectra, transverse energy, elliptic flow
• Testing simple extrapolations of RHIC data
• Anything we measures will contribute to understanding of A+A
•LHC is preparing for a Summer 2008 startup for p+p
• ATLAS commissioning of full detector is full swing!
• Detector will be calibrated by Day 1 Pb+Pb
• First measurements with p+p to tune models & expectations
•Pb+Pb effort strong and growing within ATLAS
ATLAS Heavy Ion Working Group
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Trigger & Event Selection
• Heavy ion triggering schemes 
being developed in tandem with 
minimum-bias p+p effort
• Day-1 triggering strategies
• Random + space-point cut + track 
trigger - minimal bias, while rejecting 
empty events (less useful beyond 
day-1 A+A)
• Minimum Bias Trigger Scintillators - 
installed at 2.12<|η|<3.85 (very useful -  
limited scintillator lifetime)
• Calorimeter event trigger limited 
by readout noise
• With thresholding, can reliably trigger 
on 85% of total inelastic cross section
Random MBTS Lvl 1
Track Trigger MBTS Verify HLT
Level 1
number of SCT spacepoints



























       Number of SCT spacepoints
p+p conditions
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3 Beam conditions and impact on measurements





where N is the number of protons per bunch, Kb is the number of bunches, f is the revolution frequency
11.2455 kHz, ! is the relativistic factor Ebeam/mP, #n is the normalised emmittance, $ ∗ is the $ amplitude
function at the interaction point and F is a factor depending on the beam crossing angle. The mean





So the number of events/crossing ∼ N2/$ ∗.
The beam parameters for the stage-1 physics run (mid to end-2008) are given in Table 3 [27]. The
inital running focuses on achieving a luminosity ∼ 1032cm−2s−1 with 156 bunches and partial squeeze.
Table 3 also gives the probabilities for zero, one and more than one p− p collisions per bunch cross-
ing (BC) under the headings of P(0), P(1), and P(>1). For later high-intensity runs with luminosity
> 1031cm−2s−1, the mean number of events leads to a probability of ∼ 20% that there will be an ad-
ditional p-p interaction in the crossing. At the target luminosity of 1032cm−2s−1, the mean number of
p− p interactions per bunch-crossing is 3.9, and consequently 87% of events have more than one p− p
interaction per bunch-crossing.
It should be noted that studies presented in this note are all based on one interaction per event.
Preliminary studies have shown that determining the number of inelastic p− p interactions in a bunch
crossing should be possible [28]. Typically, the distance between pairs of adjacent p-p interactions is
much greater than the resolution on the z0 impact parameter of a reconstructed track, so vertex finding
can be achieved using a simple clustering of track z0 values. For each non-diffractive inelastic p− p
collision, we predict that there will be (on average) between ∼15 and ∼35 charged particles produced
within the inner detector acceptance for pT > 500MeV and pT > 150MeV, respectively. The probability
of finding no particles per collision is small: ∼3% for the case of pT > 500 MeV and 0.4% for the case
of pT > 150 MeV.
kb N $
∗ Luminosity Events/BC P(0) P(1) P(> 1)
1 1010 18 1027 < 1 0.99 0.01 < 1
43 1010 18 4 ·1028 < 1 0.99 0.01 < 1
43 4 ·1010 18 2 ·1029 < 1 0.99 0.01 < 1
43 4 ·1010 2 6 ·1030 0.76 0.47 0.36 0.18
156 4 ·1010 2 2 ·1031 0.76 0.47 0.36 0.18
156 9 ·1010 2 1032 3.9 0.03 0.10 0.87
Table 3: Beam Parameters for the Stage 1 Physics Run in 2008.
3.1 Beam gas rates
Beam gas and halo rates figure into the beam conditions as well. For various stages of accelerator
operation, rate changes of several orders of magnitude in these effects are anticipated.
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cut on number of SCT spacepoints
























       Trigger Efficiency
Figure 9: Trigger efficiency for simulated non-diffractive (blue), empty (dark grey) and simulated diffrac-
tive datasets (red) as a function of the number of SCT spacepoints.
Trigger Efficiency in %
Cut on SCT spacepoints 20 30 40 50
Empty events 23.0 10.1 6.3 5.1
Minimum bias (non-diff.) 99.5 98.7 98.0 96.5
Single-diffractive 53 47.8 38.9 32.2
Double-diffractive 57.3 47.6 38.2 30.5
Beam-gas 77.3 65.9 55.1 46.3
Table 7: Trigger efficiencies of different event samples for the several SCT spacepoint requirements.
data-taking than is expected from the studies.
II. Beam-gas rejection
The beam-gas rates have been estimated in Section 3. However, as previously stated, these numbers
depend crucially on the machine parameters, and can differ considerably from reality. In fact, the trigger
must be designed to quickly adapt to different background situations in order to cope also with high
beam-gas rates.
Beam-gas events can be rejected by looking at the number of reconstructed of tracks close to the IP. A
LVL2 and EF pattern-recognition algorithm was investigated in more detail. The LVL2 Inner Detec-
tor Scan (IdScan) algorithm and NewTracking (NewT) were studied for low-pT reconstruction, and the
results are briefly summarized in the following section. A detailed description of the process, as well
as a compact presentation of IdScan and NewT, can be found in [38]. More detailed information about
IdScan is given in [39]/ For further NewT information, please see [40].
The reconstruction efficiency was determined using visiblity criteria on the Monte Carlo Truth set
as listed in Table 8. They take into account stable, charged, primary particles within the ID region.
The ratio of the number of reconstructed tracks within the ID and those passing the MC cuts define the
reconstruction efficiency which is used in the following:
Random triggers w/ SCT
spacepoint cut
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LVL1 MBTS trigger is examined with respect to the truth information.
The trigger biases of MBTS 1 1 and MBTS 2 were measured for the threshold settings given in
Table 10. Then each event was required to have either passed the MBTS 1 1 or MBTS 2 trigger. The
charged primary particles were histogrammed for those events passing the selectedMBTS trigger, and for
all charged primary particles. Then the bias plots were produced by dividing the histogram of charged
primary particles passing the given MBTS trigger by the histogram of all charged primary particles.
The resultant trigger bias plots are given in Figures 20, 21 and 22, and the distributions are shown in
Figures 23, 24, 25, 26, and 27. There is no bias in pT and ! for the non-diffractive sample. How-
ever, the diffractive samples have a lower acceptance but there is no siginificant bias in pT . In ! , the
MBTS 1 1 shows a significant bias while MBTS 2 does not show any bias in the central region. Fig-
ures 22, 26, and 27 show that both MBTS trigger requirements shape the multiplicity distribution, which
affects the diffractive samples. In particular the single diffractive sample distribution peaks towards low
multiplicities and is therefore more strongly affect d. These trigger bias plots cl arly show that MBTS 2
is the better choice: producing almost no bias in the central pseudo rapidity region and a reduced bias on
the charged particle multiplicity distribution.
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Figure 20: Trigger biases with respect to pT of charged primary particles: the left plot shows the
MBTS 1 1 response and the right one shows MBTS 2. The diffractive points were truncated to
avoid points with very large statistical errors.
4.3 Trigger bias
A summary of the trigger biases for the track-based and MBTS triggers are given in Table 12. The
acceptance is the fraction of the subprocess: ND, DD and SD, that is accepted by the MBTS triggers
fro Tables 6 and 11.
MBTS 1 1 MBTS 2 2-track 5-track
Non-diffractive 99% 100% 99% 93
Double-diffractive 54% 82% 44% 2%
Single-diffractive 45% 68% 47% 5%
Table 12: Acceptance of the MBTS and R-track triggers using thresholds discussed in Sec-
tions 4.1 and 4.2
MBTS hits, e.g. 1 hit
on each side, with






















































but not a limitation
of detector or
tracking algorithms
(just the current software!) ATLAS minbias CSC note
Estimating reaction plane @ ATLAS
RP! - 2N"




































































ATLAS provides a large distinct set of measurables






where the sums run over all particles in an event. The weights, wi, are introduced to account for
some acceptance biases and to get the best estimate of the ΦRP , e.g. for calorimetric measurements
the weights are taken as wi = ET,i. The flow signal, v′n, measured using the nth harmonic event
plane, Ψn, is then given as: v′n =< cosn(ϕi − Ψn) >, where the brackets denote average over all
particles in all events. An event plane angle of each order fluctuates around the true reaction plane
angle, ΦRP , due to the finite particle multiplicity. Thus, the flow value, v′n, has to be corrected by
the reaction plane resolution, 〈cosn(Ψn − ΦRP )〉. The correction is found by calculating an event
plane angle in two distinct sub-event regions, N and P , in every event, where for example sub-event
N covers η < 0 while sub-event P covers η > 0. The following relation between the two event plane
angles, ΨNn and ΨPn and the reaction plane resolution holds if any correlations not due to flow are
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For the subsequent study of the elliptic flow the order n in the above equations should be
substituted by 2.
With the ATLAS detector, the reaction plane angle and its resolution can be determined using
different detector sub-systems since all of them have a complete 2pi coverage in the azimuthal angle.
Table 5.1 shows the reaction plane resolution obtained with different detector sub-systems for the
sample of simulated Pb+Pb collisions with constant flow of 5% for the three centrality classes:
peripheral, b = 10− 12 fm, more central, b = 6− 8 fm, and central, b = 2− 4 fm. One can see that
resolution corrections are small (not very different from unity) particularly for central collisions. The
resolution worsens for more peripheral events, but still corrections are not unreasonably large.
For illustration Fig. 5.10 shows the distribution of the difference between the true reaction plane
and the event plane angle, ∆ϕ = ΦRP − ΨN2 , where the event plane angle is determined from the
different detector sub-systems.
The systematic study of the event plane resolution have been performed for all simulated samples.
The best resolution (correction close to unity) is obtained, as expected, for the samples with stronger
flow signal, i.e. 10% constant flow or using the sample of central events with a flow signal extrapolated
from RHIC data.
5.4.2 Elliptic flow reconstruction
As discussed in the previous section, the elliptic flow parameter, v2, is obtained from Eq. 5.6 with
n = 2:
11
Correlation with true reaction plane
