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Let A be an n × n complex matrix and c = (c1, c2, . . . , cn) a real
n-tuple. The c-numerical range of A is deﬁned as the set
Wc(A) =
⎧⎨
⎩
n∑
j=1
cjx
∗
j Axj : {x1, x2, . . . , xn}
is an orthonormal basis for Cn
⎫⎬
⎭
when c = (1, 0, . . . , 0), Wc(A) becomes the classical numerical
range of Awhich is often deﬁned as the set
W(A) = {x∗Ax : x ∈ Cn, x∗x = 1}.
We show that for any n × n complex matrix A and real n-tuple c,
there exists a complexmatrix B of size atmost n! such thatWc(A) =
W(B). Constructions of the matrix B for some matrices A and real
n-tuple c are provided.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
In a previous paper [2], the authors of this paper treated a hyperbolic homogeneous polynomial
H(t, x, y) in three variables related to the c-numerical range of a matrix. The c-numerical rangeWc(A)
of an n × n complex matrix A for a real n-tuple c = (c1, c2, . . . , cn) is deﬁned as the set
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Wc(A) =
⎧⎨
⎩
n∑
j=1
cjx
∗
j Axj : {x1, x2, . . . , xn} is an orthonormal basis for Cn
⎫⎬
⎭ .
Westwick [15] showed the convexity of the range Wc(A). His result generalized a Toeplitz–Hausdorff
result for the classical numerical rangeW(A) deﬁned as the set
W(A) = {x∗Ax : x ∈ Cn, x∗x = 1},
which is a special case of Wc(A) when c = (1, 0, . . . , 0). For a certain n × n nilpotent Toeplitz matrix
A and an arbitrary c ∈ Rn, it is shown in [2], there exists an n! × n! nilpotent matrix B satisfying
Wc(A) = W(B). In this paper, we used the afﬁrmed Lax conjecture [10], which is observed in [6,14],
to extend the result in [2] to general matrices. Some construction of the matrices B for special classes
of matrices A will be given.
2. Reduction of c-numerical range
A real homogeneous polynomial p(x) = p(x1, x2, . . . , xm) of degree n is hyperbolic with respect
to a vector e = (e1, e2, . . . , em) if p(e) /= 0 and, for all vectors w ∈ Rm, the univariate polynomial
t → p(w − te) has all real roots. In [5, p. 95], Fiedler conjectured that if p(x0, x1, x2) is a ternary form
of degree nwhich is hyperbolic with respect to (1,0,0) and p(1, 0, 0) = 1, then there exists a pair of
n × n Hermitian matrices H1, H2 satisfying
p (x0, x1, x2) = det (x0In + x1H1 + x2H2) . (1)
Before Fiedler raised his conjecture, Lax [9] proposed a more general conjecture. Namely, for a hyper-
bolic form p(x1, x2, x3) of degree n, there exists a pair of n × n real symmetric matrices B, C satisfying
p(x1, x2, x3) = det (x1In + x2B + x3C).
We remark that if a ternary form p is deﬁned by the right-hand of (1) induced by Hermitian matrices
H1 and H2, then the form p(x1, x2, x3) is hyperbolic with respect to (1,0,0) since a Hermitian matrix
w1In + w2H1 + w3H2 has real eigenvalues for every (w1, w2, w3) ∈ R3. Kippenhahn [8] provided an
algebraic geometric viewpoint to treat thenumerical rangeof amatrixA. Heobtained that theboundary
generating curve for an n × n matrix A = H1 + iH2 has n parallel tangents for any direction. He also
characterized the numerical range of A as
W(A) = conv({y1 + iy2 : y1, y2 ∈ R, 1 + y1x1 + y2x2 = 0
is a tangent of p(1, x1, x2) = 0}, (2)
where the homogeneous polynomial p is deﬁned by (1) with A = H1 + iH2. The curve in (2)
{y1 + iy2 : y1, y2 ∈ R, 1 + y1x1 + y2x2 = 0
is a tangent of p(1, x1, x2) = 0}
is the dual curve of the curve p(1, x1, x2) = 0, and is often called the boundary generating curve ofW(A).
Recently, the Lax conjecture is proved to be true [10, Theorem 8]. In the paper [6], the construction
of a matrix B for a hyperbolic form is described based on transcendental theta functions and Riemann
surface theory. As an immediate consequence of Lax conjecture, the following Fiedler conjecture is
positive.
Theorem 1. Let p(x0, x1, x2) be a ternary homogeneous polynomial of degree n. If p(x0, x1, x2) is hyperbolic
with respect to (1, 0, 0) and p(1, 0, 0) = 1, then there exist n × nHermitianmatrices H1 andH2 such that
p(x0, x1, x2) = det (x0In + x1H1 + x2H2) .
The matrices H1, H2 can be chosen to be real and symmetric.
Henrion [7] provides a constructivemethod to producematricesH1 andH2 associatedwith rational
curves. TheconstructionofmatricesH1 andH2 isnot simple ingeneral. Theorem1givesadeterminantal
characterization of a ternary homogeneous hyperbolic polynomial by a pair of Hermitian matrices. In
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[5], the determinantal characterization of the boundary of the numerical range of a matrix A is also
given in the case the associated polynomial p is irreducible.
Suppose that n = 2m is an even number2, and β1, . . . ,βm−1 are arbitrary complex numbers and
βm ∈ R. In [2], it examined an n × n nilpotent Toeplitz matrix of the form
A =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 β1 β2 . . . βm−1 βm βm−1 . . . β2 β1
0 0 β1 . . . βm−2 βm−1 βm . . . β3 β2
0 0 0 . . . βm−3 βm−2 βm−1 . . . β4 β3
0 0 0 0 . . . . . . . . . . . . . . . . . .
0 0 0 0 . . . . . . . . . . . . . . . . . .
0 0 0 . . . 0 0 0 . . . 0 β1
0 0 0 . . . 0 0 0 . . . 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
It is proved in [2] that for c ∈ Rn, there exists an n! × n! nilpotent matrix B = B(c) depending on
c satisfying Wc(A) = W(B). In the following, we generalize this result that reduces the c-numerical
range of an arbitrary matrix to classical numerical range.
Theorem 2. Let A be an n × n complex matrix and c = (c1, c2, . . . , cn) ∈ Rn. Then there exists a complex
matrix B of size atmost n! such thatWc(A) = W(B).Moreover, thematrix B can be chosen to be symmetric.
Proof. WriteA = (A) + i(A),where(A) = (A + A∗)/2and(A) = (A − A∗)/(2i). For (x0, x1, x2)∈ Rn, deﬁne a homogeneous polynomial associated to A:
p(x0, x1, x2) = det (x0In + x1(A) + x2(A)). (3)
For real x1, x2, the n real roots of p(x0,−x1,−x2) = 0 of (3) in x0 are denoted by
λ1(x1, x2) λ2(x1, x2) · · · λn(x1, x2). (4)
Clearly, each λi(x1, x2) in (4) is a positive homogeneous continuous function.
Assume c ∈ Rn has k distinct coordinates c1 > c2 > · · · > ck with multiplicities m1, m2, . . . , mk
respectively.DenotebyP(m1, . . . , mk) thecollectionof (P1, . . . , Pk) such thatP1, . . . , Pk formapartition
of {1, 2, . . . , n} and Pj hasmj elements. Deﬁne the homogeneous polynomial
H(x0,−x1,−x2) =
∏
(P1 ,...,Pk)∈P(m1 ,...,mk)
⎛
⎝x0 − k∑
j=1
cj
∑
s∈Pj
λs(x1, x2)
⎞
⎠ . (5)
Then H(x0, x1, x2) of (5) is a polynomial in x0 of degree
d =
(
n
m1 m2 · · · mk
)
= n!
m1!m2! · · ·mk!
and the coefﬁcients of x0 are symmetric functions of λs(x, y). By [2, Theorem 2.1],
Wc(A) = conv({(X1, X2) ∈ R2, 1 + x1 X1 + x2 X2 = 0
is a tangent line of H(1, x1, x2) = 0}). (6)
On the other hand, it is obvious that H(x0, x1, x2) is a homogeneous polynomial of degree d, and is
hyperbolic with respect to (1,0,0). Hence, by Theorem 1, there exist d × d real symmetric matrices K1
and K2 such that
H(x0, x1, x2) = det (x0Id + x1K1 + x2K2).
Deﬁne a d × d symmetric matrix B = K1 + iK2. Then, by [8],W(B) is the convex hull of the dual curve
of the homogeneous polynomial H(x0, x1, x2), namely
W(B) = conv({(y1, y2) ∈ R2, 1 + y1x1 + y2x2 = 0
is a tangent of det (Id + x1K1 + x2K2) = 0},
and thus, from (6),Wc(A) = W(B). 
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Remark 1. The real n-tuple c determines the size of the matrix B in Theorem 2. For example, If c =
(1, 0, . . . , 0) then k = 2, m1 = 1, m2 = n − 1. The size of B becomes
d =
(
n
m1 m2
)
= n!
m1!m2! = n.
If c has n distinct coordinates then k = n andmj = 1 for all j. In this case,
d =
(
n
m1 m2 · · · mn
)
= n!
m1!m2! · · ·mn! = n!.
Remark 2. The classical numerical rangeW(A) of A = (A) + i(A) can be regarded as the so-called
joint numerical range of two Hermitian matrices (A), (A). The joint numerical range of n × n
Hermitian matrices H1, H2, . . . , Hm is deﬁned as the set
W(H1, H2, . . . , Hm) = {(x∗H1x, x∗H2x, . . . , x∗Hmx) : x ∈ Cn, x∗x = 1}.
The joint numerical range is not necessarily convex (cf. [12]). If m = 2, the range is convex. It is also
known that if m = 3 and n 3, the range W(H1, H2, H3) is convex too (cf. [1]). For c = (1, 0 . . . 0),
Theorem2shows that for apair ofn × nHermitianmatricesH1 andH2 there existn × n real symmetric
matrices S1 and S2 such that
W(H1, H2) = W(S1, S2). (7)
The generalization of (7) for m 3 may fail. It is also mentioned in [13] that “most" hyperbolic
polynomials inm + 1,m 3, variables are not in the form
det (x0In + x1S1 + x2S2 + · · · + xmSm)
for some real symmetric matrices S1, S2, . . . , Sm. The following result demonstrates this situation.
Theorem 3. Let H1, H2, H3 be 3 × 3 Hermitian matrices given by
H1 =
⎛
⎝1 0 00 0 0
0 0 −1
⎞
⎠ , H2 =
⎛
⎝0 1 01 0 2
0 2 0
⎞
⎠ , H3 =
⎛
⎝ 0 1 + i 1 − i1 − i 0 1 − i
1 + i 1 + i 0.
⎞
⎠
Then there exist no 3 × 3 real symmetric matrices S1, S2, S3 satisfying
W(H1, H2, H3) = W(S1, S2, S3).
Proof. The polynomial
p(x0, x1, x2, x3)=det (x0I3 + x1H1 + x2H2 + x3H3)
=x30 − x0x21 − 5x0x22 − 6x0x2x3 − 6x0x23 − 3x1x22
−2x1x2x3 + 4x22x3 + 4x2x23 + 4x33
deﬁnes a non-singular cubic surface p(x0, x1, x2, x3) = 0. By [4, Theorem 2.6], for 3 × 3 Hermitian
matrices K1, K2, K3 satisfyingW(H1, H2, H3) = W(K1, K2, K3) if and only if
det (x0I3 + x1K1 + x2K2 + x3K3) = p(x0, x1, x2, x3).
Hence, if there exist 3 × 3 real symmetric matrices S1, S2, S3 satisfyingW(H1, H2, H3) = W(S1, S2, S3),
then
det (x0I3 + x1S1 + x2S2 + x3S3) = p(x0, x1, x2, x3).
In particular, we have
det (x0I3 + x1S1) = p(x0, x1, 0, 0) = x0(x0 + x1)(x0 − x1), (8)
det (x0I3 + x1S1 + x2S2) = p(x0, x1, x2, 0) = x30 − x0x21 − 5x0x22 − 3x1x22 , (9)
det (x0I3 + x1S1 + x3S3) = p(x0, x1, 0, x3) = x30 − x0x21 − 6x0x23 + 4x33. (10)
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By Eq. (8), we may assume S1 = H1. From Eq. (9), we have that S2 is one of the following four types,
called S2,j , j = 1, 2, 3, 4 respectively, and the types −S2,j
H2,
⎛
⎝0 1 01 0 −2
0 −2 0
⎞
⎠ ,
⎛
⎜⎝ 0
√
3
√
2√
3 0 0√
2 0 0
⎞
⎟⎠ ,
⎛
⎜⎝ 0
√
3 −√2√
3 0 0
−√2 0 0
⎞
⎟⎠ .
Similarly, the Eq. (10) implies that S3 is one of the following eight forms, called S3,j , j = 1, 2, . . . , 8,
respectively:⎛
⎝0 1 21 0 1
2 1 0
⎞
⎠ ,
⎛
⎝ 0 −1 2−1 0 −1
2 −1 0
⎞
⎠ ,
⎛
⎝ 0 1 −21 0 −1
−2 −1 0
⎞
⎠ ,
⎛
⎝ 0 −1 −2−1 0 1
−2 1 0
⎞
⎠ ,
⎛
⎜⎜⎜⎝
0
√
1 + √3 √3 − 1√
1 + √3 0
√
1 + √3√
3 − 1
√
1 + √3 0
⎞
⎟⎟⎟⎠ ,
⎛
⎜⎜⎜⎝
0 −
√
1 + √3 √3 − 1
−
√
1 + √3 0 −
√
1 + √3√
3 − 1 −
√
1 + √3 0
⎞
⎟⎟⎟⎠ ,
⎛
⎜⎜⎜⎝
0
√
1 + √3 −√3 + 1√
1 + √3 0 −
√
1 + √3
−√3 + 1 −
√
1 + √3 0
⎞
⎟⎟⎟⎠ ,
⎛
⎜⎜⎜⎝
0 −
√
1 + √3 −√3 + 1
−
√
1 + √3 0
√
1 + √3
−√3 + 1
√
1 + √3 0
⎞
⎟⎟⎟⎠ .
On the other hand, we ﬁnd that
det (x0I3 + x1S1 ± x2S2,j + x3S3,k) /= p(x0, x1, x2, x3)
for j = 1, 2, 3, 4 and k = 1, 2, . . . , 8, a contradiction. 
3. Constructions
In this section, we provide some formulas that reducing of the c-numerical range by classical
numerical range. The following results, Theorems 4 and 6, follow from a formula in [11, (4.2)] (see also
[12]) and the identity
W(A ⊗ Im + In ⊗ B) = W(A) + W(B),
for n × nmatrix A, andm × mmatrix B.
Theorem 4. Let A be a reducible 3 × 3matrix given by
A =
⎛
⎝α β 0γ −α 0
0 0 δ
⎞
⎠ ,
and c = (c1, c2, 0) ∈ R3. Then the c-numerical range Wc(A) coincides with the classical numerical range
of the direct sum of the following 2 × 2matrices
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(
(c1 − c2)α (c1 − c2)β
(c1 − c2)γ −(c1 − c2)α
)
,
(
c1α + c2δ c1β
c1γ −c1α + c2δ
)
,(
c2α + c1δ c2β
c2γ −c2α + c1δ
)
.
As a consequence of Theorem 4, we have the following result concerning a special tridiagonal matrix which
is treated in [3].
Theorem 5. Let A be a 3 × 3 tridiagonal matrix given by
A =
⎛
⎝0 1 01 0 a + bi
0 a + bi 0
⎞
⎠ ,
a, b ∈ R and c = (c1, c2, 0) ∈ R3. Then Wc(A) = W((c1 − c2)B ⊕ c1B ⊕ c2B), where
B =
(
α β
0 −α
)
,
and
β =
√
1 + a2 + b2 −
√
(1 + a2 + b2)2 − 4b2,
α = i
√
2ab√
1 + a2 − b2 +
√
(1 + a2 − b2)2 + 4a2b2
+
√
1 + a2 − b2 +
√
(1 + a2 − b2)2 + 4a2b2
√
2
if b2  1 + a2, and
α =
√
2ab√
b2 − 1 − a2 +
√
(1 + a2 − b2)2 + 4a2b2
+
i
√
b2 − 1 − a2 +
√
(1 + a2 − b2)2 + 4a2b2
√
2
if b2 > 1 + a2.
Proof. We compute that
det (tI3 + x(A) + y(A)) = t(t2 − (1 + a2)x2 − 2abxy − b2y2)
and
det (tI2 + x(B) + y(B)) = t2 − (1 + a2)x2 − 2abxy − b2y2.
Then the matrix A˜ = B ⊕ 01 satisﬁes the equation
det (tI3 + x(˜A) + y(˜A)) = t(t2 − (1 + a2)x2 − 2abxy − b2y2).
Thus det (tI3 + x(A) + y(A)) = det (tI3 + x(˜A) + y(˜A)). By Corollary 1, Wc(A) = Wc (˜A). Ap-
plying A˜ to Theorem 4 with γ = δ = 0, we obtain that Wc (˜A), and hence Wc(A), is the classical
numerical range of the direct sum of the kind required. 
For the rationality of the boundary generating curve of the numerical range, the following matrix
is treated in [3, pp. 81—82]:
A = A(r) =
⎛
⎜⎜⎜⎝
0 1 0 0
0 0 1
√
r6 − 1
r3 0 0 0
0 0 0 0
⎞
⎟⎟⎟⎠ , (11)
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r > 1. For c = (1, 1, 0, 0), by Theorem 2, d =
(
n
m1 m2
)
= 4!
2! 2! = 6, and there exists a 6 × 6 matrix B
so thatWc(A) = W(B). Consider a weighted cyclic matrix:
B = B(a, b, c) =
⎛
⎜⎜⎜⎜⎜⎜⎝
0 a 0 0 0 0
0 0 b 0 0 0
0 0 0 c 0 0
0 0 0 0 c 0
0 0 0 0 0 b
a 0 0 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎠ . (12)
We obtain the following result.
Theorem 6. Let A = A(r) and B = B(a, b, c) be the matrix deﬁned in (11) and (12), respectively. Then for
c = (1, 1, 0, 0), Wc(A) = W(B(a, b, c)), where (a, b, c) =
(√
r6 − √r12 − r6, 1,
√
r6 + √r12 − r6
)
.
Proof. Assume that
det (t − (exp(−iθ)A)) = (t − λ1(θ))(t − λ2(θ))(t − λ3(θ))(t − λ4(θ)), (13)
with
λ1(θ) λ2(θ) λ3(θ) λ4(θ).
Then
max{(z exp(−iθ)) : z ∈ W(1,1,0,0)(A)} = λ1(θ) + λ2(θ).
ThusWc(A) = W(B) if and only if
max{(z exp(−iθ)) : z ∈ W(B)} = λ1(θ) + λ2(θ). (14)
The Eq. (14) is equivalent to
det (tI6 − cos(θ)(B) − sin(θ)(B)) = (t − (λ1(θ) + λ2(θ)))(t − (λ1(θ) + λ3(θ)))
×(t − (λ1(θ) + λ4(θ)))(t − (λ2(θ) + λ3(θ)))(t − (λ2(θ) + λ4(θ)))
×(t − (λ3(θ) + λ4(θ))). (15)
Suppose the expansion of (13) is
(t − λ1)(t − λ2)(t − λ3)(t − λ4) = t4 + s1t3 + s2t2 + s3t + s4.
The fundamental theorem of symmetric functions implies that
(t − λ1 − λ2)(t − λ1 − λ3)(t − λ1 − λ4)(t − λ2 − λ3)(t − λ2 − λ4)(t − λ3 − λ4)
= t6 + 3s1t5 + (2s2 + 3s21)t4 + (4s1s2 + s31)t3 + (−4s4 + s1s3 + s22 + 2s21s2)t2
+(−4s1s4 + s21s3 + s1s22)t + (−s21s4 − s23 + s1s2s3). (16)
Direct computations ﬁnd that
16 det (tI4 + x(A) + y(A)) = 16t4 − (8r6 + 4)t2(x2 + y2) + 4r3(tx3 − 3txy2)
+(−r6 + r12)(x4 + 2x2y2 + y4). (17)
For (a, b, c) =
(√
r6 − √r12 − r6, 1,
√
r6 + √r12 − r6
)
,
16 det (tI6 + x(B) + y(B)) = 16t6 − 8(2r6 + 1)t4(x2 + y2) + (8r6 + 1)
×t2(x4 + 2x2y2 + y4) − r6(x6 − 6x4y2 + 9x2y4). (18)
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Eq. (18) is exactly the same as obtained by substituting the coefﬁcients of (17) into (16), and thus (15)
holds. 
Finally we examine the reduction of the c-numerical range of a weighted cyclic matrix. A 4 × 4
weighted cyclic matrix with weights a1, a2, a3, a4 is deﬁned as
C(a1, a2, a3, a4) =
⎛
⎜⎜⎝
0 a1 0 0
0 0 a2 0
0 0 0 a3
a4 0 0 0
⎞
⎟⎟⎠ .
At ﬁrst, we have the following observation.
Lemma 1. Let A = C(a1, a2, a3, a4), B = C(b1, b2, b3, b4) be 4 × 4weighted cyclic matrices with positive
weights. Then
det (tI4 + x(A) + y(A)) = det (tI4 + x(B) + y(B)) (19)
if and only if the following three equations hold:
a1a2a3a4 = b1b2b3b4, (20)
a21 + a22 + a23 + a24 = b21 + b22 + b23 + b24, (21)
a21a
2
3 + a22a24 = b21b23 + b22b24. (22)
Moreover, for any positive weights (a1, a2, a3, a4), there exist positive weights (b1, b2, b3, b4) satisfying
(20)–(22) and the equation
b21 + b24 = b22 + b23. (23)
Proof. We compute that
16 det (tI4 + x(A) + y(A)) = 16t4 − 4(a21 + a22 + a23 + a24)(t2x2 + t2y2)
+(a21a23 + a22a24 − 2a1a2a3a4)(x4 + y4) + 2(a21a23 + a22a24 + 6a1a2a3a4)x2y2. (24)
Similar computation for 16 det (tI4 + x(B) + y(B)). Eqs. (20)–(22) follow from this expression.
Next, we explicitly ﬁnd b1, b2, b3, b4 for (20)–(23). Let b1, b2, b3, b4 be nonnegative numbers deﬁned
by
b21 =
(
a22 − a24
)2 + a41 + a43 + 2a21a22 + 6a21a23 + 2a21a24 + 2a22a23 + 2a23a24 + √D (a1, a2, a3, a4)
4
(
a21 + a22 + a23 + a24
) ,
b23 =
(
a22 − a24
)2 + a41 + a43 + 2a21a22 + 6a21a23 + 2a21a24 + 2a22a23 + 2a23a24 − √D(a1, a2, a3, a4)
4
(
a21 + a22 + a23 + a24
) ,
b22 =
(
a21 − a23
)2 + a42 + a44 + 2a21a22 + 2a21a24 + 2a22a23 + 6a22a24 + 2a23a24 + √D (a1, a2, a3, a4)
4
(
a21 + a22 + a23 + a24
) ,
b24 =
(
a21 − a23
)2 + a42 + a44 + 2a21a22 + 2a21a24 + 2a22a23 + 6a22a24 + 2a23a24 − √D(a1, a2, a3, a4)
4
(
a21 + a22 + a23 + a24
) ,
where
D(a1, a2, a3, a4) = ((a1 − a3)2 + (a2 − a4)2)((a1 − a3)2 + (a2 + a4)2)
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×((a1 + a3)2 + (a2 − a4)2)((a1 + a3)2 + (a2 − a3)2).
It is clear that b21 > 0, b
2
2 > 0. The numbers b
2
3 and b
2
4 are also positive since((
a22 − a24
)2 + a41 + a43 + 2a21a22 + 6a21a23 + 2a21a24 + 2a22a23 + 2a23a24
)2
− D(a1, a2, a3, a4)
= 16a22a24
(
a21 + a22 + a23 + a24
)2
,
and ((
a21 − a23
)2 + a42 + a44 + 2a21a22 + 2a21a24 + 2a22a23 + 6a22a24 + 2a23a24
)2
− D(a1, a2, a3, a4)
= 16a21a23
(
a21 + a22 + a23 + a24
)2
.
Direct computations show that Eqs. (20)–(23) hold. 
Theorem 7. Let A = C(a1, a2, a3, a4) be a 4 × 4weighted cyclic matrix with positive weights. Then there
exists a 4 × 4 weighted cyclic matrix S = C(b1, b2, b3, b4) with positive weights such that
W(1,1,0,0)(A) = W((1 + i)S).
The matrix S satisﬁes the dual relation
W(1,1,0,0)(S) = W((1 + i)A).
Proof. Let A = C(a1, a2, a3, a4). By Eq. (16), we have that
W(1,1,0,0)(A)) = W(B)
for some 6 × 6 matrix B satisfying
16 det (tI6 + x(B) + y(B)) = 16t2
(
16t4 − 8
(
a21 + a22 + a23 + a24
) (
t2x2 + t2y2
)
+
(
a41 + a42 + a43 + a44 + 2a21a22 − 2a21a23 + 2a21a24 + 2a22a23 − 2a22a24 + 2a23a24 + 8a1a2a3a4
)
(x4 + y4) +
(
2a41 + 2a42 + 2a43 + 2a44 + 4a21a22 − 4a21a33 + 4a21a41 + +4a22a23
−4a22a24 + 4a23a24 − 48a1a2a3a4
)
x2y2
)
. (25)
By Eq. (25), B is the direct sum of 02 and a 4 × 4 matrix B1, and
det (tI4 − B1) = t4 + 4a1a2a3a4.
Then the point 0 is the interior point ofW(B1), and thus
W(1,1,0,0)(A) = W(B1).
It sufﬁces to show that there exist positive weights b1, b2, b3, b4 so that
W(B1) = W((1 + i)C(b1, b2, b3, b4)). (26)
By (24) and (25), the equality (19) corresponding to Eq. (26) is equivalent to the following three
conditions
a1a2a3a4 = b1b2b3b4, a21 + a22 + a23 + a24 = b21 + b22 + b23 + b24,(
a21 + a22 + a23 + a24
)2 = 4 (a21a23 + a22a24)+ 4 (b21b23 + b22b24) . (27)
By applying Lemma 1, we replace the positive weights aj by some suitable positive weights. For sim-
plicity we assume that the positive weights (a1, a2, a3, a4) satisfy the condition a
2
1 + a24 = a22 + a23. In
this setting, the positive weights b1 = a1, b2 = a3, b3 = a2, b4 = a4 satisfy the condition (27).
624 M.-T. Chien, H. Nakazato / Linear Algebra and its Applications 434 (2011) 615–624
Wemay exchange the roles of aj , bj ’s in Eq. (27). Thus we also have the equation
W(1,1,0,0)(C(b1, b2, b3, b4)) = W((1 + i)A), 
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