Introduction
There are many ways in which X.400 and Internet (STD 11, RFC 822) mail systems can be interconnected. Addresses and service elements can be mapped onto each other in different ways. From the early available gateway implementations, one was not necessarily better than another, but the sole fact that each handled the mappings in a different way led to major interworking problems, especially when a message (or address) crossed more than one gateway. The need for one global standard on how to implement X.400 -Internet mail gatewaying was satisfied by the Internet Request For Comments 1327, titled "Mapping between X.400(1988)/ISO 10021 and RFC 822."
This tutorial was produced especially to help new gateway managers find their way into the complicated subject of mail gatewaying according to RFC 1327. The need for such a tutorial can be illustrated by quoting the following discouraging paragraph from RFC 1327, chapter 1: "Warning: the remainder of this specification is technically detailed. It will not make sense, except in the context of RFC 822 and X.400 (1988) . Do not attempt to read this document unless you are familiar with these specifications."
The introduction of this tutorial is general enough to be read not only by gateway managers, but also by e-mail managers who are new to gatewaying or to one of the two e-mail worlds in general. Parts of this introduction can be skipped as needed.
For novice end-users, even this tutorial will be difficult to read. They are encouraged to use the COSINE MHS pocket user guide [14] instead.
To a certain extent, this document can also be used as a reference guide to X.400 <-> RFC 822 gatewaying. Wherever there is a lack of detail in the tutorial, it will at least point to the corresponding chapters in other documents. As such, it shields the RFC 1327 novice RFC 1506 X.400-Internet Mail Gatewaying Tutorial August 1993
1. An overview of relevant standards
This chapter describes the history, status, future, and contents of the involved standards.
There is a major difference between mail systems used in the USA and Europe. Mail systems originated mainly in the USA, where their explosive growth started as early as in the seventies. Different company-specific mail systems were developed simultaneously, which, of course, led to a high degree of incompatibility. The Advanced Research Projects Agency (ARPA), which had to use machines of many different manufacturers, triggered the development of the Internet and the TCP/IP protocol suite, which was later accepted as a standard by the US Department of Defense (DoD). The Internet mail format is defined in STD 11, RFC 822 and the protocol used for exchanging mail is known as the simple mail transfer protocol (SMTP) [1] . Together with UUCP and the BITNET protocol NJE, SMTP has become one of the main de facto mail standards in the US.
Unfortunately, all these protocols were incompatible, which explains the need to come to an acceptable global mail standard. CCITT and ISO began working on a norm and their work converged in what is now known as the X.400 Series Recommendations. One of the objectives was to define a superset of the existing systems, allowing for easier integration later on. Some typical positive features of X.400 are the store-and-forward mechanism, the hierarchical address space and the possibility of combining different types of body parts into one message body.
In Europe, the mail system boom came later. Since there was not much equipment in place yet, it made sense to use X.400 as much as possible right from the beginning. A strong X.400 lobby existed, especially in West-Germany (DFN). In the R&D world, mostly EAN was used because it was the only affordable X.400 product at that time (Source-code licenses were free for academic institutions).
At the moment, the two worlds of X.400 and SMTP are moving closer together. For instance, the United States Department of Defense, one of the early forces behind the Internet, has decided that future DoD networking should be based on ISO standards, implying a migration from SMTP to X.400. As an important example of harmonisation in the other direction, X.400 users in Europe have a need to communicate with the Internet. Due to the large traffic volume between the two nets it is not enough interconnecting them with a single international gateway. The load on such a gateway would be too heavy. Direct access using local gateways is more feasible.
Although the expected success of X.400 has been a bit disappointing (mainly because no good products were available), many still see the future of e-mail systems in the context of this standard.
And regardless if in the long run X.400 will or will not take over the world of e-mail systems, SMTP cannot be neglected over the next ten years. Especially the simple installation procedures and the high degree of connectivity will contribute to a growing number of RFC 822 installations in Europe and world-wide in the near future.
What is X.400 ?
In October 1984, the Plenary Assembly of the CCITT accepted a standard to facilitate international message exchange between subscribers to computer based store-and-forward message services. This standard is known as the CCITT X.400 series recommendations ( [16] , from now on called X.400(84)) and happens to be the first CCITT recommendation for a network application. It should be noted that X.400(84) is based on work done in the IFIP Working Group 6.5, and that ISO at the same time was proceeding towards a compatible document. However, the standardisation efforts of CCITT and ISO did not converge in time (not until the 1988 version), to allow the publication of a common text.
X.400(84) triggered the development of software implementing (parts of) the standard in the laboratories of almost all major computer vendors and many software houses. Similarly, public carriers in many countries started to plan X.400(84) based message systems that would be offered to the users as value added services. Early implementations appeared shortly after first drafts of the standard were published and a considerable number of commercial systems are available nowadays.
X.400(84) describes a functional model for a Message Handling System (MHS) and associates services and protocols. The model illustrated in Figure 1 .1. defines the components of a distributed messaging system.
Users in the MHS environment are provided with the capability of sending and receiving messages. Users in the context of an MHS may be humans or application processes. The User Agent (UA) is a process that makes the services of the MTS available to the user. A UA may be implemented as a computer program that provides utilities to create, send, receive and perhaps archive messages. Each UA, and thus each user, is identified by a name (each user has its own UA).
The Message Transfer system (MTS) transfers messages from an originating UA to a recipient UA. As implied by the Figure 1 .1, data sent from UA to UA may be stored temporarily in several intermediate Message Transfer Agents (MTA), i.e., a store-and-forward mechanism is being used. An MTA forwards received messages to a next MTA or to the recipient UA.
X.400(84) divides layer 7 of the OSI Reference Model into 2 sublayers, the User Agent Layer (UAL) and the Message Transfer Layer (MTL) as shown in the Figure 1 .2.
The MTL is involved in the transport of messages from UA to UA, using one or several MTAs as intermediaries. By consequence, routing issues are entirely dealt with in the MTL. The MTL in fact corresponds to the postal service that forwards letters consisting of an envelope and a content. Two protocols, P1 and P3, are used between the MTL entities (MTA Entity (MTAE), and Submission and Delivery Entity (SDE)) to reliably transport messages. The UAL embodies peer UA Entities (UAE), which interpret the content of a message and offer specific services to the application process. Depending on the application to be supported on top of the MTL, one of several end-
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to-end protocols (Pc) is used between UAEs. For electronic mail, X.400(84) defines the protocol P2 as part of the InterPersonal Messaging Service (IPMS). Conceivably other UAL protocols may be defined, e.g., a protocol to support the exchange of electronic business documents.
The structure of an InterPersonal Message (IPM) can be visualised as in Figure 1 .3. (Note that the envelope is not a part of the IPM; it is generated by the MTL). As an example, this tutorial also started out as an Internet-Draft.
After almost one year of discussions and revisions it was approved by the IESG as an Informational RFC.
Once a document is assigned an RFC number and published, that RFC is never revised or re-issued with the same number. Instead, a revision will lead to the document being re-issued with a higher number indicating that an older one is obsoleted. example, field names are specified as free text, rather than special terse codes.
A general "memo" framework is used. That is, a message consists of some information in a rigid format (the 'headers'), followed by the main part of the message (the 'body'), with a format that is not specified in STD 11, RFC 822. It does define the syntax of several fields of the headers section; some of these fields must be included in all messages.
STD 11, RFC 822 is used in conjunction with a number of different message transfer protocol environments (822-MTSs).
-SMTP Networks: On the Internet and other TCP/IP networks, STD 11, RFC 822 is used in conjunction with two other standards: STD 10, RFC 821, also known as Simple Mail Transfer Protocol (SMTP) [1] , and RFCs 1034 and 1035 which specify the Domain Name System [3] .
-UUCP Networks: UUCP is the UNIX to UNIX CoPy protocol, which is usually used over dialup telephone networks to provide a simple message transfer mechanism.
-BITNET: Some parts of Bitnet and related networks use STD 11, RFC 822 related protocols, with EBCDIC encoding. It is possible to achieve 2) within the RFC 822 header. Some 822-MTS protocols, in particular SMTP, can provide additional functionality, but as these are neither mandatory in SMTP, nor available in other 822-MTS protocols, they are not considered here. Details of aspects specific to two 822-MTS protocols are given in Appendices B and C of RFC 1327. An RFC 822 message consists of a header, and content which is uninterpreted ASCII text. The header is divided into fields, which are the protocol elements. Most of these fields are analogous to P2 heading fields, although some are analogous to MTS Service Elements.
What is RFC 1327 ?
There is a large community using STD 11, RFC 822 based protocols for mail services, who will wish to communicate with users of the InterPersonal Messaging Service (IPMS) provided by X.400 systems, and the other way around. This will also be a requirement in cases where RFC 822 communities intend to make a transition to use X.400 (or the other way around, which also happens), as conversion will be needed to ensure a smooth service transition.
The basic function of a mail gateway can be described as follows: receive a mail from one mail world, translate it into the formats of the other mail world and send it out again using the routing rules and protocols of that other world.
Especially if a message crosses more than one gateway, it is important that all gateways have the same understanding of how things should be mapped. A simple example of what could go wrong otherwise is the following: A sends a message to B through a gateway and B's reply to A is being routed through another gateway.
If the two gateways don't use the same mappings, it can be expected that the From and To addresses in the original mail and in the answer don't match, which is, to say the least, very confusing for the endusers (consider what happens if automated processes communicate via mail). More serious things can happen to addresses if a message crosses more than one gateway on its way from the originator to the recipient. As a real-life example, consider receiving a message from:
This is not what you would call user-friendly addressing.... RFC 1327 describes a set of mappings that will enable a more transparent interworking between systems operating X.400 (both 84 and 88) and systems using RFC 822, or protocols derived from STD 11, RFC 822.
RFC 1327 describes all mappings in term of X.400(88). It defines how these mappings should be applied to X.400(84) systems in its Appendix G. Both RFC 822 and X.400 messages consist of certain service elements (such as 'originator' and 'subject'). As long as a message stays within its own world, the behaviour of such service elements is well defined. An important goal for a gateway is to maintain the highest possible service level when a message crosses the boundary between the two mail worlds.
When a user originates a message, a number of services are available. RFC 1327 describes, for each service elements, to what extent it is supported for a recipient accessed through a gateway. There are three levels of support:
-Supported: Some of the mappings are quite straight-forward, such as '822.Subject:' <-> 'IPMS.Subject'.
-Not supported: There may be a complete mismatch: certain service elements exist only in one of the two worlds (e.g., interpersonal notifications).
-Partially supported: When similar service elements exist in both worlds, but with slightly different interpretations, some tricks may be needed to provide the service over the gateway border.
Apart from mapping between the service elements, a gateway must also map the types and values assigned to these service elements. Again, this may in certain cases be very simple, e.g., 'IA5 -> ASCII'. The most complicated example is mapping address spaces. The problem is that address spaces are not something static that can be defined within RFC 1327. Address spaces change continuously, and they are defined by certain addressing authorities, which are not always parallel in the RFC 822 and the X.400 world. A valid mapping between two addresses assumes however that there is 'administrative equivalence' between the two domains in which the addresses exist (see also [13] Some basic examples of mappings between service elements are listed below.
Service elements:
IPMS.Heading.reply-recipients Subject:
IPMS.Heading.subject In-Reply-To:
IPMS.Heading.replied-to-ipm References:
IPMS.Heading.related-IPMs To:
IPMS.Heading.primary-recipients Cc:
IPMS.Heading.copy-recipients Service element types:
Service element values:
There are some mappings between service elements that are rather tricky and important enough to mention in this tutorial. These are the mappings of origination-related headers and some envelope fields: The combination of S, G, I* and GQ is often referred to as the PersonalName (PN).
Although there is no hierarchy (of addressing authorities) defined by the standards, the following hierarchy is considered natural: PersonalName < OU4 < OU3 < OU2 < OU1 < O < P < A < C In addition to the SAs listed above, X.400(88) defines some extra attributes, the most important of which is Common Name (CN) CN can be used instead of or even together with PN. The problem in X.400(84) was that PN (S G I* GQ) was well suited to represent persons, but not roles and abstract objects, such as distribution /G=jo/S=plork/OU=you/OU=owe/O=a bank/P=fhbo/A=ade/C=zz/ Not only is this format used by the PP software, it is also widespread for business cards and letter heads in the R&D community.
-RFC 1327 finally defines yet another format for X.400 _domains_ (not for human users):
OU$you.OU$owe.O$a bank.P$fhbo.A$ade.C$zz
The main advantage of this format is that it is better machineparseble than the others, which also immediately implies its main disadvantage: it is barely readable for humans. Every attribute within the hierarchy should be listed, thus a missing attribute must be represented by the '@' sign (e.g., $a bank.P$@.A$ade.C$zz). MHS community are already based on (variants of) this proposal, its future is still uncertain.
RFC 822 addresses
An RFC 822 address is an ASCII string of the following form:
localpart@domainpart "domainpart" is sub-divided into domainpart = sdom(n).sdom(n-1)....sdom (2) .sdom(1).dom "sdom" stands for "subdomain", "dom" stands for "top-level-domain".
"localpart" ;is normally a login name, and thus typically is a surname or an abbreviation for this. It can also designate a local distribution list.
The hierarchy (of addressing authorities) in an RFC 822 address is as follows:
localpart < sdom(n) < sdom(n-1) <...< dom defined between X.400 on the one hand and UUCP and BITNET on the other, so they are normally mapped to RFC 822 style first, and then to X.400 if needed.
RFC 1327 address mapping
Despite the difference in address formats, the address spaces defined by RFC 822 and X.400 are quite similar. The most important parallels are:
-both address spaces are hierarchical -top level domains and country codes are often the same -localparts and surnames are often the same This similarity can of course be exploited in address mapping algorithms. This is also done in RFC 1327 (NB only in the exception mapping algorithm. See chapter 3.3.2).
Note that the actual mapping algorithm is much more complicated than shown below. For details, see RFC 1327, chapter 4.
Default mapping
The default RFC 1327 address mapping can be visualised as a function with input and output parameters:
address information of the gateway performing the mapping | v +-----------------+ RFC 822 address <--->| address mapping | <---> X.400 address +-----------------+ I.e., to map an address from X.400 to RFC 822 or vice versa, the only extra input needed is the address information of the local gateway.
3.3.1.1. X.400 -> RFC 822
There are two kinds of default address mapping from X.400 to RFC 822: one to map a real X.400 address to RFC 822, and another to decode an RFC 822 address that was mapped to X.400 (i.e., to reverse the default RFC 822 -> X.400 mapping).
To map a real X.400 address to RFC 822, the slash separated notation of the X.400 address (see chapter 3.1.) is mapped to 'localpart', and the local RFC 822 domain of the gateway that performs the mapping is used as the domain part. As an example, the gateway 'gw.switch.ch' would perform the following mappings: The quotes in the second example are mandatory if the X.400 address contains spaces, otherwise the syntax rules for the RFC 822 localpart would be violated.
This default mapping algorithm is generally referred to as 'lefthand-side encoding'.
To reverse the default RFC 822 -> X.400 mapping (see chapter 3.3. There are also two kinds of default address mapping from RFC 822 to X.400: one to map a real RFC 822 address to X.400, and another to decode an X.400 address that was mapped to RFC 822 (i.e., to reverse the default X.400 -> RFC 822 mapping).
To map a real RFC 822 address to X.400, the RFC 822 address is encoded in a DDA of type RFC-822 , and the SAs of the local gateway performing the mapping are added to form the complete X.400 address. This mapping is generally referred to as 'DDA mapping'. As an example, the gateway 'C=nl; ADMD=tlec; PRMD=GW' would perform the following mapping:
bush@dole.us -> DD.RFC-822=bush(a)dole.us; C=nl; ADMD=tlec; PRMD=GW As for the encoding/decoding of RFC 822 addresses in DDAs, it is noted that RFC 822 addresses may contain characters (@ ! % etc.) that cannot directly be represented in a DDA. DDAs are of the restricted character set type 'PrintableString', which is a subset of IA5 (=ASCII). Characters not in this set need a special encoding. Some examples (For details, refer to RFC 1327, chapter 3. To decode an X.400 address that was mapped to RFC 822: if the RFC 822 address has a slash separated representation of a complete X.400 mnemonic O/R address in its localpart, that address is the result of the mapping. As an example, the gateway 'gw.switch.ch' would perform the following mapping: /C=zz/ADMD=ade/PRMD=fhbo/O=tlec/S=plork/G=mary/@gw.switch.ch -> C=zz; ADMD=ade; PRMD=fhbo; O=tlec; S=plork; G=mary 3.3.2. Exception mapping according to mapping tables Chapter 3.3.1. showed that it is theoretically possible to use RFC 1327 with default mapping only. Although this provides a very simple, straightforward way to map addresses, there are some very good reasons not to use RFC 1327 this way:
-RFC 822 users are used to writing simple addresses of the form 'localpart@domainpart'. They often consider X.400 addresses, and thus also the left-hand-side encoded equivalents, as unnecessarily long and complicated. They would rather be able to address an X.400 user as if she had a 'normal' RFC 822 address. For example, take the mapping C=zz; ADMD=ade; PRMD=fhbo; O=tlec; S=plork; -> /C=zz/ADMD=ade/PRMD=fhbo/O=tlec/S=plork/@gw.switch.ch from chapter 3.3.1.1. RFC 822 users would find it much more 'natural' if this address could be expressed in RFC 822 as: plork@tlec.fhbo.ade.nl -X.400 users are used to using X.400 addresses with SAs only.
They often consider DDA addresses as complicated, especially if they have to encode the special characters, @ % ! etc, manually. They would rather be able to address an RFC 822 user as if he had a 'normal' X.400 address. C=us; ADMD=dole; S=bush -Many organisations are using both RFC 822 and X.400 internally, and still want all their users to have a simple, unique address in both mail worlds. Note that in the default mapping, the mapped form of an address completely depends on which gateway performed the mapping. This also results in a complication of a more technical nature:
-The tricky 'third party problem'. This problem need not necessarily be understood to read the rest of this chapter.
If it looks too complicated, please feel free to skip it until you are more familiar with the basics.
The third party problem is a routing problem caused by mapping. As an example for DDA mappings (the example holds just as well for left-hand-side encoding), consider the following situation (see Fig. 3 few X.400 products are capable to route messages on the contents of a DDA (actually, only RFC 1327 gateways will be able to interpret this type of DDA, and who says that the reply will pass a local gateway on its route back?). Similar limitations hold for the other direction: an RFC 822 based mailer is not even allowed (see [5] ) to make routing decisions of the content of a left-hand-side encoded X.400 address if the domain part is not its own. So in practice, addressing and (thus also mapping) will very well affect routing.
To make mapping between addresses more user friendly, and to avoid the problems shown above, RFC 1327 allows for overruling the default left-hand-side encoding and DDA mapping algorithms. This is done by specifying associations (mapping rules) between certain domainparts and X.400 domains. An X.400 domain (for our purposes; CCITT has a narrower definition...) consists of the domain-related SAs of a Mnemonic O/R address (i.e., all SAs except PN and CN). The idea is to use the similarities between both address spaces, and directly map similar address parts onto each other. If, for the domain in the address to be mapped, an explicit mapping rule can be found, the mapping is performed between:
The address information of the gateway is only used as an input parameter if no mapping rule can be found, i.e., if the address mapping must fall back to its default algorithm.
The complete mapping function can thus be visualised as follows:
address information of the gateway performing the mapping | v +-----------------+ RFC 822 address <--->| address mapping | <---> X.400 address +-----------------+ ^ | domain associations (mapping rules)
PersonalName and localpart mapping
Since the mapping between these address parts is independent of the mapping rules that are used, and because it follows a simple, twoway algorithmic approach, this subject is discussed in a separate sub-chapter first. The procedures for collection and distribution of mapping rules can be found on the MHS Co-ordination Server, in the directory "/procedures". Appendix D describes how this server can be accessed.
If you want to define mapping rules for your own local domain, you can find the right contact person in your country or network (the gateway manager) on the same server, in the directory "/mhsservices".
Local additions
Since certain networks want to define rules that should only be used within their networks, such rules should not be distributed worldwide. Consider two networks that both want to reach the old toplevel-domain 'arpa' over their local gateway. They would both like to use a mapping 2 rule for this purpose: -Make sure any domain you map to can also be mapped back;.
-Aim for symmetry.
-Don't define a gateway table entry if the same domain already has a map2 entry. Such a rule would be redundant.
-Map to "ADMD=0;" if you will not be connected to any ADMD for the time being.
-Only map to "ADMD= ;" if you are indeed reachable through _any_ ADMD in your country.
-Mind the difference between "PRMD=;" and "PRMD=@;" and make sure which one you need. (Try to avoid empty or unused attributes in the O/R address hierarchy from the beginning!) -Don't define mappings for domains over which you have no naming authority.
-Before defining a mapping rule, make sure you have the permission from the naming authority of the domain you want to map to. Normally, this should be the same organisation as the mapping authority of the domain in the left hand side of the mapping rule. This principle is called 'administrative equivalence'. Make sure that ergo.zz (or at least all of its subdomains) is DNS routeable (register an MX or A record) and will be routed to a gateway that agreed to route the messages from the Internet to you over X.400.
In the other direction, if you are operating the Internet domain cs.woodstock.edu, and you want to define a mapping for that domain: map2: cs.woodstock.edu#O$cs.PRMD$woodstock.ADMD$ .C$us# map1: O$cs.PRMD$woodstock.ADMD$ .C$us#cs.woodstock.edu#
Make sure that C=us; ADMD= ; PRMD=woodstock; O=cs; (or at least all of its subdomains) is routeable in the X.400 world, and will be routed to a gateway that agreed to route the messages from X.400 to your RFC 822 domain over SMTP. Within the GO-MHS community, this would be done by registering a line in a so-called domain document, which will state to which mail relay this domain should be routed.
Co-ordinate any such actions with your national or MHS' gateway manager. See chapter 3.4.
Conclusion
Mail gatewaying remains a complicated subject. If after reading this tutorial, you feel you understand the basics, try solving some reallife problems. This is indeed a very rewarding area to work in: even after having worked with it for many years, you can make amazing discoveries every other week........
