Let Y denote a D-class symmetric association scheme with D > 3, and suppose Y is bipartite P-and Q-polynomial. Let T denote the Terwilliger algebra with respect to any vertex X.
Introduction
The Terwilliger algebra of a commutative association scheme was introduced in [19] . This algebra is a finite-dimensional, semisimple @-algebra, and is non-commutative in general. The Terwilliger algebra has been used to study P-and Q-polynomial schemes [19] , group schemes [1, 3] , strongly regular graphs [22] , Doob schemes [ 161, and schemes over the Galois rings of characteristic four [15] . Other work involving this algebra can be found in [7] [8] [9] 11, 12, 14, 20, 21, 23] .
The Terwilliger algebra is particularly well-suited for studying P-and Q-polynomial schemes; nevertheless, it was shown in [19] that the intersection numbers of these schemes do not completely determine the structure of the algebra. In this article, we consider the Terwilliger algebra of a bipartite P-and Q-polynomial scheme. We show that with the added bipartite assumption, the intersection numbers of the scheme completely determine the structure of the algebra. To describe our results, let Y = (X,{Ri}04ig~) denote a symmetric association scheme with 083.
Suppose Y is bipartite P-and Q-polynomial. Fix any x EX, and let T = T(x) denote the Terwilliger algebra of Y with respect to x. T acts faithfully on the vector space CX by matrix multiplication; we refer to CX as the standard module. Since T is semi-simple, CX decomposes into a direct sum of irreducible T-modules.
Let W denote an irreducible T-module contained in Cx. We show that W is thin and dual thin in the sense of Terwilliger (Lemma 9.2). We produce two bases for W with respect to which the action of T is particularly simple (Theorem 9.3). To describe this action, we use two sets of scalars, the intersection numbers of W and the dual intersection numbers of W. We compute these scalars in terms of the eigenvalues of Y, the dual eigenvalues of Y, and two additional parameters, called the endpoint and diameter of W (Lemma 9.7 and Theorems 10. 3, 11.4) . We show that the endpoint and diameter of W determine its isomorphism class as a T-module (Theorem 13.1).
Combining our above results, we find a recurrence which gives the multiplicities with which the irreducible T-modules occur in CX (Theorem 14.7). Using the recurrence, we obtain formulas for the multiplicities of the irreducible T-modules with endpoint at most 4 (Theorem 15.6).
In a future paper, we intend to use these results to study the subconstituents of bipartite P-and Q-polynomial schemes. We hope this will produce a classification of these schemes. Our work is closely related to that of B. Curtin concerning 2-thin distance regular graphs [9] .
2. Association schemes Definition 2.1. By a symmetric association scheme (or scheme for short) we mean a pair Y=(X,{R,} ) h l O<,Q , w ere X is a non-empty finite set, D is a non-negative integer, and RO, . . . , Ro are non-empty subsets of X x X such that (i) {Ri}O<i<D is a partition of X XX; (ii) R~={_xx~x~X}; (iii) Ri=Ri for O<i<D, where RI={yXIxyERi}; (iv) For all h,i, j (OG h,i, j<D), and for all x, y EX such that xy E Rh, the scalar For the rest of this section, let Y = (X, {Ri}o<i<o) denote a scheme. We begin with a few comments about the intersection numbers of Y. For all integers i (0 < i <D), set ki := p$ and note that ki # 0, since Ri is non-empty. We refer to ki as the ith valency of Y. Observe that pt = bijki (0 <i, j < D).
We now recall the Bose-Mesner algebra of Y. Let Matx(@) denote the @-algebra of matrices with entries in C, where the rows and columns are indexed by X. For each integer i ( It follows from (i)-(iv) that AD, . . . , AD form a basis for a subalgebra A4 of Ma&(C 
By [2, p. 591, the pi(j), qi(j) are real. We refer to pi(j) (resp. qi(j)) as the jth eigenvalue (resp. jth dual eigenvalue) associated with Ai (resp. Ei). By [2, p. 631, the eigenvalues and dual eigenvalues satisfy Observe that M* is commutative, since the dual idempotents are diagonal.
For each integer i (0 Gi GD), let AT =A)(x) denote the diagonal matrix in Matx(@) with yy entry (AT),," = IxI(Eih, (V EX).
We refer to A) as the ith dual associate matrix of Y with respect to x. Combining (2) , (3) with (5) and (6), 
The Terwilliger algebra and its modules
Let Y =(X, {Ri}oGiGD) denote a scheme. Fix any x EX, and write M* =M*(x). 
Let T = T(x)
where the sum is taken over all the indices i (0 < i < D) such (21) Note that R, F, and L have real entries by (1) and (5). Also, observe that F is symmetric and R=L'. By (9) and (15),
A=R+F+L. (22)
Using (2 1 ), we find that for any i (0 <i GD),
5. The T-modules of P-polynomial schemes
In this section, we describe the irreducible T-modules of P-polynomial schemes. Let Y = (X, {Ri}o<i<o) denote a scheme which is P-polynomial with respect to the ordering Ro, . By (19), (20) the matrix P is essentially Vandermonde, so its determinant is nonzero. Clearly A,, Ak are non-singular, so the above system of equations has only the trivial solution. That is, EtAjEzU = 0 (0 <j < 2h). But this is impossible, since 0 # u = E~AoE~v.
(ii). Fix any non-zero v E E,* W. On one hand, the number of indices i such that Eiv=O is at least D-d*. On the other hand, this number is at most 2r, by (i) above. The result follows. 0
Lemma 5.2 (Terwilliger [19, p. 3831). Let Y =(X, {Ri}o<i<b) denote a scheme which is P-polynomial with respect to the ordering Ro, . . , , Ro of the associate classes. Fix any x EX, and write E,? = E,?(x) (0 <i <D), T = T(x). Let W denote a thin, irreducible T-module with endpoint r. Then
(i) W=ME,*W.
The Q-polynomial property
Let Y = (X {Ri}O<i<D ) denote a scheme. We say that Y is Q-polynomial (with respect to an ordering Eo, . . . , ED of the primitive idempotents) whenever for all integers h,i,j (Oal,i,j<D), 
qfi = 0 if one of h, i, j is greater than the sum of the other two,

Fix any x EX and write E,? = El?(x), A) =A,*(x) (O<idD).
Of particular interest are the matrix A* :=A;@), and the scalars @ :=q,(i) (O<i<D). By (7),
and also that Al? = $(A*) (0 <i<D), where vi* is a polynomial with real coefficients and degree exactly i. In particular, A* generates the dual Bose-Mesner algebra M* =&f*(x). By (7), it follows that
j<D). (35)
We now recall the dual raising, lowering, and flat matrices of Y. Define the matrices
Note that R*, F*, and L* have real entries by (7), and since the qi(j) are real. Also, observe that F* is symmetric, R* = L*t, and
A*=R* +F* +L*. (37)
Using (36), we find that for any i (OGiGD),
The T-modules of Q-polynomial schemes
In this section, we describe the irreducible T-modules of Q-polynomial schemes. 
,Eo of the primitive idempotents. Fix anyxEX, and write Ef=E,*(x) (O<idD), M*=M*(x), T=T(x). Let W denote a dual thin, irreducible T-module with dual endpoint t. Then
(i) W=M*ErW. (ii) E,FW=E,FEtW (O<idD). (iii) W is thin.
Bipartite P-and Q-polynomial schemes
Let ~=(X{&}OQ~GD ) denote a scheme which is P-polynomial with respect to the ordering Ro, . . . , Ro of the associate classes.
Y is said to be bipartite (with respect to the P-polynomial ordering) whenever ai = 0 for all integers i (0 <id D). It follows from (9) and (21) that Y is bipartite if and only if the matrix F = F(x) is zero for every x E X.
For the entire remainder of this article, we shall be concerned with bipartite schemes which are P-and Q-polynomial, so we make the following definition. Definition 8.1. Let Y =(X,{(Ri}o~i~o) denote a scheme with 023 which is bipartite P-polynomial with respect to the ordering Ro, RI,. . . , Rn of the associate classes, and Q-polynomial with respect to the ordering Es,. . . , En of the primitive idempotents. Fix any x EX, and write T = T(x) to denote the Terwilliger algebra of Y with respect to X. (Where the context allows, we will also suppress the reference to x for the individual matrices in T -e.g., E,* = E:(x), R = R(x), etc.). 
Bases for irreducible T-modules
Let Y be as in Definition 8.1, and let W denote an irreducible T-module. In this section, we show that W is both thin and dual-thin. We also produce two orthogonal bases for W, and find the action of T on these bases. (ii) Observe L*v= 0 by (38), and F*v= au by assumption, so R*v=(A* -al)v in view of (37). Since R*v E E*+I W by (38), A(A* -ccl)0 = &+*(A* -aZ)v.
We may now argue that (ii) (i) For all non-zero u E E1 W, the vector E,Fv is a basis for E,? W for r G i <r + d.
In particular, E,* u, Er*, , v, . . . , ET+du is a basis for W.
(ii) For all non-zero v E E,* W, the vector Eiu is a basis for Ei W for t <i < t + d. (ii) Similar to the proof of (i). 0
We can now say the following about the structure of the irreducible T-modules for Y. We may now argue that (iii) Immediate from (ii). 0
We next consider the action of the Terwilliger algebra on the bases given in Theorem 9.3. To do so, it is convenient to use the decomposition of the matrices A and A* into R, L, and R', F*, and L*, respectively. This leads us to introduce several new parameters which, as we will see, are natural generalizations of the intersection numbers and dual-intersection numbers of Y. 
where v is any non-zero vector in E,* W. By Lemma 9. (ii) The eigenvalues of B( W) are t?,, g,+, , . . . , e,, 
Proof. By Lemma 9.7, both sides of (63) equal the trace of B*( W). 0
We conclude this section by finding two expressions for the scalar a,*(W). 
Computation Of Ci(W), bi( W)
Let Y be as in Definition 8.1, and let W denote an irreducible T-module with diameter d. In this section, we compute the parameters ci( W), bi( W) (0GiG.d).
Lemma 10.1. With reference to Dejinition 8.1, let W denote an irreducible T-module with diameter d and dual endpoint t. Fix any integer i (0 <i<d). Then Ci(W)+bi(W)=et. (69)
Proof. Fix any non-zero u E E, W. By (46) and (58) The result now follows, since E,*,,o#O by Theorem 9.3(i). 0 (1 <i<d -l),
Theorem 10.3. With reference to Definition 8.1, let W denote an irreducible Tmodule with endpoint r, diameter d, and dual endpoint t. Then co(W)=09 (71)
dm=et,
bj(W)= 6(e,*,,
bd( W) = 0.
In particular, ci( W), bi( W) are real for 0 <i <d. (76)
Proof. Lines (71), (76) follow directly from (26), (58), and (59). Lines (73), (74) follow from (69) (71), and (76). To obtain (72) and (75), solve the linear system (69), (70) for the variables ci( W), hi(W).
We observe that the coefficient matrix of this system is non-singular since 0,*, . . . ,@ are distinct. 0
Computation of ci*( W), ui*( W), bi*( W)
Let Y be as in Definition 8.1, and let W denote an irreducible T-module eter d. In this section, we compute the parameters CT< W), a*(W), bT( W)
with diam-(O<i,<d).
Lemma 11.1. With reference to De$nition 8.1, let W denote an irreducible T-module with endpoint r and diameter d. Fix any integer i (OdiQd). Then cl!< W) + a:(W) + bj+( W) = t!l,*. (77)
Proof. 
=El+iA*AV (by (37), (38)) = @+,E,+iAv (by (79)) =C+,4+iEr+iu (by (18)).
The result now follows, since E,+iU#O by Theorem 9.3(ii). 
where 8_,, 80+1 are indeterminates.
Proof. For notational convenience, set CI := bo( W)q (W). Pick any non-zero u E E,* W.
We first claim that LRv = CIV. To see this, observe by Theorem 9.3(i), there exists a non-zero z E E, W such that v = E,*z. Applying Definition 9.5,
LRv=LRE,~~=~,(W)LE,*,,~=~~(W)~,(W)E,!~,
and the claim follows.
By the above claim, line (22) , and since Lv = 0, =(e,*,,(ef+, -m) + ae,*)&+io (by (18)).
The result now follows, since Et+iv#O by Theorem 9.3(ii). (1 Gi<d -l), 
The square-norms of the basis vectors
Let Y be as in Definition 8.1, and let W denote an irreducible T-module. In this section, we compute the square-norms of the basis elements given in Theorem 9.3.
Lemma 12.1. With reference to Dejinition 8.1, let W denote an irreducible T-module with endpoint r, diameter d, and dual endpoint t. (i) For any non-zero v E E1 W, ci(W)I(ET+iVII* =bi-,(W)IIE,*,i_IVII* (1 di6d).
(
ii) For any non-zero v E E,* W, c,*(W)((E,+iVJI*=b,*_,(W)IIEt+i-,V1(* (l<i<d).
Proof. (i) By (58), (59), and since R=E', s(W) llE,*,i~Il* = (m,*,i-,V,E,*,iV)
(92) ( 
93)
Recall that bi_l( W) is real by Theorem 10.3, so the result follows.
(ii) Similar to the proof of (i). 0
Corollary 12.2. With reference to Dejinition 8.1, let W denote an irreducible Tmodule with diameter d. Then (i) bi_l(W)ci(W)>O (1 <i<d). (ii) b,*_,(W)cT(W)>O
(1 <i<d). 
Proof. (i) The product bi_l(W)ci(W)
(Odi6d).
ii) For any non-zero II E E,! W,
Proof. Immediate from Lemma 12.1 and Corollary 12.2. 0
The isomorphism classes of irreducible T-modules
Let Y be as in Definition 8.1. In this section, we prove that the isomorphism class of any irreducible T-module for Y is completely determined by its endpoint and diameter.
Theorem 13.1. With reference to Definition 8.1, let W, W' denote irreducible T-modules with endpoints r,r', dual endpoints t, t', and diameters d,d', respectively. Then the following are equivalent. (i) W and W' are isomorphic as T-modules. (ii) r = r' and d = d'. (iii) r = r' and t = t'. (iv) B*(W) =B*( W'). (v) r=r' andB(W)=B(W').
Proof. (i) + (ii): Let 4 denote a T-isomorphism from W to W'. Then for any integer i (O<idD), E,!W=O w &E;W)=O H EZ%j(W)=O + E,!W'=O.
Now (ii) follows by (26).
(ii) ts (iii): Immediate by Theorem 9.4(ii).
(ii), (iii) + (iv): By Theorem 11.4, the entries in the dual intersection matrix are determined by the endpoint, diameter, and dual endpoint.
( 
&E,%+E,%' (rdi<r+d). (96)
We show Q, is an isomorphism of T-modules. Since A, E,*, EF, . . . , ET generate T, and since A = R + L, it suffices to show
(Ej?4 -f@)W=O (OGjdD).
(99)
Line (99) 
Multiplicities of the irreducible T-modules
Let Y be as in Definition 8.1. In this section, we compute the multiplicities with which the irreducible T-modules appear in the standard module V. (ii)
trace(E,*LdRdE,*) = /~,.~+fi-' bhG+d_h. 
By a simple counting argument this number equals the right-hand side of (102). However, such a module need not exist.
We can now state our main result, the recurrence on the multiplicities. 15. The parameters in terms of q and s* In this section, we explicitly compute the intersection matrices, dual intersection matrices, and multiplicities of the irreducible T-modules. For convenience, we exclude a small class of examples.
Let D denote any integer at least 3. Let H(D, 2) denote the D-cube, and let I?(2D, 2) denote the antipodal quotient of H(2D,2). It is well known that H(D,2) and t?(2D,2) are bipartite P-and Q-polynomial schemes. In [13] , it was shown that H(D, 2) is uniquely determined by its intersection array. In [4] , it was shown that Z?(2D,2) is uniquely determined by its intersection array if D # 3, and that there are precisely 3 non-isomorphic schemes with the same intersection array as H (6, 2) . Let fi(6,2)', &(6,2)" denote the non-isomorphic schemes distinct from &(6,2) which have the same intersection array as A(6,2). For information on the structure of the irreducible Tmodules for these schemes, see [21] . Evaluating (122) using (1 lo), (1 1 1 ), and solving the result for 0:) we obtain (119). To obtain (120), recall cl = 1, so by (72) (with r = 0, t = 0), l= O 2 e (e* -ef) -e,(e; -e,*) e; -e; .
Evaluating (123) using (llO), (ill), we obtain (120). Line (121) is proved similarly. 
(l<i<d 
(1 <i<d -I), 
Proof. (i)-+(ii):
This can be found in [2, p.3041.
(ii)+(i):
Setting qb=-1 ands*=q-' in(120),wefindh=l. Settingh=l,qD=-1, t = 0 in (127), we find in view of Lemma 13.3(i) that bs = 2. Now Y is a cycle. 
