Abstract Rainfall data are a crucial input for various tasks concerning the wet weather period. Nevertheless, their measurement is affected by random and systematic errors that cause an underestimation of the rainfall volume. Therefore, the general objective of the presented work was to assess the credibility of measured rainfall data and to evaluate the effect of measurement errors on urban drainage modelling tasks. Within the project, the methodology of the tipping bucket rain gauge (TBR) was defined and assessed in terms of uncertainty analysis. A set of 18 TBRs was calibrated and the results were compared to the previous calibration. This enables us to evaluate the ageing of TBRs. A propagation of calibration and other systematic errors through the rainfall -runoff model was performed on experimental catchment. It was found that the TBR calibration is important mainly for tasks connected with the assessment of peak values and high flow durations. The omission of calibration leads to up to 30% underestimation and the effect of other systematic errors can add a further 15%. The TBR calibration should be done every two years in order to catch up the ageing of TBR mechanics. Further, the authors recommend to adjust the dynamic test duration proportionally to generated rainfall intensity.
Introduction
The modelling of rainfall -runoff processes is a generally accepted approach to the analysis of urban drainage hydraulic behaviour during wet weather. However, this method comprises uncertainties in model structure, model constants and parameters and model inputs. Rainfall data are the crucial input for various tasks concerning wet weather period. Therefore, uncertainties of precipitation estimation are the topic of this paper. The observation of rainfall includes many partial uncertainties depending on the type of measurement. The tipping bucket rain gauge (TBR) has become probably the most popular rain gauge. Sevruk (2002) estimated that the global number of recording precipitation gauges is about 40,000 and about 45% of them are TBRs.
The measurement of rainfall is affected by a number of random and systematic errors that cause underestimation of the rainfall volume of about 3% to 30% (Rauch et al., 1998) . The main components of the systematic errors (with the exception of winter conditions) are wind, wetting of internal walls, evaporation, splashing and the rain gauge design. Random errors are caused, e.g., by mechanical and electrical disturbance of the gauge, errors in data transmission or clogging of the tipping bucket and can be as high as about^30% (Rauch et al., 1998) .
The reason for wind induced error is coming from the systematic distortion of the velocity field above the elevated gauge body. A quantification of the error has been done by Sevruk (1996) for small intensities (up to 3.5 mm/h) for different wind speeds. It was documented that the error is decreasing with increasing intensity (from more than 30% for 0.25 mm/h to 10% for 3.5 mm/h -wind speed 3 m/s) and still has an influence (up to 5%) at rainfall intensities in the range 20-50 mm/h. Wetting losses occur when precipitation adheres to the surface of the funnel and evaporates (or sublimates) without being recorded. The magnitude of the error was estimated as 2-10% (Sevruk, 1982) . Evaporation losses of precipitation accumulated in the gauge collector were estimated as 0 -4% by Sevruk (1982) . In the same work the author quantified splashing losses as well, with a magnitude 1-2% depending on the height of the gauge above ground level.
The principle of TBR can induce an error of about 10% in the measured rain depth (Maksimovic et al., 1991) . This is caused by the weakness of TBR mechanical function when a discrete amount of time is required for the tip of the bucket. Since the time required for tipping is essentially constant, the amount of precipitation flown into the 'wrong' bucket during tipping is increasing with increasing rainfall intensity (Nystuen et al., 1996) . This phenomenon (tip time error) is usually addressed by the correction curve based on the dynamic calibration of TBR. The need of dynamic as well as static (volumetric) calibration was studied by several previous studies (e.g. Marsalek, 1981; Niemczynowicz, 1986) . The static calibration was found necessary whereas the dynamic one is less important, because it affects high precipitation intensities only (Fankhauser, 1998) . On the other hand, it results in significant systematic underestimation of the peak intensities -up to 10 -15% at rain intensities higher than 200 mm/h (La Barbera et al., 2002) . A quantification of uncertainty has been recommended for further research by Krajewski et al. (1998) .
Concerning rainfall, the rainfall -runoff simulations are affected not only by the measurement errors but also by the spatial distribution of rainfall. However, the influence of spatial distribution is well documented in the literature (e.g. Lei, 1996) . Effects of TBR measurement errors are less frequently studied on the contrary. Fankhauser (1997) studied the effect of depth resolution and calibration uncertainties on resulting runoff and overflow volumes. It was found that simulation results are more sensitive to volumetric error in the bucket size than to incorrect dynamic calibration parameters. The relative deviation in peak discharge was found up to 19% (usually less dependent on studied cases) and used rainfall events had maximum intensity up to 120 mm/h. The influence of static and dynamic calibration was studied by Krejcik et al. (1998) as well. 'Uncorrected' and 'corrected' data was used as an input to the simulation model and a negligible error in discharge hydrograph was found (correlation factor 0.982-0.999). The relative deviation was not expressed (it seems to be up to 10%) and calibration curves were derived for intensities up to 90 mm/h.
As described, the measurement of rainfall is connected with considerable uncertainty that is propagated through rainfall -runoff models. The general objective of work presented in the paper was to assess the credibility of rainfall data measured by PVK Inc. operating Prague sewer system and to evaluate the effect of measurement errors on urban drainage modelling tasks. The following particular objectives were studied: † Definition of step-by-step static and dynamic calibration method † Uncertainty analysis of the calibration method in order to assess its credibility † Comparison of the network TBR calibration curves with the previous ones † Assessment of the calibration effect on rainfall -runoff model results † Estimative analysis of the effect of other measurement systematic errors on the model results
Methods
The set of 18 rain gauges with 500 cm 2 orifices and the resolution 0.1 mm of rain depth was used in the study. The gauges are permanently placed in a matrix scheme within Prague's agglomeration and have been in operation since 2001. The previous calibration was done prior to their first installation.
Within the static (volumetric) calibration, each rain gauge has been tested at first in order to determine the actual setting of the bucket volume. Both parts of the bucket were tested five times and the average value was taken into account. In case the bucket volumes were inside of the defined range we proceeded to the dynamic calibration. Otherwise, the bucket position was adjusted with the help of set-screws and tested again. The volume range 4.7 to 5.3 ml was defined according to the theoretical volume of the bucket and the size of drop produced by the funnel. The volumetric setting was tested again after the dynamic calibration. During the dynamic calibration, each gauge was loaded by eight pre-defined intensities over the period of 18 minutes. The range of the tested intensities was 1.8 to 180 mm/h according to the typical occurrence in the region. The water was pumped by Ismatec MCP peristaltic pump from the container to the gauge cylinder. The container was continuously weighed by Mettler Toledo PB5001 balance with resolution 0.1 g and the bucket tips were recorded by a logger. The first three minutes of each test weren't taken into account to guarantee pumping linearity after the pump start. Pumped intensity and the error of measurement were counted as follows:
]; ERR i is error of measurement [%]; V P is volume of water pumped to TBR within test (record of balance) [ml] and V R is volume of water recorded by TBR within test (record of TBR) [ml] .
The uncertainty analysis of the calibration was based on the ISO Guide to the Expression of Uncertainty (1995) . The performed analysis includes sources of uncertainty according to Table 1 .
Comparison of calibration curves
The whole set of TBRs has been calibrated twice -in 2001 before its first installation and within the presented work in 2005. The prior calibration was done according to different methodology than presented so the comparison is not fully representative. However, it can show approximately the trend of TBR mechanical ageing. The result of the calibration in both cases was a set of calibration curves (fitted through points obtained by Drops produced by the funnel have volume 0.3 ml, but the error is dumped with increasing number of tips included in the average value over the period 3-18 minutes 4 Error is based on balance characteristics (linearity 0.20 g, repeatability 0.08 g, readability 0.10 g) and on error introduced by time resolution (1 s) dependent on pumped intensity dynamic calibration, i.e. i P vs. ERR i ). Each set was statistically treated afterwards. The average values of calibration curves (ERR i ) for different intensities (i P ) and 90% confidence limit were computed. This enabled us to compare both calibrations.
Effect on rainfall -runoff simulation An experimental catchment was selected for documentation of measurement error influence on rainfall-runoff simulations. It is situated in southeast Prague; it has an area of 292 ha and is served by a separate sewer system. The system is connected to a stormwater pond (volume 15,000 m 3 ). A representation of a stormwater sewer system was built in a MOUSE environment and the rainfall-runoff model was calibrated and verified. In the next step, the model was loaded by four different rainfall data series from locally relevant TBR as follows: 1. correction of rainfall data by static calibration only 2. correction of rainfall data by prior dynamic calibration (2001) 3. correction of rainfall data by current dynamic calibration (2005) 4. correction of data by current dynamic calibration and other systematic errors Each of the first three scenarios is represented by a unique rainfall record; the fourth one is represented by a set of 25 generated hyetographs. A random sampling of calibration uncertainty and losses caused by wind, wetting and evaporation was done for every time interval of rainfall measurement (Dt ¼ 1 min). Calibration uncertainty was introduced according to its analysis described before. The wind losses were sampled for wind speeds 0 to 5 m/s (absolute values 0 to 10.5%). The wetting losses were introduced in dependence on antecedent period without rain and gained value up to 10%. Finally the evaporation losses were distributed in the range 0 to 4%. All 25 generations were simulated and the results were statistically treated in order to obtain a probability density function of the simulated outputs (Monte Carlo method).
All scenarios were studied on two historical rain events; the first one was short and very intense, the other one long-lasting with moderate intensity (Table 2 ). The effect was studied on the runoff characteristics mentioned in Table 3 .
Results

Calibration method and its uncertainty
The uncertainty of the calibration method is mainly dependent on a number of repetitions performed during the static calibration and the duration of the dynamic test for individual intensities (number of tips within this period respectively). The other sources of uncertainty were considered as constants as they depend on used and tested hardware. Two alternatives were defined: the first one (parameters set A) was used for calibration of all TBRs, i.e. five repetitions and 15 minutes long dynamic test (as described before). The second studied alternative (parameter set B) represents a 'minimal' configuration with only one repetition and 3.5 minutes long dynamic test. The results of the analysis are shown in Figure 1 . It was found that the number of repetitions during the static calibration has less significant effect on the uncertainty than the duration of the dynamic test. The most distinct difference between the alternatives is visible in the range of low intensities (up to 20 mm/h). If a criterion of maximum 10% relative error related to mean value is set up it could be seen that a 3.5 minutes long dynamic test is acceptable for intensities higher than 50 mm/h and, on the contrary, 15 minutes are not enough for intensities less than 20 mm/h. This is caused by the number of tips performed over the dynamic test period which has an effect on the 'dumping' of introduced uncertainty mainly from drop size error. The conclusion is that the duration of the dynamic test should not be constant for all tested intensities, but it should be a function of intensity. In the presented case, the following durations of dynamic tests are sufficient (180 mm/h -1.5 min; 60 mm/h -3 min; 20 mm/h -15 min; , 10 mm/h -120 min). The advantage of such an approach is that TBR is loaded by a significantly lesser amount of water during the calibration (only 36% in comparison to 15 min uniformly long tests), which prevents the unnecessary ageing of TBR mechanics.
Comparison of calibration curves
Five types of calibration curves were found -linear (four gauges), quadratic (five), cubic (two), logarithmic (three) and combined cubic -quadratic (four). The last mentioned falls at first (the value of error is decreasing) and from medium intensities (15-30 mm/h) it rises. The initial decrease of the error value is probably caused by the dynamic effect of drop on the bucket that is different within the static and dynamic calibration. An experiment showed that drops produced by the burette are three times less than those produced by the funnel. This difference causes an 'earlier' tip of the bucket in the range of low intensities when water is just dropping from the funnel. For higher intensities when water Figure 1 Uncertainty analysis results; upper -results of dynamic calibration and fitted calibration curve; lower -relative deviation from mean value for alternatives A and B is continuously flowing into the bucket, the error from the mechanical function (tip time error) starts to prevail and the measurement error increases. It is interesting, that the number of TBRs with combined cubic -quadratic function decreased from 16 (in 2001) to 4 (in 2005). It can be explained by the ageing of TBRs (increasing resistance of the bucket axis). The statistical evaluation of both performed calibrations is shown in Figure 2 . Whereas the former 'average' calibration has a cubic -quadratic relation, the current one is purely quadratic. The difference in absolute error (ERR max -ERR min ) was 10% in 2001 and 20% in 2005 in the range 5-130 mm/h. The change in curve steepness is well visible and can be dedicated to the TBRs' mechanical ageing. The width of the confidence interval shows that it is not possible to use a universal calibration curve, even for the TBRs from one producer.
Effect on rainfall -runoff simulations
The rainfall record from the TBR station Kozinec (relevant to experimental catchment) was used for demonstration of the measurement errors, effect on rainfall -runoff simulations. The calibration curve is shown in Figure 1 . The results of the performed simulations are in Table 4 for a short intensive rain event. Scenario 3 (data corrected by current dynamic calibration) was used as a reference one. As expected, rain measurement done with no or out-of date dynamic calibration is underestimated. The deviation in rain depth is 14% (static calibration only) and 8% (2001 dynamic calibration) respectively. Rain-fall rain depth 2 14% 2 8% 47 mm
The deviation in runoff volume is not dumped in the system due to the mass conservation principle. On the contrary the deviation of maximum values is dumping along the path of water. Whereas the rain event maximum intensity is underestimated by 37% (30%), the deviation in Q max is dumped down to 11% (6%) in downstream profile. The mild increase of deviation at the storm water pond outflow is caused by other part of the sewer system (with shorter time of concentration) connected independently into the pond. Duration of discharge below the pond indicates the highest deviation from the studied system characteristics. Two year discharge duration (Q ¼ 1 m 3 /s) exhibits deviation 31% (18%).
Deviation of maximal water depth h max and maximal velocity U max are of the same order as the volume one and do not represent any significant trend. Monte Carlo simulations performed within scenario 4 showed that other systematic errors cause further underestimation of rainfall data and simulation results consequently. Even results based on the data corrected by the actual calibration curve lie on the lower limit of the 95% confidence interval. The evaluation of longer less intensive rainfall indicated the same trend though absolute values are lower.
The hydrographs computed for the investigated scenarios are shown in Figure 3 together with the evolution of the deviation in time. There are two deviations plotted -the first one evaluates the influence of TBR calibration (scenario 1 compared to scenario 3), the second one evaluates the influence of other systematic errors (mean value of scenario 4 compared to scenario 3). The effect of neglected dynamic calibration in the downstream profile is not highest in Q max , but in the raising and falling branches of the hydrograph (up to 40%). The other systematic error deviation is positive all the time. The lowest values occur in the time of peak discharge mainly due to the decrease of the wind induced error during an intensive part of the rain event. The right part of Figure 3 shows that both deviations are smoothed when the runoff passes through the pond, but they are still significant, especially in the hydrograph raising branch.
Conclusions and discussion
The project presented has been focused on credibility of rainfall data measured by TBR. The gauge calibration method was studied with respect to its uncertainty and time of validity of derived correction curves was assessed. Based on literature review and laboratory experiments, a wide spectrum of measurement errors was identified. As the rainfall data are the main input of the runoff simulations, the effect of their measurement on the simulation results was demonstrated.
Statistical evaluation of the static and dynamic calibration method of TBR exhibits acceptable uncertainties with the exception of low rainfall intensities (,20 mm/h). This insufficiency can be addressed by the variable (intensity dependent) duration of the dynamic test. Whereas the duration should be prolonged for low intensities in order to reduce uncertainty, it can be shortened for higher intensities without risk of unacceptable uncertainty increase. The TBR recalibration after four years demonstrated the ageing of TBR mechanics. The 'average' calibration curve for the set of TBRs has changed in the range 5-10%. Consequently, it affects rainfall -runoff simulation results for up to 15%. Therefore, the calibration should be repeated regularly at least once per two years. Alternatively, the change of measurement technology is possible. However, only 1-3% of the global number of recording precipitation gauges are using novel technologies presently; e.g. drop counter systems, optical gauges (Sevruk, 2002) . In addition, a long-term stability of measurement accuracy of these technologies is not well documented yet.
Concerning TBR it was found that the dynamic calibration is important mainly for tasks connected with the assessment of peak values of hydraulic characteristics and high flow durations, especially on small and medium sized catchments. In the studied case the omission of calibration led to up to 30% underestimation. Furthermore, correction of other systematic errors is recommended as their neglect leads to further underestimation as high as 15%. However, important and still not fully described is the effect on frequency analysis. A frequency of outflow from the stormwater pond during short rain events was estimated from once per 10 years (static calibration only), through once per 40 years (correction by dynamic calibration) up to once per 60 years (other systematic errors included). It can be expected that frequency deviation will be significant even for large catchments. Generally, a critical view on measurement of the rainfall data is necessary as their uncertainty is propagated through variety of urban drainage tasks and influences the decision making process consequently.
