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We study the gamma noise measure µ on Borel sets of Schwartz space S′(R),
which turns out to be an interesting example of compound Poisson measure. The
orthogonal analysis with respect to µ relates to biorthogonal one analogously to
the case of Poisson measure. This fact enables to solve stochastic Wick–Skorokhod
equations involving gamma noise.
1. Let N ′ ⊃ H ⊃ N be a nuclear rigging of the real Hilbert space H = L2,Re(R)
by the real Schwartz space N := S(R) = pr limp∈NHp and N
′ := S′(R) =
ind limp∈NH−p. Here the family {Hp, p ∈ N} of the Hilbert spaces satisfies the
condition: ∀p ∈ N ∃p′ ∈ N : Hp′ →֒ Hp and the embedding belongs to Hilbert–
Schmidt class; H−p is the negative space of the chain H−p ⊃ H ⊃ Hp (see, e.g.,
[2]). We denote by | · | and | · |p the norms in H and Hp, p ∈ Z\{0}, respec-
tively and by 〈·, ·〉 the dual pairings between Hp and H−p and between N and N
′,
given by the extension of the inner product in H and preserve these notations for
complexifications and tensor powers of abovementioned spaces.
We define the gamma noise measure µ on (N ′,B(N ′)) by its characteristic func-
tional
Cµ(θ) =
∫
N ′
exp{i〈x, θ〉}µ(dx) = exp{−〈1, log(1 − iθ)〉}, θ ∈ N (1)
via the Bochner–Minlos theorem. This name is natural for µ, because Cµ coincides
with the characteristic functional of the gamma noise, i.e. generalized stochastic
process with independent values ξ′ = {ξ′t, t ∈ R} being the distributional derivative
of gamma process ξ (for more details on generalized stochastic processes see [5], on
gamma process—[13]).
Indeed, setting in (1) θ = λχ[0∧t,0∨t], λ ∈ R, t ∈ R\{0} one obtain Cµ(θ) =
(1− iλ)−|t|. This function coincides with Fourier transform of the density p|t|(s) =
s|t|−1e−sχ(0,∞)(s)/Γ(|t|), s ∈ R of Γ(|t|)–distribution. Consider the probability
space (N ′,B(N ′), µ). The random variable ξt(x) := 〈x, χ[0∧t,0∨t]〉 has Γ(|t|) dis-
tribution, so the family of random variables ξ = {ξt, t ∈ R} (ξ0 := 0) is gamma
process.
The gamma process is a separable stochastic process with independent incre-
ments, so the characteristic function E exp{iλ(ξt2 − ξt1)}, t1 < t2 of its increment
has Le´vy–Khinchine representation (see, e.g., [6,10]). By (1) this representation
has the following form∫
N ′
exp{iλ〈x, χ[t1,t2]〉}µ(dx) = exp
{
(t2 − t1)
∫ ∞
0
(eiuλ − 1)
e−u
u
du
}
. (2)
In other words, the equality (2) means that the Le´vy triple (a, σ2, β) of the gamma
process ξ coincides with
a =
∫ ∞
0
e−u
1 + u2
du, σ2 = 0, β(∆) =
∫
∆∩(0,∞)
e−u
u
du.
Thus, the gamma process is a non-decreasing compound Poisson process such that
almost every sample path has infinitely many jump discontinuities in each open
interval and is locally bounded (see, e.g., [6]). This fact, equality (1) and some
results from [13, ch. 3] enables us to describe some sets of full µ-measure. Below
we denote by D(R) the collection of all the locally countable sets d ⊂ R.
1
Theorem 1. 1) There exists p ∈ R such that µ(H−p) = 1.
2) The set
M :=
{∑
tk∈d
hkδtk : hk > 0, d ∈ D(R)
}
∩ C0(R)
′ ⊂ N ′
has the full µ-measure.
3) Denote for y ∈M y(τ) = 〈y, χ[0∧τ,0∨τ ]〉. Then
(i) ∀σ > 0 µ
(
{y ∈M : |y(τ)− τ | > σ}
)
→ 0, τ → ±∞;
(ii) µ
(
{y ∈M : y(τ) − τ, τ − y(τ) are bounded on R}
)
= 0.
Remark. The gamma noise measure is a concrete example of generalized white
noise measure. The latter measures were introduced in [5], see also [1,4]. The first
statement of Theorem 1 is valid for all the generalized white noise measures (it
is a simple consequence of Le´vy–Khinchine representation). The second one holds
for compound Poisson measures such that the measure β in Le´vy triple satisfies
the following conditions: β is an infinite measure on (0,∞); ∀δ > 0 β
(
(δ,∞)
)
<
∞; m1(β) =
∫∞
0 udβ(u) < ∞. The third statement holds for compound Poisson
measures, satisfying additional requirement: m1(β) = 1.
2. It follows from (1) that the gamma noise measure µ is analytic one on
(N ′,B(N ′)). Then the function
eµ(x; θ) = exp{〈x, θ〉+ 〈1, log(1 − θ)〉}, x ∈ N
′, θ ∈ N
generates the system Pµ of Appell polynomials, corresponding to µ, i.e. eµ(x; θ) =∑∞
n=0
〈Pµn (x),θ
⊗n〉
n! (see [12]). Let a vector-function NC ∋ θ 7→ α(θ) ∈ NC be holo-
morphic at zero. Then
eαµ(x; θ) := eµ(x;α(θ)), x ∈ N
′, θ ∈ N
is generating function of the system Pµ,α of generalized Appell polynomials, corre-
sponding to measure µ and function α (for more details see [11], in one-dimensional
case N ′ = H = N = R see [3]).
Let π be Poisson measure on (N ′,B(N ′)). Recall that the generalized Appell
polynomials Ppi,αpi corresponding to π and αpi(θ) = log(1+θ) coincide with Charlier
polynomials, that are orthogonal with respect to π, see [14,15]. In the case of gamma
noise measure the following statement is true (see [7,8]).
Theorem 2. Let αµ(θ) =
θ
θ−1 , θ ∈ N . The generalized Appell polynomials P
µ,αµ
are orthogonal with respect to gamma noise measure µ.
In one-dimensional case Pµ,αµ coincides with the system of Laguerre polynomi-
als (see, e.g., [3]). So we can call the polynomials from the system Jµ := Pµ,αµ
infinite-dimensional Laguerre polynomials. As in Gaussian and Poissonian anal-
ysis one can construct the rigging (N)−1
Jµ
⊇ L2(N
′, µ) ⊇ (N)1
Jµ
, using the sys-
tem Jµ = {〈Jµn (·), ϕ
(n)〉, ϕ(n) ∈ N ⊗̂n
C
, n ∈ Z+} (⊗̂ denotes symmetric tensor
product) of Laguerre polynomials. Namely, (N)1
Jµ
= pr limp,q∈N(Hp)
1
q, (N)
−1
Jµ
=
ind limp,q∈N(H−p)
−1
−q , where (Hp)
1
q is a completion of the space of continuous poly-
nomials on N ′ P(N ′) =
{
ϕ(x) =
∑n
k=0〈J
µ
k (x), ϕ
(k)〉, ϕ(k) ∈ N ⊗̂k
C
, k = 0, n, n ∈
2
Z+
}
with respect to the Hilbert norm ‖ϕ‖2p,q,1 =
∑∞
n=0(n!)
22qn|ϕ(n)|2p, ϕ ∈ P(N
′),
(H−p)
−1
−q is dual of (Hp)
1
q with respect to L2(N
′, µ).
On another hand, using Jµ one can prove a nondegeneracy of the gamma noise
measure µ and construct the dual Appell system Qµ of distributions on N ′ and the
rigging (N)−1µ ⊃ L2(N
′, µ) ⊃ (N)1 of L2(N
′, µ) by Kondratiev spaces of distribu-
tions and test functions respectively (see [12]). As in the case of Poisson measure
π the equalities (N)−1µ = (N)
−1
Jµ
, (N)1 = (N)1
Jµ
are valid, so we have a description
of (N)−1
Jµ
and (N)1
Jµ
via characterization theorems from [12].
We apply this result for solving of the gamma counterpart of Verhulst type
equation
Yt = Y0 + r
∫ t
0
Ys ⋄ (1− Ys)ds+ a
∫ t
0
Ys ⋄ (1− Ys) ⋄ ξ
′
sds, (3)
modelling the population growth in a crowded stochastic environment. Here {Yt,
t ∈ R+} ⊂ (N)
−1
µ is unknown generalized stochastic process, r ∈ R, a > 0, ⋄
means Wick product (for more details on this and more general Wick–Skorokhod
equations see [9], Poisson counterpart of (3) was considered in [15]).
Theorem 3. Let Y0 ∈ (N)
−1
µ be such that 〈〈Y0, 1〉〉 6= 0 (〈〈·, ·〉〉 denotes the dual
pairing between (N)−1µ and (N)
1, given by inner product in L2(N
′, µ)). Then
Yt(x) =
[
1 +
(
Y
⋄(−1)
0 − 1
)
⋄ eαµµ (−r − ax;χ[0,t])
]⋄(−1)
, x ∈ N ′
is the unique (N)−1µ -solution to (3).
The proof uses S
αµ
µ -transform of Φ ∈ (N)−1µ : (S
αµ
µ Φ)(θ) = 〈〈Φ, e
αµ
µ (·; θ)〉〉, being
the analogue of S-transform of Gaussian and Spi-transform of Poissonian anal-
ysis. Namely, we have for any Φ,Ψ ∈ (N)−1µ = (N)
−1
Jµ
that S
αµ
µ (Φ ⋄ Ψ)(θ) =
S
αµ
µ (Φ)(θ)S
αµ
µ (Ψ)(θ), θ ∈ N . So S
αµ
µ transfers the equation (3) to deterministic
one as well as S and Spi. It remains to apply the standard arguments of white noise
functional approach to Wick–Skorokhod equations [9].
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