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Sign language is an essential medium for everyday social interaction for deaf people and plays a critical role in verbal learning. In
particular, language development in those people should heavily rely on the verbal short-term memory (STM) via sign language.
Most previous studies compared neural activations during signed language processing in deaf signers and those during spoken
language processing in hearing speakers. For sign language users, it thus remains unclear how visuospatial inputs are converted
into the verbal STM operating in the left-hemisphere language network. Using functional magnetic resonance imaging, the present
study investigated neural activation while bilinguals of spoken and signed language were engaged in a sequence memory span
task. On each trial, participants viewed a nonsense syllable sequence presented either as written letters or as fingerspelling (4–7
syllables in length) and then held the syllable sequence for 12 s. Behavioral analysis revealed that participants relied on
phonological memory while holding verbal information regardless of the type of input modality. At the neural level, this maintenance
stage broadly activated the left-hemisphere language network, including the inferior frontal gyrus, supplementary motor area,
superior temporal gyrus and inferior parietal lobule, for both letter and fingerspelling conditions. Interestingly, while most participants
reported that they relied on phonological memory during maintenance, direct comparisons between letters and fingers revealed
strikingly different patterns of neural activation during the same period. Namely, the effortful maintenance of fingerspelling inputs
relative to letter inputs activated the left superior parietal lobule and dorsal premotor area, i.e., brain regions known to play a role in
visuomotor analysis of hand/arm movements. These findings suggest that the dorsal visuomotor neural system subserves verbal
learning via sign language by relaying gestural inputs to the classical left-hemisphere language network.
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Introduction
Sign language is a visuospatial human language with sign-based codes (e.g., handshape, location and movement) distinct from
spoken sounds and has its own grammatical structures to convey linguistic signals comparable to spoken language [1]. For deaf
people, sign language is not only an everyday communication tool but also serves as an essential medium for verbal learning,
including vocabulary acquisition [2]. For spoken language, such verbal learning is thought to heavily rely on the phonological short-
term memory (STM), which is known to play a key role in the acquisition process of vocabulary knowledge [3]. In fact, the neural
substrate of the phonological STM is also known to largely overlap the left frontotemporal cortex involved in spoken language
processing [4]. By contrast, it remains open whether the verbal STM via signed language is mediated by the same left hemisphere
network for spoken language. Rather, some additional neural systems for visuomotor analysis of upper limb movements may play a
role in verbal learning via sign language.
Indeed, functional neuroimaging data show that understanding of signed language relies not only on the classical left-hemisphere
network for spoken language, including the left inferior frontal gyrus and superior temporal sulcus, but also on other neural
components involved in non-linguistic gestures [5]. On the other hand, unlike the visual recognition of gestural inputs, verbal
learning via sign language is shown to rely on the shared left-hemisphere language network which does not comprise the dorsal
parietal cortex [6]. This seems plausible because (1) proficient signers may rely on the same ventral object-processing stream in
the visual recognition of fingerspelling and other linguistic stimuli (i.e., written letters) and (2) verbal STM in itself is thought to buffer
a higher-order, abstract level of linguistic representations independent of sensory input modality. However, other brain imaging
studies with deaf and hearing signers suggest that brain systems for verbal STM also include two distinct neural components, one
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in the left-lateralized frontoparietal network shared with spoken language processing and additional modality-specific components
in dorsal parietal cortex [7, 8]. Given those apparently conflicting results, it remains unclear whether and to what extent the dorsal
parietal region contributes to the verbal STM via sign language.
Here it is important to note that most those previous studies used variously different experimental settings with hearing and deaf
participants, thereby creating a large confound in comparing the neurocognitive basis of verbal STM between spoken and signed
languages. That is, radically different types of stimuli and tasks (e.g., signed stimuli for deaf signers and auditory stimuli for hearing
speakers) have been used to compare neural correlates of verbal STM between deaf signers and hearing speakers. Obviously,
however, any neural activation differences obtained from such comparisons are likely to arise from variously different factors, such
as the effects of stimuli, task and differences in language development and socioeconomic status between hearing speakers and
deaf signers.
In the present study, we used event-related functional magnetic resonance imaging (fMRI) to identify the modality-independent
network common to the two language systems and the putative, specific neural components for sign language. We compared
neural activation between letter and fingerspelling stimuli while sign interpreters (i.e., proficient bilinguals of both language
modalities) were engaged in a sequence memory span task. Here, fingerspelling has one-to-one correspondence with written
letters and is thought to mediate phonological STM in sign language [9]. Specifically, the present study focused on neural activation
during the maintenance stage of verbal information following visual stimulus encoding, thereby isolating the neural basis of the
modality-independent and abstract level of verbal STM beyond the differences in sensory-input modality.
Material and methods
Participants
Thirteen healthy volunteers (five males, age-range 23–53 years, mean 43.3 years) participated in the present study. All of them
were right-handed, normal hearing native Japanese speakers born to and raised by normal hearing parents. All were professional
Japanese sign interpreters who had started learning sign language in adulthood. The mean age of acquisition was 21.0 years
(range 17–29 years), whereas the mean duration of sign language use was 22.4 years (range 19–35 years). None of them had
known neurological or psychiatric disorders. All had normal or corrected-to-normal vision and gave written informed consent prior to
the experiment. The protocol of this study was approved by the ethical committee of Kyoto University Hospital (e-mail:
ethcom@kuhp.kyoto-u.ac.jp).
Behavioral tasks
Following experimental procedures previously used for working memory research [10, 11], we constructed 56 nonsense syllable
sequences (4–7 syllables in length) by combining low-frequency bi-syllabic words selected from a standard lexical database of the
Japanese language [12]. We extracted the frequency of each bi-syllabic word occurrence from the lexical database and calculated
the overall frequency of each sequence as phonotactic frequency [13]. The phonotactic frequency (number of occurrences in the
corpus) was matched between letter and finger stimuli at each level of sequence length as followed; 1082±639 (4 syllables),
1860±691 (5 syllables), 1884±610 (6 syllables), 2538±1092 (7 syllables) in letter materials and 1010±445 (4 syllables), 1905±694 (5
syllables), 1970±858 (6 syllables), 2444±1008 (7 syllables) in finger materials. For each syllable length, there were 14 stimulus
pairs, including seven pairs which were identical to each other (e.g., he-mi-ro-ne-yu and he-mi-ro-ne-yu) and seven pairs which
differed from each other by only one vowel or consonant (e.g., mu-he-ke-nu-a and mu-he-ko-nu-a).
A sequence memory span task was created using printed letters (Japanese kana script) and moving images of fingerspelling. We
recorded fingerspelling movements produced by a deaf female signer and displayed them as fingerspelling stimuli. Each syllable
was serially presented at the rate of 500 ms and 650 ms for the letter and finger conditions, respectively, since longer presentation
time is generally needed for signs than for written words [1]. Each trial comprised three stages, i.e., encoding, maintenance and
decision (Fig 1). On each trial, participants were instructed to memorize a sequence of 4–7 syllables, presented either as letters or
as fingerspelling, during the encoding stage lasting 2–5 s. After all visual stimuli were presented and cleared from the screen,
participants were requested to covertly hold the syllable sequence during the maintenance stage for 12 s. At the subsequent
decision stage, they were presented with another syllable sequence which could be identical to or slightly different from the one
presented during encoding stage. Participants decided by button-press whether the pair of syllable sequences were the same or
different. The next trial started following an inter-trial interval of either 9.5 or 12 s.
Fig 1. Experimental design of the sequence memory span task.
On each trial, a nonsense sequence of 4–7 syllables was presented either as letters (Japanese kana) or as fingerspelling.
Participants were instructed to read and memorize the first syllable sequence during encoding stage and keep the syllable
sequence for 12 seconds during maintenance stage (highlighted). They then viewed another syllable sequence and decided
by key-press whether or not two sequences were identical during the decision phase.
https://doi.org/10.1371/journal.pone.0177599.g001
Each participant received seven sessions, each consisting of 16 trials (~eight trials for each of the letter and finger conditions).
Each session included two trials for each level of sequences (4 to 7 syllables) for each of the letter and finger conditions. The order
of sequence length and stimulus type were randomized within participants. Visual stimuli were presented with E-prime 2.0 software
(Psychology Software Tools, Pittsburgh 2000). Prior to MRI scanning (see below), each participant performed practice trials with
dummy stimulus sequences outside and inside the scanner. For each participant, we calculated accuracy rate for each sequence
length (4–7 syllables) for each of the letter and finger conditions. These accuracy rates were evaluated by the use of analysis of
covariance (ANCOVA) with a factor of stimulus type (letter and finger) and a covariate of sequence length (4–7 syllables).
We further devised a self-rating scale to assess a possible variability in cognitive strategy which participants could adopt during the
maintenance stage. Previous research suggests that verbal working memory system involves two different cognitive mechanisms,
i.e., phonological and visuospatial systems [14]. According to this framework, one effective strategy for maintenance is
“phonological”, whereby participants covertly articulate speech in mind through translating syllable sequences into a phonological
format. The other is “visuospatial”, in which participants covertly reactivate a visuospatial memory of stimulus sequence displayed
on the screen. These components may contribute to the maintenance stage differently between the letter and finger conditions,
since letters are likely to activate the phonological system more greatly than fingers, whereas fingers probably involve the
visuospatial component more greatly than letters.
Immediately after MRI scanning, participants were asked to report their subjective reliance on these two strategies while holding the
sequence memory for each sequence length for each condition. In scoring each strategy, a 5-point scale was assigned to the
degree of dependence (0 = not at all, 1 = a little, 2 = often, 3 = very often, 4 = all the time). We calculated the differences in the
score between phonological and visuospatial strategies for each subject (‘phonological’-‘visuospatial’) to assess the degree of
dependency on phonological strategy compared to visuospatial strategy. These scores were then evaluated by the use of ANCOVA
with a factor of stimulus type (Letter and Finger) and a covariate of sequence length (4–7 syllables).
Imaging procedure
Imaging data were acquired using a Siemens Trio 3 T head scanner with 32 channel phased-array head coil. The echo planer
imaging (EPI) data were acquired using recently developed multiband EPI sequence [15]: TR = 1.0 s, TE = 30 ms, flip angle = 60°,
field of view (FOV) = 192 mm × 192 mm, multiband acceleration factor = 3, voxel size 3 × 3 × 3 mm, 48 axial slices. The multiband
EPI parameters were 3- dimensional T1-weighted images with MPRAGE sequence were acquired with following parameters: TR =
2.0 s, TE = 3.37 ms, inversion time = 990 ms, FOV = 256 mm, voxel size = 1 × 1 × 1 mm, flip angle = 8°, 130 Hz bandwidth. Each
participant received seven scanning sessions, each lasting 492 s.
Imaging data analysis
Imaging data were preprocessed and analyzed using the Statistical Parametric Mapping (SPM8; Wellcome Department of
Cognitive Neurology, London, UK). Functional Images were corrected for head movement, normalized to the standard brain space
by the Montreal Neurological Institute (MNI) space using T1 image unified segmentation (the resampling voxel size was 2 × 2 × 2
mm), and smoothed with a 6-mm Gaussian kernel.
For the first-level analysis, we constructed a general linear model for assessing functional images with a 2 × 4 × 3 factorial design:
stimulus type (letter or finger), sequence length (4–7 syllables) and stages (encoding, maintenance and decision). High-pass
temporal filtering (128 Hz) was applied to the fMRI time-series data. For each participant, eight contrast images specific to the
maintenance stage were calculated relative to the baseline condition by convolving known time-series of trials with a canonical
hemodynamic response function and its time derivative. For each of the encoding and decision stages, we also created a contrast
image (collapsed across the four levels of syllable length) per condition (i.e., letters and fingers) per participant. Here, decision
making was assumed to occur when participants made behavioral response by key-press. Scanning sessions whose behavioral
accuracy was less than 70% were excluded from further analysis.
For the second-level analysis, we submitted the eight contrast images for the maintenance stage per participant to one-way ANOVA
to examine the effects of stimulus modality and sequence length on brain activation. We conducted a conjunction analysis to
delineate modality independent brain areas for verbal STM by isolating voxels commonly activated by the letter and finger
conditions during this maintenance stage. For each of the encoding and decision stages, we also submitted a contrast image per
participant (see above) to one-way ANOVA to examine the effects of stimulus modality on brain activation during the encoding and
decision stages. We further performed psychophysiological interaction (PPI) analysis to search for brain regions showing stimulus-
dependent changes in functional connectivity with the left IFG previously associated with lexical learning [16]. In brief, PPI treats
neural coupling of one area to another affected by experimental or psychological context [17]. Regional responses per session per
participant were extracted by calculating the principal eigenvariate across all voxel within a 5-mm sphere centered at the most
significant voxel of the left IFG during the maintenance stage derived from the group analysis. We then computed the PPI regressor
as an element-by-element product of the IFG activity and a vector coding for the differential effect of letter and finger condition (1 for
letter condition, -1 for finger condition) per session per participant. Two contrast images corresponding to ‘letter > finger condition’
and ‘finger > letter condition’ were created per participant and submitted to a second-level analysis (one-sample t test) to examine
whether across-participant means differed from zero for each contrast. By selecting those voxels showing the between-conditions
differences (letter vs. finger) as described above (inclusive masking with voxel-level p<0.001, uncorrected), brain regions showing
significant shifts of functional connectivity with stimulus type were identified. Unless stated otherwise, statistical significance was
examined with p < 0.05, corrected for multiple comparisons at the voxel level over the whole brain (family-wise error), with a cluster
size threshold > 20 voxels. Activated brain regions were identified according to a probabilistic atlas [18]. All behavioral and MRI
datasets analyzed in the present study have been deposited in the OpenfMRI database (https://openfmri.org/dataset/ds000237).
Results
Behavioral data
Mean accuracy for the memory span task was 82.9% for the letter condition and 80.4% for the finger condition, respectively (see
Table 1 for the accuracy data for each condition). ANCOVA revealed a significant effect of sequence length (F [1, 12] = 96.5, p <
0.0001). The effect of stimulus type (F [1, 12] = 1.7, p = 0.2) and the interaction between stimulus type and sequence length were
both non-significant (F [3, 12] = 0.7, p = 0.4). This finding suggests that the level of accuracy decreased with sequence length while
the magnitude of accuracy reduction did not differ between letters and fingers.
Table 1. Mean accuracy (SD) for the letter and fingerspelling conditions during fMRI.
https://doi.org/10.1371/journal.pone.0177599.t001
In Fig 2, self-rating scores of cognitive strategy during the maintenance stage are presented with respect to the sequence length
and stimulus type. These self-rating measures revealed participants overall relied on the “phonological” strategy more greatly than
on the “visuospatial” strategy during maintenance (t  = 1.86, p < 0.05). For each participant, we further calculated the differences
between the phonological and visuospatial strategies and submitted them to ANCOVA with a factor of stimulus type (letters and
fingers) and a covariate of sequence length (4–7 syllables in length). This analysis revealed a significant effect of stimulus type (F
[1, 12] = 19.8, p = 0.0008) and sequence length (F [1, 12] = 6.9, p = 0.02). The interaction between stimulus type and sequence
length was non-significant (F [1, 12] = 0.8, p = 0.4). These findings suggest that (1) at the level of subjective introspection,
participants utilized the phonological memory, rather than visuospatial memory, irrespective of the stimulus type, (2) this subjective
reliance on phonological memory increased with sequence length and did not differ between letters and fingers.
Fig 2. Self-rating scores of cognitive strategies used during the maintenance stage.
‘Phonological’ represents the degree of subjective reliance on phonological imagery of spoken sounds, whereas ‘Visuospatial’
on visuospatial imagery of letter- or finger-shapes (0 = not at all, 4 = all the time). After all imaging sessions were completed,
participants were requested to recall these covert strategies that they had used during maintenance. Irrespective of the
stimulus type (i.e. letters or fingers), participants relied on the phonological memory more greatly than on the visuospatial




We first examined global neural activation during the encoding and decision stages. The encoding stage relative to the baseline
produced distributed and left-predominant activation of the bilateral occipital, parietal, temporal and frontal regions. Bilateral
occipital regions showed greater activation for fingers relative to letters, whereas no region showed greater activation for letters
relative to fingers. Since finger stimuli were presented as moving images each having much more complex visual configurations
and longer presentation durations than letter stimuli (see Materials and Methods), this activation difference in early visual areas can
be attributed to these differences in physical features between letters and fingerspelling. On the other hand, the decision stage
relative to the baseline activated the bilateral frontoparietal regions, including the precentral and postcentral gyri, with a trend of left
hemispheric lateralization. No brain region showed significant activation difference between letters and fingers.
Next, we looked at neural activation during the maintenance stage more closely. The maintenance stage relative to the baseline
produced bilateral and left-predominant activation in the precentral gyrus, left inferior frontal gyrus, left supplementary motor area,
left superior temporal gyrus, left inferior parietal lobule. Letters and fingers both activated bilateral frontotemporal regions, including
the superior temporal gyrus, supplementary motor area, precentral gyrus, opercular part of inferior frontal gyrus, relative to the
baseline (Fig 3A). We then performed conjunction analysis to identify brain regions commonly activated by letters and fingers. This
analysis revealed a distributed modality-independent network in the left hemisphere (Fig 4), including the precentral gyrus (-54, 0,
42, Z > 8), opercular part of inferior frontal gyrus (-52, 10, 6, Z > 8), supplementary motor area (-6, 6, 54, Z > 8), superior temporal
gyrus (-58–38–4, Z = 7.18), inferior parietal lobule (-48, -38, 44, Z = 7.24).
12
Fig 3. Overall pattern of activation during the maintenance stage.
(A) Brain activation produced by letter and fingerspelling stimuli. The letter and finger condition both produced left-
predominant activation in frontal-temporal regions. (B) Modality-specific activation during the maintenance stage. The left
inferior occipital gyrus was more strongly activated for letters than for fingers (top). Conversely, the left superior parietal lobule
was activated more greatly for fingers than for letters (bottom).
https://doi.org/10.1371/journal.pone.0177599.g003
Fig 4. Global activation during the maintenance stage.
Conjunction analysis of the letter and fingerspelling conditions revealed the left-hemisphere network including the perisylvian
language area.
https://doi.org/10.1371/journal.pone.0177599.g004
We then assessed the effects of input modality and sequence length using an ANCOVA which included the stimulus type (letters
and fingers) as a factor and sequence length (4–7 syllables) as a covariate. The effect of stimulus type was found in the bilateral
inferior occipital gyri (IOG), which showed greater activation to letters than to fingers (Table 2). While these lateral occipital areas
exhibited reduced activation relative to fixation (Fig 3B), this pattern of neural response (“deactivation”) is consistent with previous
studies showing negative or only weak activation during phonological maintenance [19, 20]. By contrast, fingers activated the left
inferior parietal lobule (IPL), superior parietal lobule (SPL), middle frontal gyrus and precuneus relative to letters (Table 2 and Fig
3B). This part of the middle frontal gyrus (-30, 4, 62) was located close to the previously reported coordinates of the dorsal premotor
area (PMd, Z = 62, [21]), a brain region known to be involved in action planning, preparation and learning of arm with hand and
finger [22–24]. Bilateral supplementary motor area showed increasingly greater activation with the sequence length of fingers (-10,
18, 36, Z = 5.70, and 2, 16, 52, Z = 5.10), while the opercular part of the left inferior frontal gyrus (IFG) showed increased activation
with the sequence length of letters (-58, 14, 10, Z = 4.88). No brain region showed significant interaction between the factor of
stimulus type and sequence length.
Table 2. Modality-specific activations during the maintenance stage.
https://doi.org/10.1371/journal.pone.0177599.t002
We further examined the possible contribution of three cortical regions, i.e., the left IOG that is known to play a key role in letter
perception [25, 26], SPL previously associated with sign language processing and production [27–30], PMd associated with motor
learning and planning [23, 24, 31] and IFG previously associated with lexical learning [16, 32]. To determine the possible role of
these activations, we created 5-mm radius spherical regions of interest (ROIs) on IOG (-40, -83, -7) [26], SPL (-11, -67, 66) [30],
PMd (-28, -10, 56) [24], IFG (-52, 9, 22) [16] (these MNI coordinates were obtained using a nonlinear spatial transformation of the
original coordinates data in Talairach space [33]). For each region, the magnitude of activation relative to the baseline was
evaluated using ANCOVA with a covariate of self-rating scale of cognitive strategy (differences in ‘phonological’ between
‘visuospatial’). This analysis revealed significant or marginally significant effects of strategy in the left IOG (F [1, 12] = 9.8, p =
0.009) and SPL (F [1, 12] = 5.1, p = 0.05), whereas the same effect did not reach significance either in the left PMd (F [1, 12] = 0.3
p = 0.6) or in the IFG (F [1, 12] = 1.0 p = 0.3). These findings suggest that the nature of cognitive strategy during maintenance
exerts a significant impact on the neural activation of left IOG and SPL.
In addition, we examined the functional connectivity of the left IFG since this region is known to play a key role in the storage of
verbal information [34, 35]. That is, we examined whether stimulus-modality (letters vs. fingers) changed the magnitude of
functional coupling between this region and those occipitoparietal regions associated with letter perception and sign language
processing. Indeed, this PPI analysis revealed stronger functional coupling (1) between the IFG and the left IOG (-32, -92, -6, Z =
2.58, p = 0.005) in the ‘Letter > Finger’ contrast and (2) between the IFG and the left SPL (-28, -38, 38, Z = 2.66, p = 0.004) in the
‘Finger > Letter’ contrast, respectively. These findings suggest that the left IOG specifically has a functional connectivity with the left
IFG in letters, whereas the SPL specifically have a functional connectivity with the left IFG in fingers.
Discussion
The present study investigated the neural correlates of verbal STM in sign interpreters while they learned novel words from letter
and fingerspelling inputs. The sequential memory span task used for the present study is generally thought to engage the
phonological STM irrespective of whether sensory inputs are presented as visual or auditory stimuli [20, 36, 37]. Indeed, the
present behavioral analysis confirmed that participants subjectively relied on the phonological STM during the maintenance stage
similarly for the letter and fingerspelling stimuli despite the radical difference in the nature of visual inputs.
The present fMRI results showed that letter and fingerspelling stimuli both produced largely overlapping and left-predominant
activation in the inferior parietal lobule, superior temporal gyrus, inferior frontal gyrus, supplementary motor area and ventral
premotor area. These brain regions are consistent with common activation areas previously associated with phonological STM for
auditory and letter stimuli [20, 37, 38]. These regions are therefore likely to constitute a modality-independent neural circuitry for
maintaining higher-order, abstract linguistic representations, which can be activated by fingerspelling inputs presented as
handshape, location and movement.
On the other hand, we observed that letter stimuli activated the bilateral IOG more strongly than finger stimuli, whereas the
opposite contrast revealed stronger activation of the left SPL. Moreover, PPI analysis revealed that the left IOG and SPL both
showed stimulus-dependent changes in functional connectivity with the left IFG, i.e., a brain region associated with lexical retrieval
and learning [16]. Since abstract representation of those visual stimuli, such as letter and fingerspelling, are generally thought to be
stored in these posterior sensory regions [39–41], these findings can be interpreted as reflecting top-down activation signals arising
from the left IFG during the effortful retrieval of visual and visuomotor memory stored in the occipitoparietal regions. This
interpretation concurs with another finding that voluntary control of cognitive strategies (visuospatial or phonological) as measured
with self-rating scales modulated the magnitude of neural activation in the IOG and SPL. More specifically, IOG and SPL activations
are likely to reflect top-down amplification during the effortful retrieval of visual memory for letter-shapes and hand-shapes,
respectively. This is in good accord with a previous study showing that written word learning depends on top-down amplification in
which the left IFG provides semantic or phonological cues to lower-level areas including occipital cortex [42]. In addition, the
present results from functional connectivity analysis imply that visuospatial memory, rather than motor memory, plays a main role in
verbal learning via sign language, since only the SPL, but not the left PMd, showed significant changes in functional coupling with
the left IFG. More generally, however, it should be noted that verbal STM in sign language probably involves not only these dorsal
parietal regions but also other frontotemporal regions tightly interconnected with the IFG, such as the left superior temporal gyrus,
premotor area, fusiform gyrus and supplementary motor area [43]. This is because our fMRI results only showed modality-specific
(i.e., specific to letters or fingers) changes in functional connectivity with the left IFG, rather than more domain-general, modality-
independent effects. We therefore propose that the left IFG exerts modality-specific connectivity with the IOG and SPL during
verbal learning in hearing signers.
As described before, previous neuroimaging studies reported conflicting results as to whether the dorsal frontal-parietal pathway is
involved in the verbal STM via sign language [6, 8]. That is, it remained unclear whether (1) verbal STM via sign language requires
specific neural systems, such as the dorsal parietal cortex, or (2) it can be achieved by the same classical language network for
spoken language processing since verbal STM is supposed to handle abstract linguistic representations independent of sensory
modality. The existing neuroimaging literature on sign language seems unable to answer the question, because all those previous
studies compared neural correlates of STM while hearing and deaf subjects were engaged in spoken and signed language
processing, respectively. Obviously, however, these differences in participants and the nature of stimuli create a large confounding
factor in assessing the dorsal parietal contribution during verbal learning via sign language inputs. To identify the possible modality-
specific and modality-independent components of verbal STM via sign language, we used a within-participant design with proficient
bilinguals of signed and spoken language. The present results revealed support the view for the dorsal parietal contribution during
verbal learning in sign language, because we observed the strong dorsal parieto-frontal activation in the SPL and PMd specific to
fingerspelling inputs and ventral occipito-frontal activation in the IOG and IFG specific to letter inputs.
Another interesting possibility is that the observed effects in the SPL with PMd during fingerspelling may reflect the activation of the
human mirror neuron system that is thought to match a viewed act with an actual self-movement and allow us understand others’
action [29, 44]. In fact, the mirror neuron system has been shown to play a central role in the production of hand action, including
both meaningful and meaningless gestures [5, 21, 45] and may be also involved in sign language processing [29]. Therefore, the
observed fronto-parietal activation may reflect silent rehearsal using action imagery or imitation of sign language, mediated by
mirror neuron system.
The present comparisons between letter and fingerspelling stimuli allowed us to roughly match the amount and pattern of
attentional allocation between finger and non-finger stimuli (i.e., participants can be focused on visual stimuli on the screen and do
not need to allocate attention to visual and auditory stimuli) and eliminate large differences in sensory neural activation which
should arise when contrasting visual and auditory stimuli. Compared to spoken sound stimuli, our experimental paradigm with
visual stimuli may be more suitable for exploring the neural basis of verbal STM in congenitally deaf people in future research.
Obviously, however, the present design also suffered from some different types of confounding factors, such as the differences in
stimulus shapes and durations between letters and fingers. Nevertheless, the potential contribution from those stimulus materials
during encoding to the observed neural effects during maintenance should be minimal, because (1) the duration of the maintenance
stage in itself was identical between letters and fingers (12 s) and far longer than the duration difference of the encoding stage (0.6
s to 1 s), (2) there was no significant difference of accuracy rate between the letter and finger memory task, suggesting there is not
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Additionally, it is important to take caution in generalizing the present findings to explain the neurocognitive mechanism in deaf
patients, which should be addressed in future research with native sign users. Yet we think that the present imaging results shed
light on the previously unknown aspects of neural functioning in late bilingual signers and thereby allow us to extend the existing
knowledge about the neural basis of sign language.
Conclusions
To summarize, the present results showed that a classical left-hemisphere language area is strongly activated even during verbal
learning via fingerspelling. More importantly, our results also revealed two modality-specific neural connections operating for
language learning (Fig 5). Namely, the ventral occipitofrontal connection between the left IOG and the left IFG is likely to constitute
a specific neural pathway for verbal learning via letter inputs. In fact, the IFG has been thought to have direct connection with the
lateral occipital region [46–49]. On the other hand, the dorsal parietofrontal connection linking the left SPL with the left IFG is likely
to serve as a visuomotor pathway for verbal learning in sign language. These modality-specific systems each probably mediate top-
down amplification of verbal and visuospatial memory during the effortful retrieval and maintenance of novel word learning. On the
other hand, since our participants are hearing and non-native users of sign language, it still remains elusive whether or not the
dorsal visuomotor pathway acts similarly during verbal learning in native signers, either hearing or deaf. However, our data of non-
native hearing signers are also important for issues of differences in neural organization form early and late bilinguals. Further
studies are required to determine how these and other neural components are functioning during novel word learning in with native
hearing signers or deaf signers.
Fig 5. Modality-specific neural components for converting letter and fingerspelling inputs into phonological STM during verbal learning.
The left IOG involved in letter perception is known to have fast and direct connections with the left IFG involved in speech
production and lexical learning. This ventral occpitofrontal connection constitutes a specific neural pathway involved in verbal
learning via letter inputs (white line). The dorsal parietofrontal connection linking the left SPL with the left IFG serves as a
visuomotor pathway for verbal learning via sign language learning (gray line). The left PMd selectively activated by
fingerspelling inputs is also known to have structural and functional coupling with the posterior parietal and inferior frontal
regions [23] and thus likely to operate with this dorsal neural system (dotted line).
https://doi.org/10.1371/journal.pone.0177599.g005
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