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Autoregressive models are important in describing the behaviour of the observed 
time series. One of the reasons is that a covariance stationary process can be 
approximated by an autoregressive model. Thus, e.g., the spectrum of a covariance 
stationary time series can be approximated by the spectrum of an autoregressive 
process. The estimation of the autoregressive parameters is therefore of special 
importance in time series analysis. Several methods have been introduced to 
estimate autoregressive models. The most popular method has been the 
Yule-Walker method. The Yule-Walker estimates for the autoregressive parameters 
are known to have poor statistical properties in certain cases. On the other hand, 
the Burg estimates have better statistical properties. For example the Burg estimates 
are less biased than the Yule-Walker estimates. In this paper an alternative to the 
Burg estimates will be introduced. In the proposed method the true correlation 
matrix of the lagged variables is calculated for the lags 1, 2, . From each 
correlation matrix the corresponding partial autocorrelation can be calculated. 
These, on the other hand, will lead to autocorrelation estimates with improved 
statistical properties. From the autocorrelation estimates the autoregressive 
parameters can be estimated by solving the Yule-Walker equations. The statistical 
properties of the new estimates are studied by simulations. 0 1988 Academic PI~SS, IIIC. 
1. INTRODUCTION 
Assume that the observed time series X,, X,, . . . . X, is generated by a 
univariate autoregressive process of order p, i.e., 
X,-P= i #km-k -P)=an 
k=l 
(1) 
where (a,> is a normal white noise process with mean zero and variance 
CT’. Besides r~* the model (1) also contains the parameters qS1, q5*, . . . . 4, and 
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p to be estimated on the basis of the observations. It is assumed that (1) 
represents a stationary model. This requirement is satisfied if the roots of 
the equation 
I- i &Bk=O 
k=l 
lie outside the unit circle. In a stationary case p = E{X,}, i.e., the mean of 
Vt 1. 
Especially in the past solving the Yule-Walker equations has been a 
popular means of estimating autoregressive models. The resulting 
Yule-Walker estimates 6,) &, . . . . 4, possess some nice properties. First, 
they are obtained by solving a system of linear equations. Second, the 
Yule-Walker estimates lead to stationary models, i.e., 
1 - 5 &Bk#o for [B/51 
k=l 
(see Anderson and Mentz [a]). Third, the Yule-Walker estimates can be 
calculated iteratively for p = 1, 2, . . . . 
In this paper we will introduce a new method of estimating univariate 
autoregressive models. The first step in the new method is to estimate par- 
tial autocorrelations which will lead to autocorrelation estimates with 
improved statistical properties compared with the estimates calculated in 
ordinary fashion. Finally the autocorrelation estimates are used to solve the 
Yule-Walker equations to produce the estimates for the autoregressive 
parameters. Also in the Burg method to estimate autoregressive models the 
first step is to estimate partial autocorrelations. Here we, however, use a 
different method to estimate partial autocorrelations, or at least we will 
give a different interpretation to the estimates of partial autocorrelation 
estimates. 
Tjostheim and Paulsen [lo] study the bias of Yule-Walker and least 
squares estimates for univariate and multivariate autoregressive processes. 
They also give explicit formulae for the large sample bias of Yule-Walker 
estimates in the scalar first- and second-order processes and for least 
squares estimates in the general case. Lysne and Tjostheim [7] show that 
autoregressive spectral analysis depends on the method used for estimating 
the autoregressive parameters. Because of the large bias in the Yule-Walker 
estimates Lysne and Tjostheim [7] state that least squares estimates 
should be preferred to the Yule-Walker estimates. 
The paper is organized as follows. In Section 2 we will demonstrate the 
statistical properties of the Yule-Walker estimates for the parameters of the 
autoregressive parameters using simulated time series from an AR(4) 
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model as an example. In Section 3 we will discuss the Yule-Walker and 
Burg methods of estimating autoregressive models. In Section 4 we will 
introduce improved methods to estimate partial autocorrelations, 
autocorrelation, and autoregressive parameters. We will also discuss the 
relation of the method to the method of Burg. We will also describe the 
performance of the method by using simulations. Finally in Section 5, we 
will offer some concluding remarks. 
2. SIMULATION RESULTS 
In practice, the above properties of the Yule-Walker estimates are, of 
course, important. Besides these, even more important, however, is that the 
statistical properties of the autoregressive estimates should be good. In 
spite of the fact that the Yule-Walker estimates are asymptotically 
equivalent with the maximum likelihood estimates, in finite samples the 
performance of the Yule-Walker estimates can be really poor. This can be 
seen, for example, using the univariate AR(4) model 
A’, =2.7607X,p, -3.8106X,_, +2.6535X,p3 -0.9238X,+, +a,, (3) 
where {a,} is a normal white noise process with mean zero and 0’ as its 
variance. 
The model (3) was considered by Beamish and Priestley [4], Priestley 
[9, p. 6091, as well as Newton and Pagan0 [8] to illustrate the biasedness 
of the univariate Yule-Walker estimates. 
In order to see how poor the statistical properties the Yule-Walker 
estimates can have in finite samples, we generated 1000 time series of length 
50, 100, and 200 from (3). For each sample size we calculated the means 
and standard deviations of the estimates over 1000 realizations. For com- 
parative purposes we calculated the same statistics also for the Burg’s 
estimates (see Burg [6], Ulrych and Bishop [ 111, Anderson [l] and 
Newton and Pagan0 [8]. The results are given in Table I. 
In Table I we see that the Yule-Walker estimates are extremely biased. 
We can see that the bias of these estimates is reduced only marginally as n 
increases from 50 to 200. A striking feature is that the variances of the 
Yule-Walker estimates become larger as n increase from 50 to 200. In this 
study we did not, however, go beyond the sample size 200 to see how long 
time series would be needed in order that the observed variances of the 
Yule-Walker estimates would begin to decrease. On the other hand, the 
Burg estimates behave as would be expected on the basis of the asymptotic 
theory for the maximum likelihood estimates. 
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TABLE I 
Means and Standard Deviations of the Yule-Walker (YW) and Burg Estimates over 1000 
Realizations of Length 50, 100, and 200 from the AR(4) Model (3) 
Par 
Means Standard deviations 
YW Burg YW Burg 
n=50 
2.7607 1.3164 2.1218 0.3183 0.0836 
-3.8106 -0.9206 -3.7008 0.4681 0.1809 
2.6535 0.0538 2.5359 0.3537 0.1757 
-0.9238 -0.0662 -0.8646 0.0995 0.0806 
n=loo 
2.1601 1.5041 
-3.8106 -1.1888 
2.6535 0.2328 
-0.9238 -0.0803 
n=200 
2.7601 1.7179 2.1414 0.3573 0.0345 
-3.8106 -1.5508 -3.1702 0.6909 0.0781 
2.6535 0.5196 2.6116 0.6161 0.0741 
-0.9238 -0.1441 -0.9040 0.1996 0.0311 
2.1424 0.3417 0.0518 
-3.7521 0.5938 0.1206 
2.5921 0.4967 0.1169 
-0.8940 0.1461 0.0533 
3. THE YULE-WALKER AND BURG METHODS 
In the univariate case the partial autocorrelation dkk at lag k, k = 1, 2, . . . . 
is defined as an ordinary partial correlation between the variables X, and 
x t+k given x~+1p . . . . xl+k-le The partial autocorrelations can be obtained 
by solving the Yule-Walker equations 
1.. y(k- 1) 
... y(k-2) 
y(k-1) y(k-2) ... ’ Y(O) Ii 
4 kl 
4 k2 
&ck 
Y(l) 
= Y(2) 1 [:I (4) Y(k) 
with respect to dkk, k = 1, 2, . . . . In (4) we have written 
y(k)=WK -p)tx,+k -Id>, 
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for the autocovariance of {X,} at lag k. In univariate case we can replace 
the autocovariances y(k) in (4) by the corresponding autocorrelations 
k = 0, 1, . . . . Therefore if the autocovariances y(k) are known, by solving (4) 
for k= 1, 2, . . . . p the partial autocorrelations #kk can be obtained. On the 
other hand, if the partial correlations 4kk are known, we can calculate p(k). 
Using the autocorrelations the solutions of Eq. (4) can be expressed as 
the ratio of two determinants as 
kk 4kk =# 
k 
for k = 1,2, . . . . where 
The matrix P,, is obtained from Pk by replacing the last column of Pk 
by the vector pk where p: = (p( 1 ), p(l), . . . . p(k)). Here the superscript T 
refers to the transpose of a matrix. Therefore, for an example we have 
41, = P(l), 
4 =PO-P2(l) 
22 l-p*(l) . 
On the other hand, 
For example, from (5) it is easy to see that an autocorrelation p(j) can 
be calculated from dd and p(l), . . . . p(j - 1); i.e., the autocorrelations can be 
calculated recursively from the partial autocorrelations. On the other hand, 
the partial autocorrelations can also be calculated recursively from the 
autocorrelations (see, e.g., Box and Jenkins [ 5, pp. 82-841). 
In practice the autocovariances y(h) and autocorrelations p(h) are 
usually estimated by the quantities 
c(h)=; i (X, -X)(X,+,-X), r(h) cc(h) 
I=1 40)’ 
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h = 0, 1, 2, . . . . Using the definition c( -h) = c(h), h = 1,2, . . . . the auto- 
covariances and autocorrelation can be estimated also at negative lags. 
If we replace y(h) by c(h) or r(h) in (4) we can obtain the estimates dkk, 
k = 1,2, . . . for the partial autocorrelations. The solutions Jk,, . . . . Jkk of (4) 
are then called the Yule-Walker estimates for the parameters of an 
autoregressive model of order k. As we have seen above, in finite samples 
the statistical properties of the Yule-Walker estimates can be really poor. It 
would be surprising if the Yule-Walker estimates would not suffer from the 
corresponding weaknesses in the multivariate case. 
The method of Burg provides us with an alternative approach to 
autoregressive estimation. In the estimation method developed by Burg, 
partial autocorrelations are first obtained. These are then transformed into 
autoregressive parameter estimates. It can be seen that the Burg estimates 
are calculated by applying the definition of partial correlations. This means 
that in order to obtain an estimate for the partial autocorrelation at lag h, 
both the forward autoregression 
x, =LQX,-* + ... +ah.h-,Xr-h+I +crr (7) 
and the backward autoregression 
X,-h =PhlXI-, + ... +Bh.h-,X,--h+1 +b, (8) 
are estimated and the corresponding residual series E ,^ and 8, are calculated. 
By definition, the correlation between 6, and 8, is then the partial 
autocorrelation estimate at lag h. 
In the univariate case the coefficients for forward and backward are, 
however, theoretically the same, i.e., ahj = fihj, j= 1, . . . . h - 1. Therefore, 
only one-way autoregressions need to be estimated. 
Suppose that the estimates Oihl, . . . . oi,,+ 1 are available. Then we can 
calculate the forward residuals 
and the bachward residuals 
(10) 
The correlation estimate calculated from 6, and 8, then gives an estimate 
Jhh for dhh. If we originally have the observations X,, . . . . X,,, we can 
calculate the forward residuals 6, for t = h + 1, . . . . n and the backward 
residuals 6, for t = 1, . . . . n -h. For this reason only n - 2h pairs (.C,, 8,), t = 
h + 1, . . . . n -h, are available for the estimation of the correlation coefficient. 
683/27/Z-8 
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In the method of Burg J,,,, is obtained by applying the formula 
(11) 
In (11) the sums are formed over those t’s for which both the forward and 
backward residuals are available, i.e., for t = h + 1, . . . . n-h. If n - 2h is 
large, then we have approximately 
which implies that q$,,, defined by (11) is approximately the ordinary 
Pearson’s product moment correlation between E ,^ and 8,. In the method of 
Burg the partial correlation estimates can be calculated recursively for 
h = 1, 2, . . . . 
4. IMPROVED ESTIMATION OF AUTOREGRESSIONS 
In the following we will consider the estimation method of an 
autoregressive model which is similar to the method of Burg in the sense 
that at the first stage the partial autocorrelations are estimated. The second 
stage then produces the autocorrelation and autoregressive estimates. As, 
e.g., Newton and Pagan0 [S] demonstrates, the poor statistical properties 
of the Yule-Walker estimates are caused by the way the end effects are 
treated in the estimation of the autocovariances. In what follows we will 
provide an alternative method to handle the problem. The method can also 
be applied in the estimation of multivariate autoregressions. 
The first step in the proposed method is to estimate the partial 
correlations #hh. To calculate Jhh, h = 1, 2, . . . . we form the ordinary 
correlation matrix for the variables X,, X,- , , . . . . X,_ ,,. Because the variable 
x I-h has defined observed values for t > h, we can calculate the 
correlations using the the observations for t = h + 1, . . . . n. Let it be men- 
tioned that the resulting h + 1 x h + 1 matrix is not a Toeplitz matrix. Of 
course, the theoretical correlation matrix of the variables X,, X,_ r, . . . . X,-h 
has the Toeplitz property. Let us denote the estimated correlation matrix 
by R,. It can be written in the form 
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The correlations r(i, j) are the ordinary correlation coefficients calculated 
from the formula 
. 
. . 
dz, J) = d&% 
where 
46 j) = & 
n-h 
,c, tXr+h--i -eu(i))(xt+h- j  -x(.j)) 
%(i) =n _ h 3: x,+,-i. 
(13) 
(14) 
(15) 
From the correlation matrix R,, we then calculate the ordinary partial 
autocorrelation f,, between the variables X, and X,-h given 
x,- 1, aa.9 Xt-h+l (see, e.g., Anderson [3, pp. 125-1301. These partial 
correlations are denoted here by J,,. They are estimates for the true partial 
autocorrelations of the process {X,). Therefore #,,,, are also called 
estimated partial autocorrelations at lag h. In this way we can calculate the 
partial autocorrelation estimates Jhh, h = 1,2, . . . . p. 
It is clear that the autocovariance estimators c(h) and c(i, j) defined 
correspondingly by (6) and (14), have the same asymptotic distributions. 
Therefore the estimated partial autocorrelations Jhh as defined here 
have the same asymptotic distributions as the partial autocorrelations 
considered by Box and Jenkins (see [S, p. 651). 
Using the estimated partial autocorrelations we can calculate the 
corresponding autocorrelation estimates r(h) using the relation (5) such 
that we replace #hh in (5) by c+%,, and solve the resulting equation with 
respect to p(h), h = 1,2, . . . . The solution will provide us with an alternative 
autocorrelation estimate r(h). As indicated above, the partial 
autocorrelations $,, , &, . . . . JPP can also be transformed into the 
autoregressive parameter estimates dl, &, . . . . 4,. These are the final 
autoregressive parameter estimates. In the following this estimation method 
is called the first modified Yule-Walker method (FMYW). 
The proposed autoregressive estimation method is based on the true 
covariances c(i, j) defined in ( 14). These covariances are calculated from 
the centered data such that for centering actual means ZCij are used. An 
alternative and natural way to center the data is to use the mean X of all 
the observations X,, X,, . . . . X,, instead of XCij. In this way we can also 
obtain autoregressive estimates which, in small samples, can slightly differ 
from FMYW estimates. The latter autoregressive estimates will be called 
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the second modified Yule-Walker estimates, shortened as SMYW estimates 
in the following. 
It is worth mentioning that as a biproduct of our method we also obtain 
an alternative autocorrelation function estimate r(h), h = 1, 2, . . . . From r(h) 
we can calculate the corresponding autocovariance estimators c(h) = 
c(0) r(h), where 
c(o)=; f (X,-,q* 
,=I 
is the usual formula for the variance of the observed time series. 
It is clear that the proposed method, similarily to the method of Burg, 
leads to the estimated stationary models. This is equivalent to the property 
that the estimated autocorrelation and autocovariance sequences {r(h) > 
and {c(h)} are positive semidefinite. 
To illustrate the performance of the proposed two estimation methods 
we generated 1000 time series of length 50, 100, and 200 from the model 
(3). For each time series an AR(4) model was estimated using both of the 
proposed methods. Similarly as for Table II we can calculated the means 
TABLE II 
Means and Standard Deviations of the FMYW and SMYW Estimates over 1000 Realizations 
of Length 50, 100, and 200 from the AR(4) Model (3) 
Par 
Means Standard deviations 
FMYW SMYW FMYW SMYW 
n=50 
2.1601 2.7176 2.1218 0.0808 0.0823 
-3.8106 -3.6971 -3.6995 0.1814 0.1809 
2.6535 2.5413 2.5333 0.1778 0.1776 
-0.9238 -0.8756 -0.8629 0.0812 0.0830 
n=lOO 
2.7607 2.7412 2.7427 0.0503 0.0504 
-3.8106 -3.7521 -3.7521 0.1180 0.1178 
2.6535 2.5946 2.5930 0.1147 0.1146 
-0.9238 -0.8962 -0.8940 0.0525 0.0526 
n=200 
2.7607 2.7470 2.7414 0.0344 0.0343 
-3.8106 -3.7701 -3.7702 0.0778 0.0778 
2.6535 2.6120 2.6117 0.0736 0.0737 
-0.9238 -0.9045 -0.9041 0.0307 0.0307 
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TABLE III 
The Estimation Results for Four Realizations of Length 50 Generated from the 
AR(4) Model (3) 
Realization 
Par 1 2 3 4 
FMYW 
2.1601 2.1465 2.6921 2.6709 2.7058 
- 3.8106 - 3.8058 - 3.6734 -3.5385 -3.7162 
2.6535 2.6760 2.5354 2.3406 2.5735 
-0.9238 -0.9693 -0.8906 -0.7711 -0.9012 
SMYW 
2.7607 2.7434 2.6962 2.6919 
-3.8106 - 3.8323 - 3.6689 - 3.5303 
2.6535 2.6973 2.5248 2.3059 
-0.9238 -0.9651 -0.8807 -0.7323 
Burg 
2.7607 2.7250 2.7024 2.6206 2.8264 
-3.8106 - 3.8058 - 3.6865 -3.4015 - 3.8763 
2.6535 2.6750 2.5429 2.1966 2.6808 
-0.9238 -0.9621 -0.8887 -0.6986 -0.8959 
2.7034 
-3.7107 
2.5679 
-0.8988 
and standard deviations of the parameter estimates FMYW and SMYW 
over 1000 replications for each sample size. The statistics given in both 
tables were calculated using the same time series for each sample size. 
As we can see, the means and the standard errors for the two estimation 
methods are practically the same. Furthermore, when we compare the 
numbers in Table I and Table II, we observe that the Burg method, 
FMYW and SMYW produce estimates whose means and standard 
deviations are practically the same. Therefore, and because the SMYW 
estimates are easier to calculate than the FMYW estimates, we recommend 
the usage of the SMYW method. 
In order to illustrate further the three estimation methods, in Table III 
we give the estimation results for 5 realizations of length 50, generated from 
the model (3). Also these results show that all of the methods produce 
similar estimates. 
5. CONCLUDING REMARKS 
In this paper we have introduced a new method to estimate univariate 
autoregressive models. As the first step of the method, partial 
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autocorrelations are estimated. The partial autocorrelations lead to 
improved autocorrelation estimates. These can be used to obtain 
autoregressive parameter estimates by solving the Yule-Walker equations. 
Simulation results show that the proposed methods leads to autoregressive 
estimates which have similar statistical properties as the Burg estimates of 
the autoregressive parameters. 
One of the striking features observed in the simulations carried out for 
this paper was that the variance of the Yule-Walker estimates for the 
autoregressive parameters increased as the number of observations 
increased from 50 to 200 in the case of an AR(4) model considered also by 
Beamish and Priestley [4]. Of course, the consistency of the Yule-Walker 
estimates implies that the variances of the estimates finally approach zero, 
but for the model considered it was observed to be the exception rather 
than the rule. In applications one has often to rely on asymptotic results. 
For the model studied, asymptotics do not, however, work, in spite of the 
fact that the number of observations is as high as 200. 
How can we explain the increase of variances of the Yule-Walker 
estimates in the case of the model studied in this paper? An explanation 
might be due to the large bias of the estimates. When the number of obser- 
vations is increased, estimates closer to the true parameters are obtained 
more often. This causes increased variability in the parameters and this 
increase is faster than the bias reduction in the parameter estimates. Of 
course, these considerations are only valid for the AR(4) model considered 
in the paper and for the number of observations varrying between 50 and 
200. 
The next step of our study in the future will be the generalization of the 
method to cover also multivariate time series. To estimate the multivariate 
partial autocorrelation matrices will be a straightforward generalization of 
the ideas presented in the paper. 
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