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a b s t r a c t
In this paper we consider a conic trust-region method for unconstrained optimization
problems and analyze its convergence properties. We propose a convenient curvilinear
search method to approximately solve the arising conic trust-region subproblem. Note
that this approximate method preserves the strong convergence properties of the exact
solution methods and is easy to implement. Both the linear and superlinear convergence
of the method are established under commonly used conditions. Numerical experiments
are conducted to show the efficiency of the new method.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper we consider the following unconstrained minimization problem
min
x∈Rn
f (x) (1.1)
where the function f : Rn → R is twice continuously differentiable. Trust-region methods based on quadratic model for
solving problem (1.1) have been studied by many researchers, including Fletcher [1], Powell [2], Gay [3] and Shultz [4], etc.
It is especially worthmentioning that the book of Conn, Gould and Toint [5] is an excellent and comprehensive one on trust-
region methods. These methods are based on the following idea. For a given iterate xk ∈ Rn, which is an estimate of a local
solution x∗ of problem (1.1), the solution, sk say, of the quadratic subproblem
min
s∈Rn
qk(s) = fk + gTk s+
1
2
sTBks
s.t. ‖s‖ ≤ ∆k (1.2)
serves as a correction to xk; i.e., xk + sk is considered as a successor to xk, where fk = f (xk), gk is the gradient ∇f (xk) of
f (x) at xk, s = x − xk, Bk is the Hessian matrix ∇2f (xk) of f (x) at xk or its approximation, and ∆k is a parameter called the
trust-region radius. The quadratic function qk(s) is a local approximation of the function f (x) at point xk and the parameter
∆k is adjusted at each iteration so that a reasonable agreement between qk(s) and f (x) is maintained in a proper trust-region
{x | ‖x− xk‖ ≤ ∆k}.
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The conic model method has been first studied by Davidon [6], in 1980, and is a new type of method with more
information available at each iteration than standard quadratic-based methods. Ariyawansa and Lau [7] derived the
Broyden’s family of conic model and established its superlinear convergence results. Sheng [8] studied further the
interpolation properties of conic model method. Sun [9] analyzed several non-quadratic model methods and pointed out
that the conic model method is competitive. Gourgeon and Nocedal [10] also proposed a conic model method for solving
optimization problems.
A typical conic model for unconstrained optimization is
ck(s) = fk + g
T
k s
1− αTk s
+ 1
2
sTBks
(1− αTk s)2
(1.3)
which is an approximation to f (xk + s), where fk is the value of f at xk, gk is the gradient of f at xk and Bk is an approximate
Hessian matrix of f at xk; αk is the associated vector for the conic model in the kth iteration, and it is normally called the
horizontal vector. If αk = 0, the conic model reduces to a quadratic model. By calculation, the Hessian matrix at s = 0 and
the gradient of the conic model (1.3) can be obtained, respectively,
B¯k = ∇2ck(0) = Bk + αkgTk + gkαTk (1.4)
∇ck(s) = 1
γ 2k
(In − αksT)−1(γkgk + Bks) (1.5)
where γk = 1 − αTk s. [8] pointed out that if Bk is positive definite and 1 − gTk B−1k αk 6= 0, then the strict minimizer point of
the conic model (1.3) is
sk = − B
−1
k gk
1− gTk B−1k αk
. (1.6)
A trust-regionof conicmodel for unconstrainedoptimization (1.1) is presented in [11]where the trust-region subproblem
has the formmins∈Rn ck(s) = fk +
gTk s
1− αTk s
+ 1
2
sTBks
(1− αTk s)2
s.t. ‖Dks‖ ≤ ∆k
(1.7)
where Dk is a matrix which is called scaling matrix in [11]. Recently, a different kind of trust-region of conic model for
problem (1.1) is proposed in [12], which is actually an adaptive approach of conic trust-regionmethod. It is well known that
in implementing trust-region algorithms, the basic issue is how to solve the trust-region subproblem efficiently. By variable
transformation, Sun and Yuan [13] transform the conic-based subproblem to a quadratic-based subproblem. It is found that
for the purpose of convergence, an exact optimal solution is not necessary [14,15]. Those algorithms maintain the strong
convergence properties of the exact method, and numerical results [16] show that the inexpensive approximate algorithms
perform almost as well as the expensive exact methods. In this paper, we describe an approximate method for the arising
trust-region subproblem which is different from those methods mentioned above.
In this paper,we are going to study the combination of trust-region techniques and conicmodelmethods for optimization
problem (1.1). To solve the arising trust-region subproblem of conic model, a convenient curvilinear search method is
proposed. The curvilinear search paths we set forth are mainly negative gradient paths. It is worth noting that this
approximate method is easy to implement and maintains the strong convergence properties of exact methods. We
analyze the convergence properties of the conic trust-region method under some commonly used assumptions. Numerical
experiments are conducted to show that the new method is efficient.
Throughout this paper, we denote ‖ · ‖ for Euclidean norm.
The organization of this paper is as follows. In the following section, the derivation of ourmethod and a description of our
Algorithm CTRU are presented. An approximate solution method is proposed to solve the arising trust-region subproblem
of conic model in Section 3. Some important assumptions are discussed in Section 4. In Section 5, the global convergence,
linear convergence and superlinear convergence of Algorithm CTRU are established, respectively. In Section 6 the numerical
experiments are given and show the efficiency of our method.
2. Algorithm
In this paper, we present a trust-region of conic model for unconstrained optimization (1.1) where the trust-region
subproblem has the form
min
s∈Rn
ck(s) = fk + g
T
k s
1− αTk s
+ 1
2
sTBks
(1− αTk s)2
s.t. 1− αTk s > 0,‖s‖ ≤ ∆k
(2.1)
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where∆k is the trust-region radius. We are going to claim that the subproblem (2.1) is different from those appeared in the
listed citations above. Besides the trust-region constraint, the inequality constraint 1−αTk s > 0 also enters the subproblem
(2.1). This is because that 1 − αTk s > 0 is often as an important assumption in the theory analysis and computation of [6,
8,10,11]. Therefore if a solution sk of subproblem (2.1) is generated, i.e., 1 − αTk sk > 0 and then different from the theory
analysis and computation of the methods in these literatures [6,8,10,11] we do not need the assumption 1−αTk s > 0 in this
paper.
An efficient method for solving this subproblem is one of the key issues of a trust-region method based on conic model.
In Section 3, we shall propose a curvilinear search method, which is actually a method for finding an approximate solution
of (2.1). But we shall point out that the approximate method not only maintains the strong convergence properties of exact
methods, but can be easily implemented.
In this section we describe the proposed trust-region algorithm based on conic model. In each iteration, we shall solve
the conic minimization subproblem (2.1) and let sk be the solution of the subproblem (2.1). Then either xk + sk is accepted
as a new iteration point or the trust-region radius is reduced according to a comparison between the actual reduction of the
objective function
ared(sk) = fk − f (xk + sk) (2.2)
and the reduction predicted by the conic model
pred(sk) = − g
T
k sk
1− αTk sk
− 1
2
sTkBksk
(1− αTk sk)2
. (2.3)
That is, if the reduction in the objective function is satisfactory, then we finish the current iteration by taking
xk+1 = xk + sk (2.4)
and adjusting the trust-region radius; otherwise the iteration is repeated at point xk with a reduced trust-region radius. Now
we are ready to state the algorithm.
Algorithm CTRU (The trust-region algorithm of conic model for unconstrained optimization).
Step 0. Choose parameters 0 < c3 < 1 < c1, 0 < c0 ≤ c2 < 1; ε ≥ 0 and∆max > 0; give a starting point x0 ∈ Rn, B0 ∈ Rn×n,
α0 ∈ Rn and an initial trust-region radius∆0 < ∆max; set k := 0.
Step 1. If ‖gk‖ < ε, then stop iteration, xk as the approximate optimal solution; otherwise go to Step 2.
Step 2. Solve the conic minimization subproblem (2.1) and let sk be an approximate solution of the subproblem (2.1).
Step 3. Compute ared(sk), pred(sk) and rk = ared(sk)pred(sk) . Set
xk+1 =
{
xk + sk, if rk > c0
xk, otherwise.
(2.5)
Choose the new trust-region bound satisfying
∆k+1 =
{
max[∆k, c1‖sk‖], if rk ≥ c2
c3‖sk‖, otherwise. (2.6)
Step 4. Generate Bk+1 and αk+1; set k := k+ 1, and go to Step 1.
How to choose the horizontal vectorαk and the approximateHessianmatrix Bk is one of the crucial issues of a conicmodel
method. In general, αk+1 and Bk+1 are so chosen that certain generalized quasi-Newton equations are satisfied, whichmeans
that the conicmodel function interpolates both the function values and the gradient values of the objective function at xk and
xk+1. More details on several updating formula for αk+1 and Bk+1 can be found, for example, in Davidon [6], Ariyawansa [7],
Di and Sun [11], and Sheng [8]. In this paper, we do not study any specific updating formula for αk+1 and Bk+1. Instead,
we assume that they are generalized by some interpolating conditions which make the matrix sequence {Bk} to be positive
definite.
3. Curvilinear search method for solving conic trust-region subproblem
In this section, an approximate solution method, i.e., a convenient curvilinear search method is proposed to solve the
subproblem (2.1). The curvilinear search paths we set forth are the negative gradient search paths. The algorithmmaintains
the strong convergence properties of the exact solution methods, and numerical results show that this inexpensive method
performs almost as well as the expensive exact methods.
Define
ω(τ) = fk − ck(−τgk) = τg
T
k gk
1+ ταTkgk
− τ
2gTk Bkgk
2(1+ ταTkgk)2
, (3.1)
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where τ ∈ R1 and τ > 0, then we have
dω(τ)
dτ
= g
T
k gk
(1+ ταTkgk)2
− τg
T
k Bkgk
(1+ ταTkgk)3
. (3.2)
Suppose τ ∗ is the stationary point of ω(τ), then according to (3.2) we have
τ ∗ = g
T
k gk
gTk Bkgk − (αTkgk)(gTk gk)
. (3.3)
In the following theoremwe indicates that the solution sk of (2.1) locate at the boundary of the trust-region, i.e., ‖sk‖ = ∆k.
Define
s¯ = − B
−1
k gk
1− gTk B−1k αk
. (3.4)
Theorem 3.1. Suppose that Bk is positive definite, 1− gTk B−1k αk 6= 0 and s¯ is defined as in (3.4). If
‖s¯‖ ≤ ∆k and 1− αTk s¯ > 0, (3.5)
then sk = s¯ is the optimal solution of (2.1); otherwise the optimal solution sk of (2.1) will locate at the boundary of the trust-
region, i.e., ‖sk‖ = ∆k.
Proof. According to the discussion in Section 1, if ‖s¯‖ ≤ ∆k and 1− αTk s¯ > 0, then sk = s¯ is the optimal solution of (2.1).
Suppose
‖s¯‖ > ∆k or 1− αTk s¯ ≤ 0 (3.6)
i.e., ∥∥∥∥∥− B−1k gk1− gTk B−1k αk
∥∥∥∥∥ > ∆k or 1− αTk s¯ ≤ 0. (3.7)
Assume that there is a solution ŝ satisfying
‖̂s‖ < ∆k and 1− αTk ŝ > 0, (3.8)
so ŝ is a stationary point of the conicmodel function ck(s). Because 1−αTk ŝ > 0, then the eigenvalues of the followingmatrix
are all positive
In − αk̂s T, (3.9)
since the eigenvalues of the above matrix are
n−1︷ ︸︸ ︷
1, . . . , 1 and 1− αTk ŝ. Then from (1.5), we can obtain
∇ck(̂s) = 1
γ̂k
2 (In − αk̂sT)−1(γ̂kgk + Bk̂s) = 0, (3.10)
where γ̂k = 1− αTk ŝ. It follows from (3.9) and (3.10) that
γ̂kgk + Bk̂s = 0, (3.11)
i.e.,
gk = −Bk̂s1− αTk ŝ
, ŝ = − B
−1
k gk
1− gTk B−1k αk
. (3.12)
But from (3.7) we have that
‖ ŝ ‖ =
∥∥∥∥∥− B−1k gk1− gTk B−1k αk
∥∥∥∥∥ > ∆k or 1− αTk ŝ ≤ 0, (3.13)
a contradiction to (3.8). So the theorem is proved. 
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It follows from the proof of the theorem above, we also know that if ‖s¯‖ ≤ ∆k, then sk = s¯ is the unique optimal solution
of (2.1); otherwise the solution must be lie in the boundary of the trust-region. Based on the discussion above, we shall give
an approximate solution algorithm named as Algorithm SCTR for solving (2.1).
Algorithm SCTR (The approximate solution method for solving the resulting conic trust-region subproblem)
Step 1. Fathom s¯ = − B−1k gk
1−gTk B−1k αk
. If ‖s¯‖ ≤ ∆k and 1− αTk s¯ > 0, then let sk = s¯ be the optimal solution to (2.1); otherwise go
to Step 2.
Step 2. Compute
τ ∗ = g
T
k gk
gTk Bkgk − αTkgkgTk gk
. (3.14)
If |τ ∗| · ‖gk‖ ≤ ∆k and τ ∗ > 0, let τk = τ ∗ and sk = −τkgk be the approximate solution of (2.1); otherwise go to Step 3.
Step 3. Let τk = ∆k‖gk‖ and sk = −τkgk be the approximate solution of (2.1).
Remark. In computing the trial step s¯ it is required to compute the Hessian inverse B−1k every iteration which is expensive.
But actually in computation we do not need to compute the Hessian inverse B−1k . For example, if B
−1
k is given, we may use
the Hessian inverse B−1k BFGS method of [5] to generate B
−1
k+1, i.e.,
B−1k+1 = B−1k +
(
1+ ykB
−1
k yk
yTkδk
)
δTkδk
yTkδk
− B
−1
k ykδ
T
k + (B−1k ykδTk )T
yTkδk
,
where yk = gk+1 − gk and δk = xk+1 − xk. So if B0 is given, then B−1k , (k = 1, 2, 3, . . .) can be generated by the above
formula.
Firstly, we point out that the search direction sk computed by Algorithm SCTR is feasible to (2.1).
Theorem 3.2. The approximate solution sk = −τkgk obtained by Algorithm SCTR is feasible to (2.1), i.e.,
‖sk‖ ≤ ∆k and 1− αTk sk > 0. (3.15)
Proof. If sk = −τkgk is generated by Algorithm SCTR, then it is easy to prove ‖sk‖ ≤ ∆k. Suppose αTkgk ≥ 0, then it is obvious
that 1 − αTk sk = 1 + τkαTkgk > 0 since τk > 0. Therefore we know that the theorem is true under case αTkgk ≥ 0. In the
following proof, the case of
αTkgk < 0 (3.16)
is considered.
a. If |τ ∗| · ‖gk‖ ≤ ∆k and τ ∗ > 0, then τk = τ ∗, sk = −τkgk and ‖sk‖ = |τ ∗| ‖gk‖ ≤ ∆k. Because τ ∗ > 0, It follows from
(3.3) that gTk Bkgk − αTkgkgTk gk > 0 and
1+ τ ∗αTkgk =
gTk Bkgk
gTk Bkgk − αTkgkgTk gk
. (3.17)
Because Bk is positive definite and gTk Bkgk − αTkgkgTk gk > 0, then 1+ τ ∗αTkgk > 0, i.e., 1− αTk sk > 0.
b. If |τ ∗| · ‖gk‖ > ∆k and τ ∗ > 0, then τk = ∆k‖gk‖ , sk = −τkgk and ‖sk‖ = |τk| · ‖gk‖ = ∆k. Similar to the proof of case a,
we can prove
1+ τ ∗αTkgk > 0. (3.18)
It follows from 0 < τk < τ ∗, (3.16) and (3.18) that 1+ τkαTkgk > 1+ τ ∗αTkgk > 0, i.e., 1− αTk sk > 0.
c. If τ ∗ < 0, then τk = ∆k‖gk‖ , sk = −τkgk and ‖sk‖ = |τk| · ‖gk‖ = ∆k. Since τ ∗ < 0, then from (3.3), we have
gTk Bkgk − αTkgkgTk gk < 0. Because Bk is positive definite, then αTkgk > 0 which implies that 1− αTk sk = 1+ τkαTkgk > 0.
d. If gTk Bkgk − αTkgkgTk gk = 0, i.e., τ ∗ does not exist, we have τk = ∆k‖gk‖ , sk = −τkgk and ‖sk‖ = |τk| · ‖gk‖ = ∆k. Similar to
the proof of case c, 1− αTk sk > 0 follows from αTkgk > 0. 
The theorem above shows that the search direction sk computed by the Algorithm SCTR is feasible to optimization
subproblem (2.1). Furthermore, we will show that the direction sk computed by the Algorithm SCTR can guarantee enough
decrease of the conic model.
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Theorem 3.3. Suppose αk and∆k are bounded above, i.e., there exist constants∆max and Mα such that
∆max ≥ ∆k and Mα ≥ ‖αk‖,∀k. (3.19)
Then the search direction sk = −τkgk generated by Algorithm SCTR satisfies,
ω(τk) = fk − ck(−τkgk) ≥ δ‖gk‖ ·min
{ ‖gk‖
‖Bk‖ , ‖sk‖
}
(3.20)
where δ = 12(1+∆max)Mα .
Proof. a. If |τ ∗| · ‖gk‖ ≤ ∆k and τ ∗ > 0, let τk = τ ∗. By computation
ω(τk) = fk − ck(−τkgk) = τ
∗gTk gk
1+ τ ∗αTkgk
− (τ
∗)2gTk Bkgk
2(1+ τ ∗αTkgk)2
. (3.21)
By (3.3), we get
gTk gk =
τ ∗gTk Bkgk
1+ τ ∗αTkgk
. (3.22)
So
ω(τk) = τ
∗gTk gk
1+ τ ∗αTkgk
− τ
∗gTk gk
2(1+ τ ∗αTkgk)
= τ
∗gTk gk
2(1+ τ ∗αTkgk)
= (g
T
k gk)
2
2gTk Bkgk
≥ (g
T
k gk)
2
2‖gk‖2‖Bk‖ ≥
gTk gk
2‖Bk‖ . (3.23)
b. If |τ ∗| · ‖gk‖ > ∆k and τ ∗ > 0, then τk = ∆k‖gk‖ and τ ∗ =
gTk gk
gTk Bkgk−αTk gkgTk gk
>
∆k
‖gk‖ which implies that
gTk gk‖gk‖ +∆kαTkgkgTk gk ≥ ∆kgTk Bkgk (3.24)
gTk Bkgk − αTkgkgTk gk > 0. (3.25)
Therefore
ω(τk) = τkg
T
k gk
1+ τkαTkgk
− τ
2
k g
T
k Bkgk
2(1+ τkαTkgk)2
= ∆kg
T
k gk
‖gk‖ +∆kαTkgk
− ∆
2
kg
T
k Bkgk
2(‖gk‖ +∆kαTkgk)2
= ∆k[g
T
k gk‖gk‖ +∆kαTkgkgTk gk −∆kgTk Bkgk] +∆kgTk gk(‖gk‖ +∆kαTkgk)
2(‖gk‖ +∆kαTkgk)2
≥ ∆k‖gk‖
2
2(‖gk‖ +∆k‖αk‖‖gk‖)
≥ ∆k‖gk‖
2(1+∆maxMα) (3.26)
where the first inequality comes from (3.24).
c. If τ ∗ < 0, then τk = ∆k‖gk‖ . By the definition of τ ∗, we have that
gTk Bkgk − αTkgkgTk gk < 0. (3.27)
It follows from Bk positive definite that αTkgk > 0. Therefore
ω(τk) = ∆kg
T
k gk
‖gk‖ +∆kαTkgk
− ∆
2
kg
T
k Bkgk
2(‖gk‖ +∆kαTkgk)2
= ∆
2
k(α
T
kgkg
T
k gk − gTk Bkgk)+∆kgTk gk(‖gk‖ +∆kαTkgk)+∆kgTk gk‖gk‖
2(‖gk‖ +∆kαTkgk)2
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≥ ∆kg
T
k gk
2(‖gk‖ +∆kαTkgk)
≥ ∆kg
T
k gk
2(‖gk‖ +∆k‖αk‖‖gk‖)
≥ ∆k‖gk‖
2(1+∆maxMα) (3.28)
where the first inequality comes from (3.27).
d. If τ ∗ does not exist, then τk = ∆k‖gk‖ . it follows from the definition of τ ∗ that gTk Bkgk − αTkgkgTk gk = 0. So similar to the
proof of case c., we can prove that
ω(τk) ≥ ∆k‖gk‖2(1+∆maxMα) . (3.29)
Therefore it follows from cases a, b, c and d that
ω(τk) ≥ ‖gk‖ ·min
{ ‖gk‖
‖Bk‖ ,
∆k
2(1+∆maxMα)
}
, (3.30)
which together with ‖sk‖ ≤ ∆k implies that
ω(τk) = fk − ck(−τkgk) ≥ δ‖gk‖ ·min
{ ‖gk‖
‖Bk‖ , ‖sk‖
}
(3.31)
where δ = min
{
1, 12(1+∆max)Mα
}
. 
If the search direction sk is defined as sk = s¯ = − B
−1
k gk
1−gTk B−1k αk
, i.e., sk is the global optimal solution of (2.1), then we have
that
fk − ck(s¯) ≥ fk − ck(−τgk) (3.32)
where τ = ∆k‖gk‖ . So it follows from the above theorem and (3.32) that
fk − ck(s¯) ≥ δ‖gk‖ ·min
{ ‖gk‖
‖Bk‖ , ‖sk‖
}
(3.33)
where δ is defined as in Theorem 3.3. Then if sk is generated by algorithm STCR, according to (3.33) and Theorem 3.3, we
have that
pred(sk) = fk − ck(sk) ≥ δ‖gk‖ ·min
{ ‖gk‖
‖Bk‖ , ‖sk‖
}
(3.34)
where δ is defined as above.
4. Important assumptions
In order to analyze the convergence properties of Algorithm CTRU, the following assumptions are proposed. These mild
assumptions are commonly used in the convergence analysis of most optimization algorithms. Let {xk} be generated by
algorithm CTRU and let x∗ be any one accumulation point of {xk}. Define
Hk = B−1k and A = ∇2f (x∗). (4.1)
Assumption 4.1. f is twice continuously differentiable and bounded below;
Assumption 4.2. There is a strong local minimizer point x∗, such that ∇2f (x∗) is positive definite;
Assumption 4.3. There is one constant number % > 0 and one neighborhood N(x∗, ε)(ε > 0) of x∗, such that,
‖∇2f (x¯)−∇2f (x)‖ ≤ %‖x¯− x‖
‖∇f (x¯)−∇f (x)‖ ≤ %‖x¯− x‖,∀x¯, x ∈ N(x∗, ε);
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Assumption 4.4. The sequence {xk} generated by Algorithm CTRU converges to x∗, ‖Bk‖ ≤ Mb, ‖Hk‖ ≤ Mh, and ‖αk‖ ≤ Mα ,
whereMb,Mh,Mα are all constant numbers.
The following two results can be obtained from the above assumptions.
Theorem 4.1. Suppose that Assumptions 4.1 and 4.3 hold, then
‖∇f (x1)−∇f (x2)−∇2f (x2)(x1 − x2)‖ ≤ %2 ‖x1 − x2‖
2,∀x1, x2 ∈ N(x∗, ε). (4.2)
Proof. It follows from Mean-Value theorem, Assumptions 4.1 and 4.3 that
‖∇f (x1)−∇f (x2)−∇2f (x2)(x1 − x2)‖ =
∥∥∥∥∫ 1
0
[∇2f (x2 + θ(x1 − x2))−∇2f (x2)](x1 − x2)dθ
∥∥∥∥
≤
∫ 1
0
θdθ‖x1 − x2‖2
≤ %
2
‖x1 − x2‖2,∀x1, x2 ∈ N(x∗, ε). 
Theorem 4.2. From Assumptions 4.1–4.4, we have that g∗ = g(x∗) = ∇f (x∗) = 0 and there must be two positive numbers
M,m such that
m‖xk − x∗‖ ≤ ‖gk‖ ≤ M‖xk − x∗‖, (4.3)
1
2
m‖xk − x∗‖2 ≤ fk − f (x∗) ≤ 12M‖xk − x
∗‖2 (4.4)
holds for large enough k.
Proof. From Assumptions 4.1 and 4.2, it is obvious g(x∗) = ∇f (x∗) = 0. According to Assumptions 4.1 and 4.2, we have
that there must be two positive numbersM,m and one neighborhood N(x∗, ε)(ε > 0) of x∗ such that,m ≤ ‖∇2f (x)‖ ≤ M ,
∀x ∈ N(x∗, ε), (ε > 0). Then we have,
‖gk‖ =
∥∥∥∥∫ 1
0
∇2f (x∗ + θ(xk − x∗))(xk − x∗)dθ
∥∥∥∥
≤ M‖xk − x∗‖, (4.5)
‖gk‖ =
∥∥∥∥∫ 1
0
∇2f (x∗ + θ(xk − x∗))(xk − x∗)dθ
∥∥∥∥
=
‖xk − x∗‖
∥∥∥∫ 10 ∇2f (x∗ + θ(xk − x∗))(xk − x∗)dθ∥∥∥
‖xk − x∗‖
≥ ‖xk − x∗‖
∥∥∥(xk − x∗)T ∫ 10 ∇2f (x∗ + θ(xk − x∗))(xk − x∗)dθ∥∥∥
‖xk − x∗‖2≥ m‖xk − x∗‖. (4.6)
According to (4.5) and (4.6), we get that (4.3) is true.
Because
fk − f (x∗) =
∫ 1
0
(1− θ)(xk − x∗)T∇2f (x∗ + θ(xk − x∗))(xk − x∗)dθ, (4.7)
m ≤ ‖∇2f (x∗ + θ(xk − x∗))‖ ≤ M (4.8)
which together with fk − f (x∗) > 0 implies that
1
2
m‖xk − x∗‖2 ≤ fk − f (x∗) ≤ 12M‖xk − x
∗‖2.
Then the theorem is true. 
The following two lemmas have been extensively used for the convergence analysis of trust-regionmethods.We describe
them without proof.
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Lemma 4.3 ([16]). Suppose P = I − yksTk
sTkyk
, sTkyk 6= 0, then ‖P‖ = ‖yk‖·‖sk‖|sTkyk| .
Lemma 4.4 ([5]). Suppose u, v ∈ Rn, u, v 6= 0, η ∈ (0, 1), and ‖u− v‖ ≤ η‖u‖ hold, then uTv > 0, and∣∣∣∣1− ‖v‖‖u‖
∣∣∣∣ ≤ η, 1− ( uTv‖u‖‖v‖
)2
≤ η2. (4.9)
On the contrary, if uTv > 0 and (4.9) hold, then ‖u− v‖ ≤ 3η‖u‖.
The following result will be used in the analysis of convergence rate in the following part.
Theorem 4.5. Let
σ(xk, xk+1) = max{‖xk − x∗‖, ‖xk+1 − x∗‖}, µ = ‖A‖, µ−1 = ‖A−1‖.
Suppose that Assumptions 4.1–4.4 hold, then, for large enough k,
‖Hk+1 − A−1‖ ≤ [1+ µ1σ(xk, xk+1)]‖Hk − A−1‖ + µ2σ(xk, xk+1) (4.10)
where µ1, µ2 are two constant numbers.
Proof. First, from Sherman–Morrison theorem [16], we have
Hk+1 =
(
I − sky
T
k
yTksk
)
Hk
(
I − yks
T
k
yTksk
)
+ sks
T
k
yTksk
. (4.11)
Hence
Hk+1 − A−1 = PT(Hk − A−1)P + (sk − A
−1yk)sTk + sk(sk − A−1yk)TP
yTksk
(4.12)
where P = I − yksTk
yTksk
.
Since A is symmetrically positive definite, then there must be one symmetrically positive definite matrix A
1
2 , such
that A = A 12 A 12 and ‖A‖2 = ‖A 12 ‖22. We define matrix norm as ‖D‖ϕ = ‖A
1
2DA
1
2 ‖F , where D is arbitrary matrix.
It is well known that for F-norm we have the following conclusions, for any matrixes U, V , ‖UV‖F ≤ ‖U‖F‖V‖F and
‖UV‖F ≤ min{‖U‖2‖V‖F , ‖U‖F‖V‖2}.
For convenience, let y˜k = A− 12 yk, s˜k = A 12 sk.
By Lemma 4.3 and noticing yTksk > 0, we have
‖A 12 PTA− 12 ‖2 = ‖A− 12 PA 12 ‖2
=
∥∥∥∥A− 12 (I − yksTksTkyk
)
A
1
2
∥∥∥∥
2
=
∥∥∥∥I − y˜ks˜TksTkyk
∥∥∥∥
2
= ‖y˜k‖2‖s˜
T
k‖2
sTkyk
= 1
ω
≥ 1. (4.13)
Hence
‖PT(Hk − A−1)P‖ϕ = ‖A 12 PT(Hk − A−1)PA 12 ‖F
≤ 1
ω2
‖Hk − A−1‖ϕ (4.14)
∥∥∥∥ sk(sk − A−1yk)TPsTkyk
∥∥∥∥
ϕ
=
∥∥∥∥∥∥∥
A
1
2 sk
(
A
1
2 sk − A− 12 yk
)T
A−
1
2 PA
1
2
sTkyk
∥∥∥∥∥∥∥
F
≤ 1
ω2
‖y˜k − s˜k‖2
‖y˜k‖2 (4.15)∥∥∥∥ (sk − A−1yk)sTksTkyk
∥∥∥∥
ϕ
=
∥∥∥∥∥ (A
1
2 sk − A− 12 yk)sTkA
1
2
sTkyk
∥∥∥∥∥
F
≤ 1
ω
‖y˜k − s˜k‖2
‖y˜k‖2 . (4.16)
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So by combining (4.12) and (4.14)–(4.16), we have that
‖Hk+1 − A−1‖ϕ ≤ 1
ω2
‖Hk − A−1‖ϕ +
(
1
ω2
+ 1
ω
) ‖y˜k − s˜k‖2
‖y˜k‖2
≤ 1
ω2
‖Hk − A−1‖ϕ + 2
ω2
‖y˜k − s˜k‖2
‖y˜k‖2 . (4.17)
From Assumption 4.3 and sk = Hk+1yk, then for large enough k,
‖gk+1 − gk − Ask‖ ≤ %σ(xk+1, xk)‖sk‖ ≤ %σ(xk+1, xk)‖Hk+1‖‖yk‖. (4.18)
So for large enough k, there must be one positive number N such that
‖yk − Ask‖
‖yk‖ =
‖gk+1 − gk − Ask‖
‖yk‖
≤ %σ(xk+1, xk)Mh (4.19)
where the last inequality comes from (4.3) and N ≥ 6MαMh + %Mh.
Hence
‖s˜k − y˜k‖
‖y˜k‖ ≤
‖A 12 ‖‖A 12 sk − A− 12 yk‖
‖yk‖ ≤ µ
‖sk − A−1yk‖
‖yk‖ ≤ µµ−1
‖yk − Ask‖
‖yk‖ . (4.20)
According to (4.19) and (4.20), for large enough k,
‖s˜k − y˜k‖ ≤ µµ−1Nσ(xk+1, xk)‖y˜k‖ ≤ 13‖y˜k‖. (4.21)
From Lemma 4.4, we have that 1− ω2 ≤ [µµ−1Nσ(xk+1, xk)]2 < 12 , then ω2 > 12 > µµ−1Nσ(xk+1, xk). Hence
1
ω2
‖Hk − A−1‖ϕ =
(
1+ 1− ω
2
ω2
)
‖Hk − A−1‖ϕ ≤ [1+ µµ−1Nσ(x¯, x)]‖Hk − A−1‖ϕ,
2
ω2
‖s˜k − y˜k‖
‖y˜k‖ ≤ 2[1+ µµ−1Nσ(xk+1, xk)] < 3µNσ(xk+1, xk).
Therefore,
‖Hk+1 − A−1‖ϕ ≤ [1+ µ1σ(xk, xk+1)]‖Hk − A−1‖ϕ + µ2σ(xk, xk+1)
where µ1 = µµ−1 and µ2 = 3µN . Then we have fulfilled the conclusion. 
Under the definition ‖ · ‖ϕ defined in the proof of the above theorem we have the following result.
Theorem 4.6. Suppose that Assumptions 4.1–4.4 holds, then for large enough k there exist three positive constant numbers
β1, β2 and β3, such that
‖Hk+1 − A−1‖ϕ ≤ [
√
1− β1ξ 2k + β2σ(xk, xk+1)]‖Hk − A−1‖ϕ + β3σ(xk, xk+1), (4.22)
where ‖ · ‖ϕ defined in the proof of Theorem 4.5 and ξk = ‖A
1
2 yk‖
‖A− 12 yk‖
Proof. According to Assumption 4.3 and (4.2), for k large enough, there exists one positive number C , such that
‖A−1yk+1 − sk+1‖ ≤ ‖A−1‖‖yk+1 − Ask+1‖
≤ C(‖xk+1 − x∗‖ + ‖xk − x∗‖), (4.23)
where we can choose C ≥ ‖A−1‖ 12M . Then from (4.23) and Theorem 4.1 in [18], we know the theorem holds. 
The following result is often used as an important assumption for proving the superlinear convergence in quasi-Newton
trust-region method (see [15] and [17]).
Theorem 4.7. Suppose that Assumptions 4.1–4.4 hold, then
lim
k→∞
‖(Hk − A−1)yk‖
‖yk‖ = 0. (4.24)
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Proof. From Theorem 4.6 and
√
1− β1ξ 2k ≤ 1− β12 ξ 2k , we have
‖Hk+1 − A−1‖ϕ ≤
[
1− β1
2
ξ 2k + β2σ(xk, xk+1)
]
= ‖Hk − A−1‖ϕ + β3σ(xk, xk+1). (4.25)
So
β1
2
ξ 2k ‖Hk − A−1‖ϕ ≤ ‖Hk − A−1‖ϕ − ‖Hk+1 − A−1‖ϕ + [β2‖Hk − A−1‖ϕ + β3]σ(xk, xk+1). (4.26)
Adding from k = 1 to∞ in both sides of the inequality above, we have that
∞∑
k=1
β1
2
ξ 2k ‖Hk − A−1‖ϕ ≤ ‖H1 − A−1‖ϕ − limk−→∞ ‖Hk+1 − A
−1‖ϕ
+β2
∞∑
k=1
σ(xk, xk+1)‖Hk − A−1‖ϕ + β3
∞∑
k=1
σ(xk, xk+1). (4.27)
From the proof of Theorem 5.2 in the next section, ‖xk+1 − x∗‖ ≤ θ‖xk − x∗‖, θ ∈ (0, 1). So∑∞k=1 σ(xk, xk+1) < ∞.
Then the right side in the inequality (4.27) above is bounded. Therefore the left side of (4.27) is also bounded. Suppose that
there exists one subsequence of {‖Hk − A−1‖ϕ} which converges to zero, then it is obvious that (4.24) is true. Otherwise, if
‖Hk − A−1‖ϕ ≥ w > 0, ∀k ≥ k0, then ξk → 0. Therefore
‖(Hk − A−1)yk‖
‖yk‖ ≤
‖A− 12 ‖‖A 12 (Hk − A−1)yk‖
‖A− 12 yk‖
= ‖A−1‖ · ‖Hk − A−1‖ϕξk → 0. (4.28)
Then the theorem is proved. 
Furthermore under Assumptions 4.1–4.4 we have the following conclusion.
Theorem 4.8. Suppose that Assumptions 4.1–4.4 hold, then for large enough k, we have
lim
k→∞
‖(Bk − A)sk‖
‖sk‖ = 0⇐⇒ xk+1 − xk =
−Hkgk
1− gTkHkαk
. (4.29)
Proof. If xk+1 − xk = −Hkgk1−gTkHkαk , we have that
‖(Bk − A)sk‖ = ‖(Bk − A)A−1[(yk − Ask)− yk]‖
≤ ‖Bk − A‖‖A−1‖‖yk − Ask‖ + ‖(Bk − A)A−1yk‖
≤ ‖Bk − A‖‖A−1‖‖yk‖Nσ(xk+1, xk)+ ‖Bk‖‖(A−1 − Hk)yk‖
≤ ‖Bk − A‖‖A−1‖‖Bk+1‖‖sk‖Nσ(xk+1, xk)
+‖Bk‖‖Bk+1‖‖sk‖‖(A
−1 − Hk)yk‖
‖yk‖ (4.30)
where the second inequality comes from (4.19) and the last one comes from ‖yk‖ ≤ ‖Bk+1‖‖sk‖. Hence according to the
Theorem 4.7 and σ(xk+1, xk)→ 0, we have limk→∞ ‖(Bk−A)sk‖‖sk‖ = 0.
If limk→∞ ‖(Bk−A)sk‖‖sk‖ = 0, we will prove xk+1 − xk =
−Hkgk
1−gTkHkαk
. According to Theorems 4.1 and 4.2,
√
fk − f (x∗) ≤
√
1
2
M‖xk − x∗‖ ≤
√
M
2m2
‖gk‖, (4.31)
‖sk‖ ≤ ‖xk − x∗‖ +
√
2(fk+1 − f (x∗))
m
≤
(
1+
√
M
m
)
‖gk‖
m
. (4.32)
Then from Theorem 3.3, we have
fk − ck(sk) ≥ ‖gk‖ ·min
{
1
2
‖gk‖
Mb
,
1
2
∆k
1+∆maxMα
}
≥ 1
2
‖gk‖ · ‖gk‖Mb
≥ M¯‖sk‖2 (4.33)
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where M¯ = m2
2(1+
√
M
m )
2Mb
, the second inequality comes from gk → 0, (k → ∞); the last one comes from (4.32). By
computation, we get
‖fk+1 − ck(sk)‖
‖sk‖2 ≤
‖αk‖‖gk‖
1− αTk sk
+ 1
2
‖Mk −∇2f (x∗)‖
+ 1
2
‖[Bk −∇2f (x∗)]sk‖
‖sk‖ +
1
2
‖Bk‖
∣∣∣∣1− 1(1− αTk sk)2
∣∣∣∣ (4.34)
where Mk = ∇2f (xk + θ(xk+1 − xk)) → ∇2f (x∗), (k → ∞), θ ∈ (0, 1). According to Theorem 4.7, limk→∞ ‖(Bk−A)sk‖‖sk‖ = 0
and sk → 0, the right side of (4.34) converges to zero as k→∞. Then form (4.34), we have that ‖fk+1−ck(sk)‖‖sk‖2 → 0, (k→ 0).
Therefore∣∣∣∣ fk − fk+1fk − ck(sk) − 1
∣∣∣∣ = ∣∣∣∣ fk+1 − ck(sk)fk − ck(sk)
∣∣∣∣ ≤ ‖fk+1 − ck(sk)‖M¯‖sk‖2 → 0, (k→ 0). (4.35)
So according to the description of algorithm CTRU,∆k will be apart from zero as k large enough. Noticing gk → 0(k→∞),
hence we have∥∥∥∥∥ B−1k gk1− gTk B−1k αk
∥∥∥∥∥ ≤ ∆k and 1+ αTkB−1k gk1− gTk B−1k αk > 0. (4.36)
Then sk = − B
−1
k gk
1−gTk B−1k αk
will be accepted as the optimal solution of the conic trust-region subproblem for large enough k,
i.e., xk+1 − xk = − Hkgk1−gTkHkαk . 
The condition limk→∞ ‖(Bk−A)sk‖‖sk‖ = 0 is similar to the assumption for proving the superlinear convergence of quasi-
Newton methods in Theorem 2.5 of [17]. In this section we have given the important assumptions for proving the global
convergence, the linear and superlinear convergence. In the next section we will give the convergence results.
5. Convergence properties
Shultz, Schnabel andByrd [15] presented a general condition on the approximate solution sk of problem (2.1) in discussing
the global convergence property of trust-region-type algorithms. The condition can be stated as follows.
C1. There exists δ > 0, such that for all∆k > 0,
pred(sk) = fk − ck(sk) ≥ δ‖gk‖ ·min
{ ‖gk‖
‖Bk‖ , ‖sk‖
}
. (5.1)
If ‖Bk‖ ≤ Mb, then this condition can be replaced by
pred(sk) = fk − ck(sk) ≥ δ‖gk‖ ·min
{‖gk‖
Mb
, ‖sk‖
}
. (5.2)
Let a trust-region-type algorithm be applied to minimize a function f (x) satisfying the Assumptions 4.1 and 4.4. It is
shown in [15] that gk converges to 0. It follows from our choice of curvilinear search paths that condition C1 is obviously
satisfied for algorithm CTRU.
Based on Theorem 3.3 the global convergence result can be immediately obtained from Theorem 2.2 of [15].
Theorem 5.1. Let f (x) that satisfies Assumptions 4.1 and 4.4. Then the sequence {gk} generated by algorithm CTRU converges
to 0.
The linear convergence result will be given in the following theorem.
Theorem 5.2. Suppose that Assumptions 4.1–4.4 hold and xk+1 − xk = − Hkgk1−gTkHkαk . If there exist two positive constant numbers
ς and , such that ‖x0− x∗‖ <  and ‖H0−A−1‖ < ς . Then the sequence {xk} generated by Algorithm CTRU linearly convergent
to x∗.
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Proof. By Assumption 4.4, ‖Bk‖ ≤ Mb, and by Theorem 5.1, we have limk→∞ gk = 0. Hence, according to Assumption 4.1(c),
for large enough k, we have
‖gk‖ ≤ %‖xk − x∗‖. (5.3)
From Assumption 4.2, we can suppose ‖A−1‖ ≤ β , where β > 0. Noticing Assumption 4.3 and gk = ∇f (xk), we can choose
 > 0, ς > 0 and θ ∈ (0, 1), such that
(2µ1ς + µ2) 1− θ ≤ ς, %(β + 2ς) ≤
θ
2
, ‖gk‖ ≤ θ2(θ + 1)M1 (5.4)
for all large enough k, whereM1 = MαMh. Without loss of generality, we assume that (5.4) is true for all k.
The proof of linear convergence is equivalent to,
‖Hk − A−1‖ ≤ 2ς, ‖xk+1 − x∗‖ ≤ θ‖xk − x∗‖. (5.5)
In the following, we use the induction method to prove (5.5). When k = 0, the first inequality of (5.5) becomes true from
the conditions of the theorem. Since
x1 − x∗ = (x1 − x0)gT0H0α0 − H0g0 + x0 − x∗
= −(H0 − A−1)(g0 − g∗)− A−1[(g0 − g∗)− A(x0 − x∗)] + (x1 − x0)gT0H0α0 (5.6)
where the first equality comes from xk+1 − xk = − Hkgk1−gTkHkαk , so we have
‖x1 − x∗‖ ≤ (2ς% + β%)‖x0 − x∗‖ +M1‖g0‖[‖x0 − x∗‖ + ‖x1 − x∗‖] (5.7)
where the inequality comes from (4.22), (5.4), (5.5) and ‖A−1‖ ≤ β .
Hence
‖x1 − x∗‖ ≤ (2ς% + β%)+M1‖g0‖1−M1‖g0‖ ‖x0 − x
∗‖
≤ θ‖x0 − x∗‖
where the second inequality comes from (5.4). So the two inequalities of (5.5) hold for k = 0.
Now we suppose that the two inequalities of (5.5) hold for k = 0, 1, . . . , i− 1.
Since
‖Hk+1 − A−1‖ − ‖Hk − A−1‖ ≤ µ1σ(xk, xk+1)‖Hk − A−1‖ + µ2σ(xk, xk+1)
≤ (2ςµ1 + µ2)θ k (5.8)
where k = 0, 1, . . . , i− 1, the first inequality comes from Theorem 4.5 and the second comes from σ(xk, xk+1) ≤ ‖xk− x∗‖
and ‖Hk − A−1‖ ≤ 2ς .
Adding from k = 0 to k = i− 1 in both sides of (5.8), we have
‖Hi − A−1‖ − ‖H0 − A−1‖ ≤ (2ςµ1 + µ2) 1− θ ≤ 2ς,
where the second inequality comes from (5.4).
Similar to the proof of (5.5) when k = 0, we can get ‖xi+1 − x∗‖ ≤ θ‖xi − x∗‖.
Therefore we have proved that two inequalities of (5.5) are all true. Then from the second inequality of (5.5) and notice
θ ∈ (0, 1), we have {xk} linearly convergent to x∗. 
Furthermore, under the same conditions as Theorem 5.2, we can obtain the superlinear convergence result.
Theorem 5.3. Under the same conditions as Theorem 5.2, the sequence {xk} generated by Algorithm CTRU is superlinearly
convergent to x∗.
Proof. a. First,
‖sk‖ ≤ ‖xk − x∗‖ + ‖xk+1 − x∗‖
≤ ‖xk − x∗‖ +
√
2(fk+1 − f (x∗))
m
≤ ‖xk − x∗‖ +
√
2(fk − f (x∗))
m
≤
(
1+
√
M
m
)
‖g(xk)‖
m
(5.9)
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where the second inequality comes from (4.4), the third one from fk+1 ≤ fk and the last one from (4.3) and again (4.4).
b. Since
‖gk+1‖
‖sk‖ =
‖gk+1 − gk − Bksk + αTkB−1k gkBksk‖
‖sk‖
≤ ‖gk+1 − gk − Bksk‖ + ‖αk‖‖B
−1
k ‖‖gk‖‖Bk‖‖sk‖
‖sk‖
≤ ‖gk+1 − gk − Bksk‖‖sk‖ + ‖αk‖‖B
−1
k ‖‖gk‖‖Bk‖
≤ ‖(∇
2fk − Bk)sk‖
‖sk‖ +
O(‖sk‖2)
‖sk‖ +MαMbMh‖gk‖
≤ ‖(A− Bk)sk‖‖sk‖ + ‖∇
2f (xk)− A‖ + O(‖sk‖
2)
‖sk‖ +MαMbMh‖gk‖ (5.10)
where the first equality comes from the condition of the theorem and the third inequality from Assumption 4.4 and
gk+1 = gk +∇2f (xk)sk + O(‖sk‖2).
Hence fromTheorems 5.2 and 5.1 and f twice continuously differentiable, we have that the right side of (5.10) convergent
to zero as sk → 0. So ‖gk+1‖‖sk‖ → 0(k→∞). From (5.9),
‖gk+1‖
‖gk‖ =
‖gk+1‖
‖sk‖ ·
‖sk‖
‖gk‖ ≤
(
1+
√
M
m
)
· ‖gk+1‖‖sk‖ . (5.11)
So according to (5.9) and (5.10), ‖gk+1‖‖gk‖ → 0(k→∞). According to (4.3),
m‖xk+1 − x∗‖ ≤ ‖gk+1‖, ‖gk‖ ≤ M‖xk − x∗‖
this means that
‖xk+1 − x∗‖
‖xk − x∗‖ ≤
M
m
‖gk+1‖
‖gk‖
which together with (5.10) and (5.11) implies that limk→∞
‖xk+1−x∗‖
‖xk−x∗‖ = 0. Then the proof is complete. 
6. Numerical experiments
In this part, we report some preliminary numerical experiments. We test the performance of Algorithm CTRU and
compare it with the performance of the quadratic-based trust-region method named as Algorithm QTRU in Ref. [5].
In this paper, when the iteration is successful we use the method in [8] to generate αk+1 and BFGS method is used to
update Bk+1, i.e.,
Bk+1 = Bk + yky
T
k
yTkδk
− Bkδkδ
T
kBk
δTkBkδk
,
αk+1 = t1gk+1 + t2gk
where
yk :=
{
yk, if δTkyk ≥ 0.2δTkBkδk
θkyk + (1− θk)Bkδk, otherwise
and
θk = 0.8δ
T
kBkδk
δTkBkδk − δTkyk
,
δk = xk+1 − xk,
t1 = 1uv(u− v) [−(fk − fk+1)(u− v)+ |u+ v|
√
(fk − fk+1)2 − uv]
or
t1 = 1uv(u− v) [−(fk − fk+1)(u− v)− |u+ v|
√
(fk − fk+1)2 − uv]
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Table 1
Test results for problems of [18].
Algorithm CTRU Algorithm QTRU
Pro. ITR NF ITR NF
Freudenstein-Roth 12 35 42 71
Rosenbrock 24 30 42 63
Extended Powell singular 29 36 21 42
Cube 15 17 28 32
Broyden tridiagonal 37 78 41 105
Watson 42 64 Failed Failed
Broyden bounded 123 341 41 83
Beale 72 216 194 537
Table 2
Test results for problems of [19].
CTRU QTRU
Pro. ITR NF ITR NF
Snail 41 60 30 77
Gulf 315 1073 Failed Failed
Allinitu 23 52 156 631
Brownden Failed Failed 52 103
Tointgor 124 422 235 105
Vibrbeam 114 453 397 937
Djtl Failed Failed Failed Failed
Akiva 18 24 16 35
Helix 41 73 175 695
Brownbs 104 341 280 857
Table 3
Test results for problems of [20].
CTRU QTRU
Pro. ITR NF ITR NF
S202 15 16 24 31
S204 33 36 75 124
S205 28 41 47 49
S207 30 35 24 25
S210 17 18 19 22
t2 = 1
v
2(u+ v + uvt1)t1
2+ ut1 + vt1 +
√
4+ (u− v)2t21
u = gTk+1sk, v = gTk sk.
The matrix Bk+1 chosen as above satisfies some generalized quasi-Newton equation
Bk+1δk = ρyk
where ρ = (1− vt1β)β and β = 12 (ut1 − vt1 +
√
4+ (u− v)2t21 ). We note that here δk is equal to xk+1 − xk, i.e., when the
iteration is successful, we set δk = xk+1 − xk. We will point out that when Bk is positive definite, then by the choice of yk,
yTkδk > 0 is guaranteed and so Bk+1 generated by the above equation can be guaranteed positive definite.
The test problems come from [18] and CUTE [19] with fewer than 300 variables. Following the referee’s suggestion, we
also choose another five problems from [20]. The convergence criterion
‖gk‖ ≤ ε or f (xk−1)− f (xk) ≤ εmax{0.1, |f (xk−1)|}
is used for the termination test; that is,when one of the two conditions is satisfied, computation stop.We also set amaximum
iteration number, 500, to terminate calculation when this number is reached.
Tables 1–3 list the number of iterations used for the algorithms. The column headings in these tables ‘ITR’ and ‘NF’ stand
for the number of iterations and the number of the valuations of functions fk, respectively. ‘Failed’ means that algorithms
fail to terminate at a stationary point of the problem within 500 iterations.
The results in Tables 1–3 show that in most cases, Algorithm CTRU performs better than Algorithm QTRU. This means
that Algorithm CTRU is competitive.
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7. Conclusions
The main job in this paper: Firstly, we put forward one conic trust-region algorithm named as Algorithm CTRU to
solve unconstrained optimization problems; Secondly, we give an approximate Algorithm SCTR to solve the arising conic
trust-region subproblem and prove that this approximate algorithm is easy to implement and possess strong convergence
properties as the expensive exactmethods; Finally, we analyze the convergence properties of AlgorithmCTRU, including the
global convergence, the local linear and superlinear convergence. Furthermore, we also discuss the conditions for analyzing
the convergence properties. For further study, from the numerical point of view, one accurate algorithm for solving the conic
trust-region subproblem may be given; and it is worth to study one more general trust-region model because it will ask us
to consider the properties of the model that makes the trust-region work.
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