The art of matchmaking: sequence alignment methods and their structural implications  by Smith, Temple F
Ways & Means R7
The art of matchmaking: sequence alignment methods and their structural implications
Temple F Smith
Address:  BioMolecular Engineering Research Center, College of Engineering, Boston University, 36
Cummington Street, Boston, 
MA 02215, USA.
E-mail: tsmith@darwin.bu.edu
Structure January 1999, 7:R7–R12
http://biomednet.com/elecref/09692126007/R0007
© Elsevier Science Ltd ISSN 0969-2126
Introduction
Comparative sequence analysis has become one of the
cornerstones of modern molecular biology. This is most
obvious in the studies of gene family evolution and more
recently in the large-scale functional annotation of the
increasing number of fully sequenced genomes [1,2]. Even
though comparative sequence analysis has had an important
role in many structure analyses, it has generally appeared to
play a less central role. Here we will review the importance
of sequence alignment to protein structure prediction, mod-
eling, and understanding. It is useful to note the near-paral-
lel development of protein structure determination and
comparative sequence analyses. The experimental determi-
nation of protein structure dates to the late 1950’s with
Kendrew’s initial analysis of sperm whale myoglobin [3]. It
required nearly another four years and the electronic com-
puter analysis of some 10,000 diffraction spots, however, to
associate the sequence of amino acids with the structure
they encoded. This same basic inverse Fourier transform
method, albeit with many high-speed computing improve-
ments, is still used today to determine protein structures.
The early comparative sequence analyses might be said to
date to the very early 1960’s with the work of Zuckerkandl
and Pauling [4], but it was only with the computer imple-
mentation of methods such as those of Dayhoff and Eck [5]
and Needleman and Wunsch [6] that well-defined compar-
ative sequence relationships were obtained. Again, the
basic dynamic programming logic of this early work formed
the basis for the modern sequence alignment tools, such
as the Smith–Waterman [7] and the hash coded FASTA/
BLAST algorithms [8].
The fitting or aligning of an amino acid sequence to a
structure model is central to X-ray structure determina-
tion. Here one aligns or, to use a more recent term, threads
the sequence of amino acids into the electron-density distri-
bution. The idea is to find the best fit of the amino acid
physical shapes to the scattered X-ray predicted electron
density. This is basically the same problem faced when
comparing two DNA or protein sequences: the determina-
tion of the optimal (under some scoring scheme) alignment
or sequential association of each element in one sequence
with one in the second. In its simplest form, optimal
sequence alignment is the identification of the minimum
edit between the two strings or sequences. For biological
sequences, this is a very natural way of thinking about
sequence alignments; one just asks what are the minimum
‘edits’ (the allowed edits being substitutions and deletions
or insertions) or mutations required to convert one sequence
into the other. The mathematically rigorous solution to this
optimization problem is via dynamic programming [9].
The modern applications of optimal sequence alignments
to protein structure prediction and analysis include homol-
ogous extension modeling [10,11] and its generalization,
threading [12], and large multisequence to structure align-
ments that allow the assessment of sequence structural
determinates [13]. (See Figure 1 for a summary of align-
ment applications to structural analysis.)
Sequence/structure alignments
There are at least three different standard sequence similar-
ity alignment approaches for pairs of amino acid sequences:
the global optimal, or Needleman and Wunsch, alignment
[6]; the optimal full-length alignment of a smaller sequence
within a larger sequence; and the local, or Smith–Water-
man, alignment in which one identifies the pair of maxi-
mally similar segments, one from each sequence. In all
cases the mathematically rigorous solution to the optimal
alignment is through dynamic programming (see Table 1)
[9]. The Smith–Waterman approach is the most commonly
used, and excellent very fast heuristics, such as FASTA
[14] and BLAST [8] have been developed. Each optimal
alignment must be defined on some measure of similarity
between pairs of sequence elements. These measures, such
as PAM250 [5] or BLOSUM62 [15], can be thought of as a
matrix of log likelihood ratios. They are defined as the log
of the probability of observing any pair of amino acids
aligned in biologically equivalent homologous positions
divided by the probabilities of those same amino acids
being paired in a random alignment.
(1)
It is generally assumed that these sequence element simi-
larity score matrices reflect the relative likelihood of sub-
stituting one amino acid for another. In addition, one must
associate an alignment gap ‘penalty’, which can also be
viewed as a relative Log likelihood of a deletion and/or
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insertion in one or the other of the two sequences. The
likelihood of an alignment gap has traditionally been
assumed to be independent of the amino acids that such a
gap presumes to have been deleted or inserted, even
though this is quite obviously not the case in proteins.
These similarity measures are a function of at least two
variables. Most obvious is their generally ignored  depen-
dence on the structure and solvent-exposure environment.
Less obvious, but better studied, is their dependence on
evolutionary distance and/or rates [16]. It has not been
possible to exploit these dependencies for the alignment
of protein sequences of unknown structure and unknown
divergence times. The standard sequence element simi-
larity measures are averages over all structural environ-
ments and over some range of substitution rates, even
though the rate of substitutions along any sequence will
clearly vary greatly as a function of structure and substrate-
binding or catalytic site. For sequences that are obvious
homologs and that have not diverged in sequence very far
(50% or more alignment identities), the effect of the
average nature of the sequence element similarity measures
is minimal. However, as the overall sequence similarity
approaches the so-called ‘twilight zone’ of less than 20%
identities, the effect on the correlation between the optimal
dynamic programming alignment and ‘actual biological’
alignment may be significant. This, of course, raises the
issue as to what is the actual biological alignment, which
will be discussed below. 
The dynamic programming logic behind simple optimal
pairwise alignments does not extend to multiple sequence
alignments in a simple practical manner, as the computa-
tion grows proportionally to the average sequence length
raised to the power of the number of sequences. However,
there are a number of good multialignment heuristics, the
simplest being an iterative approach [17,18]. Here, one
obtains the optimal alignment between the most similar
pair and then aligns the next most similar sequence to that
aligned pair, creating an aligned set to which the next is
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Table 1
Dynamic programming sequence alignments.
Global alignment
Initial conditions H0,0 = 0; H0,j = W(j); Hl,0 = W(k) for all i =1,L1
and j = 1,L2
Recursion Hi,j = max {Hi-1,j–1 + Si,j; Hi,j-k + W(k); Hi-k,j + W(k)}
Optimal score and alignment trace back start point: HL1, L2
Full-length alignment of shorter sequence in larger sequence
Initial conditions H0,0= 0.0; H0,j = 0.0; Hl,0 = W(k) for all i =1,L1
and j=1,L2
Recursion Hi,j= max {Hi–1,–1 + S i,j ;H i,j–k + W(k); H i-k,j + W(k)}
Optimal score and alignment trace back start point: Max over j of HL1, j
Maximally similar segments
Initial conditions Hl,o = 0 for all i = 0,L1; Ho,j for j = 0,L2
Recursion Hi,j = max {Hi–1,j–1+ Si,j; Hi,j–k +W(k); Hi–k,j +W(k); 0.0}
Optimal score and alignment trace back start point: Max over i and j of Hi, j
Figure 1
Protein sequence alignment analysis. The primary inputs are indicated by rectangle enclosures and
the major outputs by ovals. The search engines include not only the standard dynamic
programming and the BLAST hash code similarity measures, but hidden Markov models and the
various protein threading algorithms. The major structural outputs are domain dissection,
homologous extension modelling and threading model alignments.
aligned and so forth. Both the treatment of gap penalties
and the sequence element similarity measure must be
modified in such procedures. For example, when using
the affine gap penalty function [19], the penalty for opening
a gap in a sequence can be set to zero if a gap overlapping
that same position has already been inserted in any of the
previously aligned sequences.
Most protein multialignments are currently carried out as
updates to existing alignments. This normally involves
some compact representation of the pattern of sequence
elements common to a previously aligned set (for a review
of protein pattern methods see Smith et al. [20] and Bork
and Koonin [21]). Thus, when one searches the PROSITE
[22], BLOCKS [15], pfam [23] or PIMA [17,18] databases
with a new protein sequence, one is attempting to add one
more sequence to the multialignment that generated the
matched patterns. These extended multialignments are
local in the dynamic programming sense (see third example
in Table 1). For example, a match to one of the regular
expression patterns in PROSITE, or to one of the BLOCKS
profiles, may extend over only a dozen or so residues. These
short local common regions, when matched, induce an
alignment of that region to all previous aligned members of
the protein family. This, of course, leaves all other regions
unaligned. The result is an alignment of the new sequence
to the previous aligned family, composed of sets of aligned
and alignment-indeterminate subregions.
The match of a new sequence to the set of sequence pat-
terns common to a protein family (discussed above) has
been generally used to infer the biochemical function
and/or active sites. This is due to the fact that catalytic
and substrate-binding site residues are some of the most
conserved. However, considerable structural information
is also contained in matches to such patterns. In particu-
lar, any structural information known for any one family
member within the regions matched can be directly
inferred for that region of the new protein. In addition,
one can normally infer any known domain folding class
information that overlaps the regions matched. This may
be particularly useful in the case of multidomain proteins
(see Figure 2; Table 2).
One of the major pieces of structural information that can
be extracted from both multisequence alignments and
motif or pattern matches is the domain structure of a
protein [24,25]. In the simple cases, one finds that within a
set of multiple sequences, one or more sequences are
aligned over nearly their entire length while others are
aligned over only a fraction of their length. Under the
assumption that a functional and/or structural domain can
be defined as any sequence region recognized in two dis-
tinct sequence contexts, one has then identified at least
part of the domain structure in the longer of the sequences.
The profile or multisequence alignment update procedure
works well in this approach [26] as does the latest BLAST
multialignment procedure, PSI-BLAST [27].
Structural implications and constraints
The amino acid type or property variation as a function
of alignment position provides at least three kinds of
information: the position of likely functional or catalytic
residues, these being nearly or completely invariant; posi-
tions that may have key structural roles, such as those that
are invariant in their hydrophobicity or turn propensity;
and highly variable positions that can provide estimates of
evolutionary relationships, and that are normally indica-
tive of structurally neutral positions such as surface loop
regions. All of these have been exploited. Their use in
structure prediction has often been indirect, for example,
when examining secondary structure predictions across a
large set of multiply aligned sequences for either consis-
tency or majority rule at each aligned position [28]. 
The by-hand scrutiny of protein alignments for highly vari-
able and/or gapped regions, to locate probable surface loops
or for conserved helical hydrophobic periodicity has surely
been done by nearly all structural biologists at one time or
another. There have been some attempts to formalize mul-
tialignment structural characteristics, such as the develop-
ment of hydrophobicity profiles [29] and the consistent
placement of gaps [18]. The gap opening penalty in the
latter becomes a function of whether or not an alignment
gap has been previously introduced. However, there are
two reasons that the best tool may still be the structure-
trained eye. Firstly, the alignment algorithms themselves
are optimizing a sequence similarity score function that, as
noted above, is an average over structural states. The align-
ments themselves therefore often have to be adjusted by
hand to optimize any particular local structurally conserved
pattern. Secondly, the degree of alignment ‘optimality’
varies along the length of the sequences. This is most
obvious in simple pairwise alignments.
Waterman formalized some of these ideas [30] by develop-
ing a means of identifying all near optimal alignments
within some fixed score distance of the global optimal. The
result is a set of alignments with common subaligned
regions for any given total similarity score or better. Those
regions that align differently for slight differences in overall
similarity define the alignment ambiguity. With the exten-
sion of this concept to multiple alignments, one would have
a means of identifying those regions for which by-hand
adjustments to improve the commonality of some local
structural pattern would have minimal effect on the overall
score. For example, the adjustment of gap placements to
increase the alignment of a common glycine or other C-ter-
minal helix-capping residue would be clearly justified if the
overall similarity score is reduced by less than 5%. Zhu et al.
[31] have employed a Bayesian statistical approach to align-
ments that also provides a measure of regional consistency.
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In cases where one of the aligned sequences can be associ-
ated with a determined structure, the amino acid substitu-
tion similarity measures and the gap penalties can be
conditioned on the structural environments. In the simplest
case, one can restrict alignment gaps to surface loop regions.
Using more complete information, one can construct amino
acid similarity measures that are a function of the secondary
structure and degree of solvent exposure. The construction
of such amino acid similarity matrices requires a large set of
prealigned sequences of proteins of known structure, the
alignment being based on structure equivalence positions,
not on sequence similarity. This in turn requires a means
of aligning or superimposing three-dimensional structures
[32,33]. Such alignments have been performed indepen-
dently of the amino acid sequences by using the root mean
square (rms) differences among secondary structure alpha
carbon atoms as the minimization objective function. 
The alignment of one structure with another is not only
useful in identifying structural constraints on amino acid
substitutions, but has been defined as the ‘gold standard’
of accuracy for sequence alignments. It is assumed that
conservation of structure is more strongly constrained than
that of sequence. Thus, even when the proteins that carry
out the same function display little sequence similarity,
their structures may still be nearly identical. This makes
R10 Structure 1999, Vol 7 No 1
Figure 2
(a) Pattern-induced alignments across a set of multidomain
proteins. Displayed are six proteins: three of the archaea, M.
jannaschii, two from Yeast and one from Escherichia coli. They
have been aligned with three separate PIMA patterns [18], each
representing a separate functional domain. The right-most is the
anthranilate synthase subunit II; the middle is the indole-3-
glycerol phosphate synthase; and the left-most is the N-
phosphoribosyl anthranilate isomerase. Note that the short
connecting helix between the two domains in the E. coli
sequence b1262 is displayed in (b). The scores for each domain
pattern’s match to each of the six sequences is given in Table 2.
This set of alignments clearly demonstrates the ability to use
multisequence and/or pattern-induced alignment tools to
identify and dissect functional domains. Note, in this case the
three distinct domains (all eight sequence domains) are
eightfold αβ barrels and, as such, show more than chance
overall sequence similarity. In fact, given their structural
similarity and the fact that they are all involved in tryptophan
biosynthesis, one must assume that they likely all derive from a
common ancestor.
sense, because substitutions that affect either the catalytic
site or the architecture supporting it will be selected
against, whereas those that are compatible with both will
be allowed to accumulate. Such variable positions are
often in the majority.
The most successful structure prediction has occurred
through simple homologous extension modeling. In its
most basic form, this involves a sequence similarity align-
ment in which the three-dimensional position of each
amino acid in a determined structure is inherited by the
amino acid aligned with it in the sequence of unknown
structure. The certainty with which this structural inheri-
tance can be taken is directly proportional to the degree
and position of alignment ambiguity discussed above. In
particular, the alignment uncertainty in the neighborhood
of alignment gaps directly reflects the expected structural
variation in surface loops, even among close homologs.
Taylor [13] investigated these same ambiguities in the
case of multiple sequence to structure alignments that
used the threading generalization of homologous exten-
sion modeling (discussed below).
The generalization of homologous extension modeling,
the so-called threading approach, is also often seen as a
sequence alignment problem [12,34,35]. The basic idea is
to construct a complete set of three-dimensional models
independent of any amino acid sequence realization, then
to search for the best alignment or threading of an amino
acid sequence to each of those models. It is assumed that
the scores for the alignment of sequence to structure
provide a good estimate for the compatibility of the amino
acid sequence with the structural environments implied
by that alignment. This in turn is hoped to provide an
estimate of the likely fold of the sequence. As in the
sequence-to-sequence alignment procedures, the major
challenge in the threading method has been the design of
the scoring function [36]. These designs include various
aspects of the assumed dependence of the compatibility
of an amino acid with a particular structural environment
or state, and are normally of the form: Log {P(ai|state)/P
(amino acid)}, similar to Equation 1. For example, these
functions take into consideration aspects such as the sec-
ondary structure, the degree of probable solvent exposure,
the distances to neighboring backbone atoms, etc. The
inclusion of spatial neighbor information, including the
amino acid type, forces the threading alignment problem
to be, in general, NP-complete [37], although under certain
reasonable assumptions it can still be approached through
dynamic programming [38]. 
Conclusions
It is of interest to note that the proper association of an
amino acid sequence with the X-ray-determined electron
density is in fact an alignment problem analogous to the
current protein structure prediction threading approaches.
These very promising threading approaches have two
current limitations. Firstly, in the absence of a library of all
possible fold templates or structure models, the threading
approaches will not be able to provide an estimate of the
structure of any sequence for which there is no proper
model. Secondly, there are still major limitations in the
scoring schemes used to identify the optimal sequence-to-
model alignment. In particular, these schemes are cur-
rently all statistical in nature and, thus, like the sequence
element alignment similarity matrices, are averages over
many structural states. Even with limited model libraries
and scoring schemes, however, the threading approaches
represent the major sequence alignment generalization in
use. It may turn out that even with their current limita-
tions, they can help identify which structures are missing
from both our model and determined sets. For example,
any large aligned new sequence family for which no con-
sistent structural alignment can be obtained suggests an,
as yet, unknown new protein structure.
The great utility of alignment methods not withstanding,
they may often be incorrect for many threading approaches.
For example, in those cases where the structural models
are represented by hidden Markov models (HMMs), neural
nets, or other statistical structures, the optimal linear align-
ment of an amino acid sequence to a set of the modeled
structural states will not provide an accurate estimate of
the desired probability. To see this, recall the appropriate
form of Bayes’s theorem:
(2)
where the desired probability on the left-hand side is the
probability of the structural model given the sequence in
question. The probability of any particular sequence given
the model, P(seq | Model), is what is normally directly cal-
culable. This suggests the inappropriateness of alignment
algorithms. The reason is that most of these structural
models represent an ensemble of structures, not a single
structure and, as such, there are many ‘paths’ through the
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Table 2
The scores for three tryptophan biosynthesis domain patterns*.
Loci Left-most profile Middle profile Right-most profile
YDR007W 25.067 48.070 558.239
MJ0451 30.062 43.460 543.292
b1262 29.139 812.730 547.948
MJ0918 40.117 796.975 36.441
YKL211C 885.776 805.501 52.607
MJ0238 867.998 44.094 32.552
*The scores are given for the three tryptophan biosynthesis domains illustrated in Figure 2. 
( ) ( )
P(seq)
P(Model)Model|seqP
seq|ModelP =
model capable of generating the same sequence, albeit
with different probabilities. Each path is a different linear
sequence of structural states where each state has an associ-
ated amino acid emission probability, P(amino acid | State).
Thus the correct estimate of P(seq | Model) is the sum over
all such paths, not just the single most probable one or,
equivalently, the single optimal alignment. The methods
associated with HMMs are particularly well developed for
calculating P(seq | Model) by what is referred to as the ‘fil-
tering’ algorithm [39,40].
Finally, it is clear that the integration of sequence and
structure information in alignment methods of all sorts is
becoming more and more useful. This is not just true in
the area of improved structure prediction, but is also criti-
cal in protein function and evolutionary studies. One of
the clearest recent examples is perhaps the case where the
very limited common sequence pattern found in the serine
proteases was combined with the overall β fold context
[41], allowing the alignment of this very large family with
accuracy approaching that obtained using structure-to-
structure alignments [11].
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