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This thesis deals with further investigations of the enhanced strain finite element 
method, with particular attention given to the analysis of the method for isopa-
rametric elements . It is shown that the results established earlier by B D Reddy 
and J C Simo for affine-equivalent meshes carry over to the case of isoparame. ric 
elements . That is, the method is stable and convergent provided that a set of three 
conditions are met, and convergence is at the same rate as in the standard method. 
The three conditions differ in some respects, though, from their counterparts for the 
affine case. A procedure for recovering the stress is shown to lead to an approximate 
stress which converges at the optimal rate to the actual stress. 
The concept of the equivalent parallelogram associated with a quadrilateral is intro-
duced . The quadrilateral may be regarded as a perturbation of this parallelogram, 
which is most conveniently described by making use of properties of the isoparamet-
ric map which defines the quadrilateral. The equivalent parallelogram generates a 
natural means of defining a regular family of quadrilaterals; this definition is used 
together with other properties to obtain in a relatively simple manner estimates, in 
appropriate seminorms or norms, of the isoparametric map and its Jacobian, for use 
in the determination of finite element interpolation error estimates. 
·with regard to computations, a new basis for enhanced strains is introduced, and 
various examples have been tested. The results obtained are compared with those 
obtained using other bases, and with those found from an assumed stress approach. 
Favourable comparisons are obtained in most cases, with the present basis exhibit-
ing an improvement over existing bases. Convergence of the finite element results 
are verified; it is observed numerically that the improvement of results due to en-
hancement is as a result of a smaller constant appearir.g in the error estimates. 
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1 .1 Background 
In the finite element analysis of problems in solid and structural mechanics, it is 
well-known that the standard low-order elements exhibit rather poor performance in 
analyses of bending-dominated problems; furthermore, these elements exhibit lock-
ing response in the thin limit (in beam, plate and shell problems), and in the nearly 
incompressible limit. However, low-order elements are often preferred due to their 
economy, and thus there has been a long history of attempts to develop successful 
finite element schemes for low-order elements to overcome these difficulties. 
Most of the methods proposed to improve the performance of the low-order elements 
can be classified as hybrid-mixed methods; that is, in addition to the displacement 
field, one or more independent fields are introduced for strains, stresses or non-
conforming (incompatible) displacements to enrich the standard (conforming) finite 
element subspace. In general, these additional fields are chosen to be discontinuous 
across the element boundaries so that the corresponding degrees of freedom are eas-
ily eliminated at the element level. This leads to a system of simultaneous equations 
vv.ith a modified element stiffness matrix. 
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Solutions are improved significantly for bending-dominated problems with the four-
noded rectangular element, by using the method of incompatible modes developed by 
\iVilson et al. [.59], in which additional nonconforming quadratic terms are included 
to enhance the standard displacement field. This element is, however, not stable for 
arbitrary quadrilateral elements, and so it was subsequently modified by Taylor et 
al. [56] in such a way as to be stable in the quadrilateral case. 
Recently, Simo and Rifai [48] have proposed a new general methodology, called the 
enhanced strain method, in the context of small strain problems. In this method 
the strain tensor e is expressed as a sum of the conventional strain e( u ) and an 
additional tensor €, called the enhanced strain: that is, 
where e(u) = t ('V'Tu + 'V'u). This approach has a number of additional advant-
ages: 
• it gives high accuracy for coarse meshes in bending-dominated problems 
• basis vectors are easi ly constructed 
• it exhibits locking-free response in the nearly incompressible regime 
• it is extendable to nonlinear problems. 
The rectangular incompatible mode element of Wilson et al. [59] and its extension 
to isoparametric quadrilateral elements by Taylor et al. [56] appear as special cases 
of this method. 
Subsequent work in the area of enhanced strain elements has included the develop-
ment of new four-noded membrane, plate and shell elements , as well as eight-noded 
brick elements by Andelfinger and Ramm [2], and the extension of the method into 
the materially and geometrically nonlinear regime by Simo et al. [49, 50]. 
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It is also worth mentioning the related work on assumed stress (or hybrid stress) 
elements, of which the example due to Pian and Sumihara [39] is perhaps the best 
known; further variants of this class of elements have been studied by Di and Ramm 
(20], while the relationship between the assumed stress and enhanced strain methods, 
based respectively on Hellinger-Reissner and Hu-Washizu-type variational formula-
tions, has been addressed by Andelfinger et al. [2]. Several other modified versions 
of Pian's element have been introduced with improved accuracy (40, 41, .60, 61]. Al-
though the assumed stress element shows good performance with low-order elements, 
the application to nonlinear and plasticity problems leads to rather cumbersome ex-
tensions (50]. 
Recently, an improved incompatible mode element has been introduced and studied 
by Hueck et al. (26, 27]; the basis functions for this element are obtained by making 
use of truncated Taylor series expansions of the gradients in physical coordinates, 
and the result is an element which is stable for arbitrary quadrilaterals. 
Since exact solutions are not available for many problems in engineering and science 
the reliability of finite element methods depends on understanding the mathematical 
framework of the methodology. The nonconforming method of \Nilson et al. was 
analysed for a uniform mesh of parallelograms by Lesaint (30], with key contributions 
by Strang (see (53, 54], and also the treatment by Ciarlet (18, Chapter 4]). The 
key to the analysis lies in the second Strang Lemma (54], which makes precise the 
consistency error due to the nonconformity. 
For the arbitrary quadrilateral case, it is well known that Wilson's incompatible 
element is not stable due to the appearence of the bilinear term in the isoparametric 
map. Lesaint and Zlamal (31] have modified the variational formulation in accord-
ance with Taylor (56], and proved the convergence. Without such a modification of 
the variational formulation, Shi [46] has proved convergence for \Nilson's element, 
but under the condition that the distance between the midpoints of the diagonals 
of quadrilateral is of order O(h2 ) . In other words, Shi has imposed a condition on 
the coefficient of the bilinear term in order to obtain the convergence. All of these 
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problem s have been considered in the context of linear elasticity. Very recently, 
application of ·wilson's incompatible modes to Mindlin plates is reported in [62]; a 
stable element similar to that of Bathe and Dvorkin [6] results. 
A detailed mathematical analysis of the enhanced strain method was carried out 
by Reddy and Simo [44] for the case of affine-equivalent meshes, that is, meshes 
comprising n-rectangles or n-parallelograms (subparametric cases), for problems 
in IRn. In this work it was shown that the method is stable and convergent provided 
that a set of three conditions are met by the enhanced strain basis ( cf. the con-
ditions (I) -(III) later, in Section 3.2); furthermore, convergence is at the optimal 
rate. The investigation in [44] also included a detailed treatment of the case of small 
compressibility and incompressiblity. It was shown that, for the basis in two dimen-
sions introduced in [48], no locking occurs; furthermore, the checkerboard mode is 
the only spurious pressure mode, and this may be filtered out, as in the case of 
the Q1 - P0 (bilinear velocity-constant pressure) element, to give an approximation 
which is convergent at the optimal rate. 
Reddy and Simo have shown that meshes comprising triangular elements, with con-
ventional Lagrangian basis functions defined on these elements, are ruled out because 
imposition of the criteria which have to be satisfied by the enhanced strains results 
in the problem being entirely equivalent to the standard problem. 
1.2 Present work 
The purpose of this contribution is to further develop various aspects of the enhanced 
strain finite element method in respect of linear problems. First, the analysis of [44] 
is extended to include the important case of isoparametric elements . The task is 
not as easy as for the affine case because of the appearance of the nonlinear term 
in the isoparametric transformation. In [46] it was assumed that the coefficient 
of this nonlinear term is of order O(h 2 ), in order to obtain convergence. No such 
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assumptions are made here. 
We give a modified version of the conditions introduced in [44], to obtain the required 
asymptotic estimates for the enhanced strain method. A general estimate is obtained 
for the error, and asymptotic results are given for plane bilinear and biquadratic 
elements with the use of the geometrical estimates obtained. The analysis presented 
here also includes a discussion of the stress recovery process; it is shown that the 
recovery process proposed in [48] yields stresses which converge at the optimal rate. 
No analysis is given for the incompressible case: Reddy·and Simo [44] did the analysis 
for rectangular elements; arbitrary quadrilaterals are very difficult, given that the 
Q1 -Po element for the arbitrary case still resists a complete analysis. 
In order to obtain the concrete form of the error estimates, we need some geometrical 
estimates pertaining to quadrilateral finite elements . Therefore the second contribu-
tion of this thesis is a study of geometrical estimates for quadrilateral elements. The 
case of the four-noded quadrilateral differs from that of simplicial elements in an 
important sense, namely, that whereas simplicial curved elements are conveniently 
regarded as perturbations of triangular or tetrahedral elements, it is not immedi-
ately clear as to how this approach may be carried over to quadrilaterals and their 
three-dimensional counterparts, especially if the perturbations are to be regarded 
as small in some sense. This is also commented on in the text by Ciarlet [18] (see 
page 243). It is therefore necessary to adopt an approach which differs from that 
employed in the case of curved triangular elements, if the idea of the quadrilateral 
as a perturbation of a parallelogram is to form the basis of the theory. This issue 
is addressed by introducing the notion of the equivalent parallelogram associated 
with a quadrilateral. This parallelogram has the property that the quadrilateral 
may be regarded as a perturbation, in the sense that the difference between these 
two figures, as measured in an appropriate \vay, is O(h), where h is the diameter of 
the quadrilateral. 
The third contribution which we make is to propose a new basis for enhanced strains. 
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This basis differs from those which are in current use, in that the geometry of the 
actual element is included in the basis as defined on the master element. 
The fou rth contribution is a study of the numerical behaviour of the enhanced strain 
method and, in particular, of numerical rates of convergence. The asymptotic error 
estimates predict convergence at the same rate as the standard method, and there-
fore do not expl ai n the superior performance of the enhanced st rain method. The 
numerical results presented here suggest an explanation for this superior perform-
ance, in that the constant C which appears in estimates of the form JJerrorl! ::; C hk 
appear to be much smaller for the enhanced strain method than for the standard 
method. 
Outline of this work 
The plan of the rest of this thesis is as follows . In Chapter 2 some key mathematical 
definitions and notations are presented, after which we review those aspects of finite 
element interpolation theory which are required for subsequent developments. We 
then introduce the notion of the equivalent parallelogram associated with a quadri-
lateral. We highlight some interesting geometrical properties of quadrilaterals and 
their associated equi valent parallelograms, which properties allow the estimates ne-
cessary in an in terpolation theory to be arrived in a simple way. 
In Chapter 3, the continuous variational problem for linear elasticity is formulated 
in a manner appropriate for introduction of the enhanced strain as an additional 
variable. vVell-posedness of the continuous variational problem is discussed. The 
discrete problem is then posed. Three conditions are placed on the choice of finite 
element spaces; these are similar to those used in the affine case. These conditions 
are sufficient to show that the method is stable and convergent, with convergence 
at the same rate as the standard problem. 
The analysis presented here also includes a discussion of the stress recovery process. 
In [48] a least squares formulation is proposed to recover stresses . 'vVe give an 
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alternative formulation, but equivalent to that of [48]. It is shown that this process 
yields stresses which converge at the optimal rate. 
In Chapter 4 we first introduce a new basis for enhanced strains, and then we 
report on numerical results which demonstrate the improved performance of this 
and various other enhanced strain elements. These results also give an idea of 
actual rates of convergence. 
vVe conclude with Chapter 5 in which we discuss possibilities for future research. 
Portions of the work reported in this thesis have been submitted for publication; the 
work of Section 2.4 appears in [3] while that of Chapters 3 and 4 appear in [4]. 
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Chapter 2 
Finite Element Approximation 
and Interpolation 
The purpose of this Chapter is to recall, and to prove, a number of results relating 
to finite element approximation and interpolation theory in two and three dimen-
sions, of which frequent use will be made in the sequel. In Section 2.1 we give some 
central definitions and notations concerning function spaces which are required sub-
sequently. In order to make this thesis as self-contained as possible we review in 
Sections 2.2 and 2.3 the basic ideas of finite element interpolation and finite element 
approximation in general. 
Later developments will be exclusively concerned with quadrilaterals but estimates 
for the various quantities that arise in interpolation error estimates are not readily 
available for these elements. With this in mind we introduce in Section 2.4 the new 
concept of the equivalent parallelogram associated with a quadrilateral, and use this 
concept to derive various estimates for quadrilateral elements. 
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2.1 Key definitions and notations 
In this Section we review, rather briefly, the results, definitions and basic notations 
and terminology which are required subsequently. Further details can be found in 
[13, 18, 34]. Throughout the thesis we use the notations c, C, 6, etc. to denote 
positive constants which may have different values in different equations or inequal-
ities. 
We deal only with real vector spaces. Let X and Y be two Banach spaces. The 
vector space consisting of all k-linear mappings from Xk toY is denoted by £k(X; Y) 
or simply by £k(X) if X = Y. When k = 1 the map is often written as £(X; Y) 
instead of £t(X; Y) . The space £k(X; Y) is a normed space under the norm 
(2.1) 
for all A E .Ck(X; Y). 
where {e;}f= 1 is the canonical basis of IRn and A(ei)k = A(e;,e;, · · · ,ei) . 
We note that II All ~ ~: [A] for all A E £k(1Rn; Y), so that [A] is a norm equivalent 
to the norm II All on the space £ k(1Rn: Y) [16]. 
Given any subset n c IRn, F : n -+ IRn is said to be an affine map ifF is of the 
form 
F( X) = Bx + c for all X E n, 
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where B E £ (IEr) and c E ll"ln. 
We now define the notion of the derivative of a funcUon. Let u be a function from 
an open set n of a normed vector space X into a normed vector space Y. The 
function u is said to be differentiable at a point a E D if there exists a linear map 
Du(a) E £(X; Y) such that, for all hE X, 
lim -llh1ll llu(a +h)- u (a) - Du(a) ·hi!= 0. 
llhllx-o x 
Then Du( a) is called the Frechet derivative of u at a. If the Frechet derivative at 
a exists it is unique. 
vVe say that the function u is differentiable on n if it is differentiable at every point 
of n. It is then possible to define the function 
Du: xED C X-+ Du(x) E £(X;Y), 
which is called the Frechet derivative. If Du is continuous in n, the function u said 
to be continuously differentiable in n, and we write 
Higher order Frechet derivatives can be defined in the usual way (see Cart an [13] for 
further details). The k-th Frechet derivative of u at a point a , denoted by Dku( a), is 
a symmetric k-linear mapping of Xk into Yin the sense that Dku(a)(h1 , h 2 , • • ·, hk ) = 
Dku(a)(hujl hu2 , • • ·, huk) for any permutation a- : i -+ a-i of the set {1,2, · · ·, k}. 
In case h ; = h for all 1::; i::; k, we shall simply write Dku(a)(h)k. 
The natural norm of the kth derivative Dku(a) is defined as the norm of an element 
of the space £k(X; Y). 
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For the case in which X = IRn and Y = IRm, the first derivative Du( a) may be 
represented in matrix form as 
Du(a) = 
( 
a1u1( a ) 
atuz( a ) 
alum( a) 
anul(a) l 
anuz( a ) 
0 ' 
anum( a) 
where aiuj(a) =~(a) and u = (u 1 , u 2 , • • ·, un)· If m = n, the determinant of this ox, 
matrix is called the Jacobian of the function u at a , and is denoted by Ju. 
It may be observed that the partial derivatives aiu(a) satisfy 
Similarly, the higher order partial derivatives are given by 
Throughout this thesis, n will denote an open bounded set in IRn with boundary 
an. \Ve will also assume that n is bounded and simply connected, and that an is 
smooth. By a smooth boundary we will mean that an is at least Lipschitzian : that 
is, an can be represented as 
where { <I>r} is a system of local Lipschitz-continuous coordinate maps, ( x~, xr) is a 
local coordinate system and f3 is a sufficiently large positive number. Here lxrl < f3 
stands for lxil < /3, 2 SiS n. 
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2.1.1 Function spaces 
A successful finite element analysis depends on the right choice of function spaces 
appropriate to the given problem. Before we define some function spaces it is ne-
cessary to say that we deal with real-valued functions for the sake of convenience. 
In what follows we make reference to the following function spaces: 
cm(n): the linear space consisting of all functions u which have continuous partial 
derivatives (in all variables) up to and including those of order m 
C00 (i1) : the space of infinitely differentiable functions on n 
V(il): the space of test functions defined on n equipped with the usual locally 
convex topology: <P E V(il) if 
(i) <P has compact support in n; 
(ii) </J E C 00 (i1) 
V'(il): the space of distributions: that is, the topological dual of V(il) endowed 
with the strong dual topology. 
vVe now recall the definition of the space L 2 (i1) of equivalence classes of (Lebesgue) 
square-integrable functions u on n; that is 
Here and henceforth the volume element is denoted by dx 
L 2 (f2) is a Hilbert space with the inner product 
dx1 · · · dxn. Then 
(u,v)o,n = k tt(x)v(x) dx 1 and the norm llullo = (tt, tt)J,n· 
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We recall the multi-index notation for partial derivatives. Let a = ( a 1 , a 2 , ... , an) 
be an n-tuple of nonnegative integers and let lal = 'L-']= 1 aj : then we define the 
symbol no tl to mean 
(2.2) 
It is important to recall that in contrast to the ordinary derivative operator, the 
distributional derivative is a continuous functional on the space of distributions 
'D'(D). V/e refer to the elements of the 'D'(D) , the dual of 'D(D), as distributions on 
D. If u E 'D'(O) its derivative fl .7u is defined by 
Differentiation is a continuous operator in 'D'(D). Furthermore, the order of suc-
cessive differentiation is always immaterial, in contrast to the ordinary partial dif-
ferentiation. 
We also note that 
I n ou I s IIDkttll s C(k, n) max I D0 ttj. 
)o)=k 
(2.3) 
We are now ready to introduce the (Hilbertian) Sobolev spaces which are of great 
use and signifi cance in any discussion concerning finite element methods. 
For each integer m ~ 0, let H m(D) be the space of equivalence classes of func-
tions which, together with their distributional derivatives of order I a I~ m belong 
to the space L2 (D). The space Hm(D) is a Hilbert space when endowed with the 
inner product (·,·)m and associated norm ll·llm given by 
(u,v)m ,ll = L h IY' uD'' t•dx. 
!o·!:Sm 
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llull~, . n = (u, tt)m.n 
for all u, v E Hm(D.). Here the summation is over all possible combinations of indices 
such that lal ~ m. 
A normed space U is said to be embedded in a normed space V (with norms II· llu 
and ll·llv, respectively) if 
(i) U is a linear subspace of V and 
(ii) the injection of U into V is continuous; that is there exists a constant C > 0 
such that 
To denote such embeddings, we write U <--t V. 
The Sobolev embedding theorem asserts the existence of embeddings of Hm(D.) into 
following spaces: 
(ii) C1(D.) := {u E C1(D.): Diaiu is bounded on D. for lal ~ j}. 
We also define the closed subspace Hf:(D.) of Hm(D.), form 2: 1 by 
H(;(D.) = {u: u E Hm(D.) and u = Du = .. . = n au = 0 on an, Ia! ~ m- 1}, 
where an denotes the boundary of D. and boundary values are in the sense of traces. 
We will make use of the seminorm I · lm,ll on Hm(D.), defined by 
lul~.o = L L IDau(x) 12 dx. 
lal=m 
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The seminorm 1°11 is a norm over the space HJ (O) , equivalent to the norm llolh by 
virtue of the following inequality, known as the Poincare inequality : for a bounded 
domain n, there exists a constant c(O) such that 
lulo.n:S c(O) luh,n for all u E HJ(n) 0 (2.4) 
For a bounded domain with Lipschitz boundary, this is also true for seminorm 1°1m; 
t hat is, 1°1m is a norm over the space Hr;'(O), equivalent to the norm llollm ([18, see 
page 12])0 
In subsequent work we will also make frequent use of the seminorm [ 0 1m,n on Hm(n) 
which is defined by 
(205) 
where nmu(x)(ei) = ~;: 0 
I 
We introduce the space Qk(O) of polynomials q of the form 
q(x) = (206) 
where X= (x],X2, .. o,xn) E mn and n ~ 20 For example, if k = 1 and n = 2, 
Q1(D) is the space of polynomials of the form a0 + a1x 1 + a 2 x2 + a3x1x2 (or rather 
ao + a1 x + a2y + a3xy ) 0 
We denote by Hk+ 1 (0)/Qk(O) the quotient space whose members are cosets v of 
fun ctions, that is, 
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The natural norm on this quotient space is given by 
(2.7) 
Remarks. 
1. Note that I v 11•0 = [ v kn for all v E HJ (0), and hence the semi-norm [ · kn 
satisfies the Poincare inequality on HJ (0). 
2. For all v E H5(0), lvl 2 ,n :S fo[v] 2.n· 
:3. It has been shown in [.51] that there exists a constant C = C(O) such that 
llvllm.n :S C([ v 1m.n + llvllo.n), for all v E Hm(O). (2.8) 
This inequality is useful in showing that the seminorm [ u 1m,n is a norm on the 
quotient space f!k+ 1 (0)/Qk(O), equivalent to the natural norm. 
The quotient space J-Jk+ 1(0)/Qk(O) is a Hilbert space equipped with the quotient 
norm (2.7). If z't E !Jk+ 1 (0)/Qh-(O) then the mapping it~ [ it ]kH,n = [ u ]k+I ,n is a 
p1·io ri only a seminorm on the quotient space f!k+ 1(0)/Qk(O). 
Since any polynomial q E Qk(O) satisfies Dk+1q · (e;)k+1 = 0 for all i, we have 
n n 
L II Dk+I u · (e;)k+1 llo.n = L IIDk+I (u + q) · (e;)k+1 11o.n :S llu + qllk+I,n for all q E Qd 
i=l i=l 
Taking the infimum over all q E Qk(O) we obtain the inequality 
(2.9) 
It can in fact be shown that the scminorm [ u L+t.n is equivalent to the natural 
norm defined by (2.7), on the quotient space Hk+ 1 /Qk(O). This equivalence can 
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be established from a result given by Bramble and Hilbert [10, Theorem 1] which 
a llows us to prove the following Theorem (see also Lazarov [29, Lemma 1]). 
Theorem 2.1 There exists a constant c( D) such that 
inf llv. + qjik.H.n s; C( 0.)[ tt ]k+1 0 jo1· all u E J!k+1(D) . qEQk{O) • 
(2.10) 
Proof 
See, for example. [l O] for the proof of this Theorem. 0 
2.2 Interpolation estimates 
We begin by proving an important estimate which determines the order of accuracy 
of polynomial interpolat ions of the type (2.6). This Theorem is according to the 
exercise given in [18, Section 3.1]. 
Theorem 2.2 Fo1· some integers k 2 0 and m 2 0, let J[k+1 (D) and Hm(D) be So-
bolev spaces satisfy ing th e inclaS'ion H~·+l (D) <---? Hm(D), and let II E £(J!k+ 1 (D); Hm(D)) 
be a mapping such that 
IIq = q joT all q E Qk(D). (2.11) 
Th en there exists a constant c( D) such that 
(2.12) 
Proof 
To establi sh the required inequality, we observe that 
v - II v = v + q- IIq- riv 
17 
= (I- II)(v + q), 
for all v E Hk+1 (D) and q E Qk(D). Here I, the identity mapping from Hk+1 (D) 
into Hm(D), is continuous. 
From this identity we deduce that 
I v- IIv lm,n < III- II IIL inf llv + qllk+l n 
qEQk(O) ' 
< c(II, D)[ v ]k+1,n, 
by Theorem 2.1. 0 
Before proceeding to the next topic, it is appropriate to define another norm which 
is needed for subsequent developments. If F is a sufficiently smooth one-to-one 







The norm ~ F ~ is equivalent to the standard norm 1·1 on £ (1Rn; IRn) since m,oo m,co 
I F I < r.nmm n F " rn,oo- V ll m! U Um,co 
(see [3.5 , page 7] ). 
The following Theorems [18] summarise relationships between the seminorms 1· 1 and 
[ 
0
] on D and n. 
Theorem 2.3 Let D and n be two bounded open subsets of IRn such that D = F (fl), 
where F is a sufficiently smooth one-to-one mapping with a sufficiently smooth in-
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verse p- 1 : n - D. Then if a function it : D - 1R belongs to the space H 1(D) for 
some intege1· l;:::: 0, the function u = u o F- 1 : D --t lRn belongs to the space H 1(D) 
and, in addition, there exist constants C such that 
I u lo,o < I J 16:!1 u 11 ,0 VuE H 1 (D) 
I u ko < C I J 16:! I p- 1 11,00 I u 11,0 VuE H 1 (D) 
(2.14) 
(2.15) 
C I J 16:! (I p-ll~ ,oo I u l2,o +I p- 1 koo I u l1,o) VuE H 2 (DI2.16) 
c I J 1112 {IF-113 I u I . +IF-11 IF-11 I u I . + O,oo 1,oo 3,0 1,oo 2,oo 2,0 
I p-1 b,oo I u ko} Vu E H3 (D) (2.17) 
Here J denotes the Jacobian of the map F. 
Proof 
The proof of this Theorem may be found in [18]. 0 
The following Theorem is given as an exercise in [18, Section 4.3]. 
Theorem 2.4 Let n and D be two bounded open subsets of JRn such that n = F(D), 
where F is a map, defined as in Theorem 2.3. If a function u : f2 --t lR belongs to 
the space H 1(D) for some integer l ;:::: 0, the function u = u 0 F : n- IRn belongs to 
the space H 1 ( n) and, in addition, 
[ u ko < I 1-1 1;:! ~F~ 1 •00 I u h.o VuE H 1 (D) (2.18) 
[ u ]2,0 < C I 1-1 1;:;, (~F~~.oo I u ko +~F~ 2 ,00 I u l1.0) Vu E H 2(f2) (2.19) 
[ u b.o < C I 1-1 1;:! {~F~~.oo I u b.o +~F~ 1 ,oo~F~2,oo I u ko + 
~F~3.oo I u h.o} Vu E H 3 (f2) (2.20) 
Proof 
For any multi-index a with I a I= m, one has 
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Setting a 1 = 01 = · · · = am = i, we have 
(2.21) 
By using this result we prove the following: since u = u o Fe, by using the differen-
tiation rule for composition of function s we have 
and thus 
Consequently, 
Jn [ Du(e) ]2 c~e < j~ [ DFe(e) ]2 IIDu(Fe(e))ll 2 de 
= ~Fe ~~ .oo .k ll-1 IIIDu(x)ll 2 dx 
< ~Fe ~~ .= IJ-1 Io,oo in IIDu(x)ll 2 dx , 
from which we decl ll ce tbe in equality (2.18), using the result (2.3) and the inequality 
(2.21 ). 
By using Taylor ex pa11sion s as in [1:~, Section 7 . .5]. we have 
for all e E 0 and 1] 1 , 1]1 E nr. Since(,= v o Fe, we obtain 
max II D2 1t( e)( ei) 2 1! 
1<1<11 
= max IIDu(x )( D2 Fe( e )( e;) 2 + D2u( x )(DFe(e )ei, DFe(e)ei)ll 
t <1<n 




[u]2,o (fo"t, 1 D2u(e)(ei) 2 12 de) 2 
1 
< c1 (fo [ D 2 u( e) ]2 de) 2 (by (2.21)) 
< C, { W,!,,oo (fn11Du(x)ll' de)~+ !F,I:,oo (fo11D'u(x)jl2 de)~}. 
By application of the formula for change of variables in mul tiple integrals and by 
the use of inequality (2.3), we derive the inequality (2.19) . 
Finally, we use the Taylor expansion again, for all e E n and Th' 772. 173 E IEC' to 
obtain 
Du(x)(D3 Fe(e )(171 , 172 , 173 ) + 
D2 u( X )(DFe( e)TJl' D2 Fe(e)( 172, 173) + 
D3 u( x )(DFe (e)TJ1 , DFe (e)TJ2, DFe( e)173) 
to derive the inequality (2.20). The remaining details are omitted. 0 
By manipulating the above theorems we obtain an estimate in the following general 
form, according to [16, Theorem 2]: 
Theorem 2.5 For some integers k 2: 0 and m 2: 0 let Hk+1 (fl) and Hm(f'l) satisfy 
the inclusions 
and let ft E .C(Hk+1 (D) ; Hm(fl)) be a mapping such that 
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For any open set n which is th e image of set D under· the map F which is as defined 
in Theorem 2.3, let the mapping IT E £ (Hk+1 (0);Hm(n)) be defined by 
- . 
ITu = ITu 
Then there exists a constant C(fr, D) such that 
1 
(
supeEn I J(e) I) 2 
llu- ITullm,n ~ C infeEn I J(e ) I 
X (~ "' I p-1 Iii I p -1,;2 .. ·I p - 1 (" }) 
~ ~ l,oo 2,oo m,oo 
1=1 iEI(I,m) 
X (~I U lt,n L ~F~~~.oo~F~;~oo · · · ~F~~~t,oo) , 
1=1 i'El(l,k+l) 
(2.22) 
where I(l , m) = { i = (i1, i2, · · ·, im) E Nm; i1 +i2+· · ·+im = l, i1 +2i2+ · · ·+mim = 
m}, 1 ~ l ~ m and N is the set of natu-ral numbers. 
Proof 
The proof can be found in (16]. 0 
For special cases in which 0 < k ~ 2 and 0 < m ~ 3, the above inequality can be 
established by the application of Theorems 2.2- 2.4 . For example, when m = 1 and 
k = 1 the estimate (2.22) becomes 
To obtain more concrete estimates we need to find bounds for the various quantities 
which appear on the righthand sides of (2.22) and (2.23). Such bounds are available 
for simplicial elements [18]. In [16], a bound for the Jacobian was obtained for 
quadrilateral elements by interpolating it . Without interpolating the Jacobian, we 
present an alternative approach in Section 2.4 to obtain the bounds. 
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Since we are interested in seminorms of mat rix- valued functions, Theorem 2.4 can be 
restated using such functions in a straightforward way from the original Theorem. 
Here and henceforth we denote by [P]~yx; the space of all symmetric matrix-valued 
functions whose components belong toP. 
Theorem 2.6 Let n, D be as defined in the Theorem 2.4, and let e be a matrix-
valued funct ion which belongs to [H1 (D)]~yxn';'. Then the function g defined by g = eoF 
belongs to [ H 1 (0) ]~yx; . In addition there exists a constant C such that 
[ g lo,n < I 1-1 1~:c!1 e lo.n VeE [L2(D)];yx;, 
[ ~ kn < I 1-1 1~:c! ~F~ 1 ,oo I e l1,n VeE [H1 (D)];Y::'' 
[ ~ ] 2,n < C I 1-l ~~:c! (~F~~.oo I e kn +~F~2,oo I e h.n) 




We also record for later use a version of the Bramble-Hilbert lemma [10], in a form 
which is applicable to matrix-valued functions . 
Lemma 2. 1 Suppose that D is a bounded Lipshitz domain in IRn, and suppose that 
the functional L : Hk+l(D)nxn -+ lR (k ~ 0) is bounded and linear, and has the 
property that 
where Qk(D) denotes the space of polynomials of the form (2.6). Then there exists 
a constant C > 0 such that 
IL( )I < CIILII* [ ] ~"or all~ E [Hk+l(0)]n.yxmn, e - k+t e k+1 J' "" H (2.27) 
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Remark. 
Lemma 2.1 in its standard form applies to the case of linear functionals which are 
invariant with respect to the space Pk rather than Qk (see [18], Theorem 4.1.3). The 
modified version presented here may be obtained by observing that the seminorm 
( · ]k is a norm on the quotient space Hk+1 (D)/Qk(D), equivalent to the standard 
quotient norm [10]. 
2.3 Finite element interpolation and approxim-
ation 
A general theory of finite element interpolation has been developed by Ciarlet and 
Raviart [16] and further generalised by Ciarlet [17, 18]. Ciarlet [18] gives a compre-
hensive account of the method for elliptic problems. Reddy [43] gives an introductory 
treatment. See also Oden and Carey [8, 12], Bathe [7], Zienkiewicz [63] and Hughes 
[28] for practical aspects of the finite element method. 
The foundation of Galerkin finite element approximations is the weak or variational 
formulation of a problem. A simple example is the following: find a function u E V, 
where V is a Hilbert space, such that 
a(u, v) = l(v) for all v E V, (2.28) 
where a : V x V--+ IRis a bilinear form and l: V--+ IR a linear functional. 
The space V is called the space of admissible functions. In order to have existence 
and uniqueness of a solution to the above problem the bilinear form a(·,·) and 
linear functional l( ·) must be well-defined for all functions v E V. In other words, 
the bilinear form a( ·,·) and linear functional!(-) should be continuous and a(·,·) 
V-elliptic to have a unique solution (see Strang [54]). 
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To obtain the Galerkin approximation uh to u we choose a finite dimensional sub-
space vh c v and define Uh E yh to be the solution of the discrete problem 
If { ~;}~1 denotes a basis for V\ then the approximate solution u h can be expressed 
in the form 
N 
uh = 2.:::: aif/J;. 
i=l 
(2 .29) 
The coefficients a; are determined on substituting the expression (2.29) in the above 
discrete problem and solving the resulting linear algebraic system of equations. 
The practical implementation of the Galerkin method is crucially dependent on 
the construction of a suitable basis for the space Vh. The finite element method 
provides a systematic method for constructing sui table basis functions ~i for Vh. 
Such construction relies basically on the following: 
• discretization of n into subdomains fle (e = 1, · ··,E), 
• local interpolation over each ne' 
• global interpolation over n. 
The domain n is discretized into subdomains Dt' D2, . .. 'DE which are non-overlapping 
and cover n, in the sense that 
E - -
for e =/: j, and Ue=t De = n. 
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The diameter he of the finite element De is defin ed by 
he= max{lx- Yl: x, Y E De}, 
and the mesh size defined by h = maxe he. 
Within each element , certain points, called nodes or nodal points, are identified: 
these play an important role in constructing the basis functions. 
For a g1ven discretization, we define a finite dimensional space Pe on De to be 
the span of linearly independent local interpolation functions { Nn ~1 , which are 
typically polynomials or close to polynomials; that is, Pk(De) C Pe, where Pk(De) is 
the space of polynomials of degree ~ k, or Qk(De) C P,(De), where Qk is the space 
of polynomial defined in (2 .6 ). Locally, we approximate the restriction u ln. of u, 
denoted by uh, by linear combinations of the form 
Ne 
e L eNe· uh = a . . ' ', 
i=l 
(2.30) 
the cofficients af are the local degrees of freedom on element De and usually taken to 
be the values of u and the values of various partial derivati ves of u at the preassigned 
nodes within the element De. Interpolation involving only function values is usually 
called Lagrange interpolation, while if derivatives are also involved the allusion is to 
Hermite interpolation. Here we restrict ourselves to Lagrange finite elements only. 
By appropriate choice of the element geometry, the location of nodes, degrees of 
freedom , and of local interpolation functions Nt, the global basis functions ¢i can 
be constructed so that they have local support. By this we mean that the functions 
c/Ji vanish outside a subregion of D which is adjacent to the ith nodal point . Fur-
thermore, th ese basis functions can be easily constructed from local basis functions 
Nt . 
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In view of the properties outlined above, the formal definition, according to [18], of 
a finite element is that of a triple (De, De, Pe), where 
( i) De is a nonempty closed subset of D with Lipschitzian boundary oDe; 
(ii) 'De is a finite set of linear functionals l;, 1 :S i :S Ne, called the degrees of 
freedom of the element; 
(iii) 'Pe is a space of functions defined on De, 'Pe C c=(De), such that for any real 
scalars a;, 1 :S i :S Ne, there exists a unique vh such that 
VVithin the constraints mentioned above, a variety of acceptable elements have been 
developed. Further details may be found in standard texts on finite element meth-
ods, for examples [7, 18, 36]. 
2.3 .1 Equivalent families of finite elements 
In one-dimensional problems, the domain is discretized into line elements connected 
at nodal points at their ends. For two-and three-dimensional cases the discretization 
is less straightforward. The question arises as how to carry out the discretization . We 
have to choose a procedure that will be general enough to model irregular domains, 
but which consists of elements simple enough for computational purposes. It is 
convenient to carry out interpolation on a simple master or reference element D, 
and to generate details of the set {De}f=1 via a family of maps from D. \!Ve describe 
this idea next. 
Affine equivalent families of elements 




Figure 2.1: Affine map of a triangle onto a triangle 
there exists a unique invertible map Fe mapping points e E n onto points X E De, 
such that 
De Fe(D) = (Fe,l(O), Fe,2(D), · · ·, Fe,n(D)) c IRn, 
Pe {p: De -t JR; p = p 0 Fe -l, pEP}, 
When Fe is an affine map, we say that two elements are affine-equivalent. The map-
ping from a triangle onto a triangle (see Figure 2.1), a square onto a parallelogram 
and a tetrahedron onto a tetrahedron are some examples of affine maps. 
Isoparametric families of elements 
If Fe(e) = {Fe ,j(e)}n E IRn such that Fe ,j E P for all 1 ::; j ::; n, that is, if 
the same functions are chosen for obtaining the maps Fe as for the basis functions, 
then the element (De, 'De, Pe) is called an isoparametric element, and the finite ele-
ment (De, 'De, Pe) is said to be isoparametrically equivalent to the reference element 
(n, v, P). 
Isoparametric elements are more attractive from a practical standpoint as the map-






Figure 2.2: Bilinear isoparametric map of a square onto a quadrilateral (type (1)) 
generated separately. Furthermore, they are useful for interpolation over domains 
with curved boundaries. 
It should be noted that an isoparametric map is invertible, but does not preserve 
polynomials; thus the inverse map Fe -l is not polynomial even when Fe is polyno-
mial. However, this does not affect the process because all the computations are 
performed on the reference element D rather than on De. All that is needed is a 
knowledge of the mapping Fe. 
For future reference, since much of the developments will involve quadrilateral and 
hexahedral elements, we describe some examples of these elements. 
Quadrilateral elements. Finite elements with four sides are generally referred to 
as quadrilateral elements, whether or not the sides are straight. These quadrilaterals 
are isoparametrically equivalent to a square, as shown in Figures 2.2 and 2.3. An 
isoparametric quadrilateral with straight sides (quadrilateral of type (1)) is obtained 
by using four nodes, one at each vertex. The isoparametric bilinear map Fe(e) E 
(Q 1(D)) 2 is given by 
4 





2 5 1 8 
~6· 9• 
6 4. 9• ~ 8 3 4 
D 7 -
3 7 4 
Figure 2.3: Biquadratic isoparametric map of a square onto a quadrilateral (type 
(2)) 
where x A is the position vector of node A in De, and the local basis functions N A 
are given by 
Here ~A is the position vector of node A in n . 
In the case of biquadratic Lagrange quadrilateral elements (Figure 2.3), the sides 
may be curved . Such elements have corner nodes, a node in each side and a node at 
the centroid, for a total of 9 nodes. The biquadratic isoparametric transformation 
is given by 
9 







Figure 2.4: Trilinear isoparametric map of a cube onto a hexahedron (type (1)) 
where Ps · · · Ps are given by 
Ps = ~(1- e)(1- 17) p6 = H1 + 0(1- 77 2 ) 
P1 =tO- e)(1 + 17) Ps =tO- 0(1- 77 2 ) 
Hexahedral elements. These are three-dimensional elements. Most three-· 
dimensional elements are direct generalizations of elements defined in two dimen-
sions. A hexahedral element has six plane or curved faces, and each face is a quadri-
lateral with straight or curved sides. The element is isoparametrically equivalent to a 
cube, as shown in Figure 2.4. An isoparametric hexahedral element with plane faces 
(type ( 1)) is obtained by using eight nodes, one at each vertex, and the mapping 
Fe(e) E (QI(0))3 is given by 
8 
Fe : e E n --t X= L XANA E ne, (2.33) 
A=l 
where the local basis functions N A are given by 
The sides and edges of a triquadratic Lagrange solid element may be curved; this 
element has corner nodes, a node on each edge, midface nodes and a node at the 
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centroid of the element. for a total of 27 nodes. Basis functions for these elements 
may be found in [7]. 
In conclusion, isoparametric elements are very useful particularly for domains with 
curved boundaries. However, they should be used with caution. Care must be 
taken to ensure that the Jacobian of the isoparametric map is strictly positive. We 
avoid this degeneracy by enforcing conditions, which can be found in the following 
Sections. 
2.4 The equivalent parallelogram of a quadrilat-
eral 
In general, a finite element solution will be an approximation to the true solution. 
How close this solution is to the exact solution and whether or not it converges to 
the exact solution are both important questions. Such analyses are carried out for a 
wide range of elements in [18, 36]. For convenience, we drop the subscript e denoting 
a generic element. 
To obtain a more concrete form of the error estimates we need to estimate of various 
norms of geometrical parameters such as F , J etc. appearing in (2.22). Interpola-
tion error estimates for curved elements were first obtained by Ciarlet and Raviart 
[16], using the notion of the isoparametric element. In that work, the required geo-
metrical estimates for triangles and quadrilaterals were obtained. The case of the 
four-noded quadrilateral differs from that of triangular elements in an important 
sense, namely, that whereas curved triangular elements are conveniently regarded 
as a perturbation of a straight sided triangle, it is not immediately clear how this 
approach may be carried over to quadrilaterals, especially if the perturbations are to 
be regarded as small in some sense. This is commented on also in the text by Ciarlet 
[18 , see page 24:3]. It is therefore necessary to adopt an approach which differs from 








Figure 2.5: How the equivalent parallelogram is constructed 
rilateral as a perturbation of a parallelogram is to obtain the required estimates. 
We first identify such a unique parallelogram associated with a quadrilateral. This 
parallelogram is called the equivalent parallelogram. 
Let n be a four-noded quadrilateral element of arbitrary shape, and let n be the 
reference element which is mapped ton by F. Here F is defined by (2.31). To obtain 
the equivalent parallelogram we first construct four parallelograms {2A (A= 1, · · · 4), 
which are generated by affine maps FA from D. The parallelogram nA is constructed 
by defining as its base the two sides of n emanating from the node opposite XA. 
Figure 2.5 shows how the parallelogram ni is constructed . In detail, these four affine 
maps are 
~(xz + x4) +~~(xi - Xz) + trJ(xl - x4), 
~(xi+ x3) + ~~(xr - Xz) + tTJ(Xz- x3) . 
The equivalent parallelogram 0 (see Fig 2.5 (c)) associated with n is now defined 
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• 
to be the parallelogram generated by the affine map 
4 
F = ~ L FA, 
A=l 
with corner nodes 
4 
xA = F(~A) = ~ L Fs (~A) . 
B=l 
In particular, 
(mod 4), (2.34) 
so, for example, 
Thus we see that the node XA, which determines the equivalent parallelogram, lies 








1' = h \ 
\ 
Figure 2.6: A properties of quadrilaterals: 0 is the centroid. 
Now the isoparametric map F can be written in the form 
4 4 
F (f. ) = L XANA(f.) + L(XA- XA)NA(f.) 
A=l A=l 
4 
L XANA(f.) + k(NI - N2 + N3 - N4). (2.38) 
A=l 
kfry 
From (2.38) we see that it is in fact possible to define the equivalent parallelogram in 
a simpler way, that is, as the image of n under the affine part only of the map F: the 
first term on the right hand side (Bf. +c) corresponds to the equivalent parallelogram 
while the second term is the same as the nonlinear part of the map F. We have 
chosen to present the details in a way which is perhaps less straightforward, but 
which sheds greater light on the underlying geometry. 
Remark 
The equivalent parallelogram has some interesting properties: 
• From (2 .34), it can be shown that the lengths of the corresponding diagon-
als of the quadrilateral and the equivalent parallelogram are equal and those 
diagonals are parallel. 
• From (2.35) and (2.36), the actual quadrilateral is obtained by translating each 
node of the equivalent parallelogram by ±k. The magnitude of k is equal to 
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the distance between the midpoints of the diagonals of the quadrilateral; this 
magnitude is comparatively smaller than any diagonal of the quadrilateral. 
• The corresponding sides of the quadrilateral and the equivalent parallelogram 
intersect at their midpoints: this is evident in Figure 2.5 (c), and easily proved 
with the aid of elementary vector algebra. 
• The radius of the circle passing through the centroid of the actual quadrilateral 
and the ends of any diagonal is equal in magnitude to the corresponding diag-
onal (see Figure 2.6) . Note also that the centroid of the actual quadrilateral 
coincides with that of the associated equivalent parallelogram. 
These properties are very useful in establishing the estimates required for interpol-
ation theory. 
2.5 Interpolation error estimates for quadrilat-
eral elements 
We now obtain estimates for I 1 lo.oo• IF lm,oo' and so on, by exploiting the notion 
of the equivalent parallelogram. We continue to omit the subscript e denoting the 
generic element. 
To begin with, we first note from the representation (2 .38) that 
8F 
- = B + k ® l = B + klT ae 





f)t_fJt_ = k 0 M, 
We next give a definition of a regular family of quadrilateral finite elements, based 
on the concept of the equivalent parallelogram. 
A family of four-noded quadrilaterals is said to be regular if 
• the matrix B is invertible with det B > 0; 
• a constant a exists such that the inequality 
(2.40) 
holds for each element. 
In [16] a rather different definition of a regular family is given (see also [18, page 247]) : 
there a family of four-noded quadrilaterals is said to be regular if all quadrilaterals 
are convex, and if there exist constants a and v such that 
hjh'~a and Ve~v<1 (2.41) 
holds for each element, where h and h' are respectively the diameter of De and the 
length its shortest side, and Ve is the maximum of the cosines of the interior angles. 
It is not a straightforward matter to show that the definition (2.41) implies, or is 
equivalent to, that given by (2.40). However, we show by means of two examples 
how (2.40) works in practice. 
Example 1. This is an example of a family of quadrilaterals parameterised by a 
scalar d which determines the length of one of the sides (see Figure 2.7). Clearly we 
expect problems when d-+ 0, and indeed when d < 0. We determine the equivalent 
37 
( -d, 0) (d,4) 
Equivalent parallelogram 
Actual element 
( 4, 0) 
Figure 2.7: The element of Example 1 
parallelogram by finding k: from (2.37) we have 
The nodal points of the equivalent parallelogram are found from (2.36), and are 






o ) ==::} n-1 = ( 4!d o ) 
') 0 l ' 
~ 2 
It is sufficient to consider the two cases 7J = ±1. For 7J = 1 we find that 
n-1k .[ > -1 if and only if d > 0. 




(1 - d, 1 -d) 
0 
Figure 2.8: The element of Example 2 
that the constants a and 11 exist. The case 77 = -1 does not add anything. 
Example 2. Again we have a family of quadrilaterals parameterised by a scalar d, as 
shown in Figure 2.8. As an alternative to the method used in Example 1 we obtain 
the equivalent parallelogram by constructing the map from the reference element to 
this quadrilateral, and then discarding the bilinear term. This yields the affine map 
.F(e) = 1 ( (3-d)+ (3-d)~- (1 +d), ) 
4 (3 - d) - (1 +d)~+ (3 - d)"l ' 
from which we obtain 
B _ 1 ( ( 3 - d) - ( 1 + d) ) 
- 4 - ( 1 + d) ( 3 - d) . 
The vector k is easily found from (2.37), and is given by 
k = -Hd + 1) ( ~ ) . 
Thus we find that 
-1 1 + d 
B k ·l =- 2(1- d)(~+ ry). 
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The only restri ct ion which we obtain from (2.40) is at node 1; this gives d < 0, 
which constrains n to be convex. For any such choice of d, the constant a may be 
chosen such that -1 <a~ -(1 + d)/(1 -d). 
Returning to the general case, for a regular famil y the matri x B has the properties 
Cth < li B II < C2h, (2.42) 
C3h- 1 < IIB- 1 11 < c h- 1 4 ' (2.43) 
Csh 2 < det B < C6h 2 , (2.44) 
where cl' . . . 'c6 are constants independent of h . These properties are readily es-
tablished by using the definition of the matrix norm, and by observing that B maps 
n (up to a translation) onto the equivalent parallelogram n which has the same 
diameter h as n. 
We now obtain desired estimates for the quadrilateral element . In what follows, cor 
C is a generic positive constant whose value will depend on the particular context . 
Theorem 2. 7 Let n be a quadrilateral finite element, isoparametrically equivalent 
to the reference square element n through a mapping F where F is defined as in 
(2. 38). Then the following estimates hold: 
Cth2 < I Jlo,oo 
IF ll,oo < c3h, 
IF-11 l,oo < h-l C() ' 
where J is the Jacobian. 
P roof 
< c2h2' 
IF 12 oo ~ c4h, . 




To estimate J we recall first the identity for the determinant of the sum of two 
matrices [14, page 47]: 
det ( C + D ) = det C + C · n· + D · c · + det D , 
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where the ad jugate c· of c is defined by c· = ( det C)c-T' and the product 
C·D = I:fj=l C;jDij· We also know that det(a ® b) = 0. From these it follows that 
J = det (B + k ® l ) 
= det(B( I + B- 1 k ® l )) 
- det B det (I + B-1 k ® l ) 
= (1 + n-t k · l ) det B 
< c2h2, 
since 
from (2.43), and from the fact that 1 k 1 ::; ch. 
To estimate the Jacobian from below we use (2.44) and (2.40), to obtain 
J > detB(1 +a) 
so that the first inequality with (2.48). 
To estimate IF ll,oo we note that 
DF = B + k ® l = B (I+ B- 1k ® l ) 
and so 
IIDF II < II BIIII I + n-tk 0 111 
< II BII(l + II B-l k ® l ll) 
< II BII(1+ I n-1 k Il l I), 
the last inequality resulting from the fact that for any vectors a and b, 







IF 11 oo =sup IIDF(e)ll :;; c3h 
' eEO 
from (2.49) and (2.42). 
It is readily observed from (2 .39) that D2 F = k 0 M is in fact a constant depending 
on the parameter k, so that 
Finally, since supeEn II B-1 k 0 111 :;; c, the matrix (J + B-1 k 0 l) is invertible for 
all e E D and therefore 
By making use of the identity (I + B-1 k 0 l)- 1 




k 0 l II II B-1k ® l II 
I- 1 + B- 1 k ·l < 1 + 1 + B- 1 k ·l 
and hence we have 
< 1 + l~a = /3, 
sup IIDF-1 (e)ll 
eEO 
< f3IIB-1 II, 
< c6 h- 1 (from (2.43). 
B- 1 k ® l 
I- _1k l' and the 
1 + B · · 
To obtain the estimate for I F- 1 12 .00 we will find the function D
2 F- 1 as follows: 
For given functions F : IRn ---+ IRn and G : IRn ---+ IRn, the composite function 
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H = G o F : lRn -t lRn is such that for all vectors ry 1 , ry2 E IRn, 
If we apply the formula with G = p -t, so that H = I , we obtain, for all a:: = 
F (e) En, 
Since for each X E n the mapping DF(e) : IRn -t IRn is invertible, we have 
and thus 
IID2F-1(x )ll = sup IID2F- 1(a::)( ry t, 'TJ 2)11 :S IID2F(e)IIIIDF-1 (a::)ll 3 , 
II TJ;II ::; I 
i=l.2 
so that 
and the Theorem is proved. 0 
Lemma 2.2 Let D be a quadrilateml finite element isoparametrically equivalent to 
the square reference element Q thrmtgh th e mapping F given by (2.31) . Then the 




Figure 2.9: quadrilateral element of type (2) 
Proof 
The above estimates are easy to obtain from the steps we used in the above Theorem. 
0 
With the use of the above results and Theorem 2.5, we obtain the following inter-
polation error estimates for bilinear quadrilaterals: 
Theorem 2.8 Let n be mapped onto a quadrilateral n = F(D) c IR2 by bilinear 
isoparametric map F, and let D be regular in the sense of (2.40). Then there exists 
a constant C such that, for all u E H 2 (D) 
I U- IIu lm,fl::; ch2-m I u 12, m = 0, 1. (2.52) 
where II is an interpolation operator with properties as in Theorem 2.5. 
Proof 
The proof of this theorem is a direct consequence of Theorem 2.5 with k = 1 and 
Lemma 2.2. 0 
It is interesting to note that the above results are easily extendable to biquadratic 
maps. We sketch the general procedure. 
For each n = F(D), where the mapping FE (Q2 (0)) 2 is uniquely determined by 
eight points X...t, 1 ::; A::; 8 on the element n (see Fig 2.9). Let F denote the bilinear 
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mapping uniquely determined by the corner nodes XA , 1 :::; A :::; 4. Then we say 
that the family is regular if the following conditions are satisfied: 
• the quadrilateral joined by the corner nodes is regular in the sense of (2.40); 
• for each n 
(2.53) 
Note that the second condition follows that given in [18]. Now, let F denote the 
affine map for the equivalent parallelogram of the quadrilateral n = F'(n) and 
xA(1 :::; A :::; 4) the corner nodes of the equivalent parallelogram. Then the mapping 
F can be writ ten as 
8 
F = L:xANA 
A=l 
8 8 
L i!ANA + L (xA- i!A)NA. 
A=l A=S 
Note that the first term of the second line generates the mapping F which belongs 
to Q 1 ( n). Therefore, replacing X A by {X A + (X A - X A)} and recalling the property 
of the equivalent parallelogram we have 
8 4 8 
F = :L xANA + :L(xA- xA)NA + :L(xA- xA)NA, (2.54) 
A=l A=l A=S 
It can be observed from the preceding representation of the biquadratic map F( e) 
that the first term and the second term are respectively linear and bilinear. There-
fore, we can obtain the following estimates, with the aid of the assumption (2.53): 
We thus have 
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Theorem 2.9 Let D be mapped onto a quadrilateral n = F (D) c JR2, where F E 
(Q2(D)) 2 , and let D be regular according to the conditions given above . Then there 
exists a constant C such that, for all u E H2 (D) 
I U- ITu lm,n:S C h3-m; m = 0, 1, 2. (2.55) 
where I1 is an interpolation operator with properties as in Theorem 2.5. 
REMARKS. 
1. One may readily imagine that it is possible to giye the above estimates in more 
general form, similar to that for affine families. That is, if u E Hk+1 (D) then 
the following estimate is true for an isoparametric quadrilateral element of kth 
order: 
(2.56) 
In practice, it is not necessary since we are not interested in elements of higher 
order than two due to the higher cost. But from a mathematical point of view 
it is possible to obtain the interpolation estimates for kth order elements with 
suitable assumptions. 
2. For the case of hexahedral elements, it is possible to find such an error estimate 
by identifying the associated parallelipiped. In fact we have identified such a 
parallelipiped. However, in contrast to the two-dimensional case, the isopara-
metric map from a cube to a hexahedron contains four nonlinear terms which 
makes it extremely difficult to obtain the required geometrical estimates. 
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Chapter 3 
The Enhanced Strain Finite 
Element Method 
In this Chapter we formulate both the continuous and discrete variational problems 
for the enhanced strain method. The goal is to describe a general framework for 
the analysis, in which consequences arising from the introduction of enhanced strain 
and the error estimates may be discussed. The model problem is taken to be that 
of linear elasticity. 
In contrast to most approaches, we introduce the enhanced strain at the outset 
in the classical formulation, and obtain a weak or variational formulation of the 
problem by employing standard techniques. Existing approaches [2, 48] begin with 
a minimization problem. 
3.1 The continuous problem 
Suppose that a linear elastic body occupies a region n in IRn (n = 2, 3) with bound-
ary an, and suppose that the body force f (x) is given on nand the displacement 
field, denoted by it: n --t IRn, is given by the function g(x) on an. For simplicity 
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we adopt a Dirichlet boundary condition only. 
The governing equations of the problem associated with enhanced strains are: 
the equation of equilibrium 
divu + f = 0 inn, (3.1) 
the elastic constitutive equation 
u = C[e(u) + €] inn, (3.2) 
the enhanced strain condition 
€=0 inn, (3.3) 
the strain-displacement relation 
inn, (3.4) 
and the inhomogeneous essential boundary condition 
u = g on on. (3.5) 
Here u is the symmetric stress tensor and e is the infinitesimal strain, while Cis the 
fourth-order tensor of elastic moduli. The quantity C[e] denotes the second-order 
tensor with components Cijk/Ck/, the tensor € is called the enhanced strain, and 'Vu 
is the tensor with components ~-
u x1 
With (3.3), the modification to the strain IS trivial for the continuous problem. 
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However , it will be seen later that this is not the case for the discrete problem, 
where the enhanced strain plays an important role. 
The above system of equations may be transformed into one with a homogeneous 
boundary condition . Let u denote a particular displacement field inn which satisfies 
the boundary condition: that is, 
u = g on an. 
Then the displacement field it = u- u satisfies the homogeneous boundary value 
problem 
div u + f 0 inn, 
u C[e(it) + e] inn, 
e(it) ~('Vit+'VTit) inn, 
u 0 on an, 
where f = f + divu and u = C[e(u)]. 
Solving for it in (3.6), we can recover u from u = it + u. Thus without loss of 
generality we consider only the homogeneous boundary value problem 
divu + f 0 in n, (3.6) 
u C[e (u) + e] inn, (3.7) 
e (u ) ~ (Vu + 'VTu) inn, (3.8) 
e 0 in n, (3.9) 
u 0 on an. (3.10) 
The fourth-order tensor of elastic moduli C has the usual symmetry properties 
(3.11) 
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T he components of C are assumed to be bounded measurable functions; that is , 
(3.12) 
It is furthermore ass umed that C is poin twise stable [34] in the sense that a positive 
constant c0 exists such that 
(3.13) 
for almost all x E n and for all symmetric matrices M, the summation convention 
for repeated indices being assumed here and henceforth. Notice that this condition 
implies (but it is not implied by) the weaker requirement of strong ellipticity. 
'With the above properties of C, iff E [L2(D)t and if n is convex, then there exists 
a unique solution u E [H2(D)]n n [HJ(D)]n to the system (3.6) - (3.10) such that 
(3.14) 
where C is a positive constant independent of f ; see Fichera [23] . 
vVe will also require Korn 's inequality [23] which states that there exists a positive 
constant C such that 
(3.15) 
In order to construct the weak form of variational formulation of the above problem, 
we introduce the following function spaces. The space of admissible displacements is 
defined by V := [HJ(D)t. The space Vis a Hilbert space with the product norm 
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II · II v defined by 
n 
llv ii 2V = 2:: I v; l~.n, 
i=l 
The space of admissible stresses S is defined by 
and the space of enhanced strains is denoted by f; it suffices to set f = S. The 
spaces S and r are Hilbert spaces equipped with the usual L 2-inner product and 
norm; that is, 
n 
llrll~ = L lhjll~ .n for u E S, 
i,j=l 
with a similar definition for II · llr· Finally we introduce the product space \II = 
V x r , which is a Hilbert space with the usual product norm. 
To obtain a weak variational problem of (3.6)-(3.10), we take the scalar product of 
equations (3.6) and (3.7) with arbitrary functions v E V and 1 E f respectively, 
to obtain 
div u · v + f · v 0, 
u · 1- C[e( u) + e] · 1 0. 
The inner product {3 · 1 of two matrices or second-order tensors is defined by {3 · 1 = 
/3;j/ij and the product of two vectors by the usual scalar product. 
By substituting for u in the first equation, integrating these two equations over the 
domain n, then making use of Green's theorem and the boundary condition (3.10), 
vve have 
-h C[e(u ) + e]· e (v) dx + h f · v dx = 0, 
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fou·1dx- fnc[e:- ( u)+~]·ldx = 0. 
We obtain a single variat ional equation by sub t racti ng the second equat ion from the 
first; this gives 
h C [c- (u ) + ~]· (c- (v) + 1) dx- fo u · 1 dx = fo f · v dx. (3.16) 
We now define the bilinear forms a : v X v ~ IR, b : v X r ~ lR and c : r X r - lR 
by 
a(u,v) ·- fo C[c-(u)]·c (v)dx 
b(v,1) .- foc[e:-(v)]·ldx 
c(~,1) ·- fo C[~]· 1dx 
for u , v E V and ~,1 E f. 
The linear func tional l : V ~ lR is defined by 
l(v) := fo!·vdx forvE V. 
We also set ¢ = ( u , ~) and 1j; = ( v, 1), and define the bilinear form A : W x W ~ lR 
by 
a(u,v) + b(v,€) + b(u ,1) + c(€,1) 
in C [ c ( u) + €] · ( c ( v) + 1) dx. 
Then (3.16) can be rewritten in the form 
A(¢,1/;)- (u,l)o = l(v) for all 1j; E W (3.17) 
By taking the scalar product of (3.3) with arbitrary T E S and integrating over n 
we obtain 
in T · i dx = 0. 
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We can now define the variational problem. 
Problem P 
Given f E [L2(0)]n, find ¢ = (u, e) E tlJ and u E S such that 
A(¢,'lj;)- (u ,l)o l(v) for all 'ljJ E W, 
(r , e) 0 0 forall rES. 
In expanded form, (3.18) and (3.19) is the set of equations 
a(u,v)+b(v,e) l(v) forallvEV 
b( u , I ) + c( e, 1) - ( u , 1 )o 0 for all 1 E f 






Note that Ill the continuous case the enhanced strain i is identically zero, from 
(3 .22). 
We note tha.t Prob lem P is equivalent to finding the stationary point of the functional 
II : v X r X s ~ lR defined by 
IT(v , 1, r) = fo (e (v) +=f)· C[e (v) + 1] d:z:- for ·1d:v -l(v), 
which can be viewed as a modified version of the clasical Hu- Washizu principle. We 
refer to [48] for addit.iona.l details. 
Theorem 3.1 [44} Problem P has a ttniqtte solution. 
Proof 
The proof of the theorem is approached not by a direct application of the Lax-
Milgram theorem, but rather by considering separately the three variational equa-
tions (3.20) - (3.22). Equation (3.:22) yields directly the result i = 0. Substituting 
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this into (:3.20) , it becomes 
a(u,v) = l(v ) for all v E V. 
This is a standard variational problem. The V-ellipticity and continuity of the 
bilinear form a(·, ·) may be established by making use of the properties of C and 
the Korn's inequality, and therefore the solution exists and is unique by Lax-Milgram 
theorem. 
Finally, we observe from equation (3.21) that 
(u - C[e(u)] , /)o = 0 for all/ E f; 
this gives u = C[e(u)] in 3/._ fr-. 0 
3.2 The Discrete Problem 
In this Section we formulate the discrete problem and analyse the stability and 
convergence of solutions. In order to formulate the problem we introduce the fin ite 
dimensional spaces Vh c V, rh c r and Sh c S. Full details of these spaces will 
be given shortly. 
The domain D is covered with nonoverlap ping convex subdomains Dl' .. . 'DE, that 
is , U~=l fl e = D; the elements De are assumed to be generated by isoparametric maps 




where the functions Fi.e are such tha t Fi,e(e) are polynomials which contain either 
Pk(D ), the space of polynomials of degree ~ k on n, or Qk(D), the space of poly-
nomial of t he type (2.6). It is important to note that meshes comprising triangular 
elements, with convent ional Lagrangian basis functions defined on these elements, 
are ruled out because imposistion of criteria which have to be satisfied by the en-
hanced strains resul t in the problem being equivalent to the standard problem. 
Therefore, we are concerned particularly with quadrilateral elements. Therefore 
Fi,e(e) are chosen to be members of Qk. 
We are now in a rosition to define \lh. By virtue of the assumption of an isopara-
met ric map vh is defined by 
(3.24) 
For later use we set 
In order to define the space rh in a manner which will ensure the stability and 
consistency of t he discrete problem, it is necessary to deviate from the standard 
relation between functions defined ou the reference and actual elements, such as 
in (3.24) above . \Ve give a. preliminary definition of rh according to 
(3.25) 
for suitable l, where '"Yh = !hlo. and Jg is the value of Je at the centroid of ne. For 
the case of qu a.drila.tera.l elements, Jg can be interpreted as the Jacobian of the map 
from a reference element to t he associated equivalent parallelogram. 
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In the definition of the space Gh it is not essential that the term 18 appear; this is 
included, though, so that the definition of G\ and ultimately that of rh, will reduce 
to the standard form in the case of an affine map, for which 1e is equal to 18. 
It is not possible to define rh simply to be the same as G\ since rh is required to 
satisfy a further set of conditions, in order that the discrete problem be stable and 
consistent. These conditions will be discussed shortly. Details regarding the space 
Sh will be discussed in the next Section . 
We now formulate the discrete problem. 
Problem pr. 
Given f E (L2(0)Jn' find ¢h = ( u h, eh) E wh = yh X rh and O"h E Sh such that 
0 for all ThE Sh. 
(3.26) 
(3.27) 
We observe from (3.27) that eh is in general nonzero, unlike the continuous case. 
Condit ions for well-posedness 
With Vh given by (3.24), the choice of the subspaces rh and Sh are constrained 
according to three basic requirements. These are: 
(I) Shand rh are L2-orthogonal to each other. 
(II) rh n e( Vh) = { 0 }; Moreover, it is assumed that there exists a constant c1 
independent ofh with 0 < c1 < 1 such that for ~ ny /hE f'h, !IJh0 !!r ::S cll!/hllf 
; where /h 0 denotes the L2-orthogonal projection of /h onto e( Vh ). 
(III) The space fhis required to be L2-orthogonal, in the inner product defined 
by C, to the space of funct ions whose restrictions to f2 are n X n symmetric 





' ~ 0 
or (3.28) 
must hold for any qk-l E [Qk_ 1 (D)]~y~ with k 2:: 1 for all..Yh = ~:/he(x), and 
0 
for all De, where /he denotes the restriction of /h E fh to De. 
As a result of the condition (I), the stress field may be eliminated from Problem Ph 
which now becomes, with this assumption, 
Problem ph 
Given f E [L2(D)]n, find </>h E wh = vh X rh such that 
or, equivalently, such that 
a(uh, vh) + b(€h, vh) 
b( u h, /h)+ c(€h, /h) 
for all 'lj; h E W 
l(v h) Vvh E Vh 




The above conditions are either assumed explicitly or appear as particular cases in 
[48]. Conditions (I) and (II) are unchanged from the set of conditions for the affine 
case, given in [44]. 
Condition (III) differs in many ways from that proposed in [44] for affine-equivalent 
elements. It differs firstly in that it is stated in [44] as a condition involving the 
space Pk of polynomials of degree :::; k, rather than Qk. The essential difference 
lies in the fact that the results in [44] apply to affine maps only, whereas here the 
components of maps F e are represented by members of Qk. For the case k = 1 
we note that there is no difference, though, in the condition (3 .28). Secondly, the 
orthogonality condition (3.28) is posed on the master element only. In the affine 
case this would make no difference, of course, but for the isoparametric case and 
for k 2:: 2 the condition as stated above does not imply orthogonality with respect 
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to polynomials on the actual element, since polynomials are not preserved by the 
isoparametric transformation except for the special case k = 1. For this special case 
we find that 
by virtue of the definition (3.25). For the case in which the material is homogeneous, 
so that C is constant, this reduces to 
'¢=:::? r /he dx = 0. ln· (3.32) 
In (48] the orthogonality condition is enforced on both the actual and reference ele-
ments , for the case of four-noded quadrilateral elements, by adopting the alternative 
definition 
e( ) :!.D..M-T ~ M /h X = J• 0 lh 0 (3.33) 
where M 0 = ( ~) e=o. This can be expressed in vectorial form: if lh = (/h,u, /h,22, 2/h,12f, 
then 
e( ) :!.D_T-T ~ 













] ij = a~j. (3.34) 
It will be clear from the analysis which is to follow that inclusion of the transform-
ation matrix M 0 in the definition of / h is not a prerequisite for a stable element. 
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Note that the assumption (3.28) raises interesting questions about the form which 
should be taken by the higher-order patch test. 
Example [44] 
Though the choices of subspaces fh and Sh are constrained according to the re-
quirements listed above, it is not difficult to construct spaces which satisfy these 
requirements. We consider a concrete example. For the sake of simplicity, consider 
the case of plane elasticity, for which it is convenient to express the nonzero com-
ponents of strain and enhanced strain in the ~ectorial form e = (c:11 , c: 22 , 2c:12 ) and 
1 = (/11 , 122 , 21 12 ) respectively. We consider a uniform mesh of elements gener-
ated by isopara.metric transformat ions from a square element D = {(~,TJ) E JR? : 
-1 ::; ( ::; 1,-1 ::; 17 ::; 1}. It is then most convenient to construct basis functions 
for e( Vh) and fh with requisite properties on D, and to map these to De. The 
space Vh is composed of piecewise bilinear functions, so that the subspace e( Vh) 
is spanned (on D) by the columns of the matrix 
( 
1 0 0 ry 0 ) 
0 1 0 0 ( . 
0 0 1 ( T] 
(3.35) 
We choo~e the basis for enhanced strain on the master element as in [48], that is , 
( 
( 0 0 0 ) 
0 T] 0 0 0 
\ 0 0 ( ry 
(3.36) 
Suppose now that the columns of this matrix are labelled as 11, /2, /3, 14 • We observe 
first of all that { li} ~1= 1 forms an L2-orthogonal set on D ; secondly, 1 1 and 12 are all 
L2-orthogona.l toe( Vh) . Thus the only members of the basis which have nonzero 




Also, from the above it is readily established that 
lb?llo,n = }21hillo,n (i = :3,4). 
I ow set ih = ~:/he; then for any /h e we have ih = L-1=1 CYi/i and it follows , by 
0 




a5!11gll~.n + a~lb~ll~.n 
t( o~lh311~ .n + a~lh<~ll~.o) 
< tii··Y~tll~.n· (3.37) 
For the case of isopa.rametric case it can be shown that the second part of the 
condition (II ) holds , using (3.37) and the fact that 11Th~ll6 ,ne :S JJIJ- 1 I ooll ih~ll~.n· 
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To ensure the ex istence and uniqueness of a solution of Problem ph we have to 
show that the bilinear form A( ·, ·) is continuous and wh-elliptic, and that the linear 
functional l ( ·) is continuous [54]. To prove the continuity of A(-,·) we need to show 
that there exi sts a positive constant !VI such that 
(3.38) 
By using the properties (3 .1 2) of C we have 
I A('I/Jh,¢,) I jjlc[e-(uh)+eh]·(e-(vh)+lh)dxj 
< Molle-( u h) + ehllrlle-(vh) + /hllr 
< Nfo(!l e- (uh)!lr + l!ehl!r)(l!e-(vh)!lr + !llh!lr)· 
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From the definition of e( uh) we have 
n 
I e:(uh) 16 :::; L I t:ij( u h) 16 
i.j=L 
n 
L ~ lui,j + Hj,i 16 
i,j=l 
i=l 
whence we obtain (3.38). Here 1ti ,j denotes the differentiation of the component ui 
with respect to jth coord inate. Continuity of the linear functional!(-) can be shown 
in a standard manner. 
'ext, we show that the bilinear form A(·,·) is 1lfh-elliptic [44]: from (3.13), 
A( ,Ph, ,Ph) k C[e:(vh) + ih]· (e:(vh) +/h) dx 
> Cofole:( v h)+ihl 2 ·dx 
eo( lle:(vh)ll~ + lbhll~ + 2(e:(vh), /h)r). (3.39) 
We next make use of Young 's inequality: 2 I (p , q )r 1:::; diiPII~ + d- 1 Jiqll~ for all 
p, q E f and any dE JR. together with the orthogonal decomposition /h = /h 0 +/h l. 
(here/hoE e( Vh) and /hl. is L2-orthogona.l toe( Vh)) to obtain 
2(e:(vh), /h)r 2(e:(vh), /h 0 )r 
> -dlle:(vh)ll~- d- 1 lbh0 ll~ 
by condition (II) . 
Substituting th is into (3.:39) we obta.in 
where a = Co { 1 - d, 1 - ~}, with d chosen so that ci :::; d :::; 1. 
Thus the bilinear form A(·,·) is llJh-elliptic, and Problem ph has a. unique solution. 
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From the lfJh-elJipticity of A(-, ·) and the continuity of !(-) vve can show that the 
solution ¢h depends continuously on the data; that is, 
where v· is the dual space of V. 
3.3 Convergence and error estimates 
We now return to the task of showing that the problem ph is consistent, and that 
the solution (uh, ih) of the discrete problem converges to the solution (u, 0) of the 
continuous problem. The proof of consistency hinges on the crucial inequality given 
in the next Lemma. 
Lemma 3.1 Let ¢h = ( Uh, ih) E wh be the solution of the problem ph and let 
¢ = ( u , 0) be the exact solution. Then we have the estimate 
(3.39) 
where 
and the constant C(> 0) is independent of h. 
Proof 
This inequality is derived in [44] and is independent of the details of the maps Fe· 
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From the wh-ellipticity of A(-,·) it follows that 
oll¢h - 'l/Jhll; < A( ¢h - 'l/Jh, ¢h - 'l/Jh) 
A(¢- 'l/lh , ¢h - 'l/lh) +[A( ¢h, ¢h- 'l/lh) -A(¢, ¢h - 'l/Jh)] 
< Mil¢- 'l/Jhllwll¢h- 'l/Jhllw- b(u,eh -!h) 
where we have used the continuity of A(-,·) (3.37) and (3.3). We now divide 
throughout by JJ¢h - 'l/lhllw and, in the second term on the right-hand side, take 
the supremum over wh to obtain the estimate 
Finally, by the triangle inequality, 
and if 'l/Jh is chosen to be the closest element in wh to ¢ we obtain the required 
inequality. 0 
This result is analogous to the second Strang lemma [54] for nonconforming elements. 
The first term on the right side of (3.39) may be bounded by making use of the 
standard interpolation error estimates, but it will be necessary to estimate the second 
term 6. which arises from the presence of the enhanced strain. vVe address this issue 
in the following Lemma. 
Lemma 3.2 Let ¢ = ( u , 0) be the solution to the continuous problem. Then there 
is a positive constant c such that 
(3.40) 
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where Ak = maxi,e{ak;} and a~ 1 = ~Fe~ 1 , a~ 1 = ~ Fe~ 2 and a~2 = ~Fe ~;. The no1·m 
~ · ~i is defin ed in (2. 18) . 
Proof 
From (3.28) we have 
then h( ·, ih) is a bounded linear function al on [Hk(D)];yx,:, and it follows from Lemma 
2.1 that a constant C > 0 exists such that 
(3.41) 





The next step entails the estimation of [ e kn and I i'h lo.n in terms of the quantities 
on the actual element . First we have, from (3.25), 
11h 1~.11 ( J3t 2 ln. hh 12 r dx 
< ( J~) - 2 1 Je lo,oohh e l~.o . ; 
therefore 
1 
I i' h la.n :S ( J~t 11 Je IJ.oo I !he lo.n •. (3.43) 
Next we deal with the term involving [ e kn· For the sake of simplicity, we will do 
this for the cases k = 1 and k = 2, as indicated earlier, rather than carry out general 
analysis. 1 The estimates may be summarised succinctly by writing (see Theorem 
2.4) 
1 k 
[ek0 :S ci(JettJJ,oo.Lat;JeJ;,o. (k = 1,2). (3.44) 
i=l 
Thus we have, from (3.42) - (3.44), 
lln. e ° Cbh e]dx I IJ~ k e ° C[ih] del 
k 
< cl /he lo,n. L al; I e l;,n., 
i=l 
by making use of the fact that I (J3t 1 1o,oo = (I (J3) lo,oot1 . Now suppose we choose 
e to be the function e(u), where u E [Hk+1 (0e)]n, so that e(u) E [Hk(f2e)]~v~· vVe 
then have 
n 
I e(u) Ito. < L I C:;j(u) I~ 
i,j=l 
n 
L ~ I 'Ui ,j + Uj,i lk 
i,j=l 
i=l 
1 Note that , from Theorem 2.4 this can be done for all k > 2 but from a practical point of view, 
it not necessary to consider the case k higher than 2. 
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that is 
I e(u) lk.n.S c I u lk+r. (3.45) 
Consequently we have 
k lin. e( u) · C[th e] dxl S C'lih e lo,n. ~ a~il u l;+1,n. \lu E [Hk+1 (De)t, /h E fh.(3.46) 
1 
< C {t, (t,a;,luli+t,n.) '} 2 
Now 
E k 
M L L(a%J21 U 1;+1,\le 
e=li=l 
E k 
< NIL mfx( a%;) 2 L I u l;+l,lle 
e=1 •=1 
k 
< A1n;,~x(a%;) 2 Liul;+1 ,n.· 
•=1 
So the Lemma follows with Ak = maxi.e aki· 0 
If we adopt the notion of a regular subdivision of n as outlined in the previous 
Chapter, we find that 
(3.4 7) 
Finally, in order to simplify this result and obtain an estimate in terms of norms on 
n we make use of the Schwarz inequality and the elementary inequality (a+ b) 2 S 
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(3.48) 
Together with Lemma 3.1 and 3.2 and Theorem 2.5 we arrive at the following result. 
Theorem 3.2 Let u E V n [Hk+1 (D)]2 (k = 1, 2) be the unzq·ue solution to the 
problem P and suppose that the spaces Vh and rh satisfy the conditions (I) - (III). 
Then the problem ph has a unique solution ¢h = ( uh, eh) E wh. Furthermore, if 




Theorem 3.2 may in principle be extended to the three-dimensional case. To do this 
it would be necessary, though, to obtain estimates of the various norms along the 
lines of those given in Chapter 2, and to extend in an appropriate way the notion 
of a regular family of elements . 
3.4 Stress Recovery 
The remains the issue of determining the stresses, which were eliminated from the 
problem Ph in the previous Section. Therefore a different technique is needed to 
recover the approximate stresses. In [48] a procedure for the recovery of stresses is 
proposed; this procedure is interpreted there as a least-squares variational approach. 
We show here that the method proposed in [48] may be formulated in an alternative 
way, and that this method leads to an approximation for the stresses which converges 
at the optimal rate. 
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Consider the problem of finding u E 5 which satisfies 
r(u, r) = s(u, r) for all r E 5, (3.50) 
where the bilinear forms r(·, ·)and s(·, ·)are defined by 
r: 5 X 5 ~ IR, r(u , r) = in 0" . c-1[r) dx, 
s:Vx5~IR, s(v,r) foe(v)·rdx, 
and u is the solution of Problem P (equations (3.18) and 3.19)). The problem 
defined by (3.50) is clearly a weak statement of the elastic constitutive relation. 1t 
is easy to show that the bilinear form r( ·, ·) is continuous and 5-elliptic, while the 
linear functional s( u, ·) is continuous. Therefore the problem SP is well-posed and 
there exists a unique solution u E 5. 
We turn now to the discrete version of (3.50) and pose the following problem: 
Problem SPh 
Given u h E Vh, find O"h E 5~ such that 
fo r all r h E 5h, (3.51) 
where 5~ is the subspace of the standard interpolation subspace 5h which is L2-
orthogonal to rh. Moreover U h is the unique solution to the problem ph. This is 
the equation used in [48) to determine the stresses, after displacements have been 
calculated. The authors of that work arrive at (3 .51) as one of a pair of equations 
obtained by minimizing the least-square functional: 
where u h is given. 
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Alternatively, (3.51) can be obtained by considering the discrete constitutive equa-
tion (3.2) in the form 
Substitution of this into (3.27) gives 
or 
which tells us that the above discrete problem may be obtained from (3.27). 
Clearly the discrete problem (3 .51) is well-posed and hence it has a unique solution 
u h E 5~, which depends continuously on u h. 
Our goal is now to prove that the stress obtained from (3.51) converges to the exact 




r(u - ith, u h- Th) + r( u h_- u , u h- Th) f 
r·( u - J\, u h- Th) + s(uh- u, u h- Th) 
and so, using the continuity and S-ellipticity of r( ·, ·) and the continuity of s( ·, ·) 
(which follows from the properties of c-l)' we find that 
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Using the triangle inequality we therefore find that 
(3.53) 
Thus we have the following estimate from the best approximation property and 
Theorem 2.5. 
Theorem 3.3 Assume that all the conditions of Theorem 3.1 hold1 and assume that 
the approximate stress is obtained from (3.51). Then if Sh ln. contains polynomials 
of degree k- 1 where k is defined in (3.24) 1 there exists a constant C > 0 such that 
(k = 1,2). (3.54) 
Remarks 
1. It is interesting to note that, although the bilinear forms(-,·) of the original 
mixed variational Problem Ph appears, no inf-sup condition is required in 
order to show stability. 
2. From Theorem 3.3 we see that it suffices to choose a basis of piecewise con-
stants for the stresses, when the displacements are approximated by bilinear 
functions. This notwithstanding, it may well be the case that bases for Sh 
which contain linear terms will give better approximations, particularly in the 
coarse-mesh regime (note that Theorem 3.3 gives an asymptotic result). In 
the following Chapter we will present results using the linear basis proposed 
in [39] , and compare these with results obtained using constant terms only. 
3. In practice the space Sh will be chosen in such a way that it confirms with the 
orthogonality requirement of assumption (I). This requirement can be (and is) 
imposed on the reference element , since we have 
70 
for all 1h E Sh and rh E f\ bearing in mind the transformation rule in (3 .25) 
and the fact that members of Sh are assumed to transform in conventional 
way, that is , according to l h(x) = rh(e). 
4. It is worth emphasising here that (3.51) allows the stresses to be obtained 
element by element, since the members of both Shand rh may be constructed 




In this Section, we present a selection of numerical results for two-dimensional prob-
lems, with a view to highlighting certain aspects of computational behaviour in 
practice, and also to comparing computational results against the estimates of Sec-
tions 3.2 and 3.3. 'vVe focus on four-noded quadrilateral elements. The results are 
obtained by using PCFEAP. 
The choice of a basis for the space rh is not unique, and a crucial factor in the 
enhanced strain method is to choose one which is optimal in some sense. In [48] a 
five-dimensional local basis for '1h was introduced, while a seven-dimensional local 
basis was introduced in [2]. In both articles, '1h is defined according to (3 .33). 'vVe 
propose here a new basis, which will be seen to give promising results . In the next 
Section we derive this basis . 
4.1 A new basis for enhanced strains 
The point of depature is an approach closely allied to that for the original Wilson 
incompatible modes element ([56],[59]; see [28] for a review of the details) . \Ve are 
concerned here with the four-noded bilinear element in the context of plane elasticity, 
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Figure 4.1: Roof function 
for which the transformation (2.31) can be written in the form 
X 
y 
ao + a1~ + a2ry + a3~"7, 
bo + b1~ + b2TJ + b3~T/· 
8Fe 
We set Ae = oe and note the elementary result that 
( 4.1) 
( 4.2) 
For convenience we henceforth drop the subscript e in this Section. Now suppose 
that the displacement field vh is subdivided into two parts: a compatible part, 
denoted by vhc, which belongs to Vh, and an incompatible part vhi, which on the 
reference element is defined by 
(4.3) 
where a: = ( a 1 , a 2 f E JR2 . 'vVe are thus adding to the conventional conforming 
approximation a roof-like function (see Figure 4.1) with only two degrees offreedom, 
in contrast to the four-degree-of-freedom Wilson model [59]. 
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We may associate with the displacement field ( 4.3) t he strain function 
lh = ( l h, ll, lh ,n• 21h,12? according to 
where D is the differential matrix operator defined by 
( 
.£.. 0 ) 
D= r ~ . 
8y 8x 
In view of the identity ( 4.2), the transformation rule 
and ( 4.4) we write 
where D = 
( 4.4) 
( 4.5) 
and xc_,···,y.,., are partial derivatives of (x,y) with respect to (~,77). To obtain the 
function ~h on the reference element we use the definition (3.25) to write 
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(AB)x = al 
(AC)y = b2 
(DA)x = a3 
(DA)y = b3 
Figure 4.2: Identification of a3 and b3 on a quadrilateral 
which can be rearranged in matrix form as 
( <- !cry 0 0 0 e- 'T/2 0 0 b2 
lh - _..!._ 0 TJ- ~~ 0 0 0 e- T/2 0 Jo a, 









vVe note (see Figure 4.2) that a3 and b3 are the x and y distances from the centroid 
of the quadrilateral to the midpoint of any diagonal of the quadrilateral, and are 
therefore smaller than the parameters a 1 and b2 (see remarks in Section 2.4). Also, 
we note that a3 and b3 become zero for the case of parallelograms. With this in mind, 
we can discard the last three columns of the vector containing these parameters. 
Hence we define (on the reference element) the first four columns of matrix ( 4.6) as 
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a local basis for rh ' that is; 
( 
~- h.ry 0 
A b2 
r = span 0 1J - :~ ~ 
0 0 
( 4.7) 
It is worth comparing this basis with the five-dimensional basis 
( 4.8) 
obtained in [48] (Section 4.2.1); for rectangular elements, in which case b1 = a2 = 0 
and a 3 = b3 = 0, the first four columns of these bases coincide. It was observed that 
in [48] that the fifth column of ( 4.8) has a negligible effect on results. 
In the previous Chapter we eliminated the stress by choosing the space Sh to be L 2 -
orthogonal to the space of enhanced strains fh. In accordance with this assumption, 
we choose the following local basis for Sh, bearing in mind that members of Sh are 
transformed in the conventional way, that is, according to rh(x) = 7-h(€): 
( 
1 0 0 1J + h~ 0 ) 
A ~ 
ShIn= S =span 0 1 0 0 ~ + :~7J . 
0 0 1 0 0 
(4.9) 
We observe that for rectangular meshes, this coincides with the basis 
( 
1 0 0 1J 0 ) 
S = span 0 1 0 0 ~ 
0 0 1 0 0 
( 4.10) 
introduced by Pian and Sumihara [39]. 
These bases will be used, along with alternatives proposed by other authors, in the 
numerical study carried out in the following Section. 
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4 .2 Numerical Experiments 
We discuss here a selection of numerical results, with a view to examining actual 
rates of convergence, and comparing the performance of the basis introduced in 
Section 6.1 with existing examples. All examples are two-dimensional, and condi-
t ions of isotropy and plane stress are assumed except for the Example 3. Some of 
the problems included are often used as benchmarks for the numerical behaviour of 
quadrilateral elements . 
At the element level we write 
4 
Uhe(e) = L u~NA(e) =NT de 
A=l 
where NA(e) = N.4( x (e)) are basis funct ions defined according to (2.31) and NT = 
(N1 , N1 , N2 , · · ·, N4 hxs· The column vector d eE F is the vector of element nodal 
displacements. Consequently, the st rain vector e:(u ,.) on element ne becomes 
(4 .11 ) 
where B e= ( B~, · · ·, B !); here 
( 
~ 0 ) ax -
B e - 0 !'!!!...:!. A - 8 · 
aJi..r 1 aJ., 
ay ax 
Interpolation of the enhanced st rain d iffers from the standard isoparametric inter-
polation procedures. In [2 , 48] transformation from the master square to the actual 
element is defined as in (3.33), that is , 
( 4.12) 
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where a e E lRm ( m = 4 in (48] and m = 7 in (2]) is the vector of element degrees of 
freedom for enhanced strain, T o is the matrix as defined in (3 .34) and G e(e) is the 
mat rix given by 
u 0 0 n "' 0 in [48] 0 ( 
Ge(e) = ( 4.13) 
0 0 0 0 (ry 0 (~) "' 0 0 0 (ry in [2] 0 ~ "' 0 0 
We also make use of the basis (4.7), with~~ related to i by (4.12), but without 
the presence of T 0 . From a computational point of view, such a rule has some 
/ 
advantages er that introduced in [48] since multiplication with the matrix T 01 
makes all elements of the resulting matrix on the right hand side of ( 4.12) nonzero, 
and hence these interpolations require more computer storage and time. 
Substitution of the preceeding interpolations into equations (3.30) and (3.31) yields 
the discrete linear system of equations 
E 
A {Kede + H ea e} 
e=l e=l 
H T de+ M O' e e e 0 , (e=1,2, ··· , E) 
where A~=l denotes the standard assembly operator, and element matrices K e, H e 
and Me are given by 
K e in Je B eT C B e de 
H e k JoBeTcGe de ( = k JaBer: CT0T G e df. in [48 , 2]) 
( = r !lceTT- 1CT-T G e dC in [48 2]) ln J · o ~- o "" ' , 
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and the generalized element force vector is given by 
For homogeneous isotropic elasticity, the elasticity matrix C is given by 
C=( 
A+ 2~t A n ~ ~ + 2~t 0 0 
where 
~={ 
(1-2v) A for plane stress {1-v) 
A for plane strain; 
here A and ll are the Lame parameters. The relationships of A and ll to E, Young's 
modulus, and 11, Poisson's ratio, are given by 
A_ vE d E 
- (l+v)(l-2v) an fL = 2(l+v). 
We note that Me is positive definite since C is positive-definite. Hence, since ae is 
discontinuous across the element boundaries, in other words ae is independent from 
the element to element, a e can be eliminated at the element level. 
Example 1 
We begin by considering results for the test problem of a tapered cantilever, clamped 
at one end and subjected to a shearing load on the other, as shown in Figure 4.3 . 
We subdivide the mesh into n x n elements. 
This problem is regarded as a good test of the performance of distorted elements 
in a bending dominated problem, and is commonly known as the Cook membrane 
problem (see [19]). The aim of this example is to illustrate the superior coarse mesh 





·.~----- 48 __ _____, 
Fig' lre 4.3 : Tapered beam subject to the end shear load 
Figure 4.4 shows a graph of the vertical tip deflection at the point C obtained using 
the standard four-node element, and those obtained using the enhanced strain bases 
of [48] and [2], as well as the basis ( 4.8). Also shown are results for the assumed 
stress element of Pian and Sumihara [39]. The values of the material constants used 
here are Young's modulus E = 1 and Poisson's ratio v = 1/3. The superior accuracy 
of the enhanced strain elements is quite plain; these all perform well, with the basis 
( 4.8) giving results which are marginally better than those for the other enhanced 
elements . 
Differences in performance between the various enhanced strain elements are mor~ 
readily appreciated by considering a plot showing the rates of convergence. Figure 
4.5 shows this, as a function of mesh size, for the Cook membrane problem. No exact 
solution is available, so we compare the numerically obtained values of the vertical 
displacement at C against those obtained using a mesh of 128 x 128 elements. Here 
and in the figures that follow, straight lines depict least squares fits to numerical 
data. 
io estimates have been derived for pointwise error estimates, but since error estim-
ates in the energy norm coincide with those for the standard element, one might 
expect the same to be true of pointwise errors, in which case the order of convergence 
would be h2 llnhl312 (see [18], Theorem 3.3.7) . In practice one thus has an O(h2-e) 
so 
convergence for any ~: > 0. Let assume the error estimate of the form 
sup I u(x)- uh(x) I :S ChP 
XEf! 
for all bases, and take logarithms of both sides to obtain 
log! u- uh I ~ log C + p log h. ( 4.14) 
Therefore when we plot a log-log graph of I u( x) - uh( x) I against h in Figure 4.5, the 
intercept of the line gives an estimate of log C. This graph shows that all elements, 
including the standard element, yield a rate of convergence of around 1.6. What is 
interesting, though, and what distinguishes the enhanced strain elements from the 
standard case, is not the rate of convergence, but rather the constant C appearing 
in the error estimate; this accounts for the significant difference in the vertical 
translation of the graphs, between the standard and enhanced cases. Denoting by 
CsT , CsR and CAR the constants associated with the standard element, the enhanced 
strain element in [48], and that corresponding to ( 4.8), respectively, we find that 
f..s:L = ~f .4 and f..s:L 11 7 
CsR CAR = · · (4.15) 
Thus while all three enhanced strain elements render superior results, the basis 
introduced here gives results which improve on those obtained using the bases of 
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Figure 4.6: Cantilever subject to a couple 
Example 2 
We give this example to illustrate rates of convergence in the energy norm ( cf. 
Theorem 3.2). The test example is a linear, elastic beam, fixed on one end and 
subjected to a couple on the other end, a~ shown in Figure 4.6 . 
With Young's modulus E = 1500 and Poisson's ratio v = 0.25, exact solutions for 
the displacements are 
u = 2x(1 - y ); v = ~(y 2 - 2y) + x 2 , 
when referred to the axes shown in Figure 4.6. The corresponding stress field is 
ax= 3000(1- y), ay = 0, Txy = 0. 
For uniform meshes of rectangular elements, a log-log plot of (iiu- unllv + liehilr) 
against h is shown in Figure 4.7. Results also shown for standard method. All the 
enhanced methods give the same results, which correspond to a rate of convergence 
slightly higher ( 1.2 as against 1.0) than that predicted in Chapter 3, while t he 
standard method gives the rate almost 2. Again we observ-e the significant difference 
in the intercepts. 
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IJ 
Figure 4.8 shows resu lts obtained for the same problem, but this time for progress-
ive refinements of the mesh of distorted elements shown. Behaviour similar to that 
depicted in Figure 4.5 is observed here; that is , all of the enhanced elements have 
approximately the same rate of convergence, approximately 1.4, which exceeds the 
theoret ical rate of 1.0; however, the constant in (3.49) differs from one basis to the 
next; whereas the bases of [2, 48] appear to have the same constant, that corres-
ponding to ( 4.8) is lower by a factor of 1.3. 
We consider next the stress calculation. In [48] the transformation rule from the 
reference to the actual element is defined as 
( 4.16) 
where Sis given by (4.11) and {3 E /R5 . vVe use 
( 4.17) 
where Sis given by (4.10) or (4.11) and {3 E /R5 • 
The same test example is used to study the stress error, for which an estimate is 
given in Theorem 3.3. Note that the stress error is zero for uniform meshes. This is 
expected since the stress is linear here. For distorted meshes we plot the error of the 
stress against the mesh parameter in Figure 4.9. Again the results corresponding 
to (4.10) are better. We also plot the stress error with constant stress interpolation 
on the same graph. We obtain the rate of convergence at the rate predicted by 
Theorem. The rate of convergence doesn't change for both linear and constant 
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Figure 4.7: Plot of error in energy norm for a uniform mesh of rectangular elements 
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Figure 4.9: Stress error for meshes of distorted quadrilateral elements 
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Figure 4.10: Cantilever beam subject to shearing load 
Example 3 
A third example (given in [9]) is also a linear, elastic cantilever with shearing load 
at its end as shown in Figure 4.10. M and Pare reactions at the support which has 
placed at the left end. The analytical solution is [58] 
u -{ir{(6L- 3x)x + (2 + ii)(y2 - ~D2 }, 
v 6~r{3iiy







E for plane stress, 
E / ( 1 - v2 ) for plane strain; 
{ v for plane stress, v/(1- v) for plane strain. 
Reaction forces are applied at the support based on the stresses which are 
rr = - Py (L- x) rr - 0 vx [ l vy- l P (1D2 2) Txy = 2[ 4 - Y . 
We modelled only the top half of the cantilever since the problem is antisymmetric, 
and used the following isotropic elastic materials: 
(1) Plane stress, v = .25, 
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(a) 
61~ ~ ~ ~ ~ jzoooo X 
\t. A 
y~( b) 1 L,---= ~ I P.l p I· 
12 Pt. A 
Figure 4.11: (a ). Top half of antisymmetric beam mesh. (b) Distorted mesh with 
() = 9.462°. 
(2) Plane strain, 11 = .4999 (near-incompressiblity). 
The first test to this example is to assess the coarse mese accuracy of the methods. 
The normalized end displacements at A are shown in Table 4.1 for rectangular 
and skewed meshes (see Figure 4.11). For rectangular elements all enhanced strain 
elements produce the same results. For distorted elements (Figure 4.11 (b)) , other 
enhanced strain elements and Pian-Sumihara's element are slightly better than our 
element , but the difference is minor. For the plane strain case, the standard method 
produces very poor results, as expected. 




















Table 4.1 (b): v FEM jv Ana l. at point A of mesh in Fig. 4.6(b) (skewed elements) 
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Using the rectangular meshes we also obtained the errors to study convergence. For 
plane stress, displacement and stress errors are plotted in Figures 4.12 and 4.13. All 
methods behave like the previous example, but there is a big difference in intercept, 
which makes enhanced strain elements superior. For plane strain with 11 = 0.4999 
(near-incompressibility), displacement and stress errors are shown in Figures 4.14 
and 4.15 . For the standard case locking is observed, while the enhanced strain 
element converges almost at the same rate as in the case of plane stress. 
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Figure 4.16: Cantilever beam subject to the load 
Example 4 
This numerical example is illustrated in Figure 4.16, and has also been used in [56]. 
Two load cases are considered. Load case ( 1) has the aim of testing whether the 
enhanced strain method gives the correct representation of a state of constant stress. 
Table 4.2 shows that all elements pass the test. For load case (2), which contains 
bending behaviour, the vertical displacement at A is given in the table. 
Elements Case1 Case2 
UA -VA 
Standard 6.00 17.00 
And-Ramm (enhanced strain)[2] 6.00 17.64 
Simo-Rifai (enhanced strain)[48] 6.00 17.64 
Present (enhanced strain) 6.00 17.62 
Pian-Sumihara (assumed stress) [39] 6.00 17.64 
Exact solution 6.00 18.00 
Table 4.2 
Example 5 
This final example, introduced by Pian and Sumihara [39], addresses the issue of 
sensitivity to mesh distortions. The test example used here is the same as we used 
in the Example 2, but contains only two elements as shown in the Figure 4.17. 
Figure 4.18 shows the vertical displacement at A. In contrast to the other enhanced 
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Figure 4.17: Two element problem to test for mesh distortion 
strain elements, the basis introduced here exhibits rather extreme sensitivity to mesh 
distortion. 
The sensitivity displayed in Figure 4.18 should be placed in perspective by evalu-
ating it in the light of the results shown in the earlier figures, where it is seen that 
distortions of meshes which are mild, yet realistic , have no negative effect on the 
performance of this basis. Indeed, the basis ( 4.8) consistently gives results which 
are either equivalent, or (often) superior, to those obtained by existing enhanced 
strain bases or the assumed strain basis of (39]. This improved behaviour manifests 
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5.1 Remarks on work covered in the thesis 
The main thrust of this thesis has been to obtain a better understanding of the 
enhanced strain method, and to carry out a reasonably comprehensive analysis. 
In order to obtain various geometrical estimates for quadrilaterals in a systematic 
way, the notion of the equivalent parallelogram associated with a quadrilateral was 
introduced in Section 2.4. This parallelogram is found to have geometric properties 
which are of interest in their own right. It has been shown, furthermore, that the 
difference between the equivalent parallelogram and the quadril11teral, measured in 
an appropriate way, is O(h), where h is the length of the longer diagonal of the 
quadrilateral, so that the quadrilateral may be viewed as a small perturbation of 
the equivalent parallelogram. 
The analysis presented in Sections 3.3 and 3.4 goes some way towards providing 
an overall understanding of the behaviour of enhanced strain elements. The er-
ror estimates obtained there are of course asymptotic, and give no clue as to why 
these elements perform so well in the coarse-mesh regime. An explanation of this 
phenomenon may instead be found in the numerical results presented in Section 
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4.2: there is strong evidence which suggests that this good performance is linked to 
the fact that the constant appearing in the error estimates for the enhanced strain 
element is smaller than that for the standard case. Furthermore, this difference 
appears to be more marked for the case of pointwise errors, and it is these errors, 
rather than errors in Sobolev norms, which tend to be routinely examined when 
the performance of elements is evaluated. This behaviour also casts some doubt 
on whether the superior performance of enhanced strain elements is an example of 
su percon vergence. 
The numerical results generally exhibit rates of convergence which are higher than 
those predicted by the theory. This could be for a variety of reasons: for example, 
the test problems considered are relatively simple in terms of geometry, loading and 
finite element meshes. 
The new basis for enhanced strains introduced in Chapter 4 gives results which are 
very promising. It also has the advantage of being simple, in that the matrix of basis 
vectors contains only 4 nonzero members, while the bases used by Simo et. al [48] 
and Ramm et. al [2] contain 12 and 21 nonzero members (after being multiplied by 
T 0 ) respectively. Therefore, from a computational point of view, our basis is more 
efficient than existing bases. 
Stress with constant interpolation gives decent results, as predicted, but the addi-
tional linear terms suggested by Pian and Sumihara make a big difference in the 
quality of approximations for coarse meshes. 
5.2 Future work 
This study has been confined to the analysis of enhanced strain method with isopa-
rametric quadrilateral elements in the context of the linear elasticity problem. The 
application of this method to small strain plasticity is dicussed in [2, 48]. Our ana-
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lysis and numerical studies demonstrate further the efficiency and accuracy of the 
method. Indeed, the enhanced strain approach has opened the door for applications 
to a wide range of problems such as incompressibility, plates and shells, large strain 
problems and so on. 
As far as mathematical analysis goes there remain some open problems. The incom-
pressibility problem has been studied in [44] for rectangular elements. Extension of 
this analysis to arbitrary quadrilateral elements is likely to be more difficult since 
the analysis would parallel that for the problems such as the Q1 -Po element which 
is difficult to analyse, and for which only partial results are known (see Brezzi and 
Fortin [11]). But results in [44] suggest that the method can be applied successfully 
to the Navier-Stokes equations. 
Since singular loading (point loads) occur in many practical problems, it would be 
useful to extend the analysis to take account of this type of loading. 
Some work has been done in applying the method of enhanced strains to plate 
and shell problems. The key motivation here is to use the method as a means of 
overcoming locking in the thin limit, with the context of Mindlin and related models. 
Some encouraging results are reported in [2, 48, 62], the last of these being concerned 
with the incompatible modes method. There is, however, no clear analysis which 
would point the way to using the enhanced strain method as a means of overcoming 
locking, especially for arbitrary quadrilaterals. 
The problems discussed so far are in the context of small strains. The application 
of the enhanced strain technique to large strain problems is described in [49, 50]. 
However, a mathematical analysis has yet not been carried out. 
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