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Chapter 1 
Introd uction 
The general theory of quantum 111.echanù· . ., ,;,., now almo .... /, CO'llJ-]Jlelc[ ••. J 
The u.ndcrl11ù1g ph:tJ8Ù'a} lnws ncce . .,stfffJ for lhc maJhcmalù-al /.hcor11 of 
a large pari of physics and the whole of chemistry are thus completely 
kno·wn. and /.he difficulty is only that exact application of these laws 
lcads /.o equ.n/:ions m-nch f,oo com.plicaJed /.o be .-;o/uhle. //. lherefore be-
comes desirable that approximate practical methods o/ applying quantum 
'!11echaufr.., should be deuclopcd 
P. A. M. Dirac,1929 
1.1 Quantum Mechanics Overview 
In the field of quantum chemistry, the characteristics and the behavior of a molecular 
system are completely determined by its Hamiltonian, which enters the Schrodinger 
equation: 
.aw(x,t) ( ) ( ) 
i at =Hr,twx,t, (1.1) 
that describes the time evolution of the system. In the wave function w(x, t), x 
represents the spatial and spin coordinates of the particles, whereas the Hamiltonian 
- in the non relativistic approximation - depends only on the spatial coordinates r. 
1 
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If the system does not change with time - i.e., its Hamiltonian is time-independent 
- the equation above reduces to the eigenvalue equation: 
(1.2) 
where the wave-functions '11; - called eigenfunctions - represent the possible station-
ary states of the system, characterized by the energies E;. 
Even if the Schrodinger equation can be stated for any molecular system, finding 
the suitable solutions W; is the never-ending task that has been challenging the-
oretical chemists for more than eighty years as happened for the solutions of the 
N ewton's universal gravity equation - for which, some of the most brilliant ever 
mathematicians failed to find analytical solutions even for the three-body problem. 
Apart from the simplest case of the hydrogen-like atoms, no other Schrodinger equa-
tions for systems of chemical interest can be solved analytically. This is due to the 
intrinsic many-body nature of the interactions among the sub-atomic components, 
i. e. electrons and nuclei, in the molecular or atomic systems. 
The non-relativistic Hamiltonian fora generic molecule is (atomic units): 
H _ L 1 v2 1 ~ v2 ~ z.-i ~ 1 " zAzlJ 
- - 2MA .-l -2 L.- ; - L jr; -R.-i! + ~. /r; -r;) + ~ )RA -R11!' 
A I 1.A l • .J.>t . .-l.il.>.-l 
(1.3) 
where the indices (A, B) and (i, j) run on the number of nuclei and electrons, respec-
tively. The three last terms represent the electronic-nuclear, electronic-electronic 
and nuclear-nuclear potential interactions, terms which make the equation analyti-
cally unsolvable. Due to this unmanageable complexity, it was clear from the very 
beginning of quantum mechanics that unavoidable approximations had to be used 
to find a solution to Eq.1.:2. 
One of the fundamental approximations for treating molecular systems is the 
Born-Oppenheimer (BO) approximation ( 1 7): considering that a nucleus is at least 
1800 times more massive than an electron, the complete Hamiltonian in Eq. 1 .:) can 
be partitioned into an electronic Hamiltonian H1 • and a nuclear Hamiltonian Hx: 
2 
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H, {1.4) 
{1.5) 
where the electrons move around point-like nuclei fixed in space, and the nuclei 
experience an average electronic potential energy E_;. In this way, we can derive the 
n-electronic wave function W,._;=W,._;(x1, x::h ... , x 11 ; R1 , R2 , ••• , RJ1) - parametrised 
for a given molecular geometry (Ri, R2 , ••• , R-'1 ) - from the equation H,.W,-.; = 
E_; W,._;. Apart from the electronic energy, it is possible to calculate a whole set of 
electronic properties, that are the fundamental characteristics determined in most of 
the experimental measurements (see Sec. 1.2). Moreover, knowing the w,'.i for various 
molecular geometries, the "motion" of the nuclei can be derived from the nuclear 
Hamiltonian Hs, which allows for example the vibrational and rotational spectra 
to be calculated. For a given molecule, the nuclear arrangement corresponding to 
the absolute minimum of the electronic energy hypersurface is called equilibrium 
geometry. 
The BO approximation alone is not sufficient, and further approximations have 
to be used to find solutions to Eq.1.:2, because - being the electronic .. electronic 
interaction term still present - only the equation for Hi can be solved exactly. 
The most widely used framework is based on the so-called Molccular Orbitals 
(MOs) (17; 30). In the ideal case of a molecule M with non-interacting electrons 
( the last term of the Hamiltonian in 1.5 is neglected), the n-electronic wave function 
w, could be decomposed as a direct product of mono-electronic spinorbitals X; -
the MOs -: '11,.=x1 (x1)x2(x2)···X11 (x" ). These X; can be thought as the solution 
of Eq.1.:2 for the molecule M where all the electrons but one are removed - as M 
was (n - 1)+ charged. More correctly, to comply with the prerequisite of quan-
tum mechanics for fermions that the sign of w, has to change upon interchange of 
two electrons in the system (Pauli's principle), the products of X; have to beanti-
symmetrised. This condition is automatically fulfilled using the Slater Determinant 
3 
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w, =Ix 1 ( X1) X:i ( x2) ••• X,, ( x 11 ) I , where '11,. is now a linear combination of n-electronic 
products '11,. - from now on, the symbol '11,. will represent a Slater Determinant. 
The spinorbitals entering the Slater Determinant can be expressed as a produc-
tion of two functions, one depending on the spatial coordinates r and one depending 
on the spin coordinates s of the electron ( 1 7; 30): 
(1.6) 
The two functions a, (3 are orthonormal, and represent an electron having spin of 
+ 1/2 and -1/2, re.spectively. To determine the spatial part </>i of the MOs, histori-
cally it was chosen to expand them into a basis set constituted by mono-electronic 
functions centered on the nuclei, called Atomic Orbitals, that constitute the so 
called mono-clcctronic basis set µ,;. The most used µ.i in computational chem-
istry are Gaussian type functions, often preferred to the H-like Slater's functions 
due to their better numerica! performances. This method to determine the M Os is 
called Molecular Orbital Linear Combination of Atomic Orbital, MO-LCAO. 
Thinking of the electronic interaction term as a "perturbation" of the ideal case 
of non interacting electrons, the wave function of the real system should be some-
what similar to the one of the ideal case. When electron-electron interactions are 
considered, a simple Slater Determinant is not an exact solution anymore: taking 
all the possible n-electronic w;. - that constitute the umlti-clcctronic basis set 
- to span a vector space, the eigenfunctions <Pf" of the Hamiltonian in Eq. J..;:J can 
be found as a linear combination of these w; . A simple version of this procedure 
was used by London in 1927 to explain the nature of the chemical bond for the H2 
molecule, and is still used in most of the computational approaches in theoretical 
chemistry. Using this method, the problem of finding the eigenfunctions of H,. is 
now cast into a matrices manipulation problem. Note that to get the cracl <P,., 
infinite {µ L .. x and {'11, L .. x basis sets have to be used. 
The wide range of molecular dimensionalities and properties makes it imp08.5ible 
to adopt a single all .. purpose approach: for small molecules, the wave-function can be 
computed quite accurately, whereas for much larger systems (like DNA fragments or 
polypeptides), the problems are solved relying on more approximated methods. The 
4 
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definition during the years of a series of methods has led to a hierarchical approach 
to the approximated solution of the Schrodinger equation (15): brief explanations 
of the most important ones will be given in the following Sections. 
1.1.1 Hartree-Fock method 
The Hartree-Fock method (HF) is the pivotal technique in the field of quantum 
chemistry ( 15; 30), and it represents the starting point for most of the more accurate 
methods used to refi.ne its approximation solutions. 
As stated in Sec. 1.1, due to the interelectronic interactions, the exact eigen-
functions <I>,. of the electronic Hamiltonian H, can only be retrieved in the limit 
of complete mono-electronic and multi-electronic basis sets. In the Hartree-Fock 
method, the exact solution <I>,. is approximated by a single Slater Determinant Wo, 
again expressed as a product of MOs X; - called Occupied MOs. The MOs con-
stituting the '110 are determined, under the constraint that they are orthonormal, 
minimizing the expectation value of H,.: 
(1.7) 
to obtain the so called Hnrl:ree-Fo<"I.: equ.a/:i.on.-; L~. These HF MOs are obtained as 
eigenfunctions of the Fock operator F {15), operator that accounts for the electron-
electron interaction in an "average" way - each electron experiences the electrostatic 
potential generated by ali the remaining occupi ed M Os -: 
Fx; = E;X;,i = 1,2, ... ,n, (1.8) 
where E; have the physical interpretation of orbital energies. It should be noted 
that such an "approximate solution" '110 is not an eigenfunction of H,., and the 
HF energy is not the sum of the E; of all the MOs entering in the '110 : this energy 
is given by the expectation value ('1TIH, 1'11). For an n electron system and using 
an m dimentional mono-electronic basis set, the HF procedure yields n Occupied 
MOs and (m-n) Virtual MOs. All the possible excited Determinants w·:._,.,. generated 
substituting one or more Occupied MOs with Virtual MOs correspond to an excited 
electronic configuration: 
(1.9) 
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where r is the excitation operator that creates M-fold excited Determinants, pro-
moting M electrons in '110 from Occupied MOs to Virtual ones. 
Due to the fact that the MOs are unknown (actually, they are precisely the 
entities to be determined), an iterative approach - called self constistent - is used: 
the MOs at step i-th generate the (i+ 1)-th Fock operator, which in turn is used 
to determine the (i + 1 )-th MO. This iterating loop continues until the differences 
among the j-th and (j + 1)-th MOs are below a given threshold. 
Using a larger and larger mono-electronic basis set (see Sec. 1.1 ), the HF energy 
asymptotically reaches the so-called HF limit: this is the best HF Determinant and 
is able to account for ~99% of the total electronic energy (15). Unfortunately, the 
missing 1 % is very important for describing a wide range of chemical phenomena 
with experimental accuracy. This discrepancy is due to the neglect of an elcdronic 
wrrela./:ion treatment: the "position" of a given electron is independent from the 
position of the others, because the interactions are "averaged" . A consequence of this 
is that the electrons tend to be closer than they really are: this is seen for example 
in the usually too short bond distances obtained from HF calculations (15). To 
retrieve the missing 1 % in the electronic energy - that is, to include the electronic 
correlation - more sophisticated methods have to be used, such as Configuration 
Interaction (Sec. 1.1.2) or Coupled Cluster (Sec. 1.1.4). 
1.1.2 Conftguration Interaction method 
A straighforward step toward an improvement in the HF description is to combine 
the excited HF Determinants '11/./'(.: 
;r,..CJ 
'±'e 
t\J 
1·1 ... 1·,,, 
01 ••. 0,,, 
(1.10) 
(1.11) 
The CI wave-function <I>~-. 1 (30) is given as a linear combination of the HF Ground 
States and HF excited Determinants. The multi-determinantal approach has a pre-
cise physical meaning: the electrons are now correlated - i. e. the position of an 
6 
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electron in a molecule depends on the remaining ones - thus overcoming the major 
limit of the HF method. As stated in Sec. 1.1, the larger is the number of determi-
nants considered, the better is the description of <I>~-· 1 . In the case where all possible 
'I!f,,.,. generated from a given mono-electronic basis set are taken, the <I>~ .. 1 is called 
Full CI wave-function and is the best approximation to <I>,. in that mono-electronic 
basis set, i. c. 100% of the electronic energy is recovered. The weakness of this 
method is the dimension of the multi-electronic basis set: the factorial growth of 
the total number of 'It!.r
1
• with the molecule and mono-electronic set dimensions, 
makes the FCI method unfeasible apart from very small systems, and only a limited 
suhget of the FCI space has to be used. The CI method - especially CISD, where 
only singly T1 and doubly T2 excited operators enter in Eq. 1.1 O - has been widely 
used as an improvement to the HF description. Nowadays, the CI approach has 
been abandoned to a certain extent in favour of Coupled Cluster techniques (see 
Sec. 1.1.4) in many of its traditional application fields. 
1.1.3 M(ljller-Plesset Perturbation Theory 
A different approach to recover electron correlation is taken in M0ller-Ple~et (MP) 
Perturbation Theory (PT) (1.5; 17). In the general PT (see Sec. 1.2.1), assuming 
that a complete set of w~, is known for a system with Hamiltonian n°, if a more 
complex system can be tought as a small perturbation to the known case, then its 
Hamiltonian n' can be written as n' = n° + 'lj;, where 'ljJ is the perturbation term. 
Taylor expanding the system energy and wave-function in order of the perturbation 
strength, we can retrieve the solution of H' accurate to a given order - the more 
terms in the Taylor expansion, the more correct is the solution of H'. In the case 
of the MP Perturbation Theory, n° is the Fock operator, while the perturbation 
is called fluctuation potential. This fluctuation potential is the difference between 
the electronic Hamiltonian H, in Eq. 1.5 and the Fock operator, 'ljJ = H, - F, and 
accounts for the instantaneous electron-electron interactions. The most used MP 
order is the second - called MP2 - where only double excited determinants are used 
to compute the correction to the HF determinant and HF energy, and for the latter 
7 
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in particular: 
(1.12) 
where the terms in brackets O are the usual bielectronic integrals (17) and E,, the 
energies of the MOs determined by the HF procedure. MP2 is able to account for 
~ 80-90% of the FCI correlation energy in a given mono-electronic basis set ( 15): 
it is a good improvement over HF on its own, and the MP2 wavefunction is a good 
starting point for more sophisticated techniques as Coupled Cluster. 
1.1.4 Coupled-Cluster method 
A triple excitation pro~ can be considered in two different ways: either the re-
sult of a simultaneous interaction among three electrons, or the interaction of two 
electrons and the subsequent independent excitation of the third one - or again the 
independent excitations of the three electrons. In the Coupled Cluster (CC) ter-
minology (15), the first kind of excitation is called conncctcd triple, whereas the 
second one is called disconncctcd triple, made up of single and double exitation 
- or three single excitations. The idea behind CC is similar to the CI one, but the 
parametrization of the cl>~y· is exponential and not linear: 
~/·e = exp(l + i11 + T'2 + ... T,, )wn. (1.13) 
In the case of the complete n-electron basis sets, the ~~y· and the ~~-·1 are exactly 
the same. The diff erence arises when truncations are introduced. For instance, the 
CCSD - where only single T1 and double T2 excitations are considered in Eq. 1.13 
- and the CISD (see Sec. 1.1.2), differ because the CCSD includes all the possible 
disconnected excitations made up by single and double excitations, thanks to its 
exponential parametrization, not included in the CISD case. 
The truncated CC wave-functions are more accurate and converge faster toward 
the FCC limit than the corresponding truncated CI ones. These improvements - as 
well as the size-extensivity of CC methods - have made of the CC techniques one of 
the most used nowadays in computational chemistry for the accurate calculations of 
wave-functions, energies and properties of a wide range of medium sized molecular 
systems (15). 
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1.1.5 Density Functional method 
Density Functional Theory (DFT) ( 18) has emerged as an alternative to the tra-
ditional ab inilio methods of quantum chemistry for the study of the ground state 
properties of molecular systems - and in the recent years applications to excited 
states have been implemented with increasing success. 
Ali the ab inilio techniques previously outlined use as centra! quantity some ap-
proximated form of <I>,., from which all the properties of the system can be derived. 
In the DFT case, the centra! quantity is the electronic density p(r): comparing to 
<I>, , p(r) is a much simpler entity, depending on three variables instead of the 4n 
variables needed by an n-electron system. In the Kohn-Sham implementation, the 
D FT has become in little more than a decade one of the most used methods in quan-
tum chemistry, due to its fairly good accuracy and its good scalability with system 
dimension. Simply stated, in the Kohn-Sham formalism, the system is represented 
as the electronic Hamiltonian: 
(1.14) 
where we introduce the effective loca! potential to account for the interactions among 
the electrons. Mimicking the HF approach, a set of MOs w:,.,. are determined itera-
tively to obtain the best KS electron density p,..,.(r). The main limit to DFT accuracy 
is the lacking of an easy way to implement the best Vi,·(r) potential: 
V-;(ri) = 1· p(r:J dr2 V\:c(r1) - L ZA, 
. ru A ru 
(1.15) 
where V\:e(r) is the cxchangc.,"-corrclation potcntial (18). The largest part of 
the DFT improvement in terms of computational accuracy has mainly come from 
the definition of better exchange-correlation potentials, that brought DFT in direct 
competition to some of the CC methods. 
1.2 Calculation of molecular properties 
In all the previous sections, some of the most used techniques to obtain either 
the electronic wave-function w,. or the electronic density p(r) were briefly outlined. 
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These objects, along with the molecular energy, are not subject to a direct determi-
nation by experimental techniques. The molecular quantities that are experimen-
tally accessible can be roughly classified in three classes (11; 17; 24): 
• cncrgy propcrtics, such as reaction enthalpies A.H or Gibb's free energy 
variation A.G, as well as conformational energies or equilibrium geometries. 
All this molecular characteristics can be derived by multiple calculations of 
electronic energy at different molecular geometries; 
• single wavc'-function propcrtics, which depend on a single electronic state 
wf., and can be thought as the perturbation to W/ by terms not included in 
the Hc of Eq. 1.5. These effects are responsible for vibrational and rotational 
spectra, NMR chemical shift, dipole moments and so on; 
• multi wavc-fuuctions propcrtics, which comprise all the quantities derived 
from an electronic transition between diff erent w/. This cl8$ includes, among 
others, electronic spectra, ionization potential and electronic affinity. 
Calculations of properties of all three classes are reported in the next Chapters of 
this thesis, and the theory behind their calculation will be briefly described in the 
remaining of the present section. 
1.2.1 Static Molecular Properties 
If an isolated molecule described by Ji(OJ with an energy E0 is placed in an external 
static field - such as electric (F) or magnetic (B) fields - or interacts with other 
molecules, this molecule is perturbed, and its energy consequently changes to EP. 
Following the perturbation theory treatment, both the energy and the wave ... function 
can be Taylor expanded in orders of the perturbation strength À 
(1.16) 
The terms E( 11 ) represent the n-th order response of the electronic energy to the 
perturbation - i. e. the induced multiple moment - that can be identified with the 
10 
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so-called molecular property. In the case of an external electric field, the equation 
becomes: 
E'' - Elfi) - (Fa)ol41a - i(Fa)o(Fp)oaap - ~(Fa)o(Fp)o(F7)o/3a/i-r - · · · 
1 
3(Fa:,a)o8oa:{3 - ... , (1.17) 
where JJit-,, a, (3 and 8 0 represent, respectively, the permanent electric dipole, the 
electric polarisability, the first hyperpolarisability and the permanent quadrupole 
moment, whereas (F0 } 0 and (Fa:,a)o are the electric field and electric field gradient 
at the molecule origin. 
From Eq.1.17, it can be seen that the molecular electronic properties can be 
calculated as derivative of the electronic energy at the limit of zero perturbation 
strength: 
[ 8E
1
' ] (1.18) µoa = 
o(Fa)o 0 
aa{3 = [ à2E'' ] 
- 8(Fa)o8(F13)0 t'J 
(1.19) 
f3af3-y [ &'E'' ] (1.20) = 
8(Fa)o8(F13 )o8(F'Y )o 0 
8oa,B [ 8E
1
' ] (1.21) = -3 . 
8(Fa13)0 0 
To calculate these derivatives, one can use either finite fields or analytical dcriva-
tivcs methods. The main advantage of the first one - based on a numerica! differ-
entiation scheme - is its rather easy implementation, because it just requires energy 
calculations with the perturbed Hamiltonian. On the contrary, the disadvantages 
are the limited accuray and the high computational cost (11). The second method 
- based on an analytical differentiation scheme - starts by deducing an analytical 
expression for the corresponding derivative terms and then implementing within a 
computer code the actual computation of the corresponding property. This tech-
nique solves the aforementioned problems, and is clearly the preferred choice for the 
calculation of molecular properties (11). 
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1.2.2 Dynamic Molecular Properties 
An external radiation field that inpinges a molecule induces oscillating multipole mo-
ments, that are again identified with electronic molecular properties: the properties 
are now functions of both the radiation strength and frequency (1). The procedure 
used to obtain the static properties in Sec. 1.2 .1 is not applicable here, since en-
ergy eigenvalues E 11 are not defined in a dynamic field. Using a different approach, 
the molecular propertie.s can be calculated taking the expectation value of the cor-
responding multiple moment using the molecular wave function perturbed by the 
radiation field '11'. The W' is determined expanding in the basis of the unperturbed 
wave-functions, leading to expressions of this kind: 
(1.22) 
where all the dynamic properties and the electric field and field derivative depend 
on the radiation frequency w. These dynamic properties can be expressed in the 
sum-over-the-states formalism, as 
aafi = ~ L w" w~ w2 1i( (n[µ,,fj) (jfµflfn) = a13,, (1.23) 
j:f;11 .Jtl 
a:il -~ L w2 w~ w" ~>((n[µafj)(jfµ!lfn) = -afi,,, {1.24) 
j:f;11 ./Il 
where j ,n represent all the eigenstates of the electronic Hamiltonian in Eq. 1.5 and 
a and a' are the real and imaginary polarisability, respectively ( for a more detailed 
description see ( 1 ; ;3)). 
A valuable approach to both dynamic and static properties calculations is rep-
resented by Response Theory (8; 17). In this case, the time dependent perturbation 
term in the electronic Hamiltonian is Fourier expanded in a sum of periodic pertur-
bations: 
H(t) 
V(t) 
Hn + V(t), 
N 
L exp(-iw,,.t) L E1·,(wk)Y;; 
k=-N 
12 
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(1.26) 
1.3 Molecular Properties in Condensed Media 
where w" is the frequency of the n-th perturbation component, and E1-, (wk) and 
Y; are the i-th perturbation strength and operator, respectively. The time depen-
dent expectation values of an electronic operator can be expanded in term of the 
components of the perturbatìon V(t): 
where all the rcsponsc function terms ((X; Y;)) .... h 
1 
can be directly associated to the 
molecular property tensors obtained from the time dependent perturbation theory 
- to which it is coincident in the limit of an exact wave-function (8). 
Introducing the concept of time-averaged Quasi-Energy { Q(t) }T, given by 
{Q(t)h 1{ lim1-x T. -~ Q(t)dT, (1.28) 
Q(t) dF ( t) = ( '1t I H - . ~ 1 '1t) dt 't&t ' (1.29) 
1'11) = exp(-iF (t)))jlÌT), {1.30) 
the general response functions can be written as derivative of { Q(t) h with respect 
to the component strengths, for example in the case of a linear response function: 
((X; Y;) )...., = {a2Q(t) h . 
·
1 8cx (-w,.i}8E1·, (-w,.J 
The electric-dipole dynamic polarisability a( -w, w) (a linear response function) is 
obtained in this way differentiating twice with respect to electric field components. 
All the properties reported in the following chapters are calculated resorting to 
Response Theory. 
1.3 Molecular Properties in Condensed Media 
The techniques to calculate molecular properties outlined so far are applied to iso-
lated systems or at most to small clusters. In daily chemistry work, the overwhelming 
majority of molecular systems are embedded in some kind of solvation environment: 
in order to improve the accuracy of the computational chemistry and its ability to 
13 
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compare with experiments, a treatment that takes into account the solvent eff ect on 
the molecular properties has to be adopted. Two approaches are possible: 
• cxplicit molcculcs: the solvent molecules are considered explicitly. In this 
case, the same theory level can be adopted for both the soluted molecule and 
the solvation molecular environment, or some approximation can be adopted. 
In the ONIOM model, various shells of different theory accuracy are used: the 
innermost shell, that corresponds to the molecule or part of the molecule of 
interest, is computed with the best affordable theory, and the theory accuracy 
is lowered going to the most external shells ( 31). 
• implicit molcculc: the solvation environment is approximated by an isotropie 
- or anisotropie, as in the most recent treatment of liquid crystals - continuum 
medium, with a given polarisability. This is calleci the Polarizablc Coutin-
umu Model (PCM) {6; 7; 20; 22). 
In the PCM method a molecule-shaped cavity - that accounts for the solvent 
finite dimensions - is built around the solvated molecules, and the cavity surface is 
partitioned in smaller portions called /.e.i;serae with a given position r;. Each f.e.'isera 
is polarized by the molecule, generating a finite charge q; called "solvation charge" , 
which in turn interacts with the nuclei and electrons of the molecule. This interaction 
is accounted for by adding, in the electronic Hamiltonian, some contributions due 
to the potential energy vd(r) of all the "solvation charges" 
v,,(r) = :2.: I q, I 
. r-ri 
I 
(1.31) 
Because the "solvation charges" are induced by the nuclei and electrons, the un-
pert urbed '11 wave-function has to be known. Then, the "solvation charges'' are 
calculated, and the first perturbed wave function W801 is obtained solving the per-
turbed Hamiltonian. The iterative procedure continues until a convergence in the 
solvation energy E.'"'' is reached - or more correctly, the solvation Gibb's free energy 
ilG . .;o/· 
The way the solute-solvent interaction is treated in the PCM allows for an im-
plementation of molecular electronic property calculation for the solvated molecules 
14 
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as a modification of Response Theory: the Hamiltonian entering the equations in 
Secs. 1.2.1 and 1.2.2 has to be modified to include the interaction term D,.,(r). 
In this thesis work, the PCM was used to obtain different molecular electronic 
properties in different solvation enviroments, as reported is Chapters ;3 and 2. 
1.4 Composition of this thesis 
Molecular properties play a fundamental role for the rationalization of the macro-
scopic behavior of matter and for the interpretation of experimental data. Their 
calculation is one of the major areas of interplay between theory and experiment. 
In th.e present work, Response Theory has been extensively used to determine a 
set of different electronic molecular properties. In Chapters 2 and 3, the investigation 
on the effect of the solute-solvent interactions on the Optical Rotation (OR) and the 
Electronic Circular Dichroism (ECD) spectra is reported. A series of interaction in-
duced properties for the He, Ne and Ar homonuclear and eteronuclear dimers-such 
as potential energy curves, (hyper)polarisability, dipole and quadrupole moments -
are the subject of Chapters 4 and 5. In the last Chapter 6 we present the results of 
a systematic investigation aimed at establishing the intrinsic errors in the ab initio 
determination of equilibrium geometries using standard hierachies of wave-function 
models and basis sets for a sample of small and medium size molecules containing 
at least one atom belonging to the second row of the periodic table. 
When calculations on condensed media are performed, one of the largest effect 
of the solvent is the molecular geometry relaxation with respect to the uacuu:m case. 
For a flexible molecule the conformational distribution can dramatically change, 
implying a large variation in ali the molecular properties that need to be averaged 
among all the conformers. In Chapter 2, the Paraconic Acid is taken as test molecule: 
both the MP2 and the DFT techniques are used to find out the conformers geometry, 
and Time Dependent DFT (TD-DFT) is used to calculate the OR values at the 
À = 598 nm sodium D line. In ali the cases, the PCM is used to account for the 
methanol effect on both the conformational forms and the OR values. In principle, 
it is possible to assign the Absolute Configuration (AC) of a molecule by simple 
comparison of experimental OR values with calculated ones (we refer to (25) for 
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a review of the subject). In practice, this comparison is often quite difficult (27), 
because the experiments are carried out almost exclusively in condensed phases. By 
means of a combination of PCM and DFT(B3LYP) (21), the AC could be reliably 
assigned. 
With respect to single frequency OR value calculations, the accurate transi-
tion frequencies and strenghts can pose even more challenges to theoretical chem-
istry (23; 28). In Chapter ~1, the combination of PCM and DFT(B3LYP) is again 
capable of improving the experiment/theory comparison, but it is also outlined as 
in some cases this approach fails to reproduce the observed trends. This is due to 
different factors, such as the lack of explicit solute-solvent interactions in PCM -
of extreme importance in the case of H-bonding systems - and the inadequacy of 
current DFT functionals for the description of diffuse electronic states. Whereas 
the PCM/DFT(B3LYP) approach can be used to study the rotatory strengths of 
valence transitions in non-protic solvents, much more care has to be exercised in 
protic solvents or for excitations into Rydberg states. 
In all the solvated systems considered so far, the number of molecules that can 
concur to the resulting macroscopic properties is fairly too large to allow for an 
accurate determination of all the components constituting the properties. To have 
a better insight in the nature of the interaction among different systems - and 
how these interactions modify the properties of the single molecular systems -, it 
is mandatory to turn the attention to more simple cases. Among the most simple 
molecular systems that can be studied, there are the van der Waals dimers of the 
noble gases. Unlike strongly bonded molecules - where covalent, ionie or polar 
interactions play the major role - for this weak aggregating force, mainly arising 
from correlation effect, DFT methods cannot be used (12), and so rare gases are an 
important benchmark system for the most accurate ab in.ilio techniques. 
To elucidate all the different components and behavior of the intermolecular-
interaction induced properties, an ab initio investigation of the density dependence 
of the electric field gradient induced birefringence (EFGB) for the noble gases helium, 
neon and argon is presented in Chapter 4. The EFGB is the the anisotropy of the 
refractive index exhibited by plane polarized light propagating through an isotropie 
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sample in presence of a field gradient with a component perpendicular to the direc-
tion of propagation of light (2). The infiuence of the pressure on EFGB is modeled 
by the virial expansion of the molecular EFGB constant up to the second order 
term mQ (5) - due to the two-body interactions among noble gas atoms -, which is 
determined with the study of the internuclear dependence of molecular quadrupole 
moment, the dipole-dipole-quadrupole and dipole--magnetic dipole--dipole hyperpo-
larisability. These property curves have been computed using FCI - limited to the 
He2 dimers -, as well as the CCSD and CCSD(T) techniques - the latter is only 
used for the static quadrupole moment. The eff ect of the gas density modeled with 
the 111Q on the EFGB constant is found to be quite small, and thus not apparently 
detectable with current apparatus. 
At the time of publication of this study, two diff erent semi-classica! theories of the 
EFGB were waiting for validation, on.e devised by Buckingham and Longuet-Higgins 
(BLH) ( 4) and on.e laid down by Imrie and Raab (IR) (16). Very recently the two 
theories which in our paper are discussed on equal footing have been "reconciled" , 
with IR theory being "withdrawn" by the authors as erroneus (9; 26). This makes 
the discussion of the results labelled IR "outdated". 
Due to their intrinsic simplicity, the van der Waals dimers of the noble gases are 
ideal for studying complex multiphoton processes, that encompass the fast grow-
ing field of nonlinear optics - with applications ranging from communications to 
medicine. The accurate description of such phenomena needs the theoretical deter-
mination of frequency dependent molecular (hyper )polarisability, amenable using 
Response Theory. In Chapter 5, electron correlated methods - such as CCSD and 
CCSD(T) - and large basis sets - such as Dunning's Correlation Consistent (19) 
aug-cc-pV6Z and d-aug-cc-pVQZ basis set, augmented by a set of midbond func-
tions (10) - are used to evaluate the ground state interaction potential, the induced 
electric dipole polarisability and first and second hyperpolarisability of the He-Ar, 
Ne-Ar and He-Ne van der Waals complexes. 
The rovibrational spectra and the gas second virial coefficients are evaluated 
as a benchmark for the potential curves, and a good agreement between available 
theoretical and experimental data is found. Morover, the results of the interaction-
17 
1. INTRODUCTION 
induced electric dipole moments and static (hyper )polarisability show the usual 
behavior in terms of the dependence on the internuclear distance. The magnitude 
of the frequency dependence of the properties is the one expected on the basis of 
previous results for the homonuclear dimers(13; 14) 
Equilibrium geometries are usually determined rather well using wave func-
tion electronic structure models. The accuracy in the structures determined from 
quantum-mechanical calculations has improved significantly aver the last decade, 
and electronic structure calculations are nowadays considered as a valid alternative 
to experimental determinations. 
For molecules containing elements belonging to the first row the errors on the 
determination of the equilibrium structures employing the standard series of meth-
ods HF, MP2, CCSD and CCSD plus perturbative triple corrections (CCSD(T)) are 
nowadays well established, also thanks to a series of statistica! studies carried out 
on various samples of (closed shell) molecules of medium size appeared during the 
last decade C-32; 33; :34). 
In Chapter 6 we have extended the investigation to systems containing second 
row atoms, for which the errors are less well established, probably also due to the 
more demanding computational task represented by such systems, and, until just 
a few years ago, the less developed hierarchical families of basis sets which would 
allow this type of investigation. The study was carried out on a sample of 41 bond 
lengths and 13 bond angles in arder to assess the intrinsic accuracy of the standard 
hierachies HF, MP2, CCSD and CCSD(T) and correlation consistent sets cc-pXVZ 
and cc-pCVXZ (up to X=Q) and of the magnitude of the core-correlation effect on 
bond lengths and angles for a number of small and medium size molecules containing 
second-row elements was carried out. The intrinsic errar at the CCSD(T) level was 
found to be of the arder of 0.2-0.3 pm - thus still above the desired limit of 0.1 pm 
for "chemical accuracy" . Other aspects need to be considered to lower the intrinsic 
error, as for instance pro per recover of residua! basis set errors ( one needs to go 
beyond X =Q and/ or use extrapolation techniques), the effect of higher excitations, 
as well as a critica! revision of the experimentally derived equilibrium geometries 
via ab initio rovibrational constants. 
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Chapter 2 
Optical rotation calculation of a 
highly flexible molecule: the case 
of paraconic acid 
2.1 Abstract 
1 The absolute configuration of (S)-(-)-paraconic acid is correctly assigned on the 
basis of ab initio calculations of the specific optical rotation (OR) at the sodium 
D line, carried out both in Nuw11:m and in methanol. Density Functional Theory 
(DFT) and M~ller-Plesset Second-Order Perturbation Theory (MP2) are used to 
determine the most stable conformational structures, whose OR values are then 
calculated using DFT linear response theory and London atomic orbitals. 
The total OR is obtained averaging these values using the population fractions 
determined from Boltzmann's statistics. The total OR of the MP2 structures has 
the correct sign both in t1ac1t1un and in solution, whereas only the solvent-relaxed 
DFT structures correctly reproduce the experimental sign. 
The strong solvent effect on the total OR is shown to arise primarìly due to the 
variations in the relative energies of the various conformations. 
1D. Marchesan, S. Coriani, C. Forzato, P. Nitti G. Pitacco, K. Ruud. J. Phys. Chem. A, 109, 
1449-1453 (2005). 
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MOLECULE: THE CASE OF PARACONIC ACID 
2.2 Introduction 
The determination of the absolute configuration (AC) of chiral molecules is a very 
important step in asymmetric synthesis. The AC of the synthesized product can be 
assigned comparing the electronic circular dichroism (ECD) spectrum with struc-
turally similar molecules having the same chiral centers, using empirical rules to 
determine the sign of its optical rotation (OR), or finally converting the product 
to a molecule of known AC {for a review on these techniques, see Ref. (1)). If 
the molecule crystallizes, the AC can also be determined using X-ray crystallogra-
phy (2; 3). 
In recent years, advances in the field of theoretical chemistry have led to the 
development of new computational approaches for calculating OR at different lev-
els of accuracy, including methods such as Hartree-Fock (HF) ( 4), DFT (5) and 
Coupled Cluster (CC) (6). Moreover, the large number of papers that have been 
published on theoretical studies of OR (l; 7; 8; 9; 10; 11; 12) are contributing to the 
elucidation of the factors that determine OR, thus allowing for both qualitatively 
and quantitatively accurate determinations of molecular OR, and hence the direct 
assignment of the AC of a molecule. 
From these studies, the following conclusions can be drawn: of the currently 
available ab iuif.io methodologies, DFT has emerged as the best choice in terms of 
balancing accuracy and computational cost (7; 8); the inclusion of diffuse functions 
in the basis set is mandatory, i. e. basis sets of at least aug-cc-p VDZ quality must 
be used (1; 7; 9); solvent effects appear to be important, but their magnitude 
depends on the particular solute-solvent system under study (10); there is adramatic 
dependence of the predicted specific rotation ([aW) on the molecular geometry (9) 
and, in the case of floppy molecules, on the relative energies of the different molecular 
conformations (7; 11); the dependence of [aW on the vibrational motion may be 
relevant, but also in this case the magnitude of the vibrational correction is found 
to depend on the molecule being investigated (12). 
In the present work, the results of OR ab inif.io calculations are presented for 
the paraconic acid molecule, the precursor of a family of highly substituted 1-
butyrolactones. The possible use of these compounds in the medicai field as an-
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titumoral and antimicrobica! agents has been studied (see Ref. (13) for a review); 
moreover the esters of paraconic acid have wide industrial application in the pro-
duction of perfumes and solvents (14). The AC of the paraconic acid had been 
determined in 1983 (15) by its conversion to a molecule of known chirality, making 
it the ideal candidate to test the feasibility and reliability of OR calculations on this 
class of molecules as a way to determine their absolute configurations. 
The paraconic acid conformational structures have been determined using both 
DFT and MP2, and the OR values have been calculated using a local version of the 
Time Dependent DFT code in DALTO.'.\l {16), accounting for the solvent effect using 
the Polarizable Continuum Model (PCM) (10; 17). The effect of the solvent on 
the conformational populations and the OR is discussed, along with the reliability 
of MP2 and DFT to determine the correct conformational structures and relative 
energies of this non-rigid molecule. We will show that good agreement with available 
experimental data can be achieved. 
2.3 Definitions and Computational details 
In the framework of semi-classical theory, the specific OR at a frequency w of a fiexi-
ble chiral molecule-that is, a molecule exhibiting more than one stable conformer-
can be written (7): 
[ ] . = ee(E1 ) 288007r:.!N-iv~ ~ ·/3·(E )· a... 100 C2M ~x, ' i, 
i=l 
(2.1) 
where ee( E1) is the enantiomeric excess of enantiomer E 1 , x; is the population 
fraction of the i-th conformer, M is the molar mass of the molecule, N-i the Avogadro 
number, e the speed of light in vacuum, and w = 2?rv. 
The scalar quantity /3; ( E1 ) ( for the i-th conformer of enantiomer E1 ) is related 
to the trace of the frequency-dependent mixed electric dipole-magnetic dipole po-
larizability G~f3 
f3= -~ L G~,., 
a=.r.y.: 
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Figure 2.1: Th<· :-;trnnnr<• lalwb of ( S )-{ - )-paracouk ad<i with tlH• atom un!llhNiu::i; n . ...-·1l throngh•mt th<· piqwr. 
ThP Unlllh<·riug do<':- uot n•fr•r to thP :-;taudard ll.l'"\C un!lllwriug ('.N). 
where µa is the o:-component of the electric dipole moment operator, and m13 the /3-
component of the magnetic dipole moment operator. /3ì(E1) is in this work calculated 
via linear response theory (18), and gauge origin independence is obtained using 
London atomic orbitals (19; 20). 
In order to determine the optical rotation of a floppy molecule one has to, accord-
ing to Eq. 2.1, determine the OR for the various (energetically relevant) conformers 
of the given molecular specie,s. The starting geometry of the (S)-(-)-paraconic acid 
was obtained by optimization at the HF / 6-311 ++G ** ( 21) level of theory. From 
this geometry, a HF /6-311 ++G** relaxed Potential Energy Surface (PES) scan was 
carried out modifying the dihedral angles Cl-C2-C3-04 (see Fig. 2.1 for atom num-
bering) and C3-C2-C6-07 in the range,s ±40° and [O, 360] 0 , re,spectively. This leads 
to the identification of six minima which we will label A, B, C, D, E and F. At-
tempts were also done at moving the hydrogen H15 by rotating around the C6-07 
bond in order to change the dihedral angle H15-07-C6-09 from ~ 0° (as in all the 
conformers in Fig. ??) to ~ 180°, but even in the case,s where intramolecular hy-
drogen bonding with the ring oxygen 04 could be achieved, the energie,s of the,se 
optimized conformations were significantly higher than those of conformations A-F 
due to increased strain in the fi.ve-membered ring. This is not too surprising since 
the atom 04 is expected to have very small basicity due to electronic resonance with 
the carbonyl group in the fi.ve-membered ring. 
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e 
Figure 2.2: Conformations of minimum energy optimized in methanol solution using the Polarizable Continuum 
.\lu<f<'l at the DF1)l.l:~L \' 1' /an~·<T·p\" DZ k·1·ei nf thc·or.1·. Th<' l<'tt«r~ idc•utif.1· thc• ntrions c<>nfonuc·l» wh<>~<' prop<'rtÌL.,. 
are• ,,;iH•u iu Tahlc• 2.1. 2.2 anrl 2.:l . 
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The structures of the six conformers were finally optimized in ttacu.u:m at both 
the DFT (using the hybrid Becke three-parameter Lee-Yang-Parr B3LYP func-
tional (22)) and MP2 levels of theory, using the aug-cc-p VDZ ( 11) and the 6-
311 ++G** basis sets, and then re-optimized in the methanol solvent, here modelled 
by the Polarizable Continuum Model (PCM) (10; 24), using the aug-cc-pVDZ basis 
set only. Only methanol was chosen as solvent for two reasons: i) the solubility of 
paraconic acid in non-polar solvents is extremely limited, making the experimen-
tal measurement of OR in such solvents too sensitive to experimental error; ii) the 
polarity of the solvent counteracts the possible dimerization of the acid itself (25). 
For carboxylic acids, in fact, dimerization may occur both in the gas phase and in 
solution. Accounting for hypothetical dimeric conformational forms present during 
the experimental measurement (26) in the theoretical simulations would lead to a 
very large (if at all feasible) increase in the computational effort required for the 
calculation of the OR of paraconic acid. 
Theoretical studies on acetic acid (27; 28) concluded that the .6.G of formation of 
the dimers is negative only in non-polar solvents (i.e. heptane and CHC1:1), whereas 
more polar solvents (i.e. DMSO and water) can counteract the dimerization process. 
Since methanol is both a quite polar solvent and capable of hydrogen bonding, the 
paraconic acid is considered to be present predominantly in the monomeric form in 
the experimental environment, and no further calculations have been carried out for 
the dimeric forms. 
Note that at the MP2 level, a B-like conformer does not exist in Nu·uu.m, and 
the DFT /B3LYP /PCM B conformer was then used as a starting point for the 
MP2/PCM optimization. All geometry optimizations were done using the Gaussian 
program (29). Default values for the cavities were assumed in the PCM case, 'i.e. 
cavities centered on the heavy atoms including the bonded hydrogens (:30). 
The calculations of f3(w) were for all conformers carried out at the sodium D line 
(.:\=589.3 nm), both in uacu.u.m. and in the solvent, using the DFT/B3LYP imple-
mentation (o; :31) of linear response theory present in the DALTO>J 2.0 package (16). 
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The solvent eff ect was accounted for using PCM linear response theory as imple-
mented in a local version of DALTO~, using the same cavities as in the geometry 
optimization. 
2.4 Results and discussion 
In order to determine the total OR reliably, it is mandatory to have the best possible 
values for both the OR of the various conformers and their relative energies ( and 
hence their population fractions). In order to compare the D FT /B3L YP and the 
MP2 relative energies, and thus determine the most suitable method for these kind 
of calculations, we have used both of them and investigated which one leads to a 
total OR in best agreement with experiment. 
In Table 2.1 we have collected the values of the two internal coordinates that vary 
the most among the different conformations, namely the dihedral angles Cl-C2-C3-
04 (describing the ring puckering motion) and C3-C2-C6-07 (describing the COOH 
torsional motion). Positive values of the Cl-C2-C3-04 dihedral angle characterize 
the {A, B, C} conformers called "bottom-of-plane" conformations in the rest of 
this paper, whereas negative values are exhibited by the {D, E, F} conformations, 
which will be referred to as "top-of-plane" conformations. The structures of the 
conformers-which are qualitatively the same independently of the basis set or the-
ory used-are shown in Fig. 2 .2. We first consider the geometry parameters reported 
in Table 2.1. In the DFT/B3LYP case, changing the basis set from 6-311++G** to 
aug-cc-p VDZ reduces on average the absolute value of the Cl-C2-C3-04 angle by 
~ 53 and leaves the C3-C2-C6-07 torsional angle almost unchanged. Larger Cl-C2-
C3-04 variations are seen when including the solvent, the changes are then ~ -6% 
for the bottom-of-plane conformers and ~ +63 for the top-of-plane ones: in solu-
tion, more positive Cl-C2-C3-04 values are preferred compared to the vacuum case. 
For the C3-C2-C6-07 angle, absolute variations up to 73 are observed, depending 
on the conformer. In the case of MP2, the most important solvent effect is the sta ... 
bilization of the B-like conformer, which furthermore is not present in vacuum, and 
the reduction of the absolute value of the Cl-C2-C3-04 angle, i.e. more planar ring 
structures are preferred. The variations in the torsional angle between vacuum and 
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DFT MP2 
Conformer Dihedral 6-311++G"'* aug-cc-pVDZ aug-cc-p VDZ aug-cc-p VDZ aug-cc-pVDZ 
angle rflrUl/l/I l"l/1''1/-11111 PCM/CH:jOH vacuum PCM/CH:10H 
A 
C1C2C304 -27.7 -27.0 -25.8 -32.7 -31.3 
C1C2C609 281.7 281.4 298.7 267.4 294.6 
C1C2C304 -30.0 -29.3 -27.2 " -32.6 B 
C1C2C609 209.3 209.5 206.2 a 215.0 
e C1C2C304 -29.6 -28.8 -27.4 -33.4 -32.9 
C1C2C609 59.7 60.3 57.8 62.8 62.7 
D C1C2C304 24.5 22.8 23.5 32.5 
33.1 
ClC2C609 297.6 296.l 294.7 288.8 280.8 
E C1C2C304 23.7 22.1 23.6 30.7 
29.5 
C1C2C609 172.2 173.8 177.2 172.3 193.5 
F 
C1C2C304 23.0 21.9 23.5 30.4 29.6 
ClC2C609 71.4 71.2 66.5 82.3 71.9 
Table 2.1: Paraconic acid. Values of the dìhedral angles C1C2C304 (ring-puckering internal coordinate) and 
C:1C2CG0i (carh<Jx.dk )!.Tonp tor:-.ioual iut<'rual co•mliuat<') of tll<' rnrion:-. l·11ufonu<·rl'I optiulÌZl'd ar th<' DFT/U:1LY P 
and MP2 level both in vacuum and in methanol. Dihedral angles in degrees. 
a An energy minimum corresponding to a B-lilre geometry could not be found. 
solution are larger for MP2 than for DFT/B3LYP, being as large as ~ 14% for the 
E conformer. Both the vacuum- and the solvent-relaxed DFT/B3LYP conformers 
are more planar than the MP2 ones, with all the MP2 optimized geometries having 
absolute values for Cl-C2-C3-04 larger than 29°. 
In Table 2 .2 we have collected the relative energies and percentage occurrences 
based on Boltzmann's statistics for the different conformations and methods inves-
tigated. We note that in the D FT /B3L YP case, the A conformer is always the 
absolute energy minimum, and changing the basis set does not significantly alter 
the population of the diff erent conformations. The solvent de-stabilizes primarily 
the B conformer, reducing its weight by a factor of two, and stabilizes at the same 
time the {D, E, F} structures, in particular conformation D which in the solvent 
has almost the same energy as the B conformer. For MP2, the solvent stabilization 
of the top-of-plane conformers is even more evident: the D conformation becomes 
the absolute minimum and the total population fraction of the {D, E, F} top~of­
plane conformations is larger than 50%. We note that for both DFT/B3LYP and 
MP2, the solvent stabilizes the structures having all o:xygen atoms on the same 
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side of the ring. When comparing the energies both in racu.u.m and in solvent, the 
DFT MP2 
Conformer 6-31l++G*:t< aug-cc-pVDZ aug-cc-pVDZ aug-cc-p VDZ aug-cc-pVlJZ. 
vacuum vacuum PCM/CH:10H vacuum PCM/CH:10H 
A 
0.00 0.00 0.00 0.00 0.37 (/ 
38.54% 38.46% 37.87% 41.77% 19.03% 
0.11 0.10 0.42 /, 0.75 (I 
B 
31.913 32.51% 18.61% b 10.14% 
e 0.88 0.97 1.07 0.92 1.34 (/ 
8.78% 7.49% 6.23% 8.84% 3.72% 
D 
0.78 0.76 0.47 0.25 0.00 (/ 
10.263 10.593 17.15% 27.423 35.71% 
E 
0.92 0.90 0.59 0.70 0.56" 
8.13% 8.46% 13.90% 12.88% 13.96% 
F 
1.65 1.62 1.07 0.90 0.42" 
2.38% 2.49% 6.24% 9.10% 17.43% 
Table 2.2: Relative energies (in kcal/mol) and relative percentage abundances of the various conformers of 
(S)-(-)-paracouk ad<I. ohtahwcl h_,. g<•om<'trk:-. optiuliz<·d at tll<' DFT/13:1LYP aud ~IP:! l<·\·d. hoth iu ou1·11111111111<1 
iu uwrhauol. Th<· JH·rc·<·ntaµ;<·:-. ar<· caknlat<·(l n:-.iug lloltzumuu·:-. :-.tatbrk:-o nud rd<·r tn n t<·m1wratnw of :!!IK.V>h. 
For <·ad1 n1uforw<·r. th<· <·1wrg_,. i:- µ;h·<·u iu til<' fìrst row and the percentage in the second row. 
" Kot<• thai tlw ahsolnt.<' minimum eonfornwr is in t.his ea."'<' D. 
b An energy minimum corresponding to a B-like geometry could not be found. 
MP2 top-of-plane conformers are much more stable than the B3LYP structures, and 
simultaneously the bottom-of-plane structures are higher in energy. 
In Table 2.3 we have collected our calculated ORs of the different conformations. 
We note from this Table that the OR.s of the various conformers are very different, 
both in sign and in absolute values, as it has also been observed in previous investi-
gations of the OR of conformationally flexible molecules (7; 11; 32; ~3~3). Moreover, 
there is a wide range of percentage variation in the OR of the given conformers 
when changing the basis set or the theory or the environment used. Nevertheless 
the only conformer that changes the OR sign is the E conformer, with the B and 
C ones always having positive values and the others always negative. Comparing 
the results in the first and second column of Table 2.~), we note that changing the 
basis set in the OR calculation only changes the OR values by an absolute average 
percentage of ~ 12% ( excluding the E conformer). Comparing the second and third 
33 
2. OPTICAL ROTATION CALCULATION OF A HIGHLY FLEXIBLE 
MOLECULE: THE CASE OF PARACONIC ACID 
columns, we note that the basis set effect on the geometries is only ~ 4%. The 
solvent effect, when included both in the geometries and the OR calculations, is 
much larger, with average variations in the OR between the values in the third and 
fourth column of ~ 21 % (also here excluding the E conformer). The same solvent 
effect of ~ 20% can be seen in the MP2 case when comparing the results in the 
fifth and sixth columns, even though the solvent effect in this case is only taken into 
account in the OR calculations-that is, the geometry is not allowed to relax in the 
solvent. Taking the solvent into account in the geometry optimizations leads to an 
average absolute difference among the numbers in column five and seven of ~ 30% 
(ignoring in this case the B conformer in addition to E). lf we consider the total 
DFT geometrie& MP2 geometrie& 
Conformer 6-3ll++G"'* a.ug-cc-p VDZ a.ug-cc-pVDZ a.ug-cc-p VDZ a.ug-cc-pVDZ a.ug-cc-pVDZ a.ug-co-p VDZ 
vacuum va.cuum vacuum PCM/CH,OH vacuum PCM/Cli;,OH PCM/CH.OH 
A 
-31.27 -42.35' -47.91 -27.50 -10.58 -17.29' -18.40 
-12.05 -16.32 a -18.43 -10.41 -4.42 -7.22 b -3.50 
B 
152.79 144.53 (I 145.76 105.10 119.72 
48.76 46.12 tJ 47.39 19.56 e e 12.14 
e 112.01 95.73 a 91.47 72.77 109.74 90.41 b 84.32 
9.83 8.40a 6.85 4.53 9.70 7.99 b 3.13 
D 
-250.61 -245.03 tJ -253.88 -248.90 -251.71 -246.76 b -222.36 
-25.72 -25.14 a -26.90 -42.69 -69.01 -67.65 b -19.40 
E -19.21 
-10.78 a 0.36 -12.03 -13.49 -29.55 b 14.65 
-1.56 -0.88 a 0.03 -1.67 -1.74 -3.81 b 2.05 
F 
-188.13 -182.86 a -182.67 -155.76 -217.33 -216.40 b -176.02 
-4.47 -4.35 ., -4.55 -9.72 -19.77 -19.69 b -30.69 
(ajj; +14.78 +6.72 +4.40 -40.40 -85.23 -90.37 -96.27 
Table 2.3: (S)-(-)·parncouk add. lu tlw first ro\\' for c•ad1 ('ouforuwr b n·portc·d th<· :-pecific optical rotation 
[d<·~ <"ll1:1 1hu-1 ;i;-1] (a) <·aknlati'<l at rlw DFT/ll:~LYP kn·l. n:-iug Loudou atu1uk orhirab aud ti.!<· gc•owNri<·:-
optiluiz<•d ar rl.w J.,·n·l :-pecified in the top lines (unless otherwisé stated). In the second row the optical rotation 
w<"igllt<'<l (a,,.) by tll<' p<•n·<•utan· abuwlmH"<':- iu Tahl<' '.!.. l i:- gin·u. .\r tlH' hottom liw• uf riw tahl<'. tll<' total 
:-pecific optkal rotariou ([a]t;•) an· gin·u. gh·<·u h~· tlw :-lllll of ali rlw a,, .. E.x.pc·riu11·utal rnlu<•:- of [a}1;'. 1ll<·a:-.1u-c·d iu 
mNhauol :.;oln•ut. ar<' +-li.I (t· O.I-!. Cll:iOlL <'.<'. ,'iO'X: for thc· H-c·uautio1u<'l·) (:{.1) au<l -GO {e 2.0.-<. Cll:10ll) (:U). 
"Tlw a an<l aw valn<'s W<'n' eaknlat.Pd for tlw DFT/Il;3LYP/(i-;Hl++G** µponwtri<'s. 
1
' Tlw a aml aw valm•s \V<'n' eaknla.t<'<l for tlw I\IP2/racuum geometries. 
,. An <'ll<'l'PS minimum eorrc•sponclinµ; t.o a. B-likc• g<•onwt.r~· eonld not. lw fonnd. 
population-weighted ORs reported at the bottom of Table 2.:3 and recalling that the 
experimental OR values are -60 (c 2.08, CH:iOH) (34) and +47.l (e 0.14, CH:.10H, 
e.e. 80%; for the R-enantiomer) (:35) - implicitly defined in units of [deg cm={ dm-1 
g-1J throughout the rest of the paper - it can be seen that the DFT/B3LYP ge-
ometrie.s and energies are unable to predict the correct sign without the inclusion of 
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the solvent, whereas the MP2 energies and geometries give the correct sign of the 
total OR in all cases. It is not clear whether the DFT/B3LYP method is indeed 
capable of providing sufficiently accurate geometries and energetics for the diff erent 
conformations, sin ce it gives rise to an incorrect sign for the gas-phase OR and a 
somewhat exaggerated solvent effect. 
A possible improvement to the DFT/B3LYP /vacuum energetics could be ex-
pected using the tl.G values instead of the tl.E in the calculation of the population 
fractions (36). Calculating the Gibb's free energies in the DFT/B3LYP/aug ... cc-
p VDZ case - using the thermal analysis based on vibrational frequency calcula-
tions (37) - leads, as the largest effects, to a small stabilization of the B conformer 
and a destabilization of the C one of ~ 0.1 kcal/mol. These energy shifts change the 
total OR value from 4.40 (as reported in Table 2.:3) to 7.13. Thus, the DFT/B3LYP 
approach remains unable to reproduce the experimental data obtained in a solvated 
environment using only the vacuum calculated OR values. The maximum devi-
ation from the experimental value of the population-weighted (aW, is + 75 in the 
DFT/B3LYP vacuum case, and -36 in the MP2 solvent case. The best value is 
only 20 units larger in the D FT /B3L YP solvent case ( though this may appear to 
be slightly fortuitous) and 25 smaller for MP2 in the vacuum phase. The difference 
in the behavior of these two theories derives from the larger stability of the top-of-
plane conformers (all having negative OR) in the MP2 case: the inclusion of the 
solvent leads to a stabilization of the top-of-plane structures in the DFT /B3L YP 
case, greatly improving the final result, but apparently giving worse agreement with 
experiment for the MP2 prediction due to an "over-stabilization" of these conform-
ers. 
When studying the optical activity of a molecule exhibiting different confor-
mational forms, the reliability of the population-weighted OR values is a difficult 
issue. In two previous studies on the optical activity of flexible molecules (7; 32), 
the DFT/B3LYP /vacuum optimized conformers were able to correctly reproduce 
the experimental OR signs in six out of seven cases. In five of these cases (7) (the 
conformer geometries were optimized using the 6-31G* basis set), the experimental 
measures of [a]1i were carried out in CHCb, not capable of hydrogen bonding with 
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the solute molecule, hence reducing the magnitude of solute-solvent interaction. In 
the remaining two cases (:32) (namely, the L-Alanine and L-Proline aminoacids, op-
timized in vacuum with the aug-cc-p VDZ basis set), ali conformers with significant 
abundance exhibited the same sign of the OR, ruling out the effect of the confor-
mational energy errors on the total OR sign. In the present work, it can be easily 
shown that even small errors in the DFT/B3LYP/vacuum/aug-cc-pVDZ energie,s 
are capable of reversing the sign of the total OR: a destabilization of 0.1 kcal/mol 
of the Band C conformers with a simultaneous stabilization of 0.1 kcal/mol of the 
D conformer would lead to a total OR of ~ -10 units. Such a strong dependence of 
the total OR sign on small errors in the relative energies is not present in the other 
aug-cc-pVDZ cases. The lack of accuracy in the DFT/B3LYP /vacuum cases is as-
cribed to the quasi-cancellation of the contributions to the total OR of the A, Band 
D conformers, making the total OR very sensitive to errors in the energetics. From 
preliminary results on the -y-methyl paraconic acid and methyl -y-methyl para-
conate and ethyl -y-methyl paraconate, the DFT/B3LYP /vacuum/aug-cc-pVDZ 
optimized conformers lead to the correct sign in all cases, since in this case all the 
relevant conformers exhibit the same sign of the OR (:38). 
2.5 Summary 
As a preliminary study on the large family of molecules derived from paraconic acid, 
we have carried out a computational study of the optical rotation of this molecule. 
The ultimate purpose is to use the computed results to assign the AC of a series 
of a-methyl paraconic acid and ethyl a-methyl paraconates, whose ACs have not 
yet been experimentally determined. 
In vacuum, the global OR is negative for the MP2 optimized conformations, and 
positive for the DFT ones. The inclusion of methanol as a solvent as described by 
PCM during the geometry optimization step leads to a sign change in the global OR 
obtained from the DFT structures, with the final numerica! value in good agreement 
with experimental data. A more negative global OR value is obtained from the MP2 
structures. The sign reversal in the DFT case going from vacuum to solvent is due 
mainly to a change in the relative energies of the various conformers. In the case 
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of the DFT/B3LYP/vacuum calculations, the global OR value is very dependent 
on small errors in the determination of the relative energies, making the predicted 
global OR sign unreliable. In such cases, MP2 seems to perform better than DFT 
in assigning the energies for the various conformers, leading to a global OR sign less 
dependent on small errors in the energies. 
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Chapter 3 
Polarizable continuum model 
study of solvent effects on 
electronic circular dichroism 
parameters 
3.1 Abstract 
1 We present an implementation of the Polarizable Continuum Model (PCM) for the 
calculation of solvent effects on electronic circular dichroism (ECD) spectra. The 
computational model used is density functional theory (DFT) in the length·gauge 
formulation, and gaug&origin independence is ensured through the use of London 
atomic orbitals (LAOs). Results of calculations carried out for methyloxirane and 
bicyclic ketones: camphor, norcamphor, norbornenone and fenchone are presented, 
and the theoretically obtained solvent effects are compared with experimental ob .. 
servations. 
1 M. Pecul, D. Marchesan, K. Ruud and S. Coriani. J. Chem. Phys., 106, 122024 (2005). 
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3.2 Introduction 
Electronic circular dichroism (ECD) spectroscopy is one of the most important spec-
troscopic methods based on natural chiroptical phenomena (1 ). The ECD spectra 
contain a wealth of information not only on the absolute configuration of optically 
active molecules but also on their conformation (2; 3; 4; 5; 6; 7; 8; 9). ECD spec-
troscopy is thus an important reso uree for conformational studi es, in particular on 
biomolecules ( 4; .5; 6; 7; 10; 11 ). 
In order to extract meaningful structural information from the experimental 
ECD spectra, theoretical ab ·iu:ilio calculations are necessary, since simple empir-
ica! correlations ( such as the octant rule ( 12)) are in many cases insufficient for 
rationalizing the experimental observations (8; 1:3). The comparison of theoretical 
and experimental ECD spectra is however hampered by many problems-one of the 
most important being the extreme sensitivity of the ECD spectra to solvent eff ects. 
It is well known from experiment that both optical rotation and optical rotatory 
strength (ECD intensity) can vary dramatically with the change of a solvent ( 14; 1.)), 
and changes of sign of the rotatory strength of a given band are not uncommon (16). 
Similar sign changes have also been observed in the case of optical rotation, even 
for rigid molecules such as methyloxirane (15) where the solvation process is not ac-
companied by conformational change.s. The solvent effects on the rotatory strengths 
vary also for individua! electronic transitions in the given system, making a compar-
ison of experimental spectra and theoretical results obtained for isolated molecules 
in some cases difficult. Without the possibility to estimate the solvent effects, the 
rigorous interpretation of the experimental spectra is restricted only to those col-
lected in the gas phase, which is of course a severe limitation. There is therefore a 
need for a development of theoretical methods capable of accounting for the solvent 
effects on ECD parameters. 
The mechanisms for how changes in the ECD spectra in solution occur are a 
subject of controversy. It has been suggested, for instance, that the solvent molecules 
arrange themselves so as to enhance the chirality of the solute (17; 18), and a vibronic 
coupling model has also been proposed (19). These mechanisms come in addition 
to the electrostatic interactions normally considered important for determining the 
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solvent effects on other molecular properties. It is therefore of theoretical interest 
to check whether solvent effects on ECD spectra can be modelled by means of 
the Polarizable Continuum Model (PCM), which considers the solvent only as a 
source of an electrostatic potential and thus only accounts for re-arrangements in 
the electronic density in the ground and excited states ( and interactions between 
them) of the solute. 
There have been few attempts at modeling solvent effects on ECD spectra using 
ab ù1i/.io methods in the literature. An approach in which a dielectric continuum 
model was used to calculate solvent effects on the rotatory strengths was presented 
by Kongsted e/. al. (20), who used the coupled-cluster method in a spherical cavity 
to model the influence of a solvent on the rotatory strength tensors of formaldehyde. 
Both the length and velocity gauge formulations were employed. However, we believe 
that the spherical cavity approximation is a serious limitation of the model, as 
demonstrated for instance in the calculation of solvent effects on the indirect spin-
spin coupling constants of acetylene (21 ). 
Macleod e/. al. (2) employed both a continuum and a supermolecular approach 
(using small singly- and doubly-hydrated clusters) to model the effects of an aque-
ous environment on the ECD spectrum of 1-(R)-phenylethanol, but the results ob-
tained were still at variance with experiment. The best ( although still not perfect) 
agreement with experiment was obtained when calculations were performed on av-
eraged structures obtained from molecular dynamics simulations of the solvated 
1-(R)-phenylethanol molecule. 
This work presents the application of PCM (22; 2~); 24; 25; 26) to the calculation 
of optical rotatory strengths, employing density functional theory in the length gauge 
and London Atomic Orbitals (27). The cavity used is based on the molecular shape, 
as reported in Ref. (28). 
This approach is used to model solvent eff ects on the ECD spectra of bicyclic 
ketones: camphor, norcamphor, fenchone and norbornenone, for which experimen-
tal data are available (16). The ECD spectra of some of these ketones bave already 
been calculated in our group for the isolated molecules in the gas phase (29). Methy-
loxirane, a molecule exbibiting a strong solvent dependence of the optical rotatory 
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R-methy loxirane 
R-norcamphor R-camphor 
R-norbornenone R-fenchone 
Figure 3.1: The structures of the molecules under study. 
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power ( optical rotation) ( 15), was chosen as an additional system for investigation 
of the electrostatic effects on the rotatory strengths. The structures of the molecules 
are shown in Figure 3.2. This selection of molecules was motivated by the rigidity of 
the structures and thus the absence of large conformational effects, as well as by the 
availability of experimental data. The solvents under study range in polarity from 
n-hexane to water. Some of the methodological problems, such as the importance 
of accounting for the relaxation of the molecular geometry in the solvent, the differ-
ences between equilibrium and non-equilibrium solvation, and the choice of cavity 
will be addressed. 
3.3 Theory and Computational details 
3.3.1 Optical rotatory strength 
Electronic Circular Dichroism measures the differential absorption of left and right 
circularly polarized light by samples of chiral molecules with excess of one enan-
tiomer. For a sample of randomly oriented molecule.s, this difference-for a band 
resulting from the transition to the n'th electronic state-is proportional to the 
scalar rotatory strength 11R which can be obtained as a scalar product of the electric 
dipole and magnetic dipole transition moments. 
Using the formalism of response theory (:30; ~31), the scalar rotatory strength for 
a transition from the ground state IO) to an excited state In) can be evaluated as a 
residue of the linear re.sponse function. In the velocity gauge formulation 11R is 
"R' = ~ .. (Olpln) · (nlLIO) = ~ .. Tr {E~ .. (w - w.,) ( l,p; L)),,} , (3.1) 
while in the length gauge formulation it is given as 
"R' =-~(O/rin)· (n/LIO) = -~Tr c!i_~,, (w-w.,) ((r; L)t}. (3.2) 
In the above equations r, p, and L are the electronic position, momentum and 
orbita! angular momentum operators, respectively, hw,, is the excitation energy of 
the jO) -+ In) electronic transition, and ( (;)) .,.. is used to denote the linear response 
function ( 30) at the laser frequency w. 
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Electronic circular dichroism is formally the absorption counterpart of optical 
rotation. This can be seen from Eqs :3.1 and :3.2, since the linear response function 
on the right-hand side is connected to the mixed electric dipole-magnetic dipole 
polarizability tensor G', the trace of which is proportional to the specific optical 
rotation (:32). 
The DFT implementation of the calculation of rotatory strengths in the gas phase 
and the length gauge formulation within the DALTO.'J program (:3:3) was first pre-
sented in Ref. (29). It exploits LAOs and makes use of the same features as the DFT 
implementation of the frequency-dependent optical rotation (34). The formalism is 
analogous to the Hartree .. Fock electronic circular dichroism implementation (31) and 
the D FT optical rotation calculations ( :34), and the theoretical aspects of that ha ve 
been extensively discussed in Refs. (31; 34). 
The use of LAOs ensures the independence of the optical rotatory strength on 
the choice of magnetic gauge origin for variational wave functions also in finite basis 
sets. The LAOs are defined as (27) 
Wµ (B) = exp ( -~iB X Rvo · r) Xµ ( r N) , (3.3) 
where Xµ (rs) is a Gaussian atomic orbita! (on nucleus N) and Rso is the posi-
tion of nucleus N relative to the gauge origin O. The consequences of the explicit 
dependence of the LAOs on the magnetic induction B are discussed in Ref. (34). 
Ref. (:31), where the Hartree-Fock formulation is described, provides the expression 
for the angular moment um operator in terms of LAOs and the discussion of gauge 
origin independence of the rotatory strength in the length gauge formulation when 
using LAOs. The behaviour of the exact operators is examined in Ref. (35). 
3.3.2 The Polarizable Continuum Model 
PCM calculations of optical rotation using DFT and London orbitals have already 
been presented by Mennucci e/. al. (22). Our implementation of PCM for the cal .. 
culation of rotatory strengths will be very similar to this approach, with the only 
difference that instead of determining the linear response function for the mixed 
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electric dipole-magnetic dipole polarizability, we determine the residue of this lin-
ear response function. For this reason we will only give a brief account of our PCM 
implementation for the calculation of ECO parameters. 
In the Polarizable Continuum Model, the molecule is placed inside a cavity in an 
infinite, homogeneous, and polarizable dielectric medium. The molecule is assumed 
to be fully contained within the boundaries of the cavity, the latter being shaped 
after the molecule. In order to represent the potential on the cavity surface due 
to the solute and the polarization of the dielectric medium, the cavity surface is 
discretized into finite elements referred to as /,e.i.;.•wrae. 
The energy of the solvated molecule is determined by minimizing the free energy 
functional of the solute 
a (W) = ( 1Ji ICI w) = ( 1Ji jHo +i V (p)l ll} (3.4) 
where Ho is the electronic Hamilton operator for the molecule in gas phase, and 
V (p) is the potential describing the solute-solvent interaction. 
In the integral-equation formalism (IEF) of PCM (25; 36; 37), implemented in 
the local version of DALTO.'l, the solute-solvent interaction potential can be written 
as (:38) 
(3.5) 
where the dependence of the potential on the electron density p of the solute is 
indicated. The operators J and Y can be written in second quantization as 
j L j,J(,E/lf{1 . 1' )/l'J = V/l<{QN 1 (3.6) 
/11/ 
y L Y1111E/ll/) 1' (3.7) - Y1u1 = vNq/lt/• 
/1tf 
In these equations, E11,1 are one-electron excitation operators and v 1,q and v s are the 
potential at the representative points of the /,esserne due to the electrons and nuclei 
of the solute, respectively 
v,u, = ( ef>,, I 1 r ~ r1 I , ef>,,) ' (3.8) 
Vs ~IRA ~r1I' (3.9) 
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where r, R 1\ and rT is the position of the electron, nucleus K and lc:;sern T, 
respectively. The dot products v~;8N and v;~Q1i,1 are taken with respect to the 
number of lc:; . ,erae. In a similar manner, q 11,1 and Qs are the charges induced on the 
cavity surface due to the electrons and nuclei of the solute, respectively. The former 
can be determined from the equation (:25; 36; 37) 
(3.10) 
where Q is a square matrix in the number of /.esseni.e, which contains geometrical 
information about the cavity and depends in addition on the static (or optical) 
dielectric constant of the medium. 
In Eq. 3.5, we have also introduced the interaction of the charges induced by all 
the electrons of the solute with the potential at the t.e."i."iffa due to these electrons 
(3.11) 
/11/ 
where the electronic charges are defined as 
(3.12) 
/Il/ 
Using the free-energy functional Eq. 3.4 forms the basis for the optimization of 
the density of the solvated molecule (38) and is the starting point for deriving for 
instance linear response functions for the solvated molecules ( 39). 
We have already described the implementation of the linear response function 
in the PCM formalism for general one-electron perturbing operators and multi-
configurational self-consistent field (MCSCF) states (39) and for the calculation of 
spin-spin coupling constants at the DFT level (21; 40). The same formalism has 
recently been applied also to the calculation of solvent effects on electronic g ten-
sors (41). Compared to these implementations and applications of the PCM linear 
response module in DALTO~, the extension to ECD primarily involves the addition 
of new one-electron integrals arising from the magnetic-field dependence of the Lon-
don orbitals appearing in the potential at the lcs..;;crac due to the electrons of the 
solute, see Eq. :3.8. 
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Cammi has already outlined the extension of PCM to the calculation of magnetic 
properties using different schemes for ensuring gauge origin independence, including 
the use of London orbitals (±:2). Following Cammi, we note that the first derivative 
of the potentials at the /.e.c.;,o;erac with respect to the external magnetic field induction 
can be written as 
~ ( w,. (B) I /r ~ r,/ J Wv (B)) la~o = ~R.11N X (X,. I /r ~vrr/ I Xv) , (3.13) 
where RJJN is the vector pointing from nucleus M to nucleus N. These corrections 
will appear as additional contributions to the magnetic dipole operator ( angular 
momentum) in a manner similar to that already described for spherical cavities ( 42; 
43). 
There will be no correction terms arising from the induced charges due to the 
electrons of the solute. This is due to the fact that the charges are calculated as 
expectation values involving the unperturbed (real) wave function, and since the 
magnetic field perturbations are purely imaginary, these contributions will vanish. 
The correction terms to the magnetic dipole integrals arising from the magnetic field 
dependence of the PCM contributions can therefore be written as 
~ [ R.11N X ( x,. I /r ~vrr/ I Xv)] 1 • [qs + q,J · (3.14) 
3.3.3 Computational details 
The molecular geometries were optimized at the D FT level using the B3L YP func-
tional ( 4/1) and the TZVP (45; 46) basis set. This approach was chosen in order 
to facilitate comparison with Refs. ( 34; 4 7). The geometrie parameters were re-
optimized in the solvents, unless otherwise noted. Calculations of the ECD param-
eters were performed using the doubly-augmented d-aug-cc-pVDZ (11; 26; 27; 49) 
basis set for methyloxirane and a mixed basis set for the bicyclic ketones: d-aug-
cc-pVDZ on the heavy atoms and aug-cc-pVDZ on the hydrogens. The basis set 
convergence study in Ref. (34) indicates that only the doubly-augmented sets can 
provide reliable results for rotatory strengths for transitions to diffuse excited states. 
However, it should be noted at this points that the use of diffuse functions can be 
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problematic in the dielectric environment, since diffuse states may tunnel into the 
dielectric medium, violating the ansatz of the model, as discussed for instance by 
Chipman (62; 5:3). This, combined with the problems encountered when using DFT 
in studies of diffuse excited states (47), may negatively influence the quality of the 
results obtained in such cases. 
The dielectric constants used in the calculations are the standard constants used 
in the DALT0.2\1 program (33), except for trifluoroethanol and n-hexane for which the 
parameters were taken from Ref. ( 16). Two methods for constructing the molecule-
shaped cavity were used for methyloxirane: in one a cavity in which each atom is 
surrounded by a sphere of radius 1.70 A for C, 1.50 A for O and 1.20 A for H (28) 
was used, in the other a sphere for each functional group in the molecule was used, 
such that for instance each CH,, group is surrounded by a single sphere. In this 
second approach there are no separate cavities for the hydrogen atoms attached to 
carbon atoms. The radii used in this case are 2.04 A for the CH group, 2.28 A for 
the CH:.1 group and 2.60 A for the CH:.1 group (28). Since the latter choice was found 
to provide better numerica! stability, these cavities were the only ones used for the 
bicyclic ketones. 
All calculations were carried out using a development version of the DALTON 
program, which contains a PCM implementation applicable to a number of electric, 
optical and magnetic properties (2:3; 24; 2.5; 40) at the Hartree-Fock, DFT and 
M CSCF levels of theory. 
3.4 Results and discussion 
3.4.1 Methodological considerations 
Although the ansatze for the dielectric continuum models are well defined, the shape 
and size of the cavity used by the various models are empirical parameters. Thus, 
even if a molecule-shaped cavity ( as used within PCM) can be physically motivated, 
its "exact" shape and size remain unknown, and the effects of a given choice on the 
calculated results should therefore be investigated. 
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There are also other approximations that can be introduced in the calculation of 
molecular properties in solution, such as the neglect of the effect of geometry relax-
ation in the solvent, or of the non-equilibrium solvation effects during an electronic 
excitation (39; .54; .5.5). The latter effects can be expected to be important for an 
absorption property such as the rotatory strength. 
In an attempt to address all these aspects, the ECD parameters of methyloxi-
rane calculated for gas phase and for an aqueous environment using different PCM 
techniques are compared in Table ~1.1. First, it is of interest to analyze the effects 
Table 3.1: Comparison of the ECO spectra of R-methyloxirane calculated both in the gas phase and in an 
aqtl<'<Hl:-i <'lffirouut<•ur <'lllplo.du~ <•irlwr <•qnilihrimu (<'<!) or uou-«qnilihrìn111 {11011-<·q) :-okatiou 111od<'L-.. witli (r<'l) or 
without (froz) geometry relaxation, and using a cavity model either "by atom" (by-a) or "by group" (by-g). For 
computational details, see text. 
I gas phase I non-eq/rel/by-a I non-eq/froz/by-a I eq/rel/by-a I non-eq/rel/by-g 
Excitation energies (in e V) 
2A 6.440 6.668 6.680 6.651 6.658 
3A 6.843 6.978 7.002 6.960 6.961 
4A 6.867 7.091 7.099 7.075 7.083 
5A 6.904 7.137 7.144 7.130 7.121 
6A 7.291 7.488 7.447 7.475 7.521 
7A 7.390 7.606 7.620 7.602 7.620 
Rotatory strengths (in 10- 10esu2cm2 ) 
2A 16.74 9.34 10.05 11.09 11.06 
3A -7.41 8.12 7.81 11.29 6.62 
4A 0.32 -10.83 -11.26 -15.28 -10.61 
5A -5.00 -2.17 -1.94 -2.86 -2.43 
6A -7.52 1.17 0.38 1.57 -0.57 
7A -0.11 1.62 2.35 2.13 -1.58 
of taking the geometry relaxation into account-that is, the effects of optimizing 
the molecular geometry in the given dielectric environment. These eff ects can be 
seen by comparing the results in columns 2 and 3 in Table :3.1. The influence of a 
dielectric environment simulating water on the rotatory strengths of methyloxirane 
is nearly the same whether geometry relaxation is taken into account or not: the 
main eff ect originates from the deformation of the electron density in the dielectric 
environment, not from changes in the molecular geometry. In fact, the influence of 
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the dielectric environment on the molecular geometry itself is relatively small: the 
largest changes are observed on the carbon-oxygen bonds, which lengthten in the 
presence of the solvent by at most 0.015 A (in the case of water). The shifts in 
the excitation energies calculated without accounting for geometry relaxation are 
qualitatively correct, but tend to be overestimated. The same observations can also 
be made for less polar solvents. 
Next we compare the ECD parameters calculated using equilibrium and non-
equilibrium solvation ( columns 2 and 4). In this case the difference is pronounced for 
the rotatory strengths, especially those of the 3A-5A transitions (n ....._,. 3p Rydberg 
transition), although the direction of the solvent-induced changes is stili correctly 
rendered. The errors resulting from the use of the equilibrium solvation scheme are 
smaller for the excitation energies than for the rotatory strengths. In view of these 
results, all the remaining calculations reported in this work were carried out using 
the non-equilibrium model. 
Finally, by comparing columns 2 and 5, we can get an estimate of the significance 
of the choice of cavity. The two approaches for constructing the cavities specified 
in Sec. 3.~·L3 do not lead to identica! results-the di:fferences between the rotatory 
strengths obtained using these two schemes being of similar magnitude as those 
between equilibrium and non-equilibrium approaches. In two cases, namely for the 
transitions to the 6A and 7 A states, even the sign of the rotatory strength of the 
solvated molecule is changed by changing the way the cavity is constructed. As was 
the case for the use of equilibrium and non-equilibrium solvation schemes, the effects 
on the excitation energies are smaller than on the rotatory strengths. In the rest of 
the paper, we will only use the scheme where the cavity is constructed by putting 
spheres around each of the functional groups. This choice is well motivated. The 
values for the by-group sphere radii used in this work have been taken from literature, 
and they were optimized for the values of t:,.G of hydration for a series of 43 neutra! 
molecules {28), keeping the chemical sense of the determined paramenters, such as 
the hybridization status of the heavy atom in the group. Cavities generated in this 
way are more suitable for reliably describing a genera! solute molecule, compared to 
a simple by-atom sphere cavity derived from atomic van der Waals radii (28), while 
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stili following the molecule shape. Moreover, the by-group scheme provides better 
numerica! stability than the by-atom one, the latter leading to a worse tesselation 
of the cavity, due to the larger number of small extra-spheres added to build up the 
cavity itself (see Ref. (26) for a description of extra-spheres generation and cavity 
tesselation). 
3.4.2 Methyloxirane 
The ECD parameters of methyloxirane calculated for the gas phase and a range 
of solvents are collected in Table 3.2. We will not discuss the gas-phase data, as 
these have already been considered in Ref. (29). Note that since the 3A, 4A and 5A 
transitions correspond to the Rydberg n -+ 3p transitions and which furthermore 
are very close to each other, the sum of the rotatory strengths of these transitions 
is the quantity that is observable in experiment. According to our remlts, the 
Table 3.2: Caknlnt«<l ECD :-.1wctra of uwth.doxiraw· iu \·atìon:-. :-.oln·ut:-.. Fot ('0111p11tntioual <ktuib. :-.<'<' t<·xt. 
For <·ach :-.oln·ut th<· <ii<·lc'f:trk 1·011:-.tnut € i:- ;-.pecified. 
gas C,;H11 CF:~CH:!OH CH:~OH CH1CN 
f character" 1.00 1.88 26.14 32.66 35.94 
Excitation energies (in e V) 
2A (HOMO~LUMO) 6.440 6.519 6.652 6.654 
3A (HOMQ--:,.LUM0+2) 6.843 6.924 7.072 7.075 
4A (HOMO~LUMO+ 1) 6.867 6.958 7.110 7.113 
5A (HOMQ--:,.LUM0+3) 6.904 6.894 6.955 6.956 
6A (HOMO-l~LUMO) 7.291 7.371 7.513 7.515 
7 A (HOMO--i'LUM0+4)'' 7.390 7.463 7.610 7.613 
Rotatory strengths (in 10- 10esu:..cm:..) 
6.654 
7.076 
7.115 
6.957 
7.516 
7.614 
6.658 
7.083 
7.121 
6.961 
7.521 
7.620 
2A (HOMO-+LUMO) 16.74 16.95 11.57 11.47 11.43 11.06 
3A (HOMO-+LUM0+2) -7.41 -7.94 -10.48 -10.59 -10.64 -10.61 
4A (HOMQ--:,.LUMO+ 1) 0.32 -5.66 -2.53 -2.51 -2.50 -2.43 
5A (HOMO~LUM0+3) -5.00 1.32 6.08 6.28 6.37 6.62 
6A (HOM0-1-+LUMO) -7.52 -6.88 -1.27 -1.06 -0.97 -0.57 
7A (HOM0-+LUM0+4)'' -0.11 -0.60 -2.11 -2.01 -1.96 -1.58 
a 
Trausitions are• t.ahnlatc·<l a.cconling l.o tlwir incr<'asing c•xcitation <'llff?.;~' in gas pha."'<'. 
When necessary, the results for dielectric environment are reordered on the basis of the 
dominant orbital transitions. 
b With transition to more polar solvents, this excitation gradually changes character to 
(HOMO~LUM0+7). 
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presence of a dielectric medium leads to a blue shift of all the bands in methyloxirane. 
This is as expected, since all the low-energy bands in methyloxirane are attributed 
to transitions with a Rydberg character, which tend to be blue-shifted in polar 
solvents (.)6). The solvent effects on the rotatory strengths, as modeled by PCM, 
are substiantial. In accordance with the experimental evidence for the transitions 
to Rydberg states (56), the rotatory strengths of methyloxirane (including the sum 
of the 3A-5A transitions) tend to be reduced (in terms of their absolute values) in 
the dielectric environment. 
We are not aware of any systematic study of solvent effects on the ECD spectra 
of methyloxirane. The ECD spectrum collected in a solvent (perfiuorohexane) was 
compared with the gas-phase spectrum in Ref. (56), but only for the lowest transi-
tion. It was found that the excitation energy of the 2A transition is increased by 
approximately 0.3 e V. While the direction of the change (blue shift) is in agreement 
with our results, we underestimate the magnitude of the shift. The rotatory strength 
of this transition was found not to be significantly affected by the solvent, although 
a slight reduction was observed. Our results are in agreement with this experimental 
observation, since perfiuorohexane has a higher dielectric constant than n-hexane 
( for which the rotatory strength is slightly increased), whereas the rotatory strength 
is reduced for the solvents with a higher dielectric constant. 
PCM has previously been used to simulate the solvent effects on the optical 
rotation of methyloxirane (22) with some success, and we would therefore expect 
a similarly good performance for the rotatory strengths. However, it should be 
taken into account that already the lowest excited states in methyloxirane have a 
· pronounced diffuse character, and for such states the DFT /B3LYP method is in 
genera! not very reliable (29). Therefore, our predictions should be treated with 
some caution. 
3.4.3 Camphor 
The calculated excitation energies and optical rotatory strengths of R-camphor in 
gas phase and different dielectric media are collected in Table ~1.:3. Camphor was 
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the system most thoroughly investigated in Ref. ( 16) and, accordingly, a wide range 
of solvents was used in our calculations. 
According to our calculations the rotatory strength of the first transition, iden-
tified as an n --+ Jr* transition, is not particularly sensitive to the environment. The 
band is slightly blue-shifted when the polarity of the solvent increases, but the shift 
is small. Both these observations are in agreement with experiment ( 16). Transitions 
Table 3.3: Caknlat<-cl ECD :-.]H'l'tra of t'all1phor iu \·arion:-. :-.oln·ut:-. Fur {'Olllj)lltatioual <INaib. :->('(' t<·xt. For 
<'adi :-.oln·ut tlw 11i1·l<·t'trk <'oU:-taut € b :-.pecified. 
character" gas GiH11 CF:)CH10H CH:)OH CH)CN H:;O 
E 1.00 1.88 26.14 32.66 35.94 78.30 
Excitation energies (in e V) 
2A (HOMO-;.LUMO) 4.219 4.234 4.266 4.267 4.267 4.268 
3A (HOMO-+ LUMO+ 1) 5.48 5.597 5.789 5.792 5.794 5.800 
4A (HOMO-+LUM0+2) 5.816 5.936 6.167 6.172 6.174 6.183 
5A (HOM0-;.LUM0+3) 5.864 5.987 6.181 6.185 6.186 6.194 
6A (HOMQ-;.LUM0+4) 5.927 6.016 6.224 6.229 6.231 6.240 a 
7A (HOMO-+LUMO+lO)" 6.343 6.449 6.348 6.344 6.343 6.336 
Rotatory strengths (in 10- wesu:.cm:..) 
2A (HOM0-4LUMO) 5.97 6.32 6.30 6.34 6.36 6.36 
3A (HOMQ-;.LUMO+ 1) -2.81 -1.78 1.85 1.97 2.03 2.22 
4A (HOMQ-;.LUM0+2) 1.35 1.05 -0.41 -0.45 -0.46 -0.51 
5A (HOM0-4LUM0+3) -0.20 0.13 0.52 0.39 0.33 0.03 
6A (HOM0-;.LUM0+4) 2.59 2.74 0.24 0.20 0.18 0.04 
7A (HOMO-;.LUMO+ 10)" -1.02 -5.25 -5.21 -5.15 -5.13 -4.79 
Transitions an' t.ahulatc·d according t.o t.lwir im·n,a...;ing c•xcit.al.ion <'ll<'rg.v in gas pha.-;P. 
When necessary, the results for dielectric environment are reordered on the basis of the 
dominant orbitai transitions. 
b With transition to more polar solvents, this excitation changes character to 
(HOM0-1---*LUMO ). 
3A-6A are transition to the Rydberg states n-+ 3s and n-+ 3p. According to the 
experimental results (16), their ECD intensity should be reduced in n-hexane. This 
is reproduced by our numbers. In solvents more polar than n-hexane, very large 
changes in the ECD intensities of the Rydberg bands are predicted. However, in 
the more polar solvents, the Rydberg transitions are not experimentally observable, 
since the Rydberg bands in the experimental spectra are overlapped by a band as-
cribed to the O' -+ 7r* transition, which has a large negative rotatory strength and 
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undergoes a significant red-shift when going from the gas phase to the polar sol-
vents. This seems to be reproduced to some degree by our calculations, since the 
7A transition {with negative rotatory strength), which in the gas phase is from the 
non-bonding n orbital, assumes O' ---+ tr* character with increasing polarity of the 
solvent. 
3.4.4 Norcamphor, norbornenone, and fenchone 
The calculated ECD parameters of R-norcamphor, R-norbornenone and R-fenchone 
in gas phase, n-hexane and trifluoroethanol is presented in Table :3.4, Table :3.5, 
and Table 3.6, respectively. The solvents were selected on the basis of the solvents 
used in Ref. (16). For all three ketones, the 2A transition has a valence n ---+ tr* 
character, as in camphor. In the gas phase, the rotatory strength of this transition is 
qualitatively reproduced in all three compounds, as far as the sign and approximate 
order of magnitude is concerned. In the case of norbornenone, one should take into 
account that the experimental spectrum (16) was measured for S-norbornenone, so 
the sign should be inverted when one compares the calculated and experimental 
spectrum. According to Ref. (16), the solvent effects on the n ---+ 7r* band vary 
from one compound to another. The experimental ECD spectrum of R-norcamphor 
taken in trifluoroethanol exhibits a change of sign for the rotational strength of the 
n---+ tr* transition with respect to the gas phase and the n-hexane solution. This is 
not reproduced by our calculations. However, one should keep in mind that trifluo-
roethanol is a protic solvent, and one can expect hydrogen bond formation between 
its hydroxylic groups and the carbonyl group of norcamphor ( and the other ketones). 
This is not accounted for using PCM. Moreover, our approach does not take into 
account vibrational interactions, to which this change of sign is attributed ( 16). The 
experimentally observed increase in the n---+ tr* excitation energy in trifluoroethanol 
is qualitatively reproduced by PCM, although the shift is underestimated. For nor-
bornenone, the ECD intensity of the n--+ tr* transition is reduced in n-hexane, and 
increased in trifluoroethanol. The PCM calculations do not reproduce this: in fact, 
according to the results in Table :3.5, the opposite is observed: the rotatory strength 
is larger (as far as the absolute value is concerned) in n-hexane than in either gas 
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Table 3.4: Calculated ECD spectra of norcamphor in various solvents. For computatjonal details, see text. 
charactera gas C<>H11 CF:1CH20H 
Excitation energies (in e V) 
2A (HOMO-+LUMO) 4.048 4.067 4.110 
3A (HOMO-+LUMO+l) 5.319 5.472 5.723 
4A {HOMO-+LUM0+2) 5.806 5.950 6.143 
5A (HOMO-+ L UM0+3) 5.832 5.963 6.232 
6A (HOMO-+LUM0+4) 5.879 6.004 6.256 
7A (HOMO-+LUM0+5) 6.275 6.413 6.649 a 
Rotatory strengths (in 10- H)esu2cm2) 
2A (HOMO-+LUMO) 3.91 3.80 3.43 
3A (HOMO-+LUMO+l) -8.08 -13.83 -32.35 
4A (HOMO-+LUM0+2) -17.59 -38.12 -28.85 
5A (HOMO-+ L UM0+3) -7.20 -3.48 -12.18 
6A (HOMO-+LUM0+4) -13.69 -4.21 0.16 
7A (HOMO-+ L UM0+5) 11.66 11.03 -3.14 
Transitions ar<' t.ahnlat.Pd according to tlwir incr<'asing; {'Xrit.ation {'lWrgy in g;a..., pha."ì('. 
When necessary, the results for dielectric environment are reordered on the ba.sis of the 
dominant orbitai transitions. 
phase or trifluoroethanol. Again, this discrepancy may be attributed to the specific 
interactions not accounted for when using the dielectric continuum method. The 
small blue solvent shift calculated using PCM is in agreement with experiment. The 
rotatory strength of the 2A n ....._,. Jr* transition in fenchone is increased with increas-
ing polarity of the solvent, and the excitation energy is blue-shifted. In this case the 
solvent eff ects on both the excitation energy and the optical rotatory strength are 
qualitatively reproduced. 
The next transitions in all three ketones are again excitations to Rydberg states, 
except for norbornenone, for which 5A is a valence 1r ....._,. Jr* transition. According 
to the experiment (H>), the Rydberg bands are very sensitive to the solvent effects. 
This is in a sense reproduced by the PCM calculations: the solvent effects are 
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Table 3.5: Calculated ECD spectra of norbornenone in various solvents. For computational details, see text. 
2A 
3A 
4A 
5A 
6A 
7A 
2A 
3A 
4A 
5A 
6A 
7A 
Excitation energies (in eV) 
(HOMO~LUMO) 4.073 4.077 
(HOMO~LUMO+l) 5.248 5.351 
(HOMO~LUM0+2) 5.488 5.576 
(HOMO-l~LUMO) 5.693 5.604 
(HOMO~LUM0+3) 5.797 5.895 
(HOMO~LUM0+4) 5.833 5.92 
Rotatory strengths (in 10-wesu2cm2) 
(HOMO~LUMO) -64.21 -72.29 
(HOMO~LUMO+l) 2.47 1.62 
(HOMO~LUM0+2) -3.46 -6.00 
(HOMO-l~LUMO) 17.14 26.01 
(HOMO~LUM0+3) -0.93 0.10 
(HOMO~LUM0+4) 1.39 -1.20 
4.093 
5.471 
5.522 
5.724 
5.991 
6.070 
-64.71 
24.66 
6.25 
-3.00 
2.26 
-2.33 
a 
Transitions an' t.ahnlat.c'<l ac{'orcling to tlwir in{'r<'asing <'xdt.at.ion C'n<'rg~· in gas phas<'. 
very substantial, and the bands shift and switch places, so that sign changes are 
observed. However, the direction of the changes is in most cases not reproduced 
by the PCM model. In the experimental spectrum taken in n-hexane, the Rydberg 
bands are reduced and blue-shifted with respect to the gas phase in experiment. The 
blue shift is reproduced by the PCM calculations, but the reduction of the rotatory 
strength is in most cases not reproduced. Moreover, in the experimental spectra in 
trifluoroethanol, the Rydberg bands are overlapped by a strong band ascribed to the 
(J --;. 1i* transition, and therefore their ECD intensity is unknown and a comparison 
is not possible. 
The failure of the PCM/DFT/B3LYP method to reproduce the u -+ 7r* tran-
sition, which exbibits a large optical rotatory strength and which is strongly red-
shifted in trifiuoroethanol in experimental ECD spectra, seems to originate from 
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Table 3.6: Calculated ECD spectra of fenchone in va.rious solvents. For computational details, see text. 
Excitation energies (in eV) 
2A (HOMO--+LUMO) 4.186 4.192 4.209 
3A (HOMO--+LUMO+l) 5.402 5.493 5.656 
4A (HOMO--+LUM0+2) 5.749 5.838 6.026 
5A (HOMO--+LUM0+3) 5.806 5.88 6.049 
6A (HOMO--+LUM0+4) 5.865 5.956 6.140 
7A (HOMO--+LUM0+5b) 6.216 6.307 6.503 a 
Rotatory strengths (in 10-40esu2cm2 ) 
2A (HOMO--+LUMO) -3.11 -3.19 -3.44 
3A (HOMO--+LUMO+l) 1.67 1.14 ~0.78 
4A (HOMO--+LUM0+2) 0.42 -0.10 -1.96 
5A (HOMO--+LUM0+3) 0.83 2.21 5.58 
6A (HOMO--+LUM0+4) 3.24 3.42 3.26 
7A (HOMO--+LUM0+5b) 0.35 0.46 0.50 
Tra.nsitions a.r<' ta.hnla.t.c•d a.cconling t.o t.lwir incn•a..-;ing c•xeita.t.ion c•1wrg_v in gas pha.-;c•. 
b with large contribution from (HOMO~LUM0+6) in gas phase, decreasing with 
solvent polarity. 
shortcomings of the DFT /B3LYP method rather than from shortcomings of the 
PCM, since DFT/B3LYP fails to describe correctly this transition also in the gas 
phase for all the bicyclic ketones studied here. 
The valence tr ~ tr* transition (5A in gas phase) in norbornenone is predicted 
(see Table ;3.5) to be substantially red shifted, so that in trifiuoroethanol solution 
it seems to switch place with and to overlap the Rydberg transitions. There is 
one band ( not identified in Ref. ( 16)) observed in the experimental spectrum which 
behaves like that, so in this case the PCM calculations reproduce the trends in the 
experimental spectrum and can be helpful in its interpretation. 
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3.5 Summary and conclusions 
This work presents one of the first applications of the Polarizable Continuum Model 
to the calculation of optical rotatory strengths, using density functional theory in 
the length gauge and London Atomic Orbitals to ensure gauge origin independence. 
The methodology was applied to model the solvent effects on the ECD spectra 
of bicyclic ketones: camphor, norcamphor, fenchone and norbornenone, and for 
methyloxirane. This choice of molecules was motivated by their rigidity and the 
availability of experimental data. The solvents studied range in polarity from n-
hexane to water. 
The results of the calculations for methyloxirane can be summarized as follows: 
1. The main effect of the dielectric medium on both rotatory strengths and ex-
citation energies originates from the deformation of the electron density in 
the dielectric environment, not from changes in the molecular geometry: the 
results obtained using the gas-phase geometry and the solvent-optimized ge-
ometry are very similar. 
2. The difference between using equilibrium and non-equilibrium approaches is 
substantial, especially for polar solvents and for Rydberg transitions. The 
errors resulting from the use of a non-equilibrium scheme are smaller for the 
excitation energies than for the rotatory strengths. 
3. Two different schemes for building the cavity were tested and shown to lead 
to different results. The differences between the rotatory strengths obtained 
in the two cases were found to be as large as the differences between the 
equilibrium and non-equilibrium approaches. 
For the bicyclic ketones, the performance of the PCM/DFT method seems to 
depend strongly on the nature of the transition. For the lowest-lying n __,. 11"* 
transition, the PCM method correctly reproduces the blue shift of the excitation 
energy, and for camphor and fenchone it also reproduces the experimental trends 
in the solvent effects on the rotatory strengths. However, this is not the case for 
norcamphor and norbornenone, especially in trifluoroethanol. These discrepancies 
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may be connected to specific solute-solvent interactions such as hydrogen bonding 
and vibronic couplings, not accounted for by PCM, which may play a more important 
role for norcamphor and norbornenone where the carbonyl group is not shielded by 
the methyl groups as in camphor and fenchone. The red shift of the 7r -+ tr* 
transition in norbornenone is correctly reproduced by the PCM/DFT method. The 
PCM/DFT method can therefore be used to predict solvent effects on the ECD 
spectra of some valence transitions, provided that the specific interactions do not 
play a large role. On the other hand, we note that a large red-shifted band ascribed 
to the O' ~ ?r* transition was reproduced only in camphor, and not in the other 
bicyclic ketones. 
The solvent eff ects on the ECD bands corresponding to the transitions to Ryd-
berg states are in general not correctly predicted for the bicyclic ketones, although 
the blue shift observed when increasing the polarity of the solvent is correctly re-
produced. For methyloxirane, the comparison with experiment is very limited and 
it is difficult to draw any conclusions. 
The problems encountered in describing the solvent effects on diffuse excited 
states may have multiple origins. First, PCM does not account for specific solute-
solvent interactions. Second, the diffuse states may lead to a tunneling of the electron 
density into the dielectric medium and thus create artifacts in the calculated results. 
Third, and perhaps most important, current DFT functionals are not suited for the 
description of diffuse states. Whereas the DFT-PCM approach can be used to study 
the rotatory strengths of valence transitions in non-protic solvents, much more care 
has to be exercised in protic solvent or for excitations into Rydberg states. 
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Chapter 4 
Density dependence of the 
electric-field-gradient ind uced 
birefringence of the helium, neon 
and argon gases 
4.1 Abstract 
1 An ab ù1ilio investigation of the density dependence of the electric field gradi-
ent induced birefringence {EFGB) for the noble gases helium, neon and argon is 
presented. To determine the second coefficient in the virial expansion of the molec-
ular EFGB constant 111Q, the effect of two-body interactions has been studied by 
computing the internuclear dependence of molecular quadrupole moment and of the 
dipole-dipole-quadrupole and dipole-magnetic dipole-dipole hyperpolarizabilities 
of the van der Waals dimers. A full-configuration interaction approach as well as 
the coupled cluster singles and doubles and the coupled cluster singles and doubles 
plus perturbative triples approximations have been adopted, and extended basis sets 
including midbond functions have been employed. A semiclassical integration yields 
the virial coefficients. The effect of density for standard experimental conditions is 
found to be in the order of a few tens of ppm for helium and neon, and in the order 
of a few parts per thousands for argon at low temperatures, and thus not detectable 
1D. Marchesan, S. Coriani and A. Rizzo. Mol. Phys., 121, 1851-1865 (2003). 
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apparently with current apparatus. 
4.2 Intrbduction 
I 
Molecular propf rties play a fundamental role for rationalizing the macroscopic be-
havior of matter and for the interpretation of experimental data. Their calculation 
I 
is one of the ma.jor areas of interplay between theory and experiment. In the broad 
field of molecul~r properties, the response of matter to external optical fields has 
I 
been getting inqreasing attention, in particular for the not yet fully explored poten-
tialities and technological implications of non-linear optics. 
Optical anisotropies or birefringences are an important sector of non-linear 
optics{l; 2; :3), 1and they have been shown to pose a serious challenge to theory, 
computational lriethods and experiment. We concentrate here on the so-called 
electric-field-gradient induced (linear) birefringence (EFGB), i.e. the anisotropy 
of the refractive index - or induced retardance - exhibited by plane polarized light 
propagating through an isotropie sample in presence of a field gradient with a com-
ponent perpendicular to the direction of propagation of light ( 4; .) ) . It originates 
(primarily) from the interaction of the electric field gradient with the molecular 
quadrupole moment, resulting in a partial orientation of the molecules in the sam-
ple, and (secondarily) from changes in the effective polarizability induced by the 
field gradient. At a given pressure, the first effect is temperature dependent and it 
can be expressed in terms of the molecular quadrupole moment and the molecular 
electric-dipole polarizability. The second contribution is temperature-independent 
and determined by higher-order polarizabilities. The theoretical foundations of the 
EFGB effect in gases have been discussed within a semiclassical approach by Buck-
ingham and Longuet-Higgins (6) and Buckingham and Jamieson (7), and extended 
to compressed gas mixtures by Kielich ( 8). The general theory has been revisited 
by Imrie and Raab ( 9). Recently, a fully quantum mechanical theory of the process 
has been presented {10; 11; 12). Our group has been a.ctive in the field, and we have 
studied the EFGB for different atomic {13; 14), linear non-dipolar (14; 15; 16) and 
dipolar systems ( 17; 18). 
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EFG induced birefringence measurements, often coupled with other birefrin-
gences as those induced by an electric (Kerr) (19) or a magnetic induction (Cotton-
Mouton) (20) field, are a major source of information on electric dipole polarizabili-
ties, molecular quadrupoles, magnetizabilities and higher order properties. A really 
accurate determination of these quantities relies on a thorough understanding of the 
severa! variabla:; infiuencing the experiment, and thus, among other factors, on a 
good knowledge of the dependence of the results of the measurement on the density 
of the sample. The EFG induced birefringence of argon has been measured at a 
wavelength of 632.8 nm by Buckingham, Disch and Dunmur in 1968 (21). They 
determined the anisotropy of the refractive index at a series of field gradients (up 
to 1.5xl09 Vm-1 ) and gas pressure ranging up to 80 atm. The birefringence was 
found to be rather weak, and no departure from the linear dependence on the gas 
density was observed. That of helium and neon, which are expected to be even 
weaker (13; 14), have never been measured. On the other hand, with standard 
experimental conditions the strength of the birefringence induced by an EFG is 
comparable to those induced by static electric or magnetic induction fields. The 
density dependence of the Kerr constant of the helium, neon and argon have been 
all studied experimentally (22; n; 24), and for argon deviations from a linear de-
pendence of the observable with the pressure could be observed. 
In this paper we thus investigate the density dependence of the EFGB in the 
He, Ne and Ar gases by determining the second virial coefficients of the EFGB 
constant 11Q according to the classica! statistica! theory laid down by Buckingham 
and Pople (25). The virial coefficients describe the effect of the pressure on a given 
property and they are of fundamental relevance in order to relate ab ù1.ifio results for 
an isolated system to experimentally derived quantities, which are usually obtained 
from bulk measurements ( 26). 
The theoretical determination of the virial coefficients for various molecular prop-
erties, including birefringences, has alSo been the subject of severa! publications in-
volving one of the present authors in recent years (27; 28; 29; 30; 31; ~32; :33). The 
genera! approach is based on a Taylor expansion of the property as a function of 
the density. The leading correction term of such virial expansion is represented by 
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the so-called second virial coefficient, which describes the effect of pair-interactions 
on the property, i.e. the effect of the proximity of one molecule on the property 
of another molecule. Thus, the theoretical determination of the second virial coef-
ficients of an observable, and in particular the EFGB, requires the determination 
of the "interaction" contribution to the observable originating from the interacting 
pairs of particles. In the specific case, as we aim at determining the second virial 
coefficients of the observable involved in the EFGB for the atomic He, Ne and Ar 
gases, we need to calculate the birefringence induced in the van der Waals dimers 
He2 , Ne::? and Ar2 • This implies the study of the dependence on the interatomic 
separation R of a set of interaction induced molecular properties for the mentioned 
dimers, together with the determination of the interatomic potential energy curve 
V(R). The latter are taken from Ref. (:32) for He2 and Ar2 and from Ref. (3:3) 
for Ne2• The molecular properties involved in the EFGB effect are the interaction 
induced quadrupole moment - which, as the interacting species do not carry a per-
manent quadrupole moment, is essentially entirely determined by the quadrupole 
moment of the van der Waals dimer - the interaction induced frequency dependent 
anisotropy of the electric dipole polarizability and finally the frequency dependent 
quadratic response functions which enter the temperature-independent contribution 
to the EFGB in diamagnetic species, see below. As the anisotropy of electric dipole 
polarizability of the species under study has been determined with great accuracy 
in Refs. (28) for helium and argon, and in Ref. (~3~3) for neon, we will not discuss 
it any further here and will focus instead on the quadrupole moments and on the 
relevant hyperpolarizability terms. 
The quadrupole moment of the helium dimer has been the subject of a few 
detailed studies in recent years. Komasa (34) employed exponentially correlated 
Gaussian wave functions to determine its value in a range of internuclear distances 
going up to 15 au. Account was given of the effect of vibrational averaging over the 
single far-extending vibrational state allowed by the very shallow ground electronic 
state potential of He2• Bruch and Weinhold (85) studied the diamagnetic suscepti-
bility of the helium dimer as a function of the internuclear distance, at Hartree-Fock 
level for intermediate separations and using a perturbative approximation to treat 
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the long-range 1/ R(j leading term at large distances. To our knowledge, the sub-
ject of the molecular quadrupole moment of the neon and argon dimers has never 
been discussed previously in the literature, and the same applies in generai for the 
hyperpolarizabities entering the expression of the EFGB. 
The paper is organized as follows: in Sec. t:3 we briefly review the semiclassical 
theory of the virial coefficients (:36), introduce the virial coefficients for the EFGB 
and discuss the implications of the basis-set-superposition error in the ab in:ilio 
calculation of the virial coefficients; the computational details are given in Sec. 4. 4, 
and they are followed by the discussion of the results in Sec. 4.5. 
4.3 Theory 
4.3.1 General definition of the virial coefficients 
In this section we follow the lines of the derivation of the theory given in Ref. (:36), 
and review some of the definitions given in there. The dependence on the density 
(p) of a generai property Q of a real gas can be written as a virial type-expansion 
(4.1) 
with the coefficients AQ, BQ · · · defining the first, second · · · virial coefficients. See 
also Refs. (25; 37; 38; 39; 40). Fora mole of an ideai molecular gas - that is, for 
a system of N_-! non-interacting particles (N_-i indicates Avogadro's number) - one 
would have 
Q = AQ = N-iiJ. , (4.2) 
where iJ. denotes the mean contribution of an individuai molecule to the property 
Q. At higher densities the interactions among the particles need to be taken into 
account and, for temperatures high enough that quantum mechanical effects may 
be considered negligible, Q can be written as (25) 
Q ~ N_, { q, + j [iqdr)-q,] P(r)dr} , (4.3) 
where qu indicates the property of the dimer consisting of the two particles 1 and 2 
and P( r )dr is the probability of particle 1 having a neighbor in the range ( r, r +dr). 
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At a given temperature T this probability is related to the intermolecular potential 
energy V ( r) by the relationship 
P(r) = N-! exp (-V(r)) = N exp (-V(r)) . nv,11 kT n kT (4.4) 
Here V,11 stands for the molar volume and we have introduced the relationship it 
holds with the number density N. Substituting this expression in Eq. ( 4.3), taking 
into account that p = V,;;-1 and comparing with Eq. ( 4.1 ), the second virial coefficient 
BQ can be associated to the following quantity 
N_i I [1 -] ( V(7)) BQ = - -q1·)(r) - q1 exp --- dT . O . 2 - kT (4.5) 
The second virial coefficient thus describes the deviation from an ideal gas behavior 
due to pair-interactions. 
The factor O is defined by the relationship 
47rfl = ./ dr' , (4.6) 
where r' indicates the angular coordinates of one particle with respect to the other 
in the pair-12. In the case of spherical particles it is easy to show that n = 1 and 
Eq. {4.5) reduces to: 
o) I [l ( ) -] ( V(R)) •)dR BQ = 47rN_~. 2qu R -q1 exp - kT R- , (4.7) 
where R is the distance between the two particles. 
4.3.2 Electric :field gradient induced birefringence 
In the EFGB experiment a retardance </> is observed and measured. </> is related to 
the anisotropy of the refractive index ~n 
(4.8) 
where À is the wavelength of the laser light ( of frequency w) and l the path length 
through the electric field gradient region. For an ideal gas of molecules and for light 
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propagating along the Z axis (6; 7; 9) 
N N-i 1 ~n=ns.-n1·=-VEs=-v VEs=mQ-V VE, (4.9) 
Eo 111to 111 
where V E is the laboratory field gradient (V E = V Es s = -V E1·1 ·; V E z z = O) 
and Eo the vacuum permittivity. According to the molecular theory developed by 
Buckingham and coworkers (6; 7) - and which will be labelled as BLH from now 
on - the molecular "function" s is given by 
sllLll = ;O { 3ba/J,a/J(-w; w, 0) - baa,JJ/3(-w; w, 0) + 
3Ba,/Ja,/3(-w;w, O)+ Ba,{J{J,a(-w;w, O) - ~ €a1rJ~,{J,y(-w;w, O) 
+ k~ [ 3q.,f3<Xa/3(-w; W) - qaa<XfJfJ(-w; w) + 
~"' (3a/3,a/3(-w;w)- aa,JJ/3(-w;w) + ~ €a/J'rGP.~(-w;w))]} , 
(4.10) 
where Qaf3 and µa indicate the components of the permanent traced electric quadrupole 
moment and of the permanent electric dipole moment, respectively, whereas €af3f is 
the Levi-Civita alternating tensor. Implicit summation over repeated Greek indices 
is assumed. In terms of response functions (15; 17) 
aaf3 ( -w; w) = af3a ( -w; w) = -( (P,a; µ{3)) .,_· (4.11) 
denotes the usual electric dipole polarizability; 
(4.12) 
and 
Gf ( • ) - • '( A • A )\ a,{3 -w, w - -i\ µa, m13 ; ... · ( 4.13) 
describe the response of the electric dipole moment to the gradient of the electric 
field and to the time derivative of the magnetic field associated with the radiation, 
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respectively ( 41). The frequency dependent quadratic response properties are the 
dipole-dipole-quadrupole 
bap,16(-w;w,O) = b,aa,16(-w;w,O) = ba,a,ffr(-w;w,O) 
the dipole-quadrupole-dipole 
Ba,fh,6(-w;w,O) = Ba,1,a,6(-w;w,O) = ((P,o:;q,a-r,P,6)) ..... o = bo:6,,B1 (-w;O,w) (4.15) 
and the dipole-magnetic dipole-dipole 
( 4.16) 
hyperpolarizabilities. In the equations above P,, m and q are the electric dipole, 
magnetic dipole and traced electric quadrupole moment operators, respectively. 
A general expression for the function s was derived also by Imrie and Raab 
(IR) (9). They write (frequency argument in the response functions implied) 
lH 1 { 10 / 
S = 
60 
6ba,8,o:,8 - 2bo:o:,,8{3 - fia:,o:,8,,8 - 3Bo:,,8{3,o: - W€0:131 Jo:,{3,1 
+ k~ [ 6q,,/la<>/l - 2q,,,, a{l{l - µ,, ( 3a,,,{l{l + a/l ,{3<> + ~e <>/17 cp, 7) l } ( 4,1 7) 
The literature thus provides two different expressions for the same observable, Eq. 4.8 
or 4.9, originating from the differences in the s function, Eqs. 4.10 and 4.17. In the 
next section the general expr~ions will be simplified as they will be applied to the 
special cases of spherical systems or linear centrosymmetric molecules. 
4.3.3 Virial coefficients for the EFGB 
In the case of the EFGB, in analogy to what has been done in our previous studies on 
the density dependence of the Kerr (27; 29; 3:3) and Cotton-Mouton constants (30), 
the virial expansion is introduced as 
111Q(w, T, p) = ,,,Q(w, T) + B,,,Q(w, T)p + ... ( 4.18) 
or, alternatively, 
,,,Q(w, T, p) = 111Q(w, T){l + b
11
,q(w, T)p + ... } (4.19) 
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( 4.20) 
is the so-called "EFGB constant" for the ideal gas - the analogous of the Kerr, nK, 
and Cotton-Mouton, 11 ,C, constants - and, by definition, 
b .. (w T) = B,,,o(w, T) . 
,,,Q ' Q( T) 
lii w, 
(4.21) 
We employ in the last equation the symbol b,,,q(w, T) to maintain an uniformity of 
definitions also with respect to our previous studies of Refs. (27; 29; ~);3) and (30). 
The quantity b,,,0 (w, T) should not be confused with the dipole-dipole-quadrupole 
hyperpolarizability de:fined in Eq. 4.14. 
The second virial coefficient of 111Q( w, T, p) then becomes 
N_~ ;· [1 _] V(r) 
B,,,Q(w, T) = fico. 2s12 (r) - 81 exp ( - kT )dr . (4.22) 
For an isolated spherical atom, the molecular function 8 1 simpli:fies to (13; 14) 
8
ULll 
1 = ~b?Lll = ~ [2b,.,1.,,, - 28., .. ,,,.,1 - ~J;.,,.o] 
s\H = ~blu = ~ [ 2b, ,,.,,, - 3(8, ,, , - 8, ,,, ,,) - ~ J'._,,,] 
(4.23) 
(4.24) 
The function 8 12 for a pair of interacting atoms is given by the s function for the 
dimer - that is, a (homonuclear) diatomic molecule. For the latter the general 
expression becomes (14,; 15; 16) 
1 (b 2 e ·mi) 81·) = - l·) + -- i·)a:1.) , - 2 - 15kT - - (4.25) 
where 012 = (q::.12 - q,.,,.,12) and a~2i = (a::.12 - a.,..r.12) are the symmetry unique 
component of the tracel<•ss quadrupole moment and the anisotropy of the electric 
dipole polarizability of the dimer, respectively. 
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The explicit form for temperature-independent contribution b12 for the dimer 
also depends on the theory, and we have ( 6; 9; 1 4) 
bill-·)LU = 1 ( 1 ) 2 / 
15 3ba/3,a/3 - baa,/3/3) - lS (3Ba,f3a,/3 - Ba,/3/3,a - 3w éaf3··Ja,{3,-y , 
(4.26) 
b\~ 115 ( 3bc.f3 ,<>,B - bC<C<,/3/3) - ; 0 ( ilc.,af3 ,/3 + 3ilo,/3 f3 ,a) - :W e c.f3·J~.f3, ~ • 
(4.27) 
The frequency dependence in band aaui above was implied for ease of notation. Note 
again that the symbol b is employed bolh to identify the individua! tensor components 
of the dipole-dipole-quadrupole hyperpolarizability and the averages defined in the 
equations just above, buLu and brn. Once again we chose to maintain the uniformity 
of notation with the existing literature, the diff erences existing between the different 
quantities having been hopefully made clear. 
Introducing these relationships in Eq. 4.22 and using Eq. 4. 7, we obtain 
Ni 1· { 1 [ ( ) 2 ( ) ·mi( )J } ( V(R)) ·) R 2?r Ei~ • 2 b12 R + 15kT012 R ai2 R - b1 exp -lefT" R-d 
N1 { I [ 1 ] ( V ( R)) .. , - 27r-: -bu(R) - b1 exp --- R-dR 
Eu • 2 kT 
+ 15~T jredR)a~~'(R)]exp (-vk~))R2dR} (4.28) 
Note that the only term "corrected" by the property of the monomer is the hyper-
polarizability (T-independent) term. 
4.3.4 Basis set superposition error 
As we deal simultaneously with properties of both the dimer and the monomer, 
the basis-set-superposition-error (BSSE) originating from the incompleteness of the 
basis set used in the calculations needs to be taken into account. Following our 
previous studies (27; 28; 29; 30; 31; 32; 3~3), we account for the BSSE using the 
Counterpoise Correction (CP) approach devised by Boys and Bernardi (42) and 
compute the monomer molecular property s 1 as property of a dimer "atom-ghost" 
(indicated by lgh). 
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Then, following the same approach used in the literature when investigating 
for instance Kerr and Cotton-Mouton birefringences (see e.g. Refs. (29; 30)) we 
calculate B,,,Q by carrying out the integration on R of the so-called "interaction 
properties", defined as difference between the property of the dimer and twice the 
property of the monomer-ghost (see Eqs. 4.31-~L3~3 below) 
B.11<? N_~ { ;· 47rAb(R) exp (-V(R)) R2dR 4~ . kT 
2 I . ( V(R)) •) } + -- 47rA0(R)Adm1(R) exp --- R-dR 
15kT. kT 
(4.29) 
N 2 2 
- 4~~ {X,,+ 15kTXea} = B,, +Bea , (4.30) 
where 
Ab(R) = bu(R) - 2b1u1i (R) , ( 4.31) 
A0(R) = 0u ( R) - 201.,,11 ( R) , (4.32) 
Aaaui(R) - aui(R) 2 aui (R) au - a1y1i ' (4.33) 
and 
X,, = 47r./ Ab(R) exp (-~~R))R2dR, (4.34) 
Xea = I . (-V(R)) ., 471". A0(R)Aa11m(R) exp kT R-dR. (4.35) 
Note that as the monomer now corresponds to the "atom-ghost" system the various 
properties of the monomer are calculated as for a diatomic (for instance b1yh is 
computed according to Eqs. (4.26) or (4.27)) and become R-dependent. 
In principle one could also introduce the CP correction in another way - which 
would appear to descend straightforwardly from Eq. ( 4.28), i.e. from the general 
definition Eq. ( 4.~3) - and calculate the orientational contribution to B,,,q by integrat-
ing over the difference between the ,rJ10Je orientational term for the dimer and twice 
the \rl10l<' orientational term for the monomer ( again treating the latter as a dimer 
due to the presence of the ghost). This type of definition has however never been 
used in literature, and it leads quite evidently to an incorrect long-range behavior 
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neon and argon. For the former B,~w increases, whereas Btn decreases (in absolute 
value) with T, signs being opposite. For argon, the scenario is again different, with 
both B,, decreasing (again in absolute value) when T increases, but still trying to 
canee! each other. In this case B,, computed within IR is substantially larger (in 
absolute value) than that calculated following BLH. This is to large extent due to 
the peculiar behavior at short R of the interaction induced property ~brn . 
The B,, contribution can never be considered negligible compared to Bea. A 
similar behavior has been observed for the Kerr effect of He and Ar in Ref. (29) and 
of neon in Ref. (33), whereas the orientational contribution to the virial coefficient 
was found to be dominant in the case of the Cotton-Mouton effect of He (:30). 
The ratio b,,,0 is probably the best quantity to analyze in detail, both to draw 
information on the overall importance of the effect of the density on the observable 
and to compare the behavior of the three systems under study. We note that IR 
predicts in all cases and at all temperatures a stronger effect of the density than 
BLH, and that the two theories lead to very diff erent predictions in particular for 
neon, where at large temperatures the two values of b,,,Q differ by almost one order 
of magnitude. Looking at the data in Table 4.6 and taking into account that 
N 
l//Q(w, T, p) ~ ----2[s(l + b,,,q x p)) 
Eo 
(4.38) 
where s refers to the isolated atom, it is easy to draw some conclusions on the overall 
effect of density in the range of temperatures between 100 and 440 K for the three 
noble gases under study. At a pressure of 1 bar and a temperature of 273.15 K, the 
number density of an ideal gas is 2.65163x10rn cm-:~, corresponding to a density of 
4.40x10-··1 mol cm-:~. Using this value, the eff ect of density due to pair interactions 
ranges from a few tens of ppm (for helium and neon) up to roughly a part per 
thousands (in particular for argon at low temperatures). 
These values are similar to those estimated for the effect of density on the Cotton-
Mouton constant of helium (30). There we computed fora wavelength of 514.5 nm, 
a correction due to density ranging from ~ -22 ppm to ~ -48.6 ppm for pressures 
ranging from ~0.266 bar (200 torr) to ~0.6 bar (450 torr). In that case we argued 
that the deviations from linearity in the pressure dependence of the birefringence 
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could n t be seen in previous dated experiments but that the precision of current 
experim ntal set-ups could make its detection possible. 
In the case of EFGB it has been claimed that the resolution of the sophisticated 
experimental equipment available to date for measurements of retardances in the 
presence of electric field gradients is of ±2 nrad (55). In Ref. (14) we have estimated 
the retardances corresponding to our best results for 111Q for the three noble gases 
under study here. These vary from ~1 nrad for helium, to ~2 for neon to ~24 to 26 
nrad for argon, depending on the semiclassical theory employed in the calculation. 
We have considered hypothetical experimental conditions with P = lff~ kPa, T = 
298.15 K, l = 1.8 m and V E = -1 x lff1 vm-2 (5.5). It is more than evident 
that the birefringence itself of helium and neon (let alone the correction due to pair 
interactions) seems to be out of rea.eh to current experimental apparata. The EFGB 
of argon can be (and it has actually been) observed. The authors of Ref. (21) have 
measured it, and they estimated a value of 111Q=(0±4.12)x102<i au. With these error 
bars discussing corrections of parts per a thousand seems to make little sense. On 
the other hand we now can employ Eqs. 4.38, 4.9 and 4.8 and estimate directly 
the changes that could be expected in the retardance ( with respect to the "isolated 
atom" approximation) in the hypothetical experimental conditions assumed also in 
Ref. (14). These changes do not exceed 10-1 nrad for helium and neon, and they 
are in the order of 10-2 nrad for argon at temperatures around 100 K. It can thus 
safely be concluded that chances to observe a deviation from a linear dependence on 
the pressure for the EFGB of argon and for sure helium and neon with the current 
experimental apparata are negligible. 
Appendix: Units and Conversion factors 
• 1 au of a, ila := e2a~E1~ 1 ~ 1.648778X10--U C2 m2 J-l ~ 1.48185X10-2.-1 47rEo 
cm:-> 
• 1 au of 0, il9 := eaf, ~ 4.486554 X 10--!0 C m2 ~ 1.34503 X 10-20 Fr cm2 
• 1 au of b(= 6), s, fl.b = é1atE1~2 ~ 1.696733 x 10-{j:{ G' m-1 J-2 '.::::'. 4.57168 x 
10-41 47rEo Fr cm-1 erg-1 
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• 1 au of J = e=1at11-1 E;: 1 ~ 7.01453 x 10--.t7 G{ m4 s-1 J-2 ~ 6.30435 x 10-=10 
Fr2 cm2 erg-1 c-1 
• 1 au of X,,= é~a[iE,-; 2 ~ 2.5143 x 10-n-.t e:-~ m7 J-2 ~ 6.77453 x 10-GG 4·m:o Fr 
cmK erg-1 
• 1 au of Xea = é1aZE1-;1 ~ 1.09617 x 10-111 G1 m7 J-1 ~ 2.95352 X 10-7G 41rEo 
Fr cm/'i 
• 1 au of 111Q = ea;.;E/;1 mo1-1 ~ 1.35022 x 10-(i-.t C m'1 J-1 mo1-2 ~ 4.57168 x 
10--.tl Fr cmi erg-1 moI-1 
• 1 au of B,,,Q = ea~Ef: 1 mo1-2 ~ 2.00082 x 10-!l.i C mK J-1 mo1-2 ~ 6. 77 453 x 
10-<io Fr cm/'i erg-1 mo1-2 
• 1 au of b,,,Q = a;~ moI-1 ~ 1.48185 x 10-:n m:-1 mo1-1 ~ 1.48185 x 10-20 cm:-> 
moI-1 
Acknowledgments 
Support by the European Research and Training Network "Molecular Properties and 
Molecular Materials" (MOLPROP), contract No. HPRN-CT-2000-00013, is grate-
fully acknowledged. SC and DM acknowledge support from the Italian Ministe-
ro dell'Istruzione, Università e Ricerca (MIUR), programmi di ricerca di interesse 
nazionale (CO FIN2000). 
96 
Bibliography 
[l] BfrrTCHER. e. J. F. and BOH.DEWI.JK. p. TheOr'fJ of Eln·f:ri.c Polari.za./:i.on, 
volume 11: Dielectrics in time-dependent fields. Elsevier, Amsterdam, 1978. 4.2 
[2] 'VAG>JlEH.E. G. H. Linear anrl Nonlinear Oplù·al Properf:ies of Molec-u.le.-;. 
Verlag Helvetica Chimica Acta, Basel, 1993. 4.2 
[3] BAHIW>J. L. D. Molec-u.lar Lighf. ScaJ.f.ering aml Opf.ical Ad.ù1if.y. Cambridge 
University Press, Cambridge, 1982. 4.2 
[4] Bl.ICKI>JCHA~I. A. D., .J. Chem. Ph'!Js. 30, 1580 (1959). 4.2 
[5] Bl.ICKI>JCHA~l. A. D. and D1scH. R. L., Proc. Roy. Soc. A. 273, 275 (1963). 
4.2 
[6] Bl.ICKI>JCHA~l. A. D. and Lo:-.scttET-HICGI>JS. H. C., Mol. PhtJH. 14, 63 
(1968). 4.2, 4.:3.2, 4.:3.2, 4.3.3, 4.5.2 
[7] Bl'CKI>SGHA~l. A. D. and JA~llESO>J. ~I. J., Mol. Ph'!Js. 22, 117 (1971). 4.2, 
4.:3.2, 4.:3.2 
[8] KmLICH. S., Bull. .Acrul. Pol. rle.-; Science.4'. Serie de..;; SC'i .. Maf.h. A.-;/.r. et. Ph11s. 
VIII, 637 (1960). 4.2 
[9] hmm. D. A. and RAAll. R. E., Mol. Phys. 74, 833 (1991). 4.2, 4.:3.2, 4.3.2, 
4.:J.~~' 4.5.2 
[10] Du~HTRl'. A. G. and "rooLLEY. R. G., 1'/ol. Ph11s. 94, 581 (1998). 4.2 
[11] Du~HTH.l.I. A. G. and 'VOOLLEY. R. G., Mo!. Phys. 94, 595 (1998). 4.2 
97 
BIBLIOGRAPHY 
[12] \VOOLLEY. R. G., Mol. Ph!J.'i. 99, 547 (2001). -t2 
[13] CoH.IA.'Ji. S., HXTTiG. C. and Rizzo. A., .J. Chem. Ph!JS. 111, 7828 (1999). 
L2, 4.~3.3, 4.4.2, 4.5.2 
[14] COHIA.'Jl. S., HALKIEH.. A. and Rizzo. A., in Recrnl Re.o;. Detwl. Chem .. 
Phy . .,fr.o;, edited by PA.'JDALAL S., volume 2, pp. 1-21. Transworld Scientific, 
Trivandrum, Kerala, India, 2001. 4.2, ,Ll3, 4.3.:3, 4.3.3, 4.5.2, 4.6, 4.5.~) 
[15] CoH.IA.'Jl. S., HXrnc. C., J0RGE.'JSE.'J. P., Rizzo. A. and Ruuu. K., 
.J. Chem .. Ph!Js. 109, 7176 (1998). 4.2, 4.:L2, -LU 
[16] COH.IA.'Ji. S., HALKIEH.. A., Rizzo. A. and Rlll.ID. K., Chcm. Phy.o;. LeU. 
326, 269 (2000). 4.2, 4.3.3 
[17] Rizzo. A., COH.IA.'Jl. s., HALKIEH.. A. and HXrnc. e., .J. Chem .. Ph!J.<;. 113, 
3077 (2000). 4.2, 4.3.2 
[18) CoH.IA.'Ji, S., HALKIEH.. A., Jo.'JSSO.'J. D., GAuss. J., Rizzo. A. and CHRIS-
TIA.'JSE.'J. O., .J. Chcm. Phy:;. (2003). In pre.ss. 4.2 
[19] KEH.H, J., Phil. lUag. 50, 337 {1875). 4.2 
[20] BuCKl.'JGHA.\1. A. D. and POPLE. J. A., Proc. Phy:;. Soc. B. 69, 1133 (1956). 
4.2 
[21] Bl.'CKl.'JGHA.\L A. D., Disctt. R. L. and Dl.l.'J.\WH.. D. A., .J. Am. Chem. Soc. 
90, 3104 (1968). 4.2, 4.5.3 
[22) Ill'CKl.'JGHA.\l. A. D. and Dl.'.'J.\WiL D. A., Trans. Faro.day Soc. 64, 1776 
(1968). 4.2 
[23] Dt1.'J.\WH., D. A., Hll.'JT, D. C. and JESSUP. ~. E., Mo/. Phy .... 37, 713 
(1979). 4.2 
(24) SHELTO.'J. D. P. and PALl.'131.'JSKAS. J . .J., .J. Chem. Phy.-;. 104, 2482 (1996). 
4.2 
98 
BIBLIOGRAPHY 
[25] Bl.ICKI~CHA.\L A. D. and POPLE. J. A., Tran.o;. Fanulay Soc. 51, 1029 (1955). 
4.2, 4.3.1, 4.3.1 
[26] Dn1o~D. J. H. and S.\HTH. E. n. Thc Fùùd Coefficients o/ Pure Gases and 
Mi:rt.u:res. Oxford University Press, Oxford, 1980. 4.2 
[27] FEH.~A~DEZ. n., H.;.\TTIG, e., Koctt. H. and Rizzo. A., J. Chcm. Ph!JH. 
110, 2872 (1999). 4.2, 4.:L3, ,l.:3.3, 4.3.4, ,JA.1 
[28] H.ATnc. C., LAH.SE~. H., 0LSE~. J., J0RCE~SE~. P., Koctt. H., 
FEH.~.{~DEZ. B. and Rizzo. A., .J. Clwm. Ph!J.'i. 111, 10099 (1999). 4.2, 
4.3.4, 4.4.1, 4.4.2, 4.5.l 
[29] Koctt. H., Hkrnc. C., LAH.SE~. H., OLSE~. J., J0RCE~SE~. P., 
FEnx.\~DEZ. n. and Rizzo. A., .J. Chcm. Phys. 111, 10108 (1999). 4.2, 
4.~t:3, 4.:L~, 4.:3.4, ·L5.:3 
[30] RIZZO, A., Rlll.ID, K. and BISHOP, D. ~I., Mol. Ph!JH. 100, 799 (2002). 4.2, 
4.3.~3, 4.3.3, 4.:3.4, 4.5.:3, 4.5.3 
[31] PECUL. ~I. and Rizzo. A., Mol. Ph!JH. 100, 447 (2002). 4.2, .t:i.4 
[32] Rizzo. A., Hkrnc. C., FER~.{~DEZ. B. and Koctt. H., .J. Chcm. Ph!J.'i. 
117, 2609 (2002). 4.2, ~1.3.4, 4.4.1, 4.4.2, 4.5.:3 
[33] H.:\TTic. C., CACHEIHO. J. L., FEH~A~DEZ. n. and Rizzo. A. Submitted 
to l\Iol. Pllys. 4.2, 4.3.3, 4.:3.3, 4.3.4, 4.4.1, 4.4.2, 4.5.3, 4.5.3 
[34] KO.\lASA, .J., J. Chem .. Ph!JH. 112, 7975 (2002). 4.2, 4.1, 4.5.1, 4.3, 4.5.l 
[35] BHUCH. L. \V. and \VEI~HOLD. F., .J. Chem. Ph!JH. 113, 8667 {2000). :1.2 
(36] BUCKI~GHA.\i, A. D. and POPLE. J. A., Fanula!J Soc. DiHc. 22, 17 {1956). 
4.2, 4.3. l 
[37] Bl_!CKI~CHA.\L A. D. and POP LE . .J. A., Tran,o;. Fanulay Soc. 51, 1173 (1955). 
4.:3.1 
99 
BIBLIOGRAPHY 
[38] Bl.lCKI~GHA~L A. D. and PoPLE •• J. A., Tr(l,ns. FanulalJ Soc. 51, 1179 (1955). 
4.:{.l 
(39] Bl.ICKI~GHA~l. A. D., Trans. F(l,nulay Soc. 52, 747 (1956). 4.:3.l 
(40] BttCKI~GHA~I. A. D. and RAAB. R. E., Tr(l,ns. Fa:rrula!J Soc. 54, 623 (1958). 
4.:3.l 
[41] BUCKI~GHA~I. A. D., in /n/.crmolccular Forccs, edited by HIHSCHFELDER. 
J. O., Adv. Chem. Phys. 12,p. 107. Wiley, New York, 1967. 4.:3.2 
(42] BOYS. S. F. and BEH..."JAHDI. F., Mol. Ph!JH. 19, 553 (1970). 4.:3.4 
(43] Du~~I~G. JR .• T. H., J. Chcm. Ph!JS. 90, 1007 (1989). 4.4.l 
[44] KENDALL, R. A., Du~~1~c. JR., T. H. and HARRISON, R. J., 
.J. Chcm. Phys. 96, 6796 (1992). 4.4.l 
(45) \Voo~. D. E. and Du>J~I~G. JR .. T. H., J. Chem. Phys. 98, 1358 (1993). 
4.4.l 
(46) \Voo~. D. E. and Du~>JI~G, .JR., T. H., J. Chcm .. Ph/JH. 100, 2975 (1994). 
4.4.l 
(47] \VOO.."J, D. E. and Du~>JI>JG, JIL, T. H., J. Chcm. Phy.'i. 103, 4572 (1995). 
The basis sets were obtained from the Extensible Computational Chemistry 
Environment Basis Set Database, Version 1.0, as developed and distributed 
by the Molecular Science Computing Facility, Environmental and Molecular 
Sciences Laboratory which is part of the Pacific Northwest Laboratory, P.0. Box 
999, Richland, Washington 99352, USA, and funded by the U.S. Department 
of Energy. PNL is a multiprogram laboratory operated by Batelle Memorial 
Institute for the U.S. Department of Energy under Contract No. DE-AC06-
76RLO 1830. 4.4. l 
[48) TAO. F. ~1. and PA~. Y. K., Mo!. Phy.'i. 81, 507 (1994). 4.4.1 
(49] TAO, F. ~I., J. Chem. Phys. 100, 3645 (1994). 4.4.1 
100 
BIBLIOGRAPHY 
[50] HELGAKEH.. T., JE.'.\ISE.'.IJ. H. J. A., J0RGE.'.\ISE.'.\I, P., OLSE.\J, J., Rl.ll.'D, 
K., ÀGH.E.\J. H., Au1m .. A. A., IlAK. K. L., I3AKKE.'.IJ. V., CHRISTIA.\ISE.\J. 
o., C'OH.IA.'.\11. s., DAHLE. p ., DALSKOV. E. K., E.\JEVOLDSE.'.\I. T., FEH.-
.'.\IA.\JDEZ. Il., HA:rnc. C., HALD. K., HALKIER. A., HErnEu.c. H., HET-
TE:\IA. H., Jo.\Jsso.'.\I, D., KmPEI~AH. S., KollAYASHI. R., Koctt. H., 
~IIKKELSE.'.\I, K. V., ~OIUJA.\J, P., PACKEH.. ~I. J., PEDERSE.\J. T. Il., 
RUDE.'.\!, T. A., SA.'.\ICHEZ. A., SA.UE, T., SA.l.IEH.. s. P. A., SCHI.\L\IELPFE.\J-
.\JIG. B., SYLVESTEH-Hvm. K. o., TAYLOH. P. R., and VAHTRAS, o. 
DALTO.\J. an ab indio elec/.rou.ù· ,o;/n1.du.re program. Relea..o;e l .;!, 2001. See 
http://www.kjemi.uio.no/software/dalton/dalton.html. 4.4.2 
[51] HALD. K., HALKIEH.. A., J0RGE.\JSE.\J, P., CoH.IA.\JI. S., H.:\TTIG. C. and 
HELGAKEH.. T ., J. Chem. Phy..,;. 118, 2985 {2003). 4.4.2 
[52J C'ACELLI. I., Rizzo. A. and HA:rnc. C. KORG, a program for the solution 
of the radial Schrodingher equation for bound and discrete levels. 4.4.2 
[53) Mathematica, v 2.1, from Wolfram Research. 4.4.2 
[54] ~IILLS. I., CVITAS. T., HO.\lA.\J.\J, K., KALLAY. ~. and Jù1ctt1Tsu. IUPAC. 
Phl}.<iical Chem.is/.rlJ Dù1i.o;ion: Q-11-m1./.if.ie.-;. Uni/..<; mul ..'3f1mbols in Ph!}Hical Chcm-
is/.ry. Blackwell Science, Oxford, 1993. 4 .4 .2 
[55] RITCHIE. G. L. D., in Opl:h·al Eledri.c and Magnelù· Properf.ie.o; of Molec-u./e.o;, 
edited by e LA.BY. D. e. and o HH.. Il. Elsevier' Amsterdam, The Netherlands, 
1997. 4.5.~i 
101 
BIBLIOGRAPHY 
102 
Chapter 5 
Coupled cluster calculations of the 
ground state potential and 
interaction ind uced electric 
properties of the mixed dimers of 
helium, neon and argon 
5.1 Abstract 
1 Using augmented polarized correlation consistent basis sets extended with mid-
bond functions, we evaluate the ground state interaction potential and the induced 
electric dipole polarizabilities and first and second hyperpolarizabilities of the He-
Ar, Ne-Ar and He-Ne van der Waals complexes. For the calculation of the potential 
we resort to the Coupled Cluster Singles and Doubles {CCSD) model corrected for 
triple excitations, CCSD(T), whereas properties are evaluated with CCSD response 
theory. As a check of the quality of the potential, the rovibrational spectrum and 
the gas second virial coefficients are evaluated. The rovibrational spectra improve 
previously available theoretical results, although the dissociation energies are proba-
bly still slightly underestimated. For the gas second virial coefficients the agreement 
1.1. L<'>p<'z Cadwiro. U. Fermtu<l<':t. D. ~lardwsau. S. Coriaui. C. Uiit.t.ig. A. Hiao. Mo/. l'h.11.<; .. 
102. Hll-110 (2001). 
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with experiment is satisfactory. The frequency dependence of the interaction (hy-
per )polarizabilities is analyzed and a comparison with previous results on the mixed 
dimers and the pure gases is made. 
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5.2 lntroduction 
Interest in the field of non linear optics has grown continuously since its origins 
in 1961 with the observation of second harmonic generation by Franken et al.(1) 
Nowadays nonlinear optical effects play an important role in many optical devices, 
with applications ranging from communications to medicine. Accurate theoretical 
determination of frequency dependent polarizabilities and hyperpolarizabilities of 
molecules is important for the description of nonlinear optical experiments, and it 
has recently become possible using response function theory. Not only high electron 
correlated methods but also large basis sets are required to obtain results that 
compare well with experiment and ha ve predictive power. 
In previous work (2; :i; 4; 5) we evaluated accurate gas and (hyper)polarizability 
second virial coefficients of helium, neon and argon gases. These coefficients account 
for the influence of two body interactions in the analysis of the pressure dependence 
of the properties. In general, the results obtained were more reliable than the 
available experimental data, which often carry large uncertainties and differ quite 
considerably from one experiment to the other. Accurate ab inilio results are thus 
very useful as test and guidance to the experimental work. Here we extend these 
studies to heteronuclear dimers, i.e. He-Ar, Ne-Ar and He-Ne. In difference to 
homonuclear dimers these complexes have no inversion center and thus the van der 
Waals interaction induces also dipole moments and first hyperpolarizabilities. These 
give rise to additional contributions to the pressure dependence of the electrical and 
optical properties of gas mixtures, which are not present for the pure gases. 
The van der Waals complexes HeAr, NeAr, and HeNe have been investigated in 
a number of studies in recent years,{6; 7; 8; 9; 10; 11; 12; l~i) most of them focused 
on the potential energy curves and the rovibrational spectra. Few references report 
interaction ind uced properties for some selected points. ( 1 O; 11) 
In the present manuscript we report accurate ab inilio calculations not only for 
the interaction potentials but also for the interaction induced dipole moments and 
(hyper )polarizabilities for a wide range of internuclear distances, as needed for the 
evaluation of virial coefficients. In a separate study we will determine the virial coef-
ficients of the gas mixtures for various optical processes.{14) From the experimental 
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point of view, on these mixed van der Waals systems there is a considerable lack 
of information in the literature. Therefore predictiveness is our goal, also in view 
of the high accuracy of the presented calculations, in the hope that the results will 
stimulate further experimental work. 
5.3 Computational details 
For an heteronuclear (A - B) dimer the interaction contribution D.P to a general 
extensive property P ( the symbol D. is employed throughout to indicate "interaction 
induced") is obtained as 
D.P(R) = P-i-11(8--i-nlR) - P-i(SA-nlR) - Pn(SA-nlR) , (5.1) 
where P-i-n (SA-n IR) is the property of the dimer evaluated in the dimer basis set 
8--i-n at the interatomic distance R and P-i(S.-i-11IR) (P11 (8--i-nlR)) the property 
of the monomer A( B) evaluated in the dimer basis set at the same geometry. The 
counterpoise correction proposed by Boys and Bernardi (10) is employed to account 
for basis set superposition errors. 
The ground state intermolecular potentials V(R) are evaluated using CCSD(T) 
and the aug-cc-pV6Z-33211 basis set. (16; 17) The midbond functions are located in 
the middle of the van der Waals bond and their exponents can be found in Ref. (18). 
The values of the potentials for selected geometries are given in Table 5. l. Here and 
in all following calculations the occupation of the core orbitals (ls in Ne and ls, 2s 
and 2p in Ar) is kept frozen. 
In order to evaluate the interaction-induced dipole moment and (hyper-)polari-
zabilities, we used an approach similar to that adopted in our previous work on 
helium, neon and argon. (2; :3; 4; 5) For the (hyper)polarizabilities in particular we 
consider the frequency dependence up to second order by expanding the properties 
in terms of the Cauchy moments, D.S(-4), and the hyperpolarizability dispersion 
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R/(au) He-Ne R/(au) He-Ar R/(au) Ne-Ar 
3.75 4652.3159 4.25 8089.6801 4.75 5870.2449 
4.25 1161.0852 4.75 2519.3104 5.25 1482.5734 
4.75 194.3348 5.25 641.2364 5.75 156.1510 
5.00 35.8377 5.75 64.9646 6.00 -71.2144 
5.25 -35.0111 6.00 -34.8179 6.25 -171.3439 
5.50 -61.4825 6.25 -78.9826 6.50 -203.7993 
5.65 -66.1552 6.50 -93.3486 6.65 -205.4842 
5.75 -66.5520 6.65 -94.0819 6.75 -202.1819 
5.85 -65.4959 6.75 -92.5964 7.00 -185.0246 
6.00 -62.1448 7.00 -84.9810 7.50 -138.8056 
6.50 -45.7368 7.50 -63.6145 8.00 -98.0725 
7.00 -31.0195 8.50 -31.8675 8.50 -68.2407 
7.50 -20.6777 9.50 -15.8682 9.50 -33.7042 
8.00 -13.8840 10.50 -8.3894 10.50 -17.6746 
9.00 -6.6048 11.50 -4.7537 11.50 -9.8666 
10.00 -3.3983 13.00 -2.1793 13.00 -4.5419 
12.00 -1.0907 15.00 -0.8969 15.00 -1.8604 
14.00 -0.4235 16.00 -0.6028 16.00 -1.2484 
16.00 -0.1882 18.00 -0.2932 17.00 -0.8598 
17.00 -0.1305 19.00 -0.2108 18.00 -0.6057 
18.00 -0.0926 20.00 -0.1541 19.00 -0.4351 
19.00 -0.0669 20.00 -0.3187 
20.00 -0.0491 
Table 5.1: 11<· .\r. :\e· .\r awl lk :\<· ~ronu<I :-.tatf' d<•etrouk pot<•uria!.-. \'(1() (iu µE 1,) l·aknlart'<l nt th<· 
C(~SD(T)/an:;i;-n--p\'GZ-:1:t.Hl l<'wl. 
Aa(-w;w) Aa + w2 AS(-4) + l')(w-±) , (5.2) 
A,811 (-wo; W1, w2) - A,811 + wi A(,811 xA) + l')(wf) (5.3) 
A,81\ (-w; w, O) - A,811 +2w
2 A,81.: (2) + l')(w-±) ' 
(5.4) 
Àf'11(-wo;w1, W2,w=1) A1'11 + wi A(T11 xA) + l')(wt} , (5.5) 
Àf'1.: (-w; O, O, w) = A111+2w2ADJ\ (2) + l')(w-±) , (5.6) 
where wi = I::'=o (wf), with n=2 for A ,811 and n=3 for A l'll· Above a stands for 
both the average and the anisotropy of the electric dipole polarizability. These are 
defined as ( frequency dependence neglected for the sake of conciseness, and axis z 
chosen parallel to the internuclear axis) 
afllli = a .. :: - a.r.r • 
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Also 
.811 - ~ L (!ree + th + .6ed , (5.9) 
e 
3 3 
/31.;. = 2 (/311 - f3 J_) = 10 L ( 4f3e:e - f3:ee - f3eeJ (5.10) e 
r11 - 1
1
5 L L hee'1'1 + 'ì'e,,e~ + 'ì'e'1'1e) , ç T/ (5.11) 
3 1 
f'1.;. = 2hi1 - f'j_) = 10 LC4reTJeT/ - reeT/T/ -1eT/T/d · (5.12) e 
Ali interaction induced properties were calculated at the CCSD level using the 
DALTO).I program package, (22) whose implementation is described in Refs. (19; 20; 
21; 2:3; 24). 
Our previous experience (2; :3; 4; 5) indicates that the d-aug-cc-pVQZ-33211 basis 
set is adequate, (11; 26; 27) in terms of accuracy and cost effectiveness, to evaluate 
these properties, and it is employed in the calculations of the heteronuclear dimers. 
In order to further check its adequacy, for the He-Ar dimer we performed calculations 
at R=6.0 au with the d-aug-cc-pVXZ-33211, (X= T, Q, 5), sequence of bases. The 
results confirmed the efficiency of the d-aug-cc-pVQZ-33211 basis set. We expect 
the frequency dependence of the properties to make a small contribution to the 
overall property, as observed in previous studies for the homonuclear dimers. ( 2; ~3) 
Therefore, we only tested the static contributions for basis set demands. 
The rovibrational analysis and the determination of the gas virial coefficients 
were carried out using KOH.G. (28) 
5.4 Results and Discussion 
5.4.1 Interaction induced potential energy 
The results obtained for the interaction energies are presented in Table 5 .1 and the 
analytical functions to which they are fitted in Table 5 .2. The internuclear potentials 
have been determined by severa! authors. The most accurate results in the literature 
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He-Ne He-Ar Ne-Ar 
A 24.39281476 23.03058634 75.46127 492 
a 2.06719912 1.63051044 1.74950215 
{3 -0.03101869 -0.04680016 -0.03696981 
b 2.59345555 1.62747925 1.62629958 
c,i 3.06231479 9.40835513 19.00663350 
C~ X 10-:? 0.31679810 1.65523018 3.92862647 
Cw X 10-:~ 0.42773150 3.79715796 10.56270065 
C1:? X 10-l 0.77251599 11.65179999 37.98789997 
Cu X 10-fi 0.18194500 4.66258000 17.81600000 
Cm X 10-:-1 0.05440120 2.36861000 10.60750000 
Table 5.2: l'arauu·tc·r:. of r/J.c· fit for th<· :t,Tottllll :.tat<· pot<'lltial.-. of ruc· llc--.\r. .:\c~.\r aud llc .... );(' lllÌX<'<I <lilll<'l":. 
rnknlatc'll ar tbc· CCSDCf)/a11g-ff-p\"CiZ-:-s:t:n1 l<·n•l. Tbc· fitting fnuniou Ì:-> iu ali nt:..<·:. tbar propo.-.<'<i h~· Koroua 
lf nl.(.H): \"(i{)= .-!1·-aR fJU
2 
- "i"""_.,f->,,(R.11)~1';.·,. witb 1· .. ,;(H.l1) = 1- ,-'"•'"f":..1'~,, (bRk(". Atomic units are ---'ti ,, • 1-. - -- • 
n.-.<'<I nulc·,..,,.., :.pecified ot/J.c•rwi:.«. T/J.c· rc•:.nlriug <·uC'l·gic•:. an· in µ.EJi.. 
are those by Cybulski and Toczylowski, (6) who employed CCSD(T) and the aug-
cc-pV5Z basis set supplemented with 3s3p2d2flg midbond functions. The work of 
Cybulski and Toczylowski was very recently extended by Giese and co-workers, (7) 
who performed calculations, using the same basis set and the same method, in a 
wide range of internuclear distancffi and determined second virial coefficients and 
Boyle temperaturffi. Internuclear potentials for He-Ar and He-Ne were also obtained 
by Petsalakis e/. al. ( 13) using the multireference configuration interaction method. 
These results are anyhow less accurate than those of Ref. ( 6). 
The potentials obtained by Cybulski and Toczylowski( 6) are very similar to the 
present CCSD(T) / aug-cc-p V6Z-3321 l potentials. These authors concluded, based 
on the comparison of their frequenciffi of vibrational and rotational transitions with 
the accurate experimental data available for the Ne:.h (29) Ar2 (:30; 31) and Ne-Ar 
complexes, (8) that their theoretical potentials were a bit too shallow. This in spite 
of the fact that the computed ab i.nit.io dissociation energiffi of the He-N e and He-Ar 
dimers were larger than those available from empirica! potentials for the He-Ar and 
the He-Ne complexffi. {32) Cybulski and Toczylowski concluded that thffie empirica! 
potentials underestimate the well depths for thffie two complexffi. 
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R../bohr 
Dc/(µEi,.) 
R..,,.,fbohr 
Dn/cm-1 
Difcm-1 
D2/cm-1 
D:1/cm-1 
D~/cm-1 
Bn/cm-1 
v'-v"/cm-1 
1-0 
2-1 
3-2 
4-3 
J' - J" /cm-1 
1-0 
2-1 
3-2 
4-3 
This Work 
5.723 
66.6166 
7.5165 
2.5812 
0.0001 [34.2250) 
This Work 
2.5811 
This Work 
0.7095 
1.3398 
He-Ne" 
Ref. e~) This Work 
5.7224 6.599 
66.67 94.2441 
7.5195 7.6996 
2.5700 7.0318 
0.0005 [34.6882) 
0.3599 0.2957 
Ref. H This Work" 
7.0313 (5.76±0.32) 
Ref. (6)" This Work 
0.7092 (0.706±0.033) 0.5896 
1.3387 [1.348±0.039) 1.1673 
1.7184 
2.2180 
He-Ar• 
Ref. (&) 
6.5998 
94.15 
7.7014 
7.0144 
0.2957 
Ref. H 
R.ef. (€')" 
0.5895 (0.5897±0.0085) 
1.1671 [1.1670±0.0093) 
1.7180 [1.717±0.011) 
2.2172 
Ne-Ar" 
This Work 
6.601 
205.9275 
e.8881 
32.4818 
14.0285 {7.6997) 
4.0142 [9.2198] 
0.4136 [13.2500) 
0.0006 [40.2281) 
0.0965 
This Work" 
18.4533 (19.103±0.010) 
10.0143 (10.272±0.058) 
3.6006 {2.44±0.22) 
0.4130 
This Work 
0.1929 
0.3858 
0.5781 
0.7700 
Ref. n 
6.6015 
205.87 
6.8889 
32.4713 
0.09647 
Ref. (l) 
18.45 
10.01 
3.60 
Ref. (i.)"'/ 
0.1929 (0.1944) 
0.3856 [0.3887) 
0.5780 [0.5826] 
0.7698 [0.7759) 
Table 5.3: Ro-vibrational analysis of the potential curves - calculated at the CCSD(T)/aug-.cc-pV6Z-33211 
kn·I. for tl.w lk-~<·. 11<~ .. \r aud ~<~ .. \r lllÌX<'<I dìtuN:-.. H, i:-. th<· <·qnil.ìhrinw dbt11Ul'<· of th<' ~Tonwl \ ihratioual 
state (v = J = O), where the potential curve has its minimum, V(Re), corresponding to the dissociation energy, 
De. Rave is the average internuclear distance foi: the ground vibra.tional state. Dn is the dissociation energy with 
n•:--p1·ct t•> th<· dhratioual. :o.tate· r = 11 • • /=O (th1• t·orr<•:-.poucliu::i; an•t1tg1· iut<·runeknr cli:-.tnun.,.. for /1 >O are· ~in·u 
iu :-.qnan· pan·uth<·:-.<•:-.). r' - r" are· th<· <·UN:!;_\. differences lwtw<·<•u dhrarioual l<·\·d:-. (trau:-.itiou fr<·qtl<'lH"Ì<.,..) .. /' -./" 
ar<• th<· <·unµ;y differences ()('tW<·<·u rotatioual l<•\·PL-. of th<· ~TolllHl ,-ihrnrioual. :-.tnr<· ( 1· = 0). 
'' Ewpirìrnl pot<·urial. r<·:-.nlt:-.: H. = :;.1:-rnz hohr: 1>, = (i(i.Hi µ.E1. H<·f. HA): H. = :>.i2iG hohr: 1>, = fi:>.:>:l µ.Et.. 
1frr. n:.?J. 
1
' E111pirirnl pot<·utial. n·:-.nlt:-.: H. = G.:>lli"i hohr: 1>, = !J~.X!) µ.E1.i. H<'f. (-l-l ): H, = G .. Yi70 hohr: 1>, = Hl.GO µ.Eb, 
lfrf. (:L!) 
.. Hutatioual :-.p<·ctto:-copy n·:--111r:-.: H. = G .. i-l.~1:l bohr: 1>11 = :12.X!JO cw-1; nu = O.O!li2:{ t·w-1. H<.f. (·"): E1upirical 
pot<·utial. n•:-.nlt:-.: H, = G.:>!J:H hohr: 1>, = 21-l.O-l µ.Et.. Hc·f. n~) 
'
1 \"al.tw:-. withiu pan·uth<·:-.i:-. frotu th<· <'lll])Ìl"Ìcal. pot<•utial iu H1·f. { :'t2 ). 
' \ ·al.tw:o. withiu par<·uth<·:o.i:-. from th<' <·.xp<'riuwural. n·:-.nlt:-o iu H<·f. (;o;). 
J S<'<· abo O.HJ-!O:>±o.OOtW> {1- 0). ll.:-~X'iH2±0.000-!H (2-1). O .. ii"il:1:1±0.000:>:1(:{-2). Hc.f. (:~:.?). 
Good agreement with the estimates of Ogilvie and Wang (32) was found for the 
rotational energy levels ( of the ground vibrational state) supported by Cybulski and 
Toczylowski's potentials, although f.ex. the second vibrational level predicted for 
the He-Ar dimer could not be obtained in the ab inUio study, in spite of the larger 
dissociation energy, i.e. depth of the well. ( 6) 
The present results from the rovibrational analysis are given in Table 5.3. From 
our potentials we can determine equilibrium dissociation energies D, of 66.62, 94.24 
and 205.93 µE11 for the He-Ne, He-Ar and Ne-Ar dimers, respectively. The equilib-
rium geometries (R,.) are 5.723, 6.599 and 6.601 bohr, respectively. 
When comparing the present results with the accurate experimental data avail-
able for the Ne-Ar complex (8) we can see that the dissociation energy and equi-
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librium distance improve slightly upon Cybulski and Toczylowski's results. (6) Stili 
the dissociation energy is underestimated. In general, for the three mixed dimers 
the results are very dose to those of Ref. ( 6), and still consistently closer to those 
of the empirical potentials. 
The CCSD(T)/aug-cc-pV6Z-33211 potentials support two bound vibrational lev-
els for He-Ne and He-Ar and five for N e-Ar-in all cases one state more than the 
potentials from Ref. (6) in spite of the fact that the potentials are very dose to 
each other. Ogilvie and Wang's potentials (:t2) yield two states for He-Ar, but only 
one for He-Ne and three for Ne-Ar. However, the highest excited vibrational levels 
predicted by the present potentials are dose to the dissociation limit ( < 0.01 cm-1 ). 
In Table 5.3 we report also the average intemuclear distance of each vibrational 
state. The higher vibration levels are not unexpectedly quite delocalized, with the 
maximum radial distribution ranging from ~ 34-35 bohr for the He-Ne and He-Ar 
dimers to ~ 40 bohr for the Ne-Ar system. 
The first three transition frequencies, (v' - v") = (D 11 - D0 _ 1 ), of the Ne-Ar 
dimer practically coincide with those of Ref. (6). We thus agree with Cybulski 
and Toczylowski's conclusion regarding the incorrect value of the 3 - 2 transition 
frequency calculated by Ogilvie and Wang. (~32) 
The energy differences between rotational levels of the ground vibrational state, 
J' - J", are also reported in Table 5. 3. For the N e-Ar complex they are in all cases 
closer to the accurate experimental results than Cybulski and Toczylowski's. For 
the He-Ne and the He-Ar complexes our results are always slightly larger than those 
given in Ref. (6), and they disagree with those evaluated in Ref. (32). 
A test for the quality of the potential curves is given by the evaluation of the 
gas virial coefficients which, if quantum effects are neglected, are obtained by the 
semiclassical integral 
B(T) = -2trN_4 .f [exp ( - V(R)/kT) -1] R2dR, (5.13) 
where N_4 is Avogadro's number, k indicates Boltzmann's constant and T the tem-
perature. 
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T/(K) B/(cnr'moJ-1) 
H&-Ne H&-Ar N&-Ar 
Ca.le. Exp. Ca.Jc. Exp. Ca.le. Exp. Ref. 
84.42 4.ll006 --O.ll007 -45.8116 -45.W:l:l.7 e-) 
87.42 5.3688 0.2210 --4.2.5380 -41.70±2.0 (.:é) 
92.84 6.1243 2.0S67 -37.11815 -35.50±1.5 (r) 
05.82 6.4965 2.0328 -34.6003 -35.20±1.2 'n lOUU 7.1705 4.5822 -20.0671 -30.10±1.l e'") 
110.78 8.0070 6.5013 -24.2312 -25.40±1.2 (2-) 
121.34 8.8050 8.5«8 -18.6704 -20.30±2.o F"l 
129.!lS 0.3367 0.8501 -14.9290 -17.30±2.5 W> 
137.83 9.7527 10.8065 -11.0695 -16.10±3.0 (37) 
148.15 10.2114. 10.26 12.0520 12.20 -8.6568 -8.36 (~4) 
173.15 11.0324. 10.91 14.1710 13.87 -2.5111 -2.51 (54) 
198.15 11.5700 11.87 15.6414 15.26 1.8620 1.76 (Sì) 
21S.OO 11.8173 16.3080 3.81l98 2.20 (36) 
223.00 11.0505 16.6915 5.0945 4..40 (2G) 
223.15 11.9523 11.74. 16.6969 16.94. 5.1114 4..4.5 (:'4) 
242.00 12.1556 17.3037 7.0481 6.00 (:lb) 
248.15 12.2107 12.00 17.474.4. 16.82 7.6055 6.86 (34) 
262.00 12.3181 17.8175 8.74.81 9.50 (26) 
273.15 12.3800 12.11 18.0576 17.05 ll.5687 8.01 (é4) 
276.00 12.4.064 18.114.4. 9.7658 9.90 (26) 
295.00 12.4008 18.4510 10Jl6« 10.50 (2>:) 
2!18.15 12.5128 12.39 18.5005 18.12 11.14.54 10.llll ("4) 
303.15 12.5320 18.5757 18.77±0.1 11.4285 p) 
323.15 12.5047 12.71 18.8305 18.41 12.4326 12.15 (24) 
330.00 12.6114. 18.0178 12.7443 12.20 ('.'';) 
365.00 12.6676 19.2404. 14.1153 13.20 (:i) 
373.15 12.6748 1ll.2ll98 lll.73±0.08 14.3893 (25) 
4.00.00 12.6861 lll.4.620 15.1035 18.70 (?I') 
425.00 12.6820 19.574.5 15.8278 14.10 (36) 
450.00 12.6604. 19.6576 16.3721 14.20 F'l 
473.15 12.6406 19.7130 20.26±0.2 16.8006 (Jé) 
475.00 12.6478 19.7167 16.8421 13.60 (2c) 
573.15 12.5135 1ll.Tll04. 20.45±0.2 18.1702 (èé) 
6'73.15 1Vl357 19.7130 20.35±0.3 18.9824 (S") 
773.15 12.1441 19.5595 19.75±0.3 19.4806 (2-é) 
Table 5.4: Ca:-. drinl coefficient:-. lJ{T). iu nu:: 11101-1 . 
The results obtained with the CCSD(T)/aug-cc-pV6Z-33211 potentials are given 
in Table 5.4 and in 5.1, where we compare with the available experimental data, see 
also Ref. (3:3). Gas virial coefficients of the mixed dimers of helium, neon and argon 
were also computed by Giese(7) and co-workers at a semiclassical level with pertur-
bative quantum corrections, starting essentially from potential from Ref. (7). In the 
present study the semiclassical integration is carried out in the 0.05 to 500.0 bohr 
range. Convergence in the semiclassical integra! was checked by extending the in-
tegration range to shorter and larger R values. Agreement with experiment is rea-
sonably good, in particular for the He-Ne dimer. Differences rising up to ~ 1 cm:1 
mol-1 appear, however, between the ah in-ilio results and Brewer and Vaughn {34) 
observations for the He-Ar dimer at and below room temperature, with calculations 
predicting higher values. Theory falls on the other hand below Kalfoglou et. al. ( 3.5) 
measurements, often outside their error bars, at higher temperatures. None of the 
temperatures for these measurements is so low to lead to suspect quantum effects for 
the disagreement between experiment and the calculated values. Our previous anal-
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Figure 5.1: T<'lllp<'l"atnr(• d<·p<•11d<·11n· of rlw lk-.:\(·. lk-.\r a111l .:\(~.\r ga:- :-(•('01111 drinl niefficienr:-. 1J(T). 
Colllparìi-ou L-. llla<I(' with pn•,·ioni-ly availahk <·.x.p<'l"ÌLU<·utal wi-nlti-: i-tari-. Hef.{:1-l): drd<•i-. H<>f. (.').) ): trhrngl<'I'>. 
H<·f. (:17 ): i-qnar<·i-. lh•f. (."Hì ). 
ysis of the interaction properties of the homonuclear rare gas complexes have indeed 
shown that quantum effects are completely negligible at the temperatures of Brewer 
and Vaughn's measurements. For the He-Ne mixed dimer, in the same temperature 
range, good agreement between the present ab in-ilio results and the experimental 
data of Ref (:34) is observed. Schmiedel el al. (36) measurements for the virial coef-
ficient of the N e-Ar complex do not show on the other hand a smooth behavior with 
temperature, and theory diverges from these numbers as the temperature increases. 
At temperatures below 100 K, down to R: 80 K, still most likely far away from the 
range where quantum effects become important, the theoretical semiclassical results 
remain within the error bars of Shamma and Rigby measurements. (37) 
5.4.2 Interaction induced electric properties 
A summary of the results for the interaction-induced dipole moments is presented 
in Table G.5 whereas the interaction (hyper)polarizabilities and the corresponding 
dispersion coefficients can be found in Tables 5. 6 and 5. 7. 
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R He--Ne R He--Ar R Ne--Ar 
3.5 4.63822X10-:1 3.0 -l.5257755x10-1 4.5 -5.845717x 10-:2 
4.0 5.1452 x10- 1 4.0 -5.310786X10-2 5.0 -2. 719408x 10-2 
5.0 -2.7399 x10- 1 5.0 -1.457776X10-2 6.0 -5.09856x 10-:~ 
6.0 -7.410 x10-" 6.0 -3.02892x10-:1 7.0 -6.6608x 10- 1 
7.0 -1.274 xl0-'"1 7.0 -4.4467x 10-1 8.0 l.939xl0-'' 
8.0 -1.99 X 10-ti 8.0 -9.84x 10-i; 9.0 6.676X10-'• 
9.0 -5.2 x10-1 9.0 3.109xIO-" 10.0 3.979X10-'• 
10.0 -1.0 x10-• 12.0 3.97x1Q-H 12.0 7.54x10-11 
12.0 2.2 x10-7 14.0 1.24x10-h 14.0 l.63xl0-r; 
14.0 1.3 x10-• 16.0 5.5x10-• 16.0 9.1X10-7 
16.0 2 x10-s 18.0 2.6x10-1 18.0 5.tx10-1 
18.0 -1 x10-s 20.0 l.2x10-1 20.0 2.5x10-1 
Table 5.5: CCSD/d-a11~-n--p\"QZ-:1:·t?ll r":-.nlt:-. for tlw iut<•rnctiou-iuclm·c"<l dipol<· lUt>W\·ut;-; l:!.µ. _\towk nuit:-.. 
All these values were fitted to analytic functions whose forms together with 
the parameters of the fits and the complete set of rffiults for the propertieg can 
be obtained from Ref. (:38). In 5.:2,5.:3 the (static part of the) propertieg for the 
three dimers are plotted together with the fitting functions. The Ne-Ar results for 
Aµ, Aaan, Aa"',; and A.811 are also compared to those evaluated by Maroulis and 
Haskopoulos. ( 11) The propertieg of the mixed dimers are similar to those of the 
corresponding homonuclear dimers. (:2; 3; 4; 5) On the other hand, the lowest order 
dispersion contributions to the properties do not always parallel the behavior of 
the corresponding static propertieg, opposite to what happens for the homonuclear 
dimers. (2; ;3; 4; 5) 
The functional forms needed to fit the calculated properties were in many cases 
different from those employed for the corregponding dispersion coefficients. Both 
Aa"n and AS"c' (-4) are negative for short internuclear distances, reach a maxi-
mum and then decrease to zero. Aa"11 ; and ASun;(-4) are positive over the whole 
range of internuclear distances, with the exception of ASu,,;(-4) for the He-Ar com-
plex, which displays a negative minimum and then increases to a positive maximum 
before going asymptotically to zero. A,8111 A(,611 xA) and A(.BA (2)) are negative at 
short internuclear distances, reach a maximum and decrease to zero. Finally, Ar11 , 
ò.b11 xA) and il.D1.: (2) display a negative minimum at small distances, increase to a 
positive maximum and then decrease monotonically to zero. The only references in 
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Figure 5.2: lut<·rnctiou-iu<lnn'<I dipol<· wo1w·ut1"> Aµ{l{) of tlH· 11<·-.'\<·. lk-.\r au<l ~< .... \r wbwd <liw<·rl'> al'> a 
fnuctiou of tll<' iut<·ratowic <lil'otalH·<· H. au<I th<· aualyti('al fnuniou:-. fitte<! to tbem (see text). Tbe B3LYP and 
('('SD("f) n•:-.nlt:-. of ~laronlil'o awl lla:-.koponlol'> for th<' ~<'-.\r diuwr {;-.<'(· H<·f. { 11)) ar<· abo :-.howu. 
the literature to ab in.il.io studies of the interaction induced electric properties of the 
mixed rare gas dimers, in particular interaction induced (hyper )polarizabilities, are, 
to our knowledge, due to the work of Maroulis and co-workers. ( 10; 11) Maroulis 
first, {10) and then Maroulis and Haskopoulos (11) considered, among other com-
plexes, the Ne~, Ne-Ar, Ne-HF and Ne-FH mixed dimers using different methods 
and basis sets. Some of the limitations of their analysis were discussed already in 
Ref. (4) with reference to the neon dimer. 
In Ref. (11) these authors presented results for the induced dipole moment and 
induced static polarizability of Ne-Ar obtained at the SCF and CCSD(T) level 
using a [7s5p4dlf /8s6p5d3f] basis set and at the SCF and B3LYP level using a 
[7s5p5d3f /8s6p5d4f] basis set. Re.sults for the static first hyperpolarizabilities were 
obtained in the first basis set at the SCF, MP2, CCSD and CCSD{T) level, and at 
the SCF, MP2 and B3L YP level using the second one. The authors concluded that 
even DFT might be used to obtain reasonable e.stimates of the properties. The re-
sults of Ref. {11) are in all cases lower than the values obtained in the present study 
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R Aa.,., Ma.,,(-4) Aa.,.; M.m(-4) APn A(fl11 xA) AftK(2) 
He-Ne 
3.50 -0.114004 -0.310725 0.1~ 0.177588 -0.290358 -1.793806 -3.309275 
4.00 -0.062055 -0.207398 0.170032 0.119511 -0.336436 -1.539265 -2.893940 
6.00 -0.000933 -0.009916 0.094055 0.184205 -0.053439 -0.256830 -0.508291 
8.00 0.000342 0.000982 0.041963 0.092148 -0.001252 -0.012154 -0.025088 
10.00 0.000099 0.000380 0.021441 0.047379 0.000609 0.001242 0.000319 
12.00 0.000036 0.000137 0.012389 0.007332 0.000236 0.000688 0.001330 
14.00 0.000015 o.~8 0.007794 0.017177 0.000075 0.000261 0.000499 
16.00 0.000006 0.000023 0.00>216 0.011486 0.000018 0.000077 0.000140 
18.00 0.000002 0.000009 0.003661 0.008057 0.000001 0.000005 0.000003 
He-Ar 
4.00 -0.267978 -1.396301 0.431255 -0.534027 -10.629428 -53.848584 -107.690614 
6.00 -0.027720 -0.310994 0.320743 0.544090 -2.433407 -15.914910 -32.119283 
8.00 0.001202 -0.008890 0.173049 0.578294 -0.185590 -1.803854 -3.671196 
10.00 0.000792 0.004649 0.090189 0.328155 0.003224 -0.046882 -0.099350 
12.00 0.000267 0.001894 0.051992 0.189838 0.004064 0.025623 0.050445 
14.00 0.000103 0.000738 0.032661 0.118946 0.001300 0.010487 0.020643 
16.00 0.000046 0.000326 O.<nl.853 0.079468 0.000636 0.004037 0.007960 
18.00 0.000023 0.000159 0.015337 0.055715 0.000294 0.001737 0.003442 
20.00 0.000012 0.000080 0.011175 0.040571 0.000141 0.000721 0.001436 
Ne-Ar 
4.50 -0.270470 -1.297338 0.767300 0.793946 -10.517364 -46,868623 -93.542757 
6.00 -0.040368 -0.390170 0.630449 1.469468 -3.117411 -18.039893 -36.197817 
8.00 0.003469 0.001220 0.333570 1.138284 -0.228740 -2.031888 -4.114677 
10.00 0.001696 0.010796 0.172911 0.624559 0.010308 0.007379 0.008883 
12.00 0.000593 0.004128 0.099688 0.369603 0.006279 0.049163 0.097061 
14.00 0.000239 0.001&0 0.062526 0.225042 0.001886 0.017845 0.035355 
16.00 0.000100 0.000681 0.041809 0.150194 0.000907 0.007045 0.014004 
18.00 0.000047 0.000316 0.029332 0.105259 0.000668 0.003312 0.006640 
20.00 0.000004 0.000159 0.021370 0.076638 0.000289 0.001497 0.003011 
Table 5.6: ('('SD /<i-a 11~-<T- p \ · Q Z-:1:1:.? 11 iutc•raetiou- iw l n<'<•<i poiariza biiì ti«:-. A.a:.,,., 11ud ò.a:,,,,;. aud first hyper-
poiarizahiiit.\· ò..811· .\L-.o. Cand1.\· mouwut:-. ò.S,,,., (--!) aud ò.S,,,, 1(--!). aud first ò.(.811 XA). ò.,81~ (2} b_qwrpoinriz-
ability <li:-.rwr:-.iou ('oefficient:-.. _\il qnautitk:-. an• gi\·<·u iu atou1k nuit:-.. 
R A111 AbuxA) 
He-Ne 
3.50 -10.9609 -29.4168 
5.00 -4.9080 -19.8200 
8.00 0.0406 -0.1446 
10.00 0.0420 0.1385 
12.00 0.0173 0.0630 
14.00 0.0076 0.0269 
16.00 0.0031 0.0109 
18.00 0.0011 0.0041 
He-Ar 
4.00 -61.8779 -381.8507 
6.00 -38.8821 -331.2336 
8.00 -4.1478 -52.5003 
10.00 0.2396 -1.3608 
12.00 0.2338 1.5379 
14.00 0.1001 o. 7654 
16.00 0.°'56 0.3412 
18.00 0.0011 0.1579 
20.00 0.0097 0.0740 
Ne-Ar 
4.50 -50.4116 -197.3860 
6.00 -40.8273 -309.0031 
8.00 -3.4017 -47.1737 
10.00 1.0096 3.5381 
12.00 0.5610 3.7331 
14.00 0.2376 1.6739 
16.00 0.0099 O. 7180 
18.00 0.0440 0.3218 
20.00 0.0000 0.1491 
ADx(2) 
-57.0304 
-40.7094 
-0.3354 
0.2660 
0.1207 
0.0517 
0.0013 
0.0060 
-708.1409 
-667.6760 
-107.79'21 
-3.2466 
2.9104 
1.4470 
0.6393 
0.2967 
0.1422 
-366.0000 
-623.4293 
-98.0709 
6.1216 
7.1047 
3.1622 
1.3470 
0.6077 
0.2878 
Table 5. 7: CCSD/d-atl~-cc-p\"QZ-Ti211 iut(·ra('tiou-iudnn'<l :-.c•niu<l Ò.')'IJ l.t.ql<'rpolarizahilit'.I· nH<I :-"<·111111 
ò.(111 xA.). AD i~ (2) h.qwrpo!ari.zability <li:-.1H·r:-.iou n1efficient:-.. _\11 qnautitic•:-. an· gh·c·u iu atomk nuiti-o. 
116 
~ o 
-~ 
-5 ;s'. 
~ ~ -IO 
-
trl.-
<I 
....; -15 
; 
~ 
- -20 
;s'. 
~ 
~ -25 
ca:-
<I -30 
5.4 Results and Discussion 
V -ff&.Ne 
X -------- .fl&Ar 
o ······Ne-Ar 
o Ne-Ar. CCSD. basis A. Ref. 12 
o 
-2 
* Ne-Ar,CCSD(T).basisA.Ref.12 -10 
& Ne-Ar. B3L YP, basis B. Ref. 12 
-------------------------------------12 4 6 8 10 12 14 16 18 
R/bohr 
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lllÌx<'d dilll<·rs a:- a fnuctiou of thc· iutPrntolllk dbtaun· H. nud tlw aual.nkal fmKtiou:- fittecl to them (see text). 
Tll<' J.nLYP. f'f'SD aud Cf'SDCI") r<·:-nlt:- uf ~laronli:- nu<l llaskoponlo:- for th<· ~<~_\r <liul<'r (s<-<· Hc·f. (11)) ar<' abo 
shown. 
for Il.µ and tl.a11 n (by ~10-15% in the worst case), with differences that become 
larger as the interatomic distance decreases (see 5.2 and 3). For fl.a1111i their results 
are always larger than ours, still with differences increasing at shorter interatomic 
distances, see 5.5. Note, however, that only four decimal digits for fl.µ and two for 
fl.aa11i are given in the Tables of Ref. (11). 
Since Maroulis and Haskopoulos' are CCSD(T) results whereas ours are obtained 
exploiting a CCSD approach, the existing discrepancies might be due to a deficiency 
of the correlation treatment at the CCSD level. On the other hand, the accuracy 
we achieved in our previous determinations of these properties for the homonuclear 
complexes {2; 3; 4; 5) would lead us to believe that the differences are mainly due 
to the diff erent basis sets used here and in Ref. ( 11). 
For the interaction polarizabilities Maroulis and Haskopoulos reproduce the qual-
itative behavior of the property curve obtained here. However, the distance depen-
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dence of A,811 as de.scribed by the CCSD or CCSD(T) re.sults in Ref. (11) is not 
entirely in qualitative agreement with the present results (see 5_;3, in particular 
around 7 au. This gives further indication of the limitedness of the ba.sis set used in 
Ref. (11) for evaluating these properties. A,,811 is also apparently the case where, in 
our opinion, the B3LYP approach can achieve only a limited accuracy, see 5.~1. In 
the region between 7 and 10 bohr the values oscillate, change in sign, and deviate 
remarkably from our fit. It is of interest to compare the behavior of the properties 
of heteronuclear dimers (both static part and frequency dispersion coefficients) with 
those of the homonuclear van der Waals complexes, see Ref. (2; 3; 4; 5). For the 
Ne-Ar complex the properties of the mixture ~urne in general value.s intermedi-
ate between those of the Ar and the Ne ga.ses. For ~'ì'll the dispersion coefficients 
are lower than those of the pure gases at small internuclear distances, but they get 
larger at long internuclear distances. For ~81111 ;(-4) the mixed dimer has always 
a higher value than that of the homonuclear complexes. In the case of the He-Ne 
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U:{LYP aucl CC8Drr) n·:-;nlt:-. of .\l11ronli:-. awl lln:-.koponlo:-. for th<· .\< ..... \t tlilll«r (:-.<'<' H«f. ( 11)) ar<· abo :-;howu. 
complex both for aalll'f" and a,,11 and for their dispersion coefficients the properties 
of the mixed dimer lay in between those of the homonuclear dimers, whereas in the 
case of aa",,; they are lower than those of either He or Ne. For the polarizability, 
the behavior of the mixed dimers is markedly determined by those of Ne. In the 
He-Ar complex the trends are more variable and it is difficult to recognize a general 
behavior, although it is fair to say that the greater influence on the properties of 
the mixture comes in general from the argon atom. 
5.5 Summary and Conclusions 
The interaction induced potential, electric dipole moment, polarizabilitiy and first 
and second hyperpolarizability of the He-Ne, He-Ar and Ne-Ar van der Waals com-
plexes have been evaluated, as a part of an ingoing project involving the study 
of the effect of two body interactions on the properties of rare gases. Within this 
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framework we have determined in recent times interaction induced electric dipole po-
larizabilities and second hyperpolarizabilities of helium, neon and argon, (2; :3; 4; 5) 
interaction induced magnetizability and mixed electric/magnetic hypermagnetizabil-
ity, (:39) chemical shielding ( 40) quadrupole moment and higher mixed electric dipole 
/ electric quadrupole / magnetic dipole hyperpolarizabilities ( 41) of helium. These 
quantities have been employed, among other, to analyze the density dependence of 
the Kerr birefringence of helium, neon and argon, ( 2; 4; 42) of the Cotton-Mouton 
{magnetic induction field induced) {~3D) and Buckingham ( electric field gradient in-
duced) ( 41) birefringences and of the chemical shielding ( 40) of helium. 
For the calculation of the potential we employ the aug-cc-pV6Z-33211 basis set 
and the Coupled Cluster Singles and Doubles (CCSD) model corrected for the triple 
excitations - CCSD(T). For the electric properties the d-aug-cc-pVQZ-33211 basis 
set and CCSD response theory were employed. The rovibrational spectra and gas 
second virial coefficients were computed, in order to check the quality of the poten-
tial curve. The rovibrational spectra slightly improve over the previously available 
theoretical results, giving excellent agreement for properties like the vibrational and 
rotational energy differences and for the equilibrium distances, but still probably 
underestimating the dissociation energies. For the virial coefficients the agreement 
with the available experimental data can be considered fair ly accurate, even at tem-
peratures as low as 80 K. 
The results for the interaction-induced electric dipole moments and static (hy-
per )polarizabilities show the usual behavior in terms of the dependence on the in-
ternuclear distance. Also, the frequency dependence of the properties is in the order 
of magnitude expected on the basis of our previous results for the homonuclear 
dimers. (2; :J; ''1; 5) 
The data discussed above are used in an ongoing work to determine the virial co-
efficients of various optical phenomena associated with the electrical properties. ( 14) 
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Chapter 6 
Accurate geometries from ab initio 
calculations. Systems containing 
second-row atoms 
6.1 Abstract 
1 The performance of the standard hierarchies of ab initio models HF, MP2, CCSD 
and CCSD(T) and of the correlation consistent basis sets when calculating equilib-
rium geometries on a statistical sample of 31 molecules containing second-row ele-
ments is analyzed and the intrinsic errors of the various models are established. The 
importance of core correlation is assessed via calculations both within the frozen-core 
approximation and with all electrons correlated. 
1S. Coriaui. D ... Hard1<'sau. C. Hiit.t.ig. P. Jl{jrgensen, T. Helgaker, J. Gauss. Manuscipt. 
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6.2 Introduction 
Geometry optimizations are one of the most common tasks in computational chem-
istry, and accurate geometries are of fundamental importance to obtain accurate 
molecular properties. 
Equilibrium geometries are usually determined rather well using wave func-
tion electronic structure models. The accuracy in the structures determined from 
quantum-mechanical calculations has improved significantly over the last decade, 
and electronic structure calculations are nowadays considered as a valid alternative 
to experimental determinations. 
Over the last two decades hierarchies of basis sets (o ne-electron space) and wave 
function models (N-electron space) have been introduced that lead to an accuracy 
in the computation of equilibrium structures that systematically improves at "each 
step", i.e. when the description of the one- and N-electron spaces are improved 
within the hierarchy. 
For molecules containing elements belonging to the first row the errors on the 
determination of the equilibrium structures employing the standard series of meth-
ods Hartree-Fock (HF), second-order Mf.?Sller-Ple~et (MP2), coupled cluster singles 
and doubles (CCSD) and CCSD plus perturbative triple corrections (CCSD(T)) 
are nowadays well established, also thanks to a series of statistica! studies carried 
out on various samples of ( closed shell) molecules of small and medium size - and 
for which experimental data are reasonably well known - appeared during the last 
decade (1; 2; a). They ha ve shown that the average ( absolute) error on bond lengths 
for the above mentioned methods is about 2.6 (8.5), 0.5 (1.7), 0.7 (2.5) and 0.1 (0.6) 
pm for HF, MP2, CCSD and CCSD(T), respectively (1; 2; 3). 
In this work we extend the investigation to systems containing second row atoms, 
for which the errors are less well established, probably also due to the more demand-
ing computational task represented by such systems, and, until just a few years ago, 
the less developed hierarchical families of basis sets which would allow this type of 
investigation. The only work in this direction we are aware of is Puzzarini's study 
on the XBS and XCP series (X = H, F, Cl). (4) 
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6.3 The sample 
Taking advantage of recent developments within the DALTO~ (5) and AcesII (6; 
7) computer codes of methodologies that allow a more efficient computation of 
molecular gradients at the CCSD (T) level ( and in particular in DALTO~ the integral-
density direct implementation described in Ref. (8)) - and which have significantly 
enlarged the range of applicability of such method - - and of the development 
within the "correlation consistent" hierarchies of basis sets (9; 10; 11; 12; 13; 14) 
of core-valence sets, as well as improved valence sets, for atoms of the second and 
third row (15; 16), we analyze here the performance of the standard hierachies of 
ab initio models HF, MP2, CCSD and CCSD(T) and of the above mentioned sets 
in the determination of the equilibrium structure parameters of various systems all 
containing at least one second row atom. 
The importance of core correlation has been established via both calculations 
with valence-only basis sets in the frozen-core approximation and calculations in 
core-valence basis sets with only the ls orbita! on the second row atom(s) frozen (to 
which we will refer as "all electrons" calculations and indicate as "fls" ) . 
6.3 The sample 
We have considered a statistical sample of 31 molecules, leading to a total of 41 
bond lengths (including both single, double and triple bonds) and 13 bond angles. 
The chosen sample of molecules and bond lengths, ordered in increasing bond 
length, is given in Table n.1, together with the most recent and accurate experimental 
data available to us. The corresponding data for the bond angles are listed in 
Table 6.2. 
6.4 The statistica! measures 
The results obtained have been rationalized considering the following statistical 
quantities: 
• deviation A· == R:111t- - R'.··ri' 
) I I I ) 
d • t• A _ l """ A • mean evia 10n, u - -;; L-i=I .u.;, 
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Bond la.bel Molecule Bond Calculat.ed Experiment Reference 
1 Cl OH Ro11 96.3125 96.35(25) (rn) 
2 HCP &·11 107.0748 107.02(10) (2(!) 
3 H::CS &·u 108.5374 109.3 
4 CINO Rs.o 113.5837 113.357(25) (LI) 
5 ocs &·c1 115.6183 115.617(14) (22) 
6 HBS R11n 116.9857 116.98{4) (23) 
7 HCl R1w1 127.3669 127.455 (24) 
8 FBS Rrn 127.7466 127.62(2) (25) 
9 H::S R11s 133.5272 133.56 (26) 
10 PH:: R1·11 141.1539 141.16(6) (27) 
11 SO:: Rs<> 141. 7940 141.75(20) (28) 
12 SO:: Rso 143.1144 143.080(1) (29) 
143.078(3) (30) 
13 s:!o Rsc1 145.7{15) (31) 
14 SiH1 Rsi11 147.4221 148.1 
15 PN Rp_, 149.1431 149.0866 (24) 
16 Si O RsiC> 151.1653 150.9739 (24) 
17 HSiCl 151.469 151.40 (32) 
18 SiH . .! Rsitt 151.2962 152.5(6) (33) 
19 es &·s 153.6852 153.4941 (24) 
20 HCP R.·p 154.0530 153.99{2) (20) 
21 es:.! &·s 155.3302 155.259 (34) 
22 ocs &·s 156.2500 156.140(14) (22) 
23 HBS R1:s 159.9445 159.78(1) (23) 
24 cms Rns 160.615 160.49{1) (35) 
25 FBS R1:s 160.9913 160.91(2) (25) 
26 H::CS &-s 160.9677 161.1 (2-1) 
27 CIF &'Il" 162.8637 162.8313 (2·1) 
28 cms R.rn 168.205 168.06(1) (35) 
29 CIOH &m 169.0152 169.08 (19) 
30 Cl::O &·1c> 169.6384 169.59{1) (36) 
31 CCI:: &·1<· 171.2504 171.13(10) (3ì) 
32 BCI Rm·1 171.6578 171.59 (24) 
33 BCb R1:<·1 173.6050 174.0{4) (38) 
34 S::O Rss 188.7(12) (31) 
35 p:.! .Rpp 189.5158 189.34 (24) 
36 SiS Rs;s 193.1867 192.9321 (24) 
37 CINO &·1., 196.5775 197.453(25) (21) 
38 Cl:.! &·1<'1 199.1397 198.79 {24) 
39 Cl::S R.·1s 201.4176 201.28(11) (3n) 
40 Cl::Si &'!Si 206.7952 206.5310(26) (40) 
41 HSiCl &'!Si 207.122 207.24 (:32) 
Table 6.1: CCSD(T)/cc-pCVQZ/fls and experimental equilibrium bond lengths 
for the chosen sample of molecules. Bonds are ordered according to increasing 
experimental length. Picometers. 
• standard deviation fl. ... tr1 = J11 ~1 I:;~1 (fl.; - fl.)2, 
• absolute deviation l:ir,,, ... = ~ I:;~1 I fl.; I, 
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Label Molecule Angle Calculated Experiment Reference 
1 SiH2 (}I/8ill 92.203 91.8(10) (33) 
2 H2S 011::;11 92.290 92.11 (26) 
3 PH:i 011p/I 93.482 93.33(2) (27) 
4 HSiCl (}II8iCI 95.303 94.66 (32) 
5 ChSi Oc1,.;;;c1 101.529 101.3240(16) {40) 
6 HOCI Oc1011 102.770 102.45{ 42) (19) 
7 Cl2S Oc1sc1 102.706 102.71(09) {39) 
8 CCb Oc1cc1 109.279 109.22(10) (37) 
9 Cl20 Oc1oc1 110.982 110.88(1) {36) 
10 CINO Oc1No 113.339 113.320{13) {21) 
11 H2CS (} IJ('JI 116.294 116.9 
12 820 0880 118.01(43) (31) 
13 802 Oo,.;;o 119.485 119.329(2) (29) 
Table 6.2: CCSD(T)/cc-pCVQZ and experimental bond angles for the chosen sample 
of molecules, ordered according to increasing experimental values. Degrees. 
• max absolute deviation Li,,,,",. = maxi I Li; I, 
as well as the normal distribution function 
1 (Li - Li)~ 
p(Li) = ~. exp ( - 2. Li ... trt ) {6.1) 
where Li is related to the deviation from the experimental value. Even though we 
cannot claim that the deviations really follow a normal distribution, it is useful to 
represent the data via such a function, to obtain an immediate visualization of the 
behaviour of the various methods both in terms of monoelectronic basis and wave 
function approximation, as the width (peakness) of the distribution is related to 
the standard deviation, the position of the peak with respect to the ordinate axis is 
indicative of systematic errors. 
6.5 Computational details 
The calculations were performed with a development version of DALTO>J (5), con-
taining the gradient implementation of Ref. (8), and in part with AcesII (6; 7). 
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Molecule Bond cc-pCVQZ Experiment cc-pwCVQZ 
HCP Rrn 107.0748 107.02(10) ( 20) 107.07'1 
HBS Ruu 116.9857 116.98(4) (2~~) 116.97'' 
HCl R11c1 127.3669 127.455 (24) 127.3421 
FBS Rrn 127.7466 127.62(2) (25) 127.70'' 
PN RP:\ 149.1431 149.0866 (2:!) 149.0271 
Si O Rsi<> 151.1653 150.9739 (24) 150.9617 
es Rcs 153.6852 153.4941 (24) 153.6083 
HCP &_·p 154.0530 153.99(2) (20) 153.97" 
HBS Rus 159.9445 159.78(1) (23) 159.88" 
ClBS Rus 160.615 160.49(1) (~15) 160.54'' 
FBS Rus 160.9913 160.91(2) (25) 160.92'' 
ClF &·1r 162.8637 162.8313 (24) 162.8194 
ClBS &·m 168.205 168.06(1) (:35) 168.16'' 
BCl Ruc·1 171.6578 171.59 (24) 171.5827 
p:! .Rpp 189.5158 189.34 (24) 189.4113 
SiS Rsìs 193.1867 192.9321 (24) 193.0563 
Cl:! Rc·1c·1 199.1397 198.79 (24) 199.0584 
Table 6.3: Comparison of CCSD(T)/cc-pCVQZ/fls, CCSD(T)/cc-pwCVQZ/fls and 
experimental equilibrium bond lengths for some of bond lengths in the chosen sample 
of molecules. Picometers. 
The chosen basis sets are the the correlation consistent polarized valence sets cc-
p VXZ (9; 10), and the polarized core-valence sets cc-pCVXZ and cc-pwCVXZ (15; 
17) - with X=D,T,Q. 
The frozen-core approximation was used in the calculations carried out with 
the valence correlation-consistent sets. When using the core-valence sets, on the 
other hand, only the ls electrons on the second row atoms were kept frozen, as 
recommended in Ref. (15; 17) 
6.6 Discussion 
Tables 6.4 and 6.5 collect the results for the mean deviation, mean absolute de-
viation, standard deviation and max ahsolute deviation for the bond lengths and 
angles, respectively. The results obtained are in line with what previously observed 
for systems containg first row atoms only. Generally bond lenths shorten when 
132 
6.6 Discussion 
cc-pVxZ cc-pCVxZ 
D T Q D T Q 
HF X 0.045 -1.416 -1.782 -0.119 -1.824 -2.052 
b._,,, 1.618 1.690 1.740 1.604 1.786 1.818 
A .. 1 •.• 1.165 1.740 1.978 1.198 2.017 2.169 
X,,,".r 4.053 4.845 5.223 3.839 5.685 5.962 
MP2 X 3.024 1.045 0.478 2.702 0.267 -0.258 
b.,,,, 1.982 1.214 1.077 1.878 1.013 0.999 
A",, .... 3.024 1.153 0.778 2.702 0.714 0.795 
X,,,,,.r 8.913 4.571 4.272 8.484 3.723 3.447 
ccso X 2.626 0.496 -0.161 2.246 -0.261 -0.868 
b.,,,, 1.434 0.842 0.745 1.240 0.731 0.776 
X .. 1 •.• 2.626 0.731 0.472 2.246 0.472 0.868 
X,,,d_,. 5.720 2.871 3.704 4.960 3.882 4.679 
CCSD(T) X 3.443 1.309 0.652 3.109 0.556 -0.036 
A_,,,, 1.832 0.859 0.502 1.658 0.533 0.326 
X~,,j_ .. 3.443 1.352 0.728 3.109 0.667 0.192 
X,,,,,_r 6.683 2.990 1.511 6.179 1.663 1.204 
Table 6.4: Statistical measures of errors in calculated bond lengths. Picometers. 
increa.sing the cardinal number and lengthen when improving the quality of the N-
space representation (sin ce we increase " delocalization" ) . The final accuracy thus 
relies on an effect of cancellation of error between the two opposite directed trends. 
The CCSD(T) model in conjuction with ba.sis sets of (at least) QZ quality confirms 
its high accuracy (partly arising from error cancellation): the mean absolute errors 
on the bond lengths are 3.1 pm, 0.7 pm, 0.2 pm for the cc-pCVDZ, cc-pCVTZ and 
cc-pCVQZ sets, re.spectively, with max absolute errors of 6.2, 1.7, 1.2 pm. Turning 
our attention to the normal distribution functions for the four wave function models 
in the cc-pXVZ ba.sis sets and cc-pCVXZ, see Figures 1 to 6, we observe that, a.s 
for first row atom systems, the HF method is characterized by flat distributions 
off center, which do not improve improve when improving the quality of the ba.sis 
set. Both MP2 and CCSD perform poorily for X=D, but improve progrffiSively for 
X=T and X=Q. CCSD would appear to be slightly more robust than MP2, with 
distributions slightly more centered and peaked, at least at valence level. 
The CCSD(T) level shows a satisfactory behaviour, with distributions progres-
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co-pVxZ cc-pCVxZ 
D T Q D T Q 
HF X 0.417 0.766 0.907 0.482 0.925 1.015 
11_,,,, 1.365 1.407 1.440 1.332 1.345 1.402 
X .. 1 •. - 1.239 1.274 1.309 1.219 1.226 1.283 
X''"'·r 2.246 3.085 3.453 2.305 3.085 3.598 
MP2 X -0.182 -0.065 -0.013 -0.142 0.071 0.083 
11~1.i 0.697 0.392 0.331 0.667 0.387 0.346 
X.,,, __ 0.541 0.314 0.245 0.499 0.330 0.297 
X"'"·r- 1.724 0.630 0.666 1.680 0.744 0.589 
CCSD X -0.279 0.036 0.123 -0.220 0.196 0.250 
A .. 1,1 0.730 0.508 0.496 0.688 0.441 0.480 
X.,,, __ 0.610 0.429 0.434 0.581 0.383 0.432 
X,Jltl.r 1.288 0.810 0.816 1.313 0.943 1.111 
CCSD(T) X -0.326 -0.059 0.001 -0.271 0.093 0.125 
11.,1.1 0.789 0.460 0.337 0.750 0.381 0.296 
A,,"-, 0.585 0.358 0.253 0.544 0.271 0.232 
A,,,.,_r 1.880 0.730 0.607 1.806 0.788 0.643 
Table 6.5: Statistica! measures of errors in calculated bond angles. Degrees. 
sively narrower and more centered when improving upon basis set quality, and in 
particular when core correlation is taken into account (in the core-valence sets). The 
intrinsic absolute error at the cc-pCVQZ level is found to be 0.2 pm for bond lengths 
and 0.2 degrees for bond angles. 
6. 7 Conclusions 
A systematic and detailed investigation of the intrinsic accuracy of the standard 
hierachies HF, MP2, CCSD and CCSD(T) and correlation consistent sets (up to 
X=Q) and of the magnitude of the core-correlation effect when determining bond 
lengths and angles fora number of small molecules containing second-row elements 
was carried out. For the cc-pCVQZ set the ìntrinsic mean absolute error at the 
CCSD(T) level was found to be of the order of 0.2 pm on the bond lengths and 
around 0.2 degrees on the bond angles, also in consequence of a certain degree of 
cancellation of errors. 
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6. 7 Conclusions 
Aiming at chemical accuracy on the bond lengths (O .1 pm) other aspects need 
to be considered like residua! basis set errors (one needs to go beyond X=Q or use 
extrapolation techniques) and the effect of full triples (1~) and of higher excita-
tions. For first row atoms for instance inclusion of quadruple excitations is known 
to lengthen the equilibrium geometries by 0.1-0.2 pm. Another aspect that needs to 
be considered is the use of so-called "empirica!" equilibrium geometries to calibrate 
the accuracy. It is evident that the error estimates assume that the experimentally 
derived equilibrium structures are correct. A more reliable calibration of the accu-
racy of the CCSD(T) method can be obtained improving at the same time on the 
quality of the experimental data. To this end it is planned to carry out a revision 
of experimental data via calculated ab initio rovibrational constants. 
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Figure 6.1: Normal distribution of deviation from experiment of the 
HF /MP2/CCSD/CCSD(T) cc-pVDZ canculated bond lengths. 
136 
Bond lengths. 
Normai distributions of 
deviations from experiment 
... 
o 
6.1 Conclusions 
- Hartree-Fock/cc-pVDZ 
- MP2/cc-pVTZ/fro2en-core 
- CCSD/cc-pVTZllro2en-core 
- CCSD(T)/cc-pVTZllrozen-core 
2 3 4 5 6 7 
pm 
Figure 6.2: Normal distribution of deviation from experiment of the 
HF/MP2/CCSD/CCSD(T) cc-pVTZ canculated bond lengths. 
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Figure 6.3: Normal distribution of deviation from experiment of the 
HF /MP2/CCSD/CCSD(T) cc-pVQZ canculated bond lengths. 
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Figure 6.4: Normal distribution of deviation from experiment of the 
HF/MP2/CCSD/CCSD(T) cc-pCVDZ canculated bond lengths. 
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Figure 6.5: Normal distribution of deviation from experiment of the 
HF /MP2/CCSD /CCSD(T) cc-pCVTZ canculated bond lengths. 
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Figure 6.6: Normai distribution of deviation from experiment of the 
HF /MP2/CCSD/CCSD(T) cc-pCVQZ canculated bond lengths. 
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