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Eurooppalaisen elinolotutkimuksen (ECHP) Suomen aineiston yhteydessa¨ havaittiin, etta¨ pa-
neelin ensimma¨isessa¨ aallossa syntynyt yksikko¨vastauskadon aiheuttama harha saattaa vaimentua
ajan kuluessa jopa olemattomiin tiettyjen tulomuuttujien osalta. Ta¨llaisella tutkimustuloksella
olisi huomattavat vaikutukset paneeliaineistosta tehta¨va¨a¨n estimointiin ja tutkimusja¨rjestelyihin.
Ka¨yta¨nno¨ssa¨ tutkimustuloksen vahvistaminen tarkoittaisi, etta¨ paneeliaineistoista tehta¨va¨ esti-
mointi tulisi ajan myo¨ta¨ harhattomammaksi. Ta¨llo¨in olisi kannattavampaa pyo¨ritta¨a¨ pitkia¨ pa-
neeleita lyhytkestoisten sijaan. Ta¨ssa¨ tyo¨ssa¨ yksikko¨vastauskadon aiheuttamaa harhaa tarkastel-
laan toisen paneelitutkimuksen avulla ja osoitetaan ettei harhan vaimeneminen ole niin yksinker-
taista kuin mihin aiemmat tutkimustulokset viittasivat.
Tyo¨ssa¨ ka¨sitella¨a¨n Eurooppalaisen elinolotutkimuksen seuraajaa EU-SILC -paneelitutkimusta (EU
Statistics of Income and Living Conditions) Suomen aineiston osalta. EU-SILC on rotatoiva
paneelitutkimus, jossa yksitta¨inen rotaatioryhma¨ osallistuu tutkimukseen nelja¨na¨ pera¨kka¨isena¨
vuonna. Tyo¨ssa¨ ka¨sitelta¨va¨ksi aineistoksi on valittu yksi rotaatioryhma¨, jonka rekisteritulotiedot
ovat vuosilta 2005–2008. Tyo¨ssa¨ tarkasteltavaksi tulotekija¨ksi on valittu kotitalouden koos-
tumuksen mukaan suhteutettu ka¨ytetta¨vissa¨ oleva tulo. Yksikko¨vastauskadon analysoimiseksi
aineisto jaetaan kolmeen vastausprofiililtaan erilaiseen ryhma¨a¨n. Ryhmien ja¨senten siirtymia¨
tuloviidennesten va¨lilla¨ tarkastellaan empiiristen jakaumien avulla ja lisa¨ksi siirtymia¨ mallinnetaan
Markov-ketjuilla.
Tyo¨ssa¨ havaitaan, etta¨ EU-SILC tutkimuksesta mukaan valitun rotaatioryhma¨n ensimma¨isessa¨
aallossa ilmenee vain hyvin pienta¨ yksikko¨vastauskadon aiheuttamaa harhaa. Ensimma¨isella¨ aal-
lolla viitataan ta¨ssa¨ vuoteen 2005. Ajan kuluessa tutkimukseen osallistuneiden jakautuminen alku-
pera¨isesta¨ otoksesta laskettuihin tuloviidenneksiin muuttuu yha¨ epa¨tasaisemmaksi, mika¨ johtuu
paneelin vastausaaltokohtaisesta yksikko¨vastauskadosta. Lisa¨ksi Markov-ketjuihin perustuvalla
mallinnuksella osoitetaan, etta¨ yksikko¨vastauskadon aiheuttama harha kasvaa myo¨s tarkastellun
nelja¨n vuoden ajanjakson ja¨lkeen. Tarkastellusta paneelista lasketut estimaatit muuttuvat siis ajan
myo¨ta¨ harhaisemmiksi, mika¨ kyseenalaistaa vahvasti harhan vaimenemisesta esitetyn hypoteesin.
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In the analyses performed for the Finnish subsample of European Community Household Panel
(ECHP) it was noticed that unit nonresponse bias at the beginning of the panel faded away within
time in the case of certain income variables. This kind of a research result would have substantial
effects on the estimation based on panel studies and on the research arrangements. In practice
the strengthening of the research result would mean that the estimates of panel studies would
become unbiased in time. In that case it would be more supporting to use long panels instead
of short-terms. The objective of this Thesis is to investigate the fade-away hypothesis with a
different dataset and to show that the existence of the fade-away effect is not so straightforward
as the results received earlier from the ECHP study pointed out.
In this Thesis the main attention is given to the successor of the Finnish ECHP namely the Finnish
subsample of EU Statistics of Income and Living Conditions (EU-SILC). EU-SILC is a panel study
with rotational sampling design with a rotation period of four years. In this Thesis one rotation
group whose register incomes come from the years 2005–2008 is selected for the analyses. The
main analysis variable of this Thesis is disposable household equivalised income which is the total
disposable household income adjusted by the household composition. To analyse the effects of
unit nonresponse the dataset is divided into three groups with a different response profile. The
transitions of the members of groups between income quintiles are examined with the help of
empirical distributions and furthermore, the transitions are modelled with Markov chains.
In this Thesis it is noticed that in the initial wave of the panel there is only a small amount of
unit nonresponse bias. Here the initial wave refers to the year 2005. Within time the income
distribution of the respondents into the quintiles computed from the actual sample becomes more
biased which is caused by the panel attrition. Furthermore, it is shown with the modelling based
on the Markov chains, that the unit nonresponse bias will increase after the four years analyse
period. So, the estimates that have been computed from the analysed panel become unbiased in
time which questions strongly the presented fade-away hypothesis.
Panel studies, Attrition, Unit nonresponse, Markov chain modelling
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1 Introduction
The purposis of this Thesis is to investigate unit nonresponse in the Finnish sub-
sample of EU Statistics of Income and Living Conditions (EU-SILC). EU-SILC is a
panel study with a four-year rotational sampling design. The common perception is
that estimation results of a panel study become more biased with increasing amount
of attrition. However, it has been shown that a nonresponse bias at the beginning
of the panel can fade away in subsequent panel waves without any correction. The
fade-away phenomenon occurred in the analyses of certain income variables, from
which the most interesting is disposable household income. (Rendtel et al. 2004 and
Gerks 2004).
The fade-away theory was suggested by analysing the Finnish subsample of Eu-
ropean Community Household Panel (ECHP). The displayed measures were income
quintiles, poverty rates, Gini-Coefficients and transitions between income quintiles.
(Rendtel et al. 2004, p. 5) Empirical and theoretical underpinning for the fade-away
result was achieved by using Markov chain modelling (Gerks 2004, p. 4).
One possible explanation for the fade-away theory assumes that a population has
a kind of a steady state mixture of recent changes in income. According to the
theory of Markov chains, if the chain in question has a steady state distribution, it
will return into its steady state from each marginal distribution. Unit nonresponse
at the beginning of a panel disturbs this steady state. During the panel new changes
in the distribution occur and it has been proposed that the income distribution of
the respondents returns to their steady state if there is no large amount of attrition.
(Ehling & Rendtel 2003, p. 15)
The objective of this Thesis is to investigate the fade-away hypothesis for a differ-
ent dataset and to show that the existence of the hypothesis is not so straightforward.
The dataset being analysed consists of information collected for one rotation group
of Finnish EU-SILC. The selected rotation group can be seen as a non-rotational
panel with duration of four years the initial wave being the first analyse year.
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The data were obtained from the registers of Statistics Finland. The dataset was
created by linking the household dwelling unit to the sampling unit and subsequently
adding the household income information of the dwelling unit. All analyses use
register information for respondents and nonrespondents alike.
The main attention is given to computation of the income quintiles and to the
empirical and theoretical modelling of transitions between computed quintiles. The
rotation group started in 2005 and continued to 2008 is selected for the analyses.
The research is performed for three different groups of sampling units:
1 All sampling units that were intended to participate the panel at the initial
wave i.e. in 2005 (FULL-sample).
2 All respondents of the initial wave (RESP-sample).
3 All observed panel members in subsequent waves (OBS-sample).
The effects of initial wave nonresponse is displayed by comparing the income distri-
bution of FULL-sample with the corresponding results from the RESP-sample. If
there is differences between the RESP-sample and the OBS-sample, it is a sign of
possible attrition bias.
The main analysis variable is disposable household income which is the total gross
household income minus current transfers paid. Disposable household income is com-
puted with and without OECD-modified equivalence scale. The modified equivalence
scale assigns a value of 1 to the first household member, of 0.5 to each additional adult
and of 0.3 to each child (Atkinson et al. 2002, p. 98). The total disposable household
income of a dwelling unit is divided by the sum of the scaling values after which
the quotient is assigned to each individual in the household. The OECD-modified
version of the disposable household income is referred as equivalised income. In the
previous analyses fade-away effect was seen in the distributions of both equivalised
and non-equivalised household income (Gerks 2004, pp. 20–23).
Structure of the Thesis
This Thesis begins with a literature view given in Chapters 2 and 3. Chapter 2
presents some background information about unit nonresponse in panel studies. Es-
timation in panel studies is discussed in Section 2.4. Theory about Markov chains is
presented in Chapter 3.
The overall framework for EU-SILC from the European point of view is presented
in Chapter 4. Beginning from the Section 4.4 the discussion is about the dataset
of this Thesis. The structure of the initial wave nonresponse and panel attrition
is analysed with well-known statistical tests and with some graphical presentations.
The objective is to recognize the missing value mechanisms in the data, that is, if
there are some auxiliary variables relating to the missing responses.
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The empirical analysis concerning the disposable household income is presented in
Chapter 5 beginning from the computation of the transitions probabilities between
income quintiles. The computation of transition probabilities is based on Markov
chain modelling. In addition to the theoretical modelling, Chapter 5 includes also
empirical results about the transitions. The conclusions about the empirical and
Markov chain analyses are presented in Chapter 6.
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2 Nonresponse in panel studies
2.1 Panel studies
Panel or longitudinal surveys are repeated measures studies whose measurements can
be ordered along a time line. In contrast to times series consisting of observations on
a single experimental unit, panel surveys consist of many time series measured on a
sample of experimental units. (Weiss 2005, pp. 3–4)
In this Thesis there are two panel surveys mentioned: the European Household
Community Panel and the EU Statistics of Income and Living Conditions. The
Finnish subsample of ECHP started in 1996 and included a total amount of six
waves over five years (Sisto 2003, p. 3). EU-SILC of Finland was launched in 2004
with a four year rotational sampling design (Wolff et al. 2010, p. 39). The crucial
difference between ECHP and EU-SILC is the sampling design of the panel.
Structure of EU-SILC panel is displayed in Table 1. The rotation groups at the
rows of the table represent the selected samples. The rotation period in Table 1 is
four years, that is, a sampling unit selected at measurement year t is interviewed four
times. In a rotational design, sample selection is based on a number of replications or
subsamples representative of the whole population. Subsamples or replication groups
are all similar in size and in design. (Wolff et al. 2010, p. 41)
Table 1. Rotation structure of EU-SILC
Measurement year
Rotation group 1 2 3 4 5 6 7 8 . . .
R1 X X X X
R2 X X X X
R3 X X X X
R4 X X X X
R5 X X X X
...
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This Section continues with the definitions of the most important concepts for this
Thesis. Theory discussed is mainly from the non-rotational panel point of view. It is,
however, not a problem because in principle the rotational panel only requires doing
the sampling and weighting procedures, for instance, to several samples instead of
doing them to only one sample. In a rotational panel the cross-sectional estimation
bases on data attained from more than one sample. In EU-SILC for example, the
cross-sectional estimates for income and living conditions are computed by using the
data attained from four different rotation groups at selected measurement year.
2.2 Initial wave nonresponse and panel attrition
Nonresponse is usually divided into two categories depending on the rate of the failure
to obtain measurements on sampled units. If a sampled unit refuses to cooperate
with the survey request entirely we get no survey information about the unit and
the failure is referred to unit nonresponse. However, it is still possible to attain some
background information about the unit from the official registers, for instance. The
opposite of unit nonresponse is a situation where a sampling unit cooperates partly
giving information about some of the measurements. This partial failure is referred
to item nonresponse. (Groves et al. 2009, p. 183)
In general, panel studies suffer from both unit and from item nonresponse. Unit
nonresponse is created when a sampling unit refuses to cooperate at some wave(s) of
a panel. If unit nonresponse is continuous after some wave of a panel, it is defined as
panel attrition. Usually, attrition covers only experimental units who do not re-enter
the survey after being nonrespondents at some wave(s). (Lynn 2009, p. 10)
The term initial wave nonresponse is used to refer to unit nonresponse occurring
at the first implementation year of a panel. It does not differ much about unit
nonresponse in a cross-sectional study. From the respondent point of view the only
difference is in the awareness of the subsequent waves of the panel: in a cross-
sectional study the interview is done only once and thus the respondent does not
need to prepare oneself for the subsequent interviews.
Still, not all missingness should be treated as nonresponse. There is a distinction
between wave unit nonrespondents and sampling units not belonging to the sampling
frame (over-coverage). Typical examples about over-coverage are panel members who
have died, moved permanently abroad or moved permanently into institutions. This
kind of sampling units should not be treated as nonrespondents also when later in
this Thesis we are discussing the methods for handling unit nonresponse (Kalton &
Brick 2000, s. 99).
In a panel study the response status of a sampling unit varies with the wave
of the panel. If the panel includes three waves, for instance, the total amount of
different response patterns is 23 = 8 (at every wave the experimental unit either
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responds or not responds). When response at selected wave is denoted by X and
nonresponse by O attrition covers only response patterns XOO and XXO. Obviously
total nonresponse is equivalent to the response pattern OOO and total response to
the response pattern XXX. All the remaining response patterns (XOX, OXX, OOX
and OXO) consist of neither attritors nor nonrespondents, who return to the panel
after missing one or two waves. (Kalton & Brick 2000, p. 99)
In practise, all the possible patterns are rarely present in a panel study. In EU-
SILC, which is a rotating panel consisting of four waves, units dropped out from the
survey due to earlier nonresponse are not tried to recruit again. This leads into a
simpler situation where response patterns beginning with O (e.g. OXXX) or having
O somewhere in the middle (e.g. XOXX) will not occur. (Verma & Betti 2010, p. 68)
2.3 Reasons for nonresponse
In this Thesis the focus is on initial wave nonresponse and in panel attrition which
are two special forms of unit nonresponse. According to Brick & Montaquila (2009,
p. 164) unit nonresponse may be classified into two broad categories: the first consists
of accessibility issues and the second of amenability issues. Groves et al. (2009,
p. 192) present three types of unit nonresponse having distinctive causes the first
being a deliver failure of the survey request, the second being a refusal to participate
and the third being inability to participate. In this Thesis we handle the issues
concerning inability under the section of cooperativeness of a respondent.
This Section begins by discussion about unit nonresponse caused by the accessibil-
ity of a respondent and by the cooperativeness of a respondent. These are discussed
from a cross-sectional study point of view because initial wave nonresponse is unit
nonresponse occurring only at the first wave of a panel. Nevertheless, the awareness
of the subsequent waves might cause slightly more refusals to participate in a panel
study than to participate in a cross-sectional one. After discussing factors affect-
ing unit nonresponse in the initial wave, particular reasons for panel attrition are
discussed in Subsection 2.3.3.
2.3.1 Accessibility of a respondent
Accessibility of a respondent is greatly affected by the selection of the data collection
method. The traditional trio of data collecting methods consists of mail surveys,
telephone interviews and face-to-face interviews. The rapid developments in com-
puter technology have however changed the traditional methods by enabling a new
computer assisted way of collecting data. At present telephone interview and the
face-to-face interview can be done with the help of a computer. (Groves et al. 2009,
p. 152)
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Because of technological development it is also possible to combine various data
collection methods in one survey referred to a mixed mode survey. Mixed mode
surveys are designed to maintain an acceptable level of data quality while at the
same time they possibly reduce costs for data collection (Bethlehem et al. 2011,
p. 105). It is also possible to increase the contract rate of a respondent by combining
multiple modes instead of conducting a ”single mode” survey (Groves et al. 2009,
p. 195).
The key concept in accessibility is whether the sampling units are contacted or
not. Especially in household surveys assisted by telephone, interviewers might have
to make multiple calls on a unit until a first contact is made. Usually, regardless of
multiple call attempts some sampling units remain uncontacted.
Sampling units remained uncontacted might be rarely at home or have some
technological barriers on their telephone complicating the contact procedure (Groves
et al. 2009, p. 193). In addition to survey interviews telephones are used to advertise
new gym devices, cleaning products, magazines and other goods. The increased
amount of advertisement has also complicated the contacting procedure: some people
have added their phone number into a Do-Not-Call -list, which should block totally
the sales attempts. Of course, survey research firms are not included in the list but
it has been suggested that respondents might be unaware of this exception and view
the survey request as an intrusion. This might lead into a slightly higher nonresponse
rates. (Dillman et al. 2002)
Usually the percentage of successful contacts declines with the amount of calls
needed for contacting. This applies to both telephone and face-to-face surveys (face-
to-face surveys may require first calling the respondent and appointing a meeting).
According to Groves et al. (2009, p. 193) about half of the sampled households are
reached in the first call. They claim that calling in the evening and on weekends
reduces the number of call attempts needed for a contact. At present in the era of
mobile phones, this situation might have changed because people rarely leave their
mobile phones home.
National differences in characteristics of the population and differences in field-
work resources may influence on the noncontact rates of international surveys. In
the second round of the European Social Survey (ESS), for instance, the fieldwork
results were quite different depending in the participated country and only six coun-
tries managed to keep the noncontact rate below the target of 3 %. Three of those
countries were Norway, Finland and Sweden where the amount of register information
available is quite large. (Bethlehem et al. 2011, p. 161)
So far we have discussed non-contacting mainly in the framework of telephone or
face-to-face surveys. Self-administered surveys made by mail, by e-mail or made in
the internet suffer less about the non-contacting problem. If the address or the e-mail
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address of a respondent is known, the survey questionnaire remains in the possession
of the respondent until she/he does something with it. Thus nonresponse problems
relating to mail and web surveys relate rather to amenability than accessibility issues.
2.3.2 Cooperativeness of a respondent
After receiving a request to participate a respondent has to consider whether she/he is
willing to cooperate with the interviewer or willing to answer a questionnaire received.
In the country like Finland respondents can trust their answers are concerned with
great confidentiality without creating any harm to the respondents. Thus, the first
issue affecting the cooperativeness is the degree of trust on the research institute.
(Groves et al. 2009, p. 196)
After earning the confidentiality status, the cooperation depends on the social
environment, on the person in question (for example the gender of a respondent) and
on the interviewer. Sometimes also the possible incentives offered to respondents
may increase the response rate. (Groves et al. 2009, p. 198) National differences
are again possible, for example, the refusal rates for the second round of ESS varied
between 11.1 % and 44.0 % (Bethlehem et al. 2011, p. 163).
Because it is not possible to affect the social environment or the person level the
most important reasons for refusal are at the interviewer and at the survey design
level. These two levels are also in the control of the researcher and are hence possible
to manipulate. (Groves et al. 2009, p. 198). At the survey design level data collection
method affects greatly the overall nonresponse rate, especially in household surveys.
From the response rate point of view the highest rates are in face-to-face surveys
while mail surveys generally have the lowest response rates. (Brick & Montaquila
2009, p. 165)
The interviewer level is usually discussed in context of item nonresponse because
in addition to nonresponse an interviewer can also create some bias to the answers.
A possible factor creating biased responses relates to observable interviewer traits.
It has been shown, for example, that female interviewers tend to collect more crit-
ical responses than male interviewers when questions asked concern gender-related
attitudes (Kane & Macaulay 1993, p. 22). It is possible that observable interviewer
traits can have an effect on the refusal of a respondent especially when discussing
about face-to-face interviews.
Another possible factor affecting the respondents at the interviewer level is the
interviewer experience. Usually experienced interviewers have better response rates
than their inexperienced colleges but the underlying causes for it are unclear. Maybe
the better response rates are a consequence of the ability to enlist cooperation and
interviewers having that kind of ability just stay on their work to become experienced
interviewers. (Groves et al. 2009, p. 294)
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Sometimes a contacted respondent cannot participate in the survey even if she/he
wanted to be a respondent. A respondent might not have common language with
the interviewer or has some physical health problems preventing to participate in
the survey. This is not a problem if we are estimating the political attitudes, for
example, but if we are estimating the well-being of the population it possibly leads
into biased estimation results. (Groves et al. 2009, p. 201)
2.3.3 Factors affecting panel attrition
Previous Subsections about unit nonresponse and reasons for it apply especially into
initial wave nonresponse because it is a unique event. Panel attrition, on the contrary,
depends on time and it does not tend to be random. Recognizing and understanding
factors giving rise to attrition is important because attrition can reduce the precision
of survey estimates and impact on the viability of continuing a panel. (Watson
& Woode 2009, pp. 157–159) The University of Michigan’s Panel Study of Income
Dynamics (PSID), for example, had lost about 50 percent of its original 1968 sample
by 1989 and the differences in baseline characteristics of attritors and actual panel
members were often statistically significant (Fitzgerald et al. 1998, p. 254).
During the lifetime of the panel respondents may move and they have to be located
at their new places. Issues influencing on the successful locating are implemented
tracking procedures, length of time between the survey waves and nature of contact
between waves (Watson & Woode 2009, p. 160). Here the survey interviewers have
an important role as extracting such information about the respondents that they
are easier to locate after possible moving (e.g. mobile numbers, email addresses and
contact details of relatives). Also, the change of face-to-face interviewer in the case
of long distance moves may create some panel attrition (Rendtel 2002, pp. 7–8).
After receiving the location information of the panel members they are tried to
recruit as respondents. At the initial wave there might be only a small amount of
information available about the panel members and hence the interviewer might have
to make multiple calls until a panel member is contacted first time. However, the
contacting procedure is likely to be easier at the subsequent waves because there is
some background information available about the panel members. With the back-
ground information it is possible for example to schedule the call attempts so that
contacting procedure is not so time-consuming any more. (Watson & Woode 2009,
p. 161)
Even if a panel member is contacted it does not mean that she/he is willing to
cooperate with the survey interviewer any more. In panel studies respondents may
lose their interest in the study or even begin to question its salience which sometimes
makes maintaining the respondent interest difficult. It is not surprising that one
factor being beneficial for continuous cooperation in face-to-face panel studies is
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interviewer continuity. In addition to the same interviewer response rates benefit
from unchanging the mode of the interview. Other factors reducing the cooperation
are cumulative response burden and busy schedules of a panel member. (Rendtel
2002, p. 7)
The cooperation of panel members depends also on respondent characteristics.
Factors affecting the response rates are e.g. gender, age, marital status and education
of a panel member. In Panel Study of Income Dynamics, for example, attritors tend
to have lower earnings, lower education levels and lower marriage propensities than
respondents. It was also discovered that unfavourable events along earnings, along
marital status and along geographic mobility induced more attrition into the panel
study. (Fitzgerald et al. 1998, pp. 295–296)
2.4 Missing value mechanisms
Until now the discussion has been about the possible causes for unit nonresponse
mainly concerning sampling and fieldwork procedures. One of the most interesting
questions is however about the possible underlying relationship between the miss-
ingness and the missing responses. An example concerns the level of disposable
household income: maybe the sampling units with very low income are reluctant to
answer questions about their standard of living. Hence the fact that a sampling unit
is missing from the study might tell us that their income is lower than the average in-
come. In this example, the missingness has a possible relation into the study variable
and hence the missingness is likely to be informative.
The following Subsections are about modelling the structure of the missing values.
In panel studies missingness should be modelled both in the initial wave and in the
subsequent waves. The classical theory of Little and Rubin (2002) is developed
from a cross-sectional study point of view but it can be exploited in the analyses of
attrition also. Another possibility is to use a more econometric approach developed
by Fitzgerald et al. (1998) which is discussed in Subsection 2.4.4.
2.4.1 Unit nonresponse patterns
At the initial wave of a panel unit nonresponse follows the pattern seen in Figure 1.
The survey dataset is here presented in rectangular or matrix form in which the rows
correspond to the sampling units and the columns correspond to the variables. The
X variables in Figure 1 are auxiliary variables or covariates observed for all sampling
units. The information for the X variables may be acquired from official register, for
instance.
There are also Y variables seen in Figure 1. They are the target or study variables
of the survey. We assume here, that values of these variables are either completely
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observed for all variables or missing for all variables. That is, we do not allow the
possibility of item nonresponse. Figure 1 is referred as univariate response pattern
according to Little and Rubin (2002, p. 5).
In a panel study sampling units drop out prior to the end of the study. This
phenomenon is referred as panel attrition and it is seen in Figure 2. The group of
study variables are here presented with capital Y t, where t refers to the selected time
point or a wave of the panel. This nonresponse pattern is called monotone missing
data pattern after Little and Rubin (2002, p. 5).
X1 X2 . . . Xp Y1 . . . Yk
1
.
.
.
n Missing
Figure 1. Unit nonresponse
Y 1 Y 2 . . . Y t
Figure 2. Panel attrition
2.4.2 The approach of Little and Rubin for initial wave nonresponse
We begin by defining the dataset Y = (yij) as (n× k) rectangular dataset without
missing values, where n is the number of sampling units and k is the number of
target variables (see Figure 1). The ith row is defined as yi = (yi1, . . . , yik) where
yij is the value of variable Yj for subject i. The pattern of missing data is defined
by missing value indicator matrix M = (mij), such that mij = 1 if yij is missing and
mij = 0 if yij is present. Note, that because we discuss the modelling of initial wave
nonresponse the formulae are fixed to time point t = 0.
The conditional distribution of M given Y defines the missing value mechanism.
The distribution is denoted by density function f(M|Y, pi), where pi stands for un-
known parameter(s). If missingness depends only on the unknown parameter pi, that
is, if
f(M|Y, pi) = f(M|pi) for all Y, pi, (2.1)
the missingness does not depend on the data values and the data are called missing
completely at random (MCAR). (Little & Rubin 2002, p. 12)
For another and a less restrictive missing value mechanism the dataset Y is parti-
tioned into observed and missing components like seen in Figure 1. Let Yobs denote
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the measurements actually obtained and Ymis the missing components. If missing-
ness depends only on the observed components of the dataset and is independent of
components that are missing, that is, if
f(M|Y, pi) = f(M|Yobs, pi) for all Ymis, pi, (2.2)
the missing value mechanisms is called missing at random (MAR). (Little & Rubin
2002, p. 12)
The third type of missing value mechanism is called not missing at random
(NMAR). It is quite clear that when discussing about NMAR-type mechanism the
conditional distribution of M has some kind of dependency on the dataset Y: if the
distribution of M depends on the missing component Ymis of dataset Y the data are
called not missing at random. (Little & Rubin 2002, p. 12)
Ignorable missing value mechanism
When we are dealing with likelihood based inference on the unknown population
parameter θ, the crucial distinction is between missing at random and not missing
at random mechanisms. To see this, let Y be the complete dataset without missing
values as before and partition this dataset into Y = (Yobs,Ymis) with Yobs and Ymis
like previously presented. The joint probability density function of Y and previously
presented missing value indicator matrix M is
f(Y,M|θ, ψ) = f(Y|θ)f(M|Y, ψ), (θ, ψ) ∈ Ωθ,ψ, (2.3)
where f(M|Y, ψ) is the conditional distribution of M given Y indexed by an un-
known parameter ψ and Ωθ,ψ is the parameter space of (θ, ψ). Note that the full
model treats missing value indicator matrix M as random variable. (Little & Rubin
2002, pp. 118–119)
The joint probability density function of the observed random variables (Yobs,M)
is obtained by integrating Ymis out of the joint density of equation (2.3). That is,
f(Yobs,M|θ, ψ) =
∫
f(Yobs,Ymis|θ)f(M|Yobs,Ymis, ψ)dYmis. (2.4)
Now, if we suppose the missing value mechanism is independent of the missing values
Ymis, the conditional joint density f(M|Yobs,Ymis, ψ) does not depend on Ymis and
equation (2.4) becomes
f(Yobs,M|θ, ψ) = f(M|Yobs, ψ)×
∫
f(Yobs,Ymis|θ)dYmis
= f(M|Yobs, ψ)f(Yobs|θ). (2.5)
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Missing value mechanism defined by the equation (2.5) is referred as missing at
random (Rubin 1967).
The log-likelihood function is now attained by taking logarithms in equation (2.5),
that is
l = log f(M|Yobs, ψ) + log f(Yobs|θ). (2.6)
The maximization of the log-likelihood function can be done by maximizing sep-
arately the two terms on the right-hand side of equation (2.6). Usually we are
interested in making inferences about Yobs. Because the first term in equation (2.6)
contains no information about the distribution of Yobs the inference can be based
purely on the last part of the equation mentioned. (Diggle et al. 2002, p. 283)
The preceding conclusions about the distribution of Yobs leads us to the definition
of ignorable missing value mechanism. According to Little & Rubin (2002, p. 119)
the missing value mechanism is ignorable for likelihood inference if:
1 The missing value mechanism is missing at random (MAR) and
2 distributions f(Yobs|θ) and f(M|Yobs, ψ) are separately parametrized i.e. the
parameters θ and ψ are distinct.
If there are parameters common to distributions f(Yobs|θ) and f(M|Yobs, ψ) in-
ference based on the equation (2.6) leads to a loss of efficiency (Diggle et al. 2002,
p. 284).
2.4.3 Drop-out mechanisms in the spirit of Little and Rubin
In the case of a panel study the attrition or drop-out process can be modelled with
a selection model. The modelling process begins by first defining the outcomes for
subject i as yi = (yi1, . . . , yik) at time step t and partitioning it to yobs,i and to ymis,i.
The vector yi may include some missing values for subject i. Further, let vector xi
denote the fixed covariates measured on the ith individual. Hence, the dataset can
be represented by (yi,xi) like in Figure 1. (Little 1995, p. 1112)
The pattern of missing data is defined the same way as in the case of initial
wave nonresponse. For subject i the drop-out or attrition vector is given by Mi =
(Mi1, . . . ,MiJ) at time step t, where J is the number of variables being considered
andMij is an indicator variable being 1 if variable j on individual i is missing and zero
otherwise. With the definitions given the complete data (yi,xi) can be formulated
by (yobs,i,ymis,i,Mi,xi). (Little 1995, p. 1112)
The parameter space is divided into two subsets θ and ψ like in the case of initial
wave nonresponse. Let ψ be the subset of parameters relating the drop-out vector
M to the covariates X and θ be the subset of parameters relating the outcome Y to
the covariates X. Note, that there might be some parameters common to θ and ψ.
(Carpenter et al. 2002, p. 1045)
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The joint distribution of the dataset at time step t is given by
f(Y,M|θ, ψ,X) = f(Yobs,Ymis,M|θ, ψ,X), (2.7)
because of the partition of the outcome Y. Like in the previous subsection we have to
integrate out the Ymis component from the equation (2.7) leading to the distribution
of (Yobs,M) given by
f(Yobs,M|θ, ψ,X) =
∫
f(Yobs,Ymis,M|θ, ψ,X)dYmis. (2.8)
Because of the independence between individuals the joint likelihood in equation
(2.8) is a product of the likelihoods for the individuals. The ith component of the
integrand is hence written as
f(yi,Mi|θ, ψ,xi) = f(yi|θ,xi)f(Mi|yi, ψ,xi), (2.9)
where yi = (yobs,i,ymis,i). The latter part on the right hand side of this equation
defines the drop-out mechanism. (Carpenter et al. 2002, p. 1046) Three different
drop-out mechanisms discussed are covariate-dependent drop-out, missing at random
drop-out and non-random drop-out.
Drop-out mechanism dependent only on the values of fixed covariates xi, that is,
f(Mi|yi, ψ,xi) = f(Mi|ψ,xi), (2.10)
is called covariate-dependent. If the conditioning on xi can be omitted, the drop-
out mechanism is called missing completely at random (after Little 1995). Missing
at random drop-out mechanism occurs if the latter part on the right hand side of
equation (2.9) is reduced to f(Mi|yobs,i, ψ,xi). Thus, the drop-out depends only on
the observed values of yi. (Little 1995, p. 1114)
The last option for the drop-out mechanism is the non-random drop-out. In
this situation f(Mi|yobs,i,ymis,i, ψ,xi) cannot be simplified and the drop-out mech-
anism depends on both the observed and missing values of yi. (Carpenter et al.
2002, p. 1048) In this situation the drop-out mechanism is nonignorable. Likelihood
inference based on data with non-random drop-out mechanism leads into biased es-
timation results. (Little 1995, p. 1115)
2.4.4 Missing on observables and on unobservables
The previous subsections discussed the missing value mechanisms using the typology
of Little and Rubin (2002). A more econometric approach is presented by Fitzgerald
et al. (1998). The starting point of this approach is a dependent variable Yt =
(Y1t, . . . , Ynt) at time point t. The dependent variable is observed if the missing
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value indicator matrix at time point t is zero. Note, that because there is only
one dependent variable also the missing value matrix is actually a vector, that is,
Mt = (M1t, . . . ,Mnt). (Rendtel 2002, p. 10)
Usually the nonresponse modelling includes analysis of the response behaviour and
analysis of the relationship between the study variable and independent variables.
Let X be a covariate set for the regression model of the study variable and for the
response behaviour. The well-known linear regression model for the study variable
is given by
Yt = β
′X + t,
where β is a vector containing the regression coefficients and t is a vector containing
the error terms. The model for unit-nonresponse is given by
Mt =
{
1 if M∗t > 0
0 else,
where M∗t = γ
′X + δt and γ ′ is the parameter vector. (Rendtel 2002, p. 10)
The typology of Fitzgerald et al. bases on the attrition function which is defined
as a distribution function f(Mt = 0|Yt,X,Z), where Z is a vector of auxiliary
variables observed for all units but distinct from X. If the attrition function can be
reduced, it is,
f(Mt = 0|Yt,X,Z) = f(Mt = 0|X,Z), (2.11)
we say that selection on observables occurs. If (2.11) fails to hold, selection on
unobservables is said to occur. (Fitzgerald et al. 1998, p. 257)
The formal definition with the attrition function might be a little bit complex. The
definitions come more familiar when they are restated within the case of regression
analysis presented in the beginning of this subsection. The equation of M∗t is modified
by
M∗t = γ
′
1X + γ
′
2V + δt,
where V is a vector containing variables explaining attrition but not the behaviour
of the dependent variable. In the context of this model, missing on unobservables
occurs if
t 6⊥ δt|X and t ⊥ V|X. (2.12)
Equation (2.12) implies there are unobserved variables affecting both the target vari-
able and the response behaviour. Furthermore, including V in the regression equa-
tion would result to a zero regression coefficient for V. The definition becomes more
familiar by defining V = Yt−1 which is observed before attrition in wave t. Eqation
(2.12) implies that change Yt−Yt−1 between the dependent variables has an impact
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on attrition, while the covariates absorb the whole impact of Yt−1 on Yt. (Rendtel
2002, pp. 10–11)
Missing on observable occurs when
t ⊥ δt|X and t 6⊥ V|X. (2.13)
This is the opposite case for the missing on unobservables. Here there are no unob-
served variables that have an effect on Yt or on Mt. In the context of V = Yt−1,
equation (2.13) implies that attrition must not depend on the unobserved change
Yt − Yt−1 of the dependent variables before the attrition occurs. (Rendtel 2002,
p. 11)
2.5 Estimation in panel studies
After the detailed discussion about unit nonresponse in panel studies attention is
given to estimation procedure. The time dimension of panel studies enables longitu-
dinal estimation of changes in addition to cross-sectional estimation. The empirical
example of this Thesis is about cross-sectional estimation and hence also the focus
of following theory is in the computation of cross-sectional estimates.
Even though the previous discussion was about missing data, estimation procedure
in general is discussed assuming that the data being analysed is complete. The effects
of unit nonresponse into the estimation procedure are discussed in Section 2.5 and
until then the assumption about complete data is valid.
2.5.1 Defining the study population
The aim of statistical inference is to estimate the unknown population parameters on
the grounds of a selected sample. Hence the first step in the estimation procedure is
to define the study population in question. In panel studies estimation of population
parameters can be done both from cross-sectional and from longitudinal point of
view. For example, in a hypothetical panel consisting of only measurements at times
t1 and t2 we are able to calculate at least three different kinds of estimates:
1 Longitudinal estimates using data from both waves;
2 Cross-sectional estimates using data only from t1;
3 Cross-sectional estimates using data only from t2.
In this example we end up having three different samples of respondents and three
different study populations. In the longitudinal analysis the sample data consists of
respondents from the population of elements that existed at both t1 and t2 defined
by Pt1∩Pt2 . In contrast, in the cross-sectional estimation the sample data consists of
respondents from the population Pt1 or from the population Pt2 . (Lynn 2009, p. 11)
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The definition of the fixed longitudinal population is sometimes complicated be-
cause of the dynamic nature of the populations. In the preceding example we defined
the longitudinal population to be the intersection of the cross-sectional populations
at each wave, i.e. Pt1 ∩ Pt2 ∩ . . . ∩ Ptm . A study population consisting of the inter-
sections includes neither births nor ’deaths’ during the lifetime of the panel. Here
’death’ refers to panel members who do not belong to the frame population any more
(death, permanent move into abroad etc.). (Smith et al. 2009, p. 24)
Instead of intersections we can define the longitudinal population also by union
of the cross-sectional populations at each wave, i.e. Pt1 ∪ Pt2 ∪ . . .∪ Ptm . The union
definition is a good approach for genuinely dynamic populations and it is used on
most household panel surveys. (Smith et al. 2009, p. 24)
In addition to the intersection and union approaches third possibility for defining
the longitudinal population is to choose the fixed population at the time the first
wave sample is selected. This leads into a static population in which new panel
members are not allowed to enter the panel but the old members are allowed to leave
the panel. This definition applies best to a panel consisting of measurements from
the same panel members on multiple occasions. (Smith et al. 2009, pp. 23–24)
In general both intersection and fixed population definitions for longitudinal pop-
ulation may bias the estimates of change. If there is a dependency between the study
variable and births (’deaths’), excluding them from the population results in biased
estimates. The intersection approach excludes both births and deaths, the fixed
population definition excludes births respectively and hence the estimation should
be done with great care. These two longitudinal population definitions are also eas-
ily mixed to the union definition of the longitudinal population. (Smith et al. 2009,
p. 24)
2.5.2 Sampling
Sampling for a panel study is done essentially the same way as sampling for a cross-
sectional study. In a non-rotating panel an initial sample s0 is drawn from the initial
population U0, where null in the power refers to selected time point t = 0. Sampled
units are then interviewed at predefined time points, for example once in a year.
Even though we ignore the possibility of any kind of nonresponse, the composition
of sample at subsequent waves is affected by the follow-up rules applied to the initial
sample. Rendtel and Harms (2009, p. 268) present four different types of rules
specifying which persons are interviewed in subsequent waves:
1 Follow only initial sample;
2 Follow only initial sample plus current cohabitors;
3 Follow initial population plus their offspring;
4 Follow n-degree cohabiters.
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The first three alternatives are quite obvious but the fourth requires some ex-
plaining. Here n-degree refers to a contagion model which defines the population. If
n = 1 all cohabiters of sampled persons are interviewed and followed in the case they
leave the household. With the selection of n = ∞, every person being interviewed
will be followed from wave to wave. (Rendtel & Harms 2009, p. 268)
Depending on the follow-up rule selected we end up having different population
concepts described in the previous Subsection 2.5.1. Following only initial sample
leaves the newborns outside the panel and hence the population is static, for instance.
It should be however noted that a sample at time point t is not a sample drawn from
U t but rather a result from the changing household composition over time among
the initial sample (Rendtel & Harms 2009, p. 268).
The type of the panel has also an effect on the sampling procedure. In this Thesis
the discussion is about a rotating panel in which predetermined proportions of sample
units are replaced at each fieldwork occasion. Thus the sampling procedure has to be
repeated several times during the lifetime of the panel. Because of the time dimension
it is important to plan the eventual sample size carefully in advance. Sample size
is affected by births, deaths and panel attrition and without adequate number of
observations estimates may be biased and have high variances at later waves. (Smith
et al. 2009, pp. 25–26)
Auxiliary information available from the population elements may be used both in
the sampling phase and in the estimation procedure. Usually auxiliary information
is available for all population elements, that is variables containing auxiliary infor-
mation are complete. (Sa¨rndal et al. 1992, pp. 219–220) Useful auxiliary information
may be available in the register from which the sample is drawn and it may be pos-
sible to acquire it from administrative registers or from official statistics (Lehtonen
& Pahkinen 2004, p. 16).
In the sampling phase auxiliary variables are assumed to contain information prior
to sampling and it is being used to attain an efficient sampling design. In systematic
sampling, for example, elements are drawn from a list consisting the population
elements and auxiliary information is used for creating the list order. Stratified
sampling and cluster sampling exploit auxiliary information for defining the non-
overlapping strata or the natural subgroups called clusters. (Lehtonen & Pahkinen
2004, pp. 16–17)
2.5.3 Design-based estimation
In general, estimation is making conclusions about the study population based on a
selected sample. When the estimation is done from the design-based approach the
complexities arising from the sampling scheme are taken properly into account in the
estimation. Design-based estimation requires having a fixed finite population with
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labelled elements. Only then features of a sampling scheme can be incorporated into
the estimation procedure. (Lehtonen & Pahkinen 2004, p. 10)
A selected population parameter θ is estimated by a specific computational for-
mula called an estimator and denoted by θˆ. If the expectation of the estimator
equals the population parameter, i.e. E(θˆ) = θ, the estimator is called unbiased. A
good estimator is also consistent, so with increasing sample size n the expectation
of the estimator approximates more closely the population parameter. (Lehtonen &
Pahkinen 2004, p. 14)
Examples about the population parameters being estimated are the population
total θ = T =
∑N
k=1 Yk, the population mean θ = Y =
∑N
k=1 Yk/N and the popula-
tion variance θ = S2Y =
∑N
k=1(Yk − Y )2/(N − 1). It is also possible that parameter
being estimated is a function of two or more study variables, for example, the ratio of
the population totals of Y and Z defined by θ =
∑N
k=1 Yk/
∑N
k=1 Zk. (Sa¨rndal et al.
1992, p. 39) In general, estimators of panel studies depend on the wave or time point
t selected and they can be computed both from cross-sectional and from longitudinal
point of view.
After deciding the target parameter a formula for the estimator is needed. One of
the most well-known design-based cross-sectional estimator is the Horvitz-Thompson
estimator, or after Sa¨rndal et al (1992, p. 43) pi estimator, for population total T at
wave t given by
tˆHTyt =
∑
k∈st
wky
t
k, (2.14)
where wk is the inverse selection probability for a person k ∈ U t to enter st and ytk
is the study variable at wave t (Rendtel & Harms 2009, p. 269). The element weight
wk is computed using information from the applied sampling scheme which makes
the HT estimator a design-based estimator.
In general, element weights for a simple random sample selected without replace-
ment at wave t would be computed by wk = N/n, where N is the size of the
population and n is the size of the selected sample at wave t (Lehtonen & Pahki-
nen 2004, p. 25). In a panel study the computation of elements weights is not so
straightforward because the sample st at wave t is the longitudinal evolution of the
initial sample s0 rather than an individual sample selected at wave t (Rendtel &
Harms 2009, p. 270). The computation of the element weights is discussed further
in Subsection 2.5.5 beginning from page 21.
As it was mentioned above auxiliary information can be incorporated to the es-
timation procedure. This is next illustrated with an example of a stratified sample
selection. For stratified sampling the population of sizeN at selected wave t is divided
into non-overlapping strata of size N t1, . . . , N
t
h, . . . , N
t
H . The sum of the elements be-
longing to the strata is the size of the population at wave t i.e.
∑H
h=1N
t
h = N
t.
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The sampling procedure is carried out separately in every strata leading into sample
sizes nt1, . . . , n
t
h, . . . , n
t
H at wave t respectively. Parameter estimates calculated from
a stratified sample are usually weighted sums of individual stratum estimators with
weights being Wh = N
t
h/N
t. A Horvitz-Thompson estimator for population total at
wave t is given by
tˆHTyt =
H∑
h=1
tˆHTh =
H∑
h=1
∑
k∈sh
wky
t
k
 = H∑
h=1
N thy¯
t
h = N
t
H∑
h=1
Why¯
t
h,
where wk = 1/pik is the inverse of the inclusion probability pik = n
t
h/N
t
h in stratum
h and y¯th =
∑
k∈sh y
t
k/n
t
h is the mean of the study variable in stratum h
t. (Lehtonen
& Pahkinen 2004, p. 62) Thus, the auxiliary information is exploited through the
inclusion probability pik.
2.5.4 Weighting procedure in general
In the previous Subsection 2.5.3 we were introduced the Horvitz-Thompson (HT)
estimator of the total parameter. The formula of that estimator contained element
weight wk for individual k, which is the inverse of the probability of being selected
into the sample. Element weights are specific for each sampling scheme and they may
or may not differ between sampled elements. (Lehtonen & Pahkinen 2004, p. 12)
Element weights are also referred as base weights. They are established for com-
pensating the unequal selection probabilities possibly arising from deliberately over-
sampling or from imperfections in the sampling frame. Here the world element may
refer to a household or to an individual depending on the unit of analysis. Element
weights are calculated for all sampled elements, including respondents and nonre-
spondents alike. (Kalton & Brick 2000, p. 98–103)
After computing the element weights they are usually adjusted because of unit
nonresponse. Final stage in the weighting procedure is the post-stratification or
population weighting where the nonresponse adjusted weights are further adjusted.
The idea is to get the sample distribution of certain variables to conform to known
population distributions for those variables. With this final stage we are able to
compensate for non-coverage, for total nonresponse and to possibly improve the
precision of the survey estimates. (Kalton & Brick 2000, p. 98)
Compared to a cross-sectional study computation of weights for a panel study
includes a few complexities. Panel studies are analysed from both cross-sectional
and from longitudinal point of view and hence we are also able to calculate the
weights from two different points of view. In a panel study consisting of t-waves
there are 2t − 1 possible populations, of which t are cross-sectional and 2t − (t+ 1)
are longitudinal. It would be possible to create weights for all those population
20
combinations but it is rarely feasible because of fast increasing amount of possible
study populations over the time. (Lynn 2009, p. 12)
Different response patterns discussed in Section 2.2 create more complexities into
the weighting procedure. If we allow panel members to participate the panel af-
ter being nonrespondents at some wave(s), we have to take the wave nonresponse
into account also in the weighting. We may, for example, drop the wave nonrespon-
dents from our analysis and adjust the weighting to compensate for the dropped out
records. Another possibility is to use imputation or a combination of weighting and
imputation to handle wave nonresponse. (Kalton & Brick 2000, pp. 98–100)
For obtaining family- or household-level data for the panel members it is possible
that the survey data is collected also from the cohabitants of actual panel members.
This kind of procedure creates another complexity to the weighting procedure because
we have to decide how persons living with panel members are treated in the analysis.
If we do not want to include the cohabitants into the analysis, they are assigned
weights of zero. But if the cohabitants are included, the weighting procedure has to
take into account the possibility of sampling some units (households or individuals)
by more than one route. (Kalton & Brick 2000, pp. 98–110) The next Subsection
2.5.5 about the computation of the element weights discuss this complexity further.
2.5.5 Computation of the element weights
In this Thesis the discussion is limited to cross-sectional estimation and hence only
the computation of cross-sectional element weights is presented. Longitudinal weight-
ing can be based on longitudinal individuals, that is, individuals present in the initial
sample and followed over time. For more information about the longitudinal weight-
ing the reader is advised to consult Dufour et al. (2001), for instance.
In a cross-sectional study it can be shown that the Horvitz-Thompson estimator
defined by equation (2.14) in page 19 for the population total is unbiased in the
design-based sense (Lehtonen & Pahkinen 2004, p. 26). That kind of generalization
cannot be done in the case of panel studies without further discussion about the
determination of element weights wk. Note, that the forthcoming discussion concerns
only the computation of elements weights and the data is assumed to be complete.
As it was mentioned in the previous Subsection 2.5.4, for obtaining household-level
data for the panel members the survey data can be collected also from the cohabitants
of the panel members. In this subsection the effects of this kind of data collection
into the weighting procedure is discussed further. The main idea is to attain unbiased
estimates for the population total Tyt =
∑N
k=1 Y
t
k applying information also from the
cohabitants of the panel members (Rendtel & Harms 2009, p. 270).
Following the idea of Kalton & Brick (1995, pp. 38–40) which is further discussed
by Rendtel & Harms (2009, pp. 270–271) the idea in the computation of element
21
weights at wave t is to redistribute the initial element weights w0k of the sampled
panel members i ∈ s0 onto the panel members of subsequent waves k ∈ st.
The redistribution is done with the help of a function αik describing the transfer
of weights between panel members over time. Formally, the function αik maps each
pair of individuals in i ∈ U0, k ∈ U t to real value. Here, the population U0 is the
initial population and the population U t is the population at subsequent wave t.
With the function αik the element weight wk of a person k ∈ U t is given by
wk =
∑
i∈s0
αikw0k, (2.15)
where w0k is the inverse selection probability of the initially sampled person. Hence
the weight wk is the sum of the weights w0k redistributed according to the function
αik. The redistribution of weights from one wave to the next is not limited on the
initial wave t = 0. Thus the notation being used in the forthcoming examples is
not restricted to the initial population but instead to populations U t−1 and U t with
persons j and k respectively and with the function αjk.
If only those individuals i ∈ U0 being initially sampled are followed and included
in estimation over time, each individual retains his or her original weight without
modifications arising from changing household composition. For j ∈ U t−1 and k ∈ U t
we have:
αjk =
{
1 if individual j is identical to k
0 otherwise.
This type of weight composition method is called after Rendtel & Harms (2009,
p. 270) no weight share method. It applies especially into cohort studies and is very
simple. However, it does not exploit any information acquired from the cohabitants
of the panel members. The no weight share method is also affected by the panel
mortality, which will crucially diminish the size of the sample over time.
If all members of the household are followed, one possibility is to redistribute
evenly the initial element weights among all household members at wave t. This
is a method called weight share after Rendtel & Harms (2009, p. 271). Again, let
j ∈ U t−1, k ∈ U t where person k lives in household h at time t and Nh be the size
of household h (without newborns). The function α is now given by:
αjk =
{
1
Nh
if individual j also lives in household h
0 otherwise.
As a consequence of excluding newborns from the denominator, a household having
a newborn child at wave t gets a higher total weight because the new child inherits
the average weight of the other household members. Thus the weights take properly
into account the population gains due to birth.
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A third possibility for defining the element weights is the equal household share
after Rendtel & Harms (2009, p. 271). In addition to previous definitions let Hh be
the number of different households at wave t− 1 containing individuals who belong
at present in household h. Besides that, let Cjh be the number of individuals living
together with individual j at wave t − 1 and can at present be found in household
h. The function α is now given by:
αjk =
{
1
HhCjh
if individual j also lives in household h
0 otherwise.
In comparison to the weight share method the equal household share method does
not require taking into account the newborns when defining the number of individuals
Cjh.
In addition to discussed methods there are even more possibilities for defining the
element weights. The weight share method can be adjusted to apply only adults and
the equal household share can be modified by the weighted functions proportional
to initial selection probability. For more information the reader is advised to consult
Rendtel & Harms (2009, pp. 271–272).
2.5.6 Nonresponse adjustment of element weights
Until now the discussion about element weighting and estimation has assumed having
complete data available for analysis. The assumption about complete data is however
quite unrealistic. Usually element weights have to be adjusted to compensate for unit
nonresponse. This Subsection introduces some techniques used to adjust the element
weights for attaining the intermediate weights for sampling units.
The information available at the first wave of a panel usually includes only sam-
ple design and geographical variables. Nonresponse adjustment at the first wave is
commonly done by partitioning the sample into weighting classes based on the infor-
mation known for the whole sample including both respondents and nonrespondents.
After the partition, an adjustment factor based on the element weights of eligible
sample members and eligible respondents in the class is computed. The adjusted
weight is the product of the respondent’s base weight and the adjustment factor.
(Kalton & Brick 2000, p. 102)
After the initial wave of the panel the nonresponse adjustment becomes easier
because of the information attained from the prior waves of the panel. With the
responses from the prior waves it is possible to classify both nonrespondents and
respondents at a particular wave and to attain much more efficient nonresponse
adjustment than at the initial wave. At the subsequent waves the number of variables
available for nonresponse adjustment is larger because in principle all the variables of
prior waves can be included into the adjustment procedure. However, usually only a
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subset of them is chosen, the focus being on variables collected in the previous wave.
(Kalton & Brick 2000, pp. 104–105)
In order to reduce the nonresponse bias the auxiliary variables being used in the
nonresponse adjustment procedure should be related to response propensity or to the
study variables. Adjustment methods based on the relationship between the study
variable and the response behaviour are perhaps more popular if there is only a few
study variables. With a large amount of study variables this kind of modelling might
result in small nonresponse bias in one set of estimates but leave large biases into
other estimates. (Kalton & Brick 2000, p. 106)
Panel studies include information about the nonrespondents from the prior waves
and hence a good method for nonresponse adjustment is to divide the population
into response homogeneity groups denoted as RHGs (Dufour et al. 2001, p. 100).
Formation of RHGs is based on the response probabilities: it is assumed that response
probabilities are homogeneous inside the groups but they may differ between RHGs
(Lehtonen & Pahkinen 2004, p. 116).
For dividing the population into RHGs a set of auxiliary variables capable of
predicting the propensity to respond are needed (Dufour et al. 2001, p. 100). A
well-known method for selecting the auxiliary variables is logistic regression which is
used to analyse a dichotomous variable such as having value 1 if person responded
and having value 0 if person did not respond. With logistic regression we are able to
define the auxiliary variables highly correlated to response status at wave t. (Kalton
& Brick 2000, p. 106)
Another possibility for defining the RHGs is a classification three algorithm, also
known as segmentation model, such as CHAID (Chi-square Automatic Interaction
Detection) developed by Kass (1980). The idea in three algorithms is to use the re-
sponse status at wave t as a dependent variable with the potential auxiliary variables
being independent variables of the model. The algorithm begins by choosing the in-
dependent variable being most highly associated with response status according to
a result from appropriate criterion. (Kalton & Brick 2000, p. 106)
The next step is to divide the sample into classes according to this variable. The
algorithm proceeds then into the created classes and begins to seek an independent
variable highly associated with response status within each class. After finding the
most highly associated variable each class are again divided according the variable
chosen at this second stage. (Kalton & Brick 2000, p. 107) The algorithm contin-
ues until a significant explanatory variable is found. In the CHAID algorithm the
criterion used is the Chi-square test. (Dufour et al. 2001, p. 100)
After having defined the RHGs element weights wk at wave t are adjusted because
of unit nonresponse by defining an analysis weight w1k = (1/θˆc) × wk, where the
response rate in RHG at wave t is estimated by the group response rate θˆc = nc(r)/nc
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(Lehtonen & Pahkinen 2004, p. 116). The nonresponse adjusted HT-estimator at
wave t is now given by
tˆ∗yt =
n(r)∑
k=1
w1ky
t
k,
which does not systematically underestimate the population parameter T like the
element weighted HT-estimator tˆ in equation (2.14) at page 19. After computation
of nonresponse adjusted weights the final weights w∗k at wave t are created using post
stratification or calibration method, for instance. (Dufour et al. 2001, p. 98)
The procedures concerning the element weighting and nonresponse adjustments
come perhaps more familiar when they are discussed in the context of EU-SILC. This
discussion is presented in the forthcoming Subsection 4.4.3 at page 39.
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3 Markov chains
A Markov chain is a simple but essential mathematical model for random phenomena
evolving in time (Norris 1997, p. ix). In this Thesis the focus is on discrete-time finite
state space Markov chains applied in Sections 5.1 and 5.2 on the Finnish subsample
of EU-SILC. This chapter begins with an example about Markov chain and continues
into the mathematical theory in Section 3.2.
3.1 An example
Following the examples given by Ha¨ggstro¨m (2002, pp. 8–9) and by Norris (1997,
p. xiv) we consider a walker having four different destinations arranged as in Figure
3. The walker starts his/her route from the corner A. The starting time is denoted
by t = 0. At time t = 1 the walker stays at the corner A with probability of 1/2 or
moves into the corner B with probability of 1/2. From the corner B the walker may
head back to the corner A with probability of 1/2 or continue the journey into the
corner C with probability of 1/2. If the walker reaches the corner D at some time
step, he/she moves with probability of 1 back to the corner A.
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Figure 3. The route of a walker
The procedure of moving from one corner to another is repeated at times t =
0, 1, 2, . . .. The random process is described by letting Xt denote the corner at
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which the walker stands at time t. Hence, {Xt, t = 0, 1, 2, . . .} is a discrete-time
random process taking values in {A,B,C,D}. Usually the states of the process are
presented in integers and the state space is denoted with some letter, for example,
E = {1, 2, 3, 4}.
Because the starting corner is set to A the probability of being at the corner A
at time point t = 0 equals one, i.e. P (X0 = A) = 1. The next destination is either
corner A or corner B with probabilities given by
P (X1 = A) =
1
2
and P (X1 = B) =
1
2
.
This process is iterated at times 2, 3, 4, . . .. However, computation of simple proba-
bilities is not so interesting than the computation of conditional probabilities at time
t + 1. For example, if the walker stands at the corner B at time t the conditional
probabilities at time t+ 1 are given by
P (Xt+1 = A|Xt = B) = 1
2
and P (Xt+1 = C|Xt = B) = 1
2
,
because of the probabilities defined in Figure 3.
When the conditioning process is widened into the full history of the Markov chain
the conditional probabilities are given by
P (Xt+1 = A|X0 = i0, X1 = i1, . . . , Xt−1 = it−1, Xt = B) = 1
2
and
P (Xt+1 = C|X0 = i0, X1 = i1, . . . , Xt−1 = it−1, Xt = B) = 1
2
for any choice of i0, . . . , it−1. It is now obvious, that the probability of moving from
one corner to the other does not depend on the history of the process: the conditional
probabilities are the same regardless of the lenght of the conditional history. More
precisely, the conditional distribution of Xt+1 given X0, . . . , Xt depends only on Xt
which is a phenomenon referred as the memoryless property or the Markov property
(Ha¨ggstro¨m 2002, p. 9).
In our simple example there is another interesting feature relating to the proba-
bilities defined in the Figure 3. The probabilities are not affected by the time point,
meaning the probability of moving from corner i to corner j is the same over time.
In general, if the conditional distribution of Xt+1 given that Xt = i is the same for
all t, the Markov chain is called time homogeneous (Ha¨ggstro¨m 2002, p. 10).
27
3.2 Theory
3.2.1 Initial distribution and first step transition probabilities
In general, let {Xt, t = 0, 1, 2, . . .} be a discrete time stochastic process with finite
state space E = {0, 1, . . . , N}. If the conditional probabilities at time t+ 1 satisfy
P (Xt+1 = j|X0 = i0, X1 = i1, . . . , Xt = i) = P (Xt+1 = j|Xt = i), (3.1)
the stochastic process is called a Markov chain. The property (3.1) is also known
as the Markov property or the memoryless property. (Bre´maud 1999, p. 54) In
the walker example discussed in the Section 3.1 this property was immediately seen
from the Figure 3 at page 26, because the probabilities given depended only on the
previous location of the walker and were independent of the location at time points
i0, . . . , it−1.
The conditional probabilities are called transition probabilities and they are col-
lected into the matrix P = {pij}i,j,∈E, where
P (Xt+1 = j|Xt = i) = pij. (3.2)
If the probabilities defined in equation (3.2) are independent of the time t, the Markov
chain is said to be time homogeneous. The transition probabilities sum to one, i.e.∑k
j=1 pij = 1, where pij ≥ 0 for all i, j ∈ 1, . . . , k. (Bre´maud 1999, p. 54) In the
walker example probability of moving from corner i to corner j did not depend on
time point t and hence the example Markov chain was also time homogeneous.
The random variable Xt at time t = 0 is called the initial state of the Markov
chain with initial probability distribution νi given by
P (X0 = i) = νi, (3.3)
where i ∈ E and ∑ki=1 νi = 1 (Bre´maud 1999, p. 56). The initial distribution tells
us how the Markov chain starts. The starting point of the walker example was the
corner A resulting in P (X0 = A) = 1. Hence, the initial distribution of the walker
example is
ν = (νA, νB, νC , νD) = (1, 0, 0, 0).
The initial distribution and the transition matrix determine the distribution of the
discrete-time homogeneous Markov chain. This is seen by first applying the Bayes’s
sequential rule to the history of the process Ht = (X0 = i0, X1 = i1, . . . , Xt = it)
resulting in
P (Ht) = P (X0 = i0)P (X1 = i1|X0 = i0) · · ·P (Xt = it|Xt−1 = it−1, . . . , X0 = i1).
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By applying the Markov property and the time independence of transition probabil-
ities, the probability of the history is given by
P (X0 = i0, X1 = i1, . . . , Xt = it) = pit−1itpit−2it−1 · · · pi0i1νi0 , (3.4)
where Pitit+1 = P (Xt+1 = it+1|X0 = i0, X1 = i1, . . . , Xt = it) are the conditional
probabilities and t ≥ 0. (Bre´maud 1999, pp. 56–57) Equation (3.4) enables solving
the distribution of the chain at time t by exploiting the conditional probabilities and
the initial probability distribution νi0 .
3.2.2 The t-step transition probabilities
Even though equation (3.4) enables computation of the probability at being in state
j at selected time t the computation procedure would be somewhat difficult. This
difficulty is illustrated with the walker example by discussing the distribution of the
Markov chain in question at time t = 3. Beginning from the corner A the walker may
have followed 8 different routes ending in the corner A, B, C or D. The probability
of being at the corner A when t = 3 is given by
p
(3)
A = P (X3 = A) = 1/8 + 1/8 + 1/8 = 3/8,
where p
(t)
j = P (Xt = j) and j ∈ E. Rest of the probabilities are computed the
same way and the results are collected into a vector p(3) = (p
(3)
A , p
(3)
B , p
(3)
C , p
(3)
D ) =
(3/8, 3/8, 1/8, 1/8).
The computation of the distribution by using equation (3.4) could be iterated
at times t = 1, 2, 3, 4, . . . but the procedure becomes quite complex with increasing
amount of states and with longer time intervals. However, equation (3.4) indicates
that once we know the initial distribution and the conditional probabilities we can
compute all the distributions p(1),p(2), . . . of the Markov chain. For that, the t-step
conditional probabilities referred as t-step transition probabilities are defined by
p
(t)
ij = P (Xs+t = j|Xs = i), (3.5)
where s ≥ 0 is the selected time point and t is the selected time interval or time step.
Because of the homogeneity assumption of the chain, probabilities in equation (3.5)
are independent of the value of s. (Ha¨ggstro¨m 2002, p. 11)
The t-step transition probabilities are collected into a transition matrix
P(t) =

p
(t)
00 p
(t)
01 · · · p(t)0N
p
(t)
10 p
(t)
11 · · · p(t)1N
...
...
. . .
...
p
(t)
N0 p
(t)
N1 · · · p(t)NN

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from which is clearly seen that P(0) = I and P(1) =: P, where P is the matrix
containing first step transition probabilities. The t-step transition probabilities are
computed from the first step transition probabilities by first having
P (Xt+1 = j|X0 = i) =
∑
k∈E
P (X1 = k|X0 = i)P (Xt+1|X1 = k)
and resulting in
p
(t+1)
ij =
∑
k∈E
pikp
(t)
kj . (3.6)
Equation (3.6) is written in matrix form P(t+1) = PP(t), from which it is clear, that
P(t) = Pt, where Pt refers to matrix power. (Bre´maud 1999, p. 57)
The t-step transition probabilities are now given by
p
(t)
j =
∑
i∈E
νip
(t)
ij , (3.7)
where p
(t)
j = P (Xt = j) is the probability of being at state j after t time steps
and νi = P (X0 = i) is the initial probability of state i. The initial distribution, the
distribution after t time steps and the transition probabilities are possible to present
in matrix form. Hence equation (3.7) becomes
p(t) = νPt, (3.8)
where p(t) = (p
(t)
0 , p
(t)
1 , . . . , p
(t)
N ) is the t-step distribution, ν = (ν0, ν1, . . . , νN) is the
initial distribution and P is the matrix containing t-step transition probabilities.
In the walker example the transition matrix containing the first step transition
probabilities is given by
P =

0.5 0.5 0 0
0.5 0 0.5 0
0 0.5 0 0.5
1 0 0 0

which leads into distribution after three time steps given by
p(3) = νP3 = (0.375, 0.375, 0.125, 0.125).
The distribution after three time steps is exactly the same as the distribution at
time t = 3 computed earlier in this Subsection. The exploitation of equation (3.8)
requires recalling that the time index of a Markov chain usually begins from zero.
Thus, discussing the distribution of a Markov chain at time t = 3 means discussing
the state after three time steps.
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3.2.3 Communication
After defining the transition probabilities we take a closer look at the transition
possibilities between states i and j. A state i is said to be reachable from a state
j (i → j), if there exists a time step t ≥ 0 so that p(t)ij > 0. If states i and j are
accessible from each other, the two states communicate and we write i ↔ j. The
communication relation is an equivalence relation, thus it is reflexive, symmetric
and transitive. The state space E is partitioned into disjoint communicating classes
C(i) = {j|i ↔ j} generated by the communication relation. If all the states of a
Markov chain communicate with each other the chain is irreducible. (Bre´maud 1999,
p. 71)
In the walker example (see Subsection 3.1) there is only one communicating class
namely C(A) = {A,B,C,D}. This is because all the states of the Markov chain
can be reached from others, either directly or through some other state(s). If the
transition matrix is instead given by
P =

0 0 0.8 0.2
0 0 0.6 0.4
0.9 0.1 0 0
0.7 0.3 0 0
 ,
with states space E = {1, 2, 3, 4}, we immediately realize that if the chain starts
in state 3 or in state 4, then it is restricted to states 3 and 4 forever. Similarly, if
it starts in state 1 or state 2, then it can never leave the subset {1, 2} of the state
space. This is an example of a reducible Markov chain.
The communicating classes are either open or closed. If a communicating class
is closed there exists no access to states outside the states in the class at issue.
The communicating classes of the previously introduced reducible Markov chain are
closed, for instance. States of a closed communication class are recurrent. States
belonging to open communication classes are transient. If the state i is recurrent
and i→j, then state j must communicate with state i. (Bre´maud 1999, p. 95)
We move now on to consider the concept of aperiodicity. In general, a state i is
periodic with a period di > 0 if the state i is re-entered with a positive probability
only with multiples of di being the amount of step needed for returning. Formally
speaking, the period di of a state i ∈ E is
di = gcd{n ≥ 1| [pii] > 0}, (3.9)
where gcd is the greatest common divisor and di = +∞ if there is no n ≥ 1 with
[pii] > 0. If di = 1 then the state i is called aperiodic. (Bre´maud 1999, p. 74)
A Markov chain having all its states aperiodic is said to be aperiodic. (Ha¨ggstro¨m
2002, p. 25)
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The definition of an aperiodic Markov chain might be a little complicated and
requires some explaining. Thus, let us consider a Markov chain with state space
E = {1, 2} and with a transition matrix given by
P =
(
0.8 0.2
0.3 0.7
)
.
Whether the state of the chain is 1 or 2 in this example, the probability of being at
the same state t time steps later is strictly positive for any t. This implies that the
Markov chain is aperiodic.
An example about periodic Markov chain is presented in Figure 4. If the walker
begins from the corner A, she/he will end up in the corner A or in the corner C with
even number of time steps. With odd number of time steps the walker will end up
in the corner B or in the corner D. The Markov chain in question is hence periodic
with period of 2.
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Figure 4. Modified route of a walker
3.2.4 Stationary distribution
This Subsection is about the long-term behaviour of Markov chains and the main
topic is whether it is possible that the distribution of Xt converges to a limiting dis-
tribution. The discussion is about the distribution because the value of Xt will keep
fluctuating infinitely many times as t → ∞ if the Markov chain in question is non-
trivial and hence the value of Xt will not usually have a limiting value. (Ha¨ggstro¨m
2002, p. 28)
If a finite state space homogeneous Markov chain with transition matrix P satis-
fies:
(i) pii ≥ 0 for i = 1, . . . , k and
k∑
i=1
pii = 1 and
(ii) piP = pi, meaning that
k∑
i=1
pii [pij] = pij for j = 1, . . . , k, (3.10)
the row vector pi is said to be the stationary distribution for the Markov chain.
(Bre´maud 1999, p. 75) The first property (i) defines pi to be a probability distribution
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on the state space. According to Ha¨ggstro¨m (2002, p. 29) from the property (ii) we
see that if the initial distribution ν equals the stationary distribution pi, then the
distribution at time step t = 1 satisfies
p(1) = νP = piP = pi,
and by iterating we see that p(t) = pi for every t. Thus if the Markov chain is started
from the stationary distribution, it will keep the same distribution forever. This is a
phenomenon coming true in the example of an aperiodic Markov chain presented in
Subsection 3.2.3 at page 32 if the initial distribution is given by ν = (0.6, 0.4).
A Markov chain in a stationary distribution is sometimes referred as a chain
being in equilibrium or in steady state (Bre´maud 1999, p. 76). If an irreducible
aperiodic Markov chain is run for a sufficiently long time t, the distribution at time
step t will be close to the stationary distribution pi regardless of the given initial
distribution. This is referred as the Markov chain convergence theorem, stating that
the Markov chain approaches equilibrium as t → ∞. (Ha¨ggstro¨m 2002, p. 35) For
example, the aperiodic example chain with initial distribution ν = (1, 0) equals the
stationary distribution almost at time step t = 10 resulting in distribution p(10) =
(0.6004, 0.3996).
The uniqueness of the stationary distribution applies only to irreducible aperiodic
Markov chains. (Ha¨ggstro¨m 2002, p. 37) A decent example of this kind of Markov
chain is the aperiodic example chain which is clearly also irreducible having all its
states communicating with each other.
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4 The EU statistics of income and living condi-
tions
4.1 History and main characteristics
The empirical analysis of this Thesis is performed for the EU Statistics of Income
and Living Conditions (EU-SILC). The history of EU-SILC begins in 2003 when it
was first launched on the basis of a gentlemen’s agreement in seven countries. The
actual implementation started in 2004 and proceeded rapidly. In 2010 already 31
countries including all 27 EU countries had implemented the EU-SILC. (Wolff et al.
2010, p. 38)
The foregoer of EU-SILC was the European Community Household Panel (ECHP)
launched in 1994 and participated by 14 Member States of 15 (of that time). The
ECHP was the first large EU-scale survey collecting information about income and
living conditions. However, because of some technical problems, the enlarged EU
and difficulties in conforming to the internationally agreed definition of income the
ECHP was stopped in 2001 after which EU-SILC was launched. (Wolff et al. 2010,
p. 38)
Implementation of EU-SILC is compulsory for all EU Member States. The com-
mon procedures, concepts and classifications form a common ’framework’ for all
countries, which are required to transmit a list of harmonised variables to Euro-
stat. The survey design is however quite flexible. The microdata may come from a
new harmonised survey or from two or more national sources previously existed or
not. Thus, it is possible that the data come partly from new and partly from old
sources and there may be surveys and/or registers as an information source. The
cross-sectional and longitudinal surveys are conducted for essentially the same set of
sample observations and hence the survey design does not require having separate
surveys for cross-sectional and longitudinal estimation. (Wolff et al. 2010, pp. 40–41)
The data are collected both form cross-sectional and from longitudinal point of
view. The cross-sectional data of year N includes variables on income, on poverty
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and on social exclusion, for instance, and the data are transmitted to Eurostat by
November of Year N+1. (Wolff et al. 2010, p. 40)
The longitudinal data represents changes over time at the individual level and
it is collected from four-year periods. The objective of analyses is to identify the
incidence and dynamic processes of persistent poverty and social exclusion among
subgroups of the population. The longitudinal data over the period between year
N-3 and year N are transmitted to Eurostat by March of year N+2. (Wolff et al.
2010, p. 40)
4.2 Target variables and income concept
EU-SILC datasets consist of primary (annual) and secondary (ad-hoc modules) target
variables focusing on income but also covering housing, labour, education and other
variables relating to living conditions. A selected target variable is constructed by
using one or more questions, thus the amount of questions needed to construct the
target variable varies from country to country. There are some recommendations
concerning the wordings of ad-hoc modules mainly, but there are no strict rules
applied to the wording procedure in general. (Wolff et al. 2010, p. 42)
The primary target variables are presented both in the household and in the
individual level. The household level consists of information about income, housing,
social exclusion and labour. In the individual level housing is replaced with education
and social exclusion is replaced with health. The secondary target variables are
introduced at maximum every four years and they are not used in the longitudinal
component. Examples about the contents of ad-hoc modules are over-indebtedness
and financial exclusion (2008), housing condition (2007) and social participation
(2006). (Wolff et al. 2010, p. 42)
The most important income target variables are total gross household income (GI)
and total disposable household income (DI) defined as:
GI = EI + SEI + PP + CTR + OI
DI = GI - CTP
The total gross household income consists of employee income (EI), self-employment
income (SEI), received pensios (PP), current transfers received (CTR) and of income
received from other sources (OI). The total disposable household income is the dif-
ference between the total gross household income (GI) and current transfers paid
(CTP). (Wolff et al. 2010, p. 43)
Because households differ in size and composition we need to adjust the total
disposable household income by equivalence scale to get the equivalised disposable
income. Eurostat estimates use the so-called OECD-modified scale with weights as
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follows: 1.0 for the first adult, 0.5 for every additional person aged 14 or over and
0.3 for every child under 14. (Atkinson et al. 2002, pp. 98–99) This means that the
total disposable income of a household with two adults and two children under 14
is divided by 2.1 (1.0+0.5+2*0.3). If the total disposable income is 12 600e the
equivalised disposable income is 6 000e per household member.
4.3 Sampling design and data collection
The target population of EU-SILC is people living in private households excluding
people living in collective households and in institutions. (Wolff et al. 2010, p. 40)
A representative probability sample is collected from the target population so that
all private households and all persons aged 16 and over within the household are
eligible for the operation. A well-known feature of probability sampling is that a
positive non-zero inclusion probability into the sample is assigned to every sampling
unit (here individual and household) in the target population. (Wolff et al. 2010,
p. 44)
The sample size varies between Member States depending on the minimum ef-
fective sample size. For example, for Finland and for cross-sectional estimation of
persons aged 16 or over, the minimum effective sample size is set to be 6 750. This
sample size is further adjusted depending on the efficiency of the selected sampling
design. (Wolff et al. 2010, p. 44)
The efficiency of sampling design is described with the design effect represented
by deff. The design effect is the sampling variance for an estimator under the sample
design in relation to the sampling variance obtained from an simple random sample
of exactly the same sample size (Groves et al. 2009, p. 109). The formal definition
of an estimator of design effect is given by
deffp(s)(θˆ
∗) =
vˆp(s)(θˆ
∗)
vˆsrs(θˆ)
,
where θˆ∗ is a design-based based estimator under the actual sampling design p(s)
and vˆp(s) is the variance estimator of θˆ
∗ under the selected sampling design. The
denominator includes the variance estimator of θˆ∗ under simple random sampling
design. (Lehtonen & Pahkinen 2004, p. 15). If the design effect equals one, the
actual sampling design is as efficient as simple random sampling. If the design effect
is greater (less) than one then the actual sampling design is more (less) efficient than
simple random sampling.
The estimator used in the design effect calculations of EU-SILC is the at-risk-of-
poverty rate at national level. After the adjustments relating to the design effect and
effective sample size, the sample size is again modified in order to compensate for
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all kinds of nonresponse. (Wolff et al. 2010, p. 44) The second compensation bases
on the overall response rate, for example, in Finland the response rate used for the
compensation was approximately 0.76 when the dataset of this Thesis was sampled.
Thus the minimum sample to be selected was 1.32 times sample size adjusted by
design effect. (Ollila et al. 2007, p. 11)
Because the panel of EU-SILC is rotating the selected sample and its sampling
units are followed for a minimum period of four years in order to study changes over
time. During the lifetime of the panel it is possible that selected persons move to a
new location or experience changes in the household composition. According to the
follow-up or tracing rules, persons moving permanently to a collective household, to
an institution or abroad during the lifetime of the panel are excluded. Partly this
is because of financial costs but it is quite common that persons belonging to the
mentioned groups are not seen as a part of the frame population. (Wolff et al. 2010,
p. 46)
As it was mentioned previously, the EU-SILC target variables can be constructed
from registers, from survey information or from a combination of registers and sur-
veys. Even though some countries obtain most of the information from registers
there are still some personal variables obtained by means of interview. The group
exploiting registers as much as possible includes total amount of 7 countries referred
as ’register’ countries: Denmark, Finland, Iceland, the Netherlands, Norway, Sweden
and Slovenia. Rest of the Member States obtain the required variables by means of
an interview survey. All the ’register’ countries and Lithuania sample individuals,
other Member States sample either addresses or households. (Wolff et al. 2010, p. 47)
The Framework Regulation of EU-SILC has given some recommendations con-
cerning also the time period during which the fieldwork should be carried out. The
one-shot surveys are recommended to collect the data at maximum from four con-
secutive months and the lag between income reference period and data collection is
limited to eight months. The income reference period is always the previous calendar
year. (Wolff et al. 2010, p. 47) Hence the EU-SILC sample of 2006, for example, is
based on register income information from year 2005.
In the case of continuous surveys the main objective is to produce unbiased esti-
mates of the annual average and hence the sample allocation and weighting should be
done with great care. The income reference period of continuous surveys is sliding.
(Wolff et al. 2010, p. 47)
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4.4 The Finnish subsample of EU-SILC
4.4.1 Sampling frame
The Finnish EU-SILC sample 2006 is drawn from the Population Information System
(PIS) maintained by the Population Register Centre of Finland. The register bases
on domicile and it is updated daily with information on births, deaths, immigration,
emigration and other population changes. The PIS includes the the target population
of EU-SILC but it also includes persons living in institutions, in collective households
or residential homes, that is, persons not belonging to the target population. This is
something what has to be taken into account when the actual sample is drawn from
the PIS. (Ollila et al. 2007, p. 18) It should be also noted that the income information
comes from reference year 2005.
Every Finnish citizen and immigrants permanently resident in Finland have a
unique identification code. In addition, each dwelling unit has a domicile code cre-
ating a link between a person and his/her permanent dwelling. With this linkage all
persons permanently registered in the dwelling unit-households can be pre-entered
into the questionnaire before the interviewer contacts the household. (Ollila et al.
2007, p. 18)
The sampling frame can be considered exhaustive and up-to-date as regards per-
sons. Newborns are reported immediately to the local register offices by the maternity
hospitals. Deaths are reported by the physician or by the police to whom the death
has to be reported at once. Only the notification of changes of residence is left to the
responsibility of inhabitants with the exception of emigrating to the Nordic countries
(the authorities of the country of exit are informed by the authorities of the country
of entry). (Ollila et al. 2007, p. 19)
In addition to being up-to-date, the PIS has no under-coverage in any population
groups. Immigrants applying for asylum and refugees are included into the resident
population only after their permit of residence has been processed. A minor over-
or under-coverage problem arises from the early time point of drawing the sample in
relation to the time point when the sample households are defined. Some persons may
enter the target population (immigration, births) and some exit the target population
(emigration, moving permanently into institution, death) after the actual drawing of
the sample and before the fieldwork is carried out. (Ollila et al. 2007, p. 19)
4.4.2 Sampling design
The sampling design of EU-SILC is parallel with the design of the Finnish Income
Distribution Survey referred as IDS. At first a master sample of 50 000 dwelling
units is drawn from the Population Information System with systematic sampling.
The sampling frame is sorted by the domicile code, whose first digits include specific
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regional information about the sampling units. The total number of dwelling units in
the master sample is diminished by 850 because there are some differences between
the register which the selector of the master sample uses and the final population
register of the end of the study year. (Ollila et al. 2007, p. 10)
After correcting the frame imperfections the master sample is stratified by socio-
economic criteria emphasising farmers, entrepreneurs and high-earners in the alloca-
tion. From the stratified master sample of 49 150 dwelling units is drawn an actual
sample of 13 297 persons. After selecting the target persons the dwelling units are
constructed around the selected persons. In Finland, only the target persons answer
the personal questions and hence a person can be considered as a sampling unit.
(Ollila et al. 2007, p. 10)
The number of sampling units belonging to the sample is quite large: the amount
includes 7 500 persons selected for the new IDS wave and 5 797 persons from the set
of responded households of the IDS of the previous year. The sample for the new
IDS wave includes both the new cross-sectional sample of 2 500 persons for EU-SILC
(referred as panel one) and the new non-SILC IDS sample of 5 000 persons (referred
as panel five). The fieldwork period for the panel one started in February and ended
in the beginning of June. (Ollila et al. 2007, pp. 11–13) Most of the interviews of
panel one were computer assisted telephone interviews, only 4 % of the interviews
were carried out personally (Ollila et al. 2007, p. 19). The dataset analysed in this
Thesis is the panel one from EU-SILC 2006.
4.4.3 Weighting of Finnish subsample
The sampling method of Finnish subsample of EU-SILC is two-phased. At the first
phase the master sample is selected from which the SILC/IDS sample is drawn at the
second phase. At the master sample level the inclusion probabilities of the dwelling
units are given by
piak = pik × n,
where pik is the inclusion probability of the selected person k in the master sample
and n is the number of accepted persons aged 16 and over in the considered dwelling
unit. (Ollila et al. 2007, p. 13)
The second phase of the sampling is conducted by simple random sampling with-
out replacement from the stratified master sample with non-proportional allocation
within every stratum. The inclusion probabilities at the second phase are
pi∗k = piak × pik|sa
where piak = pik × n = (nsa × n)/N are the first phase inclusion probabilities and
pik|sa = nh/Nh,sa are the conditional inclusion probabilities at the second phase taking
the stratification of the master sample into account. Here n refers to the persons
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aged 16 and over in the household of the selected person k and subscript h refers to
the selected stratum in the master sample. (Ollila et al. 2007, p. 13)
The inverse of the selection probability wk = 1/pi
∗
k is the element weight for the
selected person k. The element weights were calculated separately for the two IDS
waves and hence the weights for individual waves were multiplied with 0.5 in order
to get the coherent information about the households. (Ollila et al. 2007, p. 13)
As described in Subsection 2.5.6 the element weights are further adjusted because
of total nonresponse. The correction used was
nsa,h/nrespondents,h,
where nsa,h is the sample size and nrespondents,h is the number of respondents in stra-
tum h. The sum of these unit nonresponse adjusted weights is the persons aged
16 and over in the population. The final weights were attained after calibration
procedure conducted with the SAS macro CALMAR. (Ollila et al. 2007, p. 14)
The weighting procedure of the Finnish subsample of EU-SILC is here discussed
quite briefly because the main analysis of this Thesis is done without weighting.
For more information reader is advised to consult Ollila et al. (2007, pp. 13–15).
Information about longitudinal weighting of EU-SILC data is available, for example,
in the Final Quality Reports relating to Finnish subsample (see Ollila et al. 2011).
4.4.4 The establishment of FULL-sample
The number of persons belonging to the panel one or rotation group one of EU-
SILC 2006 is 2 500. The income information for the sampling units is collected from
the registers of Statistics Finland corresponding to the reference year 2005. Thus the
income variables are also available for the nonrespondents. In the analyses performed
register data is used for both respondents and for nonrespondents.
The dataset of 2 500 sampling units includes also persons not belonging to the
study population. This over-coverage consists of person moved permanently into
institutions or abroad and persons died during the lifetime of the panel. The amount
of over-coverage is displayed in Table 2. In income reference year 2005 the total
amount of persons not belonging to the frame is 29 after which the amount of over-
coverage is increased to 85 persons in 2008.
Table 2. Persons not belonging to the frame population in the rotation group 1
Frame population
Year No Yes Total
2005 29 2471 2500
2006 46 2454 2500
2007 69 2431 2500
2008 85 2415 2500
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Persons not belonging to the frame population are excluded from the analyses of
this Thesis. However, after the exclusion of the over-coverage there are still persons
creating difficulties in the analyses. The main analysis variable of this Thesis is
disposable household income. For some households there are no household income
information available in the household registers of Statistics Finland. It is seen in
Table 3 that after taking into account the over-coverage there are still 8 households
having no income available in the registers in 2005, for instance.
Table 3. Missing household income in the rotation group 1
Register income
Year No Yes Total
2005 8 2463 2471
2006 25 2429 2454
2007 30 2401 2431
2008 45 2370 2415
For attaining the comparability between the former analysis performed for ECHP
and current analysis performed for EU-SILC, persons having missing values in the
income variables are excluded from the analyses of EU-SILC dataset also (Gerks 2004,
p. 12). Table 3 is however not sufficient to the describe the actual need for excluding
because those 45 households having no income in 2008 are not necessarily the same
as households in 2007. That is why the different income information patterns for the
selected sample have to be discussed further.
Different register income patters are displayed in Table 4. Sampling units are given
number 0 if there is no income information available in the register and respectively
number 1 if there is income information available. This procedure is repeated four
times for attaining the information from all income reference years (from 2005 to
2008). For example, pattern 0011 represents households having no register income
available in 2005 and in 2006. The total amount of 2 353 households have their
income available in the registers in all analysed income reference years and thus it is
also the starting point of the analyses of this Thesis. From now on this subset of the
original sample is referred as the FULL-sample.
4.4.5 Unit nonresponse and attrition rates
In this Thesis only one rotation group is being analysed. The response and nonre-
sponse rates are displayed in Table 5. The total amount of respondents to all four
waves is 1 448 and the number of persons responded at the initial wave is 1 769.
Thus with the FULL-sample of 2 353 respondents the amount of initial wave nonre-
sponse is 584 persons being round 25 percent. From now on the respondents to all
four waves are referred as the OBS-sample (obs as observed) and respondents at the
initial wave are referred as the RESP-sample (resp as respondents).
41
Table 4. Household income patterns in the rotation group 1
Register income Total
0011 1
0100 1
0111 2
1000 29
1001 2
1011 6
1100 28
1101 6
1110 39
1111 2353
Table 5 shows also the attrition rates which are computed by dividing the attrition
total by the sample size. The sample size is the number of persons followed during
the lifetime of the panel. These conditional attrition rates decrease year after year
resulting in attrition rate of 5 % in 2008. By 2008 about 62 % of the original
respondents were still being interviewed, corresponding to a cumulative attrition
rate of 38 %. Note, that figures in Table 5 does not include the nonresponse arising
from deaths, permanent moves into institutions or abroad because these cases are
already excluded from the sample sizes.
Table 5. Response and nonresponse rates in the rotation group 1
Year Sample Response Response as Attrition Attrition
size a pct of rate
2005 response
2005 2 353 1 769 100 %
2006 1 769 1 634 70 % 135 8 %
2007 1 634 1 522 65 % 112 7 %
2008 1 522 1 448 62 % 74 5 %
The composition of the unit nonresponse is seen in Figure 5 in which attrition
refers to sampling units dropped out from the panel (i.e. the nonrespondents of the
previous waves). The initial wave nonresponse is mainly created by refusals because
of different reasons. The second highest factor creating initial nonresponse is the
inability to contact the respondent. During the lifetime of the panel refusing is the
most popular reason for nonresponse expect in the final income analyse year 2008
when refusing, not contacting and other reasons have almost the same share from
the total nonresponse.
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Attrition No contact Not able
Other Refusal Response
  2005
  2006
  2007
  2008
Percentage
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Figure 5. Nonresponse by income reference year
4.4.6 Bivariate analysis of unit nonresponse
In addition to the composition of unit nonresponse the possible selectivity of the
nonresponse is discussed. In Section 2.3 there were three different missing value
mechanisms studied called missing completely at random (MCAR), missing at ran-
dom (MAR) and not missing at random (NMAR). If the response behaviour (R)
is independent of both the target variable (Y) and the auxiliary variable (X), the
data are missing completely at random. This indicates that computed estimates are
unbiased. (Bethlehem et al. 2011, p. 123)
Having MCAR data requires independence between the response behaviour (R)
and the auxiliary variable (X). If at the same time there is a strong relationship be-
tween the target variable (Y) and the auxiliary variable (X), the response behaviour
(R) is also independent of the target variable (Y). In the case of no relationship
between the target variable (Y) and the auxiliary variable (X) analysis of the rela-
tionship between the auxiliary variable and the response behaviour is not sufficient
for declaring the estimates unbiased. (Bethlehem et al. 2011, p. 123)
Missing at random situation occurs when there is a relationship between the aux-
iliary variable (X) and the response behaviour (R) but there is no direct relationships
between the target variable (Y) and the response behaviour. A strong relationship
between the auxiliary variable (X) and the target variable (Y) is not allowed be-
cause it indicates a possible relation between the target variable and the response
behaviour. If the data is MAR the response will be selective. The selectivity is
however possible to solve by applying a proper weighting technique exploiting the
auxiliary information. (Bethlehem et al. 2011, p. 123)
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The third and final option for missing value mechanism is NMAR. From the name
of the mechanisms can be concluded that in NMAR data there is a direct relationship
between the target variable (Y) and the response behaviour (R) so that an auxiliary
variable cannot be used to account for that relationship. Without any correction
the estimates are definitely biased but the lack of relationship between auxiliary
information and the response behaviour makes the use of correction techniques quite
difficult. (Bethlehem et al. 2011, pp. 123–124)
All the unit nonresponse analyses are done without weighting which needs some
explaining. If the analyses were done with nonresponse adjusted weights, the patterns
of missing responses might become distorted. It is not a good idea to correct the
effects of nonresponse when the objective is to study the actual nonresponse. Of
course, there is still the possibility of using base or element weights. However, the
element weights are computed by taking into account the rotating panel structure of
EU-SILC and hence they do not sum up to the population total. It should be also
noted that analyses presented in this Thesis are not performed for at to compute
good estimates about the Finnish population. The main attention is in the sample
level not in the population level.
Let us move on the the actual bivariate analysis. Because register information is
being used both for respondents and nonrespondents there is auxiliary information
available for the entire sample. To test the independence between some auxiliary
variables and the response behaviour, a response indicator variable is created. In
general, indicator variables can only assume the values 0 and 1. If the element
has the discussed property the value of the indicator is 1; otherwise the value is 0.
Hence, the value of response indicator variable is 1, if the sampling unit belongs
to the group of respondents at selected panel wave. Respectively, the value of the
response indicator is 0 if the sampling unit has not participated the survey at selected
panel wave.
To investigate the relationships between auxiliary and response variables we use
the Crame`r’s V statistics derived from the Pearson χ2. Crame`r’s V statistics is given
by
V =
√
χ2
N ×min(r − 1, c− 1) ,
where r is the number of rows (number of categories of the auxiliary variable) and c
is the number of columns (number of categories of the response indicator variable).
For 2× 2 tables the V statistics reduced to √χ2/N and has the range −1 ≤ V ≤ 1.
Otherwise the range is 0 ≤ V ≤ 1. Value V = 0 indicates complete independence
between the auxiliary variable and the response indicator whereas value V = 1
indicates the opposite i.e. complete dependency between the auxiliary variable and
the response indicator. (Bethlehem et al. 2011, p. 125)
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The Crame´r’s V statistics are displayed in Table 6. In general, there seems to be
no strong relationships between the response indicator and the auxiliary variables.
The results vary between the income reference years, for example, the relationship
between classified age and response behaviour is strongest in 2007 while it is quite
weak in other years.
Table 6. Crame´r V statistics for bivariate tests of independence between the auxiliary variables
and the response behaviour
Income reference year
2005 2006 2007 2008
Auxiliary variable V V V V
Age in 6 classes 0.0417 0.0687 0.1350 0.0777
Gender -0.0091 0.0076 0.0122 -0.0012
Household type 0.0276 0.0381 0.1015 0.0897
Marital status 0.0344 0.0369 0.1236 0.0814
Number of children, 4 classes 0.0392 0.0462 0.0662 0.0316
Size of the household 5 classes 0.0404 0.0369 0.0775 0.0727
Urbanisation 0.0828 0.0411 0.0336 0.0356
On the grounds of Table 6 there seems to be no strong dependencies between
response behaviour and selected auxiliary variables. However, computing a statistical
test like Crame´r’s V does not necessarily reveal the whole truth about the response
behaviour. A bivariate graph will give more insight to that relationship.
4.4.7 Bivariate graphical analysis of unit nonresponse
According to Table 6 two variables having the strongest relationship to the response
behaviour in 2005 were classified age and urbanisation. Figures 6 and 7 display the
relationship of those variables to the response behaviour. Differences between age
groups are extremely small. In the case of urbanisation variable the largest differences
are between urbanised and semi urbanised (or rural) municipalities but the actual
difference is less than 10 percentage points.
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Bivariate bar plots for the other auxiliary variables were also studied and there
were some interesting but quite small differences. Note, that nonresponse analyses
for income reference years 2006 to 2008 is done by excluding the nonrespondents
from preceding waves from the analyses. This is done because nonrespondents are
not tried to recruit back to the panel and hence we do not know if they could have
participated the survey or not in later panel waves.
The classified age variable in 2007 has the largest V statistics value during the
lifetime of the panel and a bivariate graph corresponding to it is seen in Figure 8.
The highest response rate is in the age group consisting of persons aged between 60
and 69 years. The highest nonresponse rate is in the oldest age group where the
obtained nonresponse rate is about 10 percentage point higher compared with the
former age group.
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Figure 8. Classified age 2007
The second highest V statistics value in 2007 was given to marital status of a
person. The relationship between response behaviour and marital status is seen in
Figure 9. The highest nonresponse rate is obtained among widows/widowers. This
is quite reasonable because the probability of being a widow(er) is higher in the older
age groups in which the nonresponse rate was also the highest. It seems that married
persons have the highest response rate.
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Figure 9. Marital status 2007
Another interesting relationship is between the response behaviour and household
type in 2007 which is seen in Figure 10. Again, differences between categories are
quite small. It seems, that response behaviour of couples is not affected by the fact
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whether they have or do not have children. Couples seem to have the highest response
rate whereas the lowest response rate is in single parents households’.
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Figure 10. Household type 2007
In general, there are some but not extremely strong dependencies between the
selected auxiliary variables and the response behaviour. Thus it is possible that the
missing value mechanism behind the dataset is MAR. MAR data required having a
relationship between the response behaviour and auxiliary variables but not having
a relationship between the auxiliary variables and the target variable. The next step
in the analysis is to study the relationship between the target variable and auxiliary
variables.
4.4.8 Dependencies between target and auxiliary variables
The most important analysis variable in this Thesis is the equivalised household in-
come. With a continuous target variable statistics based on χ2-distribution would
require classification of the variable and hence some information would be loosed.
That is why we need to use the one way analysis of variance to test whether there
are differences between the levels of the auxiliary variable respect to the target vari-
able (Dobson & Barnett 2008, p. 102). And because the target variable describes
the income of household auxiliary, variables relating directly to individuals are not
considered in the analysis.
The analysis of variance assumes the levels of the auxiliary variable to have ho-
mogeneous variances and normally distributed values of the target variable (Dobson
& Barnett 2008, p. 102). The normality assumption is not fulfilled which is quite
common when dealing with income variable. Minor deviations from normality could
be accepted but in this dataset the distribution is too skewed. Solution to the prob-
lem is to use a non-parametric statistical test which has the same objective as the
analysis of variance. The selected non-parametric test is the Kruskal-Wallis one-way
analysis of variance.
The results for the Kruskal-Wallis one-way analysis of variance are displayed in
Table 7. The null hypothesis of the test is that the medians in the levels of the
auxiliary variable are the same. (Kvam & Vidakovic 2007, pp. 141–142) The P-value
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of the test is the probability of obtaining at least as extreme test statistics that was
observed when assuming that the null hypothesis is true. (Dobson & Barnett 2008,
p. 229) Thus, small P-values prove strongly against the null hypothesis.
It seems that the urbanisation variable in 2007 is given P-values which do not
give us right to reject the null hypothesis about the equal medians between the levels
of the auxiliary variables. In all other cases P-values are so small that the null
hypothesis can be rejected without any suspicion. Thus, we have a situation where
most of the auxiliary variables are independent from the response behaviour but have
a strong relationship to the target variable. The underlying missingness mechanism
could hence be MAR.
Table 7. Kruskal-Wallis statistics for tests of independence between the auxiliary variables
and the equivalised household income
2005 2006 2007 2008
Auxiliary variable DF P P P P
Household type 4 <0.0001 <0.0001 <0.0001 <0.0001
Number of children 4 classes 3 0.0002 0.0017 <0.0001 0.0001
Size of the household 4 <0.0001 <0.0001 <0.0001 <0.0001
Urbanisation 2 <0.0001 0.0078 0.0876 0.0012
4.4.9 Multivariate analysis of unit nonresponse
The preceding Subsections included bivariate and graphical analyses about unit non-
response. However, the relationship between response behaviour and an auxiliary
variable may be a result of dependencies among auxiliary variables. To take into
account the possible relationships between auxiliary variables, a multivariate unit
nonresponse analysis is performed for the data.
The appropriate method for analysis is logistic regression modelling in which the
bivariate indicator variable describing the response behaviour is selected as the de-
pendent variable. Logistic regression offers technique analogous to multiple regression
and analysis of variance for continuous responses. (Dobson & Barnett 2008, p. 132)
All analyses were run in SAS with logistic procedure. Because the listed auxiliary
variables in table 6 had no strong relationships to the response behaviour, they are
all selected to the stepwise logistic regression model. The target variable (disposable
household equivalised income) is also added to the model.
The stepwise procedure begins by including one of the variables into the model as
an independent variable. The idea of the procedure is to enter independent variables
to the model to attain the best possible logistic model. In a stepwise procedure inde-
pendent variables already selected into the model are not ”safe”, that is, independent
variables may also be removed from the model. The decision of entering or remov-
ing variables bases on the Wald chi-square statistics with a selected entering/staying
48
level. The process is iterated until no further variables can be added to the model
or if the current model is identical to a previously visited one. (SAS Institute Inc.
2008, p. 3327)
The Crame´r’s V statistics indicated that there were no strong relationships be-
tween auxiliary variables and response behaviour, especially in 2005 and 2006. The
lacking relationships between auxiliary variables and the target variable indicates a
possibility of missing completely at random data. The resulting logistic regression
model in 2005 includes only the urbanisation variable besides the intercept parameter
with entering/staying level selected as 0.05. The results from the logistic regression
analysis are presented in Appendix A (see Table 22 at page 65).
Even though the urbanisation variable is selected to the model in 2005 the p-
values corresponding the coefficient estimates are not statistically significant. Same
reasoning applies to income reference year 2006 with the modification that the income
variable is the only parameter being included (see Table 23 at page 65). The income
variable has a statistically significant p-value but the effect to the response behaviour
is extremely small (see the value of the β). Thus, according to the bivariate graphs,
Crame´r’s test statistics and logistic regression results, response behaviour seems to
be independent of the selected auxiliary variables and of the income variable in year
2005. In 2006 there the income variable has a minor effect on the response behaviour.
The most interesting year from the response behaviour point of view is income
reference year 2007. The logistic regression model for response indicator variable
is displayed Table 8. The stepwise procedure ended into a situation where there
are two independent variables and the intercept term included in the model. It is
not surprising that the selected independent variables are classified age and marital
status because they already came up in the graphical bivariate analysis (see Figures
8 and 9).
Table 8. Logistic regression, income reference year 2007
Income reference year 2007
Variable Category β s.e. Wald p
Chi-Square
Intercept 2.571 0.141 330.840 <0.0001
Classified age 18–29 years -0.029 0.261 0.012 0.912
(Ref: 70 =>) 30–39 years -0.421 0.226 3.452 0.063
40–49 years -0.062 0.227 0.074 0.785
50–59 years 0.201 0.246 0.667 0.414
60-69 years 1.287 0.435 0.435 0.435
Marital status Divorced -0.528 0.225 5.482 0.019
(Ref: Not married) Married 0.667 0.176 14.424 <0.000
Widowed 0.058 0.306 0.036 0.851
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Table 8 enables inference about the relationship between the levels of the inde-
pendent variables and the response behaviour. Persons aged between 30 and 39 years
have a higher response probability than persons aged 70 years and over. Note, that
this conclusion bases on a p-value of 0.063 which is barely acceptable to reject the
null hypothesis. Results concerning marital status are however stronger. Divorced
persons seem to have higher response probability than not married based on very
small p-value of 0.019. The difference in response probability between married and
not married persons is also statistically significant: married persons have a lower
response probability than unmarried persons.
Results for the final logistic model contradict with Figure 9 in which the response
behaviour was displayed from the marital status point of view. Logistic regression
results are exactly opposite as the inference made from the figure: the figure implies
married persons have higher response rates than unmarried persons whereas the
regression analysis predicts lower response probability to married persons compared
with unmarried persons. The same contradiction applies to the relationship between
divorced and unmarried persons.
The contradiction between bivariate graph and logistic regression is not however
actual. The bivariate bar plot bases on univariate analysis whereas the logistic re-
gression takes relationships between other auxiliary variables into account. Thus,
when also the classified age is included to the model, married persons have a lower
response probability compared with unmarried persons.
The multivariate analysis for income reference year 2007 shows that response
behaviour is not completely independent from all the auxiliary variables. Logistic
regression model for response behaviour in income reference year 2008 is displayed in
Appendix A (see Table 24 at page 65). In addition to intercept term the household
type variable is included in the model. Only one level of that auxiliary variable seems
to have statistically significant p-value. It seems that couples having no children
have higher response probability than single parents. Thus, response behaviour is
not totally independent from household type in income reference year 2008.
In conclusion, there are few variables having a relationship to the response be-
haviour. Hence, there are not many auxiliary variables that could be exploited in the
weighting procedure when analysing the disposable household equivalised income.
However, the results of the logistic regression analysis apply only to the dataset
formed for this Thesis which is only a part of the whole Finnish EU-SILC dataset.
Results could be different if the information available from all four rotation groups
were used.
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4.4.10 The disposable household income
As mentioned in the previous Subsection the main interest in this Thesis is in dispos-
able household income which consists of total gross household income minus current
transfers paid (Wolff et al. 2010, p. 43). If current transfers paid are greater than
total gross household income, the disposable household income is negative. In the
dataset there are hence two variables describing the disposable household income:
either the negative values are transformed to zeros or the negative values are left
untransformed.
The disposable household income is computed either with or without an OECD-
modification (see Section 4.2 at page 31). The variable computed with the modifica-
tion is called the disposable household equivalised income. The equivalised version
is maybe the most interesting variable because the fade-away effect was quite clearly
seen in the analyses concerned the equivalised version.
The main attention of this Thesis is given to analysis of transitions between income
quintiles of the disposable household equivalised income. The transition analysis
bases on the FULL-sample and hence it is enough to analyse the income variables of
the FULL-sample only. As it was mentioned previously the income reference period
is always the year preceding the survey year, that is income distributions of EU-SILC
2006 base on income data from reference year 2005 and so on.
Table 9. The disposable household equivalised income, FULL-sample
Year N Negative Min The 20 th The 40 th The 60 th The 80 the Max
values percentile percentile percentile percentile
2005 2 353 Zeros 0 12 720 17 147 21 302 28 119 935 608
Negative 0 12 720 17 147 21 302 28 119 935 608
2006 2 353 Zeros 0 13 016 17 708 22 492 29 550 1 258 630
Negative -4 052 13 016 17 708 22 492 29 550 1 258 630
2007 2 353 Zeros 57 13 668 18 907 23 854 31 392 1 897 214
Negative 57 13 668 18 907 23 854 31 392 1 897 214
2008 2 353 Zeros 332 14 384 19 524 24 777 32 130 501 136
Negative 332 14 384 19 524 24 777 32 130 501 136
On the grounds of Table 9 there are no differences between the distributions
of two disposable household income variables expect in the income reference year
2006. The minimum of the income variable is either 0 or -4 052. Because there
are no differences at the percentile points, the selection of the analysis variable does
not affect the allocation of the respondents into quintiles. For example disposable
household equivalised income equal or below 12 720e in 2005 allocates a respondent
into quintile number one.
The analysis period is from income reference year 2005 to 2008. If we allocated
respondents to quintiles according to the percentile points of the analyse year, we
would have 20 % of the respondents in every quintile in every year. This is of course
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the idea of quintile calculation but it does not help in the analysis of transitions.
Thus the percentile points of the income reference year 2005 are selected as fixed
percentile points for all the other years.
An adjustment to the percentile points is still required because of the inflation,
for instance. The idea is to adjust the percentile points by the ratio of the median
of the analyse year and the median of the base year 2005. Adjusting by the median
ratios is a method Gerks (2004, p. 13) applied in the analyses of European Community
Household Panel in order to prevent the clustering of respondents into a one quintile.
The median ratios and the adjusted percentiles are displayed in Table 10. With
the adjusted limits a respondent having disposable household equivalised income in
income reference year 2006 equal or less than 13 137e is allocated to quintile number
one.
Table 10. The quintile limits for the disposable household equivalised income, FULL-sample
Year N Median Median Median The 20 th The 40 th The 60 the The 80 the
2005 ratio percentile percentile percentile percentile
2005 2 353 19 322 19 322 1.00 12 720 17 147 21 302 28 119
2006 2 353 19 956 19 322 1.03 13 137 17 709 22 001 29 041
2007 2 353 21 326 19 322 1.10 14 040 18 926 23 512 31 036
2008 2 353 22 054 19 322 1.14 14 519 19 571 24 314 32 094
It is obvious that the increases in the medians are quite large. The median dispos-
able household equivalised income increased 14 % from income reference year 2005
to 2008 for example. This is somewhat suspicious and it should be studied more
carefully. The medians and the median ratios for the whole Finnish population are
displayed in Table 11. The increase in the median income is even larger among the
population than in the FULL-sample. Thus the increase in the median ratios among
the FULL-sample is at least of the same order as in the whole population.
Table 11. The disposable household equivalised income for the population
Year Population Median Median Median
size 2005 ratio
2005 2 429 500 17 065 17 065 1.00
2006 2 453 826 17 756 17 065 1.04
2007 2 476 505 18 779 17 065 1.10
2008 2 499 332 19 839 17 065 1.16
Besides the equivalised income the disposable household income without the OECD-
modification is analysed. The problem of negative values arising from the large
amount of current transfers paid with relation to gross household income should be
taken into account also here. The distributions of the transformed and untrans-
formed income variables (either negative values are zeros or they are untransformed)
are seen in Table 12. As in the case of the equivalised income, the distributions are
the same with the exception of the minimum values in income reference year 2006.
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Table 12. The disposable household income without OECD-modification
Year N Negative Min The 20 th The 40 th The 60 th The 80 the Max
values percentile percentile percentile percentile
2005 2 353 Zeros 0 18 498 28 951 40 666 53 878 1 871 216
Negative 0 18 498 28 951 40 666 53 878 1 871 216
2006 2 353 Zeros 0 19 008 29 263 41 547 57 098 2 517 260
Negative -4 052 19 008 29 263 41 547 57 098 2 517 260
2007 2 353 Zeros 57 19 480 30 966 43 160 59 678 2 845 822
Negative 57 19 480 30 966 43 160 59 678 2 845 822
2008 2 353 Zeros 332 20 319 31 640 44 226 60 293 751 704
Negative 332 20 319 31 640 44 226 60 293 751 704
The quintile limits for the income reference year 2005 are again adjusted with the
ratio of medians. By comparing Table 10 with Table 13 we see that the increase in
the median ratios is a little bit smaller in the case of the disposable household income
without OECD-modification. Regardless of the narrower range of the median ratios
the amount of increase is quite large also here. Another difference is in the ranges
of the percentile points. It seems that the income intervals between the percentiles
without the OECD-modification are wider than in the case of the equivalised income
variable.
Table 13. The quintile limits for the disposable household income
Year N Median Median Median The 20 th The 40 th The 60 the The 80 the
2005 ratio percentile percentile percentile percentile
2005 2 353 34 724 34 724 1.00 18 498 28 951 40 666 53 878
2006 2 353 35 532 34 724 1.02 18 928 29 624 41 612 55 131
2007 2 353 36 784 34 724 1.06 19 596 30 669 43 079 57 074
2008 2 353 37 692 34 724 1.09 20 079 31 426 44 142 58 483
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5 The Empirical analysis
5.1 Markov chains and the disposable household equiv-
alised income
Markov chain modelling is used for studying transitions between adjusted income
quintiles (see Table 10 at page 52). For the analysis it is supposed that the sampling
units are realizations from independent and identically distributed random variables.
These assumptions are reasonable because the analysis is about household income
which depends only on the people belonging to the household not on other house-
holds.
A person (representing his/her household) belonging to the FULL-sample has
five possible income quintile states in every analyse year. Thus the Markov chain
in question is a process {Xt}, where t = 0, 1, 2, 3 with a state space consisting of
the quintiles E = {1, 2, 3, 4, 5}. Here quintile one is assigned to the lowest income
class and respectively quintile five is assigned to the highest income class. If it is also
supposed that the time has no effect on the first step transition probabilities, the
process in question is a discrete time and a finite discrete state space homogeneous
Markov chain.
Before applying the theory of Markov chains to the EU-SILC data a minor disad-
vantage of the modelling should be taken into account. The income quintile state of
a household in year t is only affected by the income quintile state in year t−1. If the
household is small in composition, changes in the income of the main supporter(s) of
the family may affect greatly the disposable income of that household. Hence, if the
disposable income of the household is decrease because of an unemployment spell in
2007, for instance, the allocation into a quintile in 2008 is done on the grounds of the
unemployment spell only. Thus if the quintile state before the unemployment spell
was three and at the unemployment spell it falls down to one, it is more probable
to stay in the quintile one than rise into the quintile three from the Markov chains
point of view (see Table 14).
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The actual analysis begins from the computation of the transition probabilities.
Because the Markov chain in question satisfies the conditions of equation (3.1) at page
28 the transition probabilities are computed by applying equation (3.2) at the same
page. The actual calculation is done with the `EM-software in which the estimation
bases on maximum likelihood theory and on the EM-algorithm (Vermunt 1997, p. 5).
The estimated transition probabilities are displayed in Table 14. The transition
probabilities are supposed to be the same for respondents and nonrespondents.
As expected transitions into the current state are more probable than into any
other states. This phenomenon is perhaps greater in the top and bottom quintiles,
where the probability at staying in the current state is over 75 %. This high proba-
bility at staying in the current state may have something to do with the fact that a
household belonging to the lowest income quintile and having a decreasing amount
of income every year cannot change its quintile position. The same applies to the
uppermost quintile class when the word decreasing is replaced by increasing.
Table 14. The estimated transition probabilities for the disposable household equivalised
income
End
Start 1 2 3 4 5
1 0.7586 0.1664 0.0454 0.0213 0.0083
(0.0112) (0.0098) (0.0055) (0.0038) (0.0024)
2 0.1601 0.5779 0.1863 0.0575 0.0182
(0.0099) (0.0133) (0.0105) (0.0063) (0.0036)
3 0.0450 0.1709 0.5255 0.2181 0.0405
(0.0057) (0.0103) (0.0137) (0.0113) (0.0054)
4 0.0258 0.0580 0.1599 0.6013 0.1550
(0.0042) (0.0062) (0.0097) (0.0129) (0.0096)
5 0.0300 0.0137 0.0348 0.1331 0.7884
(0.0045) (0.0030) (0.0048) (0.0089) (0.0107)
The numbers in the brackets displayed in Table 14 are the standard errors for the
estimated conditional probabilities. The standard errors enable the computation of
the approximate 95 % confidence interval for the estimated transition probabilities.
The lower limit of the confidence interval is always greater than zero, thus the states
are all communicating with each other and the chain is irreducible. Because all the
cells displayed in Table 14 are greater than zero, according to equation (3.9) at page
31 the chain is also aperiodic.
The state of the Markov chain in income reference year 2008 can now be computed
with transition probabilities displayed in Table 14 and with equation (3.8) at page 30.
Because the starting year is 2005 the distribution in 2008 is attained by computing
the 3rd power of the transition matrix P. Besides the matrix calculation, the empiri-
cal distribution of the respondents belonging to the quintiles at the beginning year is
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needed. The analysis of the FULL-sample makes the definition of the empirical start-
ing distribution very easy because the quintiles were defined for the FULL-sample
respondents. Thus the empirical starting distribution is p = (0.2, 0.2, 0.2, 0.2, 0.2).
Placing the vector p and the transition matrix of Table 14 into equation (3.8)
results in
p(3) = (0.201, 0.194, 0.184, 0.209, 0.206),
which is the distribution of the Markov chain into states in income reference year
2008. The distribution seems to be quite uniform and constant compared with the
starting distribution. The highest percentage is seen in the 4th quintile and respec-
tively the lowest in the 3rd quintile. The under-representation in the middlemost
quintile seems to be larger than the over-representation in the 4th and 5th quintiles.
The under-representation in the middlemost quintile is however not surprising: the
results attained from ECHP indicated the same kind of behaviour (see Gerk 2004
Table 14 at page 23).
The next step is to solve the stationary distribution of the Markov chain. With the
foregoing reasoning about irreducibility, aperiodicity and with the equation (3.10) at
page 32 the Markov chain in question has a stationary limiting distribution. The
unique solution of the equation piP = pi is given by
pi = (0.2089, 0.1910, 0.1808, 0.2081, 0.2112).
The stationary distribution is quite close to the distribution in 2008. This implies
that the modelling process was successful. The same reasoning about the under-
and over-representation applies also to the stationary distribution: there is under-
representation in the 2nd and 3rd quintiles while at the same the 1st, 4th and 5th
quintile suffer from over-representation.
The Markov chain modelling is also done for the sample consisting of the initial
wave respondents (RESP). Even though the number of respondents decreases, the
quintile limits and the transition probabilities are the same for the two samples
(FULL and RESP). Markov chain modelling is not applied to the OBS-sample but
the empirical distribution into the quintiles is attained by applying the mentioned
quintile limits of the FULL-sample.
The results of the empirical and Markov chain analyses are collected into Table
15. The same ’problem’ with quite uniformly distributed results appears also with
the RESP-sample. This is however not surprising because the empirical starting
distribution of the RESP-sample is really close to the distribution of the FULL-
sample, that is, there is no large initial wave nonresponse bias.
The differences between FULL and RESP samples are a sign of initial wave unit
nonresponse bias and the differences between RESP and OBS samples are a sign of
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panel attrition. It seems that in the case of the disposable household equivalised
income the attrition biases the results more than the initial wave unit nonresponse
(see Table 15). It is quite logical that with a diminishing amount of respondents the
results are more biased.
Table 15. Markov chain modelling results for disposable household equivalised income
Year 2005 Year 2008
Full Resp Full Resp Obs
Sample size 2 353 1 769 2 353 1 769 1 448
Distr. Emp Emp Markov Emp Markov Emp Emp
on states
p(1) 20.0 19.3 20.8 20.4 20.5 20.5 18.9
p(2) 20.0 20.1 19.4 19.8 19.3 19.3 18.7
p(3) 20.0 20.0 18.4 18.7 18.4 18.2 18.1
p(4) 20.0 20.5 20.9 21.1 21.0 21.7 22.2
p(5) 20.0 20.1 20.6 20.1 20.7 20.4 22.1
From the Markov chain modelling point of view comparisons made between the
simulated and empirical distributions in Table 15 are promising. The simulated dis-
tributions for the FULL- and RESP-samples are close to their empirical distributions
and hence the usage of the Markov chain modelling is justified.
The future states of the Markov chain are estimated for the FULL-sample in Table
16 and respectively for the RESP-sample in Table 17. The estimation bases again
on equation (3.8) where the matrix power is set to t = 3, 4, 5, 6. The two simulated
distributions are quite close to each other even if the selected time step is six years,
that is, there is no large bias arising from initial wave unit nonresponse.
Table 16. Empirical and simulated results for the FULL-sample
Distr. Distr. Distr. Simulated Simulated Simulated Simulated
on states 2005 2008 2008 2009 2010 2011
p(1) 20.0 20.4 20.758 20.835 20.877 20.899
p(2) 20.0 19.8 19.386 19.294 19.235 19.196
p(3) 20.0 18.7 18.406 18.285 18.212 18.166
p(4) 20.0 21.1 20.858 20.855 20.841 20.828
p(5) 20.0 20.1 20.586 20.723 20.824 20.899
Table 17. Empirical and simulated results for the RESP-sample
Distr. Distr. Distr. Simulated Simulated Simulated Simulated
on states 2005 2008 2008 2009 2010 2011
p(1) 19.3 20.5 20.489 20.628 20.716 20.773
p(2) 20.1 19.3 19.307 19.220 19.170 19.139
p(3) 20.0 18.2 18.442 18.305 18.222 18.169
p(4) 20.5 21.7 20.998 20.958 20.918 20.886
p(5) 20.1 20.4 20.748 20.87 20.954 21.011
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5.2 Markov chains and the disposable household income
Substituting the disposable household equivalised income by the version without the
equalisation changes the way of analysis only a little. The Markov chain in question
is again a discrete time and a discrete finite state space homogeneous Markov chain
but with another transition matrix. Transition probabilities are computed with `EM-
software and are displayed in Table 18. The computation procedure bases on the
FULL-sample with already mentioned 2 353 observations. Like in the case of the
equivalised household income the estimated transition probabilities are expected to
be the same for respondents and nonrespondents.
Table 18. The estimated transition probabilities for the disposable household income
End
Start 1 2 3 4 5
1 0.7834 0.1500 0.0432 0.0142 0.0092
(0.0110) (0.0095) (0.0054) -0.0031) (0.0025)
2 0.1071 0.6596 0.1811 0.0388 0.0134
(0.0082) (0.0126) (0.0102) (0.0051) (0.0031)
3 0.0364 0.1283 0.6044 0.1860 0.0449
(0.0050) (0.0089) (0.0131) (0.0104) (0.0055)
4 0.0330 0.0383 0.1364 0.5801 0.2123
(0.0049) (0.0053) (0.0095) (0.0137) (0.0113)
5 0.0336 0.0276 0.0395 0.1113 0.7880
(0.0046) (0.0042) (0.0050) (0.0081) (0.0105)
On the grounds of Table 18 the Markov chain in question is irreducible and ape-
riodic. Hence, the stationary state of the Markov chain exists and it is the only
solution of the equation piP = pi. The stationary distribution is given by
pi = (0.194, 0.198, 0.196, 0.174, 0.237).
Compared with the stationary state of the disposable household equivalised income
at page 56 this stationary state is skewer. The over-representation in the topmost
quintile is larger while at the same time the under-representation is largest in the 4th
quintile not in the middlemost quintile. The under-representation is also larger than
in the case of equivalised income. It seems that the the OECD-modification has an
effect on the income distribution.
The results concerning the Markov chain modelling and the disposable household
income are collected into Table 19. The under-representation in the lowest quintile in
2005 is somewhat larger than in the case of equivalised income. In 2008 the empirical
distribution of OBS-sample is far away from the distribution of RESP-sample, that is,
the biasing effect of attrition is obvious. At the same time the distribution of RESP-
sample is very close to the distribution of FULL-sample and hence there seems to be
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no large bias arising from initial wave unit nonresponse. The fade-away hypothesis
is hence again questioned on the basis of results displayed in Table 19.
Table 19. Markov chain modelling results for disposable household income
Year 2005 Year 2008
Full Resp Full Resp Obs
Sample size 2 353 1 769 2 353 1 769 1 448
Distr. Emp Emp Markov Emp Markov Emp Emp
on states
p(1) 20.0 18.7 19.7 19.6 19.2 19.1 17.1
p(2) 20.0 20.1 20.1 20.1 20.0 19.8 19.5
p(3) 20.0 20.4 19.9 20.0 20.0 19.7 20.0
p(4) 20.0 20.6 17.7 18.2 17.9 18.9 19.0
p(5) 20.0 20.2 22.6 22.1 22.9 22.5 24.4
Empirical and simulated distributions displayed in Table 19 are quite close to each
other indicating successful Markov chain modelling process. It is hence justifiable
to simulate the distributions in order to attain some information about the future
developments of the Markov chains. Simulation is performed by using equation (3.8)
at page 30 and results are displayed in Tables 20 and 21. The closeness between the
distributions of the FULL- and RESP-samples does not disappear over time, that is,
there is no large bias arising from initial wave unit nonresponse.
Table 20. Empirical and simulated results for the FULL-sample
disposable household income
Distr. Distr. Distr. Simulated Simulated Simulated Simulated
on states 2005 2008 2008 2009 2010 2011
p(1) 20.0 19.6 19.713 19.663 19.624 19.592
p(2) 20.0 20.1 20.094 20.068 20.035 20.002
p(3) 20.0 20.0 19.920 19.834 19.768 19.719
p(4) 20.0 18.2 17.672 17.532 17.467 17.438
p(5) 20.0 22.1 22.606 22.910 23.116 23.260
Table 21. Empirical and simulated results for the RESP-sample
disposable household income
Distr. Distr. Distr. Simulated Simulated Simulated Simulated
on states 2005 2008 2008 2009 2010 2011
p(1) 18.7 19.1 19.160 19.238 19.295 19.335
p(2) 20.1 19.8 19.955 19.927 19.903 19.883
p(3) 20.4 19.7 20.043 19.905 19.805 19.734
p(4) 20.6 18.9 17.916 17.720 17.612 17.551
p(5) 20.2 22.5 22.931 23.217 23.395 23.507
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6 Conclusions
The main attention of this Thesis is given to transitions between disposable house-
hold income quintiles in the Finnish subsample of EU-SILC panel study. Before the
discussion about the transitions, this Thesis presents detailed information about unit
nonresponse in panel studies and about the estimation procedure in general. The
basis for the theoretical modelling of the transitions is in the Markov chain modelling
which is also discussed briefly before the actual modelling process.
The modelling is performed for both equivalised and non-equivalised household
income where equalisation is done because the different sizes and compositions of
households. Modelling procedure bases on income quintiles computed from the group
of all sampled units in the initial wave of 2005 referred to FULL-sample. The given
income brackets enable the analysis of changes in the income distribution, that is,
whether the distribution on the brackets becomes skewer during the lifetime of the
panel.
The analysis is performed for the FULL-sample, for the respondents of initial
wave (RESP-sample) and for the observed panel members (OBS-sample). The same
income brackets computed by using the dataset of the FULL-sample are applied to
the RESP- and OBS-samples. Hence, the possible effects of initial wave unit nonre-
sponse are displayed by comparing the FULL-sample with the RESP-sample. The
differences between RESP- and OBS-samples display the effects of panel attrition.
Based on the analyses presented in this Thesis, the effects of initial wave nonre-
sponse do not fade away during the lifetime of the panel. The fade-away phenomenon
does not occur because the dataset contains no large initial wave nonresponse bias.
The fade-away effect was seen in the analyses performed for the Finnish ECHP study
with the same income variables discussed in this Thesis.
The effects of panel attrition were extremely small in the case of Finnish ECHP
study. In the analyses of this Thesis the effects of attrition are opposite, that is, panel
attrition has a clear biasing effect on the income distribution. Logistic regression
analyses presented in this Thesis reveal that there are some minor dependencies
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between response indicator variable and some auxiliary variables. The nonresponse
behaviour is hence not completely random.
The duration of the EU-SILC panel is only four years. The distribution into the
income brackets after the four years period is simulated by applying Markov chain
modelling into the dataset. The simulated analysis presented in this Thesis shows,
that the distributions of the FULL- and RESP-samples into the income brackets stay
close to each other also after six years. This is however not surprising, because the
starting distributions were almost the same.
Analyses presented in this Thesis are done without applying any weights to the
analyses. Weighting is not applied because the objective is to study the nonresponse
behaviour at the sample level. Applying any weights would change the focus of the
discussion into the population level.
The objective of this Thesis was to investigate the existence of the fade-away
hypothesis. In the analysed subsample of Finnish EU-SILC there is no fade-away
phenomenon present but the reason for that may be the almost lacking initial non-
response bias. Of course, the results concerning attrition are quite different: in the
Finnish ECHP distribution on income brackets became nearly unbiased over time.
In the case of the dataset being analysed in this Thesis the distribution on income
brackets becomes obviously more biased during the lifetime of the panel.
Differences between the analyses of this Thesis and the previous analyses per-
formed for ECHP may arise from the different sampling designs of the panels. EU-
SILC is a rotational panel with a four-year rotation period from which only one
rotation group is being analysed in this Thesis. ECHP had non-rotational sampling
design and the duration of the panel was unknown at the beginning of the study.
The differences in the analysis results may also have something do with the fact that
the first wave of the Finnish ECHP was done by face-to-face interview whereas the
Finnish EU-SILC is a telephone interview from the beginning of the panel.
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Appendix A. Results from logistic regression
Table 22. Logistic regression, income reference year 2005
Income reference year 2005
Variable Category β s.e. Wald p Exp(β)
Chi-Square
Intercept 1.218 0.057 456.402 <0.0001 0.296
Urbanisation Rural 0.122 0.083 2.196 0.138 0.885
(Ref: Urban) Semi urban 0.144 0.091 2.509 0.113 0.866
Table 23. Logistic regression, income reference year 2006
Income reference year 2006
Variable β s.e. Wald p Exp(β)
Chi-Square
Intercept 1.976 0.202 95.6048 <0.0001 0.083
Income 0.000024 9.1× 10−6 7.184 0.007
Table 24. Logistic regression, income reference year 2008
Income reference year 2008
Variable Category β s.e. Wald p Exp(β)
Chi-Square
Intercept 2.764 0.146 360.007 <0.0001 0.063
Household type Couple with 0.162 0.242 0.447 0.504 0.851
(Ref: Single children
parent) Couple without 0.755 0.245 9.523 0.002 0.470
children
Other 0.119 0.247 0.234 0.629 0.888
Single -0.181 0.228 0.631 0.427 1.198
