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Abstract—In this paper, two upper bounds on the achievable
code rate of linear block codes for multiple phased-burst cor-
rection (MPBC) are presented. One bound is constrained to a
maximum correctable cyclic burst length within every subblock,
or equivalently a constraint on the minimum error free length
or gap within every phased-burst. This bound, when reduced to
the special case of a bound for single burst correction (SBC), is
shown to be the Abramson bound when the cyclic burst length
is less than half the block length. The second MPBC bound is
developed without the minimum error free gap constraint and is
used as a comparison to the first bound.
Index Terms—Multiple phased-burst correction bounds, burst
correction bounds, coding bound, code rate bounds, cyclic burst
error.
I. INTRODUCTION
Wireless channels must contend with error inducing phenom-
ena that cause multiple burst errors. Data storage devices also
suffer from errors that can also occur in multiple bursts. A
solution to these problems can be found from multiple burst
correction coding. This technique has been studied previously,
[1], [2], [3] and [4]. Furthermore, methods for correcting bursts
that are confined to subblocks (phased-bursts), or multiple
phased-burst correction (MPBC) coding, were studied in [5],
[6] and [7].
The goal of this paper is to provide a measure of the code
rate efficiency of MPBC codes. Two upper bounds on the
achievable MPBC code rate are presented where one of the
bounds can be used as a single burst correction (SBC) bound as
a special case. The derivation for this MPBC bound is based
on an unambiguous definition of a cyclic burst error. This
definition allows us to analyze burst error correction codes
when the phase-burst length is greater than half of the subblock
length for MPBC or analogously when the cyclic burst length
is greater than half the codelength for SBC. For SBC, this has
been a difficult problem to solve in the past [8], [9], [10], [11,
p. 202], which have led these authors to derive bounds with
burst error lengths that are constrained to be less than half
the codelength. This problem is solved here by counting burst
error patterns with maximum zero strings that are less than the
error free length or gap of the error pattern. The error free gap
can be considered the minimum error free space that separates
multiple bursts. It is shown that when the MPBC bound is
reduced to a SBC bound, it becomes a generalization of the
Abramson bound which is a corollary of the Hamming bound
for burst-error correction [11, p. 202]. The ability to enumerate
burst error patterns based on the specification of maximum
zero strings within the burst error of a certain weight, sets this
work apart from [12] which looked at SBC bounds for burst
errors of a maximum weight.
II. PRELIMINARIES
A discussion of the background concepts of end-around inter-
vals and burst error patterns is presented. This is followed by
a discussion of phase-bursts and MPBC codes.
An end-around interval of length l, where 0 ≤ l < n
of a binary vector of length n, is an interval that starts at
position lbegin and ends at position lend = (lbegin + l)n − 1,
where (·)n denotes the modulo n operation and lbegin, lend ∈
{0, 1, . . . , n − 1}. Furthermore, if l is large enough, then
lbegin > lend. An error pattern is a binary vector of length
n where the non-zeros are the locations of symbol errors. A
burst error is an error pattern of length n where the symbol
errors are localized in an interval of length l where the first
and last positions of the burst are non-zeros. In [11, p. 200], a
cyclic burst is defined as a burst error where the location of the
burst is an end-around interval of length lburst. This definition,
however, is not free of ambiguity. As noted in [11, p. 200],
the starting position of the cyclic burst could be at a number
of non-zero positions, each with different burst lengths. In
order to avoid this ambiguity, a constraint which is called in
this paper, the cyclic burst constraint (CBC), is defined to
constrain the burst length lburst [11, p. 201]:
lburst ≤ b(n+ 1)/2c. (1)
Equation (1), can also be interpreted as lower bound on the
end-around error free space lerror free surrounding a cyclic
burst:
lerror free = n−lburst > n−b(n+1)/2c = b(n−1)/2c. (2)
The CBC allowed for the unambiguous analysis of burst cor-
rection coding, however, SBC coding bounds adhered strictly
to the CBC [8], [9], [10], [11, p. 202].
Now consider a binary (n, k) linear block code C that has
codewords c which can be partitioned into t subblocks of
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length v symbols, i.e.
c = [c0, c1, . . . , ct−1],
is composed of t phases of length v or n = tv, where cj =
[cjv, cjv+1, . . . , cjv+v−1] and 0 ≤ j < t, is the jth codeword-
phase. A phased-burst is a burst error of length u confined
in a subblock or codeword-phase in c. Block codes with this
codeword structure that can correct multiple phased-bursts are
called MPBC codes [13, p. 1118].
III. MULTIPLE PHASED-BURST ERROR CORRECTION
BOUNDS
In this section, two MPBC bounds are developed. One based
a precise definition of a cyclic phased-burst error (or with
regard to an error free gap) and another bound based on burst
errors that have a maximum number of correctable symbols
per subblock (i.e. no gap constraint). Another interpretation
of an error free gap is that if error bursts are not confined
to separate codeword-phases then a burst can crossover a
subblock boundary. In this case, multiple burst errors must
separated by a minimum error free gap otherwise there is
no distinction between a large burst and multiple smaller
bursts.
First multiple-burst correction codes with cyclic phased-burst
errors are considered with the goal to develop a cyclic phased-
burst MPBC bound based on an unambiguous definition of a
cyclic burst. To do this, the CBC is a consideration since it
is applicable to every subblock because the MPBC bound can
be an SBC bound as a special case. That is, since (2) is a
bound on the minimum error free space of an SBC code, it
can also be seen as a bound on the minimum error free gap
of a phased-burst and if not mitigated, the CBC will constrain
the minimum error free gap to be greater than half the length
of a subblock. However, in order to remove the CBC from the
MPBC bound, a new cyclic burst definition must be provided
that can be unambiguously applied.
Definition 3.1: An end-around phased-burst error of length
u in a subblock of length v contains no consecutive string of
zeros of length g = v−u or more within a burst error pattern
of length u that is an end-around sequence.
This definition specifies that a minimum end-around guard
space or gap g be maintained within a subblock. This guard
space is by definition error free, and to avoid ambiguity, no
other string of zeros within the burst can be equal to or greater
than g. As an example, (3)
←| |→
01010000010001010001
(3)
shows a v = 20 burst error pattern that is indexed left-to-right
from 0 to 19 with the largest string of zeros of length 5 starting
at position 4 and ending at position 8. This defines the error
free gap g = 5. An end-around error burst of length u = 15
starts at position 9 and ends at position 3 as indicated by the
arrows. Within the burst there are zero strings of length 3 and
1 but none that are equal to or greater than g.
There are two consequences of this definition when the error
free gap g ≤ b(v−1)/2c, i.e. when the burst does not conform
to the CBC. The first consequence is that there are possible
error patterns where the largest string of zeros occur multiple
times. This is interpreted as a multiple burst condition within a
subblock which is not considered in calculating the bound. The
second consequence is that when the CBC is not conformed
to, the burst length will be larger than the gap and creates a
lower bound on the number of ones in the burst or the burst
weight wburst > 2 according to the theorem below (proof
omitted):
Theorem 3.1: Let an end-around phased-burst error pattern of
length v have a burst of length u and an error free gap of
g = v − u, then the burst weight is bounded by wburst ≥
du−1g e+ 1.
From the above theorem, it’s clear that when the g ≥ u−1, i.e.
conforms to the CBC, the minimum burst weight wburst, min =
2. This is the case where the burst only consists of one string
of zeros bounded by two non-zeros. However, when 0 < g <
u − 1, then 3 ≤ wburst, min ≤ u. Thus, the region where the
burst becomes larger than the error free gap, is also the region
where the minimum burst weight increases above 2. As seen
below, this increase in wburst, min, will maintain a high upper
bound on the achievable code rate of an MPBC code.
After specifying an unambiguous definition of a cyclic burst
and exploring its ramifications, the MPBC bound is now
developed. From coding theory, a linear block code is capable
of correcting the set of all error patterns that are defined as
coset leaders. The approach in crafting a bound is to enumerate
all possible cosets leaders that conforms to Definition 3.1 in all
subblocks. The goal is to be able to count all binary patterns of
a certain length based on specifying the largest string of zeros
in a pattern given a specification for the total number of non-
zeros in the pattern. This result can be used to guarantee that
no patterns of zero strings are larger than the gap specification.
The following theorem provides the means to enumerate these
patterns.
Theorem 3.2: Let A(c, d, e) be the number of non-zero binary
patterns of length c with the number of ones d, that has a
maximum consecutive string of zeros of e or less. Then the
number of non-zero binary vectors B(x, y, z) of length x with
the number of ones y, that has a maximum consecutive string
of zeros of z is:
B(x, y, z) = A(x, y, z)−A(x, y, z − 1) (4)
where x− (y + z) ≥ 0 and
A(c, d, e) =
∑
j∈J
(−1)j
(
d+ 1
j
)(
c− j(e+ 1)
d
)
(5)
where J = {j : 0 ≤ j ≤ d+ 1, c− j(e+ 1) ≥ 0}.
Proof: See Appendix A.
From Theorem 3.2, the enumeration of all patterns based
on a maximum zero string length is possible. Since a burst
is bounded by two non-zeros, (4) can be used to count
the possible patterns that occurs between the two non-zero
boundary symbols. And in order to maintain Definition 3.1,
patterns within a subblock that have zero strings equal to or
larger than the gap g are not allowed. Theorem 3.2 provides
the ability to enumerate patterns within the interval between
the two non-zero boundary symbols of a burst based on the
largest zero strings as a parameter. The MPBC bound can now
be calculated by the following theorem.
Theorem 3.3: Let F (x, y, z, v) be the number of binary vec-
tors of a subblock of length v with a burst error of length
x + 2, that has y + 2 number of non-zeros and a maximum
zero strings of length z. Then an M multiple phase correcting
linear block code of length n = tv and dimension k, where v
is the length of each subblock, t is number of subblocks in a
codeword, M is maximum number of correctable subblocks,
and u is the maximum length of a correctable cyclic phased-
burst per subblock according to Definition 3.1, has the number
of coset leaders 2n−k bounded by:
2n−k ≥
M∑
j=1
(
t
j
)[u−2∑
x=0
x∑
y=0
v−x−3∑
z=0
(
v
1
)
F (x, y, z, v)
]j
+ n+ 1
(6)
where
F (x, y, z, v) =
{
1, (y = 0) ∧ (x = z < b v2 − 2c),
B(x, y, z), otherwise.
(7)
Proof: See Appendix B.
Equation (6) can be restated in terms of code rate rc =
k
n :
rc ≤ 1− 1
n
log2(
M∑
j=1
(
t
j
)[u−2∑
x=0
x∑
y=0
v−x−3∑
z=0
(
v
1
)
F (x, y, z, v)
]j
+ n+ 1).
(8)
The case without a gap constraint is now considered. In this
instance, the MBPC codes are limited by a specified maximum
number of correctable symbols per subblock and the maximum
number of correctable subblocks. This bound, presented in the
theorem below (proof omitted), is used to compare the impact
to the achievable code rate when the error free gap constraint
is observed.
Theorem 3.4: The number of coset leaders, 2n−k, of a mul-
tiple phase correction linear block code of length n = vt
and dimension k, where v is the length of each subblock,
t is number of subblocks in a codeword, M is maximum
number of correctable subblocks with a maximum number of
correctable symbols per subblock E is bounded by:
2n−k ≥
M∑
j=1
(
t
j
)[ E∑
l=1
(
v
l
)]j
+ 1. (9)
Equation (9) can also be restated in terms of code rate:
rc ≤ 1−
log2(
∑M
j=1
(
t
j
) [∑E
l=1
(
v
l
)]j
+ 1)
n
. (10)
and for M = 1 and t = 1, reduces to the well known Hamming
bound for binary codes.
Fig. 1. MPBC Bounds with and without a Gap Constraint
To show the differences between the two bounds, a plot of
them together is shown in Fig. 1 for a code consisting of
10 subblocks and a subblock length of 100 bits. The gap
constrained bound (8) is on top while the bound without
the gap constraint (10) is below. The maximum number of
correctable phased-burst M ranges from 1 to 10, while the
maximum correctable symbols/subblock, u in (8) and E in
(10), ranges from 5 to 95. The achievable region for either
bounds is the region below the surface, respectively. This
shows that the gap constrained bound, whose surface is flat,
is higher in achievable code rate than the bound without
the gap constraint, whose surface is concave. The difference
between the two surfaces increases as the maximum number
of correctable phased-bursts increases. For a fixed value of
maximum number of correctable phased-bursts, the difference
between the two bounds will be nearly zero while approaching
the edges at 5 and at 95 maximum correctable symbol-
s/subblock. The difference will increase as the maximum
correctable symbols/subblock tends toward mid-range values
and reaches a peak at a maximum correctable symbol/subblock
of 34 for a particular M . The largest difference in maximum
achievable code rate is 0.502 occurring at the M = 10 and a
maximum correctable symbol/subblock of 34.
As a special case, where the entire subblock are correctable,
i.e. E = v, the right side of (10) is reduced to:
2n−k ≥
M∑
j=1
(
t
j
)
(2v − 1)j + 1 (11)
The example in Fig. 1 showed that the two bounds would
approach the same value as the maximum correctable symbol-
s/subblock approach the length of the subblock, i.e. E = v.
In this instance, there is no gap constraint and burst errors are
corrected to the entire subblock length. In this case, when (8)
is set to its smallest possible gap number, i.e. g = 1, it will
approach the same result as (11).
IV. SINGLE BURST CORRECTION BOUND
In this section, the MPBC bound (6) is considered under at a
special case of M = 1 and t = 1 as a upper bound on the
achievable code rate of an SBC code. To do this, Theorem 3.3
is reduced to this corollary (proof omitted):
Corollary 1: A single burst correction code with block code
of length n, dimension k and maximum correction burst length
u has the minimum number of coset leaders 2n−k bounded by:
2n−k ≥
(
n
1
) u−2∑
x=0
x∑
y=0
n−x−3∑
z=0
F (x, y, z, n) + n+ 1 (12)
Equation (12) can be restated in terms of code rate:
rc ≤ 1−
log2(
(
n
1
)∑u−2
x=0
∑x
y=0
∑n−x−3
z=0 F (x, y, z, n) + n+ 1)
n
(13)
Corollary 1 in the form of (13) gives an SBC upper bound on
the achievable code rate that is not constrained to the CBC.
To explore the connections with previously published bounds,
the following corollary is used (proof omitted):
Corollary 2: For a burst error pattern of length n whose
burst length x + 2 is constrained under the CBC, the double
summation of F (x, y, z, n) over variables 0 ≤ y ≤ x and
0 ≤ z ≤ x is equal to all possible binary vectors of length x:
x∑
y=0
x∑
z=0
F (x, y, z, n) = 2x. (14)
Corollary 2 can be used to evaluate (12) under the CBC
condition. Then (12) becomes:
2n−k ≥
(
n
1
) u−2∑
x=0
x∑
y=0
x∑
z=0
F (x, y, z, n) + n+ 1. (15)
That leads to:
2n−k ≥ n
u−2∑
x=0
2x + n+ 1. (16)
The summation is a geometric series that will equal to 2u−1−1
and therefore (16) becomes
2n−k ≥ n(2u−1 − 1) + n+ 1 = n2u−1 + 1 (17)
Under the CBC condition, equation (17) is precisely the
Hamming bound for burst-error correction and when written
in terms of required parity bits n− k becomes the Abramson
bound [11, p. 202]. And thus, (12) is a generalization of the
Abramson bound without the CBC on the burst length.
V. CONCLUSION
Two MPBC bounds on the maximum achievable code rate
have been presented. One MPBC bound is based on an
unambiguous definition of a cyclic burst error which allows
burst lengths to exceed the CBC and under special case of SBC
is proven to be a generalization of the Abramson bound. The
example results show that cyclic phased-burst MPBC codes
have a high achievable code rate due to the error free gap
constraint. This fact is made clear when compared to the
MPBC bound without the gap constraint with the difference
between the bounds increasing as the maximum number of
correctable phased-bursts increases.
APPENDIX A
PROOF OF THEOREM 3.2
Equation (5) is proved first. In combinatorics, the Sieve
Theorem [14, p. 47] can be stated as follows: let X be a finite
set and have subsets Ui where 1 ≤ i ≤ L, then
|
L⋂
i=1
UCi | = |X| −
L∑
j=1
(−1)jsj (18)
where sj denotes the sum of the cardinalities of all the j-tuple
intersections of the L subsets Ui, UCi is the complement of
Ui and 1 ≤ j ≤ L. To find the number of patterns where the
all zero strings are less than or equal to length e, the Sieve
Theorem (in a similiar approach but for a different application
as that found in [14, Prob. 2.21, pp. 54-55]) is used to find
the intersection of events of zero strings greater than e for any
possible d+ 1 positions.
Let X be defined as the set of all patterns of length c with d
non-zeros and therefore: |X| = (cd). And let UCi be defined as
the event that the length of the zero string at i is less than or
equal to e, where 1 ≤ i ≤ L = d + 1. Then Ui is the event
that the length of the zero string at i is greater than or equal to
e+1 and the cardinality of the intersection of all UCi is given
by (18). The next step is to find a general equation for sj ,
which is defined as the cardinality of all possible intersection
of j Ui events.
In composition theory, the number of integer solutions of the
equation
∑
ti = ttotal for which every ti ≥ li and
∑
li =
ltotal where 1 ≤ i ≤ r is equal to
(
ttotal−ltotal+r−1
r−1
)
[14, Prob.
1.142, p. 36]. If ti represents the length of the zero string at
position i where 1 ≤ i ≤ r = d+ 1, then ∑ ti = ttotal is the
total number of zeros in the pattern which is also the length of
the pattern minus the number of ones, i.e. ttotal = c− d. And
if the constraint that ti be greater than or equal to li = e+ 1
for a subset of j positions, i.e.
li =
{
e+ 1, 1 ≤ i ≤ j
0, j + 1 ≤ i ≤ d+ 1 (19)
then ltotal = j(e+1). Therefore the number of patterns for j
positions of zero strings of length greater than e is
(
c−j(e+1)
d
)
.
Since there are
(
d+1
j
)
possible combinations of selecting
j positions from d + 1 positions, sj =
(
d+1
j
)(
c−j(e+1)
d
)
.
Then from (18), all patterns with zero strings of length e
or less is
∑d+1
j=0(−1)j
(
d+1
j
)(
c−j(e+1)
d
)
where the |X| term is
incorporated into summation for j = 0. However the last
binomial coefficient term can be undefined if c−j(e+1) < 0,
therefore the summation is limited accordingly by defining the
set J = {j : 0 ≤ j ≤ d+1, c−j(e+1) ≥ 0} to get (5).
To find the total number of patterns with a maximum zero
string of length z, the total number of patterns of maximim
zero strings of z − 1 or less are subtracted from the total
number of patterns of maximum zero strings of z or less to
get (4). This equation is valid only for x− (y + z) ≥ 0 since
all calculations must involve non-negative lengths. 
APPENDIX B
PROOF TO THEOREM 3.3
Based on coding theory, for a given linear block code there
are 2n−k coset leaders that are correctable error patterns. By
counting all patterns that follow Definition 3.1 for a specific
minimum gap distance and subblock length, all possible error
patterns for one subblock using Theorem 3.2 to lower bound
the number of coset leaders are enumerated.
Given a subblock of length v, all error patterns must be have
an error free gap g ≥ v−u to correct a burst of length u or less.
Since any burst including end-around bursts must be bounded
by non-zeros, Theorem 3.2 can be used to calculate patterns
of length u− 2 or smaller. If b = x+2 specifies the length of
a burst under consideration, then x must vary from 0 ≤ x ≤
u − 2 so that bursts of length 2 ≤ b ≤ u are considered. In
every case, the burst can only contain zero strings that are less
than the current error free gap under consideration, i.e. 0 ≤
z < v− (x+2). Under these conditions, B(x, y, z) calculates
all except the all zeros case which can be accounted for by
defining the function F (x, y, z, v). According to Theorem 3.1,
the all zero case occurs when the burst length conforms to the
CBC, i.e. minimum burst weight of 2 since two non-zeros
bounds a burst. Therefore, F (x, y, z, v) = 1 only when the
following events intersect: 1) the number of zeros is the same
as the pattern length, i.e. z = x; 2) under CBC conformance:
g = v − (x+ 2) > x+ 2 then x < b v2 − 2c; and 3) that there
are no non-zeros, y = 0. By applying (7), the first parameter
x defines a pattern length that must start from zero and ends
at a value less than or equal to u − 2. y starts from zero to
the pattern length x. z starts from zero and is limited by the
constraint of being smaller than the current gap, i.e. v−x−3.
Summing over all cases would give all possible error patterns
given a particular placement of gap g in a subblock of length
v. Since there are
(
v
1
)
possible locations for the start of the
gap, the previous calculation is multiplied by
(
v
1
)
. In this way,
the end-around burst will be accounted for. This calculation
is the total number of end-around patterns that are correctable
within a subblock for a given minimum gap g. If there are j
correctable subblocks, then this result needs to be raised to the
jth power since the patterns in each subblock are disjoint. If
the largest number of subblocks that need to be corrected is M ,
then this calculation is multiplied by the number of possible
combinations for every number of correctable subblocks up to
M and summed, i.e. a partial sum of binomial coefficients of(
t
j
)
, where 1 ≤ j ≤M . Finally, n+1 is added to account for
n single bit error patterns and 1 for the all zero pattern. The
result is (6). 
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