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Sumário
A aprendizagem por reforço é uma aprendizagem por tentativa e erro, onde o agente,
através da interação com o ambiente, aprende a realizar uma tarefa com base em recom-
pensas positivas e negativas.
Esta dissertação pretende analisar o comportamento de um robô implementado com um al-
goritmo de aprendizagem por reforço cujo objetivo consiste em seguir um percurso. Para
tal, foi utilizado o robô educacional criado pela Lego, o NXT Mindstorms, implemen-
tado com um algoritmo de aprendizagem por reforço, o Q-learning, utilizando os métodos
de pesquisa Softmax e ε-greedy. Para programar o robô utilizou-se a linguagem de pro-
gramação lejOS NXJ.
Realizaram-se várias experiências com o objetivo de determinar a influência das variáveis
do algoritmo Q-learning (taxa de aprendizagem e fator de desconto) e dos métodos de
pesquisa Softmax (temperatura) e ε-Greedy (taxa de exploração), dos valores da função de
recompensa e da utilização de vários percursos.
Concluiu-se, através das experiências realizadas, que um robô implementado com um algo-
ritmo de aprendizagem por reforço consegue aprender a tarefa em poucas iterações (inferior
a 100 iterações). Também é posśıvel concluir, através da experiência para determinar a
influência das variáveis do algoritmo e dos métodos de pesquisa, que o robô apresenta
melhores resultados quando o valor da taxa de exploração diminui. Conclui-se que, para
todas as experiências realizadas neste trabalho o método de pesquisa Softmax apresenta
melhores resultados em relação ao ε-Greedy e o robô tem melhor desempenho no percurso
em linha recta.
Como trabalho futuro pretende-se implementar outro algoritmo de aprendizagem por re-
forço, como o State-Action-Reward-State-Action (SARSA) e outros métodos de pesquisa
com o objetivo de determinar qual o mais indicado para esta tarefa. Pretende-se também
construir um robô para outras tarefas como seguir uma fonte de luz ou som.
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NXT Mindstorms and Reinforcement Learning
Abstract
Reinforcement learning is learning by trial and error, where the agent through interaction
with the environment, learn a task based on positive and negative rewards.
This master’s thesis aims to analyze the behavior of a robot implemented with a rein-
forcement learning algorithm whose goal is to follow a route. For this purpose was used
the educational robot created by Lego, the NXT Mindstorms, implemented with a rein-
forcement learning algorithm, the Q-learning, using the research methods, Softmax and
ε-Greedy, implemented with the programming language lejOS NXJ.
Were performed several experiments in order to determine the influence of the variables
of Q-learnig algorithm (learning rate and discount factor) and research methods Softmax
(temperature) e ε-Greedy (exploration rate), the values of reward function and the uses of
several routes.
It was concluded, through the experiments, that a robot implemented with a reinforcement
learning algorithm can learn the task in a few iterations (less than 100 iterations). It is also
possible to conclude, through the experiment to determine the influence of the variables
of the algorithm and of the methods of research, that the robot produces better results
when the value of exploration rate decreases. It also conclude that for all experiments in
this work the research method Softmax produces better results compared to the ε-Greedy
and the robot has better performance following a straight line.
As future work we intend to implement another reinforcement learning algorithm, such as
SARSA and other research methods in order to determine the best to this task. The aim
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4.1 O Véıculo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.2 Configuração experimental . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.3 Experiências . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
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A aprendizagem por reforço é um campo da aprendizagem automática onde um agente,
através de um processo de tentativa e erro, ”aprende”a realizar uma tarefa espećıfica
através da maximização da recompensa que recebe ao interagir com o ambiente [24].
Segundo Mance e Stephanie [23], a aprendizagem por reforço combina os campos da pro-
gramação dinâmica e da aprendizagem supervisionada para produzir sistemas mais fortes
da aprendizagem automática. Por ser uma área da aprendizagem automática é considerada
um ramo da inteligência artificial [59].
A programação dinâmica1, de uma fomra simples, é um conjunto de algoritmos que po-
dem ser usados para calcular poĺıticas ótimas dado um modelo completo e perfeito do
ambiente [21, 63].
Na aprendizagem supervisionada são fornecidos exemplos de entrada e sáıda correspon-
dente, e através do processo de treino o algoritmo consegue aprender essas relações [63].
Na aprendizagem por reforço as tarefas são descritas através de funções de recompensa,
em substituição de instruções espećıficas para cada situação ou estado, ou seja, em vez de
indicar ao agente qual é a melhor acção para uma determinada situação, o agente, através
de interação com o ambiente, aprende qual é essa ação.
Acerca de vinte anos surgiu um enorme interesse na utilização da aprendizagem por reforço
na robótica, o que tem beneficiado a investigação relacionada com estes temas. Um dos
principais objectivos da investigação na robótica era reproduzir inteligência humana em
robôs, mas na altura só era posśıvel recriar inteligência a ńıvel de um inseto [83, 6].
1Do inglês, dynamic programming.
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Por volta de 2004 [19], a aprendizagem por reforço foi usada em muitos robôs, mas a
maioria foi realizada apenas em ambientes simulados. Na altura, o escasso número de
experiências em ambientes reais devia-se aos problemas associados: o atraso existente na
informação recolhida pelos sensores, a existência de ações não determińısticas e a alterações
no ambiente.
A aprendizagem por reforço não necessita de uma entidade externa que forneça exemplos
ou de um modelo da tarefa a ser executada: a única fonte informação é a experiência
do agente que lhe permite adquirir uma poĺıtica de ações que maximiza seu desempenho
geral, como já referido.
1.1 Motivação
Cada vez mais, têm surgido robôs programáveis no contexto educacional, dando aos alu-
nos oportunidade de construir e programar robôs com o objectivo de estimular a sua
imaginação e criatividade para resolver problemas reais.
O fasćınio pelo mundo da robótica e a ideia de construir um robô autónomo capaz de
realizar inúmeras tarefas foi uma das motivações para a escolha deste tema.
A principal motivação para a realização deste trabalho foi dupla:
• por um lado, estudar uma área desconhecida (para mim) da inteligência artificial –
a aprendizagem por reforço;
• por outro aplicá-la a um dispositivo f́ısico – o robô educacional NXT Mindstorms.
1.2 Objetivos
Este trabalho pretende atingir os seguintes objetivos:
• construir um robô cujo comportamento evolúısse com o tempo através da imple-
mentação de algoritmos de aprendizagem por reforço, utilizando, como plataforma
de teste, o robô educacional da Lego, o NXT Mindstorms e o algoritmo de aprendi-
zagem Q-learning;
• analisar a evolução do comportamento do robô verificando a influência das diversas
variáveis do problema: métodos de pesquisa e valores das variáveis associadas, função
de recompensa e meio ambiente.
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1.3 Abordagem proposta
Para atingir os objetivos propostos escolheu-se uma tarefa que o robô fosse capaz de
aprender: seguir um percurso marcado.
Como plataforma de teste utilizou-se o kit educacional NXT Mindstorms alterado com
uma nova linguagem – a leJOS NXJ [40], em substituição da fornecida pelo kit básico do
Lego NXT Mindstorms, a NXT-G. Foi constrúıdo um véıculo capaz seguir percursos com
aux́ılio de dois motores e dois sensores infravermelhos, para além do bloco NXT.
Como algoritmo de aprendizagem implementou-se o Q-learning [80] e experimentaram-
se dois métodos de pesquisa, o Softmax e o ε-greedy, e realizaram-se três conjuntos de
experiências para analisar a influência:
• da variação dos valores das variáveis do algoritmo Q-learning e dos métodos de
pesquisa Softmax e ε-greedy;
• da função de recompensa no processo de aprendizagem;
• de diferentes tipos de percurso no comportamento do robô.
1.4 Principais contribuições
O trabalho realizado nesta dissertação faz o estudo do comportamento de um agente inte-
ligente implementado com um algoritmo da aprendizagem por reforço. As suas principais
contribuições são:
• verificação da aplicabilidade dos algoritmos de aprendizagem na robótica. Nas dife-
rentes experiências realizadas o robô conseguiu sempre aprender a tarefa proposta;
• o estudo da influência do método de pesquisa no processo de aprendizagem. Nas dife-
rentes experiências realizadas o método Softmax obteve melhores resultados (apren-
dizagem em menos iterações) sistematicamente;
• o estudo da influência dos valores das variáveis e da utilização de vários percursos
no processo de aprendizagem. Na experiência de verificar a influência das variáveis
do algoritmo, mostrou que o robô tem um comportamento positivo quando o valor
da variável da taxa de exploração (método de pesquisa ε-Greedy) diminui. Nos
diferentes percursos testados, o robô apresentou melhores resultados no percurso de
linha recta do que nos outro percursos utilizados.
De uma forma geral, este trabalho contribuiu para uma melhor compreensão da área da
aprendizagem por reforço e da influência dos diversos fatores do processo de aprendizagem
aplicados à robótica.
4 CAPÍTULO 1. INTRODUÇÃO
1.5 Estrutura da dissertação
O Caṕıtulo 2 apresenta um breve resumo histórico da área de aprendizagem por reforço,
faz uma introdução ao tema e apresenta os seus conceitos fundamentais: a poĺıtica, a
função de recompensa, a função de valor e o modelo do ambiente. São apresentados os
métodos de pesquisa, ε-greedy e Softmax que permitem o equiĺıbrio entre as fases de ex-
ploração e examinação. São introduzidos os métodos e respetivos algoritmos utilizados na
aprendizagem por reforço: a programação dinâmica, o método de Monte Carlo e método de
diferença temporal. Finalmente é introduzido um dos mecanismo básicos da aprendizagem
por reforço, os traços de elegibilidade.
O Caṕıtulo 3 dedica-se à descrição de alguns dos conceitos principais sobre a robótica,
sendo feito um breve resumo histórico e uma introdução ao tema, e são apresentados alguns
dos robôs autónomos. É ainda descrito o robô educacional da lego, NXT Mindstorms, os
seus componentes e as linguagens de programação com suporte do kit.
O Caṕıtulo 4 introduz o robô constrúıdo e a configuração experimental. Segue-se a apre-
sentação e descrição das experiências realizadas para estudar a influência dos valores das
variáveis do algoritmo, dos métodos de pesquisa, da função de recompensa e do meio
ambiente no comportamento do robô. Os resultados obtidos são apresentados e avaliados.
O Caṕıtulo 5 analisa comparativamente os resultados obtidos e apresenta conclusões. É
também descrito algum trabalho futuro no seguimento deste trabalho.
Caṕıtulo 2
Aprendizagem por reforço
Neste caṕıtulo é apresentado um breve resumo histórico da área de aprendizagem por
reforço, fazendo uma introdução ao tema e apresenta os seus conceitos fundamentais. São
apresentados métodos de pesquisa, ε-greedy e Softmax, métodos de implementação para
resolver o problema da aprendizagem por reforço e traços de elegibilidade.
2.1 Breve histórico
A história da aprendizagem por reforço tem três linhas distintas de investigação [63],
sendo que duas delas foram desenvolvidas separadamente, a tentativa e erro e a teoria
do controlo óptimo. As exceções destas duas levaram a uma terceira, conhecida como
método de diferença temporal. Estas três linhas juntaram-se nos finais do ano de
1980 para darem origem à aprendizagem por reforço [63].
A aprendizagem por tentativa e erro foi iniciada no campo da psicologia, na aprendi-
zagem animal onde, segundo Sutton e Barto [63] em 1911, surgiu a primeira investigação,
feita por Thorndike [67] e as primeiras investigações computacionais da aprendizagem por
tentativa e erro foram feitas por Farley e Clark [17] e por Minsky [38]. Existem dois
aspetos importantes da aprendizagem por tentativa e erro: o primeiro é a seleção, onde
através de tentativas é posśıvel escolher ações e saber as suas consequências; o segundo
a associação, associa as alternativas que foram encontradas pela “seleção”, a situações
particulares que aconteceram.
Harry Klopf [30, 31, 32] transformou esta aprendizagem, numa aprendizagem por reforço
com inteligência artificial [63].
5
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Durante as décadas de 80 e 90 a investigação na aprendizagem por tentativa e erro, tornam-
se raras[63]. Isto devido às confusões, ainda hoje existentes, entre esta aprendizagem e
a aprendizagem supervisionada pois ambas se baseiam no erro no processo de aprendiza-
gem [21].
A teoria do controlo óptimo surgiu nos finais dos anos 50, destacando-se pelo uso
da programação dinâmica, considerada como uma forma viável de resolver problemas
estocásticos [63].
A programação dinâmica sofreu um enorme desenvolvimento desde essa data, pois houve
muitos trabalhos importantes como o de Bellman [2, 3] e os de Bertsekas [4, 5].
Por último, temos a aprendizagem por métodos de diferença temporal e esta linha
também surgiu na psicologia da aprendizagem animal, em particular, na noção de reforço
secundário. Este reforço secundário é, por assim dizer, um est́ımulo associado a um reforço
primário como alimento ou dor [21].
Os primeiros trabalhos de aprendizagem por reforço foram realizados no ińıcio da Inteligência
Artificial (IA) e da Cibernética e contou com o conhecimento de outras áreas, tais como,
teoria do controlo, teoria de informação, estat́ıstica, psicologia, algoritmos genéticos, eco-
nomia, teoria de jogos, neurociência e ciência dos computadores [27].
As áreas da teoria do controlo e da estat́ıstica, que ficavam entre IA e a Engenharia Con-
vencional estão agora entre as mais ativas incluindo novos campos, como redes neuronais,
controlo inteligente e aprendizagem por reforço [63].
Segundo Sutton e Barton [63], o conceito de aprendizagem por reforço foi utilizado pela
primeira vez, na literatura de engenharia, nos anos 60. Em 1961, Minsky [39] publicou
um artigo onde examina alguns problemas da aprendizagem por reforço [36, 37, 63, 78].
Existem diversas áreas de aplicação da aprendizagem por reforço. Essas aplicações vão
desde a robótica, à fabricação industrial, a problemas de pesquisas combinatórios, tais
como jogos de computador [27].
No campo dos jogos de computador existem vários jogos implementados com esta apren-
dizagem, como por exemplo, o jogo de damas [27, 55], o jogo do gamão usando diferença
temporal [64, 65, 66], o jogo go [57] e o xadrez [68].
No campo da robótica existem vários trabalhos, um deles, de Schaal e Atkeson [56], re-
lata a construção de um robô com dois braços, com a tarefa aprender a manobrar um
bastão chinês1. Outro robô implementado com aprendizagem por reforço foi o Obelix que
tinha como tarefa aprender a empurrar caixas para que este conseguisse andar livremente
pelo ambiente; este trabalho foi feito por Mahadevan [34]. Mataric [35] descreve uma ex-
periência robótica onde quatro robôs, se encontram num ambiente fechado, tendo a tarefa
de reunir pequenos discos e transportá-los para um determinado destino.
1Do inglês, devil-stick.
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A aprendizagem por reforço também foi utilizada para otimizar a performance de eleva-
dores [12, 48, 85] e no controlo de tráfego [10, 33, 44].
Outros trabalhos interessantes no campo da aprendizagem por reforço são [19, 20, 50, 51,
62, 70, 71, 72, 75, 76, 81].
2.2 Introdução
A aprendizagem por reforço é uma área da aprendizagem automática2. Segundo Hay-
kin [24], existem duas formas de aprendizagem: a aprendizagem com professor e a apren-
dizagem sem professor. Na aprendizagem com professor existe a aprendizagem supervisio-
nada; o método da aprendizagem sem professor divide-se em dois grupos: a aprendizagem
não supervisionada e a aprendizagem por reforço.
Na aprendizagem supervisionada são fornecidos exemplos de entrada e sáıda correspon-
dente, e o objetivo do algoritmo é aprender essas relações, isto é, a partir destes exemplos
de entrada e sáıda, o algoritmo aprende a associar cada vetor de entrada de x ao vetor
de sáıda y . Este processo é conhecido como treino [24]. Como é uma aprendizagem com
professor, este necessita de ter um conhecimento prévio sobre o ambiente [21, 24]. Esta
aprendizagem só está conclúıda quando o algoritmo responde de forma correta a situações
novas ou desconhecidas. A figura 2.1 ilustra o processo de aprendizagem supervisionada:
Figura 2.1: Aprendizagem supervisionada
Na aprendizagem não supervisionada não é fornecido ao agente qualquer tipo informação,
não existindo professor para orientar o processo de aprendizagem [21, 71]. O agente tem
como principal objetivo descobrir as relações, as carateŕısticas ou padrões, ou mesmo as
2Do inglês, machine learning.
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diferenças em agrupamentos, a partir dos quais consegue tirar conclusões com base em
processos de auto-organização3 por tentativa e erro.
Este tipo de aprendizagem é apropriado para aplicações de mineração de dados4, pois os
valores dos dados não são conhecidos antecipadamente. A figura 2.2 ilustra o processo de
aprendizagem não supervisionada.
Figura 2.2: Aprendizagem não supervisionada
A aprendizagem por reforço é uma aprendizagem por tentativa e erro, onde o agente,
através da interacção com o ambiente, aprende a realizar uma tarefa com base em recom-
pensas positivas e negativas [21, 24, 63, 71]. Segundo Sutton e Barton[63], esta aprendi-
zagem é um formalismo da IA que permite ao agente aprender através da interação com
o ambiente; Na Aprendizagem por Reforço (AR) o agente aprende através experiências
diretas.
As tarefas na aprendizagem por reforço são descritas através de funções de recompensa,
em substituição de instruções espećıficas para cada situação ou estado, isto é, ao em vez
de indicar a melhor ação para uma determinada situação, o agente através de interação
com o ambiente, aprende qual a melhor ação para essa situação [54, 63].
Pode-se considerar que a aprendizagem por reforço abrange toda a IA: um agente é
colocado num ambiente e este tem de aprender a comportar-se com sucesso nele [54]. Na
aprendizagem por reforço o agente tem objetivos expĺıcitos: este analisa as carateŕısticas do
ambiente que o rodeia e consegue escolher ações que influenciam esse mesmo ambiente [63].
Segundo Ribeiro [51], esta aprendizagem contém um calcanhar de Aquiles, pois, para o
agente, diferentes estados podem ter a mesma representação. Como consequência ser-lhes-
á atribúıdo o mesmo custo, mesmo quando não deveria ser feito.
Uma das mais surpreendentes descobertas na aprendizagem por reforço, é o facto de
existirem algoritmos simples onde o agente pode aprender uma poĺıtica óptima sem que
seja capaz de prever os efeitos dessas ações ou das respetivas recompensas [13].
Resumindo, na aprendizagem por reforço o aluno é o agente que decide qual ação, ou
ações a tomar num ambiente desconhecido e recebe uma recompensa ou uma penalidade
por essa ação na tentativa de resolver o problema. Após um conjunto de tentativas, o
3Do inglês, self-organization.
4Do inglês, data mining.
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agente deve aprender qual a melhor poĺıtica, ou seja, a sequência de ações que maximizam
a recompensa total. A figura 2.3 ilustra o processo de aprendizagem por reforço:
Figura 2.3: Aprendizagem por Reforço
Um agente executa uma ação, at, num estado, st, seguindo uma poĺıtica, π, para avançar
para o próximo estado, st+1, com base na recompensa, rt, que essa ação irá receber.
2.3 Conceitos fundamentais da aprendizagem por reforço
A poĺıtica5, a função de recompensa6, a função de valor7 e o modelo do ambiente8
são alguns conceitos fundamentais da aprendizagem por reforço:
2.3.1 Poĺıtica
A poĺıtica é uma regra estocástica que define o comportamento do agente, ou seja, indica
ao agente qual a melhor ação a tomar num determinado estado. Esta é representada por
uma função π(s, a) que analisa o estado, s, e a ação, a e que corresponde à probabilidade
do agente tomar a ação a ∈ A(S) quando este se encontrar no estado s ∈ S [63]. Por
outras palavras, uma poĺıtica é uma distribuição de probabilidades da ações a em cada
estado s. Esta pode ser simplesmente uma função ou uma tabela, ou noutros casos, pode
envolver cálculos complexos. A poĺıtica constitui o núcleo do agente no sentido em que
sozinha é capaz de determinar o comportamento deste.
2.3.2 Função de recompensa
A função de recompensa define o objetivo a atingir num sistema de aprendizagem por
reforço. O agente associa um estado (ou par estado-ação) do ambiente a uma recompensa.
5Do inglês, policy.
6Do inglês, reward function.
7Do inglês, value function.
8Do inglês, model of the environment.
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Esta função indica o que é melhor no sentido imediato, enquanto que a função de valor
espećıfica o que é melhor a longo prazo. Resumindo o principal objetivo de um agente é
maximizar a recompensa total que vai acumulando em longo prazo. Esta função pode ser
estocástica.
2.3.3 Função de valor
A função de valor indica o ganho total acumulado no futuro. Todos os algoritmos de
aprendizagem por reforço são baseados na estimativa de funções de valor. Existem dois
tipos de funções de valor, a função estado-valor, V π(s), e a função ação-valor, Qπ(s, a).
Nos processos de decisão de Markov [63], a função V π(s), define-se como:
V π(s) = Eπ{Rt | st = s} = Eπ
{ ∞∑
k=0
γkrt+k+1 | st = s
}
, (2.1)
onde V π(s) representa o valor esperado que o agente recebe quando segue a poĺıtica π. A
função ação-valor, Qπ(s, a), considera o par estado-ação (s, a), e é definida como
Qπ(s, a) = Eπ{Rt | st = s, at = a} = Eπ
{ ∞∑
k=0
γkrt+k+1 | st = s, at = a
}
, (2.2)
onde a representa uma ação no estado s sobre a poĺıtica π, num determinado instante t.
Um processo de decisão de Markov é uma forma de configurar processos, onde as transições
entre os estados são consideradas probabiĺısticas.
Problemas com recompensas atrasadas9 são bem modelados com Processos de Decisão de
Markov (PDM). Diz-se que é recompensa atrasada quando o agente está num determi-
nado ambiente e recebe uma recompensa igual zero, excepto quando este alcança um dos
estados ótimos ou finais. O agente tem de aprender a sequência das ações que o levam a
recompensas futuras no estado óptimo.
Segundo Ribeiro [51], uma das principais caracteŕısticas de um PDM é a sua condição10.
Diz-se que um processo estocástico tem a condição de Markov, se as distribuições de
probabilidades condicionais de estados futuros, dependerem apenas do estado presente,
isto é, o passado é irrelevante, pois não interessa como o estado actual foi obtido[63]. A
condição de Markov é muito importante na aprendizagem por reforço porque as decisões
e os valores estão assumidos serem uma função apenas do estado atual.
Um processo de decisão de Markov é um tuplo (S,A, T,R), onde:
• S é o conjunto de todos os estados finitos do ambiente;
9Do inglês, delayed reward.
10Do inglês, Markov condition.
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• A é o conjunto de todas as ações finitas posśıveis;
• T : SxA → π(S): é a função de transição de estados, onde π(S) é a distribuição
de probabiliade sobre o conjunto S. Segundo Kaelbling e Moore[27], escreve-se
T (s, a, s′) para a probabilidade fazer um transição do estado s para o estado s′ com
a ação a;
• R : SxA→ R é a função de recompensa imediata.
2.3.4 Modelo do ambiente
O modelo do ambiente é algo que imita o comportamento do ambiente, por exemplo,
dados um estado e uma recompensa, o modelo pode prever o próximo estado e a sua
recompensa [63]. O modelo do ambiente é usado para decidir que ação é tomada pelo
agente, considerando a possibilidade de situações futuras antes de serem realmente expri-
mentadas. O ambiente deve ser parcialmente observável pelo agente através de sensores,
descrições simbólicas ou a informação relevante sobre ele.
2.4 Métodos de pesquisa
Um dos desafios existentes na aprendizagem por reforço e não em outros tipos de apren-
dizagens foi o facto de haver um conflito entre a Exploração11 e a Examinação12[63].
Na aprendizagem por reforço deve existir um equiĺıbrio entre a exploração13 e a exa-
minação14.
Na examinação o agente escolhe a ação com maior recompensa para um determinado
estado; à primeira vista parece ser uma boa opção, mas impede o agente de procurar
melhores ações.
A exploração permite obter novas informações sobre o ambiente com o objetivo de alcançar
melhores ńıveis de desempenho no futuro, ou seja, o agente explora ações ainda não ex-
perimentadas ou estados não visitados, para ter uma visão mais abrangente do ambiente.
Sem exploração o melhor objetivo não será encontrado. Em contrapartida, se o agente
explorar muito não consegue manter um caminho [11].
Se for selecionada uma das ações diferente da ação com maior recompensa, diz-se que
o agente está a explorar, permitindo assim, melhorar a estimativa dos valores das ações
que não tenham a maior recompensa. Para maximizar a recompensa esperada numa
iteração escolhe-se a examinação; no entanto com a exploração pode-se produzir uma
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Uma das grandes diferenças entre aprendizagem por reforço e aprendizagem supervisio-
nada, consiste no simples facto do agente da aprendizagem por reforço para ”aprender”ter
que, explicitamente, explorar o ambiente em que se encontra [27].
Existem vários métodos que permitem o equiĺıbrio entre a examinação e a exploração. Os
mais conhecidos são o método ε-Greedy e o Softmax [21, 63].
O método ε-Greedy na maioria das vezes escolhe a ação com maior recompensa mas, de vez
em quando, aleatoriamente é escolhida uma ação independentemente da sua recompensa.
A ação com maior recompensa, é escolhida com a probabilidade de 1−ε, e a ação aleatória
é escolhida com a probabilidade ε. Isto significa que para a ação a∗, ação com maior
recompensa, a poĺıtica é πt(s, a
∗) = 1− ε.
Uma desvantagem do método ε-Greedy é que ao escolher uma ação aleatória, tanto pode
escolher a ação com a melhor recompensa como a ação com a pior. O método Softmax foi
desenvolvido para ultrapassar esta falha atribuindo um peso para cada ação, de acordo
com a sua estimativa ação-valor [21]. Assim, uma ação é selecionada de acordo com o
peso que lhe está associado tornando improvável a escolha da pior ação já que a ação com
maior valor de recompensa, tem maior probabilidade de ser escolhida. Para calcular as









onde T é um valor positivo designado por temperatura. Quando a temperatura for alta,
qualquer ação tem (quase) a mesma probabilidade de ser escolhida. No caso de a tempera-
tura ser baixa, essa probabilidade desaparece, fazendo com que as ações sejam escolhidas
de acordo com as suas estimativas de valor.
2.5 Métodos de implementação
Existem três métodos para resolver o problema da aprendizagem por reforço: o método
da programação dinâmica, o método de Monte Carlo e por último método da diferença
temporal [63].
2.5.1 Métodos de programação dinânimca
A programação dinâmica15 refere-se a um conjunto de algoritmos que podem ser usados
para calcular poĺıticas ótimas dado um modelo completo e perfeito do ambiente, como os
modelos de PDM [63].
A programação dinâmica é muito importante, pois fornece uma base essencial para uma
15Do inglês, dynamic programming.
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melhor compreensão dos restantes métodos. Na realidade, os métodos seguintes podem
vistos como uma tentativa de chegar ao mesmo efeito da programação dinâmica, mas com
menos cálculos e sem assumir um modelo completo e perfeito [24, 63].
A principal ideia deste método é usar funções de valor para organizar e estruturar a procura
de boas poĺıticas.
Pode-se facilmente obter poĺıticas ótimas quando são descobertas as funções de valor, V ∗
ou Q∗, que satisfaçam as equações de Bellman[2]:
V ∗(s) = max
a




























para todo o s ∈ S, a ∈ A(S), e s′ ∈ S+. Os algoritmos de programação dinâmica são
obtidos por transformação das equações de Bellman.
Iteração da poĺıtica
As ações escolhidas por um agente implementado com um sistema de aprendizagem por
reforço são feitas a partir de uma função chamada poĺıtica π [63].
Na iteração da poĺıtica, a poĺıtica é avaliada e depois melhorada[13]. A avaliação da
poĺıtica16 consiste em calcular o valor de todos os estados, s, seguindo uma poĺıtica, π:
V π(s) = Eπ
{
rt+1 + γrt+2 + γ
2rt+3 + ... | st = s
}













onde π(s, a) é a probabilidade de uma ação, a, ser executada num estado, s, sobre a
poĺıtica π. V π expressa a relação entre o valor de um determinado estado e dos valores
dos próximos estados.
A poĺıtica melhorada17 usa os valores de V ∗(s)18 para especificar a poĺıtica nova π′ que
é tão boa, ou melhor que a poĺıtica atual π [13].
16Do inglês, policy evaluation.
17Do inglês, policy improvement.
18Valor do estado s nos termos da poĺıtica optima.
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A avaliação da poĺıtica não permite saber se a poĺıtica é melhor ou pior que a atual. Para
isso basta realizar uma ação a no estado s seguindo a poĺıtica π sendo o valor esperado:










A nova poĺıtica é
π′(s) = argmaxa {Qπ(s, a)} , (2.9)
O critério fundamental é maior ou menor que V π(s). Este resultado chama-se melhora-
mento da poĺıtica. Sejam π e π′ um par de poĺıticas determinista de tal forma que, para
todo o s ∈ S [63],
Qπ(s, π′(s)) ≥ V π(s). (2.10)
Se a poĺıtica π e π′ forem iguais então é uma poĺıtica óptima. Os valores V π(s) e Qπ(s, a)
associados à poĺıtica ótima são chamados valores ou ações ótimas e são denominados de
V ∗(s) e Q∗(s, a) [13].
O método da iteração da poĺıtica vai melhorando a cada passo, até que este encontre uma
poĺıtica ótima. No pior caso, a iteração de poĺıtica tem um número exponencial de passos,
mas normalmente é muito rápido [63].
Iteração do valor
Este método é a principal alternativa à iteração de poĺıtica onde, em cada iteração, tem
que ser feita uma avaliação da poĺıtica, o que pode ser um cálculo demorado [63].
Na iteração do valor a função do valor ótimo é aproximado por um processo de iteração
que atualiza um valor estimado de V π(s), que vai eventualmente convergir para V ∗ [63].
A iteração de valor pode ser escrita como uma simples operação de reserva, que combina
a poĺıtica melhorada e os passos incompletos da avaliação poĺıtica:
Vk+1(s) = max
a











Para V0 arbitrário, a sequência {Vk} converge para V ∗ nas mesmas condições que garantem
V ∗ [63].
A iteração da equação, (2.11), encontra os valores óptimos. A equação, (2.9), pode ser
utilizada para depois encontrar a poĺıtica ótima associada a esses valores.
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2.5.2 Método de Monte Carlo
Ao contrário da programação dinâmica, o método de Monte Carlo não precisa de ter
informação completa do ambiente. Este apenas precisa de experiências, uma amostra
de sequências de estados, ações e recompensas, realizadas através da interação com o
ambiente.
Para garantir que as recompensas sejam bem definidas, o método de Monte Carlo é um
método por tarefas episódicas, isto é, as experiências são divididas em episódios, onde
todos eventualmente têm um fim, não importando as ações que são escolhidas. A poĺıtica
e a estimativa de valor são alteradas quando um episódio termina.
É um método incremental num sentido de episódio-por-episódio, mas não no sentido de
passo-por-passo [63].
Avaliação da poĺıtica de Monte Carlo
Este método vai aprender a função estado-valor para uma poĺıtica dada. Em particular
estima V π(s), o valor de um estado s seguindo a poĺıtica π [63].
Uma forma óbvia de estimar o valor de um estado, é calcular a média das recompensas
observadas após a visita do estado em questão [9].
À medida que trajetórias são produzidas, os ganhos são observados e a média deve con-
vergir para o valor esperado.
Existem dois tipos dos métodos de Monte Carlo, em relação à avaliação de poĺıtica: o
método de Monte Carlo cada-visita19 e o método de Monte Carlo primeira-visita20. No
método cada-visita será feita uma estimativa de V π(s), função valor-estado, através da
média das recompensas após todas as visitas ao estado s num conjunto de episódios; no
método primeira-visita é feita uma média das recompensas após a primeira visita ao estado
s.
2.5.3 Método de diferença temporal
Combinando as vantagens da programação dinâmica e do método de Monte Carlo, a
aprendizagem por Diferença Temporal (DT)21 destaca-se como uma ideia central e singular
na aprendizagem por reforço [9, 21, 63].




16 CAPÍTULO 2. APRENDIZAGEM POR REFORÇO
poĺıtica-ligada22, conhecida como SARSA, e poĺıtica-desligada 23, conhecida como Q-
learning.
Como o método de Monte Carlo, os métodos de diferença temporal podem aprender di-
retamente de uma experiência sem precisar de um modelo de ambiente [63]. Como a
programação dinâmica, os métodos de diferença temporal atualizam estimativas basea-
das, em parte, em outras estimativas aprendidas, sem esperar pelo resultado final [24, 63].
Previsão do método de diferença temporal
Os métodos de diferença temporal e de Monte Carlo usam experiências para resolver
problemas de previsão. O método de Monte Carlo espera até que o ganho total seja
conhecido, para depois atualizar V (st). Uma simples equação do método de Monte Carlo
de cada-visita apropriada para um ambiente não estacionário é:
V (st)← V (st) + α [Rt − V (st)] , (2.12)
Onde Rt é o actual ganho obtido a partir do instante t e α ∈ ]0, 1[.
Os métodos de diferença temporal apenas precisam de esperar até ao próximo instante [63],
pois é nesse instante, (t+ 1), que é formado um objetivo e é feita uma atualização usando
as recompensas rt+1 e valor estimado de V(st+1) [9].
O método de diferença temporal, conhecido por TD(0), é:
V (st)← V (st) + α [rt+1 + γV (st+1 − V (st)] , (2.13)
O objetivo dos métodos de diferença temporal é atualizar o valor rt+1+γV (st+1), enquanto
que o objetivo do método de Monte Carlo é atualizar o valor Rt.
Resumindo, a vantagem mais óbvia do método de previsão de diferença temporal, em
relação aos métodos programação dinâmica, é que não precisa de modelos de ambiente,
das recompensas e das probabilidades de transições entre os estados [9, 63]. Em relação
ao método de Monte Carlo, os métodos de previsão de diferença temporal encontram
as atualizações das estimativas no estado seguinte, enquanto o método de Monte Carlo
aguarda até ao estado final para obter o verdadeiro ganho e atualizar as suas estimativas.
SARSA
A poĺıtica ligada, SARSA, foi introduzida em 1992 por Rummery e Niranjan [52]. Tem
este nome pois a função principal para atualizar o valor de Qπ depende do estado onde
se encontra o agente “S1”, a ação que este escolhe “A1”, a recompensa que ganha por
22Do inglês, on-policy.
23Do inglês, off-policy.
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escolher a ação “R”, o estado seguinte “S2” onde o agente se encontra por ter executado
aquela ação e, finalmente, a próxima ação “A2” escolhida neste novo estado, ou seja
depende do tuplo (st, at, rt+1, st+1, at+1), o que gera o termo SARSA.
O agente interage com o ambiente e atualiza a poĺıtica, baseado nas ações que foram
realizadas:
Q(st, at)← Q(st, at) + α [rt+1 + γQ(st+1, at+1)−Q(st, at)] , (2.14)
Onde a atualização do valor de Q(st, at) é feita após cada transição de um estado não ter-
minal, denominado por st. Se o próximo estado, st+1, for o estado final, então Q(st+1, at+1)
é definido como zero. Esta regra usa todos os elementos do qúıntuplo de eventos, isto faz
com que haja uma transição de um par de estado-ação para o próximo.
Neste método, as transições são idênticas às cadeias de Markov, mas existe um processo
de recompensa[63].
Q-learning
O algoritmo Q-learning foi apresentado por Watkins em 1989 [80], sendo considerado um
dos maiores avanços na área da aprendizagem por reforço já que se trata de um algoritmo
que aprende a poĺıtica ótima sem criar um modelo do ambiente [63].
Este algoritmo amplia a função valor tornando-a numa função ação-valor que, para cada
estado, armazena o valor de todas ações.
Esta função, Q∗(s, a), expressa, num comportamento ótimo, o valor da ação a realizada
no estado s. A relação entre a função valor e a função ação-valor é definida como
V ∗(s) = max
a
Q∗(s, a) (2.15)
A poĺıtica é definida de acordo com a equação
π∗(s) = arg max
a
Q∗(s, a) (2.16)
e a atualização da função ação-valor é dada pela expressão







onde Q é a tabela de valores dos pares estado-ação, at é a ação actual, st o estado atual,
st+1 é o novo estado que resulta da ação no estado atual, α ∈ ]0, 1[ corresponde à taxa
de aprendizagem, γ ∈ ]0, 1[ é o fator de desconto, maxaQ(st+1, at) é a ação com maior
recompensa da tabela Q e rt+1 é a recompensa que o agente recebe no próximo estado.
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Teoricamente a taxa de aprendizagem, α ∈ ]0, 1[, determina em que medida as novas
informações irão substituir as informações antigas. Quando o valor for igual a 0, o agente
não consegue aprender nada, contudo se o valor for igual a 1 vai fazer com que o agente
só considere as informações mais recentes.
O fator de desconto, γ ∈ ]0, 1[, determina a importância das recompensas futuras. Se o
valor do fator de desconto for igual a 0, o agente considera, apenas as recompensas atuais,
se o fator de desconto for igual a 1 o agente irá lutar por uma recompensa alta, a longo
prazo.
Segundo Jaakkola [26], este método é bastante conhecido pois é um método pioneiro que
verdadeiramente estuda o método da aprendizagem por reforço pelo propósito do controlo.
Para Ribeiro [51], este apresenta a técnica mais simples que calcula diretamente a poĺıtica
ótima da ação sem uma fase de custo intermediário de avaliação24 e sem precisar de um
modelo do ambiente, como já foi referido anteriormente.
O algoritmo SARSA e Q-learning são muitos semelhantes e as suas diferenças são mı́nimas:
o SARSA usa a poĺıtica para atualizar os valores de Q(s, a), ou seja, os valores de Q(s, a)
são atualizados com base na poĺıtica que está a ser seguida; O Q-learning atualiza os
valores utilizando a poĺıtica de examinação.
2.5.4 Considerações Finais
Cada método de implementação tem as suas vantagens e desvantagens. A programação
dinâmica está matematicamente bem desenvolvida, mas necessita de um modelo de am-
biente completo e preciso. O método Monte Carlo não precisa de modelo do ambiente
e é relativamente simples, mas não é adequado para cálculos incrementais passo-a-passo.
O método de diferença temporal não precisa de modelo de ambiente e é completamente
incremental, mas é mais complexo de analisar.
2.6 Traços de elegibilidade
Os traços de elegibilidade é um dos mecanismos básicos da aprendizagem por reforço [63].
A ideia por detrás dos traços de elegibilidade é muito simples: cada vez que um estado
é visitado, é armazenada informação temporária da ocorrência do evento, um traço, que
gradualmente diminui ao longo do tempo.
Qualquer algoritmo de diferença temporal, como Q-learning e SARSA, podem ser combi-
nados com traços de elegibilidade para obter um algoritmo que possa aprender eficazmente.
O algoritmo Q(λ), proposto por Peng e Williams [47] é caraterizado por ser uma adaptação
24Do inglês,intermediate cost evaluation step.
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de uso de traços de elegibilidade para o algoritmo Q-learning.
Quando os traços de elegibilidade são combinados com o Q-learning, o algoritmo resultante
é chamado de Q(λ) [6].
Os traços de elegibilidade, introduzidos por Klopf [30], foram usados numa variedade de
sistemas de aprendizagem por reforço. É um mecanismo muito simples, pois cada vez que
um estado é visitado, é iniciado um processo de memória a curto prazo, ou seja temporário,
que enfraquece gradualmente com o tempo [63].
Os traços de elegibilidade ajudam a fazer ligação entre os eventos e a informação guar-





Este caṕıtulo apresenta um breve resumo histórico e uma introdução à robótica. São apre-
sentados alguns dos robôs autónomos, também introduz os componentes e linguagens de
programação do Lego NXT Mindstorms e descreve trabalhos de aplicação de aprendizagem
por reforço à robótica.
3.1 Breve Histórico
Em 1921 [73, 28], o dramaturgo Karel Capek introduziu, pela primeira vez, a palavra robô
na sua peça ”R.U.R, Rossum’s Universal Robots”.
O termo robótica foi utilizado pela primeira vez pelo cientista e escritor Isaac Asimov, em
1941, no romance ”Runaround” [28]. Também publicou pequenas histórias de ficção ci-
ent́ıfica onde apareciam robôs, sendo elas ”I Robot”(1950), ”The Foundation Trilogy”(1951-
52), ”Foundation’s Edge”(1982) e ”The Gods Themselves”(1972). Isaac Asimov tomou
como provável que os robôs viessem a possuir inteligência e, por isso, formulou três leis [1],
para que os robôs podessem conviver com os humanos, sendo elas:
• 1a Lei – um robô não pode fazer mal a nenhum ser humano, ou permitir que sofra
algum mal;
• 2a Lei – um robô deve obedecer às ordens dadas por um ser humano, exceto quando
as ordens entram em conflito com a 1a Lei;
• 3a Lei – um robô deve proteger-se desde que não ponha em causa as duas leis
anteriores.
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Em 1993 o cientista Hans Moravec publicou um artigo, The Age of Robots [42], onde
dizia que a primeira geração de robôs só ficaria dispońıvel no ano 2000 e seria incapaz
de aprender. A segunda geração só ficaria dispońıvel no ano 2020, com uma inteligência
comparada com a de um rato. A terceira geração de robôs só ficaria dispońıvel no ano
2030, com uma inteligência comparável com a de um macaco. A quarta geração de robôs
teria uma inteligência comparada com a do ser humano, mas esta geração só seria posśıvel
de alcançar, segundo ele, por volta dos anos 2040 ou 2050.
Em seguida serão apresentados alguns dos trabalhos que contribuiram para uma evolução
da robótica:
• Em 1898, Nikola Tesla apresentou um barco controlado por ondas rádio na Exposição
Eléctrica em Nova Iorque. É considerado como o pai da robótica e da rádio [45].
• Em 1961, surgiu o primeiro robô industrial o Unimate, desenvolvido por George
Devol e Joe Engleberger [43], com a função de empilhar bocados de metal quente.
• Em 1975 foi apresentado no Japão um robô humanóide1, o Wabot-I. Este tinha a
capacidade de comunicar com uma pessoa em japonês e medir a distância de um
objeto usando recetores externos. A partir desta data iniciou-se o desenvolvimento
de robôs humanóides [54].
• Em 1994 o laboratório do MIT desenvolveu um robô humanóide chamado Cog [8]
cuja função era aprender de forma semelhante à cognição humana.
• Em 2000 a Honda revelou o ASIMO [25], um robô humanóide autónomo, capaz de
correr, andar, comunicar com os humanos. Este robô tem a capacidade de fazer um
reconhecimento facial, ambiental e vocal.
• Em Abril de 2001 o robô Canadarm2 foi lançado para o espaço para auxiliar os
astronautas na construção e na manutenção da Estação Espacial Internacional [53].
• Em 2002 foi apresentado um aspirador robótico pela companhia iRobot, o robô
Roomba.
• Starfish, um robô de 4 pernas com a capacidade de aprender a andar mesmo quando
”perdia”uma perna, foi apresentado pela Universidade de Cornell em 2006 [46].
• O I-sobot, lançado pela empresa TOMY em 2007, é um robô humanóide que caminha,
faz flexões, dança, dá murros e pontapés. Tem quatro modos de controlo: controlo
remoto, de programação, de ação especial e comando de voz [7].
• Em 2011, o Robonaut2 foi lançado para uma estação espacial a bordo do vaivém
Discovery. Este foi o primeiro robô humanóide no espaço e tem a tarefa ser um
assistente autónomo para ajudar os astronautas com tarefas complexas para manter
a estação espacial funcional [14].
1Robô de aparência humana.
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3.2 Introdução
A robótica, de uma forma simples, é a ciência que estuda os robôs, a sua construção
e o seu comportemento [54]. A palavra robô é de origem checa que significa “trabalho
forçado” [73, 28]. São utilizados em tarefas que constituem perigo para o ser humano:
em locais com pouco luminosidade, tratamento de lixo tóxico, exploração espacial e su-
baquática, principalmente para buscas e resgates ou localizar minas terrestres. Alguns
destes robôs têm a capacidade de aprender, através da interação com o ambiente, a re-
alizar a melhor ação para uma dada situação para alcançar o seu objetivo. Um robô é
composto por:
• Controlador – cérebro do robô e tem três fases, a percepção, o processamento e a
acção. Os sensores dão informação sobre o ambiente, esta informação é processado
e é realizada a acção;
• Atuadores – são motores que movimentam o robô;
• Manipuladores – são comparados com os membros dos seres humanos;
• Sensores – transmitem a informação sobre o ambiente, são comparados com os nossos
sentidos;
• Por último, e mais importante a fonte de energia para o robô ganhar ”vida”.
Segundo DiSalvo [15], grande parte das pesquisas na robótica não se centra apenas nas
tarefas industriais, mas sim em novos tipos de robôs, em outras alternativas de conceber
robôs e novas maneiras de fabricá-los. Os robôs tornaram-se uma ferramenta de interesse,
são cada vez mais utilizadas nas escolas secundárias e universidades. A robótica tem como
objetivo a automatização de tarefas que podem ser executadas pelo homem.
Cada vez mais, os robôs precisam de possuir inteligência para terem a capacidade segurar
ou agarrar objetos, navegarem sem se perderem, para observar o que está ao seu redor e
aprender como chegar a um determinado local [49, 53].
Os avanços da tecnologia e da inteligência artificial, permitiu uma evolução no campo
da robótica, tornando os robôs mais inteligentes e com a capacidade adquirir conheci-
mentos. Estes ainda estão longe de possúırem uma inteligência comparável com a do ser
humano [22]. Ainda serão precisos muitos anos para que os investigadores compreendam
os processos envolvidos no pensamento, e mesmo quando chegarem a alguma conclusão
têm de encontrar uma maneira de implementá-los nos robôs [42].
3.3 Robôs Autónomos
Os robôs autónomos realizam as tarefas em ambientes desconhecidos sem ajuda humana,
ou seja, conseguem atuar por eles próprios independentemente de qualquer controlador.
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Para que um robô seja considerado autónomo tem que possuir certas capacidades: ter sen-
sores que conseguem receber informações do ambiente onde se encontra, ter a capacidade
de trabalhar sozinho sem intervenção humana durante um determinado peŕıodo, ser capaz
de deslocar-se sem intervenção humana e ser capaz de fazer uma auto-manutenção [58].
Cientistas criaram novos programas e sistemas de sensores para tornar os robôs mais
inteligentes e mais percetivos [16]. Os robôs mais avançados usam visão tridimensional
para “verem” melhor o ambiente que o rodeia. Duas câmaras dão ao robô uma perceção
de profundidade, com programas de reconhecimento, o robô tem a capacidade de localizar
e classificar vários objetos. Em seguida vão ser apresentados alguns dos robôs autónomos
em ambientes reais:
• O robô Zoe, ilustrado na figura 3.1(a), tem a capacidade de explorar o deserto de
Atacama em busca de sinais de vida, com a ajuda de sensores. É um robô autónomo
que usa energia solar e pode vir a ser usado para explorar Marte [82].
(a) Robô Zoe (b) Robô Nomad
Figura 3.1: Robô Zoe e Robô Nomad
• O Nomad, ilustrado na Figura 3.1(b), tem como objetivo recolher amostras dos me-
teoritos na Antártida. Este robô explorou a remota região da Antártida, “Elephant
Moraine”, em busca de amostras de meteoritos. Segundo Wagner [77], o Nomad
encontrou e classificou corretamente no local, três meteoritos e dezenas de rochas
terrestres.
• O Tractor, ilustrado na Figura 3.2(a), tem a capacidade de recolher informação
do ambiente que o rodeia, analisando as imagens em tempo real, retirando delas
as principais carateŕısticas com o objetivo de plantar e colher, sozinho, e evitar a
colisão com o gado. Estes dados são combinados com estimativas de alcance dos
lasers, Laser Detection and Ranging (LADAR), para criar mapas precisos.
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(a) Robô Tractor (b) Robô SandStorm
Figura 3.2: Robô Tractor e Robô SandStorm
• SandStorm, ilustrado da Figura 3.2(b), é um véıculo Hummer reconfigurado com a
capacidade de traçar um mapa do terreno e tomar as decisões de condução inteligente.
Este consegue viajar ate 56 km/h no deserto.
• Grace, ilustrado na Figura 3.3, é um robô móvel que possui um enorme conjunto
de sensores: microfone, vários sensores de toque, de infravermelhos, de ultra-som e
um laser. Este é capaz de interagir com as pessoas, utilizando o seu microfone e o
software de reconhecimento de voz [60].
Figura 3.3: Robô Grace
3.4 Lego NXT Mindstorms
A colaboração entre a Lego Group e o Massachusetts Institute of Techonology (MIT)
resultou no desenvolvimento de um robô com um bloco inteligente, conhecido por Lego
Mindstorms, em 1988 [40, 41]. Nasceu assim, a primeira geração do Lego Mindstorms, mais
conhecida por Robotic Command Explorer (RCX). Este robô trazia apenas dois motores,
dois sensores de toque e um sensor de luz. O RCX foi substitúıdo, nos finais de Julho de
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2006, pela segunda geração da Lego Mindstorms conhecida por NXT. O NXT é mais ágil,
resistente, intuitivo, utiliza as mais recentes tecnologias.
O kit básico do NXT Mindstorms é constitúıdo por um bloco, três motores e quatro sen-
sores (luz, ultra-som, som e toque), mas podem ser adquiridos outros tipos de acessórios.
Este robô evolui com o passar dos anos e atualmente já vai na terceira geração, lançada
em Agosto de 2009 [41].
3.4.1 Kit básico do NXT
O kit básico do NXT contém os seguintes componentes:
• O bloco NXT, ilustrado na Figura 3.4(a), conhecido por smart brick, é o “cérebro”
do robô. É um bloco controlado por computador que dá vida ao robô, efetuando
diferentes operações [18]. Este bloco contém quatro entradas na parte inferior e três
na parte superior e uma entrada Universal Serial Bus (USB).
(a) Bloco do Nxt Mindstorms (b) Motor do Nxt Mindstorms
Figura 3.4: Bloco do Nxt Mindstorms e motor do Nxt Mindstorms
• Os motores, ilustrados na Figura 3.4(b), permitem ao robô movimentar-se pelo am-
biente. Têm a capacidade de ajustar a velocidade e calculam com precisão as voltas
ou graus que o motor efetuou, podem chegar às 170 rotações por minuto.
• O kit básico, da versão 1.1, inclui quatro sensores, vai ser apresentado outro sensor
que pertence à versão 2.0:
– O sensor de luz, ilustrado na Figura 3.5(a), permite ao robô distinguir a lu-
minosidade ambiente e através de um Light Emitting Diode (LED) vermelho
incorporado, consegue detetar a intensidade das cores. As leituras são indicadas
em percentagem (%), e variam de 0 a 100% .
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(a) Sensor de luz (b) Sensor de cor
Figura 3.5: Sensor de luz e sensor de cor
– O sensor de cor, ilustrado na Figura 3.5(b), pertence à versão 2.0 e tem a
capacidade de distinguir até seis cores através de um LEDRed Green Blue
(RGB), detecta o ńıvel da luminosidade ambiente, também consegue detetar a
intensidade das cores e funciona como uma lâmpada que emite luz vermelha,
verde ou azul.
– O sensor de toque, ilustrado na Figura 3.6(b), tem a capacidade de indicar se
este está a ser pressionado ou não, os valores podem ser 0, caso o sensor não
estiver pressionado, ou 1, caso o sensor esteja a ser pressionado.
(a) Sensor ultra-sónico (b) Sensor de toque
Figura 3.6: Sensor ultra-sónico e sensor de toque
– O sensor de ultra-som, ilustrado na Figura 3.6(a), tem a capacidade de medir a
distância a que o robô se encontra de um obstáculo. Este sensor mede distâncias
desde 0 a 255 cm com precisão de ± 3 cm. O sensor de ultra-som utiliza
os mesmos prinćıpios cient́ıficos dos morcegos, a ecolocalização que mede a
distâncias e calcula o tempo que o som demora a atingir o objecto e regressar
– O sensor de som, ilustrado na Figura 3.7, tem a capacidade de determinar
se o ńıvel do som detetado é alto ou baixo mede até 90 decibéis. Como os
diferentes ńıveis de som são complicados de gerir, as leituras são indicadas em
percentagem (%).
∗ 4-5%, ambiente silencioso;
∗ 5-10%, som a alguma distância;
∗ 10-30%, som normal perto do sensor;
∗ 30-100%, som alto ou ambiente muito ruidoso.
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Figura 3.7: Sensor ultra-sónico e sensor de som
3.4.2 NXT Software
O bloco NXT pode ser programado com recurso a diversas linguagens:
NXT-G. Linguagem de programação disponibilizada pelo NXT Mindstorms, é reco-
mendável para quem não tem grandes conhecimentos na área da programação. O
seu interface é de fácil compreensão e, por sua vez, bastante simples de usar [29].
Not eXactly C. Conhecida por NXC, é uma linguagem open-source de alto ńıvel se-
melhante à linguagem C. Esta linguagem é destinada para utilizadores com mais
experiência e que queiram dar uma nova dinâmica ao robô [].
ROBOTC. Desenvolvida pela Carnegie Mellon Robotic’s Academy, é uma linguagem de
programação baseada em C para o Lego NXT Mindstorms. Executa um firmware
otimizado que permite ao NXT executar programas mais rapidamente, comprimindo-
os para que o bloco consiga armazenar uma maior quantidade de programas.
leJOS NXJ. É uma linguagem open-source de alto ńıvel que usa Java Virtual Machine e
fornece uma poderosa Application Programming Interface (API), assim como as fer-
ramentas necessárias para descarregar o código para o bloco NXT. Esta linguagem é
destinada a programadores intermédios e experientes, e fornece bibliotecas extensivas
que suportam várias funções de alto ńıvel, tais como, a navegação e comportamento
baseados em robótica.
MATLAB. Linguagem programação de alto ńıvel para cálculos numéricos e aquisição de
dados e análise. Pode ser usada para controlar os robôs NXT através de bluetooth
ou por USB.
PyNXC. É um projeto que converte o código em python para a linguagem NXC, Not
eXactly C, para fazer o download do programa para o bloco NXT.
C# com Microsoft Robotics Developer Studio. As ferramentas livres,Visual Studio
Express e Robotics Developer Studio, permitem ao utilizador programar na lingua-
gem C#.
Existem ainda outras linguagens com suporte ao bloco NXT: o BricxCC, a Next Byte
Codes, o Robolab, o NXTGCC, o nxtOSEK, o ICON, a Lua, Ada, o URBI, o FLL NXT
Navigation, o ruby-nxt, o Robotics.NXT, o LibNXT e o Simulink.
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3.5 Trabalho relacionado
Existem poucos trabalhos relacionados com a tarefa realizada nesta dissertação. No traba-
lho de Vamplew [74] é constrúıdo um robô com base no Lego RCX é utilizado o algoritmo
SARSA. O robô utiliza dois sensores de infravermelhos, postos lado a lado na parte frontal,
sendo o objetivo medir o número de iterações que o robô necessita para aprender a seguir
o percurso sem o perder. Neste trabalho, o robô demora em média 20 minutos a aprender
a seguir a linha com a melhor combinação(α = 0.1 e o ε = 0.9);
Em [61] é usado um robô diferente do Lego NXT Mindstorms, o Micom Car [84], com o
algoritmo Q-learning. O Micom Car pode usar até 8 sensores infravermelhos enquanto o
NXT só pode usar no máximo 4 sensores. As experiências apresentadas, consistem em
testar o robô em vários percursos com o objetivo de verificar o desempenho do robô, sendo
registado o tempo que o robô leva a completar o percurso e a média do número de voltas
sem perder a linha. Os melhores resultados foram obtidos com o valor de 13.6 segundos
dado numa volta e dá 8.4 voltas sem perder a linha com a melhor combinação (α = 0.8 e
o ε = 0.999);

Caṕıtulo 4
Aprender a seguir uma linha
Para estudar a implementação do algoritmo Q-learning no Lego NXT Mindstorms foi
constrúıdo um véıculo capaz de seguir um percurso marcado numa superf́ıcie. Foram
realizados três conjuntos de experiências, para verificar o desempenho do robô: variação
dos valores das variáveis, do valor das recompensas e a utilização de vários percursos.
Este caṕıtulo introduz o agente, descreve a configuração experimental e apresenta e discute
os resultados obtidos.
4.1 O Véıculo
Para avaliar as técnicas de aprendizagem por reforço foi constrúıdo o véıculo autónomo
ilustrado na Figura 4.1. Este é composto pelo bloco NXT, dois motores responsáveis pelo
movimento e dois sensores de infravermelhos colocados na parte frontal para indicar a
sua posição relativamente ao percurso marcado. Utilizou-se dois sensores para facilitar a
aprendizagem do robô.
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Figura 4.1: Véıculo autónomo constrúıdo
O bloco NXT contém o programa responsável pelo comportamento do véıculo: recebe a
informação analisada pelos sensores, processa essa informação e dá indicações de atuação
aos motores.
Para programar o bloco NXT utilizou-se a linguagem lejOS NXJ [40], descarregando o
código através de ligação USB.
Embora com a mesma finalidade, os sensores infravermelhos utilizados são distintos, pois
na altura só estavam dispońıveis estes sensores: um tem a capacidade de fazer uma leitura
da luz refletida e verificar luminosidade do ambiente1 e o outro, para além destas capaci-
dades, é capaz de distinguir as cores do objeto refletido2. Estes sensores estão ilustrados
na Figura 3.5(a) e na Figura 3.5(b).
A utilização dos dois sensores infravermelhos colocam o véıculo num de 4 estados posśıveis:
• F: os dois sensores fora da linha
• E: o sensor esquerdo sobre a linha e o direito fora da linha
• D: o sensor direito sobre a linha e o esquerdo fora da linha
• S: os dois sensores sobre a linha
O movimento dos dois motores permite realizar as quatro ações básicas: andar para a
frente, andar para trás, virar à direita e virar à esquerda. Estas ações são conseguidas
através da imposição de diferentes velocidades de rotação dos motores. Foram testadas
diversas velocidades, tendo sido escolhida a velocidade 6 graus/segundo porque foi aquela
que demonstrou ser a velocidade indicada para que o robô conseguisse aprender, a seguir
a linha, mais rapidamente.
Para seguir corretamente a linha, foi implementada uma função de calibração de valores:
basicamente esta função, através dos sensores infravermelhos, faz várias leituras dos valores
da luz refletida quando sobre a linha e fora da linha, utilizando o valor médio como limiar.
1Sensor NXT Mindstorms da versão 1.1.
2Sensor NXT Mindstorms versão 2.0.
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4.2 Configuração experimental
Com o véıculo constrúıdo escolheu-se o percurso para o estudo, uma linha reta com 100
cm de comprimento e 5 de largura, e fizeram-se algumas experiências iniciais para escolher
os valores de recompensa para cada estado, tendo sido utilizados os seguintes:
• estado F: rt = −15. Com os dois sensores fora da linha a recompensa deve ser
negativa;
• estados E e D: rt = −5. Com um dos sensores fora da linha a recompensa deve ser
maior mas também negativa;
• estado S: rt = 10. Com os dois sensores sobre a linha a recompensa é positiva.
Definiram-se, depois, diversos conjuntos de experiências para estudar a influência dos
diferentes elementos da aprendizagem por reforço no seu desempenho.
4.3 Experiências
O primeiro conjunto de experiências visa estudar a influência das variáveis do algoritmo Q-
learning com o método de pesquisa ε-Greedy, nomeadamente a taxa de aprendizagem (α),
o fator de desconto (γ) e a taxa de exploração (ε). O segundo conjunto pretende estudar
a influência da variação da taxa de aprendizagem ao longo do processo de aprendizagem
e o terceiro conjunto compara os métodos de pesquisa ε-Greedy e Softmax.
Foram ainda feitas experiências para estudar a influência da função de recompensa e do
ambiente no processo de aprendizagem.
Para cada cenário foram realizadas 20 experiências, sendo contabilizado o número de
iterações necessárias para que o véıculo complete o percurso sem perder a linha. A próxima
seção descreve as experiências e apresentam os resultados obtidos.
4.3.1 Influência dos valores das variáveis
Para estudar a influência das diferentes variáveis do algoritmo Q-learning implementado
com o método de pesquisa ε-Greedy realizaram-se experiências com todas as combinações
dos valores 0.3, 0.6 e 0.9 para a taxa de aprendizagem (α), fator de desconto (γ) e taxa
de exploração (ε).
Uma vez que as taxas de aprendizagem e de exploração devem diminuir ao longo do pro-
cesso de aprendizagem, aos seus valores iniciais são decrementados 0.1 a cada 50 iterações.
A Tabela 4.1 mostra os resultados obtidos (média e desvio padrão do no de número de
iterações do algoritmo até o véıculo completar o percurso sem perder a linha).
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α γ ε Iterações
0.9 0.9 0.9 300.4 ± 24.3
0.9 0.9 0.6 166.6 ± 8.5
0.9 0.9 0.3 130.5 ± 31.1
0.9 0.6 0.9 329.9 ± 48.3
0.9 0.6 0.6 162.1 ± 13.7
0.9 0.6 0.3 128.9 ± 13.5
0.9 0.3 0.9 215.1 ± 20.9
0.9 0.3 0.6 133.1 ± 15.9
0.9 0.3 0.3 112.6 ± 21.4
0.6 0.9 0.9 294.1 ± 28.7
0.6 0.9 0.6 139.8 ± 12.9
0.6 0.9 0.3 146.8 ± 36.6
0.6 0.6 0.9 364.2 ± 48.4
0.6 0.6 0.6 150.1 ± 14.4
0.6 0.6 0.3 109.0 ± 15.7
0.6 0.3 0.9 471.5 ± 25.2
0.6 0.3 0.6 139.1 ± 16.2
0.6 0.3 0.3 103.6 ± 10.2
0.3 0.9 0.9 589.4 ± 10.9
0.3 0.9 0.6 126.1 ± 11.4
0.3 0.9 0.3 156.8 ± 19.9
0.3 0.6 0.9 339.9 ± 38.3
0.3 0.6 0.6 119.7 ± 16.7
0.3 0.6 0.3 91.6 ± 11.0
0.3 0.3 0.9 304.8 ± 11.9
0.3 0.3 0.6 120.4 ± 12.5
0.3 0.3 0.3 110.6 ± 11.1
Tabela 4.1: No médio de iterações para o método de pesquisa ε-Greedy.
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(a) Taxa de aprendizagem é igual a 0.9 (b) Taxa de aprendizagem é igual a 0.6
(c) Taxa de aprendizagem é igual a 0.3
Figura 4.2: Gráficos do no médio de iterações para o método de pesquisa ε-Greedy
Pela observação da tabela e dos gráficos, é posśıvel constatar que o véıculo aprendeu a
seguir a linha mais rapidamente com uma taxa de aprendizagem inicial α = 0.3, um fator
de desconto γ = 0.6 e uma taxa de exploração inicial de ε = 0.3. Por outro lado, a
configuração com α = 0.3, γ = 0.9 e ε = 0.9 apresenta os piores resultados.
Através dos Gráficos 4.2, é posśıvel constatar que o comportamento do robô apresenta
piores resultados quando a taxa de exploração aumenta. Também é posśıvel constatar que
a taxa de exploração para valores iguais ou inferiores a ε = 0.6, o número de iterações é
muito semelhante e o comportamento do robô não sofre alterações significativas. Através
do Gráfico 4.2(c), é posśıvel verificar que a taxa de aprendizagem para valores iguais a
α = 0.3 o robô tanto pode ter o melhor desempenho como o pior, dependendo do valor da
taxa de exploração. Também posśıvel constatar, através dos Gráficos 4.2(a) e 4.2(b) ,que
a taxa de aprendizagem e o fator de desconto para valores superiores ou iguais as α = 0.6
e γ = 0.6 o número de iterações é muito semelhante.
Através dos valores apresentados na tabela é posśıvel confirmar que valores altos da taxa de
exploração (ε = 0.9) produzem um comportamento errático do véıculo com valores médios
do no de iterações superiores a 300 (exceto quando o α = 0.9 e γ = 0.3). Este resultado
36 CAPÍTULO 4. APRENDER A SEGUIR UMA LINHA
era expetável já que com este valor 90% das vezes é escolhida uma acção aleatória que não
considera o valor da função ação-valor (equação 2.17) para o estado em que o véıculo se
encontra.
Conforme esperado, também é posśıvel constatar que o número de iterações descresce com
a diminuição da taxa de exploração.
Para valores baixos da taxa de exploração (ε = 0.3) o no de iterações mı́nimo é obtido com
o fator de desconto γ = 0.6, mas o aumento da taxa de exploração desfaz esta tendência.
4.3.2 Influência do método de pesquisa
Para estudar a influência do método de pesquisa no processo de aprendizagem testou-se
o método Softmax com a configuração ganhadora do método ε-greedy: α = 0.3, γ = 0.6 e
ε = 0.3 e com valores de temperatura de 0.3, 0.6 e 0.9.
A Tabela 4.2 mostra o número médio de iterações do véıculo até conseguir completar ao
percurso sem perder a linha e o correspondente desvio padrão.
α γ T Iterações
0.3 0.6 0.9 142.7 ± 9.6
0.3 0.6 0.6 115.4 ± 13.2
0.3 0.6 0.3 83.5 ±13.3
Tabela 4.2: No médio de iterações com o método de pesquisa Softmax.
Através da observação da tabela, é posśıvel constatar que o véıculo tem um melhor de-
sempenho para o valor de temperatura T = 0.3; por outro lado, a configuração com a
temperatura T = 0.9 apresenta os piores resultados. Assim, é posśıvel concluir que va-
lores altos da temperatura (T = 0.9) produzem um comportamento menos desejável do
véıculo. Este resultado era expetável já que quanto maior a temperatura, todas as ações
têm probabilidades (quase) iguais de escolha.
Em relação aos métodos de pesquisa ε-Greedy e Softmax (Tabela 4.1 e Tabela 4.2, res-
pectivamente), pode-se constatar que o método Softmax necessita de menos iterações de
aprendizagem que o método ε-Greedy e que essa diferença é maior para valores superiores
da taxa de exploração e equivalente temperatura.
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4.3.3 Influência dos intervalos de variação das variáveis
Uma vez que a taxa de aprendizagem α e a temperatura T devem ir diminuindo ao longo
do processo de aprendizagem experimentou-se diminuir os seus valores em 0.1 unidades a
diferentes intervalos: 50, 40, 30, 20 e 10 utilizando os valores iniciais destas variáveis de
0.9, 0.6 e 0.3. A Tabela 4.3 apresenta os resultados obtidos.
intervalo α γ ε/T ε-Greedy Softmax
50 0.3 0.6 0.9 339.8 ± 38.3 142.7 ± 9.6
50 0.3 0.6 0.6 119.7 ± 16.7 115.4 ± 13.2
50 0.3 0.6 0.3 91.6 ± 11.0 83.5 ± 13.3
40 0.3 0.6 0.9 275.9 ± 13.9 118.6 ± 5.1
40 0.3 0.6 0.6 117.1 ± 5.1 104.1 ± 6.7
40 0.3 0.6 0.3 83.7 ± 8.8 72.7 ± 7.6
30 0.3 0.6 0.9 251.2 ± 6.8 100.8 ± 9.8
30 0.3 0.6 0.6 96.6 ± 6.9 81.9 ± 7.3
30 0.3 0.6 0.3 66.3 ± 6.6 59.9 ± 6.2
20 0.3 0.6 0.9 201.3 ± 11.6 77.4 ± 5.5
20 0.3 0.6 0.6 71.8 ± 6.5 46.5 ± 7.2
20 0.3 0.6 0.3 44.4 ± 5.9 43.2 ± 5.6
10 0.3 0.6 0.9 178.6 ± 4.8 49.4 ± 6.7
10 0.3 0.6 0.6 49.9 ± 5.8 34.9 ± 3.5
10 0.3 0.6 0.3 31.9 ± 6.7 28.6 ± 4.7
Tabela 4.3: No médio de iterações para diferentes intervalos de atualização de ε e T .
Figura 4.3: Gráfico do no médio de iterações para diferentes intervalos de atualização de
ε e T .
Pela observação da tabela e do gráfico, e como seria de esperar, é posśıvel constatar que
o número de iterações decresce com a diminuição do intervalo de atualização das taxas de
aprendizagem e de exploração (ε-Greedy) e temperatura (Softmax).
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Esta tabela e o gráfico replica o mesmo comportamento referido na sub-seção anterior no
que respeita à comparação entre os métodos de pesquisa:
• a aprendizagem é mais rápida à medida que a taxa de exploração e a tempertura
diminuem;
• a aprendizagem é mais rápida com o Softmax;
• esta diferença é mais evidente para valores maiores da taxa de exploração e tempe-
ratura, como é posśıvel verificar no Gráfico 4.3, que o método de pesquisa ε-Greedy
apresenta uma maior diferença no número de iterações em relação ao método de
pesquisa Softmax quando o valor da taxa de exploração é ε = 0.9.
4.3.4 Influência da função de recompensa
Este conjunto de experiências foi realizado para determinar a função de recompensa com
melhores resultados no processo de aprendizagem. Estudaram-se os métodos de pesquisa ε-
Greedy e Softmax com os melhores valores das variáveis obtidos nas experiências anteriores:
• α = 0.3, γ = 0.6, ε = 0.3, T = 0.3;
• diminuição de α, ε e T em 0.1 unidades a cada 10 iterações.
A Tabela 4.4 ilustra as três combinações de recompensas exploradas e a Tabela 4.5 mostra
o número médio de iterações necessárias para cada uma dessas funções de recompensa.
função S E e D F
f1 10 -5 -15
f2 20 5 -10
f3 20 10 -10
Tabela 4.4: Funções de recompensa.
função ε-Greedy Softmax
f1 31.9 ± 6.7 28.6 ± 4.7
f2 58.8 ± 7.6 50.9 ± 5.2
f3 68.9 ± 7.7 65.1 ± 4.2
Tabela 4.5: No médio de iterações para cada função de recompensa.
Pela observação da tabela, é posśıvel constatar que o véıculo tem um melhor desempenho
com função f1; por outro lado, a função f3 apresenta os piores resultados para ambos os
métodos de pesquisa.
Mais uma vez, o método Softmax apresenta melhores resultados que o método ε-greedy
embora as diferenças não sejam significativas.
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4.3.5 Influência do ambiente
O ambiente é composto por uma superf́ıcie onde é desenhado o percurso que o véıculo
deve seguir.
Este conjunto de experiências foi realizado determinar o comportamento do véıculo nos
três percursos ilustrados na Figura 4.4.
(a) Percurso 1 (b) Percurso 2 (c) Percurso 3
Figura 4.4: Percursos testados
O percurso 1, ilustrado na Figura 4.4(a), tem 100 cm de comprimento e de 5 de largura,
como já foi referido anteriormente. O percurso 2, ilustrado na Figura 4.4(b), tem 150 cm
de comprimento e 5 de largura. O percurso 3, ilustrado na Figura 4.4(c), tem 200 cm de
comprimento e 5 de largura.
Para cada percurso foram testadas as três funções de recompensa para os métodos de
pesquisa ε-Greedy e Softmax e os melhores valores para as variáveis obtidos nas experiências
da secção 4.3.3.
A Tabela 4.6 mostra o número médio de iterações para cada método de pesquisa, função
de recompensa e percurso.
percurso função ε-Greedy Softmax
f1 31.9 ± 6.7 28.6 ± 4.7
P1 f2 58.8 ± 7.6 50.9 ± 5.2
f3 68.9 ± 7.7 65.1 ± 4.2
f1 53.2 ± 4.8 41.6 ± 5.1
P2 f2 99.4 ± 9.3 80.6 ± 6.2
f3 114.9± 9.1 100.8± 8.4
f1 116.8 ± 8.2 115.2 ± 7.2
P3 f2 144.2 ± 6.1 134.8 ± 8.8
f3 164.1 ± 8.2 156.2 ± 7.8
Tabela 4.6: No médio de iterações para cada percurso.
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Figura 4.5: Gráfico do no médio de iterações para cada percurso.
Pela observação da tabela e do gráfico, é posśıvel constatar que o véıculo tem um melhor
desempenho para o percurso 1 e função de recompensa f1. Este comportamento era o
esperado, pois trata-se de um percurso simples sem interseções e curvas.
No percurso 2 existe um aumento da média das iterações de todas as combinações dos
valores da recompensa, pois o percurso tem duas curvas o que dificulta a aprendizagem
do robô. Este percurso é maior que o percurso 1.
O percurso 3 apresenta os piores resultados pois este percurso é composto por curvas e
uma interseção. Além disso, o tamanho do percurso é maior em relação aos percursos 1 e
2.
Nesta tabela reconfirma-se que o método de pesquisa Softmax mantém valores mais baixos
do no de iterações relativamente ao método ε-Greedy.
Caṕıtulo 5
Conclusões e trabalho futuro
Neste caṕıtulo final são apresentadas as conclusões deste trabalho e descritas posśıveis
extensões e melhorias como trabalho futuro.
5.1 Conclusão
Este trabalho estuda o algoritmo de aprendizagem por reforço Q-learning, e a sua in-
teração com os métodos de pesquisa ε-Greedy e Softmax aplicados a um véıculo autónomo
constrúıdo com o kit educacional NXT Mindstorms cujo objetivo é seguir um percurso.
As diversas experiências realizadas demonstram que o robô consegue aprender a tarefa em
poucas iterações do algoritmo (inferior a 100 iterações).
Foi analisada a influência de dois métodos de pesquisa – ε-Greedy e Softmax – no com-
portamento do robô. Foi analisada a interação dos diversos parâmetros do algoritmo e
métodos de pesquisa: a taxa de aprendizagem α, o fator de desconto γ (parâmetros do
algoritmo Q-learning), a taxa de exploração ε (parâmetro do método de pesquisa ε-Greedy)
e a temperatura T (parâmetro do método de pesquisa Softmax). Analisou-se também a
influência da variação ao longo da aprendizagem das variáveis dos métodos de pesquisa
e a influência da função de recompensa e da complexidade dos percursos no processo de
aprendizagem.
Pelas experiências realizadas é posśıvel concluir que o melhor desempenho do robô é obtido
com a configuração {α = .3, γ = .6, ε = .3} (taxa de aprendizagem e taxa de exploração
baixas e fator de desconto médio) para o método de pesquisa ε-Greedy e {α = .3, γ = .6,
T = .3} (taxa de aprendizagem e temperatura baixas e fator de desconto médio) para o
método de pesquisa Softmax.
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42 CAPÍTULO 5. CONCLUSÕES E TRABALHO FUTURO
É posśıvel concluir, que o robô demonstra um melhor desempenho quando implementado
com método de pesquisa Softmax, embora a diferença da média de iterações entre os
dois métodos seja mı́nima, exceto para os valores da taxa de exploração ε = .9, onde
o método de pesquisa ε-Greedy, apresenta os piores resultados. Este resultado seria de
esperar uma vez que em 90% das vezes é escolhida uma ação aleatória. As experiências
realizadas também confirmam que valores altos da taxa de exploração dão origem a piores
desempenhos do robô, já que o seu comportamento torna-se errático.
Também é posśıvel verificar que a taxa de exploração para valores iguais ou inferiores a
ε = 0.6 e taxa de aprendizagem e o fator de desconto para valores iguais ou superiores a
α = 0.6 e γ = 0.6 o número de iterações é equivalente e o desempenho do robô não sofre
alterações significativas.
Confirma-se também que a aprendizagem é mais rápida quando a taxa de exploração e a
temperatura diminuem.
É posśıvel confirmar que o robô tem melhor desempenho com a função de recompensa f1
quando o robô tem os dois sensores fora da linha (estado F) rt = −15, quando um sensor
está fora da linha (estados E e D) rt = −5 e quando os dois sensores estão sobre a linha
(estado S) rt = 10.
Em relação à influência do ambiente, o robô apresenta melhores resultados quando está
no percurso 1. Como esperado existe um aumento da média das iterações quando o robô
é testado nos percursos 2 e 3, pois estes são maiores que o percurso 1 e representam uma
dificuldade maior já que existem curvas e interseções. O percurso 3, aquele cujo número
de iterações necessárias para a aprendizagem é maior possui uma interseção para além da
sua dimensão ser maior que as dos outros percursos.
Finalmente pode-se concluir que para todas as experiências realizadas o método de apren-
dizagem que apresenta melhores resultados é o Softmax, pois este não escolhe ações
aleatórias.
O maior desafio encontrado na realização desta dissertação foi conseguir que o robô apren-
desse a seguir a linha, pois inicialmente a velocidade dos motores do NXT influenciou
muito o tempo de aprendizagem, já que o robô perdia muitas vezes a linha. Após várias
tentativas e várias alterações no valor da velocidade este problema foi ultrapassado.
Os objetivos deste trabalho, que consistiam em construir um robô implementado com
um algoritmo de aprendizagem por reforço e analisar o seu comportamento verificando a
influência das diversas variáveis do problema, foram alcançados.
5.2 Trabalho Futuro
Existem várias vertentes que podem ser seguidas como trabalho futuro. Relativamente às
experiências poder-se-ia:
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• comparar outro algoritmo de aprendizagem por reforço como por exemplo o SARSA
com a finalidade comparar o seu comportamento e verificar qual o mais adequado
para a tarefa estudada;
• fazer um percurso com diversos tipos de linha, ou seja, utilizar linhas com larguras
e cores diferentes com a finalidade de determinar se o robô seria capaz de seguir este
percurso;
Outra linha de trabalho futuro, seria a alteração do robô tornando-o mais robusto à tarefa,
quer adicionando sensores infravermelhos ao robô quer adicionando um giroscópio para não
permitir ao robô dar uma volta de 180o, pois este sensor dá a informação ao robô da direção
está a seguir.
Indo ainda mais longe, a construção de outro robô com uma tarefa diferente para aprender
o que permitiria aumentar a abrangência do estudo efetuado nesta dissertação. Tarefas
posśıveis seriam seguir uma fonte de luz ou som;
Ainda outra linha de investigação seria a utilização de outros kits robóticos, como por
exemplo, o khepera [79] ou o 3pi [69] para estudar e comparar os seus comportamentos.
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[19] Kary Främling. Reinforcement learning in a noisy environment: Light-seeking robot.
WSEAS Transactions on Systems, 3(2):714–719, 2004.
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