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This paper addresses the mechanism of machine translation and its 
new trends in development. Firstly, we describe the traditional machine 
translation such as rule-based machine translation that transfers source 
language to target language using hand-crafted knowledge from lexical level, 
syntactic level and semantic level. We then introduce the mechanism of 
example-based machine translation. We then present the statistical machine 
translation based on bilingual corpus and machine readable dictionary. In 
recent several years, researchers develop neural machine translation that 
employs neural network to transfer languages with very high accurate rates. 
Finally, we in this paper discuss the problems of neural machine translation 

































義性について、runという動詞一つ取っても、run a mile〔１マイルを走る〕、 




























迷惑を掛ける cause an inconvenience
鉄道を掛ける build a railway
コートを掛ける Hang a coat on
お金を掛ける spend money
エンジンを掛ける start the engine
腰を掛ける sit down
水を掛ける pour the water
布団を掛ける put a quilt
目覚ましを掛ける set the alarm clock
眼鏡を掛ける Wear glass
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４．用例に基づく機械翻訳





用例：私は学校で雑誌を読んだ！　→　I read a magazine in the school.
入力：私は家で新聞を読んだ！


















八日の午後 the afternoon of the 8th
会議の参加費 the application fee for the conference
三つのホテル three hotels
京都のホテル hotels in Kyoto
太郎の母親 Taro’s mother














































































































出典：Loug Zhou, etc. Look-ahead Attention for Generation
　　　In Neural Machine Translation. 2017














（Jean ら［２］，Luong ら［３］）、アテンション機構の改良（Tu ら［７］， 
Cohn ら［５］）、NMTとSMTの結合（He ら［６］， Stahlberg ら［８］）、言
語知識の導入（Eriguchi ら［９］，Sennrich ら［10］，勝俣 ら［31］）、単言




























Neural machine translation （NMT） is a new approach to let machines learn 
translation through a large-scale neural network which is a multi-processing 
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