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Abstract
Wind turbines operate in the atmospheric boundary layer,
where they are exposed to the turbulent atmospheric flows.
As the response time of wind turbine is typically in the
range of seconds, they are affected by the small scale in-
termittent properties of the turbulent wind. Consequently,
basic features which are known for small-scale homogeneous
isotropic turbulence, and in particular the well-known inter-
mittency problem, have an important impact on the wind
energy conversion process. We report on basic research
results concerning the small-scale intermittent properties of
atmospheric flows and their impact on the wind energy con-
version process. The analysis of wind data shows strongly
intermittent statistics of wind fluctuations. To achieve
numerical modeling a data-driven superposition model is
proposed. For the experimental reproduction and adjust-
ment of intermittent flows a so-called active grid setup is
presented. Its ability is shown to generate reproducible
properties of atmospheric flows on the smaller scales of the
laboratory conditions of a wind tunnel. As an application
example the response dynamics of different anemometer
types are tested. To achieve a proper understanding of the
impact of intermittent turbulent inflow properties on wind
turbines we present methods of numerical and stochastic
modeling, and compare the results to measurement data.
As a summarizing result we find that atmospheric turbu-
lence imposes its intermittent features on the complete
wind energy conversion process. Intermittent turbulence
features are not only present in atmospheric wind, but are
also dominant in the loads on the turbine, i.e. rotor torque
and thrust, and in the electrical power output signal. We
conclude that profound knowledge of turbulent statistics
and the application of suitable numerical as well as ex-
perimental methods are necessary to grasp these unique
features and quantify their effects on all stages of wind
energy conversion.
1 Introduction
Wind Energy is one of the promising renewable energies
of the presence, see e.g. Ref. [1]. It is therefore of primary
importance for future sustainable energy supply systems.
During the past decades, considerable advances in sci-
ence and engineering have lead to wind energy converters
(WECs) reaching efficiencies and sizes which appeared
impossible only a few years ago.
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Figure 1: PDF of measured wind speed increments
δuτ (t) = u(t + τ) − u(t) for time lag τ = 3s (blue line)
compared to a Gaussian PDF with same standard devia-
tion (black line). At 7σ both differ by a factor of 107. For
the mean wind speed of 6.6 m/s, τ = 3s corresponds to a
spatial separation of about 20 m, which is a relevant scale
for, e.g., rotor blades of current wind turbines. Note the
logarithmic scale of the vertical axis. For details of the
measurement please see Ref. [2].
In contrast to the amazing progress in design and manu-
facturing of WECs, the understanding of the physics of the
energy resource, i.e. the turbulent atmospheric boundary
layer, and its interaction with the WECs leaves many open
questions and remains insufficient. To give one example, in
the context of wind energy commonly Gaussian statistics
of fluctuations of wind fields are assumed, which is also re-
flected in the current industry standard IEC 61400 [3]. It is
well-known that in turbulence highly intermittent (i.e. non-
Gaussian) statistics are found, especially for probability
density functions (PDFs) of velocity increments
δuτ (t) = u(t+ τ)− u(t) . (1)
This effect is even stronger in atmospheric flows [4–11].
Figure 1 shows that for a 7σ event of δuτ the Gaussian
PDF underestimates the probability by a factor of 107,
compared to the measured statistics. This means if the
Gaussian statistics predicts the event to occur every 1250
years, in reality it is expected to happen once every hour.
Wind velocity increments as a function of the time scale τ
are chosen here because we are interested in the dynamical
response of wind energy systems to turbulent excitation
by atmospheric flows. Based on a rough estimation using
TaylorâĂŹs hypothesis of frozen turbulence (1 s corrsponds
to about 10–20 m) it is evident that the aerodynamic
forces typically show dynamics on time scales even below
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1 s. Mechanical, electrical, and electronical components
of a WEC present dynamic behavior with time constants
which range up to 1 min due to, e.g., yaw control. From
a mathematical point of view the PDFs p(δuτ ) represent
two-point statistics including its higher order moments,
as will be explained in Sec. 2.1. These are of particular
relevance for the nonlinear dynamics of a WEC.
The focus of this paper is twofold. First, we aim at a
deeper understanding of key features of atmospheric tur-
bulence from the perspective of a WEC system, i.e., on
temporal scales up to 1 min. We present results on how
the wind resource can be properly characterized, modeled,
and experimentally reproduced on these scales. Second,
we are interested in the effect of these turbulent features
on WEC systems, and how their properties are reflected in
the generated loads and electrical power output. For the
investigation of both aspects, we have developed methods
which are presented in this paper. The aim is to show in
which aspects advanced turbulence research can contribute
essentially to wind energy research. We claim that an
improved understanding of turbulence is inevitable for new
insights in the response dynamics of WEC systems, in-
cluding loads, extreme values, and power output variation.
Rather than giving a comprehensive overview of existing
methods, we exemplarily present a number of approaches
which are focused on the mentioned intermittent features
of atmospheric turbulence. The point of our work is not
claiming to present the best methods of turbulence inves-
tigations, but to show the necessity of further advanced
turbulence research for wind energy systems.
The structure of the paper is as follows. Section 2 is
investigating the typical small-scale intermittency of at-
mospheric wind fields. Methods for the proper analysis
and characterization are presented in Sec. 2.1, especially
focusing on the connection between homogeneous isotropic
turbulence (HIT) and atmospheric turbulence. In Sec. 2.2
we show methods for the proper experimental reproduc-
tion of atmospheric flow conditions in a wind tunnel setup.
In the second part of this section we discuss the impact
of turbulent inflow conditions on a simple experimental
dynamic response system. Results are discussed on the
background of HIT features in atmosperic turbulence. The
impact of atmospheric turbulence on WEC systems is inves-
tigated in Sec. 2.3, showing that the typical intermittency
features affect all components of a WEC system as well as
forces, loads, and power output. Section 3 is devoted to
the problem of how to quantify the impact of atmospheric
turbulence on aspects of the wind energy system. We treat
the dynamics of power conversion by WECs as a result of
the interaction between machines and atmospheric turbu-
lence in terms of stochastic response systems. Section 4
finally gives an outlook to future work towards a multiscale
description of atmospheric turbulence in terms of arbitrary
n-scale joint probabilities.
2 Small-Scale Intermittency
2.1 Analysis and Characterization
Atmospheric flows constitute the resource or, loosely spo-
ken, the “fuel” of wind energy systems. Detailed knowledge
of their properties and behavior is therefore essential for
any improvement in wind energy conversion.
Wind fields are complex structures, fluctuating in time
as well as in space. The industry standard IEC 61400 [3]
defines quantities and procedures for considering the influ-
ence of atmospheric turbulence on WECs. As a practical
approach to wind field characterisation, the ten minute
mean value of the horizontal wind speed, u¯ = 〈u(t)〉10min,
is used together with the standard deviation σ with respect
to the same time interval. These quantities are one-point
statistics and thus can not reflect the succession of velocity
values. Moreover, the dynamics of current WECs is not
grasped by ten-minute statistics. Fast load changes on the
rotor, the dynamical respons of the WEC, and resulting
power output dynamics rather take place at a time scale
of the order of 1 s.
The IEC standard proposes for a more detailed charac-
terization of wind fields universal power spectral densities
of the horizontal wind speed. These are also commonly
used for the synthetic generation of wind inflow data [12].
An important limitation of these spectral models are the
purely Gaussian statistics of the resulting wind fields, espe-
cially in the wind speed increments, which does not reflect
experimental results, as shown in Fig. 1.
While necessity and usefulness of standards are beyond
doubt, in the recent years growing demand for a more com-
prehensive and more detailed characterization has become
evident. To characterize variations of u in a general way
we consider wind speed increments
δuτ (t) = u(t+ τ)− u(t) (2)
as already introduced in Sec. 1. The moments 〈(δuτ )k〉
of these increments and their dependence on the scale τ
are also called structure functions and reflect the variation
statistics of order k. It is straightforward to see that the
second-order structure function 〈(δuτ )2〉 is directly related
to the auto-correlation function and thus also to the power
spectral density. As 〈(δuτ )2〉 grasps only the width of
the PDF p(δuτ ) it becomes clear that, taking only the
power spectra into account, Gaussian statistics of p(δuτ )
are implied. Alternatively to the moments, also the τ -
dependence of the PDFs p(δuτ ) can be investigated, which
consequently reflect the variation statistics of all orders.
For practical applications, the high complexity of atmo-
spheric flows has to be further disentangled and a set of
crucial parameters and methods has to be defined. A num-
ber of advances could already be achieved in this direction.
In [5, 6] a model for atmospheric wind speed increment
PDFs was presented, reproducing characteristic properties
of different locations, such as offshore sites or onshore sites
in different terrain. Based on earlier work of Castaing [13]
the PDFs are considered as multiple superpositions of Gaus-
sian distributions, combining the intermittency at a given
mean wind speed and the typical Weibull distribution of
10 min mean wind speeds. An application example for an
offshore site located in the Baltic Sea is presented in Fig. 2.
Especially the intermittency and the evolution of the shape
of the PDFs with the scale τ is well reproduced by the
model. Nevertheless, slight deviations remain. For details,
including the derivation of the parameters, please refer
to Ref. [6]. This work is currently continued using new
findings from extended data analysis of other offshore mea-
surement campaings. In a further step, this concept was
embedded into a hierarchical framework for the statistical
characterization of atmospheric turbulence in Ref. [14]. An
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Figure 2: Modeling of atmospheric probability density
functions for an offshore site, reproduced after [6]. Symbols
represent the normalized PDFs of atmospheric data sets in
semi-logarithmic presentation. Solid lines correspond to a
model according to Eq. (20) of [6]. All graphs are vertically
shifted against each other for clarity of presentation. From
top to bottom τ takes the values of (0.2, 10, 20, 200, 2000) s.
advanced procedure was proposed for the disentangling of
atmospheric wind measurements into subsets which behave
similar to homogeneous, isotropic turbulence. It could be
shown that for the mentioned subsets the dependence of
the intermittency parameter λ2 (for a definition please refer
to [14]) on the time scale τ corresponds with Kolmogorov’s
refined scaling law for homogeneous isotropic turbulence
of 1962 [15],
〈(δuτ )n〉 ∝ τ n3−µ
n(n−3)
18 . (3)
Here, µ characterizes the evolution of intermittency in the
scaling behavior of structure functions. The dependence
λ2(τ) = λ20 − 19µ log τ is covered by (3) for n = 4, see
appendix of [14]. For different atmospheric data sets the
value of µ = 0.26± 0.4 reported in the literature [15] could
be confirmed.
In this section we present a similar model for PDFs
of atmospheric wind speed fluctuations u′(t) = u(t) − u¯
with u¯ = 〈u(t)〉10min, which is a common quantity in the
wind energy field. As u′ constitutes one-point statistics
it should nevertheless be clearly distinguished from the
two-point statistics of increments δuτ . A first approach
based on cup anemometer data was included in [14]. In
our extended analysis here we use one month of ultrasonic
data measured at the offshore research platform FINO
I, where the wind speed u is taken in the direction of
u¯. Ultrasonic anemometers offer higher quality data in
terms of higher sampling rates (10 Hz in our case) than
cup anemometers and avoid effects of rotational inertia. In
contrast to laboratory turbulence, the pdf p(u′) is strongly
intermittent, see figure 3(a). Even after conditioning the
statistics of u′ on a certain value of u¯ the intermittency
persists, see p(u′|u¯) in figure 3(b). Thus, the source of
intermittency is not only the non-stationarity of the mean
wind speed. As shown in [14] in fact the statistics of u′ seem
to follow a Gaussian distribution within single 10-minute
time spans. Therefore, the effect of the atmosphere can be
understood as mixing these clean Gaussian statistics by
the randomization of the ten-minute standard deviations
σT over periods longer than 10 minutes. The distribution
p(σT ) can in most cases at least approximately be described
by a log-normal distribution [16], compare Figs. 3(c) and
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Figure 3: Statistics of fluctuations u′ of atmospheric wind
speeds, measured at the German offshore research platform
FINO I which is located in the German Bight about 40 km
north of Borkum island. Measurements were taken in
100 m height, where the yearly average wind speed is close
to 10 m/s. Parts (a) and (b) present empirical PDFs of
fluctuations u′ (symbols), model results according to Eq. (4)
(solid lines) and Gaussian PDFs for comparison (dashed
lines). Part (a) shows p(u′) for all data and (b) p(u′|u¯)
conditioned on u¯ = (10± 1) m/s. In parts (c) and (d) we
show distributions of logarithms of the standard deviations
σT . Part (c) again represents p(log σT ) for the full data
set while (d) shows p(log σT |u¯) conditioned as in (b).
(d).
Inspired by the works of Castaing [13] and Boettcher [6]
we can now set up an improved model the PDFs of u′
as superpositions of Gaussian distributions with different
standard deviations, where the PDF of these standard
deviations itself is log-normal:
p(u′) =∫ ∞
0
dσT
σ2T
1
2piα exp
{
− u
′2
2σT
}
︸ ︷︷ ︸
Gaussian
PDF
for single σT
exp
{
− (log
σT
σm
)2
2α2
}
︸ ︷︷ ︸
log-normal
PDF
of σT values
, (4)
where σm = exp {〈log σT 〉} and α2 = 〈(log σT )2〉 −
〈log σT 〉2. In this model, α2 plays a similar role as λ2
in the statistics of increments, and quantifies the amount
of intermittency in the PDF. This compact model repro-
duces the empirical values quite well, as presented in figures
3(a) and (b) for the unconditioned and conditioned PDFs
of atmospheric wind speed fluctuations, respectively. As
all parameters of (4) can be derived from the basic 10-
minute statistics which are commonly measured during
field campaigns for wind energy applications, our model
gives access to the high-frequency statistics of u′ even if
no high-frequency data have been recorded. The wind
speed fluctuations u′(t) = u(t)− u¯ as discussed here have
to be clearly distinguished from increments δuτ , see (2)
3
and Fig. 2. Considering together the results for increments
shown in Fig. 2 and fluctuations in Fig. 3, now models of
both the one-point and two-point statistics for wind data
exist. Their validity was shown using examples of offshore
data. Both the wind speed fluctuations u′ and increments
δuτ are relevant for WECs. Using these models, complete
and straightforward characterizations of both quantities
are possible. Besides the models described here, there exist
other possibilities, such as special parametric distributions,
but a systematic comparison is beyond the scope of this
paper. We believe that a strength of our approach is its
motivation by the physics of turbulence and in the easy
access to the necessary parameters.
A proper characterization forms the basis for an im-
proved understanding of atmospheric turbulence, which
in term leads to improved experiments, models, synthetic
wind fields, and load estimations, to name a few examples.
2.2 Experimental Reproduction
Besides an improved characterization and description of
atmospheric wind fields, it is of special relevance for experi-
mental investigations to properly reproduce these statistical
features in the wind tunnel. This includes in particular a
rescaling of spatial correlations (e.g., gusts) to dimensions
of the wind tunnel and the models in use, respectively.
Up to today there exists no method for the generation of
turbulence that allows for a complete control of spatial
correlations nor statistical properties of the resulting flow
on all scales due to the natural decay of laboratory turbu-
lence. The general aim of our setup is to generate and to
reproduce intermittency features in a controlled way and in
a defined response time window. To the best of our knowl-
edge, this has not been addressed before by turbulence
generating setups. Classically, atmospheric wind tunnels
are used for the generation of atmospheric like wind fields,
where the flow is evolving over passive roughness elements
placed over several meters in the wind tunnel. This method
is very limited when it comes down to the generation of
wind fields with defined intermittency. Furthermore, sev-
eral approaches exist which combine different turbulence
generating methods, e.g. [17–19]. This subsection describes
current results concerning options and limits of artificially
created turbulence by an active grid with respect to spatial
structures and reproducibility.
Active grid
To overcome the problem of fixed solidity and fixed ef-
fective mesh size of classical grids for the generation of
turbulence, a more flexible and powerful set-up was built
up at the University of Oldenburg. The so-called active
grid, cf. [20,21], allows for the generation of turbulent flows
by actively rotating nine vertical and seven horizontal axes
with square-shaped vanes mounted to them (see Fig. 4).
Each of these axes is controlled by a stepper motor and
can be accessed individually with a maximum resolution of
51200 steps per rotation. This grid can be used in passive
mode with statically adjusted axes, as well as in active
mode with moving axes. In active mode each axis can be
driven by e.g. sinusoidal or randomized signal resulting
in a time-dependent solidity. This allows for a flexible
excitation of the flow. Figure 5 shows a comparison of
Figure 4: Active grid mounted to the wind tunnel outlet at
the University of Oldenburg. Visible are the horizontal and
vertical axes with mounted vanes and individual stepper
motors.
the PDFs for different time lags measured in passive mode
with all vanes oriented parallel to the inflow direction re-
sulting in the minimum achievable solidity (a) and the
PDFs measured in active mode with a randomized signal
(b). It can clearly be seen that in the static configuration
only for the smallest time scales intermittency is observed.
For the active mode, on the other hand, a pronounced
intermittency is generated for a wider range of time scales,
as it was also implemented in the excitation signal [22].
This shift in the turbulent cascade is also reflected in the
Reynolds number, which is Rλ = 188 for the passive mode
and Rλ = 2, 243 for the active mode. The direct coupling
of the motion of the individual axes to the resulting char-
acteristics of the generated flow field therefore allows for a
defined manipulation of the flow.
Reproducibility
To investigate the reproducibility of turbulent wind fields
with different spatial structures created by the active grid,
a control signal for the axes as shown in Fig. 6(a) was
realized. The complete protocol consists of several of these
sequences in which the angular position of the axis changes
from 90◦ to 72◦, 54◦, 36◦, 18◦ and 0◦. In the setup 90◦
corresponds to a vertical orientation of the mounted vanes
with respect to the incoming wind velocity. Here, the
time for each complete pulse was chosen to be 0.2 seconds.
One pulse is defined as the time from the beginning of
a plateau until the end of the following flank. With a
maximum angular velocity of 9◦ per 10ms, a pulse length
of 0.2 seconds results in 0.1 seconds, where the flaps are
in the position of 0◦ and was chosen to be the shortest
reasonable pulse. In order to keep the overall solidity
of the grid constant for the whole sequence the protocol
for the outer eight axes has been programmed with an
offset of 90◦. For the characterization of the resulting
flow, velocity measurements on the centerline behind the
grid have been carried out using hot-wire anemometry
with a sampling frequency of 40 kHz for different distances
d to the grid varying from 10 cm to 180 cm with ∆d =
10 cm and an inflow velocity of 16 m/s. Figure 6(b) shows
the resulting velocity of the implemented sequence with
increasing distance to the grid. It can clearly be seen
that the different angles of the axes result in pulses with
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Figure 5: (a) PDFs of velocity increments δu = u(t +
τ)− u(t) for passive mode of the active grid, reproduced
after [22]. Time lags τ from top to bottom are 2.5 · 10−4 s,
5 · 10−4 s, 2.5 · 10−3 s, . . . , 5 · 10−1 s. (b) PDFs of velocity
increments for the active grid with stochastic control of
vane movement. Time lags τ are as in (a). The graphs are
shifted vertically for clarity of presentation.
increasing velocities. It can also be seen that the measured
flow velocities change with increasing distance to the active
grid, which indicates a decay of the generated velocity
pulses and spatial structures, respectively.
To investigate the decaying process of these structures in
more detail, three excitation protocols with several identi-
cal sequences like presented in Fig. 6(a) have been realized
where just the length of the pulses has been changed. Se-
quences with pulses of 0.2, 0.5, and 1 second duration
have been implemented and used for the excitation of the
grid’s axes. In order to determine where the uncorrelated
decay of natural turbulence starts to dominate, each excita-
tion sequence has been identified in the measured velocity
time series and separated. To filter out spatial structures
from the flow, each of these velocity sequences has been
high-pass filtered with different filter frequencies starting
from 0.14 Hz up to 133 Hz. Figure 7(a) shows an example
of measured velocities for one excitation sequence with a
pulse length of 0.2 seconds at distance d = 40 cm together
with the high-pass filtered signal for filter frequencies of
5 Hz (green) and 40 Hz (red). The signals are shifted verti-
cally for clarity of presentation. It can clearly be seen that
higher filter frequencies result in damping of the impressed
pulses.
Furthermore, correlation coefficients have been deter-
mined for different realizations of measured velocities using
identical filter frequencies. Figure 7(b) shows the average
of the resulting correlation coefficients for sequences of all
three pulse durations plotted over the filter frequency of
the applied high-pass filter. The velocity sequences have
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Figure 6: (a) Sequence of realized protocol for the creation
of increasing velocity pulses. Each pulse has a duration
of 0.2 seconds. (b) Resulting velocity of the implemented
sequence with increasing distance to the grid.
been measured at a distance of d = 40 cm to the grid. The
dashed lines represent the corresponding standard devia-
tion for each graph. It can clearly be seen that the filter
frequency at which the correlation coefficient drops off
increases with shorter pulse durations. Applying Taylor’s
Hypothesis, this is also in agreement with the equivalent in
spatial terms, where shorter excitation pulses correspond
to smaller spatial structures and therefore need higher filter
frequencies to be filtered out.
To investigate the stability of the generated spatial struc-
tures with increasing distance to the grid, the measured
velocity sequences have been split into isolated single pulses.
Conditioned on pulses with identical motion of the vanes,
this procedure allows for a similar analysis as already ap-
plied to the whole sequence. Based on the split sequences
a plot according to Fig. 7(b) can be calculated for each
distance d to the grid, conditioned on pulses 1, 2, 3, 4,
and 5, respectively, for all three pulse durations. The filter
frequency for which the correlation coefficient drops off
to 90% of its respective maximum was defined to be the
cutoff frequency. It defines the smallest time, and thus the
smallest spatial structure, of the generated flow that is not
dominated by natural decay and therefore can reproducibly
be generated by the active grid. The plots in figure 8 show
the cutoff frequency over the distance d to the grid for (a)
conditioned on the pulse with the largest resulting velocity
difference and (b) conditioned on the pulse with the second
largest velocity difference for all pulse durations. The re-
sults show that the cutoff frequency for the pulse with the
largest velocity difference is nearly constant over the whole
distance and the standard deviation for the shortest pulse
duration increases with distance (Fig. 8(a)). In Fig. 8(b) a
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Figure 7: (a) Velocity sequence with pulse duration of 0.2
seconds measured at distance d = 40 cm to the grid (blue).
The green and red curves represent the high-pass filtered
signal at filter frequencies of 5 Hz and 40 Hz, respectively.
Graphs are shifted vertically for clarity of presentation. (b)
Averaged correlation coefficient over cutoff frequency of
high-pass filter for excitation sequences with pulse duration
of 0.2 s (black), 0.5 s (blue) and 1 s (red). The dashed lines
indicate the corresponding standard deviation.
sudden decrease in the cutoff frequency is visible at a dis-
tance d = 130 cm for the pulse with the shortest duration
of 0.2 s, whereas the cutoff frequencies for the pulses with
longer pulse duration stay constant. This indicates, that
the spatial structure created by the 0.2 second pulse is not
stable over the whole measurement distance, which has to
be accounted for in the design of excitation protocols.
Test of standard anemometers
The ability of the active grid to generate turbulent flow
situations with reproducible temporal and spatial features,
as shown in the previous subsection, provides a power-
ful tool not only for basic turbulence investigations, but
also for the characterization of airfoils and model wind
turbines exposed to intermittent wind fields. As an appli-
cation example, comparative measurements of the same
flow situation have been carried out with two standard
anemometers for wind energy applications: a Thies First
Class Advanced cup anemometer and a Gill Windmaster
Pro 3D ultrasonic anemometer. The signal recorded with
a standard 1D hot-wire probe served as a reference, since
the hot-wire provides the highest spatial and temporal
resolution.
While 1D hot-wire and cup anemometer lack any di-
rectional information, the data from the 3D ultrasonic
anemometer includes the horizontal wind speed magnitude
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Figure 8: Cutoff frequency over distance d to the grid.
The cutoff frequency describes the filter frequency of the
applied high-pass filter, where the averaged correlation
coefficient of sequences conditioned on (a) the pulse with
the highest velocity difference and (b) the pulse with the
second highest velocity difference decreased to 90% of its
respective maximum. The curves belong to pulses with
duration of 0.2s (black), 0.5s (blue) and 1s (red). The
dashed lines indicate the corresponding error.
and direction. However, the alignment of transducers and
supporting structures of the sonic anemometer can cause
flow disturbances under certain orientations [23]. The used
Gill Windmaster Pro anemometer features three support
rods with an angular distance of 120◦, where the position
of the sensor’s north spar coincides with the position of
one supporting rod. Thus, the northward orientation (0◦)
of the anemometer implies a support structure being up-
stream the measurement volume, while a southward (180◦)
orientation implies free inflow to the measurement volume.
All sensors were calibrated before the measurement and
have been successively placed at a distance d =130 cm
downstream of the active grid with the center of their
respective measurement volumes on the centerline of the
wind tunnel test section. The excitation protocol of the
active grid was chosen in such a way, that the resulting
modulated wind flow obeys non-Gaussian statistics as they
can be found in atmospheric wind fields.
For each mean wind speed, 30 minutes of data were
recorded with hot-wire, cup anemometer and ultrasonic
anemometer in northward and southward orientation. The
hot-wire data was sampled at 20 kHz and smoothened us-
ing an average over 20 samples. The lower-resolving cup
anemometer and sonic anemometer were sampled at 4 Hz
and 32 Hz, respectively. Figure 9(a) shows a 30 second
excerpt of the time series recorded with hot-wire (black),
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Figure 9: (a) 30-seconds-excerpt of the wind speed data
measured with 1D hot-wire anemometer (black), 3D ul-
trasonic anemometer (red) in southward orientation and
cup anemometer (blue). The general evolution of the tur-
bulent flow is covered by all anemometers, but the cup
anemometer cannot resolve the fast fluctuations with small
amplitudes. (b) PDF of the wind speed fluctuations u′
for the down-sampled (4 Hz) time series from (a) with
Gaussian fit (dashed gray).
ultrasonic anemometer (red) in southward orientation and
cup anemometer (blue). A good agreement of the time se-
ries for the hot-wire and the sonic anemometer is observed
and the fact that all anemometers capture the strong fluc-
tuations at e.g. t =2 s or t =13.5 s gives evidence about
the robustness and reproducibility of the used excitation
protocol. However, the cup anemometer can only resolve
the slower and more pronounced gust events. The faster
fluctuations of the wind speed (e.g. t = 22 s to t = 25 s)
cannot be resolved, which on the one hand is due to its
low temporal resolution and on the other hand is a result
of the spatial extent of the anemometer itself.
A comparison of the basic statistical quantities com-
monly used in wind energy, i.e. mean wind speed u¯, stan-
dard deviation σu and turbulence intensity TI = u¯/σu, for
the time series shown in Fig. 9(a) is given in Tab. 1. Only a
slight deviation from the hot-wire reference is observed for
the ultrasonic anemometer’s data, while all quantities of the
Table 1: Measured mean wind speed u¯, standard deviation
σu and turbulence intensity TI for the time series from
Fig. 9(a).
sensor u¯ σu TI
hot-wire 17.1 m/s 3.8 m/s 22 %
sonic south 17.6 m/s 3.5 m/s 20 %
cup 15.5 m/s 2.3 m/s 15 %
cup anemometer are significantly lower than the reference.
A closer look at the statistics for all sensors is provided in
the PDFs of the measured wind speed fluctuations u′ in
Fig. 9(b). The higher resolved hot-wire data and ultrasonic
anemometer data have been down-sampled to the resolu-
tion of the cup anemometer at 4 Hz, in order to allow for a
comparison of the PDFs. Even the down-sampled hot-wire
reference (black) shows a clearly non-Gaussian PDF with
higher probabilities for strong wind speed decreases, which
is also observed in the PDF of the ultrasonic anemometer
(red). In contrast, the PDF of the fluctuations covered by
the cup anemometer (blue) obeys a Gaussian distribution
as fitted in the plot (dashed gray).
Besides the comparison of the wind speed measurements,
it is also worth comparing the wind directions measured
with the 3D ultrasonic anemometer in different orienta-
tions. For this purpose the PDFs of the wind direction
fluctuations φ′(t) = φ(t)− 〈φ(t)〉 are shown in Fig. 10 for
an inflow velocity of about 10 m/s (a) and about 20 m/s
(b). The comparison of the two different orientations for
both wind speeds gives evidence of the increased probabil-
ity for the occurrence of larger direction fluctuations for
the northward alignment (0◦) of the anemometer. This
result is expected, since a supporting rod is located up-
stream the measuring volume and thus vortex shedding
causes wake effects. The self-induced effect is more pro-
nounced for the higher velocity in Fig. 10(b). Additionally,
the measured mean wind speed of 16.2 m/s for northward
alignment is reduced by approximately 1.4 m/s compared
to the southward orientation. Considering the geometry of
the ultrasonic anemometer an increasing systematic error
in the measurements can be concluded for inflow from 0◦,
120◦ and 240◦, respectively.
To conclude this subsection, the active grid offers the
generation of turbulent flows with similarly intermittent
statistics to atmospheric wind as was shown in [22]. Espe-
cially promising in this context is also the generation of
reproducible flow structures in a deterministic sense, as it
has been shown in this subsection. Besides anemometer
testing and characterization, also the interaction of typical
structures like airfoils or model wind turbines with repro-
ducible flow fields shall be investigated in the future. It
should be noted that the active grid offers also further ap-
plications for wind energy research, e.g., generating shear
flows [17] or special structures like low level jets and large
scale intermittency [24].
2.3 Impact on loads and power generation
of wind energy converters
The turbulent nature of the wind with its characteristic
intermittency can be expected to have a major impact
on wind energy converters. These machines operate in
the turbulent atmospheric boundary layer and are thus
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Figure 10: (a) PDF of the wind direction fluctuations
measured with the 3D ultrasonic anemometer in northward
(blue) and southward (red) orientation at about 10 m/s
inflow velocity. (b) PDF of the wind direction fluctuations
measured with the 3D ultrasonic anemometer in northward
(blue) and southward (red) orientation at about 20 m/s
inflow velocity.
permanently exposed to turbulent wind fields. Among the
many aspects of a complete WEC system, we choose here
the torque and thrust at the rotor as central force and
load quantities to investigate the influence of the turbulent
inflow characteristics on WECs.
Numerical studies have been performed using the FAST
code by NREL [26] together with the WindPACT 1.5 MW
virtual turbine [27]. The unique wind field measurement
of the German GROWIAN campaign [25,28] was used as
inflow condition. Additionally the Kaimal model of the
TurbSim software [29] and a newly developed model based
on stochastic processes [30,31] were used for comparison.
In a first analysis, the statistics of rotor torque increments
were derived and compared [32]. It was found that the
typical intermittency of the wind transfers to a similar
intermittency in the rotor torque when the measured wind
field is used as input, see Fig. 12(a). The Gaussian in-
crement statistics of the Kaimal wind field, on the other
hand, lead to Gaussian torque statistics, supporting the
statements above on the implicit Gaussian assumptions
in the IEC standard [3]. The intermittent synthetic wind
field results in much more realistic torque statistics.
Here we present additional results of the rotor thrust
forces from the identical numerical setup as above. In
Fig. 12(b) thrust increments obtained under the same
inflow conditions as in part (a) are compared at τ = 1 s.
We find that the measured wind field leads to a highly
intermittent torque PDF, which is well reproduced by
the stochastic wind field model. The Kaimal wind field
(a) (b)
Figure 11: (a) GROWIAN test site of the 1980’s [25] and
(b) layout of the wind measurement setup, compared to
the position of the rotor.
leads to purely Gaussian thrust increment PDFs and thus
underestimates extreme thrust loads.
Both torque and thrust form a complete decomposition
of forces at the nacelle of a WEC. With these results we
can therefore conclude that intermittency is a general prop-
erty of the wind-generated forces at the WEC. Moreover,
thrust forces appear at all types of buildings and structures
which are exposed to the wind. This emphasizes again the
relevance of our results.
As we observe intermittent statistics of the rotor forces
at WECs, it can be expected that the generated electrical
power signal is also influenced by this property. In Ref. [33]
it could be demonstrated that actually the electrical power
signal possesses similarly intermittent dynamics as the
wind. These results are confirmed and extended in this
paper, see Sec. 3.
From our results we see that the use of Gaussian wind
fields in WEC simulation and design must lead to a dra-
matic under-estimation of extreme torque, thrust, and
thus load changes, which can be comparable to Fig. 1.
Most interestingly these load features are not grasped by
the characterization based on standard rain flow counting
methods. The intermittent statistics of wind and loads
are then transferred into an evenly intermittent signal of
the electrical power output. With a growing share of wind
energy fed into the electrcal grid, the high probabilities of
extreme changes will have a more and more significant im-
pact on the grid. Another important aspect also becomes
clear from these results. Short time fluctuations are not
smoothed out by, e.g., some possible spatial averaging or
rotational inertia of the rotor. In contrast the nature of
the turbulent wind amplifies significantly the effects of the
short time fluctuations. For further developed WECs of the
future, e.g., the 10 MW class, these turbulent properties
have to be considered even more seriously.
To conclude, with the statistics of rotor torque and
thrust increments we achieve a complete characterization
of the forces at the rotor of WECs. We find that the
intermittency of the wind is transferred to the generator
by the torque, as well as to the complete structure of the
WEC by the thrust forces. The resulting electrical power
output of these intermittent input forces will be subject of
the following section.
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Figure 12: PDFs of (a) rotor torque increments, δQτ =
Q(t + τ) − Q(t), and (b) rotor thrust increments, δTτ =
T (t + τ) − T (t), derived from simulations of the WInd-
PACT 1.5 MW virtual turbine. Wind inflow data were
used from the GROWIAN wind field measurement (circles,
top), as generated by a stochastic intermittent wind field
model (squares, middle), and from the output of the Turb-
Sim software using the Kaimal model (diamonds, bottom).
Gaussian PDFs are shown as dashed lines for comparison.
Time scale τ is 1 s for all presented PDFs. Results of (a)
have been published in [32].
3 Characterisation and model-
ing of wind-generated electrical
power
Throughout the previous sections, it could be demonstrated
that the intermittent nature of atmospheric turbulence in-
fluences all stages of the wind energy conversion process.
The wind imposes its intermittent character upon all rele-
vant quantities, such as wind speeds, mechanical forces and
torques, and electrical power output of WEC. To achieve
progress in wind power analysis and modeling, alterna-
tive methods to those defined in the current standards [3]
are needed. Here we present a method adapted to the
intermittent character of atmospheric wind. The highly
dynamical character of the power conversion process and
the intermittent properties of the electrical power output
have been shown before [33–35]. They are confirmed by
the results of this section, cf. Fig. 15(b).
Future sustainable energy supply systems will have to
manage large shares of fluctuating energy sources such
as wind energy. This constitutes a demand of properly
modeling the high frequency dynamics of these energy con-
version systems, including their nonlinear and intermittent
properties. As an alternative to highly detailed, complex
(and thus computationally expensive) models the usage of
stochastic models has recently found a wide range of ap-
plications [36, 37]. Generally spoken, for complex systems
this approach tries to separate only few crucial variables1
from a larger number of less important ones, which are
then replaced by simple noise terms. By doing so, in many
cases simply structured models are obtained which never-
theless cover the essential dynamics of the system under
investigation. Their parameters can be derived directly
from measurement data, cf. [37].
Recently the Langevin Power Curve (LPC) has been
developed as a dynamical power characteristic of WECs
[34,35,39]. By this method, for each wind speed the stable
(or attractive) fixed points of the energy conversion dynam-
ics are obtained. Together they constitute the LPC of the
1so-called order parameters, following [38]
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Figure 13: Drift fields D(1) derived from WEC measure-
ments, represented qualitatively using arrows. The local
value of the drift D(1) is represented by the direction and
length of each arrow, while the color also indicates the
direction of the drift. The black dots represent the stable
fixed points where D(1) = 0. (a) Drift field D(1)(P ;u) of
electrical power output vs. wind speed. Here the black
dots repesent the Langevin Power Curve [40]. (b) Drift
field D(1)(Q;ω) of rotor torque vs. angular velocity. For
this analysis the torque was obtained from available mea-
surements of angular velocity and electrical power output.
Power and torque are normalized by their rated values Pr
and Qr, respectively.
WEC, which provides important information, complemen-
tary to the current industry standard IEC 61400-12-1 [3].
Here we extend this concept and propose a stochastic
model of the electrical power output of WEC, driven by
the inflowing wind. The structure of the model aims to-
wards the high-frequency dynamics of the conversion from
wind speed to electrical power. The power output P (t) is
modeled by a stochastic differential equation, namely the
Langevin equation [41]
d
dt
P (t) = D(1)(P ;u) +
√
D(2)(P ;u) · Γ(t) . (5)
Here D(1)(P ;u) and D(2)(P ;u) are the drift and diffusion
matrices, respectively, and Γ(t) is a Gaussian white noise
with mean value 〈Γ(t)〉 = 0 and variance 〈Γ2(t)〉 = 2. The
drift and diffusion matrices D(1)(P ;u) and D(2)(P ;u) can
be estimated directly from measurement data (sampled at
the order of 1Hz), as follows [34,41]
D(n)(P ;u) =
1
n! limτ→0
1
τ
〈[P (t+ τ)− P (t)]n |P (t) = P ;u(t) = u〉 , (6)
where 〈·|·〉 denotes conditional ensemble averaging. Note
that u(t) is thus conditioned on a fixed value u. An il-
lustration of D(1) is given in Fig. 13(a). The drift field
(or matrix) D(1) represents the dynamical map of the con-
version process u(t) → P (t). The power production is
attracted towards the stable fixed points P (u), while the
turbulent wind fluctuations continuously drive the system
away. This corresponds to the structure of the Langevin
equation (5), where the drift field D(1) represents the at-
tractor displayed in Fig. 13(a), and where the diffusion
field D(2) quantifies additional, random fluctuations stem-
ming from turbulence. A second example of a drift field is
presented in Fig. 13(b). Here the dynamics of the torque
depending on the rotational speed is displayed, showing
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Figure 14: Comparison of P (t) (black) and P ?(t) (red) for
(a) 100 h and (b) 30 min at sampling frequency 2.5 Hz.
that the method of the LPC is not limited to the dynamics
of power output. It rather defines a general mathematical
tool for analyzing the dynamics of complex, noisy, and
noise-driven systems.
While only the drift field with its fixed points as shown
in Fig. 13 defines the LPC, the Langevin equation (5) uses
both the drift and diffusion matrices. Once these have
been estimated from a dataset, they can be used in the
Langevin equation to simulate the power output P (t) for
any given wind speed u(t).
As a first hint for the validity of the stochastic model2,
a visual comparison of P and P ? is given in Fig. 14. A
statistical comparison is performed based on power spectral
densities in Fig. 15(a). The overall shape of the spectrum
is reproduced by the stochastic model. The most striking
deviation is observed at frequency f ≈ 1 Hz, which corre-
sponds to a 1 Hz oscillation in the measured time series
P (t). We believe this is due to the interaction of the tower
with the rotating blades of the WEC3, which happens in
the same frequency range. As our model is based on a first-
order stochastic differential equation (5) it can in principle
not reproduce a single-frequency oscillation like this. As a
future improvement, a suitable oscillation could be added
to the model to compensate for this limitation.4 Figure
2The results of the stochastic model are presented here for a
dataset obtained from a numerical model, see details in Ref. [42].
Similar results were obtained for various measurement datasets, for
which the results were surprisingly good, even though the noise by
the turbulent inflow will not fulfill the conditions of a Langevin noise.
3It should be noted that not only the tower interaction can gener-
ate periodic fluctuations in the order of 1 Hz. Additional contributions
from the rotating rotor are not identified here.
4Here it should be noted also that in a typical measurement setup
with 1 Hz sampling frequency this oscillation would not be visible,
making the validation of such a model extension impossible in most
cases.
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Figure 15: (a) Power spectral density S(f) of P (black)
and P ? (red). S(f) is normalized by the variance σ2 of the
time series. (b) PDF of power increments δPτ for various
scales τ = (0.4, 0.8, 1.6, 6.4, 25.6, 26214.4) s from bottom
to top, curves are shifted vertically for clarity. The solid
red lines are estimated from P ? and the black dashed lines
from P . The vertical axis is represented using a logarithmic
scale.
15(b) illustrates the ability of the model to reproduce the
intermittency of the original power signal. For example,
changes in power production up to ±100 kW within 0.8 s
occur. This aspect is especially important on shorter time
scales when fast wind gusts are converted into fast power
gusts. Moderate deviations are observed on the shorter
time scales, where the model behaves less intermittent than
desired. Overall, the stochastic model obtains valuable re-
sults as spectral properties and intermittency are mostly
well reproduced. Its fast and flexible structure makes the
stochastic method useful for a realistic modeling of sin-
gle WECs, wind farms and wind farm clusters (as will be
shown elsewhere).
It should nevertheless be noted that the purpose of
this model is not to compete with current full-featured
multibody models of WECs, such as FAST [26] or FLEX
[43]. In contrast to these, the proposed model is highly
simplified and does not aim at a detailed model of the
processes inside a WEC. It rather constitutes an effective
model of a WEC as a whole, considering only the wind as
input and a single output quantity, such as electrical power
or torque. While the descriptive power of our model in this
sense is limited, it benefits from high numerical efficieny
as well as easy and straightforward parameter retrieval.
We can conclude that the stochastic model is able to
capture consistently the dynamics of power or torque, de-
pending on wind speed or rotational frequency, respectively.
Once the parameters have been estimated from measure-
ments, for simulations only wind speed time series are
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required as input. In the results especially the typical
intermittency is reproduced.
4 Outlook: n-point statistics and
forecasting
Up to this point our analysis, modeling, and experiments
concerning atmospheric turbulence were concentrating on
increments and fluctuations of relevant signals, e.g., wind
speeds, torque, and electrical power. These statistics can
be obtained in a straightforward way and it has been
demonstrated that they are of high relevance.
Based on recent results presented in Sec. 2.1 we are
presently working on the decomposition of atmospheric
turbulence into components which behave similar to homo-
geneous isotropic turbulence. For this case, in the recent
years a framework of stochastic analysis and character-
ization has been developed, which grasps the complete
statistical properties of turbulence in terms of arbitrary n-
scale joint probabilities [36,37,44,45]. Moreover, a method
has been presented for the multiscale reconstruction of real
turbulent time series [46,47].
From the combination of these work topics in the future
we hope to make adcvances towards a multipoint descrip-
tion framework for atmospheric turbulence. This would
mean also a proper characterization of multiscale joint
probabilities, which correspond to coherent structures in
wind fields. As a consequence, also multiscale short-time
forecasting of wind events, such as gusts and clustering
effects, could be possible with only little computational
effort, compare Ref. [46].
5 Conclusions
In this contribution, fundamental as well as applied aspects
have been presented for advanced statistics, modeling and
experiments concerning the unique small-scale intermit-
tency features of atmospheric turbulence and their impact
on the wind energy conversion process. Based on the fact
that atmospheric turbulence exhibits these complex sta-
tistical properties especially in wind speed increment and
fluctuation PDFs, we proposed an advanced characteri-
zation. Similar to the modeling and characterization of
wind data in [6], here we achieve a proper description and
modeling of atmospheric fluctuation PDFs. First successful
attempts have been made towards the decomposition of
atmospheric turbulence into subsets which share the prop-
erties of homogeneous isotropic turbulence. Based on these
results a more realistic, yet still practicable, characteriza-
tion of atmospheric wind becomes possible, overcoming
the implicit assumption of Gaussianity in current methods
and standards.
As turbulence, in principle, has to be considered an open
problem of classical physics, experimental work is indis-
pensable. For the reproduction of crucial properties of
atmospheric flows the active grid offers extreme flexibility
in the design and control of wind tunnel experiments. In-
vestigations of the reproducibility of flow structures have
been presented as well as the application to testing and
characterization of anemometer properties.
The impact of atmospheric turbulence on wind energy
conversion is investigated in two separate aspects. Numer-
ical modeling of turbines shows evidence that the inter-
mittent nature of the wind leads to high probabilities of
extreme load changes in both torque and thrust. These
results completely characterize the forces induced by the
rotor to the drive train of a WEC. Accordingly intermittent
statistics are found in the electrical power output of both
numerical models and real turbines, which constitutes the
input to the electrical grid. An extended approach can
model the power output of a WEC based on wind measure-
ment data, reproducing properly the statistical properties
of the real power output signal.
The common assumption of Gaussian wind statistics
necessarily neglects these intermittency effects. We propose
that more realistic statistical description and modeling of
atmospheric turbulence is necessary to advance not only in
science but also in engineering as well as in manufacturing
and operation of WECs.
Stochastic methods are shown as appropriate tools to
characterize the dynamics and intermittency of the wind
energy conversion process in more details, and thus provide
valuable, additional information to standard methods. The
results presented show that these methods have a large
potential of application for further aspects of wind energy.
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