We study the problem of learning choice functions, which play an important role in various domains of application, most notably in the field of economics. Formally, a choice function is a mapping from sets to sets: Given a set of choice alternatives as input, a choice function identifies a subset of most preferred elements. Learning choice functions from suitable training data comes with a number of challenges. For example, the sets provided as input and the subsets produced as output can be of any size. Moreover, since the order in which alternatives are presented is irrelevant, a choice function should be symmetric. Perhaps most importantly, choice functions are naturally context-dependent, in the sense that the preference in favor of an alternative may depend on what other options are available. We formalize the problem of learning choice functions and present two general approaches based on two representations of context-dependent utility functions. Both approaches are instantiated by means of appropriate neural network architectures, and their performance is demonstrated on suitable benchmark tasks.
Introduction
The notions of preference and choice play a central role in economic theory, and both are intimately related to each other (with choice often being considered as revealed preference). In this regard, so-called choice functions have been analyzed as a key concept of a formal theory of choice and preference, starting with the seminal work by Arrow (1951) . A choice structure is a triple (X , Q, c), where X is a reference set of "alternatives", Q a family of subsets of X , and c a choice function. The latter is a mapping 2 X −→ 2 X and satisfies c(Q) ⊆ Q for all Q ∈ Q; an alternative x ∈ c(Q) is said to be chosen, while y ∈ Q \ c(Q) is not chosen despite having been available.
In machine learning, preferences are at the core of preference learning, which has received increasing attention in recent years (Fürnkranz & Hüllermeier, 2010) . Roughly speaking, the goal in preference learning is to learn preference models from preference data. As for the type of problems and models, the focus has been very much on "learning to rank", i.e., on learning models that produce predictions in the form of rankings. In this regard, a number of different ranking problems have already been introduced. Based on the type of training data and the required predictions, Fürnkranz & Hüllermeier (2010) distinguish between the problems of object ranking (Cohen et al., 1999; Kamishima et al., 2010) , label ranking (Har-Peled et al., 2002; Cheng et al., 2009; Vembu & Gärtner, 2010) , and instance ranking (Fürnkranz et al., 2009) . Somewhat surprisingly, and in spite of a close connection between ranking and choice, the problem of learning choice functions has received very little attention so far, with only a few notable exceptions (Benson et al., 2018) .
In this paper, we address the problem of learning choice functions in a systematic way. From a machine learning point of view, this problem is very interesting and comes with a number of challenges. For example, while algorithms for supervised learning normally assume inputs in the form of feature vectors of fixed length, the inputs in a choice setting are neither vectors nor of fixed size. Instead, a choice function is supposed to accept inputs in the form of sets Q of any size, and to return a subset as output. Moreover, since Q is a set, and hence the order in which the choice alternatives are presented is irrelevant, a choice function should be symmetric. Perhaps most importantly, choice functions are naturally context-dependent, in the sense that the preference in favor of an alternative may depend on what other options are available (Huber, 1982; Simonson & Tversky, 1992; Tversky & Simonson, 1993; Dhar et al., 2000) .
The paper is organized as follows. In Sections 2 and 3, we formalize the problem of "learning to choose" and present two general approaches based on two representations of context-dependent choice functions. Taking advantage of the connection between ranking and choice, we build on recent work on learning context-dependent ranking functions arXiv:1901.10860v1 [cs. LG] 29 Jan 2019 , in which similar approaches are developed for ranking. Both approaches are instantiated in Section 4 by means of appropriate neural network architectures. In Section 5, we present an extensive empirical study on several choice function and discrete choice problems.
Choice Functions
We assume a reference set of objects/alternatives to be given, denoted by X , where each object x ∈ X is described by a feature vector; thus, an object is a vector x = (x 1 , . . . , x d ) ∈ R d , and X ⊆ R d . A choice task is specified by a finite subset Q = {x 1 , . . . , x n } ⊆ X of objects, for some n ∈ N, and the task itself consists of choosing a subset of these objects.
Formally, a (deterministic) choice function is understood as a mapping c : Q −→ Q ,
where Q is the choice task space, which we assume (without loss of generality) to be given by Q = 2 X \ ∅. A subset S = c(Q) ⊆ Q ∈ Q is called a choice set.
Mathematically, the representation of (1) as a function (which, later on, will in turn be represented by a neural network) requires an order on the elements of a set Q = {x 1 , . . . , x n }, that is, an alternative representation of Q in terms of a sorted list Q = (x 1 , . . . , x n ) ∈ X n . A choice function can then be specified as follows:
where the binary vector S = (s 1 , . . . , s n ) = c(Q) produced by the function is a unique encoding of the choice set: s i = 1 if x i is included in the choice set and s i = 0 otherwise. In the following, we shall refer to both (1) and (2) as choice functions.
As can be seen from the definition of the domain of the choice function in (2) , the arguments of such a function can be of any size. It is worth noting that, with regard to the concrete implementation of a choice function in the form of a machine learning model, this is an important challenge.
In fact, such models typically assume inputs of a fixed size.
The representation of a choice function in terms of a mapping (2) also comes with the important requirement of symmetry (or permutation-invariance): Since the order of the elements in a choice task Q = {x 1 , . . . , x n } is arbitrary, we should guarantee that c(x 1 , . . . , x n ) = c(x π(1) , . . . , x π(n) ) for every n ∈ N and all permutations π of [n] = {1, . . . , n}.
As a third interesting property of a choice function, we mention the property of context-dependence. Roughly speaking, context-dependence means that the preference for a certain object x i , and hence the question whether or not it will be included in the choice set, might be influenced by other alternatives x j ∈ Q. Formally, we define context-dependence as follows.
Otherwise, the choice function is called contextindependent.
The definition of context-independence is closely connected to Luce's axiom of choice (Luce, 1959) and the axioms of revealed preference (Samuelson, 1938; Houthakker, 1950; Sen, 1971) . In practice, the assumption of contextindependence of preferences and choices is often violated. This has especially been shown in economics and marketing studies (Debreu, 1960) , which found that preferences of individuals are indeed often influenced by the context in which decisions are made (Bettman et al., 1998) . Different kinds of context effects have been identified in the literature (see Appendix A.1 for an overview).
So far, we introduced the notion of choice functions in a formal way and discussed some important (mathematical) properties of such functions. Our main interest in this paper, however, is to target choice functions from a machine learning perspective, that is, to learn such function from suitable training data. More specifically, we seek to induce a choice function c from training data {(Q i , S i )} N i=1 in the form of exemplary choice tasks Q i together with observed choice sets S i . The performance of such a function is measured in terms of its expected loss (risk)
where L : Q × Q −→ R is a loss function (such as the Fmeasure or the Jaccard measure), and P the underlying datagenerating process (modeling the probability of observing choice tasks Q together with choice sets S).
Obviously, tackling such a learning task presumes a suitable representation of a choice function, i.e., a representation that is amenable to data-driven adaptation through machine learning algorithms. Ideally, the representation complies with the properties that we discussed above: A choice function should accept queries of any size, it should be symmetric, and it should allow for modeling the practically relevant phenomenon of context-dependence. In the next section, we propose a representation that meets these requirements.
Modeling Choice Functions
In the literature, it is often assumed that choice is guided by an underlying (latent) utility function
which assigns a real-valued score to each object x ∈ X . In the simplest case, the choice set is then given by the single element 1 with highest utility:
Choices of this type are called discrete choice. As an important limitation of this approach, note that choice sets necessarily consist of a single object. Even though a generalization to the selection of the top-k objects is straightforward, a choice function c dc is not able to return choices of varying size.
In order to remedy this problem, we propose the use of a thresholded choice function:
It is easy to see that, depending on the threshold, the whole range of choice set sizes can be produced.
From a machine learning point of view, learning a discrete choice function (3) essentially comes down to learning a (latent) utility function U , whereas learning a general choice function (4) amounts to learning U together with a threshold t. Note that, by representing a choice function via an underlying utility function, the property of symmetry is automatically fulfilled, just like the requirement of being able to handle choice tasks of any size. The ability of modeling context-dependence, on the other hand, is not assured. On the contrary, since the function U scores each object x i independently of the others, the resulting choice function will be context-independent. To tackle this problem, we propose a suitable generalization of the idea of utility-based choice.
Modeling Context-Dependent Choice
More specifically, to capture effects of context-dependence, we make use of a generalized utility function
which assigns a score to each object x ∈ X in a given context C ⊂ X . Since this function has a second argument, namely a context, it allows for representing contextdependent choice functions 1 Of course, the case where this element is not unique requires a special treatment.
where, for each object x i in a task Q = {x 1 , . . . , x n }, we denote by
. , x n } its context in this task.
The utility U (x i , C i ) expresses a measure of propensity of x i to be chosen in the context C i . Sometimes, it might be possible to interpret U (x i , C i ) more directly in terms of a choice probability, i.e., U (x i , C i ) = P(x i ∈ c(Q)). Of course, this at least requires U to be normalized so as to produce values in the unit interval.
While the extension (5) allows for modeling contextdependence, note that the second argument of U is a set of variable size, which again raises the two problems that we already discussed above for choice functions. First, the arity of the function is not fixed, because different choice tasks, and hence different contexts, can have different size. Second, the function should be symmetric with regard to the elements in the second argument, the context, because the order in which the alternative objects are presented does not play any role.
As for the problem of rating objects in contexts of variable size, one possibility is to decompose a context into subcontexts of a fixed size k. More specifically, the idea is to learn context-dependent utility functions of the form
and to represent the original function (5) as an aggregation
Note that, provided permutation-invariance holds for U k as well as the aggregation, U itself will also be symmetric. Taking the arithmetic average as an aggregation function, the second condition is obviously satisfied. Thus, the problem that essentially remains is to guarantee the symmetry of U k .
Roughly speaking, the idea of the above decomposition is that dependencies and interaction effects between objects only occur up to a certain order K, or at least can be limited to this order without loosing too much information. This is an assumption that is commonly made in the literature on aggregation functions (Grabisch et al., 2009 ) and also in other types of applications. The special cases k = 0 and k = 1 correspond to independence and pairwise interaction, respectively.
Given the model of context-dependent choice as outlined above, the learning problem essentially comes down to learning the K-th oder utility function (9). From this function, one can then derive the utility function (5), which in turn allows for deriving predictions of choice sets via (6). We now propose two ways for tackling this problem.
First Evaluate Then Aggregate
Our first approach realizes (9) for the special case K = 1, which can be seen as a first-order approximation of a fully context-dependent utility function. Thus, we propose the representation of a choice function c which, in addition to a utility U 0 : X −→ [0, 1], is based on a pairwise predicate U 1 : X × X −→ [0, 1]. Given a choice task Q = {x 1 , . . . , x n } ⊆ X , a choice is obtained as follows:
where
We refer to this approach as First Evaluate Then Aggregate (FETA), because an alternative is first evaluated in each sub-context, and these evaluations are then aggregated. For the queries Q 1 = {a, b, c} and Q 2 = {a, b, d} we add up the pairwise scores to obtain the score vectors s abc and s abd . By applying the threshold t = 1.1, the predicted choices are c FETA (Q 1 ) = {a} and c FETA (Q 2 ) = {b}. That is, the preference between a and b changes based only on whether the third item in the set is c or d.
It is important to note that our interpretation of U 1 is not the standard interpretation in terms of a pairwise preference relation. Specific properties such as asymmetry (U 1 (x, y) = 1 − U 1 (y, x)) are therefore not necessarily required, although they could be incorporated for the purpose of regularization. Instead, U 1 (x, y) should be interpreted more generally as a measure of the influence of y on the probability of choosing x. This interpretation is somewhat motivated by Ragain & Ugander (2016) , who model preferences and distributions on rankings using Markov chains. Here, individual preferences are defined in terms of probabilities (of the stationary distribution), and binary relations U 1 (x, y) define transition probabilities. Thus, U 1 (x, y) is the probability of moving from y to x, and the larger the probability of being in x, the higher the preference for this item.
Roughly speaking, U 1 (x, y) is a measure of how favorable it is for x that y is part of its context C. In other words, a large value U 1 (x, y) suggests that, whenever x and y both belong to the set of alternatives, x tends to have a higher probability to be chosen.
First Aggregate Then Evaluate
To deal with the problem of contexts of variable size, our previous approach was to decompose the context into subcontexts of a fixed size, evaluate an object x in each of the sub-contexts, and then aggregate these evaluations into an overall assessment. An alternative to this FETA strategy, and in a sense contrariwise approach, consists of first aggregating the context into a representation of fixed size, and then evaluating the object x in this "super-context".
More specifically, consider a choice task Q. To evaluate an object x in the context C(x) = Q\{x}, the First Aggregate Then Evaluate (FATE) strategy first computes a representative for the context:
where φ : X −→ Z maps each object y to an mdimensional embedding space Z ⊆ R m . The evaluation itself is then realized by a context-dependent utility function U : X × Z −→ R, so that we eventually obtain a choice set
A computationally more efficient variant of this approach is obtained by including an object x in its own context, i.e., by setting C(x) = Q for all x ∈ Q. In this case, the aggregation (11) only needs to be computed once.
This approach is very much in line with recent advances on dealing with set-valued inputs in neural networks (Zaheer et al., 2017; Ravanbakhsh et al., 2017; Battaglia et al., 2018) .
Threshold Optimization
What remains is the task of converting the (latent) utilities to binary predictions by specifying the threshold t in (10) and (12), respectively. Obviously, an optimal value for t will depend on the underlying loss function L. A natural approach consists of finding the value t for which the empirical loss Example 3.2 (FATE: Context-Dependence) Similar to Example 3.1, we will use four objects X = {a, b, c, d} to illustrate how FATE can capture context-dependence. Let U and φ be defined as follows:
For the queries Q 1 = {a, b, c} and Q 2 = {a, b, d} we compute the representatives µ abc = 1+2+3 3 = 2 and µ abd = 1+2+6 3 = 3. By applying the threshold t = 1.0, the predicted choices are c FATE (Q 1 ) = {a} and c FATE (Q 2 ) = {b}. That is, the preference between a and b again changes based only on whether the third item in the set is c or d.
where c t is the choice function with threshold t.
Proceeding from the F 1 -measure, which balances precision and recall of the predictions (Lewis, 1995; Ye et al., 2012; Waegeman et al., 2014) , we tackle this problem using the plug-in estimation algorithm proposed by Koyejo et al. (2015) . One important difference to the multi-label classification setting is the absence of a fixed set of labels. Instead, we have a dynamically changing set of objects. Thus, it only makes sense to consider micro-averaged performance metrics.
Neural Architectures
In this section, we propose realizations of the FETA and FATE approaches in terms of neural network architectures FETA-NET and FATE-NET, respectively. Our design goals for both neural networks are twofold. First, they should be end-to-end trainable on any differentiable loss function. Second, the architectures should be able to generalize beyond the choice task sizes encountered in the training data, since in practice it is unreasonable to expect all choice tasks to be of similar size. Our focus in this paper will be on optimizing the F 1 -loss, for which we will introduce a suitable surrogate loss, though a substitution with any other loss function is in principle possible.
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x i
x j Figure 1 . The FETA-NET architecture implementing the FETA approach.
FETA-NET Architecture
Recall from Section 3.2 that we want to predict utility scores s i ∈ [0, 1] of the form
for every object x i ∈ Q. Thus, we need to learn the functions U 0 and U 1 . In FETA-NET, we learn both functions jointly by means of a deep neural network architecture (shown in Figure 1 ).
The main component is the neural network tasked with learning the pairwise utility function U 1 (depicted in blue). It receives the feature vectors of two objects x i and x j and outputs a score for x i in the presence of object x j . We do so for all pairs of objects in Q and build up a relation R = (r i,j ). In order to reduce the number of feedforward passes needed, we utilize two output neurons U 1,+ and U 1,− instead of a single one. The weight-sharing scheme proposed by Rigutini et al. (2011) is then employed to ensure that U 1,+ (x i , x j ) = U 1,− (x j , x i ) holds. The relation can then be computed as follows:
Thus it is only necessary to iterate over each pair once, to construct the complete relation. Then, each row of the relation R is summed up to obtain a score
The implementation of the 0th-order network is straightforward: Each x i is also passed through a 0th-order network that directly outputs utilities U 0 (x i , Q). Here, we use a densely connected, deep neural network with one output unit. The final score for object x i is then given by
The training complexity of FETA-NET is O N dq 2 , where N denotes the number of choice tasks, d is the number of features per object, and q is an upper bound on the number of objects in each choice task. For a new choice task Q, the prediction time is in O d|Q| 2 . Figure 2 . The FATE-NET architecture implementing the FATE approach. Here we show the score head for object xi.
FATE-NET Architecture
The FATE-NET architecture is depicted in Figure 2 . Inputs are the n objects of the choice task Q = {x 1 , . . . , x n } (shown in green). Each object is independently passed through a deep, densely connected embedding layer (shown in blue). The embedding layer approximates the function φ in (11), where, for reasons of computational efficiency, we assume objects to be part of their context (i.e., C(x) = Q for all x ∈ Q). Note that we employ weight sharing, i.e., the same embedding is used for each object. Then, the representative µ C(x) = µ Q for the context is computed by averaging the representations of each object. To calculate the score U (x i , µ C(xi) ) for an object x i , the feature vector is concatenated with µ C(xi) to form the input to the final joint neural network layers (here depicted in orange). Again weight sharing is used to learn only one scoring network.
The training complexity of FATE-NET is O N dq 2 , where N denotes the number of choice tasks, d is the number of features per object, and q is an upper bound on the number of objects in each task. For a new choice task Q, the prediction can be done in O(d|Q|) time (i.e., linear in the number of objects). This is because, if objects are part of their context, the representative µ Q has to be computed only once for the forward pass. This makes the FATE-NET architecture more efficient to use than FETA-NET.
Empirical Comparison
The goal of our empirical evaluation is to find out whether and for which kind of problems FATE-NET and FETA-NET work well. We investigate both discrete choice problems and general choice problems. In addition, for discrete choice we compare our approaches to state-of-the-art models typically used in the field of economics (Train, 2009 ). We adapt existing ranking algorithms and use them with our thresholding method for the general choice problem and select the object with maximum score for the discrete choice problem.
All experiments are implemented in Python, and the code and the dataset generators are publicly available 2 . To properly compare all of the models in a fair and unbiased way, we make sure to optimize the hyperparameters of each model using scikit-optimize (Head et al., 2018) in a nested validation loop. The final out-of-sample estimates are then computed using another outer cross-validation loop with the best hyperparameters found in each fold. The optimization target for general choice is the F 1 -measure, while we use the categorical accuracy for discrete choice. For more technical details refer to Appendix A.2. The metrics which we use to evaluate the general choice and discrete choice models are described in Appendix A.4.
We will now define the following learning problems we use for the evaluation: (a) the Pareto-front problem in which the learner has to predict the set of points which are Pareto-optimal, (b) the Hypervolume discrete choice problem where the task is to select the point of the Pareto-front which contributes the most to hypervolume and (c) different choice problems defined using the well-known MNIST dataset.
The Pareto-Front Problem
Computation of a Pareto-optimal set of points is an important problem in optimization and various fields of application (Geilen et al., 2007) . An object x i dominates another object x j , if x i,k
x j,k for all attributes k, and an object which is non-dominated by other objects in the given set of objects is called a Pareto-point. The set of these nondominated objects in the given set is called the Pareto-set or Pareto-front. We want to investigate, whether it is possible to learn the mapping from a given set of points to their Pareto-set. It is clear that the size of the Pareto-sets is not constant, which makes it a good candidate for a general choice problem.
We create the choice problem by generating a set of points uniformly at random in R 2 to construct a choice task Q, and the ground-truth is the Pareto-set of Q containing only the non-dominated objects. For performing the experiment we generate sets of 30 random points in R 2 and determine the choices as described in detail in Appendix B.1.
Hypervolume The hypervolume is a set measure, which computes the volume by a given set of objects. In the context of multi-objective evolutionary algorithms (MOEAs) one usually computes the contributions of each point to the overall hypervolume of the current Pareto-set. Unfortunately, these contributions are #P-hard to compute (Bringmann & Friedrich, 2010) . Our idea is therefore to convert it into a challenging context-dependent discrete choice problem, where the task is to predict the point with the highest contribution to the overall hypervolume. Here we generate sets of 10 random points in R 2 and determine the discrete Table 1 . Results for the general choice models listing the mean and standard deviation of different metrics on different datasets (measured across 5 outer cross-validation folds). Best entry for each metric marked in bold. choice as described Appendix B.1.
ChoiceModel

MNIST Number Problems
The original goal of the Modified National Institute of Standards and Technology (MNIST) dataset was to facilitate the comparison between different handwritten digits classifiers (LeCun & Cortes, 2010) . It consists of 70 000 28 × 28 grayscale images. We use the dataset to create difficult choice problems, both discrete and general choice. To level the playing field between all of the approaches, we first train a convolutional neural network (CNN) on 10 000 instances and use it to extract high level features for the remaining 60 000 images (see Appendix B.2 for more details). We convert this dataset to a choice problem, by randomly sampling sets of 10 numbers and choosing based on the following procedures:
1. Mode: For the Mode dataset we choose the numbers which occur most often in the choice task Q. For example, given a set of numbers {1, 1, 2, 4, 4, 5, 5, 6, 6, 6}, we choose all instances with value equal to mode value 6. For the discrete choice task we only output one of the numbers (which has the least angle to a predefined vector).
Unique:
Here we choose all of the numbers which occur only once in the set of sampled label values. For example, given a set of numbers {1, 1, 2, 3, 4, 4, 5, 5, 6 , 6}, we choose the numbers {2, 3}. For the discrete choice problem we ensure that only one of the digits is unique.
For all datasets, we generate 100 000 training and 1 000 000 test instances, and this is repeated 5 times in order to get an estimate of the variation across different folds during the outer cross-validation.
Results and discussion
In this section, we provide the results obtained by evaluating different general choice and discrete choice models on the Pareto, Hypervolume and MNIST problems. The general choice models are evaluated in terms of their precision, recall, the F 1 -measure and also the subset 0/1 accuracy; the mean and standard deviation of these values are reported in Table 1 . For the discrete choice models (DCMs), the results are shown in Figure 3 , where the graphs depict the mean value of the top-k categorical accuracy for different values of k in 1 ≤ k ≤ |Q| 2 . For the Pareto problem, it can be observed that FETA-NET and FATE-NET manage to outperform all the state-of-theart choice and discrete choice models, with FETA-NET performing slightly better than FATE-NET. Furthermore, the context-independent linear models PAIRWISESVM, LOG-ITMODEL and the GENLINEARMODEL are able to perform better than baselines. RANKNET, which learns a non-linear latent value function is not able to improve a lot over the baselines, and its performance is similar to that of the linear models, demonstrating that relational information between the objects is necessary to solve the problem.
For Hypervolume we get a similar picture, but observe that GENNESTEDLOGIT and NESTEDLOGIT (both nested models) perform better than the other baselines. The modeled correlations between objects seem to be able to capture some of the context-dependence in the underlying dataset.
For the task of selecting the numbers that only appear once (the Unique problem), FATE-NET and FETA-NET achieve an accuracy of more than 90 %. This result is evident, since with a simple binary relation eq(a, b) := number(a) == number(b) one would be able to count duplicates.
It turns out that for the unique dataset in the discrete choice setting NESTEDLOGIT, MIXEDLOGIT and GENNESTED-LOGIT. The unique function exhibits the similarity effect (discussed in Appendix A.1) and the GENNESTEDLOGIT models implicitly can account for it (Wen & Koppelman, 2001) . MIXEDLOGIT is also performing very well on this dataset, which implies that learning a mixture of multiple models is able to capture some context-dependence.
On the Mode problem, the first observation is that all stateof-the-art approaches fail to learn anything on this dataset by performing similarly to random guessing. FETA-NET and FATE-NET on the other hand are able to learn a useful model on both the discrete choice and the general choice problem. It also becomes apparent that for the discrete choice setting, the additional requirement to only predict the object with the least angle to some predefined vector considerably increases the learning difficulty. Thus even FETA-NET and FATE-NET only manage to achieve slightly below 30 % top-1 accuracy.
We conducted additional experiments to gauge how well the different models can generalize to choice task sizes on which they were not trained on. See Appendix B.3 for the results.
Conclusion and Future Work
In this paper, we addressed the novel problem of learning choice functions, in particular context-dependent choice functions. We suggested to solve this problem using a generalized scoring function in conjunction with a threshold. To this end, we proposed two principled decompositions for these kinds of scoring functions which guarantee symmetry and are applicable to varying input sizes. First Evaluate Then Aggregate (FETA) is a first-order approximation to a more general utility decomposition. First Aggregate Then Evaluate (FATE) first transfers each object into an embedding space and computes a representative of the context by averaging these embedded points. Objects are then scored with this representative as a fixed-size context.
To enable end-to-end optimization of differentiable losses using these decompositions, we further contribute two new neural network architectures called FETA-NET and FATE-NET. We demonstrate empirically that both architectures are able to learn context-dependent scoring functions, which are outperforming existing approaches in the field of discrete choice.
While FETA and FATE are natural approaches to model context-dependent choice functions, and the experimental results are very promising, the theoretical foundations of context-dependent choices is still weakly developed. One important question concerns the expressivity of the two representations, i. e., what type of context-effects they are able to capture, and what class of context-dependent choice functions can they model. Questions of that kind will be addressed in future work.
A. Appendix
A.1. Context Effects
The compromise effect states that the relative utility of an object increases when an extreme object is added in the given choice task, which makes it a compromise option (Rooderkerk et al., 2011) . For instance, consider the set of objects {A, B} in Figure 4a . The consumer population choice depends on a magnitude with which the quality and price of the product are weighted. If the price is the constraint, then the chosen alternative will be A. But as soon as there is another extreme option C available in the set, then object B becomes a compromise option between the three alternatives. The consumer choice changes to B across a population. Figure 4b shows the attraction effect. In this case, another asymmetrically dominant object C is added to the existing set of objects {A, B}, where B slightly dominates a, then the relative utility share for object B increases in regards with A. The primary psychological reason is that consumers prefer the dominating products out of a set (Huber & Puto, 1983) . Overall the consumer choice might change from A to B on adding another alternative to the set.
The similarity effect is another phenomenon according to which the presence of one or more similar objects reduces their overall probability of getting chosen, as it divides the loyalty of potential consumers (Huber & Puto, 1983) . In Figure 4c , B and C are two similar objects. Consumers who prefer high quality will be divided amongst the two objects resulting in a decrease of the relative utility share of object B. While in the original set, the choice of these customers will always be B, while on adding another object C similar to B can change the overall choice to A. 
A.2. Additional Experimental Details
All experiments are implemented in Python, and the code is publicly available 3 .
Comparison approaches In order to compare our proposed neural network based choice models FATE-NET 3 https://github.com/kiudee/cs-ranking and FETA-NET to an independent latent scoring model, we adapt the ranking algorithm RANKNET which was proposed for solving the task of object ranking using the underlying pairwise preferences (Burges et al., 2005; Tesauro, 1989 ).
In addition, for discrete choice, we compare our approaches to state-of-the-art models typically used in the field of economics (Train, 2009 ). The first state-of-the-art approach is LOGITMODEL, which assumes that the preference between two objects does not depend on other objects in the set (Luce, 1959) . LOGITMODEL can be adapted to learn individual scores for each object using the sigmoid function in order to solve the problem of learning general choice functions (we will refer to it as GENLINEARMODEL). According to the psychological study conducted by Debreu (1960) , it was proved that this principle is often violated in reality since human decisions are influenced by the context provided to them in the form of choice set (Simonson, 1989; Huber & Puto, 1983; Tversky, 1972) .
Some of the state-of-the-art approaches learn correlations amongst the objects in the given set, which implicitly accounts for some of the context-dependence. These are called the generalized extreme value (GEV) class of models. The most common GEV models which are used for conjoint analysis studies in the field of market research are the NESTEDLOGIT and GENNESTEDLOGIT, which account for the similarity context-effect (Ben-Akiva et al., 1985; Tversky, 1972) . These models allocate the objects in the given choice task Q, into different sets called nests and learn correlations between the objects inside each nest (B = {B 1 , . . . B K }) (Wen & Koppelman, 2001; Train, 2009 ). The GENNESTEDLOGIT is the most general model of this class, which allows the fractional allocation of each object in Q to each nest and learns the correlation between them (Wen & Koppelman, 2001) .
Another model which was proposed for solving the task of discrete choice is the PAIRWISESVM. It makes use of the underlying pairwise preferences to fit a linear model. We adapt it here by applying our threshold tuning to solve the general choice functions task (Evgeniou et al., 2005; Maldonado et al., 2015) .
Hyperparameters & Inference For all neural network models, we make use of the following techniques:
• We use either rectified linear units (ReLU) nonlinearities + batch normalization (BN) (Ioffe & Szegedy, 2015) or self-normalizing linear units (SeLU) non-linearities (Klambauer et al., 2017) for each hidden layer.
• Regularization: L 2 penalties are applied and the corresponding regularization strength is tuned.
• Optimizer: stochastic gradient descent (SGD) with Nesterov momentum (Nesterov, 1983) .
• A step-decay function is used for the learning rate annealing schedule. The decay factor is tuned (Duchi et al., 2011) .
The step-decay function drops the learning rate by a factor after a few epochs (Duchi et al., 2011) . The intuition behind this function is that to traverse to proper parameters and then reduce the learning rate to narrower parts of the loss function. Formally it is defined as:
where lr 0 is the initial learning rate, 0 < d r < 1 is the rate with which the learning rate should be reduced, e is the current epoch and e drop is the number of epochs after which the learning rate is decreased.
The hyperparameters of each algorithm were tuned with scikit-optimize using nested cross-validation (Head et al., 2018) . Machine learning algorithms, especially neural network based approaches, have a lot of different parameters, that should be optimized, such as the number of hidden layers and units in each hidden layer, the learning rate of the optimizer and so on. We tune depth of the network using the number of hidden layers and width via the number of units. Apart from these, we also tune the learning rate of the Stochastic gradient descent optimizer, regularization strength and batch size (fraction of training examples used for estimating the gradient in one iteration). We also tune the drop-rate d r and epoch-drop e drop for the step-decay function used by the Stochastic gradient descent optimizer by the neural networks. For PAIRWISESVM, we tune the value of the penalty parameter C of the error term, and another is tol (tol in scikit-learn) which is the tolerance for the stopping criteria of the optimization algorithm (Pedregosa et al., 2011) .
All of the different GEV models are implemented in PyMC3 a library for facilitating Markov Chain Monte Carlo estimation of the posterior distribution (Salvatier et al., 2016) .
A.3. Loss Functions
In the main text we propose realizations of the FETA and FATE approaches in terms of neural network architectures FETA-NET and FATE-NET, respectively. A key advantage of these neural network architectures is that they are fully differentiable, allowing us to use any differentiable loss function . Secondly, the architectures should be able to generalize beyond the choice task sizes encountered in the training data, since in practice it is unreasonable to expect all choice sets to be of the same size.
The output of the choice function c(Q) for the given choice task Q can be represented as a binary vector y = (y 1 , . . . , y n ), which is defined as follows:
Loss is computed on the ground-truth choice set in form of binary vector y = (y 1 , . . . , y n ) with respect to the predicted score vector s = (s 1 , . . . , s n ), for the given choice task Q = {x 1 , . . . , x n } and is of the form (y, s). For training the FATE-NET and FETA-NET we used the binary crossentropy loss for choice setting and categorical hinge loss for the discrete choice setting. Binary Cross-Entropy This loss function, is inspired from the binary classification setting, where the number of classes is 2 and the cross-entropy can be calculated as: (y, p) = −(y log(p) + (1 − y) log(1 − p)) , where y ∈ {0, 1} is the true label of the class and p is probability of predicting the label. This loss is adapted for our choice functions setting as:
Categorical Cross-Entropy The categorical cross-entropy loss measures the performance of a choice model whose output is a prediction between 0 and 1 and is mostly used for optimizing the DCMs. The loss for given y and predicted scores s is defined as:
The loss increases as the predicted scores s i diverges for the chosen object y i = 1, y i ∈ y (Murphy, 2012) . So, predicting a score of 0.012 for the chosen object i ∈ I would result in a high value for loss, and a perfect model would have a log loss of 0 as shown in Figure 5 .
Categorical Hinge Loss This loss function is inspired from a variation of hinge loss proposed for multi-class classification (Dogan et al., 2016; Moore & DeNero, 2011) and is used only for the discrete choice setting. It upper bounds the categorical 0/1-loss and is defined as:
This loss basically takes the maximum difference between the score s j of chosen object y j = 1 and score s i of other objects i ∈ I \ j in Q. So, it the score of any objects which are not chosen is greater than the score of the chosen object s i > s j then it results in high loss value as shown in Figure 5 . We use this loss function over categorical crossentropy because it not only penalizes if the predicted score is low but also accounts for margin to the scores of other objects in the given choice task Q.
Another version of this loss function which uses the sum of differences between the scores rather than max function was proposed by Weston et al. (1999) and is defined as:
A.4. Choice Function Metrics
We evaluate different choice models in terms of the F 1measure and the subset 0/1 accuracy. The metrics for the choice functions are inspired by the multi-label classification setting, where the ground-truth and predictions are in the form of binary vectors. Each value of the binary vector implies the association of the label with the given instance, i.e. if y i = 1 then label i is associated with the instance else not (Koyejo et al., 2015) . We can use the same inference in case of choice functions and denote the output choice set c(Q) for the given choice task Q = {x 1 , . . . , x n } in the form of a binary vector as defined in the previous section. The important difference between the multi-label classification and the choice function setting is that there are no fixed labels. That is why we can only use micro-averaging to compute the F 1 -measure across different objects and instances (Koyejo et al., 2015) .
For the choice setting the metric is calculated by comparing the ground-truth choice set c(Q) in binary vector form y for the given choice task Q = {x 1 , . . . , x n }, with predicted choice setĉ(Q) in binary vector formŷ and the metrics are defined in form d(y,ŷ) (|Q|= |y|= n). To define the metrics further we have to define the four quantities which are similar to those used to define the confusion matrix in case of binary classification i.e., true positives, true negatives, false positives, and false negatives (Koyejo et al., 2015) .
Formally they are defined as:
Subset 0/1 Accuracy Subset 0/1 accuracy measures the number of times the ground-truth choice set c(Q) and the predicted choice setĉ(Q) are exactly the same. This metric is used to measure how often the algorithms predictions match the complete choice set. Formally it is defined as:
Recall Recall is defined as the proportion of Real Positive cases that are correctly Predicted Positive (Powers, 2011) .
In the field of information retrieval, it is the fraction of the relevant documents that are successfully retrieved. For choice setting this can be defined as the fraction of objects from the ground-truth choice set c(Q) which chosen successfully or are present in the predicted choice setĉ(Q). Formally it is defined as:
Precision Precision denotes the proportion of predicted positive labels that are correct (Powers, 2011) . For the choice setting this can be defined as the fraction of objects from the predicted choice setĉ(Q) that are actually chosen by the decision maker or that are present in the ground-truth choice set c(Q). Formally it is defined as:
The traditional F 1 -measure is defined as the harmonic mean of precision and recall:
We can also define in form of the confusion matrix quantities as follows (Koyejo et al., 2015) :
. Discrete Choice Function Metrics
We evaluate the DCMs based on top-k categorical accuracy, while the models are compared on discrete choice tasks with different sizes based on the normalized accuracy. In discrete choice setting the metric is calculated by comparing the ground-truth choice set/discrete choice c(Q) for the given discrete choice task Q = {x 1 , . . . , x n }, with vector s = (s 1 , . . . , s n ) of predicted scores for each object in Q and the metrics are defined in form d(c(Q), s).
Top-k Categorical Accuracy The top-k categorical accuracy is defined as the fraction of times in which the set of objects in the top k positions, according to the predicted scores, contains the ground-truth chosen object (Chollet et al., 2017; Ben-Akiva et al., 1985) . Let r ↓:= arg sort i∈|Q| s i denote the indexes of the score vector s when sorted in decreasing order. Then the top-k categorical accuracy is defined as
x r↓i .
Categorical Accuracy The categorical accuracy is defined as the fraction of times in which the object with the largest score is the same as that ground-truth discrete choice. Formally, for a given choice it defined as:
categorical accuracy is the most common metric used for the evaluation of DCMs and commonly referred to as Hit-Rate (Ben-Akiva et al., 1985) . It is evident that the categorical accuracy is a special case of top-k categorical accuracy with value k equal to 1.
Normalized Accuracy The metrics defined above are not a reasonable estimate when observing the performance of a DCM on the choice tasks of different sizes |Q| since the task becomes harder as the choice task size increases. The hardness of the task should be adjusted with respect to the accuracy that random guessing can achieve, which is defined as the probability of choosing the correct discrete choice from the choice task Q:
assuming that the probability of choosing each object in the choice task Q is uniform. So, it is clear that the task of finding the ground-truth discrete choice for a given set of objects becomes harder with size. Therefore, to compare the change in performance of DCMs on choice tasks with different sizes, we need to adjust the top-k categorical accuracy.
We use a normalized accuracy score utilizing the random guessing accuracy:
where c(Q) is the ground truth discrete choice for the given choice task Q = {x 1 , . . . , x n }, with vector s = (s 1 , . . . , s n ) of the predicted scores for each object in Q.
The range of this metric is [− 1 |Q|−1 , 1]. The minimum value is achieved when the algorithm performs with an accuracy of 0, i.e., it is worse than random guessing, and the maximum value is 1 when the learner always predicts correctly. When the value is 0 it implies that learner performs the same as random guessing. This metric was derived using the correction for guessing formulation (Diamond & Evans, 1973) . In this section we will formally describe the process of generating the datasets for the discrete choice and choice settings.
B. Dataset Generation Processes
B.1. The Pareto Problem
Given a set of objects a decision maker is tasked with selecting the subset containing only the non-dominated objects.
An object x i dominates another object x j , if x i,k x j,k for all attributes k and an object is not dominated by any other object in the given set of objects is called the Pareto-point. The set of these non-dominated objects in the given set is called the Pareto-set or Pareto-front (Figure 6a shows a set of 5 Pareto-optimal points in R 2 ). We create our synthetic dataset D = (Q i , S i ) N i=1 as follows:
1. Generate N cluster centroids for the choice tasks uniformly at random in the volume of the unit sphere:
2. Sample i. i. d. isotropic Gaussian noise around each µ i to obtain n objects Q i .
3. Let S i = Pareto min (Q i ) for all choice tasks Q i , be the corresponding Pareto-front when minimizing all attributes is the goal.
Hypervolume The MOEAs approximate the Pareto-set by iteratively improving a population of objects and the goal is to find the set of Pareto-optimal points in terms of their fitness (solution quality). During optimization, it is not only important to improve the population's fitness, but also to preserve its diversity, which allows the population to cover the complete Pareto-front. The hypervolume is a set measure, which computes the volume dominated by a given set of objects, which very naturally encodes both dominance as well as diversity, which makes it a popular fitness criterion (Bader, 2010) . Usually, we are also interested in the contribution of each object/point on the Pareto-front to the hypervolume. Bringmann & Friedrich (2012) prove that computing exact hypervolume contribution is #P-hard and NP-hard to approximate. Our idea is to use this set measure to create a context-dependent dataset for solving the task of discrete choice.
For the top-1 setting, we provide the learner with the input as the sets of points on the Pareto-front, and the target is the point whose contribution is the maximal to the hypervolume of the set. Let us assume we want to generate a dataset D = (Q i , S i ) N i=1 with N instances. Then the choice tasks Q i and corresponding discrete choice S i for all 1 ≤ i ≤ N are constructed as:
1. Generate points for the choice tasks uniformly on the negative surface of the unit sphere Q i = {x i,1 , . . . ,
2. The corresponding discrete choices S 1 , . . . , S N are constructed computing the contributions ∆ j of each object x i,j :
(a) Compute the contributions ∆ j of each object x i,j to the hypervolume 4 of the each Q i , i.e.,
The object with maximum contributions is the corresponding discrete choice:
Using the Hypervolume measure, we can create a discrete choice dataset, where the input for the learner is the sets of points R d on the Pareto-front, and the point with the largest contribution to the hypervolume of the set is the discrete 4 We use the PyGMO library to compute exact contributions.
choice. The contribution to hypervolume of each point depends on the position of other points in the given space R d , making this dataset context-dependent. For example in Figure 6a , we show 5 points on the Pareto-front and we observe that the contribution of point A is largest in the original set. But if we remove the point D from the choice set, it increases the contribution of the point E for the set. So, the choice changes from A to E, after removing another point from the Pareto-front.
B.2. MNIST Number Problems
In this section, we will describe the process of generating different semi-synthetic datasets using MNIST dataset (Le-Cun & Cortes, 2010) .
Feature Extraction Since the dataset consists of 2-D image maps, we first train an off-the-shelf CNN to solve the digit classification task to level the playing field and abstract away from the computer vision context. This architecture of the CNN consists of 2-D Convolutional, 2-D Max-Pooling, and fully-connected dense layers and applied batch normalization to increase the stability of the network, by subtracting the batch mean and dividing by the batch standard deviation as shown in Figure 7 (Goodfellow et al., 2016; Ioffe & Szegedy, 2015) . The 2-D convolutional layer is of kernelsize 5×5 using rectified linear units (ReLU) non-linear activation function and l-2 regularization and 2-D max-pooling layer, with filter of size 2 × 2 applied with a stride of 2, which down-samples the input by 2 along the width and height, discarding 50 % of the activations by applying max operation over 4 numbers in 2 × 2 region (Goodfellow et al., 2016) . The output of these layers is provided as input to a fully-connected sequential network with 10 outputs, where each output predicts the probability of input image belonging to a particular class (Goodfellow et al., 2016) . We train this network on 10 000 instances, then we transform the remaining 60 000 digits to a high-level feature representation by passing them through the trained CNN and recording the 128 outputs of the last hidden layer (D2).
The transformed MNIST dataset M = {(x 1 , l 1 ), . . . , (x N , l N )}, is represented as set of tuples (x i , l i ), where x i is the feature vector and l i represents the corresponding label, such that |M|= N = 60000, x i ∈ R 128 and l i ∈ L = {0, 1, 2, 3, 4, 5, 6, 7, 8, 9} and M(x i ) = l i , ∀i ∈ [N ]. For constructing the choice datasets, we sample instances (x i , l i ) ∈ M from the transformed dataset uniformly at random, to construct a choice task Q = {x 1 , . . . , x n }. The choice set c(Q) for the sampled choice task Q is defined according to a mathematical function applied on the vector corresponding labels of the selected instances, i.e., l = (M(x 1 ), . . . , M(x i ), . . . , M(x n )), ∀x i ∈ Q. Unique In this subsection, we explain the data generation process for Unique choice dataset. For generating the dataset, we select a set of instances from M uniformly at random to construct the choice task Q and the label vector l. Then we choose the object from Q which corresponds to the unique digit in the label vector l (an example is shown in Figure 6b ). Let us assume we want to generate a dataset D = (Q i , S i ) N i=1 with N instances. all of the approaches generalize to unseen discrete choice task sizes. To this end, we apply them on the Hypervolume and Unique dataset with 10 objects as discrete choice task size, and then test it on discrete choice task sizes between 3 and 20. The results are shown in Figure 8 and each DCM is evaluated based on normalized accuracy defined above.
Hypervolume For the Hypervolume dataset, it is apparent that the performance of all the models decreases with the discrete choice task size. In the case of MIXEDLOGIT, the performance suddenly increases with a large margin from discrete choice task size 15 to 16, which could be due to the mixture model variance. For FATE-NET and FETA-NET, the performance decreases with large margin from discrete choice task size 14 to 15. Observing this decrease in accuracy, we can say that the problem becomes more difficult the more Pareto optimal points are on the Pareto-set, making it difficult to recognize the point with the highest contribution to the Hypervolume.
Unique For the unique dataset, we observe that the performance of all DCMs decreases with discrete choice task size. FETA-NET generalizes well for this dataset as its accuracy is almost constant across all discrete choice task sizes. FATE-NET performs well on discrete choice task sizes less than 10, but it decreased suddenly beyond that point (|Q|> 10). We also can observe that for discrete choice task size 4, there is the sudden increase in performance for models other than FETA-NET and FATE-NET, which implies that the problem becomes easier in this case for the latent utility models. For the MIXEDLOGIT, the behavior is random due to it being a mixture model, while the other models are not able to generalize well for this discrete choice dataset.
