ABSTRACT In this paper, we presented a new parameter-free thresholding method for image segmentation. In separating an image into two classes, the method employs an objective function that not only maximizes the between-class variance but also the distance between the mean of each class and the global mean of the image. The design of the objective function aims to circumvent the challenge that many existing techniques encounter when the underlying two classes have very different sizes or variances. The advantages of the new method are twofold. First, it is parameter-free, meaning that it can generate consistent results. Second, the new method has a simple form that makes it easy to adapt to different applications. We tested and compared the new method with the standard Otsu method, the maximum entropy method, and the 2D Otsu method on the simulated and real biomedical and photographic images and found that the new method can achieve a more accurate and robust performance.
I. INTRODUCTION
Segmentation is a widely encountered task in many aspects of image processing in industrial applications, including computer vision, remote sensing, and automatic object recognition [1] - [3] . Segmentation algorithms can be categorized based on whether they apply a global threshold or localized thresholds in the segmentation process. As many factors affect the performance of segmentation, there is no single technique that suits all types of images, and often one must select a method based on an appropriate set of criteria. For example, Rother et al. [4] proposed a graph cut method to iteratively extract an object of interest from an image after a user loosely drew a region around the object. Shi and Malik [5] presented a graph partition technique that considers both the total dissimilarity between the different groups as well as the total similarity within the groups to delineate objects from the background. Comaniciu and Meer in 2002 presented a mean shift approach to filter an image while preserving its discontinuities, which effectively segments the image into homogeneous regions [6] . Other techniques include weighted variational models [7] , random walk [8] , minimal surface segmentation [9] , active contour model [10] , and methods that use convexity as a priori to regularize binary segmentation [11] . One important concern in practice is that a good technique should generate a robust and consistent performance in the sense that different users can apply the technique to obtain the same results.
Among the segmentation algorithms, histogram-based analysis represents a large body of segmentation techniques as many methods have been developed to estimate and extract the probability density functions of the underlying classes in images. A convex hull thresholding has been developed to find concavities in a histogram as the potential selection of the threshold [12] . A peak and valley detection method has been proposed to convolve a histogram with a kernel to locate the peaks in the histogram [13] . To resolve normal probability distributions from the histogram of images, a series of Gaussians have been used to convolve with the histogram to find the location and direction of zero-crossing in the second derivative [14] . In finding an appropriate threshold from the histogram, entropy has been proposed as a criterion for selecting the appropriate threshold. An algorithm based on computing the entropy of each class to maximize the information between two segmented classes was also developed [15] . A method based on integrating fuzzy set assignment and entropy has been developed to partition a 2D histogram into fuzzy and non-fuzzy regions at first and then compute a threshold that results in the maximization of fuzzy entropy [16] . Histogram-based thresholding is not limited to gray-scale images as there are methods that have been developed for segmenting color images. A hierarchical method for thresholding has been developed for detecting homogeneity regions in a color image and calculating the histogram of the homogeneous regions to identify their peaks and, therefore, the valleys formed between the peaks [17] . In color image segmentation, a fusion procedure based on K-means clustering has been developed to combine segmentation maps in each color channel to obtain a final result [18] .
Among the histogram-based thresholding techniques, the Otsu method is a widely used approach [19] because it is fast and optimal in some statistical senses. The Otsu method performs an exhaustive search for a global threshold that maximizes the between-class variance. Equivalently, the threshold also minimizes the intra-class variance. Over the years, many modifications and revisions have been made to the standard Otsu method [20] , [21] . In many applications, Otsu method is the first step to segment an image into a foreground and a background for further analysis, thus, its results influence the overall performance of image processing. For instance, Zortea et al. [22] proposed a method that detects pigmented skin lesions in macroscopic photographs, in which Otsu method was used to combine independent threshold estimates computed from histograms of different parts of an image, and then post-processing steps were applied to identify the objects of interest. As reviewed by [23] , Otsu method is also widely used as the pre-processing step in computer vision and image understanding to segment an image into two classes. Then connected-component analysis is applied to assign all pixels of each connected component to an object in the image. Efficient implementation of the Otsu method has been developed to speed up its computations [24] . For example, Yuan et al. [25] proposed a weighted object variance-based Otsu method in which a weight parameter was introduced to the Otsu function to find the valley of the histogram. The weight can then be adjusted to achieve a high detection rate and low false alarm rate in image-based defect detection. In document image segmentation, Moghaddam and Cheriet proposed an adaptive Otsu method to adaptively estimate the background in an image and extract the characters in the foreground [26] .
Also, as a way to improve the performance of the standard Otsu method, two-dimension methods have been proposed to consider both gray levels and local averages of an image [27] , [28] . Multilevel thresholding based on the Otsu method has been developed, aiming to segment an image into more than two classes of objects [29] . Correspondingly, fast implementation of multilevel Otsu thresholding has also been presented [30] . A recursive algorithm that divides the histogram of an image into sub-ranges and recursively computes thresholds for fast computations has also been developed [31] . Sha et al. [32] presented a 2D Otsu method that searches for the optimal thresholds on two dimensions separately of the 2D histogram of an image. A multi-scale 3D Otsu method has been developed by Feng et al. [33] to segment brain images obtained by magnetic resonance imaging.
The above approaches do not effectively address two common challenges encountered in image segmentation. The first challenge is that, for an image with a histogram that is broad or has a flat valley, the segmentation results of many algorithms, including the Otsu method and its modifications, are often sub-optimal. The reason is that these methods assume a bi-modal histogram that has two distinct peaks, and when this condition is not met, the segmentation is often inaccurate. In fact, the pre-condition for a bimodal histogram is often not met in reality when the two classes of an image have very different sizes. For example, if one class has a very large size and the other class is of a small size, the histogram may have only one prominent peak. The second challenge is that many of the above methods and other existing methods require a careful selection of parameters to perform well as incorrect choices will result in over-or under-segmentation. For example, in 2D Otsu method, a user needs to select the filter size and type to apply to an image to generate the second histogram. To overcome the above challenges, we propose a new method that can successfully segment an image even when its histogram has only one obvious peak, i.e., the two classes of the image are of very different sizes. On the one hand, the new method can effectively correct the imbalance between the classes of different sizes in determining a segmentation threshold. On the other hand, the new method retains the advantage of the Otsu method, i.e., it is parameter-free and, thus, avoids user-based bias in implementation. In our testing, we found that the new method can select a threshold that is more accurate than the standard Otsu method, maximum entropy method, and 2D Otsu method, and the technique is more robust in the presence of various sizes of the classes and the signal-to-noise ratio (SNR). Testing also showed that the new method does not incur significant extra computational time as compared with the standard Otsu method when both methods were implemented in a vectorized manner for efficiency. VOLUME 7, 2019 The paper is organized as follows. Section II reviews the Otsu method and discusses the cases in which it performs sub-optimally. Section III presents the new method and uses examples to demonstrate and compare its performance. Results of the new method and comparison with existing algorithms are given in Section IV. Section V presents the discussion and conclusions.
II. OTSU METHOD
Assume an image I of size M × N is represented in L gray levels [0, 1, . . . , L−1], the Otsu method finds a threshold T ∈ [0, L −1] to segment I into two classes C 0 and C 1 . We denote the mean and variance of C 0 as µ 0 and σ 2 0 , respectively. Similarly, we define µ 1 and σ 2 1 for C 1 . Let p 0 and p 1 be the probability of classes C 0 and C 1 , respectively. Then the Otsu method minimizes the intra-class variance by searching through the histogram of I to find threshold T by
When T is found, the image is segmented into two classes, C 0 and C 1 ; and their sizes are p 0 MN and p 1 MN , respectively. Mathematically, Eq. (1) is equivalent to maximizing the between-class variance
For the purpose of our ensuing discussion, we can define
then we can rewrite Eq. (2) as
Here we note that, although term B cannot be determined until image I is given and threshold T is found, we can have an insight into the behavior of term A. Indeed, in term A, when probability p 0 (T ) changes from 0 to 1.0 as a function of T , p 1 (T ) changes from 1.0 to 0 in a reverted manner as p 1 (T ) = 1 − p 0 (T ). We then have
where p 0 ∈ [0, 1]. From Eq. (6) we can observe that term A will attain its maximum value of 0.25 when p 0 = 0.5. In Figure 1 we plot term A by letting p 0 changes from 0 to 1 at a step size of 0.1. In other words, if we, for the moment, ignore the effect of B on σ 2 w (T ) and only focus on A, then we expect that the process of finding argmax σ 2 w (T ) will tend to stop when p 0 = 0.5, meaning that the process will tend to segment the image into two classes of equal size. In other words, the Otsu method tends to penalize the class of smaller size by assigning more pixels to it. In reality, because σ 2 w (T ) is a function of both A and B, its behavior will not be as simplistic as we assumed; however, as we will next demonstrate, the sizes of each class have an important effect in determining the threshold T . This effect becomes more profound when there is a big difference between the sizes of the two classes.
To illustrate the effect of class sizes on finding threshold T by the Otsu method, we simulated an image of 100 × 100 pixels. The noise-free image consists of two classes, a bright C 0 with a uniform pixel value of 150 and a dark C 1 with a uniform value of 100, Figure 2 (a). In this example, C 0 accounts for 10% of all the pixels and C 1 accounts for the remaining 90% of the pixels. In other words, the ratio of the sizes of the two classes was 1000 to 9000. We then added Gaussian noise N (0, σ 2 n ) with a standard deviation of 15 to the image, Figure 2 (b). Mathematically, we have
where X , I , and W are the observation, the noise-free image, and noise, respectively. We define SNR as
where S is the intensity difference between C 0 and C 1 . The SNR of the above simulation is 10 dB. The histograms of the clean and noisy observations are shown in Figures 2(c) and (d), respectively. Though the histograms of C 0 and C 1 were well separated in Figure 2 (c), their histograms became mixed in Figure 2 (d) but we can observe the two peaks. Because in this simulation we knew a priori the pixel values of the two classes and the statistics of the noise, we can determine that the optimal threshold to segment Figure 2 (b) should be 125, the average between the mean values of C 0 and C 1 . However, when we applied the Otsu method to the image, the threshold was found to be 114. Its segmentation result is shown in Figure 2 (e). The result of using optimal threshold 125 for segmentation is shown in Figure 2 (f). To quantitatively compare the results of Figures 2(e) and (f), we counted the number of pixels that were mis-segmented in each class. In Figure 2 (e) there were a total of 1566 pixels incorrectly segmented in it, with 13 and 1553 pixels incorrectly segmented in C 0 and C 1 , respectively. In comparison, there were only 408 pixels incorrectly segmented in Figure 2 (f), with 79 and 329 pixels incorrectly segmented in C 0 and C 1 , respectively. In another measurement, (e) Segmentation result by the Otsu method whose threshold was 114. We note that there were very few mis-segmented pixels in C 0 but many mis-segmented pixels in C 1 . Total number of mis-segmented pixel was 1566. (f) The result of segmenting (b) by threshold of 125. This result had more mis-segmented pixels in C 0 but many fewer mis-segmented pixels in C 1 . Total number of mis-segmented pixel was 408.
we found that in Figure 2 (e) the ratio of the sizes of C 0 to C 1 was 2540 to 7560, while in Figure 2 (f) this ratio was 1250 to 8750, which is much closer to the correct ratio of 1000 to 9000 as the two classes were simulated. To further elucidate the effect of class sizes on determining global threshold, we next simulated an image similar to Figure 2 but changed the ratio of the sizes of C 0 to C 1 to 2000 to 8000, i.e., increasing the number of pixels in C 0 to 2000 and reducing the number of pixels in C 1 to 8000. Figures 3(a) and (b) show the clean image and the noisy observation, with the standard deviation of the noise set at 15. In this example, the threshold given by the Otsu method was 121, as compared to the optimal threshold of 125. The histograms of the clean and noisy observations are shown in Figures 3(c) and (d), respectively. We can more easily observe the two peaks in histogram in Figure 3 (d) than in the example above, indicating that the Otsu method can be expected to obtain a more accurate threshold. The segmentation results are shown in Figures 3(e) and (f), respectively. We note, based on this example, that as the difference between the sizes of C 0 and C 1 became smaller, the threshold given by the Otsu method improves, though it still does not reach the optimal value of 125. In Figure 3 (e) the total number of mis-segmented pixels was 686, with 63 pixels mis-segmented in C 0 and 623 pixels mis-segmented in C 1 . In Figure 3 (f), the total number of mis-segmented pixels was 421, with 145 pixels mis-segmented in C 0 and 276 pixels missegmented in C 1 . Similarly, we compared the ratio of the sizes of the segmented C 0 to C 1 and found that in Figure 3 (e) the ratio was 2560 to 7440 and the ratio in Figure 3 (f) was 2131 to 7869, which is closer to the correct ratio of 2000 to 8000. VOLUME 7, 2019 
III. NEW OBJECTIVE FUNCTION
To achieve a higher degree of accuracy and robustness in segmentation, we designed a new objective function
where µ is the mean value of the whole image X and can be expressed as
Compared with the standard Otsu method, the new objective function has two new terms measuring the distance between the mean value of the whole image and the mean value of each segmented class. As such the new objective function rewards segmentation results whose classes have mean values that are at some distance from µ. The motivation of introducing the two terms is to correct the tendency of Otsu method to penalize the class of smaller size. The two new terms, measuring the distances from the means of each segmented class to the global mean, have the effect of balancing the weights of each class in searching for the segmentation threshold. In other words, the two new terms lead the objective function to find a threshold such that the two resulting classes are not only well separated from each other but also well separated from the global mean that may be predominantly determined by the large class, hence, reducing the size effect of the large class on finding the threshold. As the first example, we applied the new method to segment the image in Figure 2 (b). The threshold was found to be 123; though this is not the same as the optimal threshold of 125, it is much more accurate than the threshold of 114 given by the standard Otsu method. The segmentation result is shown in Figure 4 (a). In this result the total number of mis-segmented pixels was 607; as compared to Figure 2 (e) which had 1566 mis-segmented pixels. In Figure 4 there were 49 and 558 pixels incorrectly segmented in C 0 and C 1 , respectively. The ratio of the sizes of C 0 to C 1 in Figure 4 was 1509 to 8491, as compared to the true ratio of 1000 to 9000. Here we note that, although the two new terms appear very simple in our method, their effect on the segmentation results is profound as can be seen in the Results section. On the one hand, the two new terms overcome a wellencountered drawback of Otsu method, i.e., its bias toward one class over the other when the two underlying classes have different sizes. On the other hand, our new method remains parameter-free as the standard Otsu method, thus making it a highly objective technique in practice such that its performance does not depend on user intervention.
IV. RESULTS
For a more comprehensive evaluation of the new method in segmenting images, we compared its performance with those of Otsu's method and the entropy-based method by Kapur et al. [15] . The entropy-based method seeks to maximize the information between the foreground and the 
where H (A) and H (B) are the entropy of the foreground and background, respectively, when the image is segmented by threshold T . Kapur's method searches through the histogram of an image to find T that gives the largest total entropies of the two classes. The reason for choosing the standard Otsu and the entropy-based methods is that these two methods are parameter-free, i.e., a user does not need to select a parameter in applying the methods, thus they have the advantage of generating consistent results in practice. The dataset we used for evaluating the performance of the new method include ten photographs of still objects, people, natural scene, animals, 10 microscopic images of cells and neurons, 80 microscopic images of retinal blood vessels, 30 microscopic images of muscle fibers, and 170 finger prints. In total there were 300 images in the dataset. As such, the test images have different amount of details and structures to provide a comprehensive basis for evaluation and comparison. In comparison, we simulated different SNRs and sizes of C 0 and C 1 while setting the mean values of C 0 and C 1 at 150 and 100, respectively. For each case of simulation we repeat the tests 50 times to derive the mean and standard deviation of the results. In the simulation we incremented the percentage of C 0 in the whole image from 10% to 90%; correspondingly, the percentage of C 1 decreased from 90% to 10%. We evaluated how the new method obtained the threshold and compared it with the Otsu method and the method of maximizing the total entropy by Kapur et al. [15] . In Figure 5 we compared the thresholds obtained by three methods. It can be observed that in each case the new method outperformed the Otsu method in obtaining a threshold closer to 125, the optimal value. From the figure we can make four observations. First, at relatively high SNRs of 10 and 8 dB, the new method obtained thresholds closer to the optimal threshold than the Otsu method did. The new method and the maximum entropy method obtained thresholds that were of similar distance from the optimal threshold, though their thresholds tend to locate on the opposite side of the optimal threshold. Second, at lower SNRs of 6 and 3 dB, the new method performed better than both the Otsu method and the maximum entropy method. As the SNR decreased to 3 dB, Figure 5 (d) showed that the new method was still able to obtain a threshold within a narrow range of 125 when C 0 accounted for from 20% to 80% of the whole image. Third, at all SNRs, the new method and the Otsu method had more consistent results relative to the maximum entropy method. Fourth, interestingly, the Otsu method and the maximum entropy method tended to obtain thresholds at the opposite sides of the optimal threshold. For example, at SNR of 6 and 3 dB and when C 0 accounted for 10% to 40% of all the pixels, while the Otsu method obtained thresholds that favored C 0 , i.e., assigned more pixels to C 0 than the true number of pixels in C 0 , the maximum entropy method obtained thresholds that favored C 1 . When C 0 accounted for 60% to 90% of all the pixels, the Otsu method obtained thresholds favoring C 1 while the maximum entropy method's results favored C 0 . Next, we evaluated how this improvement in thresholding translates into more accurate segmentation results in terms of the total number of mis-segmented pixels and the mean rate of error (MRE). The total number of mis-segmented pixels N total is defined as (12) where N fg and N bg are the numbers of mis-segmented pixels in the foreground and background, respectively. The MRE is defined as where S fg and S bg are the sizes of the foreground and background, respectively. As we will see next, together, N total and MRE can provide a balanced evaluation of the performance of the segmentation methods. For the different SNRs of Figure 5 , the comparison is shown in Figure 6 . We included the segmentation results given by the optimal threshold of 125 in the figure.
At an SNR of 6 dB, the new method obtained clearly better results than the Otsu method and the maximum entropy method, Figures 6(a) and (b) . The new method obtained results that were similar to those of the optimal threshold over a large range, from C 0 accounting for 20% of the whole image to 80%.
As the SNR decreased to 3 dB, Figures 6(c) and (d) show that the new method still outperformed the Otsu method and the maximum entropy method. We note that when C 0 accounted for from 20% to 80% of the whole image, the MRE of the new method was not much different from the MRE given by the optimal threshold, Figure 6(d) . However, in these cases, the MREs obtained by the Otsu method and, in particular, the maximum entropy method were much higher than that given by the optimal threshold.
By examining Figures 5 and 6 together, we can also observe that the Otsu method and the maximum entropy method are sensitive to the difference in sizes of C 0 and C 1 . First, when C 0 and C 1 each accounts for 50% of all the pixels, both the Otsu method and the maximum entropy method were able to obtain the threshold of 125 as the SNR decreased from 10 dB to 3 dB and the results of the two methods had approximately the same N total and MRE that were very close to those given by the optimal threshold of 125, meaning that both methods are relatively robust to the changes in SNR when C 0 and C 1 have the same sizes. Second, for a fixed SNR, we can observe that when there is a difference in sizes of C 0 and C 1 , both the Otsu method and the maximum entropy method lose their robustness quickly. For example, at an SNR of 6 dB, when C 0 accounted for 40% of all the pixels ( Figure 5(c) ), the mean thresholds given by the Otsu method and the maximum entropy method were 122 and 128, compared to the optimal threshold of 125. When C 0 accounted for 30% of all the pixels, the mean thresholds given by the Otsu method and the maximum entropy method were 118 and 132 ( Figure 5(c) ), respectively, demonstrating the high sensitivity of the Otsu method and the maximum entropy method to the size difference of the two underlying classes. In comparison, as can be observed in Figures 5, the threshold given by the new method was more robust to the differences in sizes of C 0 and C 1 .
We applied the new method to real images, including photographs, microscopic images, and finger prints, to evaluate its performance. For each test, we compared the segmentation performance of the Otsu method, the maximum entropy method, and our new method.
For the first type of tests, we compared the three methods on photographs. As the first example, we applied the three methods on the image ''clock''. The original image and the results are shown in Figure 7 . Careful comparison of the results shows that the new method created the best segmentation in terms of preserving fine image details. For example, the arms and the numbers on the clock were better preserved in Figure 7 (d) than in Figure 7 (b) and (c). As the second example shown in Figure 8 , we tested the three methods on the ''cameraman'' picture. We note that, although both the Otsu method and the proposed method segmented the main character, the new method avoided segmenting many isolated pixels at the bottom of the picture. The maximum entropy method, however, did not create a satisfactory threshold in this case.
As the third example of photographic tests, we compared the three methods on segmenting Figure 9(a) . From the results given by the three methods, we can observe that the Otsu method created a result containing small patches of oversegmentation near the top of the image, and the maximum entropy method severely over-segmented the image, while the new method correctly segmented the image and had the smallest amount of over-segmentation.
For the second type of tests, we compared the three methods on microscopic images. As the first example, we tested the new method on some microscopic images of cultured cells. Figure 10(a) shows a microscopic image of two mature oligodendrocytes, which are star-shaped cells of the nervous system, including their soma and web-like protrusion processes but also some background interference seen at the top and bottom of the image. Its segmentation results given by the Otsu method, the maximum entropy method, and the new method are shown in Figures 10(b-d) , respectively. Compared with the result of the Otsu method (Figure 10(b) ), the new method generated a result that largely eliminated the background interference at the top of the image. The maximum entropy method did not generate a satisfactory result as the majority of the cellular structure was not well segmented. As the second example, we applied the Otsu method and the new method to Figure 11 (a), which has multiple oligodendrocytes. The segmentation results given by the three methods are shown in Figures 11(b-d) . From the comparison VOLUME 7, 2019 results, we observed that the new method provided a cleaner and more intact delineation of the cells, particularly around their protrusion processes, relative to the other two methods.
As the third example, we tested the three methods on a different microscopic image type. The segmentation results are shown in Figure 12 . Figure 12(a) is the original image. Figures 12(b-d) are the results of the Otsu method, the maximum entropy method, and the new method, respectively. We can note that the maximum entropy method created an undersegmented result, as compared to the other two methods. Between the Otsu method and the new method we note that the Otsu method over-segmented the images, as can be seen in the area marked by the blue rectangle. As the fourth example, we tested the methods on another microscopic image, Figure 13 . Similarly we observed that, on the one hand, the new method can delineate fine details better than the Otsu method, as emphasized by the blue rectangles in the images, and, on the other hand, the new method can preserve the whole structure better than the maximum entropy method.
Lastly, we compared the three methods on segmenting finger prints. The first example is shown in Figure 14 . From the comparison we observed that the new method, Figure 14(d) , segmented the finger print without the loss of the valid structure as seen in the result of maximum entropy, Figure 14(c) . Also, the result of the new method did not generate a large over-segmented area as seen in the upper left side of the Otsu method, Figure 14 (b). Another finger print segmentation example is shown in Figure 15 . Comparing the results given by the three methods, we again observed that the new method had the best performance. More comparisons are shown in the supplementary materials, demonstrating the superior performance of the new method. In supplementary materials, in addition to the standard Otsu method and the maximum entropy method, we compared our method versus four different global thresholding algorithms, namely, the 2D Otsu method, the minimum error method, the maximum Renyi entropy method, and the Shanbhag method [34] - [36] . We also compared our method versus two local thresholding algorithms, the Bernsen method and the Sauvola method [37] , [38] . The comparisons show that the new method can achieve better results with a stable performance. We evaluated the computational speed of the new method versus the standard Otsu method and found they have statistically equivalent computational times. In other words, the new method does not require more computational time. The results are shown in the supplementary materials.
V. DISCUSSION AND CONCLUSIONS
In practical applications, often an image has two classes that are of considerably different sizes. Many existing methods do not generate satisfactory results in such cases as these methods are often biased toward one class. In this work we proposed the design of a new algorithm to segment an image based on its histogram analysis. The new method can handle the cases when the two underlying classes of an image are of significantly different sizes, making it well suited for a large number of practical applications. The new method was shown to have a more robust and accurate performance than the Otsu method, which maximizes the total variation of the two segmented classes, the maximum entropy method, which maximizes the total entropy of the two segmented classes, and the 2D Otsu method. A known limitation of the Otsu method is its sensitivity to the class size, as discussed in [39] . The maximum entropy method has the similar drawback, as can be seen from Figures 5 and 6 . The new method overcomes the above drawbacks, particularly when there is considerable differences in sizes of the two classes in an image. We note that there are other methods that can be used to segment images shown in this study, however, many existing methods require appropriate settings of parameters and, therefore, have the risk of introducing a user-based bias as each user may choose the parameters differently. The new terms in the objective function have the effect of improving the robustness of threshold selection when the two underlying classes have different sizes and there are no obvious two peaks in the histograms of images. As shown in our examples, even when the difference in sizes of the two classes is significant, e.g., one class accounts for 10% and the other accounts for 90% of the whole image, the new method can still achieve satisfactory results, making it widely applicable to many scenarios. We note that there are other methods that have been developed for image segmentation but such methods are typically not parameter-free, meaning that their performance depends on user interventions. One advantage of the proposed method is that it is parameter-free, meaning that its segmentation result is consistent across different users and there are no inter-user variations. This advantage is critical for practical applications because users can always obtain the same results and can set the method for automatically processing hundreds to thousands of images without the need for tuning any parameters across the images. Another advantage of the new method is that it has a simple form that makes it amenable to further improvement. For example, the new function can be extended to two-dimensional histogram modeling and analysis like the 2D Otsu method.
One potential limitation of the proposed method is that its performance may be affected by the level of noise in images. It is conceivable that noise reduction may be performed as a pre-processing step in some cases. However, as noise reduction usually results in a smoothed version of the original image, fine details may be lost in the process. In terms of computational speed, our tests showed that the new method did not incur more time than the standard Otsu method. As shown in the supplementary materials, paired t-test of the computational times of the new method and the Otsu method indicated that there were no statistically significant differences between the two methods. In other words, the new method can achieve superior performance without incurring additional computational time. In this work, the two methods were implemented in vectorial manner as an exhaustive search scheme in MATLAB and applied to process images on a computer with CPU only. It is possible that an implementation in C/C++ or other compiled languages and utilization of GPU may further improve the computational speed of the new method. 
