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Abstract-A number of problems in celestial mechanics, some Hamiltonian systems and non- 
Hamiltonian ones, may be solved numerically by a modification of polynomial extrapolation which 
conserves integrals. It means that it is possible to get numerical solutions of dynamic equations which 
possess the same properties that follow from the theoretical study. This paper is a survey of problems 
for which this modification may be applied. 
1. INTRODUCTION 
Conventional numerical methods for solving ordinary differential equations applied to dynamic 
equations do not conserve integrals or system invariants exactly. For instance, in the N-body 
problem-the main problem in celestial mechanics-it is well-known that the total energy of an 
isolated system of N bodies should be conserved, in the problem of motion in a rotating frame 
the same is referred to the Jacobi constant, and in Hamiltonian systems the value of Hamiltonian 
is a system invariant. 
The problem of constructing numerical methods that conserve integrals or system invariants 
has been studied in many papers by D. Greenspan (see, e.g., [l-4]), the author (see for instance 
[5-81) and both [9,10]. Th e methods based on Greenspan’s discrete interaction law [2] are of low 
order and applying them with an automatic step-size correction on a long time period, we can 
get significant round-off errors. Therefore, when integrating dynamic equations on a long time 
period, we propose to apply a modification of conventional polynomial extrapolation for which 
the Gragg method is used as a basic method. 
In Section 2, we show how to modify, in general, the conventional polynomial extrapolation 
to obtain numerical solutions with desired properties. In the remaining sections, we present a 
survey of problems for which such an approach can be successfully applied. The details about the 
use of the modification to particular problems presented may be found in the references given. 
2. A MODIFICATION OF POLYNOMIAL EXTRAPOLATION 
CONSERVING INTEGRALS OR SYSTEM INVARIANTS 
Let us consider the initial value problem, 
Y’ = f(G YL Y(O) = 907 (2.1) 
where y, f(z, y) E Wm and without a loss of generality z E [O,l]. Let Gk(lc = 0, 1,. . .) denote a 
sequence of nets on [0, l] such that Gk = l/(npk), where l/n is a basic step-size and {&} is an 
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arbitrary increasing sequence of positive integers. We will choose the Bulirsch sequence defined 
by 
{ 
1, for k = 0, 
pk = 2(k+‘)P 7 for k odd, (2.2) 
3 x 2tke2)i2, for k even. 
The Gragg method [ll] for solving the initial value problem (2.1) on the net Gk is based on the 
following formulas 
U-l 
7)o=y - ( > n ’ 
7)l = n0 + &f(~Jo)1 
71 = w-2 + --I.-f v + 2, Q-1) ; 
nflk-1 ( 
1 = 2,3,. . .2&,_1 - 1; 
(2.3) 
Y(k) (f) = ; (%-1-i + 772~3~2) + & {f (G + “‘k-ik- ‘, ‘~zp~_~_l) 
+;r f, 
1 
7)2flk-1-2 + &f (y + “““Likw ‘, n2pk_l-l)]} ; 
v= 1,2,...,n; k= 1,2,.... 
This method has a total discretization error with respect to even powers of the step-size only, 
and hence, it is very useful in extrapolation. In conventional polynomial extrapolation, we define 
the solution at v/n by 
y(E) = ‘2 akY(k) (;), 
k=l 
where the coefficients ok are calculated from the following system of equations 
J+l 
c ak = 1, 
k=l 
J+l 
k=l (npka_*l)2j = 0; c j = 172,. . * ,J- 
cw 
(2.5) 
Since the value of J may be arbitrary, then, theoretically, from (2.3)-(2.5), we can get the solution 
of the initial value problem (2.1) of an arbitrary high order. 
It appears that, by modifications of (2.5), we can get solutions of order 2J conserving important 
constants of motion or system invariants exactly. The general form of these modifications is as 
follows 
J+l 
c ak = 1, 
k=l 
J+l 
j=1,2 ,...,J-1; 
’ [$; ak Y(k) (;)I - c(Yo) = 0, 
(2.6) 
where C = C(y) is the desired constant or system invariant depending on the problem considered. 
The value of CO = C(ys) can be calculated from the initial condition. Of course, from the 
theoretical study, we should know that C = con&. 
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Each of coefficients ak may be written in the form 
ak = alk + a2k m+l; k=1,2,...,J+1; 
where 
{ 
-+$, fork=&2 ,..., J-1, 
Qlk = -&, for k = J, 
0, fork= J+l, 
+_fkJ-+fk,J+i, fork=1,2 ,..., J-l, 
a2k = _* 3 for k = J, 
1, for k = J + 1, 
and 
J+l 
A, = 1 c fks, 
k=l 
B.9 J-1 B, - Bl 
J+l 
fks=- - 
Bk 
I1 1=1 Bk - &’ 
Bk = n @;-I, 
1=1 
l#k l#k 
for s = J and J + 1. Substituting (2.7) into the last equation of (2.6), we get 
c [g crlkY(k) (f) +aJ+l ga2kg(k) (g,] -@O) = 0. 
(2.7) 
(2.8) 
(2.9) 
Thus, to solve the system (2.6), it is sufficient to solve the equation (2.9) with respect to aJ+l, and 
then, using the relation (2.7), determine all other ok for k = 1,2,. . . , J. Since the equation (2.9) 
is nonlinear and ?@)(Y/n) varies from v = 1 to n, then it is impossible to answer the question 
on the conditions under which the solution of this equation exists in general. If, in a particular 
application, the solution of (2.9) does not exist for some V, then we can try to calculate 
I [ 
J+l 
ay$f c c alk Y(k) 
k=l 
(f) +.,,,ga2k,,k, (f)] -c(YO)l. (2.10) 
and take the obtained value of aJ+l to calculate the remaining coefficients ok from (2.7). Of 
course, in such a case, the desired integral will not be conserved exactly, but only as closely as 
possible. 
3. THE ENERGY CONSERVING METHODS 
FOR THE N-BODY PROBLEM 
In the N-body problem, we are concerned with the motion of N mass particles of masses 
7&(i= 1,2,..., N) attracting one another in pairs with force 
rni mj 
G- 
7-z ' 
where rij denotes the distance between the ith and jth particle, and G is the gravitational 
constant. Assuming that t E [0, l] and taking an inertial coordinate system, the problem can be 
described by the following initial value problem, 
N 
cli = -G c mj x1i rj,x’j , w(O) = vpi, 
j=l E3 
j#i 
1 = 1,2,3; i=1,2 ,..., N, 
(3.1) 
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and where xn and vu are the lth coordinate and Ith component of velocity of the ith particle, 
respectively. 
It is well-known that if the system of N particles is isolated, then the total energy is constant, 
i.e., 
= const. (3.2) 
Applying the Gragg method (2.3) to (3.1), we get x(k)li(v/n) and v~(k)u(~/n), for k = 1,2,. . . , 
J + 1. We define the energy conserving solution of order 2J at v/n by the following formula 
(3.3) 
where the coefficients Czk are calculated from the system (2.6) in which the last equation has the 
form 
lN 3 
2 +I mi 
c (c 
, = 1 
J+l 2 
c 
lJ 
k=l 
ak V(k)li ; 
( )I 
mj 
{ciz: ak [X(k)& (x> - “(k)lj (k)] >’ 
- Ec = 0, (3.4) 
where Es denotes the total energy at t = 0, i.e., 
The application of the above method to the motion of the Solar system has been shown in [5-71. 
4. METHODS CONSERVING 
THE JACOBI CONSTANT OF MOTION 
To study some problems in celestial mechanics, e.g., the motion of a body with an infinitely 
small mass nearby the equilibrium points or the motion of the moon, it is convenient to write the 
adequate equations of motion in a rotating frame of reference. Assuming that the rectangular 
coordinate system rotates around the xs-axis with a constant angular velocity cp , to find the 
positions and velocities of N points with masses mi(i = 1,2, . . . , N) at any time t E [0, 11, we 
should solve the initial value problem of the form 
xrj, = ?Jliv xii(o) = X))i, 
ti~i=2~V2i+ip2Xli+~, 
2 
F2i 
ti2i=-29Vli+Cp2X2i+;7 (4.1) 
z 
J’3i 
e3i = KY V&o = Vpi, 
I= 1,;,3; i=1,2 N, ,.“1 
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where 
Fli = -Gmi 2 mj Xii - Xlj 
$7: [Cz=l (Xpi -Xpj)2]3'2' 
It is known that the solution of (4.1) fulfills the condition called the Jacobi integral or constant, 
&v~-G~~-~~~x~~ =const., (4.2) 
I=1 j=l Tij kl 
j#i 
where rij denotes the distance between the ith and jth body. 
In order to obtain a numerical solution which will conserve the Jacobi constant, we can use 
the method from Section 2. For the initial value problem (4.1), the last equation of (2.6) should 
have the form 
-(p2 $ [g ak u(k)& (f )] ‘} - CO = O, (4*3) 
where x(k)li(v/n) and 7+)l$(Y/n) are obtained by the Gragg method (see (2.3)), and where Co 
denotes the Jacobi constant at t = 0, i.e., 
The equations of motion in a rotating frame of reference are very important when N = 3. In 
the three-body problem, these equations can be used to study the motion of one of the bodies 
with the mass so small that it does not influence the motion of the remaining two bodies, but 
is affected by them in the usual way. Two such examples are the motion nearby the equilibrium 
points and the motion of the moon developed by G. W. Hill. 
In the first problem, we put the origin of the rotating frame at the equilibrium point Lj(j = 
1, 2, 3, 4 or 5) with coordinates (oij, 02j,O). Then, the equations of motion of a body with an 
infinitely small mass near Lj are as f0llows (see, e.g., [12]) 
k, = Vl, Xl(O) = & 
~1=2V2+Xl+~lj-G xl +Qlj +p +m2 
xl+Crlj+p-1 
d d 1 , 
62 = -2~1 + ~2 + a2j - G (~2 + 02j) 
ti3 = -Gx3 (z+z), vl(O)=v;, l=l,2,3, 
(4.4) 
where 
(x1 + “lj + CL)2 + (x2 + a2j)2 + X3, 
x1 + Qlj + P - 1)2 + (X2 + "2j)2 + Xz, 
p= m2 
ml +m2’ 
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and where it is assumed that the angular velocity of the frame is equal to 1, and that the bodies 
with masses ml and ms move along the circles with radii ri and ~2, respectively, where ri +rz = 1. 
(It can be shown that for these units we have G = l/(mi + ms).) The Jacobi integral for the 
equations (4.4) has the form 
Solving the initial value problem (4.4) numerically, to conserve the above constant, we should 
take the last equation of (2.6) in the form 
2 
ak qkll f 01 1 - G 1 
- f 2 [olj + F arc Z(/$)l (f)] 2 - Go = 0, (4.5) 
l=l k=l 
where v(,+(v/n) and z(k)r(v/n) are calculated by the Gragg method (2.3), 
.J+1 
2 
01 [ 
J+l 
2 
J+l 
2 
“lj + /-I + c ak x(k)1 f + ‘y2j + c ak x(k)2 i 01 [ + c ak x(k)3 ; 7 k=l k=l k=l ( )I 
= &I: - 
( )I ; +I, 
and where 
Applications of the above method for the study of orbits nearby the equilibrium points of the 
Sun-Jupiter system are given in [8]. 
The Hill equations of the Moon motion are of the form (see, e.g., [12,13]) 
$i-2M%+($-3M2) 21 = 0, 
g+(++M2) 53 = 0, Q(O) =x:; 1 = 1,2,3, 
where 
(4.6) 
r= 
1 
2 27, 7 = (‘p - cp’)(t - to), 
I=1 
and where cp is the mean motion of the moon, cp’-mean motion of the sun, and G denotes- 
as previously-the gravitational constant. The Hill equations (4.6) have the following Jacobi 
integral, 
C = f & $ - F - $ (3x: - xi) = const. 
l=l 
(4.7) 
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If we use the method from Section 2 to solve the equations (4.6), then the last equation of (2.6) 
should have the form 
where CO is the Jacobi constant (4.7) at r = 0. 
5. APPLICATIONS TO HAMILTONIAN SYSTEMS 
As examples of Hamiltonian systems, let us consider the Calogero [14] and Toda [15] dynamic 
equations. Both these equations describe the motion of N particles on a line, and--as in other 
Hamiltonian systems-the value of Hamiltonian is a system invariant. 
The well-known Hamiltonian equations with the initial conditions are of the form 
dH 
4i=dpi, 
dH 
?+=Yg, 
(5.1) 
&o) = QP, PiVo> = Py; i=1,2 N. ,***, 
If the Hamiltonian H is given by 
(5.2) 
then the equations (5.1) describe a Calogero system, for which the initial value problem is as 
follows, 
Ql =pir q&o) = $9 
pi=5 2 
j,=,~ (qi _qj)3’ p&d =P? i=1,2 ,N. )... 
For a Toda lattice we have 
N-l 
H=~$P:+ C exp(qi-qi+d, 
E=l i=l 
(5.3) 
(5.4) 
and the corresponding initial value problem is 
Qi = Pi, q&o) = qp; i = 1,2,. . . , Iv; 
I 
- exp (a - 42) , for i = 1, 
Pi = exp (qi_1 - qi) - exp (qi - qi+l) , for i = 2,3,. . . , N - 1, (5.5) 
exp (QN-1 - QN) , for i = N, 
Pi(tO> = Py; i=1,2 ,..., N. 
Applying the modified polynomial extrapolation from Section 2 to the initial value prob- 
lem (5.3), the last equation of (2.6) should be written in the form 
{ c;f=‘: ak [q(k)i ;,, - q(k)j (:,I}” 
- Ho = 0, (5.6) 
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where ~(k+(~/n) and q(k)i(v/n) denote the values calculated by the Gragg method (2.3), and 
where 
For the initial value problem (5.5), the last equation of (2.6) is of the form 
1 N J+l 
c [C~~~(~)~(X)]~+~exp{~~~[qi~~~(f) -q(k)i+i(E)]}--Ho=O, (5.7) 5 i=l k=l 
where 
_ N N-l 
Jd 
2=1 i=l 
Numerical examples for solving the Calogero and Toda systems by the method conserving 
Hamiltonian are given in [lo]. Also in [lo], another conservative and arbitrary order method is 
presented for these systems, in which not all coefficients ak(lc = 1,2,. . . , J + 1) vary from one 
integration step to another, but only the coefficient U J+l. 
6. NON-HAMILTONIAN AND 
NONINTEGRABLE DYNAMIC SYSTEMS 
As is well-known, dynamic systems can be generically integrable or stochastic. In between 
them are systems which exhibit some mixture of stochastic and integrable behaviour. Examples 
of such systems are dynamic systems investigated by Orszag and McLaughlin [16,17] which are 
simplified models of the Euler equations of fluid dynamics. 
The so-called Orszag system is an N-mode dynamical system given by the following equations, 
dxi 
dt= 
uzi+1 xi+2 + bxi-i xi-2 + czi+1 z&l; i=1,2 N, ,***, (6-I) 
where 
Xi+N = Xi, a+b+c=O. 
The system involves quadratic interaction and conserves the energy, i.e., 
E = f $ XT = const. 
a=1 
(6.2) 
Introducing the iv-dimensional phase space (xi, x2, . . . , XN) of the system, the state of the 
system (6.1) is represented by a point in this space, and a solution is represented by a continuous 
curve. From (6.2), it follows that all orbits z(t) = [xi(t), x2(t), . . . , xN(t)] lie on the sphere 
C z: = const. in phase space. Let us note that the solutions of (2.1) are interesting only when 
N 2 4; for N = 3, we have xi = const. (i = 1, 2, 3). 
If we apply the energy conserving modification of polynomial extrapolation (see Section 2) to 
solve the equations (6.1) with the initial conditions 
Xi (to) = 2:; i= 1,2 )...) N, 
then the last equation of (2.6) should have the form 
where 
( )I 
2 v 
ak z(k)i ; - E. = 0, 
c E. = f $ (z;)‘. 
a=1 
(6.3) 
A numerical example for solving the system (6.1) with N = 5 and a comparison with conven- 
tional polynomial extrapolation are given in [9]. 
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7. A THEOREM ON THE ORDER OF 
MODIFIED POLYNOMIAL EXTRAPOLATION 
For all the problems presented in Sections 3-6, we can prove the following theorem. 
THEOREM. If for each u = 1,2, . . . , n there exists a solution of system (2.6) in which the last 
equation is of the form (3.4), (4.5), (4.8), (5.6), (5.7), or (6.3), then the solution of the corre 
spending initial value problem (3.1), (4.4), (4.6), (5.3), (5.5), or (6.1) obtained by the method 
(2.31, (2.41, (2.6) is of order 2J, that is, 
yv = & + 0 (n-2J) > (7.1) 
where yv = y(v/n), and <,, denotes the exact solution at t = u/n. 
PROOF. For the Gragg method (2.3), we have 
Y(k)” = 61 + 2 e2jlv 
j=l (npk-I) 
2j + 0 [n-2(~+1)] , (7.2) 
where Y(k)" = Y(k) (v/n), ezj,v = ezj(v/n), J 2 1 is an arbitrary integer and the functions e2j do 
not depend on n and are of class G’(l) [0, 11. From (2.4) and (7.2), we get 
J+l 
yv = c ak Y(k)” 
kc1 
J+l J+l J 
= c ak tv + c ak 5 cn~;:,2j + 2 I& 0 [?-b-2(J+1)] . 
k=l k=l k=l 
Taking into account the first equation of (2.6), from (7.3), it follows that 
J+l J 
Yv = & + c ak c e2jd’ 
k=l j=l (@k-d2j 
+ 0 [n-2(5+1)] .
(7.3) 
(7.4) 
Moreover, on the basis of the second equation of (2.6), we have 
Thus, the relations (7.4) and (7.5) yield 
J+l 
e2J,y + 0 [n-2(J+1)] . 
Since e2J E C(‘)[O, 11, then there exists a constant L such that 
le2J,vI = (e2J (f) ( < L. 
(7.6) 
(7.7) 
Moreover, from (2.2) it follows that l/&r 5 1. Since we have assumed that for each there exists 
a solution of system (2.6), then there exists a constant M such that 
IUkl 5 M, (7.8) 
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for each k = 1,2, . . . , J + 1 and v = 1,2, . . . , n. From (7.6)-( 7.8)) we have 
1% - <VI I j$ $$ + 0 [n-2(J+l)] = (J fnijML + 0 [n-2(J+l)] , 
and now the relation (7.1) is self-evident and the theorem is proved. I 
The existence of the solution of the system (2.6) (or of the equation (2.9)) is an important 
assumption in the above theorem and some cases are known when this solution does not exist. 
As an example, let us consider the solvability of the equation (2.9) for the Orszag equa- 
tions (6.1). Substituting (2.7) in (6.3), we get 
pv a;+~ + 2Qv a~+1 + R, = 0, (7.9) 
where 
Qv = 2 Kiv Liv, 
i=l 
R, = -2Es •l- 5 KT,,, 
i=l 
J+l 
(7.10) 
Kiv = C alk z(k)i (f ) 3 
k=l 
J+l 
Liv = c a2k x(k)i (f ) . 
k=l 
The solution of (7.9) exists if and only if QE - P, R, 1 0, and in this case is of the form 
aJ+l = 
-Qv f dw 
P” . 
(7.11) 
Of course, in (7.11) we must assume that P, # 0. The case P, = 0 can occur only if Li” = 0 
for each i = 1,2,..., N (see (7.10)). Let us note that, numerically, we can get Li, =k 0, where 
- means “almost equal.” Namely, if a step-size is too small, then it can happen that for each 
i = 1,2,..., N we will obtain x(k)i(V/n) G Xi(V/n). Since 
J+l 
c a2k = 0, 
k=l 
which is easy to prove, we will have Li, A 0. To protect the algorithm against such a situation, 
we propose to apply an automatic step-size correction procedure. 
From (7.11), it follows that when QE - P, R, > 0, we obtain two values for a~+i. In such a 
case, we propose to take the value of a J+l which is nearer the coefficient a J+l in conventional 
polynomial extrapolation. 
We should also consider the case of Q”, - P, R, < 0. It is obvious that in this case the solution 
of (7.9) does not exist. If LC # 0 for at least one value of i(i = 1,2,. . . , N), then-according to 
the remark at the end of Section 2-we can consider the function 
f (aJ+l) = pv a;+~ + 2&v aJ+l + R,, 
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and take the value a~+1 for which f (a~+l) has the minimum. Then, the remaining coefficients 
a&c= 1,2,..., J) may be found from (2.7). 
Solving other problems presented in this paper by the proposed modification of polynomial 
extrapolation, theoretically, we can have similar “disadvantages.” Nevertheless, all of them may 
be taken into account for the final algorithm or computer program to work properly. 
Numerical examples considered by the author for all the problems presented (see, e.g., 
[5-lo]) show that the proposed modification not only yields the numerical solutions with the 
same properties as those that follow from theoretical mechanics, but usually better approximates 
the exact solutions as well (in comparison to conventional polynomial extrapolation). We hope 
that it will be also possible to apply the proposed modified polynomial extrapolation for solving 
other dynamic systems described by ordinary differential equations. 
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