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Abstract
We give a general, direct and explicit construction of lower-bounded generalized
twisted modules satisfying a universal property for a grading-restricted vertex (su-
per)algebra V associated to an automorphism g of V . In particular, when g is the
identity, we obtain lower-bounded generalized V -modules satisfying a universal prop-
erty. Let W be a lower-bounded graded vector space equipped with a set of “generating
twisted fields” and a set of “generator twist fields” satisfying a weak commutativity for
generating twisted fields, a generalized weak commutativity for one generating twisted
field and one generator twist field and some other properties that are relatively easy to
verify. We first prove the convergence and commutativity of products of an arbitrary
number of generating twisted fields, one twist generator field and an arbitrary number
of generating fields for V . Then using the convergence and commutativity, we define a
twisted vertex operator map for W and prove that W equipped with this twisted vertex
operator map is a lower-bounded generalized g-twisted V -module. Using this result,
we give an explicit construction of lower-bounded generalized g-twisted V -modules sat-
isfying a universal property starting from vector spaces graded by weights, Z2-fermion
numbers and g-weights (eigenvalues of g) and real numbers corresponding to the lower
bounds of the weights of the modules to be constructed. In particular, every lower-
bounded generalized g-twisted V -module (every lower-bounded generalized V -module
when g is the identity) is a quotient of such a universal lower-bounded generalized
g-twisted V -module (a universal lower-bounded generalized V -module).
1 Introduction
In the representation theory of associative algebras and Lie algebras, modules satisfying
universal properties (for examples, free modules, Verma modules and so on) in suitable
categories of modules play a fundamental role. Modules in these categories are quotients of
these biggest or universal modules and therefore can be studied using these modules whose
structures are relatively simple to understand.
In the representation theory of vertex (operator) (super)algebras and conformal field
theory, finding a construction of modules satisfying universal properties in suitable categories
1
of modules has been a long-standing problem. Finding such a construction will provide us
with a powerful tool and will allow us to use the powerful homological algebra techniques
(for example, the construction and applications of resolutions of modules) for the study of
modules for vertex (operator) (super)algebras. To study the fixed-point subalgebra of a
vertex (operator) (super)algebra under a group of automorphisms, we have to construct and
study twisted modules. It is also a long-standing problem in the case that the automorphism
is of finite order to find such a construction of twisted modules satisfying universal properties
in suitable categories of twisted modules.
In this paper, we give a general, direct and explicit construction of lower-bounded gen-
eralized twisted modules satisfying a universal property for a grading-restricted vertex (su-
per)algebra V associated to an automorphism g of V . In particular, in the case that g is the
identity, our construction give a general, direct and explicit construction of lower-bounded
generalized V -modules. Our construction is for an arbitrary automorphism of the algebra.
In particular, in the case that the automorphism of the algebra is of infinite order and does
not act on the algebra semisimply, our construction gives lower-bounded generalized twisted
modules whose twisted vertex operators in general involve logarithm of the variable.
Twisted modules associated to automorphisms of finite order of a vertex operator algebra
were introduced by Frenkel, Lepowsky and Meurman in their construction [FLM1] [FLM2]
[FLM3] of the moonshine module vertex operator algebra V ♮. Twisted module associated a
general automorphism g of a vertex operator algebra V were introduced by the author in
[H1]. One of the main conjecture in the representation theory of vertex operator algebras is
that for a suitable vertex operator algebra V and a finite group G of automorphisms of V , the
category of g-twisted V -modules for all g ∈ G has a natural structure of G-crossed braided
tensor category satisfying additional properties (see [H3]). This conjecture follows from
another stronger conjecture stating that twisted intertwining operators (see [H5]) among
g-twisted V -modules for g ∈ G satisfy associativity, commutativity and modular invariance
property (see also [H3]). The second conjecture corresponds to a construction of orbifold
conformal field theories and its solution will certainly depend on a deep understanding of
twisted V -modules.
Twisted modules for vertex (operator) (supper)algebras have been constructed and stud-
ied in many papers (see for example, [Le1], [FLM2], [Le2], [FLM3], [D], [DL], [DonLM1],
[DonLM2], [Li], [BDM], [DoyLM1], [DoyLM2], [BHL], [H1], [B], [Y], and the references in
these papers). But these constructions and studies are for special classes of vertex opera-
tor algebras and/or special classes of automorphisms. To study twisted modules, twisted
intertwining operators and the category of twisted modules, we need a general construction
of twisted modules. In principle, twisted modules can be constructed using the the func-
tors constructed in [HY] from categories of modules for the associative algebras introduced
in [DonLM1] (for automorphisms of V of finite orders) and in [HY] (for general automor-
phisms) to suitable categories of twisted modules. But this indirect approach is very difficult
to use in general because the abstract functors in [HY] from the categories of modules for
the associative algebras to the categories of suitable twisted modules are not equivalence of
categories. It is therefore important to have a general, direct and explicit construction of
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suitable twisted modules satisfying universal properties. As we mentioned above, finding
such a construction is a long-standing problem even in the case that the automorphism is
of finite order or is even the identity. We solve this problem in this paper in the category
of lower-bounded generalized g-twisted V -module for a general automorphism g of a general
grading-restricted vertex (super)algebra V .
The approach used in our construction is the one that the author developed for the first
construction of grading-restricted vertex algebras in [H2]. But the construction of lower-
bounded generalized twisted modules in this paper, especially of those twisted modules
whose twisted vertex operators involving the logarithm of the variable, is much more difficult
than the one in [H2], because the twisted vertex operators are multivalued and because we
do not have skew-symmetry for twisted modules (even for modules). Besides twisted vertex
operators, one crucial ingredient in the construction in this paper is the twist vertex operators
introduced and studied in [H6].
Our construction is divided into two steps. We first prove a general construction theorem
which will be very useful also for the constructions of grading-restricted twisted modules,
twisted modules and other types of lower-bounded generalized twisted modules. Let W
be a lower-bounded graded vector space equipped with a set of “generating twisted fields”
and a set of “generator twist fields” satisfying a weak commutativity for generating twisted
fields, a generalized weak commutativity for one generating twisted field and one generator
twist field and some other properties that are relatively easy to verify. We first prove the
convergence and commutativity of products of an arbitrary number of generating twisted
fields, one twist generator field and an arbitrary number of generating fields for V . Then
using the convergence and commutativity, we define a twisted vertex operator map for W
and prove the construction theorem that W equipped with this twisted vertex operator
map is a lower-bounded generalized g-twisted V -module. If W is grading-restricted, we
obtain a grading-restricted twisted module and if in addition the operator LW (0) acts on
W semisimply, we obtain a twisted module. In the special case that g = 1V , we obtain
lower-bounded generalized modules, grading-restricted generalized modules and modules.
Then using this construction theorem, we give an explicit construction of a lower-bounded
generalized g-twisted V -module M̂
[g]
B satisfying a universal property starting from a vector
space M graded by weights, Z2-fermion numbers and g-weights (eigenvalues of g) and a
real number B less than the real parts of all weights of homogeneous elements of M . The
real number B is in fact a lower bound of the weights of M̂
[g]
B and, roughly speaking, M
together with the algebra V gives the generators of M̂
[g]
B . In particular, every lower-bounded
generalized g-twisted V -module (every lower-bounded generalized V -module when g is the
identity) is a quotient of such a universal lower-bounded generalized g-twisted V -module (a
universal lower-bounded generalized V -module).
The construction and results obtained in this paper can be used to study a number of
problems in the representation theory of vertex (operaor) (super)algebras. We shall discuss
these apllications in future papers. We shall also construct and study examples of twisted
modules for lattice, affine Lie and Virasoro vertex operator algebras in future papers using
the construction and results in this paper.
3
The formulations and construction in the present paper are based on the formulations
and results in [H6]. We refer the reader to [H6] for the basic definitions of grading-restricted
vertex (super)algebra, generalized twisted modules and variants and twist vertex operator,
conventions on formal and complex variables, and results on twist vertex operators and their
proofs.
This paper is organized as follows: In Section 2, assuming that V is generated by a set of
fields {φi(x)}i∈I and g is an automorphism of V , we introduce our data, a graded vector space
W with an action of g, a set {φiW (x)}i∈I of generating twisted fields and a set {ψ
a
W (x)}a∈A
of generator twist fields and two operators LW (0) and LW (−1), and our assumptions on
these data, including, in particular, a weak commutativity for generating twisted fields and
a generalized weak commutativity for one generating twisted field and one generator twist
field. We also give a number of immediate consequences of these assumptions in this section.
In Section 3, we prove that the weak commutativity and generalized weak commutativity
mentioned above are equivalent to the convergence and commutativity of products of an
arbitrary number of generating twisted fields, one twist generator field and an arbitrary
number of generating fields for V . In Section 4, we define a twisted vertex operator map
Y gW for W using convergence and commutativity above and prove our construction theorem
that W equipped with Y gW is a lower-bounded generalized g-twisted V -module. In Section
5, starting from a vector space M graded by weights, Z2-fermion numbers and g-weights
(eigenvalues of g) and a real number B less than the real parts of all weights of homogeneous
elements of M , we construct a lower-bounded generalized g-twisted V -module M̂
[g]
B and
prove that it satisfies a universal property. We also state in this section the consequence
that every lower-bounded generalized g-twisted V -module is a quotient of a universal lower-
bounded generalized g-twisted V -module.
Acknowledgments The author is grateful to Jason Saied for questions on the construction
of modules for grading-restricted vertex algebras using the approach in [H2].
2 Generating twisted fields and generator twist fields
In this section, we introduce the basic assumptions needed in our construction theorem and
state some immediate consequences.
In the present paper, we fix a grading-restricted vertex superalgebra V and an automor-
phism g of V . Then V =
∐
α∈PV
V [α], where V [α] is the generalized eigenspace for g with
eigenvalue e2πiα and PV is the subset of {α ∈ C | ℜ(α) ∈ [0, 1), e2πiα is an eigenvalue of g}.
By Lemma 2.5 in [H6], there exists an operator Lg with the semisimple and nilpotent parts
Sg and Ng, respectively, on V such that g = e2πiLg = e2πi(Sg+Ng) and by Proposition 2.6 in
[H6], both e2πiSg and e2πiNg are also automorphisms of V . Generalized eigenvectors for g are
eigenvectors for e2πiSg with the same eigenvalues and Ng is a derivation of V (Proposition
2.6 in [H6]).
We first state our assumptions on V .
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Assumption 2.1 We assume that V is generated by φi(x) = YV (φ
i
−11, x) for i ∈ I, where
φi(x) or φi−11 for i ∈ I are homogeneous with respect to weights and Z2-fermion numbers and
where φi−1 is the constant term of φ
i(x) and φi−11 = limx→0 φ
i(x)1 (see [H2] for more details.)
For i ∈ I, φi−11 is a generalized eigenvector of g with eigenvalue e
2πiαi . We also assume that
for i ∈ I, either Ngφi−11 = 0 or there exists Ng(i) ∈ I such that Ngφ
i
−11 = φ
Ng(i)
−1 1.
We denote the weights and the Z2-fermion numbers of φ
i(x) or φi−11 for i ∈ I by wtφ
i
and |φi|, respectively.
Since φi(x) = YV (φ
i
−11, x), we have
e2πiSgφi(x)e−2πiSg = e2πiαiφi(x)
and
[Ng, φ
i(x)] = [Ng, YV (φ
i
−11, x)]
= YV (Ngφ
i
−11, x).
For convenience, we shall use φ0(x) to denote the 0 vertex operator YV (0, x) = 0, add 0 to
the index set I and denote the index set with 0 added still by I. Then for i ∈ I, there exists
Ng(i) ∈ I such that Ngφi−11 = φ
Ng(i)
−1 1, or equivalently, [Ng, φ
i(z)] = φNg(i)(z). Since Ng is
nilpotent, there exists K such that NKg (i) = 0.
Next we give the data needed in our construction theorem (Theorem 4.3) in Section 4.
Data 2.2 (a) Let
W =
∐
n∈C,s∈Z2,[α]∈C/Z
W
s;[α]
[n] =
∐
n∈C,s∈Z2,α∈PW
W
s;[α]
[n]
be a C × Z2 × C/Z-graded vector space such that W[n] =
∐
s∈Z2,α∈PW
W
s;[α]
[n] = 0
when the real part of n is sufficiently negative, where PW is the subset of the set
{α ∈ C | ℜ(α) ∈ [0, 1)} such that W s;[α][n] 6= 0 for α ∈ PW .
(b) Let
φiW : W → x
−αiW ((x))[log x]
w 7→ φiW (x)w =
∑
k∈N
∑
n∈αi+Z
(φiW )n,kwx
−n−1(log x)k
for i ∈ I be a set of linear maps called the generating twisted field maps. Since
φiW (x)w ∈ x
−αiW ((x))[log x], we must have (φiW )n,kw = 0 when n − α
i is sufficiently
negative and k is sufficiently large. These linear maps correspond to multivalued
analytic maps with the preferred branch φi;0W and labeled branches φ
i;p
W for p ∈ Z from
C× to Hom(W,W ).
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(c) Let
ψaW : V →
∑
α∈PV
x−αW ((x))[log x]
v 7→ φaW (x)v =
∑
k∈N
∑
α∈PV , n∈α+Z
(ψaW )n,kvx
−n−1(log x)k
for a ∈ A be a set of linear maps called the generator twist field maps such that
φaW (x)v ∈ x
−αW ((x))[log x] for α ∈ PV and v ∈ V [α]. Since φaW (x)v ∈ x
−αW ((x))[log x]
for v ∈ V [α], we must have (ψaW )n,kv = 0 when n − α is sufficiently negative and k is
sufficiently large. These linear maps corresponds to multivalued analytic maps with
preferred branch ψa;0 and labeled branches ψa;p for p ∈ Z from C× to Hom(V,W ).
(d) Let LW (0) and LW (−1) be operators on W .
(e) An action of g on W , denoted still by g, and an operator, still denoted by Lg and its
semisimple and nilpotent parts, still denoted by Sg and Ng, respectively, on W such
that g = e2πiLg = e2πi(Sg+Ng) on W .
These data are assumed to satisfy the following properties:
Assumption 2.3 The space W , the generating twisted field maps φiW for i ∈ I, the gener-
ator twist field maps ψaW for a ∈ A, the operators LW (0), LW (−1), g, Lg, Sg and Ng on W
in Data 2.2 have the following properties:
1. There exist semisimple and nilpotent operators LW (0)S and LW (0)N on W such that
LW (0) = LW (0)S + LW (0)N . For i ∈ I, [LW (0), φ
i
W (x)] = z
d
dx
φiW (x) + (wtφ
i)φiW (x).
For a ∈ A, there exists (wtψaW ) ∈ C and, when LW (0)Nψ
a
W (x) 6= 0, there exists
LW (0)N(a) ∈ A such that LW (0)ψaW (x)− ψ
a(x)LV (0) = x
d
dx
ψaW (x) + (wtψ
a
W )ψ
a
W (x) +
ψ
LW (0)N (a)
W (x), where ψ
LW (0)N (a)
W (x) = 0 when LW (0)Nψ
a
W (x) = 0.
2. For i ∈ I, [LW (−1), φiW (x)] =
d
dx
φiW (x) and for a ∈ A, LW (−1)ψ
a
W (x)−ψ
a
W (x)LV (−1) =
d
dx
ψaW (x).
3. For a ∈ A, ψaW (x)1 ∈ W [[x]] and its constant terms limx→0 ψ
a
W (x)1 is homogeneous
with respect to weights, Z2-fermion number and g-weights.
4. The vector space W is spanned by elements of the form (φi1W )n1,l1 · · · (φ
ik
W )nk,lk(ψ
a
W )n,lv
for i1, . . . , ik ∈ I, a ∈ A and n1 ∈ αi1 + Z, . . . , nk ∈ αik + Z, n ∈ C, l1, . . . , lk, l ∈ N,
v ∈ V .
5. (i) For i ∈ I, gφi;p+1W (z)g
−1 = φi;pW (z). (ii) For i ∈ I, φ
i
W (x) = x
−Ng(φiW )0(x)x
Ng and
for a ∈ A, ψaW (x) = (ψ
a
W )0(x)x
−Ng where (φiW )0(x) and (ψ
a
W )0(x) are the constant
terms of φiW (x) and ψ
a
W (x), respectively, viewed as power series of log x (with coeffi-
cients being series in powers of x). (iii) For i ∈ I, e2πiSgφiW (z)e
−2πiSg = e2πα
i
φiW (z)
and [Ng, φ
i
W (z)] = φ
Ng(i)
W (z). (iv) For a ∈ A, there exists α
a ∈ PW such that (ψ
a
W )n,01
for n ∈ −N− 1 are generalized eigenvectors of g with eigenvalue e2πiα
a
.
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6. For i, j ∈ I, there exists Mij ∈ Z+ such that
(x1 − x2)
MijφiW (x1)φ
j
W (x2) = (x1 − x2)
Mij(−1)|φ
i||φj |φjW (x2)φ
i
W (x1). (2.1)
7. For i ∈ I and a ∈ A, there exists Mia ∈ Z+ such that
(x1 − x2)
αi+Mia(x1 − x2)
NgφiW (x1)(x1 − x2)
−NgψaW (x2)
= (−x2 + x1)
αi+Mia(−1)|φ
i||ψa|ψaW (x2)(−x2 + x1)
Ngφi(x1)(−x2 + x1)
−Ng . (2.2)
For a multivalued analytic function φ(z) with a preferred branch of z with domain C×,
we use φp(eaz) to denote composition of the single-valued analytic function of lp(z) given by
the branch φp(z) and the analytic map given by lp(z) 7→ lp(z) + a.
We have some immediate consequences:
Proposition 2.4 The space W , the maps φiW for i ∈ I, ψ
a
W for a ∈ A, LW (−1) have the
following properties:
8. For c ∈ C, i ∈ I and a ∈ A,
ecL
g
W
(0)φi;pW (z)e
−cLV (0) = ec(wtφ
i)φi;pW (e
cz)
and
ecL
g
W
(0)ψa;p(z)e−cLV (0) = ec(wtψ
a
W
)ψa;p(ecz).
9. For i1, . . . , ik ∈ I, a ∈ A and n1, . . . , nk ∈ C, l1, . . . , lk, l ∈ N, n ∈ Z and v ∈ V , we
have
LW (0)(φ
i1
W )n1,l1 · · · (φ
ik
W )nk,lk(ψ
a
W )n,lv
=
k∑
j=1
(φi1W )n1,l1 · · · (φ
ij−1
W )nj−1,lj−1·
·
(
(−nj − 1)(φ
ij
W )nj ,lj + (lj + 1)(φ
ij
W )nj ,lj+1 + (wtφ
ij )(φ
ij
W )nj ,lj
)
·
· (φ
ij+1
W )nj+1,lj+1 · · · (φ
ik
W )nk,lk(ψ
a
W )n,lv
+ (φi1W )n1,l1 · · · (φ
ik
W )nk,lk ·
·
(
(−n− 1)(ψaW )n,l + (l + 1)(ψ
a
W )n,l+1 + (wtψ
a
W )(ψ
a
W )n,l + (ψ
LW (0)N (a)
W )n,l
)
v
+ (φi1W )n1,l1 · · · (φ
ik
W )nk,lk(ψ
a
W )n,lLV (0)v,
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and
LW (−1)(φ
i1
W )n1,l1 · · · (φ
ik
W )nk,lk(ψ
a
W )n,lv
=
k∑
j=1
(φi1W )n1,l1 · · · (φ
ij−1
W )nj−1,lj−1 ·
·
(
−nj(φ
ij
W )nj−1,lj + (lj + 1)(φ
ij
W )nj−1,lj+1
)
(φ
ij+1
W )nj+1,lj+1 · · · (φ
ik
W )nk,jk(ψ
a
W )n,lv
+ (φi1W )n1,l1 · · · (φ
ik
W )nk,lk (−n(ψ
a
W )n−1,l + (l + 1)(ψ
a
W )n−1,l+1) v
+ (φi1W )n1,l1 · · · (φ
ik
W )nk,lk(ψ
a
W )n,lLV (−1)v.
10. For c ∈ C, z ∈ C× satisfying |z| > |c|, i ∈ I and a ∈ A, ecLW (−1)φi;pW (z)e
−cLW (−1) =
φi;pW (z + c) and e
cLW (−1)ψa;p(z)e−cLV (−1) = ψa;p(z + c).
11. The operator LW (−1) has weight 1 and its adjoint LW (−1)′ as an operator on W ′ has
weight −1. In particular, ezLW (−1)
′
w′ ∈ W ′ for z ∈ C and w′ ∈ W ′.
12. For i ∈ I, there exists K,N ∈ N such that φiW (x) =
∑K
k=0
∑
n∈αi+N−N(φ
i
W )n,kx
−n−1(log x)k
and for i ∈ I and w′ ∈ W ′, 〈w′, φiW (x)·〉 has only finitely many terms containing x
−αi+n
for n ∈ Z+. For a ∈ A and v1, . . . , vl, v ∈ V , ψaW (x)YV (v1, x1) · · ·YV (vl, xl)v is a poly-
nomial in log x and for a ∈ A, w′ ∈ W ′ and α ∈ PV , 〈w
′, ψaW (x)·〉 as a formal series in
x with coefficients in (V [α])∗[[log x]] is of the form
∑
n∈α+N−N λn(log x)x
−n−1 for some
N ∈ N and λn ∈ (V [α])∗[[log x]].
Proof. These properties follow immediately from Assumption 2.1, Data 2.2 and Properties
1–7 in Assumption 2.3.
Remark 2.5 The twist fields ψaW might look mysterious to the reader but are in fact crucial
in the present paper. The reason why they are important for the construction of twisted
modules (and in particular, modules) is explained in the introduction in [H6]. We repeat
the explanation here. If we start with only generating twisted fields satisfying the weak
commutativity or commutativity, we can still define a twisted vertex operator map but
can only prove the commutativity and weak commutativity. For twisted modules (or even
modules), the associativity is the main property to be verified and is not a consequence of the
weak commutativity or commutativity. If we already have a twisted module, then the twist
vertex operator map studied in [H6] changes the associativity of the twisted vertex operators
to the commutativity involving twisted vertex operators, twist vertex operators and vertex
operators for the algebra. Thus in our construction, by introducing generator twist fields
ψaW and assuming that the commutativity holds for the generating twisted fields, generator
twist fields and generating fields for the algebra V , we are able to prove the associativity and
construct twisted modules using the same method as in the first construction of grading-
restricted vertex algebras in [H2].
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3 Convergence and commutativity
The construction theorem in the next section uses the approach developed in [H2]. In
this approach, the twisted vertex operators shall be defined and proved to be well defined
using the correlation functions obtained from the product of the generating twisted fields
φiW (x), the generator twist fields ψ
a
W (x) and the vertex operators for V . We also need the
commutativity of these correlation functions. Therefore to use this approach, we first have
to prove the convergence and commutativity of these products. In this section, we prove
these properties.
We first give the convergence and commutativity for φiW . In fact, we show that the
convergence and commutativity for φiW are equivalent to Property 6 in Assumption 2.3.
Theorem 3.1 Let W =
∐
n∈C,s∈Z2,α∈C/Z
W
s;[α]
[n] be a C×Z2×C/Z-graded vector space as in
Data 2.2 and let
φiW :W → x
−αiW ((x))[log x]
w 7→ φiW (x)w
for i ∈ I be a set of linear maps as in Data 2.2. Assume that they satisfy the parts for φiW
for i ∈ I in Properties 1, 2, 5 in Assumption 2.3. Then Property 6 in Assumption 2.3 is
equivalent to the following properties:
13. For w′ ∈ W ′, w ∈ W and i1, . . . , ik ∈ I, the series
〈w′, φi1;pW (z1) · · ·φ
ik;p
W (zk)w〉
is absolutely convergent in the region |z1| > · · · > |zk| > 0. Moreover, there exists a
multivalued analytic function of the form
N∑
n1,...,nk=0
fn1···nk+l(z1, . . . , zk)z
−αi1
1 · · · z
−αik
k (log z1)
n1 · · · (log zk)
nk ,
denoted by
F (〈w′, φi1W (z1) · · ·φ
ik
W (zk)w〉),
where N ∈ N and fn1···nk(z1, . . . , zk) for n1, · · · , nk = 0, . . . , N are rational functions
of z1, . . . , zk with the only possible poles zi = 0 for i = 1, . . . , k, zi − zj = 0 for
i, j = 1, . . . , k, i 6= j, such that its sum is equal to the branch
F p(〈w′, φi1W (z1) · · ·φ
ik
W (zk)w〉)
=
N∑
n1,...,nk=0
fn1···nk(z1, . . . , zk)e
−αi1 lp(z1) · · · e−αik lp(zk)(lp(z1))
n1 · · · (lp(zk))
nk ,
of F (〈w′, φi1W (z1) · · ·φ
ik
W (zk)w〉) in the region given by |z1| > · · · > |zk| > 0. In addition,
the orders of the pole zi = 0 of the rational functions fn1···nk(z1, . . . , zk) have a lower
9
bound independent of φil for i 6= i and w′; the orders of the pole zi = zj of the rational
functions fn1···nk(z1, . . . , zk) have a lower bound independent of φ
il for l 6= i, j, w and
w′.
14. For w ∈ W , w′ ∈ W ′, i1, i2, i ∈ I,
F p(〈w′, φi1W (z1)φ
i2
W (z2)w〉) = (−1)
|φi1 ||φi2 |F p(〈v′, φi2W (z2)φ
i1
W (z1)w〉). (3.1)
Proof. The proof that Properties 13 and 14 implies Property 6 in Assumption 2.3 is com-
pletely the same as the proof of Proposition 3.7 in [H6]. The proof that Property 6 in
Assumption 2.3 implies Property 13 is completely the same as the proof of Theorem 3.10 in
[H6]. We refer the reader to those proofs in [H6].
Propertiy 14 follows immediately from Property 13 in the case k = 2 and (2.1). Thus
Property 6 in Assumption 2.3 also implies Property 14.
The result below is the most general convergence result and the commutativity involving
generator twist fields. We in fact prove that these convergence and commutativity properties
are equivalent to Property 7 in Assumption 2.3 and thus by Theorem 3.1, together with the
convergence and commutativity properties in Theorem 3.1, are equivalent to Properties 6
and 7 in Assumption 2.3.
Theorem 3.2 Let W =
∐
n∈C,s∈Z2,α∈C/Z
W
s;[α]
[n] be a C×Z2×C/Z-graded vector space as in
Data 2.2 and let
φiW :W → x
−αiW ((x))[log x]
w 7→ φiW (x)w
for i ∈ I and
ψaW : V →
∑
α∈PV
x−αW ((x))[log x]
v 7→ φaW (x)v
for a ∈ A be linear maps as in Data 2.2. Assume that they satisfy Properties 1–6 in As-
sumption 2.3. Then Property 7 is equivalent to the following properties:
15. For w′ ∈ W ′, v ∈ V [α] and i1, . . . , ik+l ∈ I, a ∈ A, the series
〈w′, φi1;pW (z1) · · ·φ
ik;p
W (zk)ψ
a;p(z)φik+1(zk+1) · · ·φ
ik+l(zk+l)v〉
is absolutely convergent in the region |z1| > · · · > |zk| > |z| > |zk+1| > · · · > |zk+l| > 0.
Moreover, there exists a multivalued analytic function of the form
N∑
n1,...,nk+l,n=0
fn1···nk+ln(z1, . . . , zk+l, z)·
· (z1 − z)
−αi1 · · · (zk+l − z)
−αik+lz−α(log(z1 − z))
n1 · · · (log(zk+l − z))
nk+l(log z)n,
(3.2)
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denoted by
F (〈w′, φi1W (z1) · · ·φ
ik
W (zk)ψ
a
W (z)φ
ik+1(zk+1) · · ·φ
ik+l(zk+l)v〉),
where N ∈ N and fn1···nk+ln(z1, . . . , zk+l, z) for n1, · · · , nk+l, n = 0, . . . , N are rational
functions of z1, . . . , zk+l, z with the only possible poles zi = 0 for i = 1, . . . , k+ l, z = 0,
zi − zj = 0 for i, j = 1, . . . , k + l, i 6= j, zi − z = 0 for i = 1, . . . , k + l, such that its
sum is equal to the branch
F p(〈w′, φi1W (z1) · · ·φ
ik
W (zk)ψ
a
W (z)φ
ik+1(zk+1) · · ·φ
ik+l(zk+l)v〉)
=
N∑
n1,...,nk+l,n=0
fn1···nk+ln(z1, . . . , zk+l)·
· e−αi1 lp(z1−z) · · · e−αik+l lp(zk+l−z)e−αlp(z)(lp(z1 − z))
n1 · · · (lp(zk+l − z))
nk+l(lp(z))
n
(3.3)
of (3.2) in the region given by |z1| > · · · > |zk| > |z| > |zk+1| > · · · > |zk+l| > 0,
| arg(zi − z) − arg zi| <
π
2
for i = 1, . . . , k and | arg(zi − z) − arg z| <
π
2
for i =
k + 1, . . . , k + l. In addition, the orders of the pole zj = 0 of the rational functions
fn1···nk+ln(z1, . . . , zk+l, z) have a lower bound independent of vq for q 6= j, w and w
′;
the orders of the pole z = 0 of the rational functions fn1···nk+ln(z1, . . . , zk+l, z) have
a lower bound independent of v1, . . . , vk+l and w
′; the orders of the pole zj = zm of
the rational functions fn1···nk+ln(z1, . . . , zk+l, z) have a lower bound independent of vq
for q 6= j,m, v, w and w′; the orders of the pole zj = z of the rational functions
fn1···nk+ln(z1, . . . , zk+l, z) have a lower bound independent of vq for q 6= j, v and w
′.
16. For v ∈ V , w′ ∈ W ′, i ∈ I, a ∈ A,
F p(〈w′, φiW (z1)ψ
a
W (z2)v〉) = (−1)
|φi||ψaW |F p(〈w′, ψaW (z2)φ
i(z1)v〉). (3.4)
In particular, when Properties 1–5 in Assumption 2.3 hold, Properties 6 and 7 in Assumption
2.3 are equivalent to Properties 13 and 14 in Theorem 3.1 and Properties 15 and 16.
Proof. Assume that Properties 15 and 16 hold. For w′ ∈ W ′ and v ∈ V , by Property 5 in
Assumption 2.3,
〈w′, φi;pW (z1)ψ
a;p
W (z2)v〉 = 〈w
′, e−lp(z1)Ng(φiW )
p
0(z1)e
lp(z1)Ngψa;pW (z2)v〉
=
∑
r∈N
(−1)r
r!
(lp(z1))
r〈w′, [
r︷ ︸︸ ︷
Ng, · · · , [Ng, (φ
i
W )
p
0(z1)] · · · ]ψ
a;p
W (z2)v〉
=
∑
r∈N
(−1)r
r!
〈w′, (φ
N rg (i)
W )
p
0(z1)ψ
a;p
W (z2)v〉(lp(z1))
r, (3.5)
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where, in our notation, for j ∈ I, (φjW )
p
0(z1) denotes the p-th branch of (φ
j
W )0(z1). By
Property 15, the left-hand side of (3.5) is absolutely convergent in the region given by
|z1| > |z2| > 0 and | arg(z1 − z2)− arg z1| <
π
2
to
N∑
j,k,l,q=0
aqjklz
−t
1 e
−(αi+mq)lp(z1−z2)enj lp(z2)(lp(z1 − z2))
k(lp(z2))
l, (3.6)
where t,mq ∈ Z for q = 0, . . . , N and nj ∈ C for j = 0, . . . , N . But the expansion of (3.6) in
the region given by |z1| > |z2| > 0 and | arg(z1 − z2)− arg z1| <
π
2
as a power series in lp(z1)
is
N∑
k,j,l,q=0
aqjklz
−t
1 e
−(αi+mq)lp(z1−z2)enj lp(z2)(lp(z2))
l
k∑
r=0
(
k
r
)(
log
(
1−
z2
z1
))k−r
(lp(z1))
r
=
N∑
r=1
N∑
k=r
N∑
j,l,q=0
aqjklz
−t
1 e
−(αi+mq)lp(z1−z2)enj lp(z2)(lp(z2))
l
(
k
r
)(
log
(
1−
z2
z1
))k−r
(lp(z1))
r,
(3.7)
where
(
log
(
1− z2
z1
))k−r
is understood as the branch obtained by using the expansion in
nonnegative powers of z2
z1
. Comparing (3.6) and (3.7) and using Proposition 2.1 in [H4], we
obtain
(−1)r
r!
〈w′, (φ
N rg (i)
W )
p
0(z1)ψ
a;p
W (z2)v〉
=
N∑
k=r
N∑
j,l,q=0
aqjklz
−t
1 e
−(αi+mq)lp(z1−z2)enj lp(z2)(lp(z2))
l
(
k
r
)(
log
(
1−
z2
z1
))k−r
(3.8)
for r ∈ N and for r > N , both sides of (3.8) are 0. Then in the region given by |z1| > |z2| > 0
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and | arg(z1 − z2)− arg z1| <
π
2
,
〈w′,elp(z1−z2)Ngφi;pW (z1)e
−lp(z1−z2)Ngψa;pW (z2)v〉
= 〈w′, elp(z1−z2)Nge−lp(z1)Ng(φiW )
p
0(z1)e
lp(z1)Nge−lp(z1−z2)Ngψa;pW (z2)v〉
= 〈w′, e
(
log
(
1−
z2
z1
))
Ng(φiW )
p
0(z1)e
−
(
log
(
1−
z2
z1
))
Ngψa;pW (z2)v〉
=
∑
r∈N
1
r!
(
log
(
1−
z2
z1
))r
〈w′, [
r︷ ︸︸ ︷
Ng, · · · , [Ng, (φ
i
W )
p
0(z1)] · · · ]ψ
a;p
W (z2)v〉
=
∑
r∈N
1
r!
〈w′, (φ
N rg (i)
W )
p
0(z1)ψ
a;p
W (z2)v〉
(
log
(
1−
z2
z1
))r
=
N∑
r=1
N∑
k=r
N∑
j,l,q=0
(−1)raqjklz
−t
1 e
−(αi+mq)lp(z1−z2)enj lp(z2)(lp(z2))
l·
·
(
k
r
)(
log
(
1−
z2
z1
))k−r (
log
(
1−
z2
z1
))r
=
N∑
k=1
N∑
j,l,q=0
aqjklz
−t
1 e
−(αi+mq)lp(z1−z2)enj lp(z2)(lp(z2))
l·
·
(
k∑
r=1
(
k
r
)(
log
(
1−
z2
z1
))k−r
(−1)r
(
log
(
1−
z2
z1
))r)
=
N∑
k=1
N∑
j,l,q=0
aqjklz
−t
1 e
−(αi+mq)lp(z1−z2)enj lp(z2)(lp(z2))
l·
·
((
log
(
1−
z2
z1
))
−
(
log
(
1−
z2
z1
)))k
=
N∑
j,l,q=0
aqj0lz
−t
1 e
−(αi+mq)lp(z1−z2)enj lp(z2)(lp(z2))
l. (3.9)
On the other hand, in the region given by |z2| > |z1| > 0 and | arg(z1− z2)− arg z2| <
π
2
,
(−1)|φ
i||ψa|〈w′, ψa;pW (z2)e
lp(z2−z1)NgeπiNgφi(z1)e
−πiNge−lp(z2−z1)Ngv〉
= (−1)|φ
i||ψa|〈w′, ψa;pW (z2)e
(lp(z2−z1)+πi)Ngφi(z1)e
−(lp(z2−z1)+πi)Ngv〉
=
∑
k∈N
1
k!
(lp(z2 − z1) + pii)
k(−1)|φ
i||ψa|〈w′, ψa;pW (z2)[
k︷ ︸︸ ︷
Ng, · · · , [Ng, φ
i;p(z1)] · · · ]v〉
=
∑
k∈N
1
k!
(lp(z2 − z1) + pii)
k(−1)|φ
i||ψa|〈w′, ψa;pW (z2)φ
N kg (i);p(z1)v〉. (3.10)
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By Property 5 in Assumption 2.3 and (3.8), in the region given by |z1| > |z2| > 0 and
| arg(z1 − z2)− arg z1| <
π
2
, we have
〈w′,φ
N kg (i);p
W (z1)ψ
a;p
W (z2)v〉
= 〈w′, e−lp(z1)Ng(φ
N kg (i)
W )
p
0(z1)e
−lp(z1)Ngψa;pW (z2)v〉
=
∑
n∈N
(−1)n
n!
(lp(z1))
n〈w′, [
n︷ ︸︸ ︷
Ng, · · · [Ng, (φ
N kg (i)
W )
p
0(z1)] · · · ]ψ
a;p
W (z2)v〉
=
∑
n∈N
(−1)n
n!
(lp(z1))
n〈w′, (φ
N k+ng (i)
W )
p
0(z1)ψ
a;p
W (z2)v〉
=
∑
n∈N
(−1)k(k + n)!
n!
(lp(z1))
n
N∑
s=k+n
N∑
j,l,q=0
aqjslz
−t
1 e
−(αi+mq)lp(z1−z2)enj lp(z2)(lp(z2))
l·
·
(
s
k + n
)(
log
(
1−
z2
z1
))s−(k+n)
=
∑
n∈N
N∑
s=k+n
N∑
j,l,q=0
(−1)k(k + n)!
n!
aqjslz
−t
1 e
−(αi+mq)lp(z1−z2)enj lp(z2)(lp(z2))
l·
·
(
s
k + n
)
(lp(z1))
n
(
log
(
1−
z2
z1
))s−(k+n)
. (3.11)
By Property 16,
(−1)|φ
i||ψa|〈w′, ψa;pW (z2)φ
N kg (i);p
W (z1)v〉 (3.12)
and the left-hand side of (3.11) converges absolutely to the same branch of a multivalued
analytic function in different regions. Then we see from (3.11) that in the region given by
|z2| > |z1| > 0 and | arg(z1 − z2)− arg z2| <
π
2
, (3.12) must converge absolutely to
∑
n∈N
N∑
s=k+n
N∑
j,l,q=0
(−1)k(k + n)!
n!
aqjslz
−t
1 e
−(αi+mq)lp(z1−z2)enj lp(z2)(lp(z2))
l·
·
(
s
k + n
)
(lp(z1))
n
(
log
(
1−
z2
z1
))s−(k+n)
. (3.13)
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Thus the right-hand side of (3.10) is equal to∑
k∈N
∑
n∈N
N∑
s=k+n
N∑
j,l,q=0
(−1)k(k + n)!
k!n!
aqjslz
−t
1 e
−(αi+mq)lp(z1−z2)enj lp(z2)(lp(z2))
l·
·
(
s
k + n
)
(lp(z2 − z1) + pii)
k(lp(z1))
n
(
log
(
1−
z2
z1
))s−(k+n)
=
N∑
j,s,l,q=0
s∑
r=0
aqjslz
−t
1 e
−(αi+mq)lp(z1−z2)enj lp(z2)(lp(z2))
l·
·
(
s
r
)(∑
k∈N
(
r
k
)
(−1)k(lp(z2 − z1) + pii)
k(lp(z1))
s−k
)(
log
(
1−
z2
z1
))s−r
=
N∑
j,s,l,q=0
aqjslz
−t
1 e
−(αi+mq)lp(z1−z2)enj lp(z2)(lp(z2))
l·
·
s∑
r=0
(
s
r
)
(lp(z1)− (lp(z2 − z1) + pii))
s
(
log
(
1−
z2
z1
))s−r
=
N∑
j,s,l,q=0
aqjslz
−t
1 e
−(αi+mq)lp(z1−z2)enj lp(z2)(lp(z2))
l·
·
(
lp(z1)− (lp(z2 − z1) + pii) + log
(
1−
z2
z1
))s
=
N∑
j,l,q=0
aqj0lz
−t
1 e
−(αi+mq)lp(z1−z2)enj lp(z2)(lp(z2))
l. (3.14)
From (3.9) and the calculations from (3.10) to (3.14), we see that if we choose Mia ∈ Z+
to be larger than mq for q = 0, . . . , N , we have
e(αi+Mia)lp(z1−z2)〈w′, elp(z1−z2)Ngφi;pW (z1)e
−lp(z1−z2)Ngψa;pW (z2)v〉
=
N∑
j,l,q=0
aqj0lz
−t
1 (z1 − z2)
Mia−mqenj lp(z2)(lp(z2))
l
= e(αi+Mia)lp(z2−z1)eπi(αi+Mia)(−1)|φ
i||ψa|·
· 〈w′, ψa;pW (z2)e
lp(z2−z1)NgeπiNgφi(z1)e
−πiNge−lp(z2−z1)Ngv〉 (3.15)
The formula (3.15) for all w′ ∈ W ′ and v ∈ V is equivalent to the formal identity (2.2).
Next we prove that Property 7 in Assumption 2.3 implies Properties 15 and 16. By (b)
in Data 2.2 and Property 12 in Proposition 2.4, there exist N1, N2 ∈ Z and K ∈ N such that
〈w′, φiW (x)w〉 =
N2∑
n=N1
K∑
k=1
〈w′, (φiW )αi+n,kw〉x
−(αi+n)−1(log x)k
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for w ∈ W and w′ ∈ W ′. Then for w′ ∈ W ′ and v ∈ V ,
(x1 − x2)
αi+Mia〈w′, (x1 − x2)
NgφiW (x1)(x1 − x2)
−NgψaW (x2)v〉
∈ C((x−11 , x2))[log x2],
(x2 − x1)
αi+Miaeπi(αi+Mia)(−1)|φ
i||ψa|〈w′, ψaW (x2)(x2 − x1)
NgeπiNgφi(x1)e
−πiNg(x2 − x1)
−Ngv〉
∈ C((x1, x
−1
2 ))[log x2],
where we use C((x−11 , x2)) (C((x1, x
−1
2 ))) to denote the ring of Laurent series in x1 and x2
having only finitely many terms in positive powers of x1 and negative powers of x2 (finitely
many terms in negative powers of x1 and positive powers of x2). But by (2.2) these two
formal series are equal. So they must belong to
C[x1, x
−1
1 , x2, x
−1
2 ][log x1, log x2].
This formal series can be written as
N∑
j,l,q=0
bqjlx
−t
1 (x1 − x2)
Mia−mqx
nj
2 (log(x2))
l
for bqjl ∈ C, t ∈ N, mq ∈ Z such that mq ≤Mia, nj ∈ C so that
(x1 − x2)
αi+Mia〈w′, (x1 − x2)
NgφiW (x1)(x1 − x2)
−NgψaW (x2)v〉
=
N∑
j,l,q=0
bqjlx
−t
1 (x1 − x2)
Mia−mqx
nj
2 (log(x2))
l
= (x2 − x1)
αi+Miaeπi(αi+Mia)(−1)|φ
i||ψa|·
· 〈w′, ψaW (x2)(x2 − x1)
NgeπiNgφi(x1)e
−πiNg(x2 − x1)
−Ngv〉.
Thus
F p(〈w′, (z1 − z2)
NgφiW (z1)(z1 − z2)
−NgψaW (z2)v〉)
=
N∑
j,l,q=0
bqjlz
−t
1 e
−(αi+mq)lp(z1−z2)enj lp(z2)(lp(z2))
l
= (−1)|φ
i||ψa|F p(〈w′, ψaW (z2)(z2 − z1)
NgeπiNgφi(z1)e
−πiNg(z2 − z1)
−Ngv〉). (3.16)
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Using Part (iii) of Property 5 in Assumption 2.3, we obtain
〈w′, φi;pW (z1)ψ
a;p
W (z2)v〉
= 〈w′, e−lp(z1−z2)Ngelp(z1−z2)Ngφi;pW (z1)e
−lp(z1−z2)Ngelp(z1−z2)Ngψa;pW (z2)v〉
=
∑
s∈N
(−1)s
s!
(lp(z1 − z2))
s〈w′, [
s︷ ︸︸ ︷
Ng, · · · , [Ng, e
lp(z1−z2)Ngφi;pW (z1)e
−lp(z1−z2)Ng ] · · · ]ψa;pW (z2)v〉
=
∑
s∈N
(−1)s
s!
(lp(z1 − z2))
s〈w′, elp(z1−z2)Ng [
s︷ ︸︸ ︷
Ng, · · · , [Ng, φ
i;p
W (z1)] · · · ]e
−lp(z1−z2)Ngψa;pW (z2)v〉
=
N∑
s=0
(−1)s
s!
(lp(z1 − z2))
s〈w′, elp(z1−z2)Ngφ
N sg (i);p
W (z1)e
−lp(z1−z2)Ngψa;pW (z2)v〉. (3.17)
By (3.16), the right-hand side of (3.17) is absolutely convergent in the region given by
|z1| > |z2| > 0 and | arg(z1 − z2)− arg z1| <
π
2
to
N∑
j,s,l,q=0
aqjslz
−t
1 e
−(αi+mq)lp(z1−z2)enj lp(z2)(lp(z1 − z2))
s(lp(z2))
l (3.18)
for some aqjsl ∈ C.
On the other hand, by Part (iii) of Property 5 in Assumption 2.3,
(−1)|φ
i||ψa|〈w′, ψa;pW (z2)φ
i;p
W (z1)v〉
= (−1)|φ
i||ψa|〈w′, ψa;pW (z2)e
−πiNge−lp(z2−z1)Ngelp(z2−z1)NgeπiNg ·
· φi;pW (z1)e
−πiNge−lp(z2−z1)Ngelp(z2−z1)NgeπiNgv〉
=
∑
s∈N
(−1)s
s!
(lp(z2 − z1) + pii)
s(−1)|φ
i||ψa|·
· 〈w′, ψa;pW (z2)[
s︷ ︸︸ ︷
Ng, · · · , [Ng, e
lp(z2−z1)NgeπiNgφi;pW (z1)e
−πiNge−lp(z2−z1)Ng ] · · · ]v〉
=
∑
s∈N
(−1)s
s!
(lp(z2 − z1) + pii)
s(−1)|φ
i||ψa|·
· 〈w′, ψa;pW (z2)e
lp(z2−z1)NgeπiNg [
s︷ ︸︸ ︷
Ng, · · · , [Ng, φ
i;p
W (z1)] · · · ]e
−πiNge−lp(z2−z1)Ngv〉
=
N∑
s=0
(−1)s
s!
(lp(z2 − z1) + pii)
s·
· (−1)|φ
i||ψa|〈w′, ψa;pW (z2)e
lp(z2−z1)NgeπiNgφ
N sg (i);p
W (z1)e
−πiNge−lp(z2−z1)Ngv〉. (3.19)
17
By (3.16),
(−1)|φ
i||ψa|〈w′, ψa;pW (z2)e
lp(z2−z1)NgeπiNgφ
N sg (i);p
W (z1)e
−πiNge−lp(z2−z1)Ngv〉
is absolutely convergent in the region given by |z2| > |z1| > 0 and | arg(z1− z2)− arg z2| <
π
2
to
F p(〈w′, (z1 − z2)
Ngφ
N sg (i);p
W (z1)(z1 − z2)
−NgψaW (z2)v〉).
Thus the right-hand side of (3.19) is absolutely convergent in the region given by |z2| >
|z1| > 0 and | arg(z1 − z2) − arg z2| <
π
2
to (3.18). In particular, we have proved Property
6 in the case k = 1 and l = 0 and also (3.4). By Proposition 3.1, (3.1) also holds. Thus
Property 16 holds.
We still need to prove Property 15 for general k and l. For i, j ∈ I,
(x1 − x)
NgφiW (x1)(x1 − x)
−Ng(x2 − x)
NgφjW (x2)(x2 − x)
−Ng
=
∑
r,s∈N
(−1)r+s
r!s!
(log(x1 − x))
r(log(x2 − x))
sφ
N rg (i)
W (x1)φ
N sg (i)
W (x2) (3.20)
Since the right-hand side of (3.20) is in fact a finite sum, there exists Nij ∈ Z+ such that
(x1 − x2)
Nij (x1 − x)
NgφiW (x1)(x1 − x)
−Ng(x2 − x)
NgφjW (x2)(x2 − x)
−Ng
=
∑
r,s∈N
(−1)r+s
r!s!
(log(x1 − x))
r(log(x2 − x))
s(x1 − x2)
Nijφ
N rg (i)
W (x1)φ
N sg (j)
W (x2)
=
∑
r,s∈N
(−1)r+s
r!s!
(log(x1 − x))
r(log(x2 − x))
s·
· (−1)|φ
Nrg (i)||φN
s
g (i)|(x1 − x2)
Nijφ
N sg (j)
W (x2)φ
N rg (i)
W (x1)
= (x1 − x2)
Nij (x2 − x)
NgφjW (x2)(x2 − x)
−Ng(x1 − x)
NgφiW (x1)(x1 − x)
−Ng . (3.21)
For general k, l ∈ N, consider the series
k+l∏
q=1
(xq − x)
αiq+Miqa
l∏
m=1
(x− xk+m)
αik+m+Mik+maeπi(αik+m+Mik+ma)·
· 〈w′, (x1 − x)
Ngφi1W (x1)(x1 − x)
−Ng · · · (xk − x)
NgφikW (xk)(xk − x)
−Ng ·
· ψaW (x)(x− xk+1)
NgeπiNgφ
ik+1
W (xk+1)e
−πiNg(x− xk+1)
−Ng ·
· · · (x− xk+l)
NgeπiNgφ
ik+l
W (xk+l)e
−πiNg(x− xk+l)
−Ngv〉, (3.22)
where v ∈ V and w′ ∈ W ′. Using (2.2), we see that (3.22) is equal to
k+l∏
q=1
(xq − x)
αiq+Miqa
l∏
m=1
(xk+m − x)
αik+m+Mik+ma ·
· 〈w′, (x1 − x)
Ngφi1W (x1)(x1 − x)
−Ng · · · (xk − x)
NgφikW (xk)·
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· (xk − x)
−Ng(xk+1 − x)
Ngφ
ik+1
W (xk+1)(xk+1 − x)
−Ng ·
· · · (xk+l − x)
Ngφ
ik+l
W (xk+l)(xk+l − x)
−NgψaW (x)v〉, (3.23)
By (c) in Data 2.2, (3.23) has only finitely many negative integral powers in x and finitely
many nonnegative integral power terms in log x. Using (2.2) again, we see that (3.22) is also
equal to
k+l∏
q=1
(x− xq)
αiq+Miqaeπi(αiq+Miqa)
l∏
m=1
(x− xk+m)
αik+m+Mik+maeπi(αik+m+Mik+ma)·
· 〈w′, ψaW (x)(x− x1)
NgeπiNgφi1W (x1)e
−πiNg(x− x1)
−Ng ·
· · · (x− xk)
NgeπiNgφikW (xk)e
−πiNg(x− xk)
−Ng ·
· (x− xk+1)
NgeπiNgφ
ik+1
W (xk+1)e
−πiNg(x− xk+1)
−Ng ·
· · · (x− xk+l)
NgeπiNgφ
ik+l
W (xk+l)e
−πiNg(x− xk+l)
−Ngv〉, (3.24)
By (c) in Data 2.2 and Property 12 in Proposition 2.4, (3.24) has only finitely many positive
integral power terms in x and finitely many nonnegative integral power terms in log x. Thus
(3.22), (3.23) and (3.24) are a Laurent polynomial in x and a polynomial in log x. In
particular,
〈w′,(x1 − x)
Ngφi1W (x1)(x1 − x)
−Ng · · · (xk − x)
NgφikW (xk)·
· (xk − x)
−Ng(xk+1 − x)
Ngφ
ik+1
W (xk+1)(xk+1 − x)
−Ng ·
· · · (xk+l − x)
Ngφ
ik+l
W (xk+l)(xk+l − x)
−NgψaW (x)v〉 (3.25)
is equal to this polynomial in x, x−1 and log x with series in x1, . . . , xk+l as coefficients
multiplied by
k+l∏
q=1
(xq − x)
−(αiq+Miqa)
l∏
m=1
(x− xk+m)
−(αik+m+Mik+ma)e−πi(αik+m+Mik+ma).
The coefficients of this polynomial in x, x−1 and log x are given by the coefficients of (3.23)
in powers of x and log x. These coefficients are finite sums of products of (finite) linear
combinations of powers of x1, . . . , xk+l, log x1, . . . , log xk+l and series of the form
〈w′, φ
N
j1
g (i1)
W (x1) · · ·φ
N
jk+l
g (ik+l)
W (xk+l)(ψ
a
W )r,sv〉
for j1, . . . , jk+l ∈ N, r ∈ C and s ∈ N. By Property 13 in Theorem 3.1, we see that these
coefficients with xnq and log xq substituted by e
nlp(zq) and lp(zq), respectively, are absolutely
convergent in the region |z1| > · · · > |zk+l| > 0 to analytic functions of the form in Property
13 in Theorem 3.1 with k there replaced by k + l. Thus (3.25) with xnq , x
n, log xq and log x
substituted by enlp(zq), enlp(z), lp(zq) and lp(z), respectively, is absolutely convergent in the
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region |z1| > · · · > |zk| > |z| > |zk+1| > · · · > |zk+l| > 0 to an analytic function of the form
(3.3), except that there are no factors of the forms (lp(z1 − z))n1 , . . . , (lp(zk+l − z))nk+l. But
〈w′, φi1;pW (z1) · · ·φ
ik;p
W (zk)ψ
a;p
W (z)φ
ik+1;p
W (zk+1) · · ·φ
ik+l;p
W (zk+l)〉 (3.26)
is a linear combination of series of the form
〈w′, elp(z1−z)Ngφi1;pW (z1)e
−lp(z1−z)Ng · · · elp(zk−z)Ngφik;pW (zk)e
lp(zk−z)Ng ·
· ψa;pW (z)e
lp(z−zk+1NgeπiNgφ
ik+1;p
W (zk+1)e
−πiNge−lp(z−zk+1Ng ·
· · · elp(z−zk+lNgeπiNgφ
ik+l;p
W (zk+l)e
−πiNge−lp(z−zk+lNgv〉
with nonnegative powers of lp(z1−z), . . . , lp(zk+l−z) as coefficients. Thus (3.26) is absolutely
convergent in the region given by |z1| > · · · > |zk| > |z| > |zk+1| > · · · > |zk+l| > 0,
| arg(zi− z)−arg zi| <
π
2
for i = 1, . . . , k and | arg(zi− z)−arg z| <
π
2
for i = k+1, . . . , k+ l
to an analytic function of the form (3.3). The remaining parts of Property 6 in Proposition
2.3 follows immediately from the proof above.
We have the following most general commutativity which follows immediately from Prop-
erty 15 in Theorem 3.2, Property 14 in Theorem 3.1 and Property 16 in Theorem 3.2:
Corollary 3.3 Assume that Properties 1–7 in Assumption 2.3 hold. Then for v ∈ V , w′ ∈
V ′ and σ ∈ Sk,
F p(〈w′, ϕ1(z1) · · ·ϕk(zk)v〉) = ±F
p(〈w′, ϕσ(1)(zσ(1)) · · ·ϕσ(k)(zσ(k))v〉),
where one of ϕl for l = 1, . . . , k is ψ
a;p for some a ∈ A and the others are in {φi;p | i ∈ I}
and the sign ± is uniquely determined by σ and |ϕ1|, . . . , |ϕk|.
4 A construction theorem
In this section, we construct a g-twisted V -module from the data in Data 2.2 satisfying
Assumption 2.3.
First we need to define a twisted vertex operator map. Since we shall define the branches
labeled by p ∈ Z of the twisted vertex operator map instead of defining the formal variable
twisted vertex operator map, we need to show that these branches labeled by p ∈ Z determine
a formal variable map uniquely. So we first prove the following lemma:
Lemma 4.1 Let φ be a multivalued analytic map with preferred branch φ0 from C× to
Hom(W,W ) and φp for p ∈ Z are labeled branches of φ. If there exists wtφ ∈ 1
2
Z such
that
[LgW (0), φ
p(z)] = z
d
dz
φp(z) + (wtφ)φp(z),
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then we have an expansion
φp(z) =
∑
n∈C
∑
k∈N
φn,ke
(−n−1)lp(z)(lp(z))
k (4.1)
where φn,k ∈ Hom(W,W ) for n ∈ C and k ∈ N is homogeneous of weight wtφ − n − 1. In
particular, we obtain a formal series
φ(x) =
∑
n∈C
∑
k∈N
φn,kx
−n−1(log x)k ∈ W{x}[log x].
Moreover, for w ∈ W , there exist Nw ∈ R and Kn,w ∈ N for n ∈ C such that
φp(z)w =
∑
ℜ(n)≥Nw
Kn,w∑
k=0
φn,kwe
(−n−1)lp(z)(lp(z))
k. (4.2)
and for w′ ∈ w′, there exist Nw′ ∈ R such that
〈w′, φ(z)·〉 =
∑
ℜ(n)≤Nw′
∑
k∈N
〈w′, φn,k·〉e
(−n−1)lp(z)(lp(z))
k. (4.3)
Proof. First by Property 1 in Assumption 2.3, LW (0) can be decomposed as the sum of its
semisimple part LW (0)S and its nilpotent part LW (0)N . From the commutator formula for
LW (0) and φ
p(z), we see that for c ∈ C,
ecL
g
W
(0)φp(z)e−cL
g
W
(0) = ec(wtφ)φp(ecz).
In particular, taking c = −lp(z), we obtain
φp(z) = e−lp(z)(wtφ)elp(z)L
g
W
(0)φp(1)e−lp(z)L
g
W
(0)
= e−lp(z)(wtφ)elp(z)L
g
W
(0)Selp(z)L
g
W
(0)Nφp(1)e−lp(z)L
g
W
(0)N e−lp(z)L
g
W
(0)S .
For n ∈ C and w ∈ W[m],
elp(z)L
g
W
(0)Npi(wtφ)−n−1+mφ
p(1)e−lp(z)L
g
W
(0)Nw
is in fact a polynomial in lp(z) with coefficients in W[(wtφ)−n−1+m], where for r ∈ C, we use
pir to denote the projection from W to W[r]. Let Kn,w be the degree of this polynomial in
lp(z) and let φn,kw ∈ W for k ∈ N be the coefficient of the k-th power of lp(z) in
elp(z)L
g
W
(0)Npi(wtφ)−n−1+mφ
p(1)e−lp(z)L
g
W
(0)Nw.
We obtain φn,k ∈ Hom(W,W ) of weight wtφ− n− 1 such that
Kn,w∑
k=0
φn,kw(lp(z))
k = elp(z)L
g
W
(0)Npi(wtφ)−n−1+mφ
p(1)e−lp(z)L
g
W
(0)Nw.
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Then for n ∈ Z and w ∈ W ,
e−lp(z)(wtφ)elp(z)L
g
W
(0)S
Kn,w∑
k=0
φn,ke
−lp(z)L
g
W
(0)Sw(lp(z))
k
= elp(z)L
g
W
(0)Selp(z)L
g
W
(0)Npi(wtφ)−n−1+mφ
p(1)e−lp(z)L
g
W
(0)N e−lp(z)L
g
W
(0)Sw.
Thus for w ∈ W ,
φp(z)w = e−lp(z)(wtφ)elp(z)L
g
W
(0)Selp(z)L
g
W
(0)Nφp(1)e−lp(z)L
g
W
(0)N e−lp(z)L
g
W
(0)Sw
=
∑
n∈C
e−lp(z)(wtφ)elp(z)L
g
W
(0)Selp(z)L
g
W
(0)Npi(wtφ)−n−1+mφ
p(1)e−lp(z)L
g
W
(0)N e−lp(z)L
g
W
(0)Sw
=
∑
n∈C
Kn,w∑
k=0
e−lp(z)(wtφ)e−lp(z)(wtφ)elp(z)L
g
W
(0)Sφn,ke
−lp(z)L
g
W
(0)Sw(lp(z))
k
=
∑
n∈Z
Kn,w∑
k=0
φn,kwe
(−n−1)lp(z)(lp(z))
k. (4.4)
Since W is lower bounded with respect to the weights and the weight of φn,k is wtφ−n− 1,
we obtain (4.2) from (4.4) and we also have (4.3). Since nonhomogeneous elements of W
are finite sums of homogeneous elements of W , (4.1), (4.2) and (4.3) also holds for general
w ∈ W .
The vertex operator map we want to define is a linear map
Y gW : V ⊗W →W{x}[log x],
u⊗ w 7→ Y gW (u, x)w. (4.5)
Such a map gives a multivalued analytic map (denoted using the same notation)
Y gW : C
× → Hom(V ⊗W,W ),
z 7→ Y gW (·, z)· : u⊗ w 7→ Y
g
W (u, z)w
with labeled branches
(Y gW )
p : C× → Hom(V ⊗W,W ),
z 7→ (Y gW )
p(·, z)· : u⊗ w 7→ (Y gW )
p(u, z)w
for p ∈ Z. Conversely, by Lemma 4.1 such a multivalued analytic map with labeled branches
also determines a linear map of the form (4.5). Thus to define a twisted vertex operator
map, we need only define (Y gW )
p.
We first give the motivation of our definition. The idea is in fact the same as in [H2]. We
define (Y gW )
p(φi−11, z)w = φ
i;p
W (z)w for p ∈ Z, i ∈ I and w ∈ W . The vertex operator map
should satisfy the duality property. In particular, we should have
F p(〈w′, Y gW (φ
i1(ξ1) · · ·φ
ik(ξk)1, z)w〉) = F
p(〈w′, φi1W (ξ1 + z) · · ·φ
ik
W (ξk + z)w〉) (4.6)
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for i1, . . . , ik ∈ I, w ∈ W and w
′ ∈ W ′. Note that φi1(ξ1), . . . , φ
ik(ξk) are single-valued
analytic functions in ξ1, . . . , ξk, respectively. Also by Property 13 in Theorem 3.1, the right-
hand side of (4.6) is a single-valued analytic function of ξ1, . . . , ξk when ξi + z 6= 0 for
i = 1, . . . , k, ξi 6= ξj for i, j = 1, . . . , k and i 6= j.
Motivated by (4.6), we define the vertex operator map as follows: For w′ ∈ W ′, w ∈ W ,
i1, . . . , ik ∈ I, m1, . . . , mk ∈ Z, we define (Y
g
W )
p by
〈w′,(Y gW )
p(φi1m1 · · ·φ
ik
mk
1, z)w〉
= Resξ1=0 · · ·Resξk=0ξ
m1
1 · · · ξ
mk
k F
p(〈w′, φi1W (ξ1 + z) · · ·φ
ik
W (ξk + z)w〉). (4.7)
Since there might be relations among elements of the form φi1m1 · · ·φ
ik
mk
1, we first have to
show that the definition above indeed gives a well-defined map from C× to Hom(V ⊗W,W ).
Let φ0 be the map from C× to Hom(V, V ) given by φ0(z) = 1V . Let wtφ
0 = 0. Then
Properties 1–7 in Assumption 2.3 and Properties 8–12 in Proposition 2.4 still hold for φi,
i ∈ I˜ = I ∪ {0}. Then any relation among such elements can always be written as
M∑
µ=1
λµφ
iµ1
mµ1
· · ·φ
iµ
k
mµ
k
1 = 0
for some k ∈ Z+, i
µ
j ∈ I˜ and m
µ
j ∈ Z for µ = 1, . . . ,M , j = 1, . . . , k, where φ
iµ1
mµ1
· · ·φ
iµ
k
mµ
k
1
for µ = 1, . . . ,M either all belong to V 0 or all belong to V 1, that is, |φ
iµ1
mµ1
|+ · · ·+ |φ
iµ
k
mµ
k
| for
µ = 1, . . . ,M are either all even or are all odd. In particular, the parities of |φ
iµ1
mµ1
|+· · ·+|φ
iµ
k
mµ
k
|
are independent of µ. Since the parity |φi
µ
r
mµr
| for µ = 1, . . . ,M , r = 1, . . . , k are equal to the
parity |φi
µ
r |, we see that the parities of |φi
µ
1 |+ · · ·+ |φi
µ
k | are independent of µ.
Lemma 4.2 If
M∑
µ=1
λµφ
iµ1
mµ1
· · ·φ
iµ
k
mµ
k
1 = 0,
then
M∑
µ=1
λµResξ1=0 · · ·Resξk=0ξ
mµ1
1 · · · ξ
mµ
k
k F
p(〈w′, φ
iµ1
W (ξ1 + z) · · ·φ
iµ
k
W (ξk + z)w〉) = 0 (4.8)
for w ∈ W and w′ ∈ W ′.
Proof. Since V is generated by φi(x) for i ∈ I, by Property 4 in Assumption 2.3, we can
take
w = (φW )
j1
n1,q1
· · · (φW )
jl
nl,ql
(ψaW )n,qφ
jl+1
nl+1
· · ·φjmnm1.
Since this element is a coefficient of
φj1W (ζ1) · · ·φ
jl
W (ζl)ψ
a
W (ζ)φ
jl+1(ζl+1) · · ·φ
jm(ζm)1,
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we first prove
M∑
µ=1
λµResξ1=0 · · ·Resξk=0ξ
mµ1
1 · · · ξ
mµ
k
k ·
· F p(〈w′, φ
iµ1
W (ξ1 + z) · · ·φ
iµ
k
W (ξk + z)φ
j1
W (ζ1) · · ·φ
jl
W (ζl)ψ
a
W (ζ)φ
jl+1(ζl+1) · · ·φ
jm(ζm)1〉) = 0.
(4.9)
We have
Resξ1=0 · · ·Resξk=0ξ
mµ1
1 · · · ξ
mµ
k
k ·
· F p(〈w′, φ
iµ1
W (ξ1 + z) · · ·φ
iµ
k
W (ξk + z)φ
j1
W (ζ1) · · ·φ
jl
W (ζl)ψ
a
W (ζ)φ
jl+1(ζl+1) · · ·φ
jm(ζm)1〉)
=
k∏
r=1
m∏
s=1
(−1)|φ
i
µ
r ||φjs |
k∏
r=1
(−1)|φ
i
µ
r ||ψa
W
|Resξ1=0 · · ·Resξk=0ξ
mµ1
1 · · · ξ
mµ
k
k ·
· F p(〈w′, φj1W (ζ1) · · ·φ
jl
W (ζl)ψ
a
W (ζ)φ
jl+1(ζl+1) · · ·φ
jm(ζm)φ
iµ1 (ξ1 + z) · · ·φ
iµ
k (ξk + z)1〉)
=
m∏
s=1
(−1)
(∣∣∣φiµ1 ∣∣∣+···+∣∣∣φiµk ∣∣∣)|φjs |
(−1)
(∣∣∣φiµ1 ∣∣∣+···+∣∣∣φiµk ∣∣∣)|ψaW |Resξ1=0 · · ·Resξk=0ξm
µ
1
1 · · · ξ
mµ
k
k ·
· F p(〈ezLW (−1)
′
w′, φj1W (ζ1 − z) · · ·φ
jl
W (ζl − z)ψ
a
W (ζ − z)·
· φjl+1(ζl+1 − z) · · ·φ
jm(ζm − z)φ
iµ1 (ξ1) · · ·φ
iµ
k (ξk)1〉)
=
m∏
s=1
(−1)
(∣∣∣φiµ1 ∣∣∣+···+∣∣∣φiµk ∣∣∣)|φjs |
(−1)
(∣∣∣φiµ1 ∣∣∣+···+∣∣∣φiµk ∣∣∣)|ψaW |·
· F p(〈ezLW (−1)
′
w′, φj1W (ζ1 − z) · · ·φ
jl
W (ζl − z)ψ
a
W (ζ − z)·
· φjl+1(ζl+1 − z) · · ·φ
jm(ζm − z)φ
ip1
mµ1
· · ·φ
ip
k
mµ
k
1〉).
Recalling that |φi
µ
1 |+ · · ·+ |φi
µ
k | are independent of µ, we obtain
M∑
µ=1
λµResξ1=0 · · ·Resξk=0ξ
mµ1
1 · · · ξ
mµ
k
k ·
· F p(〈w′, φ
iµ1
W (ξ1 + z) · · ·φ
iµ
k
W (ξk + z)φ
j1
W (ζ1) · · ·φ
jl
W (ζl)ψ
a
W (ζ)φ
jl+1(ζl+1) · · ·φ
jm(ζm)1〉)
=
M∑
µ=1
m∏
s=1
(−1)
(∣∣∣φiµ1 ∣∣∣+···+∣∣∣φiµk ∣∣∣)|φjs |
(−1)
(∣∣∣φiµ1 ∣∣∣+···+∣∣∣φiµk ∣∣∣)|ψaW |·
· F p(〈ezLW (−1)
′
w′, φj1W (ζ1 − z) · · ·φ
jl
W (ζl − z)ψ
a
W (ζ − z)·
· φjl+1(ζl+1 − z) · · ·φ
jm(ζm − z)φ
ip1
mµ1
· · ·φ
ip
k
mµ
k
1〉)
=
m∏
s=1
(−1)
(∣∣∣φiµ1 ∣∣∣+···+∣∣∣φiµk ∣∣∣)|φjs |
(−1)
(∣∣∣φiµ1 ∣∣∣+···+∣∣∣φiµk ∣∣∣)|ψaW |·
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· F p
(〈
ezLW (−1)
′
w′, φj1W (ζ1 − z) · · ·φ
jl
W (ζl − z)ψ
a
W (ζ − z)·
· φjl+1(ζl+1 − z) · · ·φ
jm(ζm − z)
(
M∑
µ=1
λµφ
iµ1
mµ1
· · ·φ
iµ
k
mµ
k
1
)〉)
= 0,
proving (4.9).
For any fixed z, ξ1, . . . , ξl, ξ, the left-hand side of (4.9) can be expanded in the region
|z|, |ξ1|, . . . , |ξl|, |ξ| > |ζl+1| > · · · > |ζm| as∑
n1,...,nm∈Z
M∑
µ=1
λµResξ1=0 · · ·Resξk=0ξ
mµ1
1 · · · ξ
mµ
k
k ·
· F p(〈w′, φ
iµ1
W (ξ1 + z) · · ·φ
iµ
k
W (ξk + z)φ
j1
W (ζ1) · · ·φ
jl
W (ζl)ψ
a
W (ξ)φ
jl+1
nl+1
· · ·φjmnm1〉)·
· ζ
−nl+1−1
l+1 · · · ζ
−nm−1
m . (4.10)
By (4.9), the Laurent series (4.10) in ζl+1, . . . , ζm is also 0 and thus its coefficients are all 0.
So we obtain
M∑
µ=1
λµResξ1=0 · · ·Resξk=0ξ
mµ1
1 · · · ξ
mµ
k
k ·
· F p(〈w′, φ
iµ1
W (ξ1 + z) · · ·φ
iµ
k
W (ξk + z)φ
j1
W (ζ1) · · ·φ
jl
W (ζl)ψ
a
W (ξ)φ
jl+1
nl+1
· · ·φjmnm1〉)
= 0. (4.11)
By Assumption 2.1, φ
jl+1
nl+1 · · ·φ
jm
nm1 is a generalized eigenvector for g with the eigenvalue
e2πi(α
jl+1+···+αjm ). Then there exists N,K ∈ N such that the left-hand side of (4.11) can be
expanded when ξ is sufficiently small but not 0 as
K∑
q=0
∑
n∈αjl+1+···+αjm+N−N
M∑
µ=1
λµResξ1=0 · · ·Resξk=0ξ
mµ1
1 · · · ξ
mµ
k
k ·
· F p(〈w′, φ
iµ1
W (ξ1 + z) · · ·φ
iµ
k
W (ξk + z)φ
j1
W (ζ1) · · ·φ
jl
W (ζl)(ψ
a
W )n,qφ
jl+1
nl+1
· · ·φjmnm1〉)ξ
−n−1lp(ξ)
q.
(4.12)
By (4.11) and the fact that (−αjl+1 −· · ·−αjm −N +N)×{1, . . . , K} is a unique expansion
set (see Proposition 2.1 in [H4]), the expansion coefficients of (4.12) must be 0, that is,
M∑
µ=1
λµResξ1=0 · · ·Resξk=0ξ
mµ1
1 · · · ξ
mµ
k
k ·
· F p(〈w′, φ
iµ1
W (ξ1 + z) · · ·φ
iµ
k
W (ξk + z)φ
j1
W (ζ1) · · ·φ
jl
W (ζl)(ψ
a
W )n,qφ
jl+1
nl+1
· · ·φjmnm1〉)
= 0. (4.13)
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By Data 2.2, there exists Nl, Kl ∈ N such that the left-hand side of (4.13) can be expanded
when |ζl| is sufficiently small but not 0 as
Kl∑
ql=0
∑
nl∈α
jl+Nl−N
M∑
µ=1
λµResξ1=0 · · ·Resξk=0ξ
mµ1
1 · · · ξ
mµ
k
k ·
· F p(〈w′, φ
iµ1
W (ξ1 + z) · · ·φ
iµ
k
W (ξk + z)φ
j1
W (ζ1) · · ·φ
jl−1
W (ζl−1)(φ
jl
W )nl,ql(ψ
a
W )n,qφ
jl+1
nl+1
· · ·φjmnm1〉)·
· e(−nl−1)lp(ζl)(lp(ζl))
ql. (4.14)
By (4.13), (4.14) and the fact that (−αjl −Nl + N)× {1, . . . , Kl} is a unique expansion set
(again see Proposition 2.1 in [H4]), the expansion coefficients of (4.14) must be 0, that is,
M∑
µ=1
λµResξ1=0 · · ·Resξk=0ξ
mµ1
1 · · · ξ
mµ
k
k ·
· F p(〈w′, φ
iµ1
W (ξ1 + z) · · ·φ
iµ
k
W (ξk + z)·
· φj1W (ζ1) · · ·φ
jl−1
W (ζl−1)(φ
jl
W )nl,ql(ψ
a
W )n,qφ
jl+1
nl+1
· · ·φjmnm1〉)
= 0.
Continuing this process repeatedly for φ
jl−1
W (ζl−1), . . . , φ
j1
W (ζ1), we obtain (4.8).
From this lemma, we see that (Y gW )
p and thus the vertex operator map Y gW are well
defined.
The following result is our construction theorem:
Theorem 4.3 The pair (W,Y gW ) is a lower-bounded generalized g-twisted V -module gener-
ated by (ψaW )n,kv for a ∈ A, n ∈ α + Z, k ∈ N, v ∈ V
[α] and α ∈ PV . Moreover, this is the
unique lower-bounded generalized g-twisted V -module structure on W generated by (ψaW )n,kv
for a ∈ A, n ∈ α+Z, k ∈ N, v ∈ V [α] and α ∈ PV such that YW (φi−11, z) = φ
i
W (z) for i ∈ I.
Proof. The proof of this theorem is similar to the proof of Theorem 3.5 in [H2] but is more
complicated because the twisted vertex operator map is multivalued. We refer the reader to
[H6] for the definition of lower-bounded generalized g-twisted V -module.
The identity property follow from of the definition of Y gW .
Let LgW (0)
′ be the adjoint operator of LgW (0). For w
′ ∈ W ′, w ∈ W , i1, . . . , ik ∈ I and
n1, . . . , nk ∈ Z, q1, . . . , qk ∈ N, c ∈ C,
〈w′, ecL
g
W
(0)(Y gW )
p(φi1n1 · · ·φ
ik
nk
1, z)e−cL
g
W
(0)w〉
= 〈ecL
g
W
(0)′w′, (Y gW )
p(φi1n1 · · ·φ
ik
nk
1, z)e−cL
g
W
(0)w〉
= Resξ1=0 · · ·Resξk=0ξ
n1
1 · · · ξ
nk
k F
p(〈ecL
g
W
(0)′w′, φi1W (ξ1 + z) · · ·φ
ik
W (ξk + z)e
−cLg
W
(0)w〉)
= Resξ1=0 · · ·Resξk=0ξ
n1
1 · · · ξ
nk
k F
p(〈v′, ecL
g
W
(0)φi1W (ξ1 + z) · · ·φ
ik
W (ξk + z)e
−cLg
W
(0)w〉)
= Resξ1=0 · · ·Resξk=0ξ
n1
1 · · · ξ
nk
k a
c(wtφi1+···wtφik )F p(〈w′, φi1W (aξ1 + az) · · ·φ
ik
W (aξk + az)w〉)
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= Resζ1=0 · · ·Resζk=0ζ
n1
1 · · · ζ
nk
k a
wtφi1+···wtφik−k−n1−···−nk ·
· F p(〈w′, φi1W (ζ1 + az) · · ·φ
ik
W (ζk + az)w〉)
= 〈w′, (Y gW )
p(ecLV (0)φi1n1 · · ·φ
ik
nk
1, az)w〉).
This formula is equivalent to the L(0)-commutator formula.
From Property 2 in Assumption 2.3 and the definition of (Y gW )
p, we obtain the L(−1)-
commutator formula
d
dz
(Y gW )
p(φi1n1 · · ·φ
ik
nk
1, z) = [LgW (−1), (Y
g
W )
p(φi1n1 · · ·φ
ik
nk
1, z)].
Let {en}n∈Z be a homogeneous basis of W and {e′n}n∈Z its dual basis in W
′. Then we
have
〈w′, (Y gW )
p(φi1n1 · · ·φ
ik
nk
1, z1)(Y
g
W )
p(φj1m1 · · ·φ
jl
ml
1, z2)w〉
=
∑
n∈Z
〈w′, (Y gW )
p(φi1n1 · · ·φ
ik
nk
1, z1)en〉〈e
′
n, (Y
g
W )
p(φj1m1 · · ·φ
jl
ml
1, z2)w〉
=
∑
n∈Z
Resζ1=0 · · ·Resζk=0ζ
n1
1 · · · ζ
nk
k Resξ1=0 · · ·Resξl=0ξ
m1
1 · · · ξ
ml
l ·
· F p(〈w′, φi1W (ζ1 + z1) · · ·φ
ik
W (ζk + z1)en〉)F
p(〈e′n, φ
j1
W (ξ1 + z2) · · ·φ
jl
W (ξl + z2)w〉)
= Resζ1=0 · · ·Resζk=0ζ
n1
1 · · · ζ
nk
k Resξ1=0 · · ·Resξl=0ξ
m1
1 · · · ξ
ml
l ·
·
∑
n∈Z
F p(〈w′, φi1W (ζ1 + z1) · · ·φ
ik
W (ζk + z1)en〉)F
p(〈e′n, φ
j1
W (ξ1 + z2) · · ·φ
jl
W (ξl + z2)w〉).
(4.15)
By Property 13 in Theorem 3.1, when |z1| > · · · > |zk+l| > 0,∑
n∈Z
F p(〈w′, φi1W (z1) · · ·φ
ik
W (zk)en〉)F
p(〈e′n, φ
j1
W (zk+1) · · ·φ
jl
W (zk+l)w〉)
=
∑
n∈Z
〈w′, φi1W (z1) · · ·φ
ik
W (zk)en〉〈e
′
n, φ
j1
W (zk+1) · · ·φ
jl
W (zk+l)w〉
= 〈w′, φi1W (z1) · · ·φ
ik
W (zk)φ
j1
W (zk+1) · · ·φ
jl
W (zk+l)w〉 (4.16)
is absolutely convergent to the analytic function
F p(〈w′, φi1W (z1) · · ·φ
ik
W (zk)φ
j1
W (zk+1) · · ·φ
jl
W (zk+l)w〉) (4.17)
in z1, . . . , zk+l. On the other hand, also by Property 13 in Theorem 3.1, there is a unique ex-
pansion of this branch of a multivalued function in the region |z1|, . . . , |zk| > |zk+1|, . . . , |zk+l| >
0, zi 6= zj for i 6= j, i, j = 1, . . . , k and i, j = k+1, . . . , k+ l such that each term is a product
of two analytic functions of the same form, one in z1, . . . , zk and the other in zk+1, . . . , zk+l.
Since the left-hand side of (4.16) is a series of the same form and is absolutely convergent
in the region |z1| > · · · > |zk+l| > 0 to (4.17), it must be absolutely convergent in the
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larger region |z1|, . . . , |zk| > |zk+1|, . . . , |zk+l| > 0, zi 6= zj for i 6= j, i, j = 1, . . . , k and
i, j = k + 1, . . . , k + l to (4.17).
Substituting ζi+ z1 for zi for i = 1, . . . , k and ξj + z2 for zk+j for j = 1, . . . , l, we see that∑
n∈Z
F p(〈w′, φi1W (ζ1 + z1) · · ·φ
ik
W (ζk + z1)en〉)F
p(〈e′n, φ
j1
W (ξ1 + z2) · · ·φ
jl
W (ξl + z2)w〉)
is absolutely convergent to
F p(〈w′, φi1W (ζ1 + z1) · · ·φ
ik
W (ζk + z1)φ
j1
W (ξ1 + z2) · · ·φ
jl
W (ξl + z2)w〉)
when |ζ1+ z1|, . . . , |ζk+ z1| > |ξ1+ z2|, . . . , |ξl+ z2| > 0, ζi 6= ζj for i, j = 1, . . . , k and ξi 6= ξj
for i, j = 1, . . . , l. When |z1| > |z2| > 0, we can always find sufficiently small neighborhood
of 0 such that when ζ1, . . . , ζk, ξ1, . . . , ξl are in this neighborhood, |ζ1 + z1|, . . . , |ζk + z1| >
|ξ1 + z2|, . . . , |ξl + z2| > 0 holds. Thus we see that when |z1| > |z2| > 0, the right-hand side
of (4.15) is absolutely convergent to
Resζ1=0 · · ·Resζk=0ζ
n1
1 · · · ζ
nk
k Resξ1=0 · · ·Resξl=0ξ
m1
1 · · · ξ
ml
l ·
· F p(〈w′, φi1W (ζ1 + z1) · · ·φ
ik
W (ζk + z1)φ
j1
W (ξ1 + z2) · · ·φ
jl
W (ξl + z2)w〉). (4.18)
From the explicit expression of
F p(〈w′, φi1W (ζ1 + z1) · · ·φ
ik
W (ζk + z1)φ
j1
W (ξ1 + z2) · · ·φ
jl
W (ξl + z2)w〉)
(see Property 13 in Theorem 3.1), it is clear that (4.18) is an analytic function in z1 and z2
of the form
N∑
i,j,k,l=0
aijkle
milp(z1)enj lp(z2)lp(z1)
klp(z2)
l(z1 − z2)
−t. (4.19)
In particular, the left-hand side of (4.15), that is,
〈w′, (Y gW )
p(φi1n1 · · ·φ
ik
nk
1, z1)(Y
g
W )
p(φj1m1 · · ·φ
jl
ml
1, z2)w〉, (4.20)
is absolutely convergent in the region |z1| > |z2| > 0 to this analytic function.
We have proved that the product of two vertex operators is convergent to an analytic
function of the form (4.19), or equivalently, the corresponding branch of a multivalued func-
tion with preferred branch of the form
f(z1, z2) =
N∑
i,j,k,l=0
aijklz
mi
1 z
nj
2 (logz1)
k(logz2)
l(z1 − z2)
−t.
We are ready to prove the commutativity. The calculation above also shows that
〈w′, (Y gW )
p(φj1m1 · · ·φ
jl
ml
1, z2)(Y
g
W )
p(φi1n1 · · ·φ
ik
nk
1, z1)w〉 (4.21)
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is absolutely convergent to the rational function
Resξ1=0 · · ·Resξl=0ξ
m1
1 · · · ξ
ml
l Resζ1=0 · · ·Resζk=0ζ
n1
1 · · · ζ
nk
k ·
· F p(〈w′, φj1W (ξ1 + z2) · · ·φ
jl
W (ξl + z2)φ
i1
W (ζ1 + z1) · · ·φ
ik
W (ζk + z1)w〉),
(4.22)
in the regions |z2| > |z1| > 0, respectively. By Property 14 in Theorem 3.1, the analytic
functions (4.18) and (4.22) multiplied by
k∏
r=1
l∏
s=1
(−1)|φ
ir ||φjs | = (−1)|φ
i1
n1
···φ
ik
nk
1||φ
j1
m1
···φ
jl
ml
1|
are equal. Thus (4.20) and (4.21) multiplied by the sign (−1)|φ
i1
n1
···φ
ik
nk
1||φ
j1
m1
···φ
jl
ml
1| are abso-
lutely convergent in the regions |z1| > |z2| > 0 and |z2| > |z1| > 0, respectively, to a common
analytic function of the form (4.19).
We now prove the associativity. For i1, . . . , ik, j1, . . . , jl ∈ I, m1, . . . , ml ∈ Z, v ∈ V and
v′ ∈ V ′, using the expansion of φi1(ξ1), . . . , φik(ξk) and the definition of (Y
g
W )
p, we have
〈w′, (Y gW )
p(φi1(z1) · · ·φ
ik(zk)φ
j1
m1 · · ·φ
jl
ml
1, z)w〉
=
∑
p1,...,pk∈Z
〈w′, (Y gW )
p(φi1p1 · · ·φ
ik
pk
φj1m1 · · ·φ
jl
ml
1, z)w〉z−p1−11 · · · z
−pk−1
k
=
∑
p1,...,pk∈Z
Resζ1=0 · · ·Resζk=0ζ
p1
1 · · · ζ
pk
k Resξ1=0 · · ·Resξl=0ξ
m1
1 · · · ξ
ml
l ·
· F p(〈w′, φi1W (ζ1 + z) · · ·φ
ik
W (ζk + z)φ
j1
W (ξ1 + z) · · ·φ
jl
W (ξl + z)w〉)z
−p1−1
1 · · · z
−pk−1
k .
(4.23)
We now expand
F p(〈w′, φi1W (ζ1 + z) · · ·φ
ik
W (ζk + z)φ
j1
W (ξ1 + z) · · ·φ
jl
W (ξl + z)w〉)
as a Laurent series ∑
l∈Z
fl(ζ1, . . . , ζk−1, ξ1, . . . , ξl, z)ζ
−l−1
k
in ζk in the region |z|, |ζ1|, . . . , |ζk−1| > |ζk| > |ξ1|, . . . , |ξl|, where fl(ζ1, . . . , ζk−1, ξ1, . . . , ξl, z)
are analytic functions in ζ1, . . . , ζk−1, ξ1, . . . , ξl and z. Then in the region that the Laurent
series expansion holds, we have∑
pk∈Z
Resζk=0ζ
pk
k
(∑
l∈Z
fl(ζ1, . . . , ζk−1, ξ1, . . . , ξl, z)ζ
−l−1
k
)
z−pk−1k
=
∑
pk∈Z
fpk(ζ1, . . . , ζk−1, ξ1, . . . , ξl, z)z
−pk−1
k
= F p(〈w′, φi1W (ζ1 + z) · · ·φ
ik−1
W (ζk−1 + z)φ
ik
W (zk + z)φ
j1
W (ξ1 + z) · · ·φ
jl
W (ξl + z)w〉).
(4.24)
29
Repeating this step for the variables ζk−1, . . . , ζ1, we see that the right-hand side of (4.23) is
equal to the expansion of
Resξ1=0 · · ·Resξl=0ξ
m1
1 · · · ξ
ml
l F
p(〈w′, φi1W (z1 + z) · · ·φ
ik
W (zk + z)φ
j1
W (ξ1 + z) · · ·φ
jl
W (ξl + z)w〉)
(4.25)
as a Laurent series in z1 . . . , zk in the region |z| > |z1| > · · · > |zk| > 0. Thus the left-
hand side of (4.23) is absolutely convergent to (4.25) in the region for this Laurent series
expansion, that is, in the region |z| > |z1| > · · · > |zk| > 0,
〈w′,(Y gW )
p(φi1(z1) · · ·φ
ik(zk)φ
j1
m1 · · ·φ
jl
ml
1, z)w〉
= Resξ1=0 · · ·Resξl=0ξ
m1
1 · · · ξ
ml
l ·
· F p(〈w′, φi1W (z1 + z) · · ·φ
ik
W (zk + z)φ
j1
W (ξ1 + z) · · ·φ
jl
W (ξl + z)w〉). (4.26)
On the other hand, we have
〈w′,(Y gW )
p(YV (φ
i1
n1 · · ·φ
ik
nk
1, z1 − z2)φ
j1
m1 · · ·φ
jl
ml
1, z2)w〉
=
∑
n∈Z
〈w′, (Y gW )
p(en, z2)w〉〈e
′
n, YV (φ
i1
n1
· · ·φiknk1, z1 − z2)φ
j1
m1
· · ·φjlml1〉
=
∑
n∈Z
〈w′, (Y gW )
p(en, z2)w〉Resζ1=0 · · ·Resζk=0ζ
n1
1 · · · ζ
nk
k ·
· R(〈e′n, φ
i1(ζ1 + z1 − z2) · · ·φ
ik(ζk + z1 − z2)φ
j1
m1 · · ·φ
jl
ml
1〉), (4.27)
where we have used the definition of YV in [H2]. But by (4.26), in the region |z2| > |ζ1 +
z1− z2| > · · · > |ζk+ z1− z2| > 0, | arg(ζk+ z1)− arg z2| <
π
2
, . . . , | arg(ζ1+ z1)− arg z2| <
π
2
,
we have∑
n∈Z
〈w′, (Y gW )
p(en, z2)w〉〈e
′
n, φ
i1(ζ1 + z1 − z2) · · ·φ
ik(ζk + z1 − z2)φ
j1
m1
· · ·φjlml1〉
= 〈w′, (Y gW )
p(φi1(ζ1 + z1 − z2) · · ·φ
ik(ζk + z1 − z2)φ
j1
m1
· · ·φjlml1, z2)w〉
= Resξ1=0 · · ·Resξl=0ξ
m1
1 · · · ξ
ml
l ·
· F p(〈w′, φi1W (ζ1 + z1) · · ·φ
ik
W (ζk + z1)φ
j1
W (ξ1 + z2) · · ·φ
jl
W (ξl + z2)w〉). (4.28)
The right-hand side of (4.28) is an analytic function in ζ1, . . . , ζk, z1 and z2 of the form
N∑
i1,...,ik,i,n1,...,nk,n=0
fi1···ikin1···nkn(ζ1 + z1, . . . , ζk + z1, z2)·
· er
(1)
i1
lp(ζ1+z1) · · · er
(k)
ik
lp(ζk+z1)erilp(z2)(lp(ζ1 + z1))
n1 · · · (lp(ζk + z1))
nk(lp(z2))
n,
where fi1···ikin1···nkn(ζ1 + z1, . . . , ζk + z1, z1, z2) for i1, . . . , ik, i, n1, . . . , nk, n = 0, . . . , N are
rational functions in ζ1, . . . , ζk, z1, z2 with the only possible poles ζi − ζj = 0 for i 6= j and
ζi+z1−z2 = 0. There is a unique expansion of such an analytic function in the region |z2| >
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|ζ1+z1−z2|, . . . , |ζk+z1−z2| > 0, | arg(ζk+z1)−arg z2| <
π
2
, . . . , | arg(ζ1+z1)−arg z2| <
π
2
,
ζi 6= ζj for i 6= j, i, j = 1, . . . , k, such that each term is a product of two analytic functions,
one being analytic in z2 of the form
M∑
j,q=0
bjqe
sj lp(z2)(lp(z2))
q
and the other being a rational function in ζ1 + z1 − z2, . . . , ζk + z1 − z2 and z1 with the only
possible poles ζi − ζj = 0 for i 6= j and ζi + z1 − z2 = 0. Since∑
n∈Z
〈w′, (Y gW )
p(en, z2)w〉R(〈e
′
n, φ
i1(ζ1 + z1 − z2) · · ·φ
ik(ζk + z1 − z2)φ
j1
m1
· · ·φjlml1〉)
is a series of the same form and is equal to the left-hand side of (4.28) in the region |z2| >
|ζ1+z1−z2| > · · · > |ζk+z1−z2| > 0, it must be absolutely convergent to the right-hand side
of (4.28) in the larger region |z2| > |ζ1+z1−z2|, . . . , |ζk+z1−z2| > 0, | arg(ζk+z1)−arg z2| <
π
2
, . . . , | arg(ζ1 + z1)− arg z2| <
π
2
,. Therefore we obtain∑
n∈Z
〈w′, (Y gW )
p(en, z2)w〉R(〈e
′
n, φ
i1(ζ1 + z1 − z2) · · ·φ
ik(ζk + z1 − z2)φ
j1
m1
· · ·φjlml1〉)
= Resξ1=0 · · ·Resξl=0ξ
m1
1 · · · ξ
ml
l ·
· F p(〈w′, φi1W (ζ1 + z1) · · ·φ
ik
W (ζk + z1)φ
j1
W (ξ1 + z2) · · ·φ
jl
W (ξl + z2)w〉). (4.29)
in the region |z2| > |ζ1 + z1 − z2|, . . . , |ζk + z1 − z2| > 0. Thus when |z2| > |z1 − z2| > 0, the
right-hand side of (4.27) is absolutely convergent to
Resζ1=0 · · ·Resζk=0ζ
n1
1 · · · ζ
nk
k Resξ1=0 · · ·Resξl=0ξ
m1
1 · · · ξ
ml
l ·
· F p(〈w′, φi1W (ζ1 + z1) · · ·φ
ik
W (ζk + z1)φ
j1
W (ξ1 + z2) · · ·φ
jl
W (ξl + z2)w〉),
which has been proved above to be equal to the left hand side of (4.15) in the region |z1| >
|z2| > 0. The associativity is proved.
To prove the uniqueness, we need only show that any twisted V -module structure on W
must have the vertex operator map defined by (4.7). But this is clear from the motivation
that we have discussed before the definition (4.7) of the vertex operator map Y gW .
We shall say that the twisted vertex operator map Y gW is generated by the twisted fields
φi(x) for i ∈ I. The g-twisted V -module (W,Y gW ) is in fact generated by the coefficients of
ψaW (x)v for a ∈ A and v ∈ V .
Remark 4.4 In this paper, we formulate and prove all our results for lower-bounded gen-
eralized twisted modules mainly because the explicit construction in the next section gives
in general only such twisted modules. But Theorem 4.3 can be used to construct all dif-
ferent classes of twisted modules. If homogeneous subspaces of W are finite dimensional,
we obtain a grading-restricted generalized g-twisted V -module. If in addition LW (0) acts
on W semisimply, we obtain a g-twisted V -module. In the special case that g = 1V , Theo-
rem 4.3 can be used to construct lower-bounded generalized V -modules, grading-restricted
generalized V -modules and V -modules.
31
5 An explicit construction of lower-bounded general-
ized twisted modules satisfying a universal property
In this section, we give an explicit construction of lower-bounded generalized g-twisted V -
modules satisfying a universal property. As a consequence, every lower-bounded generalized
g-twisted V -module is the quotient of such a universal lower-bounded generalized g-twisted
V -module.
We still assume in this section that V and g satisfy Assumption 2.1. But we do not
assume that we have the space, fields and operators in Data 2.2. In particular, we do not
assume that Assumption 2.3 holds.
Let
Vˆ
[g]
φ =
∐
i∈I,k∈N
CN kg φ
i
−11⊗ t
αi
C[t, t−1]⊕ CL0 ⊕ CL−1,
where L0 and L−1 are fixed abstract basis elements of a vector space CL0 ⊕ CL−1. Let
T (Vˆ
[g]
φ ) be the tensor algebra of Vˆ
[g]
φ and let
φi
Vˆ
[g]
φ
(x) =
∑
n∈αi+Z
((x−Ngφi−11)⊗ t
n)x−n−1 ∈ x−α
i
Vˆ
[g]
φ [[x, x
−1]][log x]
for i ∈ I. Then φi
Vˆ
[g]
φ
(x) for i ∈ I can be viewed as formal series of operators on T (Vˆ [g]φ ).
Also L0 and L−1 can be viewed as operators on T (Vˆ
[g]
φ ). We shall use LVˆ [g]
φ
(0) and L
Vˆ
[g]
φ
(−1)
to denote the operators corresponding to L0 and L−1, respectively.
For i, j ∈ I, we can always find Mi,j ∈ Z+ such that x
Mi,j
0 YV (φ
i
−11, x0)φ
j
−11 is a power
series in x0. For each pair i, j ∈ I, we chooseMi,j to be the smallest of such positive integers.
Let J(Vˆ
[g]
φ ) be the ideal of T (Vˆ
[g]
φ ) generated by the coefficients of the formal series
(x1 − x2)
Mijφi
Vˆ
[g]
φ
(x1)φ
j
Vˆ
[g]
φ
(x2)− (−1)
|φi||φj|(x1 − x2)
Mijφj
Vˆ
[g]
φ
(x2)φ
i
Vˆ
[g]
φ
(x1),
L0φ
i
Vˆ
[g]
φ
(x)− φi
Vˆ
[g]
φ
(x)L0 − x
d
dx
φi
Vˆ
[g]
φ
(x)− (wtφi)φi
Vˆ
[g]
φ
(x),
L−1φ
i
Vˆ
[g]
φ
(x)− φi
Vˆ
[g]
φ
(x)L−1 −
d
dx
φi
Vˆ
[g]
φ
(x)
for i, j ∈ I, where the tensor product symbol ⊗ is omitted. Let U(Vˆ [g]φ ) = T (Vˆ
[g]
φ )/J(Vˆ
[g]
φ ).
Then φi
Vˆ
[g]
φ
(x), L
Vˆ
[g]
φ
(0) and L
Vˆ
[g]
φ
(−1) can be viewed as formal series of operators and oper-
ators on U(Vˆ
[g]
φ ) satisfying the weak commutativity
(x1 − x2)
Mijφi
Vˆ
[g]
φ
(x1)φ
j
Vˆ
[g]
φ
(x2) = (−1)
|φi||φj |(x1 − x2)
Mijφj
Vˆ
[g]
φ
(x2)φ
i
Vˆ
[g]
φ
(x1), (5.1)
the L(0)-commutator formula
L
Vˆ
[g]
φ
(0)φi
Vˆ
[g]
φ
(x)− φi
Vˆ
[g]
φ
(x)L
Vˆ
[g]
φ
(0) = x
d
dx
φi
Vˆ
[g]
φ
(x) + (wtφi)φi
Vˆ
[g]
φ
(x) (5.2)
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and the L(−1)-commutator formula
L
Vˆ
[g]
φ
(−1)φi
Vˆ
[g]
φ
(x)− φi
Vˆ
[g]
φ
(x)L
Vˆ
[g]
φ
(−1) =
d
dx
φi
Vˆ
[g]
φ
(x). (5.3)
Let M be a Z2-graded vector space (graded by Z2-fermion numbers). Assume that g
acts on M and there is an operator LM(0) on M . If M is finite dimensional, then there
exist operators Lg, Sg, Ng such that on M , g = e2πiLg and Sg and Ng are the semisimple
and nilpotent, respectively, parts of Lg. In this case, M is also a direct sum of generalized
eigenspaces for the operator LM (0) and LM(0) can be decomposed as the sum of its semisim-
ple part LM(0)S and nilpotent part LM (0)N . Moreover, the real parts of the eigenvalues of
LM(0) has a lower bound. In the case that M is infinite dimensional, we assume that all of
these properties for g and LM(0) hold. We call the eigenvalue of a generalized eigenvector
w ∈M for LM(0) the weight of w and denote it by wtw. Let {w
a}a∈A be a basis of M con-
sisting of vectors homogeneous in weights, Z2-fermion numbers and g-weights (eigenvalues
of g) such that for a ∈ A, either LM(0)Nwa = 0 or there exists LM (0)N(a) ∈ A such that
LM(0)Nw
a = wLM (0)N (a). For simplicity, when LM(0)Nw
a = 0, we shall use wLM (0)N (a) to
denote 0. Then for a ∈ A, we always have LM (0)Nwa = wLM (0)N (a). For a ∈ A, let αa ∈ C
such that ℜ(αa) ∈ [0, 1) and e2πiα
a
is the eigenvalue of g for the generalized eigenvector wa.
Let
M˜ [g] =
∐
α∈PV
U(Vˆ
[g]
φ )⊗ (M ⊗ t
α
C[t, t−1])⊗ V [α].
Then M˜ [g] is a left U(Vˆ
[g]
φ )-module. In particular, φ
i
Vˆ
[g]
φ
(x), L
Vˆ
[g]
φ
(0) and L
Vˆ
[g]
φ
(−1) act on
M˜ [g] such that (5.1), (5.2) and (5.3) hold for these operators. We shall denote their actions
on M˜ [g] by φi
M˜ [g]
(x), LM˜ [g](0) and LM˜ [g](−1). The actions of g, e
2πiSg and Ng on V and M
induce actions of g, e2πiSg and Ng on M˜ [g].
For i ∈ I, let Ki ∈ N such that NK
i+1
g φ
i
−11 = 0 and we denote the actions of the elements
(−1)k
k!
(N kg φ
i
−11) ⊗ t
n for n ∈ α + Z and k = 0, . . . , Ki of U(Vˆ [g]φ ) on M˜
[g]
ℓ by (φ
i
M˜ [g]
)n,k. For
a ∈ A, α ∈ PV and n ∈ α + Z, wa ⊗ tn can be viewed as a linear map from V [α] to M˜ [g].
We extend this map to a map from V to M˜ [g] by mapping V [α
′] to 0 for α′ 6= α. We shall
denote this map by (ψa
M˜ [g]
)n,0. In general, for n ∈ α + Z and k ∈ N, we denote the linear
map v 7→ (−1)
k
k!
(ψa
M˜ [g]
)n,0N kg v from V
[α] to M˜ [g] by (ψa
M˜ [g]
)n,k and extend it to a linear map
from V to M˜ [g] in the same way. Then M˜ [g] is spanned by elements of the form
(φi1
M˜ [g]
)n1,k1 · · · (φ
il
M˜ [g]
)nl,kl(LM˜ [g](m))
q)(ψa
M˜ [g]
)n,kv, (5.4)
for i1, . . . , il ∈ I, n1 ∈ αi1 + Z, . . . , nl ∈ αil + Z, 0 ≤ k1 ≤ Ki1, . . . , 0 ≤ kl ≤ Kil, m = 0,−1,
q ∈ N, a ∈ A, n ∈ α+Z, 0 ≤ k ≤ K, v ∈ V [α], α ∈ PV , where K ∈ N satisfying NK+1g v = 0.
We already know that M is graded by eigenvalues of LM (0). For the element (5.4) with
homogeneous v, we define its weight to be
wtφi1 − n1 − 1 + · · ·+ φ
il − nl − 1−m+ wtw
a − n− 1 + wt v.
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Then
M˜ [g] =
∐
n∈C
M˜
[g]
[n],
where M˜
[g]
[n] is the subspace of M˜
[g] consisting of elements of weight n.
For i ∈ I, we have the formal series of operators on M˜ [g]
φi
M˜ [g]
(x) =
Ki∑
k=0
∑
n∈αi+Z
(φi
M˜ [g]
)n,kx
−n−1(log x)k
=
∑
n∈αi+Z
((x−Ngφi−11)⊗ t
n)x−n−1
= (x−Ngφi−11)⊗
(
t
x
)αi
x−1δ
(
t
x
)
. (5.5)
Recall that φi
M˜ [g]
(x) is in fact the action of φi
Vˆ
[g]
φ
(x) on M˜ [g]. For v ∈ V , there exists Kv ∈ N
such that NK
v+1
g v = 0. For a ∈ A and v ∈ V
[α], let
ψa
M˜ [g]
(x)v =
Kv∑
k=0
∑
n∈α+Z
(ψa
M˜ [g]
)n,kvx
−n−1(log x)k
=
∑
n∈α+Z
(wa ⊗ tn)x−Ngvx−n−1
=
(
wa ⊗
(
t
x
)α
x−1δ
(
t
x
))
(x−Ngv). (5.6)
It is a series in x with coefficients in M˜ [g]. Then ψa
M˜ [g]
(x) is a formal series with coefficients
in Hom(V, M˜ [g]).
Let B ∈ R such that B ≤ ℜ(wtw) for any generalized eigenvector w ∈M of LM(0). Such
B exists because the real parts of the eigenvalues of LM (0) is lower bounded. Let JB(M˜
[g]) be
the U(Vˆ
[g]
φ )-submodule of M˜
[g] generated by elements of the following forms: (i) (ψa
M˜ [g]
)n,01
for a ∈ A, and n 6∈ −N − 1; (ii) (5.4) for i1, . . . , il ∈ I, n1 ∈ αi1 + Z, . . . , nl ∈ αil + Z,
0 ≤ k1 ≤ Ki1 , . . . , 0 ≤ kl ≤ Kil, m = 0,−1, a ∈ A, n ∈ α + Z, 0 ≤ k ≤ K, v ∈ V [α], α ∈ PV
such that
ℜ(wtφi1 − n1 − 1 + · · ·+ φ
il − nl − 1−m+ wtw
a − n− 1 + wt v) < B.
Consider the quotient U(Vˆ
[g]
φ )-module M˜
[g]/JB(M˜
[g]). Since JB(M˜
[g]) is spanned by homoge-
neous elements, M˜ [g]/JB(M˜
[g]) is also graded. In addition, M˜ [g]/JB(M˜
[g]) is lower bounded
with respect to the weight grading with a lower bound B. We shall still use the same nota-
tions to denote the elements of this quotient and operators on this quotient. Then in this
quotient (ψa
M˜ [g]
)n,01 = 0 for a ∈ A, and n 6∈ −N− 1.
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For i ∈ I, a ∈ A, n ∈ C and k ∈ N, by (5.2)
wt ((φi
M˜ [g]
)n,k(ψ
a
M˜ [g]
)−1,01) = wtφ
i − n− 1 + wtwa.
Since B is a lower bound of the real parts of the weights of M˜ [g]/JB(M˜
[g]) and
φi
M˜ [g]
(x) ∈ x−α
i
(
M˜ [g]/JB(M˜
[g])
)
[[x, x−1]],
we have
(φi
M˜ [g]
)n,k(ψ
a
M˜ [g]
)−1,01 = 0
when wt (φi
M˜ [g]
)n,kw
a = αi +m where m ∈ Z and m > wtφi − 1 + ℜ(wtwa) − B − ℜ(αi).
For i ∈ I and a ∈ A, let Mi,a ∈ Z+ be the smallest of m ∈ Z such that m > wtφi − 1 +
ℜ(wtwa)− B − ℜ(αi). Then
xα
i+Mi,aφi
M˜ [g]
(x)(ψa
M˜ [g]
)−1,01
is a powers series in x with polynomials in log x as coefficients. Also for a ∈ A and v ∈ V ,
ψa
M˜ [g]
(x)v has only finitely many terms with negative real parts of powers of x. In particular,
for i ∈ I, a ∈ A and v ∈ V [α],
(x1 − x2)
αi+Mi,a(x1 − x2)
Ngφi
M˜ [g]
(x1)(x1 − x2)
−Ngψa
M˜ [g]
(x2)v
− (−1)|u||w|(−x2 + x1)
αi+Mi,aψa
M˜ [g]
(x2)(−x2 + x1)
Ngφi(x1)(−x2 + x1)
−Ngv, (5.7)
in x1 and x2 are well defined as a formal series with coefficients in M˜
[g]/JB(M˜
[g]). Let
J(M˜ [g]/JB(M˜
[g])) be the U(Vˆ
[g]
φ )-submodule of M˜
[g]/JB(M˜
[g]) generated by the coefficients
of the formal series (5.7) for i ∈ I, a ∈ A and v ∈ V [α] and the coefficients of the formal
series
LM˜ [g](0)ψ
a
M˜ [g]
(x)v − ψa
M˜ [g]
(x)LV (0)v − x
d
dx
ψa
M˜ [g]
(x)v − (wtwa)ψa
M˜ [g]
(x)v − ψLM (0)Na
M˜ [g]
(x)v,
LM˜ [g](−1)ψ
a
M˜ [g]
(x)v − ψa
M˜ [g]
(x)LV (−1)v −
d
dx
ψa
M˜ [g]
(x)v
for a ∈ A and v ∈ V . We then have a quotient U(Vˆ [g]φ )-module
M̂
[g]
B = (M˜
[g]
ℓ /JB(M˜
[g]))/J(M˜ [g]/JB(M˜
[g])).
Again, we shall use the same notations for the elements of M˜ [g] to denote the corresponding
elements of M̂
[g]
B . We shall use φ
i
M̂
[g]
B
(x), ψa
M̂
[g]
B
(x), L
M̂
[g]
B
(0) and L
M̂
[g]
B
(−1) to denote the series
of operators and the operators on M̂
[g]
B induced from the corresponding series of operators
and operators on M˜ [g]. Since J(M˜ [g]/JB(M˜
[g])) is spanned by homogeneous elements, the
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quotient M̂
[g]
B = (M˜
[g]
ℓ /JB(M˜
[g]))/J(M˜ [g]/JB(M˜
[g])) is also graded and is lower bounded with
respect to the weight grading with a lower bound B. Moreover, in M̂
[g]
B , we have
(x1 − x2)
Mijφi
M̂
[g]
B
(x1)φ
j
M̂
[g]
B
(x2) = (−1)
|φi||φj |(x1 − x2)
Mijφj
M̂
[g]
B
(x2)φ
i
M̂
[g]
B
(x1), (5.8)
L
M̂
[g]
B
(0)φi
M̂
[g]
B
(x)− φi
M̂
[g]
B
(x)L
M̂
[g]
B
(0) = x
d
dx
φi
M̂
[g]
B
(x) + (wtφi)φi
M̂
[g]
B
(x), (5.9)
L
M̂
[g]
B
(−1)φi
M̂
[g]
B
(x)− φi
Vˆ
[g]
φ
(x)L
M̂
[g]
B
(−1) =
d
dx
φi
M̂
[g]
B
(x), (5.10)
(x1 − x2)
αi+Mi,a(x1 − x2)
Ngφi
M̂
[g]
B
(x1)(x1 − x2)
−Ngψa
M̂
[g]
B
(x2)v
= (−1)|u||w|(−x2 + x1)
αi+Mi,aψa
M̂
[g]
B
(x2)(−x2 + x1)
Ngφi(x1)(−x2 + x1)
−Ngv, (5.11)
L
M̂
[g]
B
(0)ψa
M̂
[g]
B
(x)v−ψa
M̂
[g]
B
(x)LV (0)v = x
d
dx
ψa
M̂
[g]
B
(x)+ (wtwa)ψa
M̂
[g]
B
(x)+ψ
LM (0)Na
M̂
[g]
B
(x), (5.12)
L
M̂
[g]
B
(−1)ψa
M̂
[g]
B
(x)v − ψa
M̂
[g]
B
(x)LV (−1)v =
d
dx
ψa
M̂
[g]
B
(x)v. (5.13)
By (5.9), (5.10), (5.12) and (5.13), we see that M̂
[g]
B is spanned by elements of the form
(φi1
M̂
[g]
B
)n1,k1 · · · (φ
il
M̂
[g]
B
)nl,kl(ψ
a
M̂
[g]
B
)n,kv. (5.14)
We now have the following main result giving an explicit construction of lower-bounded
generalized g-twisted V -modules:
Theorem 5.1 The twisted fields φi
M̂
[g]
B
for i ∈ I generate a twisted vertex operator map
Y g
M̂
[g]
B
: V ⊗ M̂ [g]B → M̂
[g]
B {x}[log x]
such that (M̂
[g]
B , Y
g
M̂
[g]
B
) is a lower-bounded generalized g-twisted V -module. Moreover, this is
the unique generalized g-twisted V -module structure on M̂
[g]
B generated by the coefficients of
(ψa
M̂
[g]
B
)(x)v for a ∈ A and v ∈ V such that Y g
M̂
[g]
B
(φi−11, z) = φ
i
M̂
[g]
B
(z) for i ∈ I.
Proof. The space M̂
[g]
B is graded by weights, Z2-fermion numbers and is a direct sum of
generalized eigenspaces of an action of g. By construction, (M̂
[g]
B )[n] = 0 when ℜ(n) < B.
We already have the linear maps φi
M̂
[g]
B
, ψa
M̂
[g]
B
, L
M̂
[g]
B
(0) and L
M̂
[g]
B
(−1). We need only verify
Properties 1–7 in Assumption 2.3.
By (5.9) and (5.12), Property 1 in Assumption 2.3 holds.
By (5.10) and (5.13), Property 2 in Assumption 2.3 holds.
By the definition of M̂
[g]
B , Property 3 in Assumption 2.3 holds.
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By the definition of M̂
[g]
B , Property 4 in Assumption 2.3 holds.
For i ∈ I and p ∈ Z, by (5.5) and the definition of the actions of g, e2πiSg and Ng on
M̂
[g]
B , we have
gφi;p+1
M̂
[g]
B
(z)g−1 = e2πiSge2πiNg
(
(e−lp+1(z)Ngφi−11)⊗
tα
i
eαilp+1(z)
x−1δ
(
t
z
))
e−2πiNge−2πiSg
= (e−(lp+1(z)−2πi)Nge2πiSgφi−11)⊗
tα
i
eαilp+1(z)
z−1δ
(
t
z
)
= (e−(lp+1(z)−2πi)Ngφi−11)⊗
tα
i
eαi(lp+1(z)−2πi)
z−1δ
(
t
z
)
= (e−lp(z)Nga)⊗
tα
i
eαilp(z)
z−1δ
(
t
z
)
= φi;p
M̂
[g]
B
(z).
This is Part (i) of Property 5 in Assumption 2.3. Part (ii) of Property 5 in Assumption 2.3
follows immediately from (5.5), (5.6) and the definition of the action of Ng on M̂
[g]
B . Part
(iii) of Property 5 in Assumption 2.3 follows immediately from the definition of the actions
of e2πiSg and Ng on M̂
[g]
B and Assumption 2.1. For a ∈ A and n ∈ −N − 1, since w
a is a
generalized eigenvector of g with eigenvalue e2πiα
a
, by the definition of the action of g on
M̂
[g]
B , (ψ
a
W )n,01 is a generalized eigenvector of g with eigenvalue e
2πiαa . This is Part (iv) of
Property 5 in Assumption 2.3.
Property 6 in Assumption 2.3 in our case is in fact (5.8).
Property 7 in Assumption 2.3 in our case is in fact (5.11).
Since the space M̂
[g]
B equipped with φ
i
M̂
[g]
B
, ψa
M̂
[g]
B
, L
M̂
[g]
B
(0) and L
M̂
[g]
B
(−1) satisfies Proper-
ties 1–7 in Assumption 2.3, by Theorem 4.3, we have a unique generalized g-twisted V -module
structure on M̂
[g]
B generated by the coefficients of (ψ
a
M̂
[g]
B
)(x)v for a ∈ A and v ∈ V such that
Y g
M̂
[g]
B
(φi−11, z) = φ
i
M̂
[g]
B
(z) for i ∈ I.
Now we prove a universal property of the generalized g-twisted V -module M̂
[g]
B con-
structed in Theorem 5.1.
Theorem 5.2 Let (W,Y gW ) be a lower-bounded generalized g-twisted V -module and M0 a
Z2-graded subspace of W invariant under the actions of g, Sg, Ng, LW (0), LW (0)S and
LW (0)N . Let B ∈ R such that W[n] = 0 when ℜ(n) < B. Assume that there is a linear map
f : M → M0 preserving the Z2-fermion number grading and commuting with the actions
of g, Sg, Ng, LW (0) (LM̂ [g]
B
(0)), LW (0)S (LM̂ [g]
B
(0)S) and LW (0)N (LM̂ [g]
B
(0)N). Then there
exists a unique module map f˜ : M̂
[g]
B →W such that f˜ |M = f . If f is surjective and (W,Y
g
W )
is generated by the coefficients of (Y g)WWV (w0, x)v for w0 ∈M0 and v ∈ V , where (Y
g)WWV is
the twist vertex operator map obtained from Y gW (see [H6]), then f˜ is surjective.
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Proof. Note that M̂
[g]
B is spanned by elements of the form (5.14). We define f˜ by
f˜((φi1
M̂
[g]
B
)n1,k1 · · · (φ
il
M̂
[g]
B
)nl,kl(ψ
a
M̂
[g]
B
)n,kv)
= (Y gW )n1,k1(φ
i1
−11) · · · (Y
g
W )nl,kl(φ
il
−11)((Y
g)WWV )n,k(f(w
a))v
for i1, . . . , il ∈ I, n1 ∈ αi1 + Z, . . . , nl ∈ αil + Z, k1, . . . , kl ∈ N, a ∈ A, α ∈ PV , n ∈ α + Z,
k ∈ N and v ∈ V [α], where for i ∈ I, n ∈ αi+Z and k ∈ N, (Y gW )n,k(φ
i
−11) is the coefficient of
x−n−1(log x)k in the series Y gW (φ
i
−11, x) and for a ∈ A, n ∈ C and k ∈ N, ((Y
g)WWV )n,k(f(w
a))
is the coefficient of x−n−1(log x)k in the series (Y g)WWV (f(w
a), x).
We first need to show that f˜ is well defined. By the construction of M̂
[g]
B , we see that
the only relations among elements of the form (φi1
M̂
[g]
B
)n1,k1 · · · (φ
il
M̂
[g]
B
)nl,kl(ψ
a
M̂
[g]
B
)n,kv are the
following: (ψa
M̂
[g]
B
)n,01 = 0 for a ∈ A, n ∈ N − 1; (φ
i1
M̂
[g]
B
)n1,k1 · · · (φ
il
M̂
[g]
B
)nl,kl(ψ
a
M̂
[g]
B
)n,kv = 0
when the real part of its weight is less than B; the coefficients of (5.8)–(5.13); the relations
among v ∈ V . These relations also hold for elements of the form
(Y gW )n1,k1(φ
i1
−11) · · · (Y
g
W )nl,kl(φ
il
−11)((Y
g)WWV )n,k(f(w
a))v
of W because W is a lower-bounded generalized g-twisted V -module such that W[n] = 0
when ℜ(n) < B, because the choices of Mi,j for i, j ∈ I and Mi,a for i ∈ I and a ∈ A depend
only on φi and φj and on φi, wtwa = wt (ψa
M̂
[g]
B
)−1,01 and B, respectively, and because f
commutes with all the operators on M and M0. Thus f˜ is indeed well defined.
By the definition of f˜ , it is a module map and f˜ |M = f . Since M̂
[g]
B is determined uniquely
by M , f˜ is unique.
If f is surjective and (W,Y gW ) is generated by the coefficients of (Y
g)WWV (w0, x)v for
w0 ∈M0 and v ∈ V , then (W,Y
g
W ) is in fact generated by (Y
g)WWV (f(w), x)v for w ∈M and
v ∈ V . Since f˜ is a module map, we obtain f˜(M̂ [g]B ) = W .
Finally we have the following immediate consequence:
Corollary 5.3 Let (W,Y gW ) be a lower-bounded generalized g-twisted V -module generated by
the coefficients of (Y g)WWV (w, x)v for w ∈M , where (Y
g)WWV is the twist vertex operator map
obtained from Y gW (see [H6]) andM is a Z2-graded subspace ofW invariant under the actions
of g, Sg, Ng, LW (0), LW (0)S and LW (0)N . Let B ∈ R such that W[n] = 0 when ℜ(n) < B.
Then there is a generalized g-twisted V -submodule J of M̂
[g]
B such that W is equivalent as a
lower-bounded generalized g-twisted V -module to the quotient module M̂
[g]
B /J .
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