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Innovative Second-Generation Wavelets Construction With
Recurrent Neural Networks for Solar Radiation Forecasting
Giacomo Capizzi1, Christian Napoli2,*, and Francesco Bonanno1
1Dpt. of Electrical, Electronic and Informatic Engineering, University of Catania, Italy
2Dpt. of Physics and Astronomy, University of Catania, Italy
Solar radiation prediction is an important challenge for the electrical engineer because it is used to estimate the power developed by
commercial photovoltaic modules. This paper deals with the problem of solar radiation prediction based on observed meteorological
data. A 2-day forecast is obtained by using novel wavelet recurrent neural networks (WRNNs). In fact, these WRNNS are used
to exploit the correlation between solar radiation and timescale-related variations of wind speed, humidity, and temperature. The
input to the selected WRNN is provided by timescale-related bands of wavelet coefficients obtained from meteorological time series.
The experimental setup available at the University of Catania, Italy, provided this information. The novelty of this approach is that
the proposed WRNN performs the prediction in the wavelet domain and, in addition, also performs the inverse wavelet transform,
giving the predicted signal as output. The obtained simulation results show a very low root-mean-square error compared to the
results of the solar radiation prediction approaches obtained by hybrid neural networks reported in the recent literature.
Index Terms—Forecasting, Neural Networks, Solar radiation, Time series analysis, Vectors, Wavelet transforms
I. INTRODUCTION
DAILY total solar radiation is considered as the mostimportant parameter in meteorology, solar conversion,
and renewable energy applications, particularly for the sizing
of stand-alone photovoltaic (PV) systems [1], [2], [3], [4].
The behavior of solar radiation is complex, either periodic
or random, and the wavelet-transformed frequency compo-
nents corresponding to various timefrequency domains of
solar radiation show a similar behavior. This type of data
is usually presented as a time series, whose prediction is
an important scientific task. Situations where an underlying
model generating the observed data is not known are especially
challenging. Modeling a time series includes the stochastic
prediction and the optimal prediction of a signal sample (in a
minimum mean-square sense), given a finite number of past
samples. In the literature, several methods to predict solar
radiation have been reported, in particular statistical methods.
The conventional statistical models can be considered as times-
series-based models. These include auto-regressive (AR) and
AR integrated moving average (ARIMA) models, Markov
chains, and the Markov transitions matrix (MTM) approach.
It is well known that these models are based on simplifying
statistical assumptions about the measured data, which are
not always true. Many researchers have attempted modeling
solar radiation. The existing models established by classical
approaches include, e.g., the so-called clear-day solar radia-
tion, half-sine, ColaresPereira and Rabl, and ARIMA hour-
by-hour solar irradiation models [5], [6], [7], [8], [9]. Most
existing models give relatively large errors and are sometimes
difficult to use widely. Many authors have made important
contributions to prove that recurrent neural networks (RNNs)
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are a powerful tool to exploit the statistical properties of time
series [10],[11], [12].
In this paper, the use of the wavelet RNN (WRNN) ar-
chitecture to find a forecasting model for the prediction of
solar radiation is investigated. The total solar radiation is the
most important parameter in the performance prediction of
renewable energy systems, particularly in sizing PV power
systems. Experimental setups for the measurement of solar ra-
diation of assembled PV modules are available in the research
laboratories of the University of Catania, Italy. The main
objective of this paper is to investigate the WRNN architecture
for modeling and prediction of the daily total solar radiation.
In this paper, the improvement in the accuracy of a forecasting
model is achieved by a wavelet-based transform. First, we
decompose the sample data sequence of solar radiation into
several components of various timefrequency domains accord-
ing to wavelet analysis; then, we use the RNNs particularly
established to make forecasts for all domains based on these
components; and, finally, we arrive at the algebraic sum
of the forecasts. Thereby, a relatively accurate forecast of
solar irradiation could be achieved. Thus, by means of a
combination of artificial neural networks (ANNs) with wavelet
analysis, we arrive at a model to forecast solar radiation.
The rest of this paper is structured as follows. In Section
II, we summarize the problem of solar radiation forecasting.
Section III reports the basic elements of wavelet theory RNN
architectures. Section IV presents the proposed novel structure
for the prediction of solar radiation. The experimental setup
is described in Section V. The simulation results are presented
in Section VI. Finally, in Section VII, conclusions are drawn.
In this paper, the implemented WRNN is able to reconstruct
a signal from wavelet coefficients; but if it is possible to
predict these wavelet coefficients and then to reconstruct and
predict the signal, then a better prediction can be obtained.
The second-generation wavelets, which play an important role
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in the prediction problem, constitute a powerful tool to obtain
a better prediction of solar radiation. Wavelet networks are
feedforward networks using wavelets as activation functions.
Such networks have been used successfully in various engi-
neering applications such as classification, identification, and
control problems [13], [14], [15], [16], and we present a novel
contribution in this paper.
II. PROBLEM OF SOLAR RADIATION FORECASTING
The problem of renewable energy forecasting such as that of
wind and wind power has been dealt with in recent literature,
and very interesting contributions have been reported [17],
[18], [19]. A number of different architectures and learning
methods have been applied with various degrees of success to
the problem of time-series prediction for total solar radiation.
Elizondo et al.proposed the use of a feedforward neural
network to estimate the daily solar radiation, the predicted
daily total solar radiation, and the tilt angle versus panel
efficiency of PV arrays, as well as other parameters such as
temperature, precipitation, clear-sky radiation, day length, and
day of the year [12]. Al-Alawi and Al-Hinai [9] have used an
ANN to analyze the relationship between total radiation and
climatology variables, and their model predicted total radiation
values to a good accuracy of approximately 93%. Guessoum
et al. [20] used radial basis function (RBF) networks to predict
solar radiation data. In their research, the input and the output
are the solar radiation data corresponding to a particular
day and those of the next day . The RBF model predicts
solar radiation data using KolmokorovSimernov statistics to
an accuracy of 1.36%. Kemmoku et al. [10] used single and
multistage neural networks to forecast the daily insolation,
showing the mean error reduced from about 30% (by the
single stage) to about 20% (by the 708 multistage). The
input values to the network were latitude, longitude, altitude,
and sunshine duration, and the results for the testing stations
obtained were within 16%. Kalogirou et al. [11] used an
RNN to predict the maximum solar radiation from the relative
humidity (RH) and temperature. The results indicated that the
correlation coefficient obtained varied between 98.58% and
98.75%. Single-layer feedforward neural networks with hidden
nodes of adaptive wavelet functions have been successfully
demonstrated to have the potential for use in different applica-
tions. The combination of wavelet theory and neural networks
has led to the development of wavelet networks [15].
III. BASICS OF WAVELET THEORY AND RNN
ARCHITECTURES
This section is devoted to a brief review of the theory of
wavelet analysis and RNNs. More detailed treatments can be
found in [16], [21], and [22].
A. Wavelet Theory
A multiresolution analysis of is defined as a set of closed
subspaces with that exhibit the following properties:
1) Vj ⊂ Vj+1
2) v(x) ∈ Vj ⇔ v(2x) ∈ Vj+1
3) v(x) ∈ V0 ⇔ v(x+ 1) ∈ V0
4)
+∞⋃
j=−∞
Vj is dense in L2(R)
5)
+∞⋂
j=−∞
Vj = {0}
6) ∃ ϕ(x) ∈ V0 : {ϕ(x− l)|l ∈ Z} is a Riesz basis of V0
where ϕ(x) is called scaling function. As a result of
such properties, a sequence {hk} exists such that the scaling
function satisfies a refinement equation
ϕ(x) = 2
∑
k
hkϕ(2x− l) (1)
The set of functions {ϕj,l(x)|l ∈ Z} with
ϕj,l(x) =
√
2jϕ(2j x− l) (2)
is a Riesz basis of Vj . Define now Wj as a complementary
space of Vj in Vj+1 , such that Vj+1 = Vj ⊕Wj , v(2x) ∈
Wj+1, and v(x) ∈W0 ⇔ v(x+ 1) ∈W0. Consequently
+∞⊕
j=−∞
Wj = L
2(R) (3)
A function φ(x) is a wavelet if the set of functions {ϕ(x−
l)|l ∈ Z} is a Riesz basis of W0 and also meets the following
two conditions:
+∞∫
−∞
ψ(x)dx = 0 (4)
and
‖ψ(x)‖2 =
+∞∫
−∞
ψ(x)ψ∗(x)dx = 1 (5)
If the wavelet is also an element of V0, a sequence {gk}
exists such that
ψ(x) = 2
∑
k
gk ϕ(2x− l) (6)
The set of functions {ϕj,l(x)|l ∈ Z} is now a Riesz basis of
L2(R). The coefficients in the expansion of a function in the
wavelet basis are given by the inner product with dual wavelet
ψ˜j,l(x) =
√
2jψ˜(2jx− l) such that
f(x) =
∑
j,l
〈f, ψ˜j,l〉ψj,l(x) (7)
Likewise, a projection on Vj is given by
Pjf(x) =
∑
l
〈f, ϕ˜j,l〉ϕj,l(x) (8)
where ϕ˜j,l(x) =
√
2jψ˜(2jx− l) are the dual scaling func-
tions. The dual functions have to satisfy the biorthogonality
conditions
〈ϕj,l, ϕ˜j,l′〉 = δl−l′ (9)
and
〈ψj,l, ψ˜j′,l′〉 = δj−j′δl−l′ (10)
They satisfy refinement relations similar to (1) and (6)
involving sequences {h˜k} and {g˜k}. In case the basis functions
coincide with their duals, the basis is orthogonal.
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Fig. 1. Lifting stage: split, predict, and update.
B. RNN Architectures
For deterministic dynamical behaviors, the observation at a
current time point can be modeled as a function of a certain
number of preceding observations. In such cases, the model
used should have some internal memory to store and update
context information [23], [24]. This is achieved by feeding
the network with a delayed version of the past observations,
commonly referred to as a delay vector or tapped delay line.
These networks do not try to achieve credit assignment back
through time, but instead use the previous state as part of the
current input. Such a simple approach may be seen as a natural
extension to feedforward networks in much the same way that
ARIMA models generalize AR models. A network with a rich
representation of past outputs is a fully connected RNN and is
known as the WilliamsZipser network (NARX network) [25],
[26].
We now give a brief introduction to this architecture. This
network consists of two or three layers: the input layer, the
processing layer, and the output layer. For each neuron i,
i = 1, 2, . . . , N , the elements nj , j = 1, s, . . . , p + N + 1
of the input vector u to a neuron as in (11) are weighted and
then summed to produce an internal activation function of a
neuron v as in (12), which is finally fed through a nonlinear
activation function φ as in (13) to form the output of the
ith neuron yi, as in (14). The function φ is a monotonically
increasing sigmoid function with slope β, such as, for instance,
the logistic function. At the time instant k, for the ith neuron,
its weights form a (p+N + 1)× 1 dimensional weight vector
w(k) = [wi,1(k), . . . , w(k) = [wi,p+N+1(k)] , where p is the
number of external inputs and N is the number of feedback
connections. One additional element of the weight vector W
is the bias input weight. The feedback consists of the delayed
output signals of the RNN. The following equations fully
describe the RNN [27]:
uTi (k) = [s(k − 1), . . . , s(k − p), 1, . . . , y1(k − 1),
y2(k − 1), . . . , yN (k − 1)] (11)
vi(k) =
p+N+1∑
l=1
wi,l(k)ul(k) (12)
φ(v) =
1
1 + e−βv
(13)
yi(k) = φ(vi(k)), i = 1, 2, . . . , N (14)
Real-time recurrent learning (RTRL) based training of the
RNN is achieved upon minimizing the instantaneous squared
TABLE I
NUMBER OF NEURONS (2N ) USED FOR THE DIFFERENT KINDS OF
WAVELETS, THE RELATIVE RMS, THE CORRELATION COEFFICIENT (Γ)
BETWEEN THE EXPERIMENTAL AND THE PREDICTED DATA, AND THE
CONVERGENCE EPOCHS
Kind 2N RMS Γ Epochs
Biort. 2.8 6 < 3 % 0.9987 5000
Biort. 3.7 10 < 1 % 0.9991 8000
Biort. 3.9 10 < 1 % 0.9990 10000
Coiflet 2 12 < 1 % 0.9988 11000
Daub. 4 8 < 3 % 0.9985 6000
Daub. 6 12 < 1 % 0.9985 6000
Daub. 8 12 < 1 % 0.9988 12000
Simlet 4 12 < 1 % 0.9986 10000
Simlet 7 12 < 1 % 0.9988 9000
error at the output of the first neuron of the RNN [28], which
can be expressed as
min
(
1
2
e2(k)
)
= min
(
1
2
[s(k)− y1(k)]2
)
(15)
where e(k) denotes the error at the output y1 of the RNN and
s(k) is the teaching signal. Hence, the correction for the lth
weight of neuron n at the time instant k can be derived as
follows:
∆wn,l(k) = −η
2
∂
∂wn,l(k)
e2(k) = −ηe(k) ∂e(k)
∂wn,l(k)
(16)
Since the external signal vector does not depend on the
elements of , the error gradient becomes [28], [25]
∂e(k)
∂wn,l(k)
e2(k) =
∂y1
∂wn,l(k)
(17)
A triple-indexed set of variables {pijn,l(k)} can be introduced
to characterize the RTRL algorithm for the RNN as
pijn,l =
∂yj(k)
∂wn,l
, 1 ≤ j, n ≤ N, 1 ≤ l ≤ p+1+N (18)
which is used to compute recursively the values of pijn,l(k) for
every time step k and all appropriate j, n and l. A detailed
derivation of the RTRL algorithm can be found in [25], [26],
and [28].
IV. PROPOSED STRUCTURE OF PREDICTION BASED ON
SECOND-GENERATION WAVELET AND RNN
Now we present the lifting scheme as a simple general
construction of second-generation wavelets. The basic idea,
which inspired its name, is to start with a very simple or
trivial multiresolution analysis and gradually work one’s way
up to a multiresolution analysis with particular properties. The
lifting schema allows one to custom-design the filters needed
in the transform algorithms to the situation at hand. In this
sense, it provides an answer to the algebraic stage of a wavelet
construction [29]. Wavelet functions ψj,m are traditionally de-
fined as the dyadic translations and dilations on one particular
L2(R), i.e., the mother wavelet ψ : ψj,m = ψ(2jx − m).
We refer to such wavelets as first-generation wavelets. In this
paper, we introduce a more general setting where the wavelets
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Fig. 2. (a) RBF transfer function f(x) and (b) relative wavelet function
f˜(x).
are not necessarily translations and dilations of each other
but still enjoy all the powerful properties of first-generation
wavelets. These wavelets are referred to as second-generation
wavelets.
A. Basics of Second-Generation Wavelet Theory
We present the lifting scheme, which is a simple but quite
powerful tool, to construct second-generation wavelets. Lifting
is made by a space-domain construction of biorthogonal
wavelets developed in [21]. It consists of the iteration of the
following three basic operations: The split consists in dividing
the original data into two disjointed subsets. For example, we
will split the original dataset x[n] into xe[n] = x[2n], which
are the even indexed points, and xo[n] = x[2n+1], which are
the odd indexed points. The prediction consists in generating
the wavelet coefficients d[n] as the error in predicting xo[n]
from xe[n] using the prediction operator P
d[n] = xo[n]− Pxe[n] (19)
The update consists in combining xe[n] and d[n] to obtain
scaling coefficients c[n] which represent a coarse approxi-
mation to the original signal x[n]. This is accomplished by
applying an updating operator U to the wavelet coefficients
and adding to xe[n]
c[n] = xe[n] + Ud[n] (20)
These three steps form a lifting stage. Iteration of the lifting
stage on the output c[n] creates the complete set of discrete
wavelet transform (DWT) scaling and the wavelet coefficients
cj [n] and dj [n]. The lifting steps are easily inverted even if P
and U are nonlinear or space-varying. Rearranging (19) and
(20), we have {
xe[n] = c[n]− Ud[n]
xo[n] = d[n] + Pxe[n]
(21)
The described lifting scheme also leads to a fast in-place cal-
culation of the wavelet transform, i.e., an implementation that
does not require auxiliary memory. In the lifting framework of
Fig. 1, the update structure depends on the predictor structure.
Hence, if P is space-varying or nonlinear, then so is U , and the
design procedure becomes unwieldy. A crafty detour around
this problem is to perform the update step first, followed by
the prediction. The relevant equations then become
Fig. 3. Selected RNN topology for the buildup of P and U .
{
c[n] = xe[n] + Uxo[n]
d[n] = c[n]− Pxe[n] (22)
After designing an update filter to preserve the first N˜
low-order polynomials in the data, we can apply any space-
varying or nonlinear predictor without affecting the coarse
approximation c[n]. Since the update and predict lifting stage
creates c[n] prior to d[n], the prediction operator can be
designed to optimize the performance criteria in addition to
polynomial suppression capability [29].
B. Proposed Novel Buildup of P and U Based on RNN
RNN has already been proven to be able to exploit the
intrinsic features of time series in order to predict its temporal
evolution [30], [31]. In the aim to design a forecast neural
network, wavelet coefficients as input set give a better and
efficient expression of these intrinsic features, packing in a few
significant coefficients all the energy (and information) carried
by the input signals. In [32] and [33], the authors show a
properly designed hybrid neuro-wavelet recurrent network that
is also able to execute wavelet reconstruction and prediction
of a signal. In this paper, we derive a lifting and updating
construction based on a polynomial signal suppression and
preservation argument. Exploiting the generalization and pre-
diction properties of the RNNs, we realize both the operators
P and U , thereby tailoring the relative structures to do the
lifting and predicting stages. More generally, we let the signal
itself dictate the structure of the predictor. In a scale-adapted
transform, we adapt the predictor in each lifting stage in
order to match the signal structure at the corresponding scale.
The basic idea is to use an RNN to adapt the predictor to
the signal. This optimization produces predictors that can
match both polynomial and nonpolynomial signal structures.
The optimization itself is a straightforward N -dimensional
constrained least squares problem. The constraint is that we
require the predictor to suppress N th ≤ M th order polyno-
mials, they being related to the well-known vanish moments
characterizing the various wavelet systems and summarized in
Table I. Now let xo denote the odd-indexed data we wish to
predict, and let Xe : [Xe]n,k = xe[n−k] be a matrix composed
of the even-indexed data used in the prediction. The vector of
prediction errors then is given by
e = xo −Xep (23)
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Our objective is to find the prediction coefficients that
minimize the sum of squared prediction errors eT e while
satisfying the N ≤ M polynomial constraints. This we solve
as
min ‖xo −Xep‖2 (24)
The optimal prediction coefficients for this constrained least
squares problem can be found efficiently. We call the proposed
system WRNN. In fact, it is able to reconstruct a signal from
wavelet coefficients, and also to predict these wavelet coeffi-
cients aiming to reconstruct and forecast the signal. To obtain
this behavior, some rules have to be applied during the design
and implementation stages. For reasons that will become clear
later, all the hidden layers have a pair neuron number; also,
to permit in sequence the wavelet coefficient exploitation and
the signal reconstruction, a double hidden layer is required
in the proposed architecture. As for the hidden layers, the
neuron’s activation function (transfer function) has to simulate
a wavelet function. It is not possible to implement a wavelet
function itself as transfer function for a forecast-oriented time-
predictive neural network, because wavelets do not verify some
basic properties such as the absence of local minima and
do not provide by themselves a sufficiently graded response
[34]. In the existing range of possible transfer functions, only
some particular classes approximate the functional form of a
wavelet.
In this paper, RBFs are chosen as transfer functions for the
selected RNNs, as shown in Fig. 2. Indeed, these particular
kinds of functions well describe half of a wavelet in first
approximation, even though these do not verify the properties
shown by (4) and (5). Anyway, after scaling, shifting, and
repetition of the chosen activation function, it is possible to
obtain several mother wavelet filters. Let f : [−1; 1]→ R+ be
the chosen transfer function; then it verifies all the properties
of a wavelet function
f˜(x+ 2k) =
{
+f(2x+ 1) x ∈ [−1, 0]
−f(2x− 1) x ∈ [0,+1] ∀ k ∈ Z (25)
So it is possible for the selected neural networks to simulate
a wavelet by using the radbas function defined in the [−1; 1]
real domain. It is indeed possible to verify that∫ 2k+1
2h+1
f˜(x)dx = 0 ∀ h < k ∈ Z (26)
It was shown that, in order to simulate a wavelet function,
these chosen transfer functions have to be symmetrically peri-
odic to emulate a wavelet. This is the reason why we choose
a pair of neurons with the aim of having the same number
of positive and negative layer weights in the reconstruction
layer. Theoretically, if this happens, then the neuron pairs
of the second layer emulate exactly a reconstruction filter.
Although this is a theoretical schema, there are strong reasons
for the weights in this experimental setup to have a nonzero
sum because the neural network beyond to perform the inverse
wavelet transform must perform also the signals prediction.
Initially, several wavelet decompositions were used to obtain
an input vector of wavelet coefficients, with the aim to study
the capability of the selected neural network to reconstruct
and predict the signal simulating different kinds of wavelet
functions. Different kinds of topology and size variations were
also implemented to select the better performing neural net-
work design. The implemented wavelet decompositions permit
the location of the coefficient bands related to the timescale
relative to the prediction goals. By thresholding to zeros
the bands unrelated to the selected timescales, the resulting
coefficients and residuals carry relevant information for the
predictions. These wavelet coefficients were then provided as
input (~ui(t)) to the system. The selected neural network is
composed of two hidden layers of 16 neurons and a single
output neuron. The wavelet decomposition of the time series is
given as N×4 input vectors at time t0 with a three-step delay
and a one-step output feedback to predict the output signals
s(t0 + 1). To improve the generalization of the selected RNN,
we have used the common method called early stopping. The
considered RNN topology for the proposed novel buildup of
P and U is shown in Fig. 3.
V. EXPERIMENTAL SETUP
The IDRILAB laboratories of the University of Catania
provided the experimental study of the electrical behavior of
PV modules and strings. The facility incorporates meteoro-
logical instrumentation with a data acquisition system, and
electronic loads to obtain the plot of the current versus voltage
(IV curves) of the PV modules shown in Fig. 4. Precision
spectral pyranometers (thermopile and photodiode) are used
to measure the total solar radiation. A three-cup anemometer
and wind vane assembly is used to measure the wind speed
and wind direction, as shown in Fig. 5. Ambient temperature
is measured using a perforated-tip type-T thermocouple sensor
enclosed in a naturally ventilated multiplate radiation shield.
The meteorological data are provided in wireless mode by
means of a ZigBee interface in conjunction with a software
platform based on the functional schema of the meteorological
data station. The meteorological variables are stored in a
MySQL database. The power supply of the sensor module
has two voltage levels: 5 VDC for the anemometer, ambient
temperature, relative humidity, and photodiode pyranometer;
and ±12 VDC for the termopile pyranometer. The processed
data was gathered by a WSENS metero unit from the following
sensors.
1) Wind speed
• Type: Polycarbonate cups with magnetic switch.
• Range: 3–241 km/h.
• Accuracy: 3 km/h.
• Resolution: 1 km/h.
2) Temperature
• Type: Bandgap with digital output.
• Range: −40◦C to 123.8◦C.
• Resolution: 0.01◦.
• Accuracy: 1◦ in the range 20◦C to 50◦C.
3) Relative humidity
• Type: Capacitive polymer with digital output.
• Range: 0%–100%.
• Resolution: 0.03%.
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Fig. 4. PV modules. Fig. 5. Metereological data instrumentation.
• Accuracy: 2% from 10%–90%.
4) Solar irradiation
• Type: Thermopile pyranometer.
• Range: 0–1400 W/m2
• Resolution: 1%.
• Accuracy: 2 W/m2
A long-term data survey was made from June 2007 to
November 2008 at the IDRILAB Laboratory, University of
Catania. During the acquisition period, the data were registered
as described in the following. Wind velocities were recorded
using a polycarbonate cup with magnetic switch, capable of
measurements in the range 3241 km/h with 5% accuracy.
RH measurements were made with a capacitive polymer with
digital output, providing 2% accuracy in the range 10%-90%.
For the temperature measurements, we used a digital bandgap
in the range −20◦C to 50◦C with 1◦ uncertainty. The solar
radiation on the horizontal plane was measured by a pyrometer.
VI. SIMULATION RESULTS
The experimental data were collected at sampling intervals
of 10 min and automatically stored as synchronized time series
by the information infrastructure managed by the laboratory
staff. The collected input dataset was at first decomposed using
the wavelet decompositions reported in Table I. The wavelet
scale was chosen to have a dyadic expansion so that the first
band could be representative of 2-day time steps. This was
made for the temperature, RH, and wind speed time series.
The measured horizontal plane solar radiation ranged from 0
to 1300 Wm2. The input pattern was composed of 12 element
vectors (4 elements of 3 types of measurements). The input
elements were the a1(t0) residues, and the d1(t0), d2(t0−), and
d2(t0+) details. The neural networks were trained to predict
1-D output signals s(t1) at about two days in the future. In
Table I, we report the main features of the different networks
implemented for the different kinds of wavelets relative to
the simulation results depicted in Figs. 6–14. The data series
are very long, therefore, in order to plot in a clear manner
the obtained solar radiation prediction, only a small part is
presented Figs. 6–14, and the data sample was chosen in an
arbitrary manner. The quality of prediction was the same for
the time data series as a whole. Here, the time refers to 10000
epochs. As shown in Table I, the number of neurons doubles
the number of vanishing moments plus a variable number. In
fact, the synthesis filter affects this variable because of the use
of this filter by the network for the prediction in the wavelet
domain.
VII. CONCLUSIONS
Efficient development and utilization of solar energy and
accurate knowledge of the availability and variability of solar
radiation intensity, both in time and spatial domains, are
very critical issues in renewable energy systems, such as PV
modules. The experimental setup available at the University
of Catania provided the latter information. ANNs have been
used for several years for various time-series forecasting
applications, but the lack of a systematic neural network
modeling procedure and strategy has led to exploring other
innovative approaches, especially using wavelet theory and
wavelet networks. Several papers have appeared in the re-
cent literature on forecasting problems faced by using neural
networks, some of which are listed in [35], [36], [37], [38],
[39]. The good performance of our model forecasting has
led to the following main conclusions: The novelty of this
approach is that the proposed WRNN does not provide the
wavelet coefficients coming from the intrinsic information
from other input coefficients; indeed, it is able to reconstruct
them directly from the sampled signal from band-selected
coefficients. Elizondo et al.proposed the use of a feedforward
neural network to estimate the measured daily total solar
radiation, the predicted daily total solar radiation, the tilt
angle of panel efficiency of the PV array, as well as other
parameters such as the temperature, precipitation, clear-sky
radiation, day length, and day of the year [12]. Al-Alawi
and Al-Hinai [9] used an ANN to analyze the relationship
between the total radiation and climatology variables; this
model predicted the total radiation values to a good accuracy
of approximately 93%. The key point of the reported solar
radiation forecasting is the novel structure of the prediction
which is based on second-generation wavelets and RNN.
Guessoum et al. [20] have used RBF networks to predict
solar radiation data. In their work, the input and the output
are the solar radiation data corresponding to a particular day
and those of the next day. Kalogirou et al. [11] used an
RNN to predict the maximum solar radiation from relative
humidity and temperature. The results indicate that the corre-
lation coefficient obtained varied between 98.58% and 98.75%.
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Fig. 6. Wavelet biortogonal 2.8 decomposition set.
Fig. 7. Wavelet biortogonal 3.7 decomposition set.
Some authors have proposed particle swarm optimization and
adaptive neuro fuzzy inference systems approaches for short-
term renewable sources forecasting. From the computational
point of view, the proposed approach is more efficient because
of the fast convergence of the neural network, as shown by
the mean square error (MSE) traces plotted in Figs. 6–14. The
proposed forecasting method is robust to data errors. It leads
to savings in the inverse wavelet transform calculation. Finally,
it represents an innovation from the methodological point
of view. The simulation results obtained with the proposed
forecasting method show a very low RMS error compared
to those obtained by other solar radiation prediction methods
based on hybrid neural networks already developed.
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