Large-scale unconstrained optimization is a fundamental and important class of, yet not well-solved problems in numerical optimization. The main challenge in designing an algorithm is to require a few storage locations or very inexpensive computations while preserving global convergence. In this work, we propose a novel approach solving large-scale unconstrained optimization problem by combining the dynamic subspace technique and the BFGS update algorithm. It is clearly demonstrated that our approach has the same rate of convergence in the dynamic subspace as the BFGS and less memory than L-BFGS. Further, we give the convergence analysis by constructing the mapping of low-dimensional Euclidean space to the adaptive subspace. We compare our hybrid algorithm with the BFGS and L-BFGS approaches. Experimental results show that our hybrid algorithm offers several significant advantages such as parallel computing, convergence efficiency, and robustness.
Introduction
In the past two decades, the applications of subspace optimization in various specific problems have been extensively studied. The main aim of designing a conjugate gradient-like method on a subspace for large-scale unconstrained optimization problems is to reduce the overall cost of computation and computational storage. For example, Narkiss et al. in [1] proposed a sequential subspace optimization (SESOP) method. At each iteration, the search for a minimum of the objective function over a subspace spanned by the current gradient direction and a few previous steps. For convex problems, the method orders the rate of convergence to be 1 N 2 (N is the number of the iterations). Andrei in [2] given a three-term conjugate gradient algorithm for large-scale unconstrained optimization using subspace minimizing technique. Similar to the SECOP method, the subspace of this method is also spanned by several specific vectors. The numerical experiments show that this new algorithm is more robust than conjugate gradient algorithms respectively proposed by Hestenes and Stiefel [3] , Dai and Liao [4] , Dai and Yuan and Polak [5] , Ribiére and Poliak [6] , as well as the limited memory quasi-Newton method (L-BFGS method reported in [7] ) and the discrete truncated-Newton method (TN method described in [8] by Nash ).
These subspace-based methods have a significant improvement for solving large-scale optimization problems, but they are rarely based on the quasi-Newton theory. However, Wang and Yuan in [9] proposed some subspace trust-region algorithms by studying subspace properties of trust-region methods for unconstrained optimization, In fact, every Our motivation employing the subspace method is that, if H k is replaced by a specially constructed matrixH k in our giving truncated form (1) , thus the proposed iteration x k of the minimum x ∈ R n will be constrained on a low-dimensional hyperplane P (the dimension of P is denoted by m). Moreover, by constructing a linear mapping from R m to P, we can show that the updating process of x ∈ P is equivalent to the variable ξ ∈ R m update in ξ-minimization applying the standard BFGS method. The dynamic hyperplane P k will gradually stabilize and closer to the minimum of f when ∇f k 2 → 0. Thus, the Fast-BFGS method has the same rate of convergence as the BFGS method near the minimum point. Our proposed Fast-BFGS method has the following advantages:
• We propose a novel dynamic subspace-based BFGS method solving large-scale unconstrained minimization problem, where the search direction at each iteration is constrained on a low-dimensional dynamic subspace and updated by using the BFGS method. • Our method only needs to store m n-dimensional vectors and a m × m matrix. Many experiments show that it's still effective when m tends to be small, therefore we have an advantage over the L-BFGS method (described by Liu et al. [11] ) in limited memory, and also inexpensive cost in parallel computing. • The numerical results on a variety of problems from the CUTE collection [12, 13, 14] show that our algorithm is more effective than the BFGS method or L-BFGS method in the vast majority of cases.
The present paper is organized as follows. Section 2 proves that H k in the traditional BFGS method can be decomposed into the sum of rank-one matrices with a group of special direction vector {s i } i<k , then gives the necessary and sufficient conditions for H k to be expressed as the truncated form (1) . A new Hessian-free method is presented in Section 3. Convergence analysis of our method is given in Section 4, and it is shown that our method is actually equivalent to the standard BFGS method on a low-dimensional subspace. Section 5 combines a method of adaptively updating the subspace with the method described in Section 3 to enable our algorithm to solve global optimization problems. Finally, Section 6 presents numerical results on a variety of problem in the CUTE collection.
The proposing truncated BFGS update
In this section, we provide some notations about BFGS method and our dynamic subspace which are useful for our later analysis. For any k ≥ 0, the variations of variables and gradients are denoted by
The rescaling of s k and y k are denoted bys
The block matrix of stacks [s 0 · · ·s k−1 ] is denoted by S k . For any given m < n, a matrix H ∈ R n×n is called in a truncated form if there exists k > 0 and L ∈ R min(k,m)×min(k,m) , make H can be decomposed as
whereS
When k > m, the function T k : R m → R m×m is given by
where t = [t 1 · · · t m ] T . Now assume that the BFGS method is start with m step and
We obtain
A easy induction gives
where
Theorem 2.1. If L m−1 is symmetrical positive definite, the matrix L k is symmetrical positive definite for k ≥ m.
Proof. The Eq. (4) follows that if L k−1 is symmetrical semi-positive definite then L k is also symmetrical semi-positive definite. Decomposing the matrix L k into
we have if det(L k−1 ) = 0 then det(L k ) = 0 is also not equal to 0. Continuing by induction, the proof is completed.
This theorem reveals the following important phenomenon.
we haves k ∈ span{s 0 , · · · ,s k−1 }, ∀k ≥ m. It follows thats k ∈ span{s 0 , · · · ,s m−1 }, rank(S k ) = rank(S m ), ∀k ≥ m. If rank(L m−1 ) = m, then the proof of Theorem (2.1) shows that rank(L k−1 ) = k. Thus, we finally have
Consider the large-scale unconstrained optimization problems. The Eq. (3) shows that the search direction in BFGS method can be computed by using
Since the computational complexity of p k is grows as k increases, that is not good for designing Eq. (6) as a parallel program. However, if there exist a integer m n and a series of m × m matrices {L k−1 } k≥m satisfy
then the computational complexity of p k is always equal to O(mn) + O(m 2 ). Remark 2.1. The update formula of L-BFGS method is also in a truncated form. Different from Eq. (7), The L-BFGS method makes an approximate estimation of H k ∇f k , and needs the data of {y k−m , · · · , y k−1 } when calculating p k .
The following theorem will shows us that the H k in the BFGS method cannot be expressed in the truncated form Eq. (7) for general optimization problems.
Theorem 2.3. Let m be an integer subject to m ≤ n. If rank(S m ) = m, then for ∀k ≥ m and any objective function, there exist a m × m matrixL k−1 subject to
Proof. We first show the sufficiency.
T m . When k > m, assuming there exist a series matrices {L m , · · · ,L k−1 } subject to
Using this equation and noting H i ∇f i is parallel tos i ,it lead tõ s 0 , · · · ,s k ∈ span {s 0 , · · · ,s m−1 }.
Applying the conclusion to the condition Eq. (8), there exist a m dimension vector t (k) which satisfỹ
Notice
we have
Continuing by induction, the proof of sufficiency is completed.
We are now truning to the proof of necessity.
For ∀k ≥ m, notice
For any objective function f , noting
and
we haves k−m ∈ span{s k+1−m , · · · ,s k }.
(11) Using Eq. (11) in to Eq. (10), we finally have rank(S k ) = rank(S k−1 ).
Continuing by induction, the proof of necessity is completed.
From this theorem, The condition (8) is too difficult to satisfy so that we cannot use the truncated form (7) to calculate the search direction most of the time. In the next section, we will modify the calculation of t (k) and and propose a new truncated form.
3 Fast-BFGS for Large-Scale Optimization
Fast-BFGS Updating
We proposed the Fast-BFGS method which is based on the following formula
where t (k) is computed by the following unconstrained problem
An argument similar to the proof of Theorem 2.3 shows that the variable x iterated by
converges to the solution of the problem
Relationship with BFGS Method
Let (β 0 , · · · , β m ) be the reordering of (s k−m , · · · ,s k ) and satisfy
If we want {x k } k≥m converges to the solution of the constrained optimization problem
with the rate of convergence is superlinear, we need to set rank(H m ) = m, then, for k ≥ m, reset
after updating x k to x k+1 .
We will prove the proposition in the next section.
Convergence Analysis
In this section, for ∀k ≥ m, we always reorder (s k−m , · · · ,s k ) after updating x k to x k+1 which is described in subsection 3.2.
Assuming rank(S m ) = m and denoting the Schmidt orthogonalization result of S m = [s 0 , · · · ,s m−1 ] as S unit m , then consider to solve the equivalent form of problem 14
by using BFGS method
The Proof. We divide our proof in four steps.
First, we need to verify two properties. For ∀k ≥ m, notice
The next thing to do in the proof is to show
Another step in the proof is to assume there exist k > m makes (τ ξ m+1 , H ξ m+1 ), · · · , (τ ξ k , H ξ k ) satisfy Eq. (17). Finally, we have to show that the Eq. (17) still holds when k ← k + 1. Combining Eq. (18) and Eq. (19), and then usingH k =S kLk−1S T k , we get
According to the definition of the reordering process which is described in subsection 3.2,s k−m ∈ span{s k−m+1 , · · · ,s k }, it follows that min t∈R m S k+1 t −s k−m 2 = 0. Using the notation T k (·) with is defined by Eq. (2), we have
Applying Eq. 
Continuing by induction, the proof is computed. 
in light of {ξ k } k≥m is generated by BFGS method, the proof will be completed. Proof. Noting the H ξ k is updated by the BFGS method, it follows that
Applying Lemma 4.1 to Eq. (24) and noting y ξ k = (S unit m ) T y k , we havẽ
ExpandingH k+1 intoS k+1LkS T k+1 , then applying the inversion formula S unit m (S unit m ) TS k+1 =S k+1 to Eq. (25), we obtain 
Combining (27) and (26), finally, we have
The prove is completed.
In last section, Theorem 4.2 shows that Fast-BFGS is used in solving the constrained problem 14. In order to arrive at a global minimum point, we modify the search direction as
where the definition ofH k =S kLk−1Sk is extended as
Consider to make the rate of convergence to be superlinear, we need to find the suitable v k by
The crucial basis in our modification of search direction is the following figure.
Left: v k / ∈ span{s k−m , · · · ,s k−1 } Figure 1 : Left: v k helps x k+1 to escape from x k + span{s k−m , · · · ,s k−1 } and rank(S k+1 ) ≥ rank(S k ); Right: From Eq. (29), p k is already the best search direction in the local area B (x k ) = {x ∈ R n |d(x k , x) < }.
Estimated the Length of v
However the problem (29) is too difficult to be solved. If we only consider decaying { ∇f k } with the direction of v is given and length is unknown, the problem becomes easier. Treating v k as an given unit vector, then modify the search direction as
where α k = arg min
Our task now is trun to estimate α k . Defining
then we obtain
If {∇ 2 f kHk } k≥m is bounded and α * k = 0, it is simple to show that α * k ∼ O( ∇f k 2 ) = . Applying α k to Eq. (31), we have
It follows that lim
Finally, we estimate α k by using
(32)
Set the direction of v
In order to make { ∇f k } descend at the beginning of iteration, we should make v k to satisfy α k v T k ∇f k > 0. Applying Eq. (32) to this condition, we
u1 2 u2 2 u 1 . In this paper, we set
and we don't need to calculate ∇ 2 f k precisely. Instead of using
, ifH k ∇f k = 0;
Remark 5.1. If we ignore condition α k v T k ∇f k > 0 and setting (ver − B) v k = ∇f k ;
(36)
the sequence { f k } generally descending faster, although {f k } may not be a strictly monotonic-descending sequence in this case. The experiment (Table 2 ) for CUTE problems illustrating this phenomenon.
Adaptive subspace
From Section 5.1, we have lim ∇f k |→0 α k = 0, it follows that the subspace will tend to gradually stabilize when the variables converge to the nearby of a minimum point. Thus, the convergence of our algorithm near the minimum point is similar to BFGS.
Fast-BFGS Method
The Complete algorithm of Fast-BFGS is given as Output: x k+1 .
Experiments
We report some numerical results of the Fast-BFGS algorithm. The code is written in Python 3.5 and Tensorflow 1.8.0 on the GPU NVIDIA RTX2080Ti with 1635MHz and 4352 shader cores. All codes(include the serial version on the CPU & parallel version on the GPU) for Fast-BFGS and related experiments are provided on URL https: //github.com/LizhengMathAi/F-BFGS. All the test functions and their initial values are given by the CUTE collection [12, 13, 14] .
When the number of variables is large, the cost of storingH k+1 is prohibitive. The Fast-BFGS method circumvent this problem. Table 1 compares the BFGS and L-BFGS with Fast-BFGS(ver-A) in terms of storage and computational complexity. Fig. 2 shows the GPU performance profile of Fast-BFGS versus L-BFGS. We see that Fast-BFGS was better in large-scale parallel computing. In the next set of experiments, Table 2 results illustrating the behavior of Fast-BFGS and other methods for those large-scale unconstrained optimization problems taken from the CUTE collection. It gives the number of function and gradient evaluations (nfg) and the termination criterion ∇f k 2 < 10 −5 is used. 954  384  460  211  DQRTIC  1000  ---35  31  EDENSCH  1000  59  86  52  42  23  ENGVAL1  1000  66  154  119  39  24  EG2  1000  7  6  6  8  8  EXTROSNB  1000  63  309  333  76  41  FLETCHER  100 >1000  -->1000  734  FREUROTH  1000  ---51  45  GENROSE  1000 >1000 >1000  39  48  - 
