We consider PAC-learning where the distribution is known to the student. The problem addressed here is characterizing when learnability with respect to distribution D1 implies learnability with respect to distribution Dz.
The best known u-algebra is that of the Borel sets -the smallest u-algebra containing all the intervals of the real line. In the sequel we shall assume a fixed u-algebra R, whose members will be called measurable sets, and investigate different distributions over R.
Our basic model of learning from examples is the PAC (probably approximately correct) model as defined in [5] , A concept class is a set C~R of concepts. The following lemma shows that we may assume that C is covered by concepts. In view of the above lemma, throughout the paper, we will assume that a cover is a subset of the concept class.
The following theorem characterizes learnability with respect to a fixed distribution: 2. obtain (ln 6-1 )/piO examples. To prove the sufficiency of (a, ,f3)-domination for learning, we need the following lemma:
Lemma 9 Let S be measurable with respect to D1
and let D1 and D2 be as above.
Then the probability that a sample of length m~max(2@, 1 + 2P In a) drawn by D2 includes a point in S is at least D1 (S).
Proofi
The probability that a D2-sample of length m contains a point in S is 1 -D2(X -S)m.
For this probability to be larger than
To finish the proof we show that max(2~, 1 + 2,Bln~) > lS~~[Z1;j.
Consider two cases:
Case (i): Dz(S)~*.
We use the following inequalities that hold for every O~x <l:
By the domination of DI, D1 (S)~~D2(S). The second inequality of (2) implies, By the first inequality of (2),
-In(l -D2(S))~D2(S).
To prove the lemma (for case (i)):
The last inequality holds since we assumed that D2(S) < +. 
Zrn q(u, x2) f? q 2~P ((E,y) :
j=m+l Substituting (6) in (5) In the full paper we extend our results to nonuniform learnability, and obtain similar results for the polynomial and solid nonuniform cases.
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