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Abstract—We propose a protocol that, given a communication network,
computes a subnetwork such that, for every pair (u, v) of nodes connected
in the original network, there is a a minimum-energy path between u and v in
the subnetwork (where a minimum-energy path is one that allows messages
to be transmitted with a minimum use of energy). The network computed
by our protocol is in general a subnetwork of the one computed by the pro-
tocol given in [13]. Moreover, our protocol is computationally simpler. We
demonstrate the performance improvements obtained by using the subnet-
work computed by our protocol through simulation.
I. INTRODUCTION
Multi-hop wireless networks, especially sensor networks, are
expected to be deployed in a wide variety of civil and military
applications. Minimizing energy consumption has been a major
design goal for wireless networks. As pointed out by Heinzel-
man et. al [3], network protocols that minimizes energy con-
sumption are key to low-power wireless sensor networks.
We can characterize a communication network using a graph
G′ where the nodes in G′ represent the nodes in the network,
and two nodes u and v are joined by an edge if it is possible for
u to transmit a message to v if u transmits at maximum power.
Transmitting at maximum power requires a great deal of energy.
To minimize energy usage, we would like a subgraph G of G′
such that (1) G consists of all the nodes in G′ but has fewer
edges, (2) if u and v are connected in G′, they are still con-
nected in G, and (3) a node u can transmit to all its neighbors in
G using less power than is required to transmit to all its neigh-
bors in G′. Indeed, what we would really like is a subnetwork
G of G′ with these properties where the power for a node to
transmit to its neighbors in G′ is minimal. Rodoplu and Meng
[13] provide a protocol that, given a communication network,
computes a subnetwork that is energy-efficient in this sense. We
call their protocol MECN (for minimum-energy communication
network).
The key property of the subnetwork constructed by MECN is
what we call the minimum-energy property. GivenG′, it guaran-
tees that between every pair (u, v) of nodes that are connected
in G′, the subgraph G has a minimum-energy path between u
and v, one that allows messages to be transmitted with a mini-
mum use of energy among all the paths between u and v in G′.
In this paper, we first identify conditions that are necessary and
sufficient for a graph to have this minimum-energy property. We
use this characterization to construct a protocol called SMECN
(for small minimum-energy communication network). The sub-
network constructed by SMECN is provably smaller than that
constructed by MECN if broadcasts at a given power setting are
able to reach all nodes in a circular region around the broad-
caster. We conjecture that this property will hold in practice
even without this assumption. Our simulations show that by be-
ing able to use a smaller network, SMECN has lower link main-
tenance costs than MECN and can achieve a significant saving
in energy usage. SMECN is also computationally simpler than
MECN.
The rest of the paper is organized as follows. Section II gives
the network model (which is essentially the same as that used in
[13]). Section III identifies a condition necessary and sufficient
for achieving the minimum-energy property. This characteri-
zation is used in Section IV to construct the SMECN protocol
and prove that it constructs a network smaller than MECN if the
broadcast region is circular. In Section V, we give the results of
simulations showing the energy savings obtained by using the
network constructed by SMECN. Section VI concludes our pa-
per.
II. THE MODEL
We use essentially the same model as Rodoplu and Meng
[13]. We assume that a set V of nodes is deployed in a two-
dimensional area, where no two nodes are in the same physical
location. Each node has a GPS receiver on board, so knows it
own location, to within at least 5 meters of accuracy. It does
not necessarily know the location of other nodes. Moreover, the
location of nodes will in general change over time.
A transmission between node u and v takes power p(u, v) =
td(u, v)
n for some appropriate constant t, where n ≥ 2 is the
path-loss exponent of outdoor radio propagation models [12],
and d(u, v) is the distance between u and v. A reception at the
receiver takes power c. Computational power consumption is
ignored.
Suppose there is some maximum power pmax at which the
nodes can transmit. Thus, there is a graph G′ = (V,E′) where
(u, v) ∈ E′ if it is possible for u to transmit to v if it transmits
at maximum power. Clearly, if (u, v) ∈ E, then td(u, v)n ≤
pmax. However, we do not assume that a node u can transmit
to all nodes v such that td(u, v)n ≤ pmax. For one thing, there
may be obstacles between u and v that prevent transmission.
Even without obstacles, if a unit transmits using a directional
transmit antenna, then only nodes in the region covered by the
antenna (typically a cone-like region) will receive the message.
Rodoplu and Meng [13] implicitly assume that every node can
transmit to every other node. Here we take a first step in explor-
ing what happens if this is not the case. However, we do assume
that the graph G′ is connected, so that there is a potential com-
munication path between any pair of nodes in V .
Because the power required to transmit between a pair of
nodes increases as the nth power of the distance between them,
for some n ≥ 2, it may require less power to relay informa-
tion than to transmit directly between two nodes. As usual, a
path r = (u0, . . . , uk) in a graph G = (V,E) is defined to be
an ordered list of nodes such that (ui, ui+1) ∈ E. The length
of r = (u0, . . . , uk), denoted |r|, is k. The total power con-
sumption of a path r = (u0, u2, · · · , uk) in G′ is the sum of the
transmission and reception power consumed, i.e.,
C(r) =
k−1∑
i=1
(p(ui, ui+1) + c).
A path r = (u0, . . . , uk) is a minimum-energy path from u0
to uk if C(r) ≤ C(r′) for all paths r′ in G′ from u0 to uk. For
simplicity, we assume that c > 0. (Our results hold even without
this assumption, but it makes the proofs a little easier.)
A subgraph G = (V,E) of G′ has the minimum-energy prop-
erty if, for all (u, v) ∈ V , there is a path r in G that is a
minimum-energy path in G′ from u to v.
III. A CHARACTERIZATION OF MINIMUM-ENERGY
COMMUNICATION NETWORKS
Our goal is to find a minimal subgraph G of G′ that has
the minimum-energy property. Note that a graph G with the
minimum-energy property must be strongly connected since, by
definition, it contains a path between any pair of nodes. Given
such a graph, the nodes can communicate using the links in G.
For this to be useful in practice, it must be possible for each
of the nodes in the network to construct G (or, at least, the rele-
vant portion of G from their point of view) in a distributed way.
In this section, we provide a condition that is necessary and suf-
ficient for a subgraph of G′ to be minimal with respect to the
minimum-energy property. In the next section, we use this char-
acterization to provide an efficient algorithm for constructing a
graph G with the minimum-energy property that, while not nec-
essarily minimal, still has relatively few edges.
Clearly if a subgraph G = (V,E) of G′ has the minimum-
energy property, an edge (u, v) ∈ E is redundant if there is a
path r from u to v in G such that |r| > 1 and C(r) ≤ C(u, v).
Let Gmin = (V,Emin) be the subgraph of G′ such that (u, v) ∈
Emin iff there is no path r from u to v inG′ such that |r| > 1 and
C(r) ≤ C(u, v). As the next result shows, Gmin is the smallest
subgraph of G′ with the minimum-energy property.
Theorem III.1: A subgraphG ofG′ has the minimum-energy
property iff it contains Gmin as a subgraph. Thus, Gmin is the
smallest subgraph of G′ with the minimum-energy property.
Proof: We first show that Gmin has the minimum-energy
property. Suppose, by way of contradiction, that there are nodes
u, v ∈ V and a path r in G′ from u to v such that C(r) <
C(r′) for any path r′ from u to v in Gmin. Suppose that r =
(u0, . . . , uk), where u = u0 and v = uk. Without loss of gen-
erality, we can assume that r is the longest minimal-energy path
from u to v. Note that r has no repeated nodes for any cycle can
be removed to give a path that requires strictly less power. Since
Gmin has no redundant edges, for all i = 0, . . . , k−1, it follows
that (ui, ui+1) ∈ Emin. For otherwise, there is a path ri in G′
from ui to ui+1 such that |ri| > 1 and C(ri) ≤ C(ui, ui+1).
But then it is immediate that there is a path r∗ in G′ such that
C(r∗) ≤ C(r) and r∗ is longer than r, contradicting the choice
of r.
To see that Gmin is a subgraph of every subgraph of G′ with
the minimum-energy property, suppose that there is some sub-
graph G of G′ with the minimum-energy property that does not
contain the edge (u, v) ∈ Emin. Thus, there is a minimum-
energy path r from u to v in G. It must be the case that C(r) ≤
C(u, v). Since (u, v) is not an edge in G, we must have |r| > 1.
But then (u, v) /∈ Emin, a contradiction.
This result shows that in order to find a subgraph ofGwith the
minimum-energy property, it suffices to ensure that it contains
Gmin as a subgraph.
IV. A POWER-EFFICIENT PROTOCOL FOR FINDING A
MINIMUM-ENERGY COMMUNICATION NETWORK
Checking if an edge (u, v) is in Emin may require checking
nodes that are located far from u. This may require a great deal
of communication, possibly to distant nodes, and thus require a
great deal of power. Since power-efficiency is an important con-
sideration in practice, we consider here an algorithm for con-
structing a communication network that contains Gmin and can
be constructed in a power-efficient manner rather than trying to
construct Gmin itself.
Say that an edge (u, v) ∈ E′ is k-redundant if there is a path
r in G′ such that |r| = k and C(r) ≤ C(u, v). Notice that
(u, v) ∈ Emin iff it is not k-redundant for all k > 1. Let E2
consist of all and only edges in E′ that are not 2-redundant. In
our algorithm, we construct a graph G = (V,E) where E ⊇
E2; in fact, under appropriate assumptions, E = E2. Clearly
E2 ⊇ Emin, so G has the minimum-energy property.
There is a trivial algorithm for constructing E2. Each node u
starts the process by broadcasting a neighbor discovery message
(NDM) at maximum power pmax, stating its own position. If a
node v receives this message, it responds to u with a message
stating its location. LetM(u) be the set of nodes that respond to
u and let N2(u) denote u’s neighbors in E2. Clearly N2(u) ⊆
M(u). Moreover, it is easy to check that N2(u) consists of all
those nodes v ∈ M(u) other than u such that there is no w ∈
M(u) such that C(u,w, v) ≤ C(u, v). Since u has the location
of all nodes in M(u), N2(u) is easy to compute.
The problem with this algorithm is in the first step, which in-
volves a broadcast using maximum power. While this expendi-
ture of power may be necessary if there are relatively few nodes,
so that power close to pmax will be required to transmit to some
of u’s neighbors in E2, it is unnecessary in denser networks. In
this case, it may require much less than pmax to find u’s neigh-
bors in E2. We now present a more power-efficient algorithm
for finding these neighbors, based on ideas due to Rodoplu and
Meng [13]. For this algorithm, we assume that if a node u trans-
mits with power p, it knows the region F (u, p) around u which
can be reached with power p. If there are no obstacles and the
antenna is omnidirectional, then this region is just a circle of ra-
dius dp such that tdnp = p. We are implicitly assuming that even
if there are obstacles or the antenna is not omni-directional, a
node u knows the terrain and the antenna characteristics well
enough to compute F (u, p). If there are no obstacles, we show
that E2 is a subgraph of what Rodoplu and Meng call the en-
closure graph. Our algorithm is a variant of their algorithm for
constructing the enclosure graph.
Before presenting the algorithm, it is useful to define a few
terms.
Definition IV.1: Given a node v, let Loc(v) denote the phys-
ical location of v. The relay region of the transmit-relay node
pair (u, v) is the physical regionRu→v such that relaying through
v to any point in Ru→v takes less power than direct transmis-
sion. Formally,
Ru→v = {(x, y) : C(u, v, (x, y)) ≤ C(u, (x, y))},
where we abuse notation and take C(u, (x, y)) to be the cost of
transmitting a message from u to a virtual node whose location
is (x, y). That is, if there were a node v′ such that Loc(v′) =
(x, y), thenC(u, (x, y)) = C(u, v′); similarly,C(u, v, (x, y)) =
C(u, v, v′). Note that, if a node v is in the relay region Ru→w,
then the edge (u, v) is 2-redundant. Moreover, since c > 0,
Ru→u = ∅.
Given a region F , let
NF = {v ∈ V : Loc(v) ∈ F};
if F contains u, let
RF (u) =
⋂
w∈NF
(F (u, pmax)−Ru→w). (1)
The following proposition gives a useful characterization of
N2(u).
Proposition IV.2: Suppose that F is a region containing the
node u. If F ⊇ RF (u), then NRF (u) ⊇ N2(u). Moreover,
if F is a circular region with center u and F ⊇ RF (u), then
NRF (u) = N2(u).
Proof: Suppose that F ⊇ RF (u). We show that NRF (u)
⊇ N2(u). Suppose that v ∈ N2(u). Then clearly Loc(v) /∈
∪w∈V Ru→w and Loc(v) ∈F (u, pmax). Thus, Loc(v) ∈RF (u),
so v ∈ NRF (u).
Now suppose that F is a circular region with center u and
F ⊇ RF (u). The preceding paragraph shows that NRF (u) ⊇
N2(u). We now show that NRF (u) ⊆ N2(u). Suppose that
v ∈ NRF (u). If v /∈ N2(u), then there exists some w such
that C(u,w, v) ≤ C(u, v). Since transmission costs increase
with distance, it must be the case that d(u,w) ≤ d(u, v). Since
v ∈ NRF (u) ⊆ NF and F is a circular region with center u, it
follows that w ∈ NF . Since C(u,w, v) ≤ C(u, v), it follows
that Loc(v) ∈ Ru→w . Thus, v /∈ RF (u), contradicting our
original assumption. Thus, v ∈ N2(u).
The algorithm for node u constructs a set F such that F ⊇
RF (u), and tries to do so in a power-efficient fashion. By Propo-
sition IV.2, the fact that F ⊇ RF (u) ensures that NRF (u) ⊇
N2(u). Thus, the nodes in NRF (u) other than u itself are taken
to be u’s neighbors. By Theorem III.1, the resulting graph has
the minimum-energy property.
Essentially, the algorithm for node u starts by broadcasting
an NDM with some initial power p0, getting responses from all
nodes in F (u, p0), and checking if F (u, p0) ⊇ RF (u,p0)(u).
If not, it transmits with more power. It continues increasing
the power p until F (u, p) ⊇ RF (u,p)(u). It is easy to see that
F (u, pmax) ⊇ RF (u,pmax)(u), so that as long as the power in-
creases to pmax eventually, then this process is guaranteed to
terminate. In this paper, we do not investigate how to choose
the initial power p0, nor do we investigate how to increase the
power at each step. We simply assume some function Increase
such that Increasek(p0) = pmax for sufficiently large k. An ob-
vious choice is to take Increase(p) = 2p. If the initial choice
of p0 is less than the total power actually needed, then it is easy
to see that this guarantees that the total amount of transmission
power used by u will be within a factor of 2 of optimal. 1
Thus, the protocol run by node u is simply
p = p0;
while F (u, p) 6⊇ RF (u,p)(u) do Increase(p);
N(u) = NRF (u,p)
A more careful implementation of this algorithm is given in Fig-
ure 1. Note that we also compute the minimum power p(u) re-
quired to reach all the nodes in N(u). In the algorithm, A is
the set of all the nodes that u has found so far in the search
and M consists of the new nodes found in the current iteration.
In the the computation of η in the second-last line of the algo-
rithm, we take ∩v∈M (F (u, pmax) − Ru→v) to be F (u, pmax)
if M = ∅. For future reference, we note that it is easy to
show that, after each iteration of the while loop, we have that
η = ∩v∈A(F (u, pmax)−Ru→v).
Algorithm SMECN
p = p0;
A = ∅;
NonNbrs = ∅;
η = F (u, pmax);
while F (u, p) 6⊇ η do
p = Increase(p);
Broadcast NDM with power p and gather responses;
M = {v|Loc(v) ∈ F (u, p), v 6∈ A, v 6= u};
A = A
⋃
M ;
for each v ∈M do
for each w ∈ A do
if Loc(v) ∈ Ru→w then
NonNbrs = NonNbrs
⋃
{v};
else if Loc(w) ∈ Ru→v then
NonNbrs = NonNbrs
⋃
{w};
η = η ∩
⋂
v∈M (F (u, pmax)−Ru→v);
N(u) = A−NonNbrs ;
p(u) = min{p : F (u, p) ⊇ η}
Fig. 1
ALGORITHM SMECN RUNNING AT NODE u.
Define the graph G = (V,E) by taking (u, v) ∈ E iff v ∈
N(u), as constructed by the algorithm in Figure 1. It is imme-
diate from the earlier discussion that E ⊇ E2. Thus
Theorem IV.3: G has the minimum-energy property.
We next show that SMECN dominates MECN. MECN is de-
scribed in Figure 2. For easier comparison, we have made some
1Note that, in practice, a node may control a number of directional transmit
antennae. Our algorithm implicitly assumes that they all transmit at the same
power. This was done for ease of exposition. It would be easy to modify the
algorithm to allow each antenna to transmit using different power. All that is
required is that after sufficiently many iterations, all antennae transmit at maxi-
mum power.
Algorithm MECN
p = p0;
A = ∅;
NonNbrs = ∅;
η = F (u, pmax);
while F (u, p) 6⊇ η do
p = Increase(p);
Broadcast NDM with power p and gather responses;
M = {v|Loc(v) ∈ F (u, p), v 6∈ A, v 6= u};
A = A
⋃
M ;
NonNbrs = NonNbrs
⋃
M ;
for each v ∈M do Flip(v);
η =
⋂
v∈(A−NonNbrs)(F (u, pmax)−Ru→v);
N(u) = A−NonNbrs ;
p(u) = min{p : F (u, p) ⊇ η}
Procedure Flip(v)
if v 6∈ NonNbrs then
NonNbrs = NonNbrs
⋃
{v};
for each w ∈ A such that Loc(w) ∈ Ru→v do
Flip(w);
else if Loc(v) /∈ ∪w∈A−NonNbrsRu→w then
NonNbrs = NonNbrs − {v};
for each w ∈ A such that Loc(w) ∈ Ru→v do
Flip(w);
Fig. 2
ALGORITHM MECN RUNNING AT NODE u.
inessential changes to MECN to make the notation and presen-
tation more like that of SMECN. The main difference between
SMECN and MECN is the computation of the region η. As
we observed, in SMECN, η = ∩v∈A(F (u, pmax) − Ru→v) at
the end of every iteration of the loop. On the other hand, in
MECN, η = ∩v∈A−NonNbrs (F (u, pmax) − Ru→v). Moreover,
in SMECN, a node is never removed fromNonNbrs once it is in
the set, while in MECN, it is possible for a node to be removed
from NonNbrs by the procedure Flip. Roughly speaking, if
a node v ∈ Ru→w, then, in the next iteration, if w ∈ Ru→t
for a newly discovered node t, but v /∈ Ru→t, node v will be
removed from NonNbrs by Flip(v). In [13], it is shown that
MECN is correct (i.e., it computes a graph with the minimum-
energy property) and terminates (and, in particular, the proce-
dure Flip terminates). Here we show that, at least for circular
search regions, SMECN does better than MECN.
Theorem IV.4: If the search regions considered by the algo-
rithm SMECN are circular, then the communication graph con-
structed by SMECN is a subgraph of the communication graph
constructed by MECN.
Proof: For each variable x that appears in SMECN, let xkS
denote the value of x after the kth iteration of the loop; similarly,
for each variable in MECN, let xkM denote the value of x after
the kth iteration of the loop. It is almost immediate that SMECN
maintains the following invariant: v ∈ NonNbrskS iff v ∈ AkS
and Loc(v) ∈ ∪w∈Ak
S
Ru→w. Similarly, it is not hard to show
that MECN maintains the following invariant: v ∈ NonNbrskM
iff v ∈ AkS and Loc(v) ∈ ∪w∈Ak
M
−NonNbrsk
M
Ru→w. (Indeed,
the whole point of the Flip procedure is to maintain this invari-
ant.) Since it is easy to check that AkS = AkM , it is immedi-
ate that NonNbrskS ⊇ NonNbrs
k
M . Suppose that SMECN ter-
minates after kS iterations of the loop and MECN terminates
after kM MECN iterations of the loop. Hence ηkS ⊆ ηkM for
all k ≤ min(kS , kM ). Since both algorithms use the condition
F (u, p) ⊇ η to determine termination, it follows that SMECN
terminates no later than MECN; that is, kS ≤ kM .
Since the search region used by SMECN is assumed to be cir-
cular, by Proposition IV.2, AkSS −NonNbrs
kS
S
= N2 (u). More-
over, even if we continue to iterate the loop of SMECN (ignoring
the termination condition), then F (u, p) keeps increasing while
η keeps decreasing. Thus, by Proposition IV.2 again, we con-
tinue to have AkS − NonNbrs
k
S = N2 (u) even if k ≥ kS . That
means that if we were to continue with the loop after SMECN
terminates, none of the new nodes discovered would be neigh-
bors of u. Since the previous argument still applies to show that
NonNbrs
kM
S
⊇ NonNbrskM
M
, it follows that N2(u) = AkMS −
NonNbrskM
S
⊆ AkM
M
−NonNbrskM
M
. That is, the communication
graph constructed by SMECN has a subset of the edges of the
communication graph constructed by MECN.
In the proof of Theorem IV.4, we implicitly assumed that
both SMECN and MECN use the same value of initial value
p0 of p and the same function Increase. In fact, this assump-
tion is not necessary, since the neighbors of u in the graph com-
puted by SMECN are given by N2(u) independent of the choice
of p0 and Increase, as long as F (u, p0) 6⊇ F (u, pmax) and
Increasek(p0) ≥ pmax for k sufficiently large. Similarly, the
proof of Theorem IV.4 shows that the set of neighbors of u com-
puted by MECN is a superset of N2(u), as long as Increase and
p0 satisfy these assumptions.
Theorem IV.4 shows that the neighbor set computed by MECN
is a superset of N2(u). As the following example shows, it may
be a strict superset (so that the communication graph computed
by SMECN is a strict subgraph of that computed by MECN).
Example IV.5: Consider a network with 4 nodes t, u, v, w,
where Loc(v) ∈ Ru→w, Loc(w) ∈ Ru→t, and Loc(v) /∈ Ru→t.
It is not hard to choose power functions and locations for the
nodes which have this property. It follows that N2(u) = {t}.
(It is easy to check that Loc(t) /∈ Ru→v ∪ Ru→w.) On the
other hand, suppose that Increase is such that t, v, and w are
added to A in the same step. Then all of them are added to
NonNbrs in MECN. Which ones are taken out by Flip then de-
pends on the order in which they are considered in the loop 2
For example, if they are considered in the order v, w, t, then
the only neighbor of u is again t. However, if they are con-
sidered in any other order, then both v and t become neighbors
of u. For example, suppose that they are considered in the or-
der t, w, v. Then Flip makes t a neighbor, does not make w a
neighbor (since Loc(w) ∈ Ru→t), but does make v a neighbor
(since Loc(v) /∈ Ru→t). Although Loc(v) /∈ Ru→w , this is not
taken into account since w ∈ NonNbrs at the point when v is
considered.
2Note that the final neighbor set of MECN is claimed to be independent of the
ordering in [13]. However, the example here shows that this is not the case.
V. SIMULATION RESULTS AND EVALUATION
How can using the subnetwork computed by (S)MECN help
performance? Clearly, sending messages on minimum-energy
paths is more efficient than sending messages on arbitrary paths,
but the algorithms are all local; that is, they do not actually find
the minimum-energy path, they just construct a subnetwork in
which it is guaranteed to exist.
There are actually two ways that the subnetwork constructed
by (S)MECN helps. First, when sending periodic beaconing
messages, it suffices for u to use power p(u), the final power
computed by (S)MECN. Second, the routing algorithm is re-
stricted to using the edges ∪u∈VN(u). While this does not
guarantee that a minimum-energy path is used, it makes it more
likely that the path used is one that requires less energy con-
sumption.
To measure the effect of focusing on energy efficiency, we
compared the use of MECN and SMECN in a simulated appli-
cation setting.
Both SMECN and MECN were implemented in ns-2 [11],
using the wireless extension developed at Carnegie Mellon [4].
The simulation was done for a network of 200 nodes, each with
a transmission range of 500 meters. The nodes were placed uni-
formly at random in a rectangular region of 1500 by 1500 me-
ters. (There has been a great deal of work on realistic placement,
e.g. [14], [2]. However, this work has the Internet in mind.
Since the nodes in a multihop network are often best viewed as
being deployed in a somewhat random fashion and move ran-
domly, we believe that the uniform random placement assump-
tion is reasonable in many large multihop wireless networks.)
We assume a 1/d4 transmit power roll-off for radio propa-
gation. The carrier frequency is 914 MHz; transmission raw
bandwidth is 2 MHz. We further assume that each node has an
omni-directional antenna with 0 dB gain, which is placed 1.5
meter above the node. The receive threshold is 94 dBW, the car-
rier sense threshold is 108 dBW, and the capture threshold is 10
dB. These parameters simulate the 914 MHz Lucent WaveLAN
DSSS radio interface. Given these parameters, the t parameter
in Section II is 101 dBW. We ignore reception power consump-
tion, i.e. c = 0.
Each node in our simulation has an initial energy of 1 Joule.
We would like to see how our algorithm affects network per-
formance. To do this, we need to simulate the network’s appli-
cation traffic. We used the following application scenario. All
nodes periodically send UDP traffic to a sink node situated at
the boundary of the network. The sink node is viewed as the
master data collection site. The application traffic is assumed
to be CBR (constant bit rate); application packets are all 512
bytes. The sending rate is 0.5 packets per second. This applica-
tion scenario has also been used in [5]. Although this applica-
tion scenario does not seem appropriate for telephone networks
and the Internet (cf. [8], [9]), it does seem reasonable for ad hoc
networks, for example, in environment-monitoring sensor ap-
plications. In this setting, sensors periodically transmit data to a
data collection site, where the data is analyzed.
To find routes along which to send messages, we use AODV [10].
However, as mentioned above, we restrict AODV to finding routes
that use only edges in ∪vN(u). There are other routing proto-
cols, such as LAR [7], GSPR [6], and DREAM [1], that take ad-
vantage of GPS hardware. We used AODV because it is readily
available in our simulator and it is well studied. We do not be-
lieve that using a different routing protocol would significantly
affect the results we present here.
We assumed that each node in our simulation had an initial
energy of 1 Joule and then ran the simulation for 1200 simula-
tion seconds, using both SMECN and MECN. We did not ac-
tually simulate the execution of SMECN and MECN. Rather,
we assumed the neighbor set N(u) and power p(u) computed
by (S)MECN each time it is run were given by an oracle. (Of
course, it is easy to compute the neighbor set and power in the
simulation, since we have a global picture of the network.) Thus,
in our simulation, we did not take into account one of the bene-
fits of SMECN over MECN, that it stops earlier in the neighbor-
search process. Since a node’s available energy is decreased
after each packet reception or transmission, nodes in the sim-
ulation die over time. After a node dies, the network must be
reconfigured. In [13], this is done by running MECN periodi-
cally. In the full paper, we present a protocol that does this more
efficiently. In our simulations, we have used this protocol (and
implemented an analogous protocol for MECN).
For simplicity, we simulated only a static network (that is,
we assumed that nodes did not move), although some of the
effects of mobility—that is, the triggering of the reconfiguration
protocol—can already be observed with node deaths.
In this setting, we were interested in network lifetime, as mea-
sured by two metrics: (1) the number of nodes still alive over
time and (2) the number of nodes still connected to the sink.
Before describing the performance, we consider some fea-
tures of the subnetworks computed by MECN and SMECN.
Since the search regions will be circular with an omnidirec-
tional antenna, Theorem IV.4 assures us that the network used by
SMECN will be a subnetwork of that used by MECN, but it does
not say how much smaller it will be. The initial network in a typ-
ical execution of the MECN and SMECN is shown in Figure 3.
The average number of neighbors of MECN and SMECN are
3.64 and 2.80 respectively. Thus, each node running MECN has
roughly 30% more links than the same node running SMECN.
This makes it likely that the final power setting computed will
be higher for MECN than for SMECN. In fact, our experiments
show that it is roughly 49% higher, so more power will be used
by nodes running MECN when sending messages. Moreover,
AODV is unlikely to find routes that are as energy efficient with
MECN.
As nodes die (due to running out of power), the network topol-
ogy changes due to reconfiguration. Nevertheless, as shown in
Figure 4, the average number of neighbors stays roughly the
same over time, thanks to the reconfiguration protocol.
Turning to the network-lifetime metrics discussed above, as
shown in Figure 5, SMECN performs consistently better than
MECN for both. The number of nodes still alive and the number
of nodes still connected to the sink decrease much more slowly
in SMECN than in MECN. For example, in Figure 5(a), at time
1200, 64% of the nodes have died for MECN while only 22% of
the nodes have died for SMECN.
Finally, we collected data on average energy consumption per
node at the end of the simulation, on throughput, and on end-
to-end delay. MECN uses 63.4% more energy per node than
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SMECN. SMECN delivers more than 127% more packets than
MECN by the end of the simulation, MECN’s delivered pack-
ets have an average end-to-end delay that is 21% higher than
SMECN. Overall, it is clear that the performance of SMECN is
significantly better than MECN. We did not simulate the perfor-
mance of the network in the absence of an algorithm designed
to conserve power (This is partly because it was not clear what
power to choose for broadcasts. If the maximum power is used,
performance will be much worse. If less power is used, the
network may get disconnected.) However, these results clearly
show the advantages of using an algorithm that increases energy
efficiency.
VI. CONCLUSION
We have proposed a protocol SMECN that computes a net-
work with minimum-energy than that computed by the protocol
MECN of [13]. We have shown by simulation that SMECN
performs significantly better than MECN, while being compu-
tationally simpler.
As we showed in Proposition IV.2, in the case of a circular
search space, SMECN computes the set E2 consisting of all
edges that are not 2-redundant. In general, we can find a com-
munication network with the minimum-energy property that has
fewer edges by discarding edges that are k-redundant for k > 2.
Unfortunately, for u to compute whether an edge is k-redundant
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NETWORK LIFE TIME WITH RESPECT TO TWO DIFFERENT METRICS.
for k > 2 will, in general, require information about the loca-
tion of nodes that are beyond u’s broadcast range. Thus, this
computation will require more broadcasts and longer messages
on the part of the nodes. There is a tradeoff here; it is not clear
that the gain in having fewer edges in the communication graph
is compensated for by the extra overhead involved. We plan to
explore this issue experimentally in future work.
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