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2 MAGNETOSTATIC PROBLEMS IN FRACTAL DOMAINS
1. Introduction
The aim of this paper is to study a magnetostatic problem in a fractal domain.
Trying to understand the magnetic properties of fractal structures is a new challenge
from both the practical and theoretical point of view. In general mathematical physics
on fractals is still a young subject, see [2–6] for some results; magnetic operators on
fractal spaces have been studied only very recently, [26, 28, 29, 32], as well as heat
transfer across fractal layers or boundaries [8, 12, 13, 27, 37, 38, 40, 53]. Our long term
motivation includes a possibility to study non-quantized penetration of magnetic field
in the vortex state of superconductors [20] in fractal domains.
A mathematical theory of electrodynamics on domains with fractal boundary still
has to be developed. Although many results are well known in the case of Lipschitz
domains, see for instance [15, Chapter IX], for such fractal domains even the simplest
models and effects have not yet been discussed. Our considerations here should be
regarded as a preliminary step in a long term project, which aims to provide theoretical
and numerical studies of related physical phenomena. We believe that, beyond their
theoretical interest, such results may also be useful for the construction of concrete
prototypes in industrial applications, which aim to maximize (or minimize) physical
quantities such as the intensity of the magnetic vector field induced by a given current
density.
In the present paper we consider a linear magnetostatic problem in a cylindrical
three-dimensional domain Q = Ω × I, where Ω is the two-dimensional snowflake do-
main with Koch-type boundary F and I is the unit interval. We consider the problem
of finding a divergence free magnetic vector potential for given time-independent per-
meability and time-independent current density, and we assume that the magnetic
induction vanishes outside Q.
Using trace and extension techniques from [34] we establish a generalized Stokes for-
mula, see Theorem 4.4. It involves generalized tangential traces that can be expressed
as a limit of tangential traces along the boundaries of “polyhedral” approximations.
We establish a Friedrichs inequality, Theorem 5.3, and establish existence and unique-
ness of weak solutions, Theorem 5.4. For the numerical approximation, we restrict
ourselves to the axial-symmetric case, which in turn brings us to solve the problem in
the snowflake domain. We consider both the fractal and pre-fractal problems, which
we denote with (P¯ ) and (P¯n) respectively. We prove existence and uniqueness of weak
solutions (Propositions 6.1 and 6.3) and regularity results (Proposition 6.2). We show
that, in a suitable sense, the pre-fractal solutions converge to the limit fractal one,
see Theorem 6.4. We consider the numerical approximation of the pre-fractal problem
(P¯n) by a FEM scheme. To obtain an optimal a priori error estimate, we rely on the
regularity of the weak solution of problem (P¯n) in suitable weighted Sobolev spaces,
see Theorem 7.1. Since the pre-fractal domain Ωn is not convex, the solution is not in
H2(Ωn), hence the rate of convergence is deteriorated. By using a suitable mesh con-
structed in [10], which is compliant with the so-called Grisvard conditions [24], we can
prove optimal a priori error estimates. These conditions involve the weight exponent
of the weak solution given in Theorem 7.1. We finally present numerical simulations,
which describe the behavior of the magnetic field. It turns out that the intensity of
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the magnetic field increases as the length of the boundary approaches the “length” of
F × I. We believe that this effect may be useful for potential applications.
2. Fractal domains
We write |P − P ′| to denote the Euclidean distance between two points P and P ′
in RN . The Koch snowflake F ⊂ R2 is the union F = ⋃3i=1 K(i) of three com-planar
Koch curves K(1), K(2) and K(3), cf. [17, Chapter 8], whose junction points A, B and
C are the vertices of a regular triangle. We assume this triangle has unit side length,
i.e. |A−B| = |A− C| = |B − C| = 1.
The single Koch curve K(1) is the uniquely determined self-similar set with respect
to a family Ψ1 of four contractive similarities ψ
(1)
1 , ..., ψ
(1)
4 , all having contraction ratio
1
3
, see [17,19]. Let V
(1)
0 := {A,B}, ψi1...in := ψi1 ◦ · · · ◦ ψin , V (1)i1...in := ψ(1)i1...in(V (1)0 ) and
V
(1)
n :=
4⋃
i1...in=1
V
(1)
i1...in
.
We write i|n = (i1, i2, . . . , in) and V (1)? := ∪n≥0V (1)n . The closure in RN of V (1)∗ is just
K(1). Now let K
(1)
0 denote the unit segment whose endpoints are A and B. We set
K
(1)
i1...in
= ψi1...in(K
(1)
0 ) and
K(1)n :=
4⋃
i1...in=1
K
(1)
i1...in
.
In a similar way, it is possible to approximate K(2) and K(3) by the sequences
(V
(2)
n )n≥0 and (V
(3)
n )n≥0, we denote their unions by V
(2)
? and V
(3)
? , respectively. The
polygonal curves associated with V
(2)
n and V
(3)
n are denoted by K
(2)
n and K
(3)
n , respec-
tively.
The Koch snowflake F itself is approximated by the sequence (Fn)n≥1 of “pre-fractal”
closed polygonal curves Fn, defined by
(2.1) Fn =
3⋃
i=1
K(i)n ,
see Figure 1.
Notation 2.1. By Ωn ⊂ R2 we denote the bounded open set with boundary Fn and by
Qn the three-dimensional cylindrical domain having Sn := Fn×[0, 1] as “lateral surface”
and the sets Ωn × {0} and Ωn × {1} as bases. We similarly write Ω for the bounded
open domain in R2 with boundary F (“snowflake domain”), define the cylindrical-type
surface S := F × I and let Q denote the open cylindrical domain having S as lateral
surface and the sets Ω× {0} and Ω× {1} as bases, see Figure 2.
3. A 3D magnetostatics problem
We formulate a linear magnetostatic problem on the fractal domain Q. To deduce
it and to explain its physical meaning we start by recalling Maxwell’s equations for
classical macroscopic electromagnetic fields. We assume that Q is made up from a
linear material, i.e. in a material without any magnetization or polarization effects,
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Figure 1. The pre-fractal curve F4.
Figure 2. The lateral surface S2.
and we assume it is dielectric, i.e. its conductivity can be neglected, see for instance [46,
Section 1.2.1]. Then Ampe`re’s law, curl(H) = J + ∂D
∂t
, tells that the total magnetic
field H induced around a closed loop equals the electric current plus the rate of change
of the electric displacement field D enclosed by the loop, here J denotes the electric
current density, i.e. the vector field describing the directed flow of electric charges. The
corresponding magnetic induction is B = µH, where µ is a positive and bounded scalar
function of space and time, called the permeability of the material. By Faraday’s law
of induction, curl(E) = −∂B
∂t
, the voltage induced in a closed loop equals the change of
the enclosed magnetic field. Here E = 1
ε
D, where ε is a positive and bounded scalar of
space and time referred to as the permittivity of the material. These assumptions of µ
and ε mean we model a inhomogeneous isotropic material, so practically Q may consist
of a mixture of different materials whose electromagnetic properties may depend on
the location in space but not on the direction of the fields. Gauss’ law, div(D) = ρ,
states that the electric flux leaving a volume equals the charge inside, here ρ ≥ 0 is the
charge density. According to Gauss’ law for magnetism, div(B) = 0, i.e. the magnetic
flux through a closed surface is zero.
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We now make the following assumptions leading to a much simpler magnetostatic
setup:
• the permittivity ε = ε(x) and the permeability µ = µ(x) are time-independent ;
• the charge density is zero, ρ = 0;
• the current density J ≡ J(x) is time-independent and real valued ;
• the fields E ≡ E(x) and H ≡ H(x) are time-independent and real valued ;
• all the fields vanish outside Q.
Under these assumptions, Maxwell’s equations on Q read
(3.1) curl(H) = J, curl(E) = 0, div(D) = 0, div(B) = 0,
where D = εE and B = µH.
Our assumption that E vanishes in Qc means that the surrounding region Qc is a
perfect conductor. When passing from one to another medium the parallel component
of the electric field should be continuous, this can be seen by taking a small rectangular
loop with long sides parallel to ∂Q, one inside Q, one outside and applying Faraday’s
law. Since the field vanishes outside Q this forces to impose what is referred to as the
perfectly conducting boundary condition n× E = 0 on ∂Q.
Since B is divergence free, there exists a magnetic vector potential u = (u1, u2, u3)
such that B = curl(u), and we may choose it to be divergence free, div u = 0. Note
that Gauss’ law for magnetism then becomes trivial.
Also B is supposed to be zero on Qc. Therefore, looking at the flux of the magnetic
field through small closed loops on ∂Q, which should not differ for the interior and
the exterior field, and applying the Kelvin-Stokes theorem, it follows that we should
impose n× u = 0 on ∂Q. See for instance [23, Section 5.4.2] or [58, p. 82].
We now restrict attention to the magnetic field only and pose the following problem:
Given µ and J as above, find a magnetic vector potential u that satisfies
(3.2) (P )

curl
(
1
µ
curl(u)
)
= J in Q,
div u = 0 in Q,
n× u = 0 on ∂Q.
Note that if µ is constant then the first equation rewrites
(3.3) −∆vecu = µJ,
where ∆vec denotes the vector Laplacian.
4. Trace theorems, Stokes formula and Gauss-Green identity
We discuss measures, function spaces and trace theorems. The latter allow rigorous
definitions of boundary conditions and generalizations of classical integral formulas.
We write B(P, r) = {P ′ ∈ RN : |P ′ − P | < r}, P ∈ RN , r > 0, for the euclidean ball
of radius r centered at P . For the two-dimensional Lebesgue measure we write dx1dx2
and for the three-dimensional one we write dx = dx1dx2dx3.
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On the snowflake curve F =
3⋃
i=1
K(i) we consider the finite Borel measure µ defined
by
µF := µ1 + µ2 + µ3,
where µi denotes the normalized Hausdorff measure of dimension Df =
ln 4
ln 3
, restricted
to Ki, i = 1, 2, 3. It is well known that c1r
Df ≤ µF (B(P, r)) ≤ c2rDf , P ∈ F , r > 0,
with positive constants c1 and c2. If we endow the cylindrical type surface S = F × I
with the measure
dµS := dµF × dx3,
where dx3 is one-dimensional Lebesgue measure on I, then clearly
(4.1) c1r
Df+1 ≤ µS(B(P, r)) ≤ c2rDf+1
for all P ∈ S and r > 0.
We equip the boundary ∂Q with the measure
(4.2) dµ∂Q = χSdµS + χΩ˜dx1dx2,
where Ω˜ = (Ω× {0}) ∪ (Ω× {1}) is the union of the two bases of the cylinder domain
Q in Notation 2.1. In particular, suppµ∂Q = ∂Q.
From (4.1) and the quadratic scaling of the two-dimensional Lebesgue measure it
follows that
(4.3)
µ∂Q(B(P, kr)) ≤ c1 kDf+1µ∂Q(B(P, r)) and µ∂Q(B(P, kr)) ≥ c2 k2µ∂Q(B(P, r))
for all P ∈ ∂Q, r > 0, k ≥ 1 such that kr ≤ 1.
We write L2(Q) and L2(Qn) for the L
2-spaces with respect to the three-dimensional
Lebesgue measure, the spaces L2(Ω), L2(Ωn), L
2(∂Qn) are taken with respect to the
two-dimensional Lebesgue respectively Hausdorff measure (depending on whether con-
sidered in R2 or R3). For ∂Q we write L2(∂Q) = L2(∂Q, µ∂Q), the L2-space with
respect to µ∂Q.
The spaces Hα(RN) = Hα,2(RN) denote the usual Bessel potential spaces, see for
instance [1], where they are denoted by Lα,2(RN). Given a domain O ⊂ RN , the
notation H1(O) denotes the classical Sobolev space of square integrable functions with
finite Dirichlet integral, usually denoted by W 1,2(O).
Since the boundary ∂Q = Ω˜∪S is a closed set composed by sets of different Hausdorff
dimension, in order to consider the trace space of Hα(Q) on ∂Q, we introduce suitable
spaces B˜2,2α (∂Q) as in [34, page 356]. For any
(4.4)
1
2
< α < 2− Df
2
let B˜2,2α (∂Q) denote the class of functions u on ∂Q such that
(4.5)
‖u‖2
B˜2,2α (∂Q)
= ‖u‖2L2(∂Q) +
∫∫
|x−y|<1
|u(x)− u(y)|2
|x− y|2α−3(µ∂Q(B(x, |x− y|)))2 dµ∂Q(x) dµ∂Q(y)
is finite.
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We remark that µ∂Q defined in (4.2) is not an Ahlfors regular d-measure on ∂Q.
That is, the µ∂Ω-measure of a ball of radius r > 0 can not be estimated from above
and below, respectively, by a constant times rd. Therefore the space B˜2,2α (∂Q) does not
coincide with the usual Besov space B2,2α (∂Q) defined in [35, page 103] or [57].
We denote by |A| the Lebesgue measure of a subset A ⊂ RN . For f ∈ Hα(O),
O ⊂ RN open, we put
(4.6) γ0f(P ) = lim
r→0
1
|B(P, r) ∩O|
∫
B(P,r)∩O
f(x) dx
at every point P ∈ O where the limit exists. This is a typical form of restriction
operator in the spirit of Lebesgue differentiation.
The following trace theorem is a special case of [34, Theorem 1], see also [34, Propo-
sition 2].
Proposition 4.1. Let α be as in (4.4). B˜2,2α (∂Q) is the trace space of H
α(R3), that is:
(i) f 7→ γ0f is a linear and continuous operator from Hα(R3) to B˜2,2α (∂Q);
(ii) There exists a linear and continuous operator Ext: B˜2,2α (∂Q) → Hα(R3) such
that γ0 ◦ Ext is the identity operator on B˜2,2α (∂Q).
Combined with trace and extension results between the spaces H1(R3) and H1(Q),
such as for instance [35, Chapter VII, Theorem 1, combined with Chapter VIII, Propo-
sition 1], we obtain the following.
Corollary 4.2. The space B˜2,21 (∂Q) is the trace space of H
1(Q) on ∂Q, i.e. there exist
a continuous linear restriction operator from H1(Q) to B˜2,21 (∂Q) and a continuous
linear extension from B˜2,21 (∂Q) to H
1(Q).
For the restriction to ∂Q of a function f ∈ H1(Q) we write f |∂Q.
More classical trace and extension results cover the case of Lipschitz boundaries,
such as the sets ∂Qn := Sn ∪ Ω˜n, where Ω˜n := (Ωn × {0}) ∪ (Ωn × {1}). For the
following result see [25,48].
Proposition 4.3. The space H
1
2 (∂Qn) is the trace space of H
1(Qn) on ∂Qn in the
following sense:
(i) γ0 is a continuous and linear operator from H
1(Qn) to H
1
2 (∂Qn);
(ii) there is a continuous linear operator Ext from H
1
2 (∂Qn) to H
1(Qn) such that
γ0 ◦ Ext is the identity operator in H 12 (∂Qn).
As usual, we write H−
1
2 (∂Qn) to denote the dual space of H
1
2 (∂Qn), see [21, p. 8].
We pass to vector valued functions. Consider the space
H(curl, Q) :=
{
u = (u1, u2, u3) : Q→ R3 : u1, u2, u3 ∈ L2(Q) and curl u ∈ L2(Q)3
}
.
Endowed with the norm ‖u‖curl,Q =
(
‖u‖2L2(Q)3 + ‖curl u‖2L2(Q)3
)1/2
, it becomes a
Hilbert space, see for instance [16,21] or [56].
We now prove a generalized vector Stokes formula. Suppose u ∈ H(curl, Q). For
any v ∈ B˜2,21 (∂Q)3 let w ∈ H1(Q)3 be such that w|∂Q = v, defined component-wise in
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the sense of Corollary 4.2, and consider the quantity
γτu(v) :=
∫
Q
u · curl w dx−
∫
Q
w · curl u dx.
Theorem 4.4. Let Q be the Koch-type pipe.
(i) The map u 7→ γτu is well defined as a bounded linear operator from H(curl, Q)
into ((B˜2,21 (∂Q))
′)3. By setting u× n|∂Q := γτu we have
(4.7) | 〈u× n|∂Q,v〉((B˜2,21 (∂Q))′)3,B˜2,21 (∂Q)3 | ≤ c ‖u‖curl,Q ‖v‖B˜2,21 (∂Q)3
for all u ∈ H(curl, Q) and v ∈ B˜2,21 (∂Q)3.
(ii) Moreover, we have
(4.8)
〈u× n|∂Q,w|∂Q〉((B˜2,21 (∂Q))′)3,B˜2,21 (∂Q)3 = limn→∞ 〈u× n|∂Qn ,w|∂Qn〉H− 12 (∂Qn)3,H 12 (∂Qn)3
and
(4.9) 〈u× n|∂Q,w|∂Q〉((B˜2,21 (∂Q))′)3,B˜2,21 (∂Q)3 =
∫
Q
u · curl w dx−
∫
Q
w · curl u dx
for all u ∈ H(curl, Q) and w ∈ H1(Q)3.
Formula (4.8) provides a suitable approximation of u×n|∂Q in terms of the tangential
traces u×n|∂Qn along the Lipschitz boundaries ∂Qn, see [21, §2, Theorem 2.11] or [56].
In this sense u × n|∂Q can be seen as a generalized tangential trace and (4.9) is a
generalized Stokes formula.
Proof. Let u ∈ H(curl, Q). Given v ∈ B˜2,21 (∂Q)3, let w ∈ H1(Q)3 be such that
w|∂Q = v in B˜2,21 (∂Q)3. Then Cauchy-Schwarz together with the inclusion H1(Q)3 ⊂
H(curl, Q) and Corollary 4.2 lead to the estimate
| 〈u× n|∂Q,w|∂Q〉 | ≤ ‖u‖L2(Q)3‖ curl w‖L2(Q)3 + ‖w‖L2(Q)3‖curl u‖L2(Q)3
≤ c ‖w‖H1(Q)3‖u‖curl,Q
≤ c ‖v‖B˜2,21 (∂Q)3‖u‖curl,Q.
This shows in particular, that γτu(v) is independent from the choice of the extension
w of v, and that u× n is an element of ((B˜2,21 (∂Q))′)3 which satisfies (4.7).
We now consider the sequence of domains Qn = Ωn×I, which are bounded Lipschitz
domains and satisfy Qn ⊂ Qn+1 and Q =
⋃∞
n=1Qn. By the vector Stokes formula for
Lipschitz domains, cf. [21, §2, Theorem 2.11] or Appendix I in [56], together with the
dominated convergence theorem, we have
lim
n→∞
〈u× n|∂Qn ,w|∂Qn〉H− 12 (∂Qn)3,H 12 (∂Qn)3 = limn→∞
∫
Qn
u · curl w dx−
∫
Qn
w · curl u dx
=
∫
Q
u · curl w dx−
∫
Q
w · curl u dx
= 〈u× n,w|∂Q〉((B˜2,21 (∂Q))′)3,B˜2,21 (∂Q)3
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for all w ∈ H1(Q)3 and n, where u×n|∂Qn is defined as an element of H−
1
2 (∂Qn)
3. 
Next, consider the space
H(div, Q) :=
{
u = (u1, u2, u3) : Q→ R3 : u1, u2, u3 ∈ L2(Q) and div u ∈ L2(Q)
}
,
which is Hilbert when equipped with the norm ‖u‖div,Q =
(
‖u‖2L2(Q)3 + ‖div u‖2L2(Q)
)1/2
.
Following the same pattern as above one can establish a generalized Gauss-Green for-
mula. This can be done as in [39].
Suppose u ∈ H(div, Q). For any v ∈ B˜2,21 (∂Q) let w ∈ H1(Q) be such that w|∂Q = v
in the sense of Corollary 4.2 and consider
γνu(v) :=
∫
Q
u · ∇w dx+
∫
Q
(div u)w dx.
By proceeding as in [39, Theorem 3.7] we can prove the following Green formula.
Theorem 4.5. Let Q be the Koch-type pipe.
(i) The map u 7→ γνu is well defined as a bounded linear operator from H(div, Q)
into ((B˜2,21 (∂Q))
′). By setting u · n|∂Q := γνu, we have
| 〈u · n|∂Q, v〉((B˜2,21 (∂Q))′),B˜2,21 (∂Q) | ≤ c ‖u‖div,Q ‖v‖B˜2,21 (∂Q) .
for all u ∈ H(div, Q) and v ∈ B˜2,21 (∂Q).
(ii) Moreover, we have
(4.10) 〈u · n|∂Q, w|∂Q〉((B˜2,21 (∂Q))′),B˜2,21 (∂Q) = limn→∞ 〈u · n|∂Qn , w|∂Qn〉H− 12 (∂Qn),H 12 (∂Qn)
and
(4.11) 〈u · n|∂Q, w|∂Q〉(B˜2,21 (∂Q))′,B˜2,21 (∂Q) =
∫
Q
u · ∇w dx−
∫
Q
(div u)w dx
for all u ∈ H(div, Q) and w ∈ H1(Q).
Similarly as before formula (4.10) provides a suitable approximation of u · n|∂Q by
normal traces u · n|∂Qn on the Lipschitz boundaries ∂Qn, which follows again from
corresponding results in the Lipschitz case, [21, §2, Theorem 2.5].
Remark 4.6. We point out that the results of this Section hold not only for the Koch-
type pipe. Indeed, these results can be extended to every domain Q having as boundary
∂Q a d-set or an arbitrary closed set of R3, under the assumption that Q can be
approximated by an invading sequence of Lipschitz domains {Qn}, as in this case.
5. Friedrichs inequality and weak solutions
We discuss (3.2) in terms of weak solutions and the Lax-Milgram Theorem, and to
do so we introduce the symmetric bilinear form
a(u,w) =
∫
Q
curl(w) ·
(
1
µ
curl(u)
)
dx, u,w ∈ H(curl, Q),
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where, in agreement with the above assumptions, µ is a real valued measurable function
on Q satisfying µ0 ≤ µ ≤ µ1 a.e. in Q with two constants µ0, µ1 > 0. Given J ∈ L2(Q)3
we consider the linear and continuous functional on H(curl, Q), defined by
f(w) =
∫
Q
J ·w dx, w ∈ H(curl, Q).
The interpretation as an identity in ((B˜2,21 (∂Q))
′)3 gives a rigorous meaning to the
boundary condition u × n = 0 in (3.2). To encode it in a suitable function space, we
consider the space H0(curl, Q), defined as the closure in H(curl, Q) of all compactly
supported smooth vector fields C∞c (Q)
3.
Remark 5.1. Taking into account the boundary condition in (3.2), the natural space
would be Ker γτ := {w ∈ H(curl, Q) : n×w = 0 on ∂Q}. The inclusion H0(curl, Q) ⊂
Ker γτ follows from (4.9). The reverse inclusion is not straightforward, and to keep the
present note simple we leave its investigation to a later forthcoming paper.
If we agree to say that a weak solution in H0(curl, Q) of the equation
(5.1) curl
(
1
µ
curl(u)
)
= J
is a vector field u ∈ H0(curl, Q) such that a(u,v) = f(v) for all v ∈ H0(curl, Q), then
test vector fields v can in particular be recruited from
Ker(curl, Q) := {w ∈ H0(curl, Q) : curl w = 0} ,
so that a weak solution of (P ) can only exist if J satisfies the compatibility condition
(5.2) f(v) =
∫
Q
J · v dx = 0 ∀v ∈ Ker(curl, Q).
Moreover, since we are also interested in the uniqueness of weak solutions, we restrict
ourselves to the quotient space H0(curl, Q)/Ker(curl, Q), which by a simple quadratic
variational problem, [21, Corollary 1.2], involving the quotient space norm, see [30, p.
94-95] or [44, Lemma 3.5], is seen to be isometrically isomorphic to the space
(5.3)
H0,⊥(curl, Q) :=
u ∈ H0(curl, Q) :
∫
Q
u ·w dx = 0 for all w ∈ Ker(curl, Q)
 .
A second requirement to be incorporated in the function spaces is that a solution
u of (P ) should be divergence free. We consider the space H0(div, Q), defined as the
completion in H(div, Q) of C∞c (Q)
3, and its subspace
Ker(div, Q) := {u ∈ H0(div, Q) : div u = 0}.
This discussion suggests that one possible way to phrase (P ) rigorously could be to
look for a weak solution to equation (5.1) in the space H0,⊥(curl, Q)∩Ker(div, Q). The
latter space admits a much simpler description. A proof of the following fact can be
found at the end of this section.
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Proposition 5.2. A vector field u ∈ H0(curl, Q) ∩ H0(div, Q) is an element of
H0,⊥(curl, Q) if and only if div u = 0.
As a next step of simplification, the intersection of the spaces H0(curl, Q) and
H0(div, Q) can be determined in a standard way, see [7, Theorem 2.5] or [21, Lemma
2.5]. As a by-product we obtain the following Friedrichs inequality, [55], sometimes also
referred to as a Maxwell inequality, [49], which provides a suitable coercivity bound for
our problem. As usual, H10 (Q) denotes the closure of C
∞
c (Q) in H
1(Q).
Theorem 5.3. We have H0(curl, Q)∩H0(div, Q) = H10 (Q)3, and there exists a constant
C > 0 such that for any u ∈ H10 (Q)3, we have
(5.4) ‖u‖H1(Q) ≤ C (‖ curl u‖L2(Q)3 + ‖ div u‖L2(Q)).
In particular, we have ‖u‖curl,Q ≤ C ‖ curl u‖L2(Q)3 for all u ∈ H10 (Q)3 ∩Ker(div, Q).
Proof. We follow the cited references to prove H0(curl, Q) ∩ H0(div, Q) ⊂ H10 (Q)3,
the other inclusion is trivial. Given u ∈ H0(curl, Q) ∩ H0(div, Q) consider the trivial
extension of u to R3,
u˜ =
u in Q,0 in R3 \Q.
Since u ∈ H0(curl, Q) ∩ H0(div, Q), it evidently follows that curl u˜ ∈ L2(R3)3 and
div u˜ ∈ L2(R3). By definition u˜ has compact support (in the distributional sense), so
that by Schwartz’ Paley-Wiener Theorem, [31, Theorem 7.3.1], the Fourier transform
uˆ of u˜ is analytic. The above properties can be rewritten algebraically as
(ξ2uˆ3 − ξ3uˆ2, ξ3uˆ1 − ξ1uˆ3, ξ1uˆ2 − ξ2uˆ1) ∈ L2(R3)3 and ξ1uˆ1 + ξ2uˆ2 + ξ3uˆ3 ∈ L2(R3).
It then follows that, for i, j = 1, 2, 3,
(5.5) ‖ξiuˆj‖L2(R3) ≤ ‖ curl u˜‖L2(R3)3 + ‖ div u˜‖L2(R3).
Note that for instance (ξ1uˆ2 − ξ2uˆ)2 ≥ (ξ1uˆ2)2 − [(ξ1uˆ1)2 + (ξ2uˆ2)2] + (ξ2uˆ1)2, and by
rearranging and summing up we obtain (5.5). It follows that
‖∇u‖L2(Q)3 ≤ ‖ curl u‖L2(Q)3 + ‖ div u‖L2(Q).
Hence u ∈ H10 (Q)3, and using Poincare´’ inequality for Q we obtain (5.4). 
We say that u is a weak solution of (P ) if u ∈ H10 (Q)3 ∩ Ker(div, Q) and a(u,v) =
f(v) for all v ∈ H10 (Q)3 ∩Ker(div, Q).
Existence and uniqueness of a solution are now easily seen from the Lax-Milgram
Theorem (see [52]) together with Theorem 5.3.
Theorem 5.4. For any J ∈ L2(Q)3 satisfying (5.2) there exists a unique weak solution
u of problem (P). Moreover, there exists a positive constant C = C(Q, µ0, µ1) such that
‖u‖curl,Q ≤ C‖J‖L2(Q)3.
The rest of this section is devoted to the proof of Proposition 5.2. The first obser-
vation follows from (4.11) by the same arguments as used to show [21, Theorem 2.6],
we recall them for convenience. Let Ker γν := {w ∈ H(div, Q) : n ·w = 0 on ∂Q}.
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Theorem 5.5. We have H0(div, Q) = Ker γν.
Proof. It suffices to show that C∞c (Q)
3 is dense in Ker γν . Let l ∈ (Ker γν)′ and let
v ∈ Ker γν be such that
〈l,u〉(Ker γν)′,Ker γν =
∫
Q
v · u dx+
∫
Q
v˜ div u dx, u ∈ Ker γν ,
where v˜ = div v. Suppose now that l ≡ 0 on C∞c (Q)3. Then v = ∇v˜ in distributional
sense on Q, and since v ∈ L2(Q)3, it follows that v˜ ∈ H1(Q). By (4.11) therefore
〈l,u〉(Ker γν)′,Ker γν = 〈u · n|∂Q, v˜|∂Q〉(B˜2,21 (∂Q))′,B˜2,21 (∂Q) = 0, u ∈ Ker γν .
This implies the desired density, see [21, p. 26, property (2.14)]. 
The second item is an adaption of [21, Theorem 2.7] about the complement of
Ker(div, Q), seen as a closed subspace of L2(Q)3. Again we briefly recall the clas-
sical proof.
Theorem 5.6. The space L2(Q)3 admits the orthogonal decomposition
L2(Q)3 = Ker(div, Q)⊕ {∇q : q ∈ H1(Q)} .
Proof. The space X := {∇q : q ∈ H1(Q)} is a closed subspace of L2(Q)3, so it suffices
to show that X⊥ = H := Ker(div, Q). If u ∈ H, then by (4.11) and Theorem 5.5 we
have
(5.6)
∫
Q
u · ∇q dx = 0, q ∈ H1(Q),
so that H ⊂ X⊥. If u ∈ L2(Q)3 satisfies (5.6), then taking q ∈ C∞c (Q)3 implies
div u = 0 and in particular, u ∈ H(div, Q), so that (4.11) may be applied and yields
u · n = 0, i.e. u ∈ H0(div, Q) and therefore u ∈ H. This shows X⊥ = H. 
Adaptions of [21, Theorem 2.9 and Corollary 2.9] provide a suitable version of the
classical fact that a curl free differentiable vector field in a simply connected domain is
a gradient field. We interpret curl as an operator on L2(Q)3 in the sense of distributions
on Q.
Theorem 5.7. A vector u ∈ L2(Q)3 satisfies curl u = 0 if and only if there exists a
function q ∈ H1(Q)/R such that u = ∇q.
Proof. If u = ∇q with some q ∈ H1(Q) then clearly curl u = 0.
Suppose u ∈ L2(Q)3 is such that curl u = 0. Let u˜ be the extension of u to R3
by zero on Qc and let (%ε)ε>0 ⊂ C∞c (R3) be a standard mollifier. Then we have
curl %ε ∗ u˜ = %ε ∗ curl u˜ and %ε ∗ u˜ ∈ C∞c (R3)3 for any ε > 0, and limε→0 %ε ∗ u˜ = u˜ in
L2(Q)3.
Let (On)n be an increasing sequence of simply connected Lipschitz domains On such
that On ⊂ Q for all n and Q =
⋃∞
n=1On. Because the two-dimensional snowflake
domain can be exhausted by increasing simply connected Lipschitz domains whose
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closures are contained in the snowflake domain, see for instance [27, Section 6], it
follows easily that such a sequence (On)n exists.
If now n is fixed and ε > 0 is small enough then
⋃
x∈On B(x, ε) ⊂ Q and therefore
curl %ε ∗ u˜ = 0 in On. Consequently there is a function qε ∈ H1(On) such that %ε ∗ u˜ =
∇qε in On. Since limε→0∇qε = u˜ ∈ L2(On)3, the limit qn := limε→0 qε exists in
H1(On)/R, and clearly u = ∇qn in On.
Varying n, we have ∇qn = ∇qn+1 in On, i.e. qn − qn+1 is constant on On. We can
choose these constants so that qn+1 = qn in On for all n ≥ 1, and then consistently
define q := qn on On for all n ≥ 1 to obtain a function q with the desired properties. 
Theorem 5.7 implies a description of Ker(curl, Q).
Corollary 5.8. We have
Ker(curl, Q) =
{
w ∈ H0(curl, Q) : w = ∇q for some q ∈ H1(Q)
}
.
We can now easily prove Proposition 5.2.
Proof. If u ∈ H0(curl, Q)∩H0(div, Q) is in H0,⊥(curl, Q) then by (4.11) and Corollary
5.8 it satisfies ∫
Q
(div u)q dx =
∫
Q
u · ∇q dx = 0
for all q ∈ H1(Q) such that ∇q ∈ H0(curl, Q), and in particular, for all q ∈ C∞c (Q),
what implies div u = 0 in L2(Q). The opposite inclusion follows similarly from (4.11).

Remark 5.9. Using [61, Theorem 3] one can show that H10 (Q) coincides with the space
of all elements of H1(Q) having zero trace on ∂Q. With Remark 5.1 and Theorem 5.5
in mind one can therefore view Theorem 5.3 as a rough paraphrase of the statement
that if in the formal identity u|∂Q = n(u ·n)|∂Q + n×u|∂Q both summands on the right
hand side are zero, then we have u|∂Q = 0 in the sense of traces.
6. Weak solutions and Ho¨lder regularity in 2D
We now reduce the three-dimensional problem (P ) to a magnetostatic problem in
2D. If J(x) = (0, 0, J(x1, x2)) and µ = µ(x1, x2) then it is reasonable to assume that
also the magnetic induction B does not depend on the x3 coordinate. Therefore it is
possible to choose a magnetic vector potential of form u = (0, 0, u(x1, x2)). Problem
(P ) then reduces to finding a function u = u(x1, x2) on Ω such that
(6.1) (P¯ )
− div
(
1
µ
∇u
)
= J in Ω,
u = 0 on ∂Ω.
From this two-dimensional problem we obtain a magnetic induction of form B =
(ux2 ,−ux1 , 0). The domain Ω = {(x1, x2) ∈ R2 : (x1, x2, 0) ∈ Q} is a cross section of
Q, i.e. Ω× {0} = Q ∩ {x ∈ R3 : x3 = 0}, and the differential operator ∇u (applied to
the scalar function u) operates only on the variables x1 and x2, i.e. ∇u = (ux1 , ux2).
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The energy form associated with (P¯ ) is
(6.2) a(u, v) =
∫
Ω
1
µ(x)
∇u∇v dx, u, v ∈ H10 (Ω),
where as usual, H10 (Ω) denotes the closure in H
1(Ω) of the smooth functions with
compact support in Ω.
Proposition 6.1. For every given J ∈ L2(Ω), there exists a unique weak solution in
H10 (Ω) of problem (P¯ ), i.e. a function u ∈ H10 (Ω) such that
a(u, v) =
∫
Ω
J v dx, v ∈ H10 (Ω).
We recall some regularity results for the weak solution of problem (P¯ ).
Proposition 6.2. Suppose that µ is constant. Then the weak solution u of problem
(P¯ ) belongs to W 1,30 (Ω) ∩ C0,1/3(Ω). Moreover ∇2u ∈ L2(Ω, d), where d is the distance
from the boundary. In particular it follows that B ∈ (L3(Q))3.
Here W 1,30 (Ω) and C
0,1/3(Ω) denote respectively the usual Sobolev space and the
space of Ho¨lder continuous functions of exponent 1
3
, while ∇2u denotes the Hessian of
u. The statement ∇2u ∈ L2(Ω, d) means that∫
Ω
|∇2u|2d(x, ∂Ω)2 dx <∞.
For the proof of Proposition 6.2 we refer to Theorem 1.3 (part B) and Proposition 7.1
in [50] (which is also related to [51]). These references also explain the appearance of
the exponents 1/3 and 3 in this proposition in relation to the geometry of the Koch
snowflake. The proof of Nystrom’s result is very technical and it is strictly related to
the Koch snowflake and to certain sophisticated estimates. We mentioned this result
only for the sake of completeness, since we do not use it for our results in the paper
and do not need this type of a deeper analysis.
We now consider the approximating problems on the pre-fractal domains Ωn intro-
duced in Section 2.
Let us assume that µ is a positive constant and J ∈ L2(Ω). For every fixed n ∈ N,
we consider the following problems (P¯n):
(6.3) (P¯n)
− div
(
1
µ
∇un
)
= J in Ωn,
un = 0 on ∂Ωn.
We set H10 (Ωn) := {w ∈ C10(Ω) : suppw ⊂ Ωn}
H1(Ω)
. For every un, v ∈ H10 (Ωn), let
an(un, v) =
∫
Ωn
1
µ
∇un∇v dx
be the energy form associated with problem (P¯n).
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Proposition 6.3. For every given J ∈ L2(Ω) there exists a unique weak solution
un ∈ H10 (Ωn) of problem (P¯n).
The following result states the convergence of the pre-fractal solutions un to the
solution u of problem (P¯ ) in a suitable sense. We recall that, for any compact subset
E ⊂ Ω, its relative capacity with respect to Ω is defined by
cap2,Ω(E) = inf
{
‖ϕ‖2H1(Ω) : ϕ ∈ C∞c (Ω) and ϕ ≥ 1 on E
}
,
see [47, p. 531].
Theorem 6.4. Let u and un be the solutions of problems (P¯ ) and (P¯n) respectively.
Then un strongly converges to u in H
1
0 (Ω) as n→∞.
Proof. The result follows from [47] since Ωn is an increasing sequence of sets invading
Ω and cap2,Ω(Ω
′ \ Ωn)→ 0 when n→∞ for any compact subset Ω′ of Ω. 
7. Numerical approximation in 2D
In this section we perform a numerical approximation of problem (P ) by a finite
element method. For the sake of simplicity, we put µ = 1. Hence problem (P¯n) reduces
to the following form:
(7.1) (P˜n)
−∆un = J in Ωn,un = 0 on ∂Ωn.
In order to obtain the optimal rate of convergence of the numerical scheme, we use
the theory of regularity in weighted Sobolev spaces developed by Grisvard. Let us
introduce the weighted Sobolev space
H2η (Ωn) = {v ∈ H1(Ωn) : rηDβv ∈ L2(Ωn), |β| = 2},
where r = r(x) is the distance from the vertices of ∂Ωn whose angles are ”reentrant”.
This space is endowed with the norm
‖u‖H2η(Ω) =
‖u‖2H1(Ω) + ∑
|β|=2
∫
Ω
r2η|Dβu(x)|2 dx
 12 .
From Kondrat’ev results [36], [33, Proposition 4.15] and Sobolev embedding theorem
we deduce the following.
Theorem 7.1. Let un be the weak solution of problem (P˜n). Then un ∈ H2η (Ωn) for
η > 1
4
. Moreover, un ∈ Hs(Ωn) for s < 74 and un ∈ C0,δ(Ωn) for δ = 34 − ε for every
ε > 0.
We point out that un /∈ H2(Ωn) since it has a singular behavior in small neighbor-
hoods of the reentrant corners of ∂Ωn. Hence we have to construct a suitable mesh
compliant with the so-called Grisvard conditions [24] in order to obtain the optimal
rate of convergence. We refer to [9] and [10], where such mesh algorithm was devel-
oped (see [11] for the case of fractal mixtures). We point out that this mesh algorithm
produces a sequence of nested refinements.
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The mesh refinement process generates a conformal and regular family of triangula-
tions {Tn,h}, where h = max{diam(S), S ∈ Tn,h} is the size of the triangulation, which
is also compliant with the Grisvard conditions (see Section 5 in [10] for the case of
interest). We define the finite dimensional space of piecewise linear functions
Xn,h := {v ∈ C0(Ωn) : v|T ∈ P1 ∀ T ∈ Tn,h}.
We set Vn,h := Xn,h ∩ H10 (Ωn). Hence Vn,h is a finite dimensional space of dimension
Nh = {number of inner nodes of Tn,h}. The discrete approximation problem is the
following:
given J ∈ L2(Ωn), find un,h ∈ Vn,h such that
(7.2) (∇un,h,∇vh)L2(Ωn) = (J, vh)L2(Ωn) ∀ vh ∈ Vn,h.
The existence and uniqueness of the semi-discrete solution un,h ∈ Vn,h of the variational
problem (7.2) follows from the Lax-Milgram theorem (see e.g. [52]).
Theorem 7.2. Let un be the solution of problem (P˜n) and un,h be the solution of the
discrete problem (7.2). Then
(7.3) ‖un − un,h‖2H10 (Ωn) ≤ C h
2‖J‖2L2(Ωn),
where C is a suitable constant independent of h.
For the proof, see Theorem 8.4.1.6 in [24].
We now show some numerical simulations for problem (P˜n). We choose the source
J as follows:
J(x1, x2) = 10
5 e−5((x1−x¯1)
2+(x2−x¯2)2),
where (x¯1, x¯2) are the center coordinates of the domain.
Figure 3. The source J .
In our simulations, Ω0 is the circle of radius
1
2
, while Ωn, n = 1, . . . , 5, are the domains
having as boundary the n-th approximation of the Koch snowflake. We suppose that
all the domains are centered at the same point.
MAGNETOSTATIC PROBLEMS IN FRACTAL DOMAINS 17
Denoting by un the solution of problem (P˜n), we define the vector un = (0, 0, un)
and we compute the magnetic field B generated by the current J := (0, 0, J(x1, x2)).
In other words, B = curl un = ∇× un.
In the following table (Table 1), we write in the second column the value of the L∞-
norm of B in Ωn, while in the third column we write the length `(n) of the boundary
∂Ωn. In the first column, we write the domain we consider in the simulation.
As one can notice from Table 1, the magnetic field increases as the length of the
boundary of the domain increases.
Ωn ‖B‖∞ `(n)
Ω0 17.946 pi
Ω1 26.688 4
Ω2 35.575
16
3
Ω3 47.124
64
9
Ω4 63.504
256
27
Ω5 85.43
1024
81
Table 1. The values obtained in our simulations.
Remark 7.3. We note that our numerical results (see Figure 4) compare well with
numerical results of Lapidus et al [14, 22, 42] on eigenfunctions of the scalar Dirichlet
Laplacian in the Koch snowflake domain, and with some earlier physics results, such
as [54]. In particular, one can expect that the localization and other properties of the
electro-magnetic fields can be analyzed using similar methods as for the scalar Laplacian
(see, for instance, [18, 41, 43, 45, 59, 60]). This connection lies outside of the scope of
our article and will be the subject of future research.
Acknowledgements. S. C., M. R. L. and P. V. have been supported by the Gruppo
Nazionale per l’Analisi Matematica, la Probabilita` e le loro Applicazioni (GNAMPA) of
the Istituto Nazionale di Alta Matematica (INdAM). M. H. has been supported by the
DFG IRTG 2235. A. T. has been supported by the NSF DMS 1613025. The authors
thank the anonymous referee of this paper for the insightful and helpful comments and
suggestions on its earlier version.
References
[1] D. R. Adams, L. I. Hedberg, Function Spaces and Potential Theory, Springer-Verlag, Berlin,
1996.
[2] E. Akkermans, Statistical mechanics and quantum fields on fractals, Fractal geometry and dy-
namical systems in pure and applied mathematics. II, Fractals in applied mathematics, Contemp.
Math., 601, Amer. Math. Soc., Providence, RI, 2013, 1-21.
[3] E. Akkermans, K. Mallick, Geometrical Description of Vortices in Ginzburg-Landau Billiards, in
“Topological Aspects of Low Dimensional Systems”, Les Houches Summer School (session LXIX),
Springer, 1999.
[4] E. Akkermans, G. Dunne, A. Teplyaev, Physical consequences of complex dimensions of fractals,
Europhys. Lett. 88, 40007 (2009).
18 MAGNETOSTATIC PROBLEMS IN FRACTAL DOMAINS
Figure 4. The magnetic field generated by J in Ω2, Ω3, Ω4.
MAGNETOSTATIC PROBLEMS IN FRACTAL DOMAINS 19
[5] E. Akkermans, G. Dunne, A. Teplyaev, Thermodynamics of photons on fractals, Phys. Rev. Lett.
105(23):230407, (2010).
[6] E. Akkermans, G. Dunne, A. Teplyaev, R. Voituriez, Spatial Log periodic oscillations of first-
passage observables in fractals, Phys. Rev. E 86, 061125, (2012).
[7] C. Amrouche, C. Bernardi, M. Dauge, V. Girault, Vector potentials in three-dimensional non-
smooth domains, Math. Methods Appl. Sci., 21 (1998), 823-864.
[8] K. Arfi, A. Rozanova-Pierrat, Dirichlet-to-Neumann or Poincare-Steklov operator on fractals
described by d-sets, Discrete Contin. Dyn. Syst. Series S, 12 (2019), 1-26.
[9] M. Cefalo, G. Dell’Acqua, M. R. Lancia, Numerical approximation of transmission problems
across Koch-type highly conductive layers, Applied Mathematics and Computation, 218 (2012),
5453-5473.
[10] M. Cefalo, M. R. Lancia, An optimal mesh generation algorithm for domains with Koch type
boundaries, Math. Comput. Simulation, 106 (2014), 136-162.
[11] M. Cefalo, M. R. Lancia, H. Liang, Heat-flow problems across fractals mixtures: regularity results
of the solutions and numerical approximations, Differential and Integral Equations, 26 (2013),
1027-1054.
[12] S. Creo, M. R. Lancia, A. I. Nazarov, P. Vernole, On two-dimensional nonlocal Venttsel’ problems
in piecewise smooth domains, Discrete Contin. Dyn. Syst. Series S, 12 (2019), 57-64.
[13] S. Creo, M. R. Lancia, A. Ve´lez-Santiago, P. Vernole, Approximation of a nonlinear fractal energy
functional on varying Hilbert spaces, Commun. Pure Appl. Anal., 17 (2018), 647-669.
[14] Britta Daudert and Michel L. Lapidus, Localization on snowflake domains, Fractals 15 (2007),
no. 3, 255–272.
[15] R. Dautray, J. L. Lions, Mathematical Analysis and Numerical Methods for Science and Technol-
ogy, Volume 3, Springer, Berlin, 1990.
[16] G. Duvaut, J. L. Lions, Les Ine´quations en Me´canique et en Physique, Travaux et Recherches
Mathe´matiques, No. 21, Dunod, Paris, 1972.
[17] K. Falconer, The Geometry of Fractal Sets, second edition, Cambridge Univ. Press, Cambridge,
1990.
[18] Marcel Filoche and Svitlana Mayboroda, Universal mechanism for anderson and weak localiza-
tion, Proceedings of the National Academy of Sciences 109 (2012), no. 37, 14761–14766.
[19] U. Freiberg, M. R. Lancia, Energy form on a closed fractal curve, Z. Anal. Anwendingen., 23
(2004), 115-135.
[20] A. K. Geim, S. V. Dubonos, I. V. Grigorieva, K. S. Novoselov, F. M. Peeters, V. A. Schweigert,
Non-quantized penetration of magnetic field in the vortex state of superconductors, Nature 407
(2000), 55-57. doi:10.1038/35024025
[21] V. Girault, P.-A. Raviart, Finite Element Methods for the Navier-Stokes Equations, Theory and
Algorithms, Springer, New York, 1986.
[22] Cheryl A. Griffith and Michel L. Lapidus, Computer graphics and the eigenfunctions for the Koch
snowflake drum, Progress in inverse spectral geometry, Trends Math., Birkha¨user, Basel, 1997,
pp. 95–113.
[23] D. J. Griffiths, Introduction to Electrodynamics, Fourth Edition, Pearson Education, Boston,
2013.
[24] P. Grisvard, Elliptic Problems in Nonsmooth Domains, Pitman, Boston, 1985.
[25] P. Grisvard, The´ore`mes de traces relatifs a` un polye`dre, C.R.A. Acad. Sc. Paris, 278, Se´rie A,
(1974), 1581-1583.
[26] M. Hinz, Magnetic energies and Feynman-Kac-Ito formulas for symmetric Markov processes,
Stoch. Anal. Appl., 33 (2015), 1020-1049.
[27] M. Hinz, M. R. Lancia, A. Teplyaev, P. Vernole, Fractal snowflake domain diffusion with boundary
and interior drifts, J. Math. Anal. Appl., 457 (2018), 672-693.
[28] M. Hinz, L. Rogers, Magnetic fields on resistance spaces, J. Fractal Geometry, 3 (2016), 75-93.
[29] M. Hinz, A. Teplyaev, Dirac and magnetic Schro¨dinger operators on fractals, J. Funct. Anal.,
265 (2013), 2830-2854.
20 MAGNETOSTATIC PROBLEMS IN FRACTAL DOMAINS
[30] R. Hiptmair, Multilevel Preconditioning for Mixed problems in Three Dimensions, Ph.D thesis,
University of Augsburg, Germany, 1996.
[31] L. Ho¨rmander, The Analysis of Linear Partial Differential Operators I, Second Edition,
Grundlehren der math. Wiss. 256, Springer, Berlin, 1990.
[32] J. Hyde, D. J. Kelleher, J. Moeller, L. G. Rogers, L. Seda, Magnetic Laplacians of locally exact
forms on the Sierpinski gasket, Comm. Pure Appl. Anal., 16 (2017), 2299-2319.
[33] D. Jerison, C. E. Kenig, The inhomogeneous Dirichlet problem in Lipschitz domains, J. Funct.
Anal., 130 (1995), 161-219.
[34] A. Jonsson, Besov spaces on closed subsets of Rn, Trans. Amer. Math. Soc., 341 (1994), 355-370.
[35] A. Jonsson, H. Wallin, Function Spaces on Subsets of Rn, Part 1, Math. Reports, vol.2, Harwood
Acad. Publ., London, 1984.
[36] V. A. Kondrat’ev, Boundary value problems for elliptic equations in domains with conical or
angular point, Trans. Moscow Math. Soc., 16 (1967), 209-292.
[37] M. R. Lancia, A. Ve´lez-Santiago, P. Vernole, Quasi-linear Venttsel’ problems with nonlocal bound-
ary conditions on fractal domains, Nonlinear Anal. Real World Appl., 35 (2017), 265-291.
[38] M. R. Lancia, P. Vernole, Irregular heat flow problems, SIAM J. Math. Anal., 42 (2010), 1539-
1567.
[39] M. R. Lancia, P. Vernole, Semilinear fractal problems: approximation and regularity results,
Nonlinear Anal., 80 (2013), 216-232.
[40] M. R. Lancia, P. Vernole, Venttsel’ problems in fractal domains, J. Evol. Equ., 14 (2014), 681-712.
[41] Michel L. Lapidus, Fractal drum, inverse spectral problems for elliptic operators and a partial
resolution of the Weyl-Berry conjecture, Trans. Amer. Math. Soc. 325 (1991), no. 2, 465–529.
[42] Michel L. Lapidus, J. W. Neuberger, Robert J. Renka, and Cheryl A. Griffith, Snowflake har-
monics and computer graphics: numerical computation of spectra on fractal drums, Internat. J.
Bifur. Chaos Appl. Sci. Engrg. 6 (1996), no. 7, 1185–1210.
[43] Michel L. Lapidus and Michael M. H. Pang, Eigenfunctions of the Koch snowflake domain, Comm.
Math. Phys. 172 (1995), no. 2, 359–376.
[44] D. Luka´sˇ, Optimal Shape Design in Magnetostatics, Ph.D thesis, VSˇB Technical University of
Ostrava, Czech Republic, 2003.
[45] S. Molchanov and B. Vainberg, On spectral asymptotics for domains with fractal boundaries,
Comm. Math. Phys. 183 (1997), no. 1, 85–117.
[46] P. Monk, Finite Element Methods for Maxwell’s Equations, Clarendon Press, Oxford, 2003.
[47] U. Mosco, Convergence of convex sets and solutions of variational inequalities, Adv. in Math., 3
(1969), 510-585.
[48] J. Necas, Les Me`thodes Directes en The`orie des E`quationes Elliptiques, Masson, Paris, 1967.
[49] P. Neff, D. Pauly, K. J. Witsch, Poincare´ meets Korn via Maxwell: Extending Korns first in-
equality to incompatible tensor fields, J. Diff. Eq., 258 (2015), 1267-1302.
[50] K. Nystrom, Smoothness Properties of Solutions to Dirichlet Problems in Domains with a Fractal
Boundary, Ph.D thesis, University of Ume
◦
a, 1994.
[51] K. Nystrom, Integrability of Green potentials in fractal domains, Arkiv fo¨r Matematik, 34 (1996),
335–381.
[52] A. Quarteroni, A. Valli, Numerical Approximation of Partial Differential Equations, Springer-
Verlag, 1994.
[53] A. Rozanova-Pierrat, D. Grebenkov, B. Sapoval, Faster Diffusion across an Irregular Boundary,
Springer-Verlag, Physical Review Letters 108 (2012) pp.240602.
[54] Bernard Sapoval, Th Gobron, and A Margolina, Vibrations of fractal drums, Physical review
letters 67 (1991), no. 21, 2974.
[55] B. Schweizer, On Friedrichs inequality, Helmholtz decomposition, vector potentials, and the div-
curl lemma, preprint (2016), TU Dortmund.
[56] R. Temam, Navier-Stokes Equations. Theory and Numerical Analysis, Studies in Mathematics
and its Applications, 2, North-Holland Publishing Co., Amsterdam-New York, 1979.
MAGNETOSTATIC PROBLEMS IN FRACTAL DOMAINS 21
[57] H. Triebel, Fractals and Spectra Related to Fourier Analysis and Function Spaces, Monographs
in Mathematics, vol. 91, Birkha¨user, Basel, 1997.
[58] I. Va´go´, On the interface and boundary conditions of electromagnetic fields, Per. Polytechnica
Ser. El. Eng. 38 (2) (1994), 79–94.
[59] M. van den Berg, Heat equation on the arithmetic von Koch snowflake, Probab. Theory Related
Fields 118 (2000), no. 1, 17–36.
[60] M. van den Berg, Renewal equation for the heat equation of an arithmetic von Koch snowflake,
Infinite dimensional stochastic analysis (Amsterdam, 1999), Verh. Afd. Natuurkd. 1. Reeks. K.
Ned. Akad. Wet., vol. 52, R. Neth. Acad. Arts Sci., Amsterdam, 2000, pp. 25–37.
[61] H. Wallin, The trace to the boundary of Sobolev spaces on a snowflake, Manuscripta math. 73
(1981), 117–126.
