SUM M ARY
Introduction
T here are m any kinds of non-param etric test (distribution-fre e tests), such as scores tests, Fisher' s test, etc. However, alm ost all the studies in the past have related to asym ptotic properties. In this paper, we exam ine small-sam ple properties of non-param etric two-sam ple tests by M onte C arlo experim ents.
One of the features of non-param etric tests is that we do not have to im pose any assu m ption on the underlying distribution. W ith no restriction on the distribution, it can be expected that non-param etric tests are less powerful than the conventional param etric tests, such as the t-test. H owever, Hodges and Lehm an (1956) and C hernoOEand Savage (1958) showed that the W ilcoxon rank sum test is as powerful as the t-test under the location shift alternatives and, m oreover, that the W ilcoxon test is som etimes m uch m ore powerful than the t-test. In particular, the rem arkable fact about the W ilcoxon test is that it is about 95% as powerful as the usual t-test for normal data. ChernoOE and Savage (1958) proved that Pitman' s asym ptotic relative e ciency of the normal scores test relative to the t-test is greater than unity under the location shift alternatives. 1 This im plies that the power of the norm al scores test is always greater than that of the t-test. According to M ehta and Patel (1992) , the norm al scores test is less powerful than the W ilcoxon test if the tails of the underlying distributions are diOEuse. Fisher' s test statistic is the diOEerence between two sam ple m eans, so it is asym ptotically equivalent to the t-test . 2 T he scores tests are sim ilar to the F isher test, except that the test statistic of the scores test is the sum of scores, while the Fisher test statistic is the diOEerence between two sam ple m eans. Both test statistics are discretely distributed and we have to obtain all the possib le com binations for the tests. It is quite di cult to obtain all the possible com binations, and the computational time is also quite long. M ehta and Patel (1983, 1986a) and M ehta et al. (1984, 1985, 1988) carried out a program on the Fisher perm utation test (a generalization of the Fisher two-sam ple test treated in this paper, i.e. independence test by r 3 c contingency table) using a network algor ithm . 3 In this pap er, we consider sm all-sam ple properties of two-sam ple non-param etric tests (i.e. the scores tests and the Fisher test) by com paring with the t-test, which is the usual param etric test. F inally, the test of structural change is exam ined as an app lication in econom ics.
Over view of non-param etric tests
It is well known for testing two-sam ple m eans that the t-test gives us a uniform powerful test under the norm ality assum ption, but not under non-norm ality. We consider a distribution-fre e test in this paper, which is also called a non-param etric test. T he normal scores test, W ilcoxon (1945) rank sum test and Fisher (1935) test are fam ous non-param etric tests, w hich are sim ilar tests. We have two sam ple groups. We test if two sam ples are generated from the sam e distribution. Let x1 , x2 , . . . , xn1 be m utually independently distributed as F(x), and let y1 , . . . , yn2 be m utually independently distributed as G( y). F(x) and G( y) are continuous distribution functions. Under the assu m ptions, we consider the null hypo thesis of no diOEerence between two sam ple m eans. The null hypo thesis H0 is represented by
H0 : F(x) 5 G(x)
T he scores tests and the Fisher test are usually app lied under the alternative of location shift. 4 One possib le alternative hypo thesis H1 is given by
where a shift in the location param eter l is tested. Let n1 be the sam ple size of group 1 and let n2 be that of group 2. We consider randomly taking n1 sam ples out of n1 + n2 samples, and m ixing the two groups.
T hen, we have n1+ n2C n1 combinations. Each event of n1+ n2C n1 com binations occurs with equal probability 1 / n1+ n2C n1 . For the scores tests and the Fisher test, all the possible com binations are com pared with the original two sam ples.
Scores tests
For the scores tests, the two sam ples {x i } 
where a(´) is a function to be speci® ed.
For all the possible com binations of taking n1 samples out of n1 + n2 samples (i.e. n1+ n2C n1 com binations), we com pute the sum of the scores. Let the scores sum be sm , m 5 1, 2, . . . , n1+ n2C n1 . (Note that at least one of sm , m 5 1, 2, . . . , n1+ n2C n1 , is equal to s0 .) sm occurs with equal probability (i.e. 1 / n1+ n2C n1 ) for all the com binations. Com paring s0 and sm , the follow ing probabilities can be com puted. We have P rob(s < where s is taken as a random variable generated from the scores test statistic.
If Prob(s < s0 ) is small enough, then s0 is located at the right tail of the distribution, which im plies that F(x) < G(x) for all x. Sim ilarly, if Prob(s > s0 ) is sm all enough, then s0 is located at the left tail of the distribution, which im plies that F(x) > G(x) for all x. T herefore, in the case of the null hyp othesis H0 : F(x) 5 G(x) and the alternative H1 : F(x) ¹ G(x), the null hypothesis is rejected at the 10% signi® cance level when Prob(s < s0) < 0.05 or Prob(s > s0) < 0.05.
We can consider various scores tests by specifying the function of a(´). T he scores tests exam ined in this pap er are the W ilcoxon rank sum test, the norm al scores test, the logistic scores test and the Cauchy scores test.
W ilcoxon rank sum test.
One of the m ost fam ous non-p aram etric tests is the W ilcoxon rank sum test. The W ilcoxon test statistic w0 is the scores test de® ned as a(Rxi ) 5 Rxi, which is given by
In the past, it was too di cult to obtain the exact distribution of w, from a com putational point of view. T herefore, under the null hypo thesis, we have tested utilizing the fact that w has approxim ately norm al distribution, with m ean E(w) and varian ce Var(w). We have
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T herefore, in the past, the following statistic was used for the W ilcoxon test statistic:
T his is called the asym ptotic W ilcoxon test statistic in this paper. aw is asym ptotically distributed as a standard norm al random variab le. M ann and W hitney (1947) demonstrated that the normal approxim ation is quite accurate w hen n1 and n2 are larger than 7 (see Mood et al., 1974) . Hodges and Lehm an (1956) showed that Pitman' s asym ptotic relative e ciency of the W ilcoxon test relative to the t-test is quite good. They obtained the result that the asym ptotic relative e ciency is greater than 0.864 under the null hypo thesis of location shift. T his result im plies that the W ilcoxon test does not perform too poorly com pared with the t-test and, m oreover, that the W ilcoxon test m ay be m uch better than the t-test. In particular, they showed that the relative e ciency of the W ilcoxon test is 1.33 when the density function f(x) takes the form
where C (3) is a gam m a function with param eter 3. In general, for the distributions with large tails, the W ilcoxon test is more powerful than the t-test. All the past studies are concerned with asym ptotic properties. In Section 3, we exam ine the small-sam ple cases, i.e. n1 5 n2 5 5, 7, 9.
Normal scores test. T he norm al scores test statistic ns0 is
where U (´) is a standard norm al distribution. T he scores test that a(´) in equation (1) is assu m ed to be
is called the normal scores test. 6 ChernoOEand Savage (1958) proved that the asym ptotic relative e ciency of the norm al scores test relative to the t-test is greater than or equal to unity, i.e. that the norm al scores test is equivalent to the t-test under the norm ality assu m ption and that the power of the norm al scores test is greater than that of the t-test otherwise.
Logistic scores test.
The logistic scores test statistic ls0 is given by
where
which is a logistic distribution.
Cauchy scores test.
The Cauchy scores test statistic cs0 is represented by
By specifying a functional form for a(´), various scores tests can be constructed. In this paper, the four scores tests discussed above and the Fisher test in the following section are compared.
Fisher's two-sample test
W hile the W ilcoxon test statistic is the rank sum of the two sam ples, the F isher test statistic uses the diOEerence between two sample m eans, i.e. x Å 2 y Å for the two samples {x i } n1 i 5 1 and {y j } n2 j5 1 . Thus, the test statistic is given by
where x Å 5 (1 /n1) R xi and y Å 5 (1 /n2) R yi. For all the possible combinations (i.e. n1+ n2C n1 combinations taking n1 out of n1 + n2), we com pute the diOEerence between the sam ple m eans. Let fm , m 5 1, 2, . . . , n1+ n2C n1 , be the diOEerence between the two samples means for all the possible com binations. (Note that at least one out of fm , m 5 1, 2, . . . , n1+ n2C n1 , is equal to f0 .) For all m, fm occurs with equal probability (i.e. 1 / n1+ n2C n1 ). C om paring f0 and fm , we can com pute Prob(f < f0 ), Prob(f 5 f0 ) and Prob(f > f0 ), where f is a random variable generated from the F isher test statistic.
Fisher' s two-sam ple test is of the same type as the scores tests, in the sense of the use of all the possible combinations, but the Fisher test uses m ore inform ation than do the scores tests, because the scores tests utilize the ranked data as the test statistics, w hile the F isher test uses the original data. It m ight be expected that the Fisher test is m ore powerful than the scores tests. H owever, 5 G(x) . We com pare the sam ple powers for shifts not only in the location param eter (i.e. l ) but also in the scale param eter (i.e. r ). T herefore, the alternative hyp othesis is given by
We perform M onte C arlo exp erim ents in the following cases: n1 5 n2 5 5, 7, 9, l 5 0.0, 0.5, 1.0 , and r 5 1.0, 1.5, 2.0 for each of the signi® cance levels, i.e. a 5 0.10, 0.05, 0.01. T he underlying distributions of {x i } and {y j } are norm al in Table 1 , uniform in Table 2 , logistic in Table 3 , C auchy in Table 4 and v 2 (6) /2 in Table 2 , the uniform random draws are generated as follows: xi~U (2 5, 5) for i 5 1, . . . , n1, and yj 5 l + r vj , where vj~U (2 5, 5) , for j 5 1, . . . , n2. For a large shift in the location param eter (i.e. large l ), the Cauchy scores test is the m ost powerful test when r 5 1, l increases, and n1 and n2 are large. w is the best test for alm ost all the cases. Tables 3 ± 5 , we take three exam ples of the underlying distributions, such that the W ilcoxon test has a larger asym ptotic relative e ciency than that of the t-test; the examples are the logistic distribution, C auchy distribution and v 2 (6) /2 distribution (i.e. equation (4)).
In Kendall & Stuart, 1979) . For large n1 and n2, w exh ibits the best perform ance, despite a . ns, ls and cs have the best sm all-sam ple powers when r ¹ 1.
W hen the underlying distribution is Cauchy, it is known that the asym ptotic relative e ciency of the W ilcoxon test to the norm al scores test is 1.413 (see Kendall & Stuart, 1979) . T hus, in Table 4 & Lehm an, 1956) . In Table 5 , we generate random draws as follows:
where ui~v 2 (6), for i 5 1, . . . , n1, and yi 5 l + r (v j /2 2 3), w here vj~v 2 (6), for j 5 1, . . . , n2. 9 W hen a is sm all, the non-param etric tests perform better, especially when r 5 1. For sm all l and large a , t and f perform quite well. W hen the tails of distribution are large, the asym ptotic property that the W ilcoxon tests has m ore asym ptotic relative e ciency than the t-test holds in the case of sm all sam ples from the Monte C arlo experim ents in Tables 1 ± 5 . Intuitively, it is exp ected from an amount of inform ation included in the test statistics that the Fisher test perform s better than the W ilcoxon test in the sam ple power. H owever, judging from the results obtained in Tables 3 ± 5 , the W ilcoxon test is m ore powerful. T he following three facts contribute to this:
(1) both the t-test and the Fisher test take the diOEerence between the two sam ple m eans as the test statistic; (2) both the Fisher test and the W ilcoxon test are non-param etric tests based on all the possible com binations; (3) for a distribution with fat tails, the W ilcoxon test exh ibits m ore asym ptotic relative e ciency than does the t-test.
From these three facts, we can consider that the Fisher test performs between the t-test and the W ilcoxon test, with regard to the sam ple power. T herefore, the order of the three sample powers is given by p Ã t < p Ã f < p Ã w for a distribution with fat tails, and p Ã w < p Ã f < p Ã t otherwise.
The theorem proved by ChernoOE and Savage (1958) , i.e. that the asym ptotic relative e ciency of the normal scores test to the t-test is m ore than unity under the alternative hypo thesis of a shifting location param eter, holds in the case of sm all sam ples. In the case of r 5 1 in Table 1 , the t-test som etimes perform s better than the norm al scores test. In Tables 2 ± 5, the norm al scores test perform s better than the t-test for almost all the cases. However, the norm al scores test is less powerful than the W ilcoxon test, which is consistent with the results obtained by M ehta and Patel (1992). T hus, the t-test and the norm al scores test are sim ilar, but the norm al scores test perform s sligh tly better than the t-test.
Generally, in the case of sm all sam ples, it m ight be concluded from Tables 1 ± 5 that we have the following inequality: p Ã f < p Ã ns< p Ã w .
Exam ple: Testing structural changes
In a regression analysis, the disturbance term is usually assu m ed to be norm al and we perform testing of a hypothesis. However, som etimes, the norm ality assum ption is too strong. In this pap er,`loosening' the norm ality assu m ption, we test a structural change without assu m ing any distribution for the disturbance term . C onsider the standard regressio n m odel yt5 xtb + ut, are generated from the sam e distribution, where
T he null hyp othesis is represented by H0 : F(x ) 5 G(x ), while the alternative is H1 : F(x ) ¹ G(x ). Let F(´) be the distribution of the ® rst n1 recursive residuals, and let G(´) be that of the last n2 recursive residuals. We take an exam ple of a Japanese im port function. Annual data from Annua l Report on N ational Accounts (Econom ic Planning Agency, Governm ent of Japan) are used. Let G D P t be the gross dom estic product (1985 price, billions of Japanese yen), let M t be the im ports of goods and services (1985 price, billions of Japanese yen), let Pt be the term s of trade index, which is given by the im ports of goods and services im plicit price de¯ator (1985 5 1.00) divided by the gross dom estic product im plicit price de¯ator (1985 5 1.00).
The follow ing two im port functions are estim ated and the recursive residuals are com puted. Tables 6 and 7 logistic scores test and Cauchy scores test. M oreover, each test statistic is given by t0 , f0 , w0 , aw0 , ns0 , ls0 and cs0. T he probability which is less than the test statistic represents p-val. The results of the stepwise C how test, which is usually used in testing the structural change, are also shown in Tables 6 and 7 . The stepwise Chow test statistic is denoted by F0 and the p-value that corresponds to F0 is given by p-val.
From the import function of equation (7), Table 6 and Fig. 1 It is concluded that the recursive residuals in the ® rst period are larger than those in the last period.
From the im port function of equation (8), Table 7 and Fig. 2 show that the structural change occurs during the periods 1973, 1974 and 1979 level is 1%. However, except for the stepwise Chow test, we are unable to accept the fact that the structural change occurred during the period 1961 ± 1992 when the signi® cance level is 1% . For the stepwise C how test the structural change is detected during the periods 1961 ± 1976 and 1979. Thus, according to the C how test, which has often been used for the structural change in previous studies, it is di cult to know when the structural change takes place. However, the non-param etric tests shown in this paper gives us the break points m ore exactly.
Sum m arizing rem arks
In previous studies, non-param etric test statistics have been approxim ated by a norm al random variable from both com putational and program m ing points of view. Recently, however, we have been able to perform the test exactly, thanks to progress in com puters. In this paper, we have com pared the sam ple powers in sm all sam ples, taking the scores tests (the W ilcoxon rank sum test, norm al scores test, logistic scores test and Cauchy scores test) and the Fisher test.
In the case where we com pare the t-test, W ilcoxon test and F isher test, the following m ight be intuitively expected.
(1) W hen the underlying distribution is norm al, the t-test gives us the m ost powerful test. by ChernoOE and Savage (1958) , w hich is the theorem that, under the alternative hypothesis of a shifting location param eter, the asym ptotic relative e ciency of the norm al scores test relative to the t-test is m ore than unity, holds even in the sm allsample case. However, the norm al scores test is less powerful than the W ilcoxon test. T herefore, in the sm all-sam ple case, it m ight be concluded from Tables 1 ± 5 that we have p Ã t < p Ã ns< p Ã w .
Finally, we take an exam ple of testing structural change as an application to the non-p aram etric tests. According to the Chow test, it is di cult to know w hen the structural change takes place. H owever, the non-p aram etric tests shown in this paper gives us the break points m ore exactly.
Using the non-param etric tests, we can test the hyp othesis, despite the functional form of the distribution of the disturbances.
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Notes
8. In Tables 1 ± 5 , note the following:
(1) Perform m sim ulation runs, where m 5 10 000. G iven the signi® cance levels a 5 0.10, 0.05, 0.01, each value in Table 1 is a ratio of rejection numbers to m sim ulation runs, w hich represents the following probabilities: Prob(t <2 t0 ) < a , Prob(w <w0 ) < a , Prob(aw <2 aw0 ) < a , Prob(ns <ns0 ) < a , Prob(ls <ls0 ) < a , Prob(cs <cs0 ) < a and Prob(f <f0 ) < a , where t0 , w0 , aw0 , ns0 , ls0 , cs0 and f0 are the statistics from the original data for each sim ulation run. (3) ë , ë ë , ë ë ë , *, ** and *** in Table 1 (7) and (8), the recursive residuals are obtained from 1961 ± 1993 (33 periods).
