Abstract. We regard the Cauchy problem for a particular Whitham-Boussinesq system modelling surface waves of an inviscid incompressible fluid layer. We are interested in large-time well-posedness at a very low level of regularity. We derived new dispersive and Strichartz estimates, and implement them together with a fixed point argument to solve the problem locally. Hamiltonian conservation guarantees global well-posedness for small initial data.
Introduction
We consider the following Whitham-type system posed on R 1+1 η t + v x = −i tanh(D)(ηv)
where D = −i∂ x and tanh D are Fourier multiplier operators in L 2 (R). We complement (1.1) with the initial data η(0) = η 0 ∈ H s (R),
where H s = 1 − ∂ 2 x −s/2 L 2 (R) is the standard notation of Sobolev spaces of order s. Such initial value problem describes evolution with time of surface waves of a liquid layer. The model approximates the two-dimensional water wave problem for an inviscid incompressible potential flow. The variables η and v denote the surface elevation and fluid velocity, respectively. For some discussion on its precise physical meaning we refer the reader to the work of Dinvay, Dutykh and Kalisch [1] , where the system (1.1) appeared for the first time. Formally, v equals i tanh D-derivative of the velocity potential trace on surface associated with the irrotational velocity field. In the long wave Boussinesq regime v coincides with the horizontal fluid velocity at the surface. The system (1.1) possesses a Hamiltonian structure [1] . To our knowledge, there are at least two conserved quantities associated with this system. The first one
has the meaning of total energy. The second one
has the meaning of momentum. Here the notation
is used. Operator K is a Fourier multiplier operator with the symbol ξ → tanh ξ/ξ. It is bounded and invertible in L 2 (R). Its inverse K −1 has the domain H 1/2 (R) and equivalent to the Bessel potential J 1/2 defined by the symbol ξ → 1 + ξ 2 1/4 . Note that i tanh D = K 2 ∂ x and functions η, v are assumed to be real valued. The system (1.1) has a Hamiltonian structure of the form ∂ t (η, v) T = J ∇H(η, v)
with the same object associated with the full Euler equations. However, one cannot guarantee that it will be the case in shorter wave regimes. Whereas for Whitham type models one might anticipate a good agreement, which is confirmed by experiments [4] . Here we must admit that neither the Whitham-Boussinesq system (1.1) nor the modified Green-Naghdi system are tested by Carter [4] . So it might be only a matter of time before the modified Green-Naghdi velocity is given an exact physical meaning. In other words, we expect that this velocity will be associated with the full water problem notions. The second issue is that it does not seem obvious how the modified Green-Naghdi system can be generalized to a three-dimensional model, whereas for System (1.1) it is straightforward. Let us formulate the main results. The first one is an improvement of the local existence claimed in [3] .
Theorem 1 (Local existence). Let s 0. For any η 0 ∈ H s (R) and v 0 ∈ H s+1/2 (R) there exists a positive time T > 0 depending only on the norm
Moreover, it depends real analytically on the initial data.
Theorem 1 does not rely on the non-cavitation hypothesis 1 + η > 0, since smallness of waves is implied in the model. It can be seen as a drawback comparing with the model from [10] . However, as mentioned above, it is difficult to say for now which one of these two competing models is a better approximation to the Euler equations. Instead of the non-cavitation, there is another condition that we have to impose to prove the following global result. The meaning of this new condition is that the total energy should be positive and not too big. We point out that this condition is imposed at the energy level of regularity and is independent on the regularity s of the initial data.
Moreover, the solution is unique and depends real analytically on the initial data
In the sections below, we first diagonalize System (1.1) and reformulate the local theorem in the new variables. Then we demonstrate how the local result can be obtained in less general settings applying an elegant classical PDE technique based on the standard Sobolev embeddings. This also demonstrates the necessity of dispersive estimates for going down to the energy level of regularity s = 0. Note that the domain of the Hamiltonian functional (1.3) is L 2 (R) × H 1/2 (R). After that we obtain estimates of Strichartz type studying asymptotic behaviour of a particular oscillatory integral (see Lemma 4 and its proof below). This is an improvement comparing with dispersive estimates obtained in [13] . Our estimates do not contain weighted Sobolev norms. With the new estimates in hand we can apply the fixed point argument in a ball of the Bourgain space associated with the water wave dispersion. This gives us the local existence theorem 1.
The last step is to prove the global well-posedness theorem 2. For s = 0 it comes straightforwardly from the energy (1.3) conservation via the continuity argument and the local result. For s > 0 we prove the persistence of regularity. Surprisingly, it is not enough just to have the dispersive Strichartz estimates to claim the persistence. Thankfully, our velocity variable v is bounded in H 1/2 -norm and so we are able to use the following limiting case of the Sobolev embedding theorem.
(1.5) Inequality (1.5) was firstly put forward and proved for a domain in R n with n = 2 in the work by Brezis, Gallouet [14] . It was extended to the other Sobolev spaces in [15] . An implementation of this inequality for deriving a global a priori estimate can be found, for example, in the work by Ponce [16] on the global well-posedness of the Benjamin-Ono equation. We apply a similar trick here, and so that we repeat the formulation of Lemma 1 as it is given in [16] . This provides us with the persistence of regularity that in turn concludes the proof of Theorem 2.
2. Diagonalization of (1.1) and a reformulation of the local existence theorem Defining the new variables
(2.1) We can write the equation for u + as follows:
where we used tanh(D) = DK 2 . Thus,
Similarly,
Thus,
3)
The nonlinear terms can also be written in terms of u ± as
2)-(2.4) we see that the system (1.1) transforms to
where
(2.6)
The initial data (1.2) transforms to
where we used the fact that K(ξ) ∼ ξ −1/2 , and hence
Here and below we use the notation ξ = 1 + ξ 2 , so D = J is the Bessel potential of −1 order. Now let us reformulate the local existence theorem 1 for Problem (2.5), (2.6), (2.7) given in terms of the new variables.
Theorem 3. Let s 0. There exist a time moment T = T f ± H s (R) > 0 and a unique solution
for the Cauchy problem (2.5)-(2.7). Moreover, the flow map is real analytic.
The system (2.5)-(2.7) can be written in the form of integral equations as
where S m (±t) = e ∓itm(D) is the solution propagator given by
Applying the contraction argument to (2.8) together with the Sobolev embedding one can prove Theorem 3 for s > 0, as shown in the next section. However, to reach the critical case s = 0 we need to derive dispersive estimates for the free waves S m (±t)f ± (see Sections 4 and 5).
The regular case s > 0
In this section we prove the local well-posedness in H s × H s+1/2 with s > 0 for System (1.1) applying a fixed-point argument. It is only a particular case of Theorem 1 (or of the equivalent theorem 3). In this sense, the section has mainly an illustrative character. However, the proof is elegant and does not need any use of dispersive techniques. The idea is close to the one used in [17] , for instance. This allows us to think about System (1.1) as a fully dispersive bi-directional relative to the BBM equation.
Regard the Whitham operator K = tanh D/D and introduce the space X s = H s × H s+1/2 equipped with the norm (f, g)
(3.1) that is obviously equivalent to the standard one. Denote by X s T the space of continuous functions defined on [0, T ] with values in X s , equipped with the supremum-norm. Define matrices
Regard the unitary group
Note that for any s, t ∈ R, u ∈ X s holds S(t)u X s = u X s and consequently S(t)u X s T = u X s T for any T > 0. These follow from isometricity of operators K, K −1 and that symbols of eigenvalues of S(t) have absolute value equal to one. For any fixed u 0 = (η 0 , v 0 ) T ∈ X s function S(t)u 0 solves the linear initial-value problem associated with (1.1). Regard a mapping A : X s T → X s T defined by
Then the Cauchy problem for System (1.1) with the initial data u 0 may be rewritten equivalently as an equation in X s T of the form
where u = (η, v) T ∈ X s T . Below the latter integral equation is solved locally in time by making use of Picard iterations. Proof. The idea is to show that the restriction of A on some closed ball B M centered at S(t)u 0 is a contraction mapping. Obviously there exists a positive constant C s such that
and so taking M = 2 u 0 X s and T as in the lemma formulation we conclude that A is a contraction in the closed ball B M . The first statement of the lemma follows from the contraction mapping principle. We turn our attention to smoothness of the flow map.
that is obviously a smooth map. Its Fréchet derivative with respect to the second variable is defined by
3) corresponding the initial data u 0 ∈ B then Λ(u 0 , u 1 ) = 0. Moreover, it satisfies the following estimate
The latter is used to estimate operator
which is true for any h ∈ X s T . As a result operator d u Λ(u 0 , u 1 ) is invertible and so the second assertion of the lemma follows from the Implicit Function Theorem.
The next and most difficult step is to extend the statement of the lemma to the case s = 0 as well. On the one hand, it seems possible to do it without the dispersive estimates, applying the energy method, for example. Indeed, we have the Hamiltonian conservation that can provide us with a necessary a priory bound (see Lemma 7 below). However, at such level of regularity with s = 0 the regularization of System (1.1) can be a serious issue. In other words, one cannot guarantee that the a priory estimate will be still valid for the regularised problem. Moreover, we can hardly hope for more than a weak solution after implementing the compactness argument. So we turn our attention to the Harmonic Analysis methods, since we can eventually achieve a more general result with the dispersive estimates obtained below in the next sections.
4. Dispersive estimate for S m (±t)f ± First we establish a lower bound for the first and second derivatives of the phase function m(r). These estimates will be used later to derive dispersive estimates for the free solutions S m (±t)f ± of (2.5)-(2.7) using a stationary phase method.
Through out the next three sections we use the following notation: The Greek letter λ is presumed to be dyadic, i.e., this variable range over numbers of the form 2 k for k ∈ Z. In estimates we use A B as shorthand for A ≤ CB and A ≪ B for A ≤ C −1 B, where C ≫ 1 is a positive constant which is independent of dyadic numbers such as λ and time T , whereas A ∼ B means B A B.
Lemma 3. Let m(r) = rK(r), where K(r) = tanh(r)/r. Then
Proof. First note that
which imply
Now let us estimate m ′ (r). Since K(r) = tanh(r)/r ∼ r −1/2 and sech(r) ∼ e −r
we have |m
Next we estimate m ′′ (r). We can write
where E(r) = e 2r − e −2r − 4r 4r .
Now if 0 < r < 1/2 we have
Therefore,
Then using (4.3) and (4.4) we obtain
∼ |r| r −5/2 .
Next we use the estimates on the derivatives of m(r) in Lemma 3 and stationary phase method to derive a frequency localized dispersive estimate for the free waves S m (±t)f . To this end, we consider an even function χ ∈ C ∞ 0 ((−2, 2)) such that χ(s) = 1 if |s| ≤ 1. Let
where λ = 2 Z is dyadic. Thus, supp β λ = {s ∈ R : λ/2 < |s| < 2λ}. Now define the frequency projection P λ by
We write f λ := P λ f . Then
Proof. It suffices to consider the case t > 0 and ± = +. We have
Then by Young's inequality we have
We can write
Since m is an odd function, m(−ξ) = m(ξ), so is φ λ . Moreover, β is a real-valued even function. Hence we can write
In view of (4.5) and (4.6) it suffices to prove
Clearly,
So it is enough to consider the case where
Now using integration by parts we have Observe that
By Lemma 3 we have
for all ξ ∈ (1/2, 2) .
Case 1: Non-stationary contribution. This is the case where either x ≥ 0 or 0 < −x/t ≪ λ −1/2 or −x/t ≫ λ −1/2 . In these cases we use the fact that m ′ (λξ)) is positive and apply Lemma 3 to (4.11) to obtain
Now we use (4.13) and (4.14) above in (4.10) to obtain 
This implies
where we used Lemma 3. By the mean value theorem we have for some ζ that lies between ξ and ξ 0 the estimate
where in the last inequality we used (4.13). We may 1 assume ξ 0 ∈ (1/2, 2). For a sufficiently small δ > 0 which will be chosen later, we decompose I λ,t (x) = 2λ
By using integration by parts, (4.16) and the fact that [φ ′ λ (ξ)] −1 is increasing in the interval of integration, we can estimate the first integral in (4.17) as
Now we choose δ := λ −1/4 t −1/2 , (4.18) and hence δ ≪ 1 by (4.9). This implies
The third integral in (4.17) can also be estimated in a similar way, and satisfy the same estimate. The second integral in (4.17) can be simply estimated as
Therefore, in the stationary case we have
In conclusion, from (4.15), (4.19) and (4.9) we obtain
In the case when ξ0 = 2 the decomposition (4.17) becomes
Hence the estimate can be derived in exactly the same way as in the case when ξ0 ∈ (1/2, 2). Finally, the case when ξ0 = 1/2 can be handled in a similar way.
which is the desired estimate (4.7).
Function spaces, Linear and bilinear estimates
for 1 ≤ q, r < ∞ with an obvious modification when q = ∞ or r = ∞. We write L q T L r x when the time variable is restricted to the interval [0, T ].
Define the Bourgain space X s,b
where u denotes the space-time Fourier transform given by
The restriction to time slab (0, T ) × R of the Bourgain space, denoted X s,b ± (T ), is a Banach space when equipped with the norm
Linear estimates.
Let us recall some of the properties of these spaces. We have
For −1/2 < b ′ ≤ b < 1/2 and 0 < T < 1 we have
where C is independent of T . The proof for (5.1) and (5.2) can, for instance, be found [18] . It is well known for any s ∈ R and b > 1/2 that
where the constant C > 0 depends only on b.
We need the following Bernstein inequality which is valid for 1 ≤ p ≤ r ≤ ∞ (see for instance [18, Appendix A]):
Another useful tool is the Hardy-Littlewood-Sobolev inequality (see for instance [18, Appendix A]) which asserts that
whenever 1 < p < r < ∞ and 0 < α < 1 obey the scaling condition
Lemma 5 (Localized Strichartz estimates). Let λ > 1. Then we have the following estimates:
Proof. The estimate (5.8) follows from (5.7) and the transfer principle. So we only prove (5.7). By the standard T T * argument, (5.7) is equivalent to the estimate
and ⋆ defines the space-time convolution. Applying Minkowski, Youngs's inequality in x, (4.5)
2 and then Hardy-Littlewood-Sobolev inequality in t, we estimate
which is the desired estimate (5.9). 
Proof of (5.11) . In view of (5.2) the estimate (5.11) reduces to
By duality, (5.13) reduces to
(5.14)
Decomposing u = λ 1 ≥1 u λ 1 and v = λ 2 ≥1 v λ 2 we have LHS (5.14)
Next, we claim that
Indeed if λ 1 ≤ λ 2 , we use Hölder, (5.5) and (5.8) to obtain
2 Note that the estimate (4.5) still holds if we replace β λ by β
Thus, the claim (5.16) holds. If we set
we have
Hence the estimate (5.14) reduces to
Note that since the Fourier symbol of K satisfy the estimate K(ξ) ∼ ξ −1/2 , we have
(5.18)
Then using Cauchy-Schwarz, (5.18) and (5.16) we obtain RHS (5.15)
Applying Cauchy Schwarz inequality first in λ 1 ∼ λ 2 and then in λ, we estimate I 1 as
Similarly, I 2 can be estimated by applying Cauchy Schwarz inequality first in λ 2 ∼ λ and then in λ 1 :
The estimate for I 3 can be obtained in a similar way. This completes the proof of (5.17).
Proof of (5.12). We follow the same argument as in the proof of (5.11). By duality and dyadic decomposition, (5.12) reduces to 
, where I j (j = 1, 2, 3 is as above, and thus satisfies the estimate
This completes the proof of (5.12).
6. Proof of Theorem 3 and Theorem 2 6.1. Proof of Theorems 3 and 1. We solve the integral equation (2.8) by contraction mapping techniques as follows. Define the mapping
We look for a solution in the set
where C is as in (5.3). Now for u ± ∈ D δ we have by (5.3), (5.4) and Lemma 6
Moreover, for u ± and v ± in D δ with the same data, one can show the difference estimate
. Hence Φ is a contraction on D δ which implies the existence of a unique fixed point u ± ∈ D δ solving the integral equation on R × [0, T ], where T is as in (6.1). Continuous dependence of the solution on the initial data can be shown in a similar way. Thus Theorem 3 is completely proved.
We have constructed the solution u ± ∈ C ([0, T ]; H s (R)) of the system (2.5)-(2.7). Then we use the transformation (2.1) and obtain the solution which after division by the X s -norm implies the first inequality in the statement. Note that if the X s -norm is zero then the local theory says that the solution is trivial and so the first inequality fulfils automatically. Regarding the case s = 1/2 and setting p 2 = q 2 = 4 with the same p 1 = 2, q 1 = ∞ in the Leibniz inequality (6.2), after implementation the Sobolev embedding, obtain
This inequality is obvious for s > 1/2 since H s is an algebra under the point-wise product, and so is true for any s 1/2. Taking into account (6.3) we deduce the second inequality of the lemma.
Suppose s ∈ (0, 1/2) and u(t) = (η(t), v(t)) ∈ X s solves System (1.1) on some time interval. Let its initial data u(0) be small with respect to X 0 -norm in the sense of Lemma 7. Then u(t) stays bounded in X 0 , and so v(t) H 1/2 is bounded by the same constant independent of the time interval. Hence from the Brezis-Gallouet limiting embedding (1.5) one deduces v(t) L ∞ 1 + log (2 + v(t) H s+1/2 ) and applying Lemma 8 obtain d dt u X s (1 + log (2 + u X s )) u X s .
As a result we have the estimate u X s exp Ce t ,
where constant C depends only on s, u(0) X 0 and u(0) X s . This estimate allows to reapply the local result and extend solution on any time interval. For the completeness, we give here a proof of this Gronwall type inequality. Then there exists C > 0 independent on T such that y(t) exp Ce t .
Proof. Denote the right hand side by z(t) = exp Ce t , where we take C > 0 such that z(0) > y(0). Regard the derivative y z ′ = y ′ z − yz ′ z 2 y z log y z where the latter is less than zero at least for t = 0. So the fraction y/z decreases and stays always below the unity.
In the case s 1/2 extension is carried out iteratively making use of the second inequality in Lemma 8.
