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Introduction
1 Au  cours  des  deux  dernières  décennies,  le  patrimoine  culturel  a  bénéficié  de
l’utilisation intensive des technologies 3D, avec une large part de reconstitutions par
modélisation ou numérisation1. De nombreux monuments, bâtiments et villes ont ainsi
reçu  une  nouvelle  existence  numérique.  Associées  à  la  réalité  virtuelle  et  aux
technologies  de  réalité  augmentée,  ces  reconstitutions  permettent  de  visualiser,  de
simuler  et  même  d’interagir  avec  le  passé2.  La  réalité  virtuelle  occupe  une  place
particulière  dans le  schéma scientifique habituel  en associant  sciences  humaines  et
ingénierie.  Selon Philippe Fuchs, Guillaume Moreau et Pascal Guitton, « Le but de la
réalité virtuelle est de rendre possible une activité sensorimotrice et cognitive pour
une personne (ou des personnes) dans un monde artificiel créé numériquement, qui
Reconstitution de la vie à bord d’un navire de la Compagnie des Indes orienta...
In Situ, 42 | 2020
1
peut  être  imaginaire,  symbolique  ou  une  simulation  de  certains  aspects  du  monde
réel3 ». Cette proposition met l’humain et son activité au centre de la réalité virtuelle. 
2 Néanmoins,  la  plupart  des reconstitutions ou simulations existantes restent inertes,
dépourvues de substance de vie. Dans le contexte des bâtiments ou de la reconstitution
urbaine, cela conduit à une apparence de sites endormis. Quelques travaux ont étudié
l’introduction  d’humains  virtuels  dans  des  reconstitutions  de  sites  historiques4.  Les
humains  virtuels  peuvent  également  être  associés  à  des  agents  afin  de  simuler  des
comportements  sociaux5.  Dans  le  cas  particulier  de  bâtiments  mobiles  tels  que  les
navires,  l’absence  de  vie  est  encore  plus  évidente  et  gênante  pour  l’utilisateur.
L’activité  à  bord  d’un  navire  est  constituée  de  nombreuses  tâches  spécifiques  et
précises.  Ces  activités  répondent  aux  contraintes  particulières  de  la  vie  maritime,
comme par exemple mesurer la position du navire avec différents instruments, sonner
la cloche de changement de quart, entretenir le navire, et rassemblent des corps de
métiers variés. Plus qu’une activité sociale qui pourrait être modélisée par intelligence
artificielle, l’activité à bord d’un navire s’apparente à un ballet chorégraphié où chaque
marin connaît sa place et où chaque tâche contribue à maintenir le cap. Travailler sur
la  question  du  geste  dans  un  univers  contraint  et  mouvant,  dans  l’esprit  d’une
« archéologie du geste » et dans la perspective d’un patrimoine immatériel, permet de
confronter  de  manière  expérimentale  les  conditions  mêmes  du  mouvement  et  du
travail des marins aux données historiques. Le ratio d’1 m2 par personne disponible sur
ce  type  de  navire,  durant  5  à  6  mois  de  navigation,  s’ajoute  aux  contraintes  qui
caractérisent la vie à bord. L’humain virtuel offre la possibilité d’observer les gestes
répétitifs et ce qui peut caractériser l’habileté du marin et ses savoirs professionnels
(qu’ils  soient  tacites,  explicites  ou  incorporés).  Ce  qui  permet  aussi  de  penser  la
question du geste professionnel dans l’apprentissage et la transmission des savoirs, on
embarque comme mousse très jeune, à 12 ans, voire parfois moins. Fondamentalement,
cette  étude du geste  professionnel  restitué pose la  question du positionnement des
corps et celle de la difficulté à se déplacer (souvent accroupi), un peu comme peuvent
l’éprouver les mineurs dans des galeries étroites et sur des fronts de taille réduits. On
peut donc saisir l’activité dans son écologie et essayer de comprendre les processus
cognitifs des gestes dans la mesure où les marins agissent en situation.
3 Nous proposons une reconstitution de différentes activités de la vie à bord d’un navire
de  la  Compagnie  des  Indes  du  XVIIIe siècle  par  des  techniques  de  capture  de
mouvements et  d’animations 3D interactives.  Ce travail  est  issu d’une collaboration
entre des historiens et des chercheurs et ingénieurs en réalité virtuelle. 
 
Contexte
4 Particulièrement  représentatif  des  navires  de  la  Compagnie  des  Indes,  le  Boullongne
avait été construit par Gilles Cambry, jaugeant 600 tonneaux et portant le nom de celui
qui fut contrôleur général des finances de 1757 à 1759, Jean de Boullongne (1690-1769),
fils  du  premier  peintre  du  roi,  Louis II  de Boullongne  (1654-1733).  Lancé  en
septembre 1758, son premier voyage débuta le 31 mars 1759 mais il  fut directement
victime  de  la  guerre  de  Sept Ans,  car  sa  courte  carrière  s’acheva  par  sa  prise  le
27 décembre  1761,  alors  que  le  comte  Jean Baptiste  Charles  Henri  Hector  d’Estaing
(1729-1794), célèbre officier d’infanterie, se trouvait à son bord. Il termina sa carrière
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comme bateau de transport dans la Royal Navy à partir de 1776 et enfin comme partie
d’un quai du port de Halifax (Nouvelle-Écosse).
5 L’équipage du Boullongne est  constitué  de  133 personnes se  répartissant  en un état-
major (9), des officiers mariniers (20), des officiers non mariniers (5), des volontaires et
pilotins (11), des matelots (56), des novices (12), des domestiques (6) et des mousses
(15). D’autre part, on peut comparer ce navire au Duc de Praslin (entre 600 et 700 tx), qui
embarquait également 27 passagers avec leurs 22 domestiques, ainsi que 18 soldats.
6 En 2014, un travail de reconstitution du navire en réalité virtuelle, visant à fournir une
simulation navale interactive réaliste, a été effectué6. Le modèle 3D du navire, produit
dans le cadre du Conservatoire numérique du patrimoine archéologique de l’Ouest7, a
été  intégré  au  sein  d’une  simulation  d’océan,  comprenant  notamment  le  rendu
physique  de  la  flottabilité.  Cette  simulation  permet  en  outre  à  un  utilisateur  de
marcher autour du navire, à l’échelle de 1:1, et de le diriger grâce à une interaction
naturelle. Pour renforcer la sensation d’être à bord, ont été également ajoutés :
• un environnement sonore mélangeant divers sons spatialisés,
• une simulation de météorologie modifiable dynamiquement,
• diverses interactions permettant à l’utilisateur de mettre en action des éléments du
bateau (roue, canons, etc.)
• trois premiers marins virtuels aux animations simples.
7 Ces  premiers  développements  [fig. 1]  ont  permis  à  des  historiens  d’embarquer  sur
Le Boullongne et de mieux comprendre comment la vie était organisée à bord. Ils ont
également été présentés dans le cadre de plusieurs expositions avec des équipements
de type CAVE8 et HMD9.
 
Figure 1
Processus de production de l’environnement archéologique virtuel du Boullongne.
Images : Jean-Baptiste Barreau, Ronan Gaugne, Anne-Hélène Olivier, Sylviane Llinarès & Valérie
Gouranton / clichés : CNPAO 2015.
 
Humains virtuels
8 L’humain virtuel constitue naturellement la clé de voûte de l’utilisation des simulations
numériques  dans  le  cadre  des  sciences  humaines.  L’enjeu  majeur  va  ainsi  être  de
donner vie aux environnements virtuels en leur conférant une dimension dynamique et
sociale.  En  particulier,  après  une  revue  des  différents  usages  rencontrés  dans  le
domaine de l’archéologie, on peut mettre en évidence deux cas d’application majeurs.
D’une  part,  à  une  échelle  locale,  les  humains  virtuels  sont  mis  en  scène  dans  des
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activités impliquant plusieurs individus, d’autre part, une foule d’humains virtuelle est
simulée afin de rendre compte de comportements du passé plus globaux.
 
Mises en scène
9 Plusieurs utilisations de simulations d’humains virtuels en archéologie ont été utilisées
dans le cadre de reconstitutions de scènes du passé. En 2002, le projet LIFEPLUS avait
pour objectif la restitution de scènes pompéiennes illustrées sur d’anciennes fresques
par  le  biais  de  techniques  de  réalité  virtuelle,  mixte,  en  temps  réel  ou  non10.  Des
personnages  aux  comportements  dramaturgiques  peuplaient  des  scènes  de  la  vie
quotidienne.  D’autres  travaux ont suivi,  touchant au cérémoniel11,  à  l’industriel12 et
ayant  des  finalités  plutôt  pédagogiques  et  médiatiques.  Les  dernières  facilités
d’intégration et d’animation d’humains virtuels impliquent une plus grande création et




10 Au-delà des scènes, il existe en archéologie de nombreux exemples de simulation de
foule  d’agents.  Il  s’agit  d’utiliser  les  multiples  travaux  issus  de  la  recherche  en
informatique14 afin de modéliser les individus comme des particules qui interagissent
avec leur environnement par le biais d’un ensemble de forces appliquées. En 2005, des
piétons virtuels autonomes peuplent la restitution de la gare originelle de Pennsylvania
Station à  New York15.  L’objectif  de  cette  simulation  est  plutôt  de  tendre  vers  la
robustesse et le réalisme. Des simulations similaires de Romains sont réalisées en 2007
dans les rues de la Rome antique16 et Pompéi17. Les simulations qui suivent sont souvent
associées à différents systèmes d’interactions. En 2010, une foule de Romains virtuels
marchent à travers le Forum pour atteindre des points d’intérêt distribués au hasard.
L’utilisateur, à travers son avatar, est libre d’interpeller l’un d’eux pour entamer un
dialogue par le biais d’un texte simple18. Une simulation similaire des habitants de la
ville  d’Uruk  (ville  de  l’ancienne  Mésopotamie,  vers  5000 av.  J.-C)  leur  permet  de
manger,  dormir,  travailler et  communiquer entre eux19.  En 2013,  une simulation de
communautés mésolithiques permet aux chercheurs de prendre des décisions au sujet
du  comportement  passé.  Dans  celle-ci,  les  agents  réagissent  à  des  besoins,  des
contraintes environnementales et de ressources. Des interactions existent également
entre la végétation, les animaux et les groupes humains20. Une autre simulation du port
de commerce de Georgetown (État de Penang, Malaisie) dans les années 1800 donne
l’occasion d’observer des groupes ethniques et leurs changements de comportement
dus  aux  interactions  interethniques  et  à  l’arrivée  de  bateaux21.  Le  système  simule
236 agents  et  l’auteur  indique  que  ce  faible  nombre  rend  l’observation  et  la
compréhension  des  activités  plus  faciles.  Les  différents  travaux  qui  illustrent
l’utilisation de personnages virtuels et de foules dans des reconstitutions historiques
peuvent être présentés de la manière suivante [fig. 2].
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Figure 2
Représentation chronologique de travaux de simulations d’humains virtuels mis en scène (S) ou
constituants de foule d’agents (F).
Image : Jean-Baptiste Barreau, Ronan Gaugne, Anne-Hélène Olivier, Sylviane Llinarès & Valérie
Gouranton / cliché : CNPAO 2017.
 
Capture de mouvements
11 La capture  de  mouvements  consiste  à  enregistrer,  grâce  à  des  systèmes de  mesure
(opto-électroniques, vidéo, etc.), le mouvement réalisé par une personne dans les trois
dimensions de l’espace. Grâce à des techniques d’animation, le mouvement enregistré
peut être reproduit par un humain virtuel. La « motion capture » a été utilisée dans les
reconstitutions  historiques  dès  le  début  des  années 2000  avec  une  peinture  de
l’ancienne capitale Chang’an de la province du Shaanxi (Chine) qui illustre des scènes
de danse de la dynastie Tang. Les chercheurs ont eu l’idée de reconstituer ces scènes
grâce à une danseuse spécialisée dans un dispositif de motion capture22. En 2010, un
système de réalité mixte23 permet au public d’assister à un spectacle de 45 min narrant
la quête d’un père et son fils dans des reconstitutions de Milet et Priène, deux villes de
la Grèce antique. Un avatar d’Ésope (écrivain grec), joué en backstage par un acteur avec
capture de mouvement, est projeté sur un écran semi-transparent, derrière lequel des
acteurs réels jouent devant un autre écran opaque projetant le décor24.  Plus tard, la
plateforme Motion in place25 cherche à permettre la  reconstitution de mouvements
humains  du  passé.  Dans  son  article,  Stuart  Dunn  évoque  la  reconstitution  de
mouvements d’habitants d’une maison du sud britannique à l’âge de Fer. Dernièrement,
la motion capture a permis l’étude de mouvements de mains pour la taille de bambou26.
L’objectif  a  été  de  décrire  et  quantifier  les  stratégies  de  manipulation  d’outils
préhistoriques en lien avec l’évolution de la dextérité des mains. Ces différents travaux,
qui  illustrent  l’utilisation  de  capture  de  mouvement  pour  de  la  valorisation  ou  de
l’analyse de geste, sont également présentés de manière chronologique en fig. 3.
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12 Nous  proposons  d’utiliser  la  capture  de  mouvement  afin  de  reconstituer  certaines
activités  de  la  vie  à  bord  du  Boullongne,  à  partir  des  informations  fournies  par  les
historiens.  L’enregistrement numérique de ces différentes activités permet d’animer




Représentation chronologique de travaux d’utilisation de motion capture en archéologie.
Image : Jean-Baptiste Barreau, Ronan Gaugne, Anne-Hélène Olivier, Sylviane Llinarès & Valérie
Gouranton / cliché : CNPAO 2017.
 
Méthode
13 La  méthode  globale  suivie  pour  la  réalisation  du  projet  a  été  basée  sur  une
collaboration suivie, interdisciplinaire, entre les historiens du département d’Histoire
maritime,  l’équipe de production 3D du laboratoire  d’Archéologie,  Archéoscience et
Histoire  et  l’équipe  de  réalité  virtuelle  du  laboratoire  d’informatique.  Ce  mode  de
fonctionnement a  permis  de  définir  des  scènes  de vie  techniquement réalisables  et
porteuses de sens pour les historiens.
14 La  réalisation  technique  des  scènes  est  constituée  de  trois  étapes  principales,  la
modélisation  des  personnages,  la  capture  de  mouvement  et  l’animation  des
personnages.
La modélisation a pour but de créer un ensemble de personnages, ainsi que les vêtements
associés. La question de la crédibilité historique se pose donc dès cette étape et les historiens
associés au projet ont rassemblé une iconographie de costumes d’époque basée notamment
sur des peintures de cette époque.
La capture de mouvement est  l’étape centrale  de la  reconstitution de la  vie  à  bord.  Les
historiens ont établi une liste des différentes activités ciblées par le projet. Ces activités ont
été rassemblées dans une base de données qui a permis d’établir le type de personnages
impliqués dans l’activité, le lieu de l’activité sur le navire, les objets annexes utilisés dans le
cadre de l’activité et une description de l’activité avec des éléments tels que la posture, les
gestes et  les interactions avec d’autres activités.  Les différentes activités ont été ensuite
reproduites par un historien de l’équipe, dans un système de capture de mouvement.
• 
• 
Reconstitution de la vie à bord d’un navire de la Compagnie des Indes orienta...
In Situ, 42 | 2020
6
L’animation  est  une  étape  plus  technique,  mais  fondamentale  dans  le  travail  de
reconstitution des scènes de vie à bord. Elle consiste à transformer les données brutes de
captures de mouvements en animations de personnages 3D.
 
Modélisation de marins
15 Que ce soit, comme ici, pour des marins d’un navire de la Compagnie des Indes ou pour
toute  autre  restitution  3D  d’hypothétiques  humains  du  passé27,  notre  approche  est
d’essayer de minimiser le travail infographique afin de maximiser notre capacité de
production, tout en conservant une authenticité historique. Ainsi, le processus décrit
ci-dessous s’attache à l’optimisation du paramétrage des morphologies corporelles, de
la création de vêtements spécifiques, des opérations de rigging,  procédé qui dote un
objet 3D d’un squelette mobile, et de skinning, procédé qui attache le maillage de l’objet
3D sur son squelette.
 
Morphologies corporelles
16 Les personnages représentant les marins à bord ont été modélisés à l’aide de logiciels
dédiés, le logiciel de modélisation 3D Blender28, et le logiciel spécialisé dans la création
de  personnages  virtuels  Adobe  Fuse CC29.  Ce  dernier  présente  une  bibliothèque  de
parties du corps, de vêtements (hauts, pantalons, chapeaux...) et de textures. Il prend
ainsi en charge l’assemblage de ces différentes parties, leurs déformations éventuelles
et  l’application  de  diverses  textures.  Concernant  ces  éléments  paramétrables,  ses
bibliothèques ont été suffisamment riches pour le projet.
 
Vêtements
17 Afin de reproduire le plus fidèlement possible certaines tenues de marins nécessaires
pour  le  projet  à  partir  des  documentations  fournies30,  il  a  été  nécessaire  de  les
modéliser.  Cette  étape  est  très  coûteuse  en  temps,  certains  vêtements  spécifiques
devant être modélisés complètement. D’autres vêtements plus standards ont pu être
obtenus en raffinant des éléments déjà présents dans la bibliothèque du logiciel Adobe
Fuse CC [fig. 4].
 
Figure 4
Veste d’origine issue de la bibliothèque du logiciel Adobe Fuse CC et itérations de modélisation dans le
logiciel de modélisation 3D Blender.
Image : Jean-Baptiste Barreau, Ronan Gaugne, Anne-Hélène Olivier, Sylviane Llinarès & Valérie
Gouranton / cliché : CNPAO 2017.
18 Une autre contrainte à prendre en compte dans le cadre de notre projet est l’utilisation
des  modèles  réalisés  en  réalité  virtuelle,  ce  qui  nécessite  des  optimisations  des
maillages  et  des  rendus  associés  afin  de  conserver  des  impressions  de  relief  et
• 
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d’ombrage.  Ceci  passe  notamment  par  des  étapes  de  création  de  normal  maps31 et 
ambient occlusion maps32. Une autre optimisation mise en œuvre est la suppression des
parties du corps du personnage situées en dessous des vêtements, par le biais d’une
autre image appelée « occlusion mask » [fig. 5].
 
Figure 5
Exemples de normal map (relief), ambient occlusion map (ombrage), color mask et occlusion mask 
utilisés par Adobe Fuse CC.
Image : Jean-Baptiste Barreau, Ronan Gaugne, Anne-Hélène Olivier, Sylviane Llinarès & Valérie
Gouranton / cliché : CNPAO 2017.
 
Rigging et skinning
19 L’objectif des ces deux étapes est d’associer un squelette virtuel aux personnages afin
de contraindre les mouvements possibles (rigging), et d’attribuer différentes parties du
maillage 3D  concerné  à  chaque  armature  du  squelette  afin  de  produire  des
déformations des maillages cohérents avec les mouvements du personnage au niveau
des articulations (skinning). Cette dernière étape amène à des modèles de marins fins
prêts à être animés.
 
Capture de mouvements
20 La session de capture de mouvements a été réalisée au sein du plateau Immermove de
la  plateforme  Immerstar33 [fig. 6,  gauche],  dans  un  gymnase  dédié  à  la  capture  de
mouvements situé dans les locaux du laboratoire M2S. 
 
Figure 6
À gauche : session de capture de mouvement sur le plateau Immermove dans les locaux du
laboratoire M2S. À droite : positionnement des marqueurs.
Photo : Jean-Baptiste Barreau, Anne-Hélène Olivier, Ronan Gaugne / cliché : CNPAO 2015.
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21 Pour suivre les mouvements de l’utilisateur, 51 marqueurs réfléchissants ont été placés
sur  des  positions  anatomiques  précises  d’un  historien  volontaire  pour  réaliser  les
activités  ciblées  dans  le  projet  [fig. 6,  droite].  Dans  chacune  des  conditions,  le
mouvement  de  ces  marqueurs  a  été  enregistré  grâce  au  système opto-électronique
Vicon  (Oxford  Metrics),  constitué  de  16 caméras  synchronisées  à  120 Hz.  Différents
objets et accessoires ont également été utilisés pour réaliser les activités. Dans ce cas,
les objets manipulés ont également été équipés de marqueurs [fig. 7].
 
Figure 7
Reproduction d’activités avec accessoires.
Photo : Jean-Baptiste Barreau, Anne-Hélène Olivier, Ronan Gaugne / cliché : CNPAO 2015.
 
Animations
22 Les données obtenues par capture des mouvements nécessitent un certain nombre de
traitements pour aboutir à des animations applicables à des personnages numériques.
Ces  différents  traitements  sont  semi-automatisés  par  des  logiciels  dédiés  mais
requièrent tout de même des interventions humaines coûteuses en temps.
23 Le  fichier  initial  issu  de  la  capture  de  mouvement  est  constitué  d’une  succession
(frames) de nuages de points correspondant aux différents marqueurs présents sur la
personne ou l’objet. Les frames correspondent à l’enregistrement image par image des
mouvements.  Une  première  étape  de  traitement  des  données  est  nécessaire  pour
nommer chaque marqueur et reconstruire le squelette associé au mouvement capturé.
Les traitements suivants consistent à corriger les problèmes d’occlusions de marqueurs
dans les  frames ainsi  que les  incohérences entre marqueurs afin de reconstituer  le
squelette de la personne. Pour les objets utilisés comme accessoires, il faut définir un
squelette spécifique pour chacun d’entre eux.
24 La génération des animations dans le projet s’est basée sur trois logiciels différents
[fig. 8] : Vicon Blade pour le traitement des données de capture de mouvement et la
génération des squelettes animés, Motion Builder pour la correction des animations et
Unity  3D  pour  l’intégration  des  animations  dans  la  scène  globale  du  navire,
l’association des accessoires avec les personnages et l’interaction avec les animations.
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Figure 8
Traitement des données de capture de mouvement et des animations.
Image : Jean-Baptiste Barreau, Ronan Gaugne, Anne-Hélène Olivier, Sylviane Llinarès & Valérie
Gouranton / cliché : CNPAO 2016.
 
Discussion
25 Dans le cadre du projet, trois tenues de marin, constituées en tout de huit vêtements,
ont été réalisées, qui ont permis d’habiller trois officiers de la Compagnie des Indes ;




Modèles 3D riggés d’un officier de la Compagnie des Indes, d’un canotier et d’un matelot.
Images : Jean-Baptiste Barreau, Ronan Gaugne, Anne-Hélène Olivier, Sylviane Llinarès & Valérie
Gouranton / clichés : CNPAO 2017.
26 Au total, plus d’une vingtaine d’animations ont été produites durant le projet, tels que
le briquage de pont, une manœuvre de cabestan, la montée dans les haubans, une prise
de mesure par octant, un repas d’officiers et un repas d’équipage. Ces animations ont
été intégrées dans la reconstitution du Boullongne [fig. 10]. Les animations sont activées
par « trigger », c’est-à-dire qu’elles sont liées à un événement déclencheur. Dans notre
cas, le déclencheur est le passage du visiteur dans une zone définie [fig. 11].
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Figure 10
Marins écrivant un journal, briquant le pont, tenant une lanterne dans la cale, et sonnant la cloche.
Images : Jean-Baptiste Barreau, Ronan Gaugne, Anne-Hélène Olivier, Sylviane Llinarès & Valérie
Gouranton / clichés : CNPAO 2017.
 
Figure 11
Zone de déclenchement de l’animation du marin écrivant son journal.
Image : Jean-Baptiste Barreau, Ronan Gaugne, Anne-Hélène Olivier, Sylviane Llinarès & Valérie
Gouranton / cliché : CNPAO 2017.
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Conclusion et perspectives
27 Détachés  des  problématiques  de  narration  cinématographique  ou  vidéoludiques
associées traditionnellement aux humains virtuels, ce travail de production de scènes
de  vie  virtuelles  nous  a  permis  d’appréhender  la  majeure  partie  du  spectre  de
contraintes qui lui sont inhérentes. Les solutions techniques les résolvant étant de plus
en plus efficaces, le peuplement des environnements archéologiques virtuels devient
presque aisé et, s’il est convenablement confronté aux historiens et archéologues, nous
apparaît susceptible de nouvelles réflexions scientifiques réellement pertinentes.
28 Dans l’avenir, pour restituer ainsi les gestes des humains virtuels du passé dédiés à des
tâches disparues, nous partons sur l’hypothèse d’une démocratisation des systèmes de
capture de mouvement permettant de simuler des humains engagés dans des activités
du  passé.  Pour  l’archéologue  effectuant  une  session  travail  en  réalité  virtuelle  et
pouvant vérifier la cohérence de l’environnement archéologique virtuel sur lequel il
travaille34, il serait ainsi envisageable de : 
quantifier les rendements des humains virtuels en activité,
faire interagir cette activité avec l’environnement archéologique virtuel,
déduire de ces activités une narration du quotidien du site archéologique concerné.
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RÉSUMÉS
Les reconstitutions historiques basées sur les nouvelles technologies telles que la réalité virtuelle
tendent à se développer. Cependant, ces reconstitutions proposent pour la plupart des univers
figés, vidés de l’activité humaine. Dans le cadre d’une collaboration entre un centre de recherche
en histoire,  un  institut  de  recherche  en  informatique  et  la  plateforme de  production  3D du
Conservatoire numérique du patrimoine archéologique de l’Ouest (CNPAO), nous proposons une
reconstitution  d’activités  de  la  vie  à  bord  du  navire  de  la  Compagnie  des  Indes  orientales
Le Boullongne, fondée sur de la capture de mouvements.
Un  premier  travail,  réalisé  en  2014,  a  permis  de  produire  une  simulation  fonctionnelle  et
interactive du Boullongne en réalité virtuelle. Cette reconstitution intégrait déjà quelques marins
et  animaux  virtuels  animés,  mais  sans  activité  significative.  Dans  cette  nouvelle  phase,  une
dizaine  de  scènes  de  la  vie  quotidienne  ont  été  identifiées  à  travers  l’étude  de  documents
historiques et de gravures. Ces scènes ont été scénarisées et jouées par les historiens impliqués
dans  le  projet,  puis  capturées  et  traitées  par  les  chercheurs  en  informatique.  Les  marins
numériques  ont  été  modélisés  par  le  CNPAO,  en  collaboration  avec  les  historiens.  Plusieurs
scènes ont été finalement intégrées dans le Boullongne virtuel, donnant ainsi à la reconstitution
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une  dimension  humaine  pour  ce  témoignage  de  la  vie  des  marins  à  bord  des  navires  du
XVIIIe siècle.
Historical  reconstructions  based  on  new  technologies  such  as  virtual  reality  are  now  being
developed.  However,  most  of  these  reconstructions  offer  frozen  worlds,  emptied  of  human
activity. As part of a collaboration between a research centre in history, a research institute in
computer  science  and  the  3D  production  platform  CNPAO  “Digital  Conservatory  of  Western
Archaeological Heritage”, we offer a reconstruction of activities of life aboard the ship of the
French East India Company, Le Boullongne, based on motion capture
A first work made in 2014 produced a functional and interactive simulation of the Boullongne,
with  virtual  reality.  This  reconstruction  already  included  some  animated  virtual  sailors  and
animals, but without significant any activity. In this new work, about ten scenes of everyday life
have been identified through the study of historical documents and engravings. These scenes
were scripted and played by historians involved in the project, and captured and processed by
computer scientists. Digital mariners have been modelled by the CNPAO, in collaboration with
historians. In the end, several scenes were integrated in the virtual Boullongne thus giving to the
reconstitution a human dimension for this testimony of the life of the sailors aboard the ships of
the 18th century.
INDEX
Mots-clés : réalité virtuelle, histoire maritime, capture de mouvement, Compagnie des Indes,
animations 3D, interactions 3D
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