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Abst ract - - I t  is commonly thought hat time asymmetry and process irreversibility find their best 
illustrations in thermodynamics. We argue that neither Fourier's law of heat transfer nor the sec- 
ond law of thermodynamics an indicate such an irreversible arrow of time. Irreversible processes 
of nonequUibrlum systems are out of the scope of thermodynamics and belong in the research field 
of dynamics. The solution of any differential equation will automatically define the time symmetry 
or time asymmetry. Reversible processes and extreme irreversible processes are the only two types 
of process that can be treated in thermodynamics. There is no tight connection between time sym- 
metry and reversibility, nor between time asymmetry and irreversibility. Temporal irreversibUity is
characterized by dynamic properties uch as velocities. An electronic ircuit is devised to illustrate 
that wave farm process can be irreversible. The techniques of Fourier spectra and decay frequency 
spectra may be used to characterize dynamic properties. 
1. INTRODUCTION 
Natural sciences cannot consist of anything more than the studies of structures and processes 
in four-dimensional space and time. Time symmetry is an important topic in CPT (charge, 
parity and time) theory. Here we comment on the question of thermodynamics as related to time 
symmetry of dynamic processes. 
Specifically, there are two laws related to thermodynamics that are believed to indicate the 
time direction of a spontaneous process (or the time direction of an irreversible process, the 
positive direction of time, the asymmetry of time, or time's arrow, or generally the irreversible 
arrow of time) [1]. 
One of these laws is Fourier's law of heat transfer [2]: 
10T 02T 02T O~T 
a Ot = ~ + ~ + Oz 2" (1) 
If the dynamic equation is invariant with regard to the algebraic sign affixed to the variable time 
t, the process is called a reversible process and has time symmetry. Otherwise it is called an 
irreversible process and has time asymmetry [2]. Fourier's equation for temperature, which is 
of the form of Equation (1), is not invariant with respect to the substitution of t for -4. The 
equation thus describes an irreversible process: the irreversible approach to thermal equilibrium 
[21. 
The other law in question is the second law of thermodynamics [3]: 
dS 
d-7 > 0 (2) 
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processes contribute to such entropy production. Thus, irreversible processes lead to the one- 
sidedness of time, and the positive time direction is associated with the entropy increase [1,3]. 
The present opic has been thoroughly discussed [4-16]. There are some thermodynamicists 
who believe that thermodynamics introduces the direction of time and provides the criterion 
of process irreversibility. Without detailed analysis, this belief seems quite reasonable and is 
almost universally accepted. However, careful and objective analyses reveal a different conclusion, 
namely neither Fourier's law nor the second law of thermodynamics indicates asymmetry or the 
arrow of time. 
2. FOURIER'S LAW 
In this section we will show, taking Fourier's law as an example, that time symmetry cannot be 
determined by the appearance ofthe differential equations of a process. Only simple, nonetheless, 
clear mathematical manipulation is used. 
2.1. Fourier's Law Compared with Other Contiguity Equations 
Notice that in fact Fourier's heat transfer law is based on the conservation (indestructibility) 
of "caloric," or heat [17]: 
+ d ivq = 0. (5) 
This means that heat does not change to any other form of energy (e.g., mechanical work, electric 
work, chemical energy) in this process. In Born's notation, the heat transfer law has the same 
differential equation form as the conservation (indestructibility) of mass law [17]: 
+ div u = 0 (6) 
and likewise for the conservation (indestructibility) of electric charge [18] 
b~ + divj = 0. (7) 
Equations (6) and (7) are the basic equations in Canchy's mechanics of continuous substance and 
Maxwell's electromagnetism, respectively. They both satisfy Born's postulate of contiguity [17]. 
Maxwell's equations lead to the electromagnetic radiation wave equation 
1 029 029 029 0~9 
+ 0,2, (8) 
which is believed to represent a reversible process [2]. But Fourier's equation (5) has exactly the 
same mathematical expression and exactly parallel physical significance as Equations (6) and (7) 
(i.e., they are all contiguity equations). Then, it is obviously wrong to say that Fourier's law, 
expression (1) or (5), represents an irreversible process while the other equations, (6) and (7), do 
not represent irreversible processes. 
2.P. Transformation of Differential Equations 
As Equation (1) can be time-space variable separated, we assume 
T(r,t) = T(r)T(t). 
On inserting (9) into (1), one obtains 
T ( r ) l  OT(t)at = T(t) L[b'T(r)ox ~ + 0'T(r)oy - ' ' ' 5 -  
(9) 
+ Oz 2 j (10) 
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or  
1 0T(t) 1 [92T(r) O2T(r) 02T(r)l (11) 
T(t)a Ot -T ( r ) [  Ox 2 + Oy "-'- '-T-+ Oz 2 J" 
Now, assume that the equation above equals c, an arbitrary constant. Then, we have 
dT 
d--t = caT. (12) 
Differentiating Equation (12) gives 
d2T dT 
= ca- -  (13) 
dt 2 dt 
or  
d2T 
= cga2T. (14) 
dt2 
From an expression of Fourier's law, we have thus constructed Equation (14), which will be 
invariant upon the substitution of - t  for t, just like the time part of the wave Equation (8). 
Therefore, again, to insist that Fourier's law is somehow anomalous and represents an irreversible 
process (indicates time asymmetry) based on time invariant criterion, is obviously invalid. 
Notice that by convention the time-invariance riterion is performed by substitution of - t  for 
t in the differential equations [2]. Even if T(t) here is a function of time t, one does not perform 
the substitution of - t  for t to T(t) which is yet to be solved by integration. 
Incidentally, suppose the dynamic equation has the following form: 
d2~(t) bdkrc(t) 
c dt 2 + dt +aqt ( t )=d;  (15) 
obviously the criterion of time invariance cannot work anymore. 
Clearly, by differentiating or integrating such equations, in order to have a more concise differ- 
ential equation form or to have the solution, we can get equations with the argument t in various 
orders. Therefore, the criterion of t invariance of the relevant differential equations is seldom if 
ever useful. 
2.3. Time's Arrow Is Determined by the Solution 
Although the form of the dynamic equations olved is related to their precursor differential 
equations, clearly it is the expressions of these solved dynamic equations that can explicitly 
provide any time properties. 
If adequate initial conditions and boundary conditions are provided, any such differential equa- 
tions can in principle be solved. A definition of the direction of the positive time axis as well as 
zero time, the origin of the time axis, and the arrow of the time, will be automatically defined 
through the solution of any dynamic differential equation. Three-dimensional space and its ori- 
gin of coordinates will also be defined during the solution of the differential equations. The time 
symmetry or asymmetry can also be clearly seen in the solutions. 
3. THE SECOND LAW OF THERMODYNAMICS 
3.1. Time Differential Form of the Law 
To check the time invarianee of Equation (2) we can do exactly the same as was done to 
Equations (12) and (14). From Equation (2), it is mathematically well justified to simply devise 
a hypothetical dynamic equation 
dS 
= aS, (16) 
with a constant a > 0. Equation (16) probably does not have any physical realities. Because 
the entropy S is universally regarded as a nonnegative state function, Equation (16) obviously 
satisfies the inequality 
dS 
d-'t" > 0. (17) 
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Furthermore, it is believed by some authors that Equation (16) represent an irreversible process 
according to the criterion of the entropy expression of the second law [1,3]. Differentiating 
Equation (16) gives 
d2 S dS 
dt ~- = "7 / - "  (18) 
Therefore, from Equation (16), we have 
anS- a2S. (19) 
dr2 - 
The arithmetic sign of Equation (19) remains unchanged when t is changed to - t .  This means 
that Equation (19), derived from Equation (17), or generally from Equation (2), represents a 
process with perfect ime symmetry (according to the criterion of time symmetry of differential 
equations [2]) and represents a reversible process. This result, of course, contradicts the original 
assumption. 
3.2. Validity Range of the Inequality 
Thermodynamics employs equilibrium state functions such as the Gibbs free energy G, 
Helmholtz free work H, and internal energy U. But it is really a surprise to find that we 
have shown overwhelming interest in the entropy S, another state function. It has been extended 
to various fields other than thermodynamics a can be seen from phrases like "life feeding on 
negentropy" [19] and from the relationship of entropy and information. 
We feel that if the entropy concept is used in other fields, it must be newly defined accord- 
ingly [20]. Then, normally we have no reason to expect hat the redefined concept must have 
something to do with thermodynamics because the redefined concept may have no definition in 
thermodynamics. 
Entropy has been used almost exclusively to express the second law of thermodynamics. But, 
in fact, many other state functions can also be used to express the second law of thermodynam- 
ics [21-22]. As Prigogine realized, more than 150 years after the formation of the second law of 
thermodynamics, this law still appears to be more a program than a well-defined theory in the 
useful sense, because nothing precise (except he sign) is said about entropy production. Even the 
range of validity of the inequality [Equation (2) here] is left unspecified. This is one of the reasons 
why the applications of thermodynamics were essentially limited to equilibrium processes [3]. Or 
as Coveney put it, the vagueness of the second law leaves open the question of the precise meaning 
of entropy out of equilibrium [1]. Because we take the foregoing remarks eriously, the usefulness 
of Equation (2) will be very much limited and great care must be taken when we discuss its ap- 
plication. It follows that many conclusions derived from Equation (2), such as the indication of 
the irreversible arrow of time [1], can be questioned, oubted, and even rejected without causing 
derisive attention from others, although these elements of classical thermodynamics have been 
regarded as well established. 
The invalidity of state function expressions for system outside the realm of reversible process 
has recently been discussed elegantly by Waser and Sehomaker [22]. A critical question is then: 
Is the inequality in Equations (2-4) valid? Obviously in Equations (2-4) only the equality is valid 
which represents a reversible process within the usual equilibrium-state-function expressions. The 
inequality is simply invalid. 
3.3. Thermodynamics Is Thermostatics 
In fact, some prestigious physicists have stated that thermodynamics is not a sort of dynamics 
at all. It should be called thermostatics [17]. Classical thermodynamics is time-independent 
[23-26]. Thermodynamics, characterized by using state functions uch as entropy, is the study of 
static states rather than dynamic processes [26]. Time is the central variable in dynamics [27]. 
Thermodynamics employs equilibrium state functions and can deal with reversible processes 
only. Therefore, certainly, Equation (2) cannot indicate the so-called irreversible arrow of time. 
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4. IRREVERSIBLE PROCESS AND THE NONEQUILIBRIUM SYSTEM 
~.1. The E~treme Irreversible Process 
In thermodynamics, the only dynamic statements possible are concerned with the irreversible 
transitions from one equilibrium state (state A) to another equilibrium state (state B) [17], as 













Figure I. Two extreme processes studied in thermodynamics. 
The only two kinds of processes possible in thermodynamics are the reversible process and the 
irreversible process illustrated in Figure 1 [25,28]. In the reversible process, the system reaches 
the state B at infinite time, and the time derivatives are always zero. The latter process represents 
the extremely prompt response of the system to external force or external perturbation. Instantly 
the system settles at the equilibrium state B. So the time interval of the irreversible period, which 
cannot be described by the usually defined state properties in thermodynamics, i  zero. Only in 
this extreme case can the difficulty of an irreversible process be avoided in thermodynamics. Yet 
as commonly practiced, we still have to devise reversible processes in numerical calculations for 
extreme irreversible processes. 
Table I. Time properties ofthe two extreme processes. 
Reversible Irreversible 
At oo 0 
The two cases shown in Figure 1 and characterized in Table 1 are in fact two extreme cases 
in dynamics. There is hardly any change in nature that can proceed with infinitely great veloc- 
ity. Therefore, nonintuitively, the extreme irreversible process is rather less probable than the 
reversible process. 
4.2. Intermediate Irreversible Processes 
The processes that are usually encountered are intermediate processes between the two ex- 
tremes mentioned above. To employ the same set of notations of thermodynamics in dynamics, 
and to extend the study to intermediate irreversible processes, it is necessary to redefine the 
properties as functions of both space and time. The subject of investigations thus defined should 
be called dynamics. Here we consider only the temporal properties ~(t) in a certain point of the 
system; the spatial properties are not treated. Nature functions in an astonishingly simple way. 
In most cases, differential equations up to only the second order are sufficient o describe the 
system. 
72 S.-K. LIN 
Figure 2. Typical dynamic processes. 
R C 
,I,I 
Figure 3. An electronic ircuit illustrating areversible process, an exponential tran- 
sient process, and an energy transfer oscillatory process. 
4.3. Exponential and Wave Form Solutions 
The solution of second-order differential equations like Equation (15) usually follows the trace 
shown in Figure 2. Immediate xamples are oscillating chemical reactions [29]. The solid line in 
Figure 2 illustrates the real part of 
where ~0 is the amplitude at zero time, w is angular frequency, and r is the time constant. 
There are two special cases: When the oscillatory factor has a frequency of zero, the trace in 
the time domain is a pure exponential line (dashed line in Figure 2). This is usually the solution 
of Fourier's heat transfer equation (1) and the decay process of radioactive isotopes, as well as 
the consumption of the reactants in a first-order chemical reaction. The other special case is a 
pure cosine wave function, which can be a solution of Equation (8). 
4.4. Example 
Consider the electronic ircuit shown in Figure 3. The system is composed of a resistor R and 
a capacitor C connected in series. The initial state A is a static situation that C is not charged 
at all. In the final state B, the capacitor is fully charged and the energy has been transferred 
from the environment, he battery, and stored in the capacitor. To recover the system from B 
to A to achieve a reversible process, there should be no heat production by the resistor and no 
energy dissipation by radiation from the capacitor. 
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4.4.1. Reversible Process 
Only in the extremely slow process where the current 
I = dQ, (21) 
dt ' 
with Qe as electric harge, approaches the limit of zero, will the resistor not make any potential 
drop, and all the energy will go in and out of the capacitor reversibly. There will be no radiation 
either. Then this will be a reversible process of setting up the static electric field of the capacitor 
[18]. The general expression for this process is (see also Table 1): 
dX 
= O. (22) 
dt 
4.4.2. Exponential Process 
Suppose 
The differential equation is 
z = I (Q= _ Q.)= IQ 
f T 
dQ 
r -~-  - Q = 0. (24) 
Equation (24) is a type similar to Equation (1). With the condition that Oe = 0 for t = 0, and 
Qe = Qoo for t = c~, we have the solution 
where the time constant can be shown as r = RC, with R and C being resistance and capacitance 
of the circuit, respectively. Equation (25) can be rewritten as 
(26) 
where O has been defined as (Q~ - Qe); Oe and O are the process functions. Equation (26) is a 
special case of the trace (dashed line) in Figure 2 with the oscillatory frequency zero. Because the 
current is not zero, the process represented by Equation (24) with the solution of Equation (25) 
is irreversible. 
4.4.3. Wave Form Process 
On the other hand, even if the resistance R of the circuit is zero, the environment may con- 
tinuonsly supply an alternating current o the system. Then, the capacitor will act as a radio 
station broadcasting electromagnetic waves. Both the electric field and the magnetic induction 
in a field point of the space during this steady-state energy converting and transporting process 
can he represented by the wave equation (8). The full solution of Equation (8) is a sinusoidal 
plane wave that has periodicity in time. The real component of the solution of the time part can 
simply be the form 
@(t) = @o cos(wt), (27) 
where w is the angular frequency. 
Obviously the energy dissipated to the environment in the radiation form [Equation (27)] 
cannot be reversibly recovered in the battery. We arrive at the conclusion that both Equation (24) 
and Equation (8) are special cases of the general differential equation (15), and the solutions, 
Equations (25) and (26), are special cases of the general irreversible process hown in Figure 2. 
Therefore the process described by Equation (8), a wave equation, can be an irreversible process. 
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5. IRREVERSIB IL ITY  
5.1. No Connection between t-Asymmetry and Irreversibility 
Some authors have established correlations between process irreversibility types and time sym- 
metries [1-3]. The example above shows this conclusion to be false. As pointed out before, 
only through a solved equation [e.g., Equation (27)], can we define time symmetry. Further- 
more, for example, the symmetric solution (Equation 27) can be very easily made asymmetric by 
substitution or redefinition of the time origin: 
t = t' + a (a ~ nTr, n is integer ). (28) 
Then, 
= cos( t' + (29) 
which is not symmetric about the origin oft'. A symmetric time expression can be made asymmet- 
ric (although generally the opposite is not necessarily true: some asymmetric time expressions, 
like certain exponential forms, can never be made symmetric). 
Also we notice that there are only two cases for time: either symmetric or asymmetric (antisym- 
metry may be meaningless here), but there are reversible processes and innumerable irreversible 
processes. These various degrees of irreversibility should have a quantitative scale. 
In conclusion, there is no logical nor mathematical connection between reversibility and time 
symmetry. 
5.2. No Connection between Irreversibility and State Function Increment 
There are innumerable paths of processes that may have different irreversibilities leading from 
state A to state B. But definitely there is only one AX (X = equilibrium state properties such as 
entropy S). It is impossible for this single set of AX to characterize these different irreversibilities. 
As mentioned in Section 3, irreversibility has nothing to do with the equilibrium state function 
expressions. 
5.3. Irreversibility as a Quantitative Concept 
Although irreversibility has nothing to do with the concept of time symmetry, it is clear that 
irreversibility is a dynamic property and should be a function with argument t. It is usually a 
temporal property [30]. The main feature of the dynamic behavior of a process is its rate. From 
the example of an electric circuit, we see that the rate of the dynamic properties d~ ~- can be used 
to indicate irreversibility, a temporal property of a dynamic process: An infinitesimal or zero 
means a reversible process, and a nonzero finite d~ corresponds to irreversible processes. Here 
is any process property representing the dynamic process [28]. The extreme irreversible process is 
the one with oo value of ~ as shown in Table 1. The temporal irreversibility can be tentatively 
defined as 
i(t) = d@(t) (30) 
dt " 
The integral 
f,i - a (t) I = dt dt 
can be regarded as an overall irreversibility of the whole process in the integral form. 
(31) 
6. PROCESS CHARACTERIZAT ION 
We need to stress clearly that the behavior of an intermediate irreversible process like that 
shown in Figure 2 is of purely kinetic importance, or dynamic importance if spatial consideration 
is involved [23,30]. It has nothing to do with thermodynamics. There is no reason to infuse 
mystery into such kind of kinetic or dynamic patterns of process (such as chemical oscillation [3]). 
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Studies of a complicated process are usually quite involved. But in principle we can characterize 
the dynamic properties. Suppose for complicated processes, the trace @ = ~(t) of the time 
domain observables is the superimposing of N subprocesses, or N dynamic species, with one 
species representing one contribution from one component of the system or from one sort of a 
simple process: 
N 
• (t) = E c, exp [(an/-  b,~)t], (32) 
ti----1 
where n means the nth dynamic species. In this case the determination through curve-fitting 
of all the parameters {an,b,,cn} is extremely difficult or impossible. Then, the Fourier trans- 
form technique is very helpful in distributing parameter on the oscillatory frequency axis of the 
Fourier's spectra. For example, the time part of the dynamic "organization of chaos", the clear 
dynamic oscillating pattern of the complicated irreversible processes of a system in the time 
domain, can be elegantly presented in the frequency domain. This idea has become practically 
very useful in many areas - for example, in pulse FT-NMR (Fourier transform nuclear magnetic 
resonance) spectroscopy [31]. In the frequency domain, the time constant is related to the line 
width. 
In relation to studies of dynamic processes, a concept of decay frequency spectra [32] has been 
developed. Decay constants of the damping oscillatory process are distributed on the frequency 
spectra. The ordinary Fourier spectra are complementary to the decay frequency spectra [32]. 
The ordinary Fourier spectra re complementary to the decay frequency spectra [32]. The theory 
of decay frequency spectra nd the method of Laplace convolution has been investigated. Explo- 
ration of other methods for constructing decay frequency spectra is in process. As some authors 
have noticed, a decay process can be regarded as a special oscillation [33,34]. Equation (14) 
represents such a special oscillation. The combined methods of Fourier's pectra and the decay 
frequency spectra may become a powerful technique in fully characterizing dynamic processes. 
7. CONCLUSION 
Thermodynamics describes equilibrium states and reversible processes. Nonequilibrium sys- 
tems and irreversible processes are described by kinetics (temporal properties) and dynamics 
(spatial and temporal properties) in the form of differential equations of time. The concepts of 
both irreversibility and time symmetry must belong to dynamics. The state function expression 
of the second law of thermodynamics cannot predict dynamic properties. Only reversible and 
extreme irreversible processes can be treated in thermodynamics. 
The time asymmetry of a process cannot be identified by the form of the differential equations 
used to describe the process. However, the so-called time asymmetry is automatically defined 
when any such differential equations are solved with adequate initial conditions and boundary 
conditions. Irreversibility has nothing to do with time asymmetry. The irreversibility can be 
quantitatively described by process velocities. Various dynamic processes may be characterized by 
Fourier spectra and decay frequency spectra. Incidentally, the various theories of nonequilibrium 
thermodynamics still have some fundamental difficulties [35]. 
We have described the time symmetry of a process as related to thermodynamics here and 
in previous communications [36,37]. The interesting problem whether the space symmetry of a 
structure has a relation to thermodynamics [4] will be discussed elsewhere. For example, the 
comparison between structural incomplete symmetry and the dissimilarity concept of statistic 
thermodynamics an be shown to be helpful in our resolution of the famous Gibbs paradox [38]. 
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