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We present an entanglement analysis of quantum superpositions corresponding to smooth, dif-
ferentiable, real-valued (SDR) univariate functions. SDR functions are shown to be scalably ap-
proximated by low-rank matrix product states, for large system discretizations. We show that the
maximum von-Neumann bipartite entropy of these functions grows logarithmically with the system
size. This implies that efficient low-rank approximations to these functions exist in a matrix product
state (MPS) for large systems. As a corollary, we show an upper bound on trace-distance approx-
imation accuracy for a rank-2 MPS as Ω(logN/N), implying that these low-rank approximations
can scale accurately for large quantum systems.
The promise of quantum computation is the abil-
ity to solve problems exponentially faster than we can
today with classical computers. However, the perfor-
mance of many quantum algorithms depends on the abil-
ity to load classical data efficiently and accurately into
quantum states. For example, this capability is neces-
sary for quantum computers to be viable for performing
machine learning with large classical training data sets
[3, 6, 8, 12, 17] and Monte Carlo calculations that com-
pute expectation values of functions over classical prob-
ability distributions [6, 9, 14, 18]. In both of these cases,
preparing the state corresponding to the data is vital to
preserving the quantum speedup present in the remain-
der of the algorithm. While in general, state preparation
is an exponentially hard problem [11], it has previously
been shown empirically that certain families of quantum
states can be prepared efficiently and with high precision
using linear-depth circuits, and algorithms have been de-
veloped that require only linear compute time to generate
these linear-depth circuits for real-valued smooth, differ-
entiable (SDR) functions [7]. The practical utility of this
approach depends upon whether it is scalable to large
qubit systems.
In this paper, we prove analytical upper bounds on
the entanglement requirements for quantum state super-
positions of discretized SDR functions, and thereby as-
sess and demonstrate scalability of state preparation en-
coding methods using matrix product state (MPS) data
structures. These have been shown to be powerful for
simulating correlated one-dimensional systems [15, 16],
and bounds have been established showing domains over
which MPS encodings remain efficient data structures
[13]. In the present work, we prove that superpositions
corresponding to discretized SDR functions require en-
tanglement that grows logarithmically in system size,
thereby also showing that they can be accurately sim-
ulated with matrix product states as is shown in [13].
The proof structure is quite simple. We construct a
polynomial approximation to the target quantum state-
and bound the entropy of an encoding of this polynomial
into a corresponding MPS. The entropy of this encoding
is upper bounded by the bond-dimension of the MPS,
which is used to complete the proof. The main result is
stated and proved in Theorem 1, and relies on several
lemmas which are stated first.
The first lemma bounds the pointwise approximation
accuracy of polynomial function approximations in terms
of the domain of the function D, the derivative of the
function γ, and the polynomial approximation degree k.
Lemma 1. Let D ⊆ R be a closed bounded interval and
assume that f is a function with bounded derivatives that
satisfies, for some Cf , γf ≥ 0
‖f (n)‖∞ ≤ Cfγnf n! ∀n ∈ N0 (1)
then a polynomial g with support over the same domain
D requires a degree p to achieve ℓ∞ pointwise accuracy
‖f − g‖∞ ≤ ε as:
p = logα
(
1/ε
)
+ C (2)
for constant C and α = 1 + 2γf |D| .
Proof. Lemma 3.13 of [2] shows that for the appropriate
domains D and functions f , we have that, for all k ∈ N0
min
g∈Pk
‖f − g‖∞,D ≤ Cf4e(1 + γf |D|)(k + 1)(
1 + 2γf |D|
)(k+1) (3)
where the family Pk is the family of polynomials of degree
k. This is used in [5] to prove the statement above.
The next lemma is a simple upper bound on the ℓ1
norm of quantum states, or normalized vectors v ∈ C.
2Lemma 2. Let f be a discretized SDR function over
a closed bounded interval D ⊆ R normalized such that
‖f‖2 = 1. Then we have:
max
f
‖f‖1 ≤ 2N/2 (4)
This bound is tight, saturated by the uniform distribution
as: fi = 2
−N for all entries.
Proof. Apply the Cauchy-Schwarz inequality and use the
all-ones vector 1 = {1}2Ni=1:
‖f‖1 = ‖f · 1‖1 ≤ ‖f‖2‖1‖2 (5)
= 1
( 2N∑
i
1
)1/2
= 2N/2 (6)
We saturate this with the uniform distribution u with
ui = 2
−N/2 for all i as ‖u‖1 = 2N(2−N/2) = 2N/2.
The last lemma is a lower bound on the overlap, or in-
ner product, of a quantum superposition of a discretized
SDR function and an approximation to this state con-
structed with a fixed degree polynomial. This allows
us to convert between the entrywise approximation er-
ror infinity-norm ℓ∞ to a bound on the inner product or
the two-norm ℓ2.
Lemma 3. Let f be a unit normalized discretization of a
univariate SDR function f(x) over a closed, bounded in-
terval D ⊆ R covered by 2N equidistant evaluation points,
such that ‖f‖2 = 1. Let g be a unit vector pointwise ap-
proximation of f on a closed, bounded interval D such
that ‖f − g‖∞ = ε. Then
〈f, g〉 ≥ 1− ε22N−1 (7)
Proof. Begin by considering an ε-pointwise approxima-
tion g to f without requiring ‖g‖2 = 1. In this case, we
can set:
gi ≡ fi − ε ∀i ∈ [1, 2N ] (8)
This choice for g minimizes 〈f, g〉 to:
〈f, g〉 =
2N∑
i
fi(fi − ε) =
2N∑
i
(f2i − εfi) (9)
= 1− ε
2N∑
i
fi = 1− ε‖f‖1 ≤ 1− ε2N/2 (10)
where Lemma 2 has been used in equation 10. Consider
any other g′ defined by changing some of the entries as:
g′j = fj + εj (11)
for any −ε < εj < ε, with the only constraint that the
entries follow |fj − gj| ≤ ε as dictated by the pointwise
approximation error. We then have:
〈f, g′〉 =
2N∑
i
fi(fi + εi) =
2N∑
i
(f2i + εifi) (12)
= 1 +
2N∑
i
εifi (13)
Minimizing equation 13 requires minimizing a summa-
tion over the distribution of εi, which is clearly minimized
for εi = −ε for all i.
Requiring that ‖g‖2 = 1 will tighten the bound:
‖g‖2 = 1 =
∑
i
g2i =
∑
i
(fi + εi)
2 (14)
=
∑
i
(f2i + 2εifi + ε
2
i ) (15)
=
∑
i
f2i + 2
∑
j
εjfj +
∑
k
ε2k (16)
which because |εi| ≤ ε implies that:
−2
∑
i
εifi =
∑
j
ε2j ≤ 2Nε2 (17)
∑
i
εifi ≥ −2N−1ε2. (18)
We can then tighten the bound in equation (10) to:
〈f, g〉 =
∑
i
figi =
∑
i
fi(fi + εi) (19)
=
∑
i
f2i + εifi = 1 +
∑
i
εifi (20)
≥ 1− 2N−1ε2 (21)
Corollary 1. For a fixed error δ, the required pointwise
error ε = ‖f − g‖∞ is given by:
ε ≤
√
δ
2N−1
(22)
Proof. This is a simple rewriting of 7 with some fixed
error δ so that:
〈f, g〉 ≥ 1− ε22N−1 ≥ (1− δ) (23)
ε2 ≤ 1− (1 − δ)
2N−1
(24)
We now state the main result. By convention, we use
the definition of the K-qubit reduced density matrix bi-
partite von-Neumann entropy as:
S(ρK) = −Tr[ρK log ρK ] (25)
=
∑
i
|λi|2 log |λi|2 (26)
3where ρK is a K-qubit reduced density matrix, and equa-
tion 26 holds for pure state Schmidt decompositions of
ρK with λi Schmidt coefficients.
Theorem 1. Let ρ be the quantum superposition corre-
sponding to the discretization of a univariate SDR func-
tion f(x) over domain D ⊂ R covered by 2N equidistant
evaluation points. Then:
Smax(ρK) ≤ O(logN) (27)
where ρK is any K-qubit reduced density matrix of ρ.
This states that the maximum von-Neumann bipartite
entropy of a discretized SDR function as a quantum state
grows as O(logN). Unless explicitly specified otherwise,
all logarithms are assumed to be base-2.
Proof. Begin by writing the ε−accurate pointwise ap-
proximation to f(x) as g, such that ‖f − g‖∞ = ε. By
Lemma 1, we state the degree p of a polynomial g re-
quired to achieve pointwise accuracy ε as:
p = logα
(
1/ε
)
+ C (28)
for constant C and α = 1 + 2γf |D| . By Lemma 3 and the
corresponding Corollary 22, we write the required error
ε∗ for fixed error δ as:
ε∗ ≤
√
δ
2N−1
=
√
δ2−(N−1)/2 (29)
Plugging equation 29 into equation 28 for constant error
δ ≪ 1 we have:
p =
log
(
2(N−1)/2/
√
δ
)
log
(
1 + 2γf |D|
) (30)
=
log
(
2(N−1)/2
)− log (√δ)
log(1 + 2γf |D|)
(31)
=
(N − 1)− log δ
2 log(1 + 2γf |D|)
(32)
We now use the fact that a MPS encoding of a poly-
nomial of degree p requires a maximum bond-dimension
χ ≤ p+1 [5]. Because of this, and because the maximum
achievable von-Neumann bipartite entropy of a rank-χ
MPS is log2(χ) [4], we have, for constants C1, C2:
Sm(ρK) ≤ log(p+ 1) (33)
= log
(
(N − 1)− log δ
2 log(1 + 2γf |D|)
+ 1
)
(34)
= log
(N − 1− log δ + 2 log(1 + 2γf |D| )
2 log(1 + 2γf |D|)
)
(35)
= log(N − log δ + C1)− C2 (36)
= O(logN) (37)
as stated.
Theorem 1 indicates that SDR function discretizations
as quantum superpositions have entanglement entropy
that scales logarithmically with the size of the system.
As others have shown [13], this implies efficient storage
in a MPS data structure for all such functions.
Additionally, there is only a weak dependence on the
maximum analytical derivative of the function: γf . As
long as γf grows sub-exponentially, then the function will
remain efficiently stored by a polynomial number of pa-
rameters in a MPS.
We can go farther and explore the accuracy of bounded
bond-dimension (χ) MPS approximations to discretized
SDR function superpositions. To do so, we invoke the
Fannes-Audenaert entropy bound [1], and use it to upper-
bound the overlap between an SDR function discretiza-
tion superposition and a fixed-χ MPS approximation to
these states. This yields an upper limit to the ability of
compressed MPS forms to accurately approximate these
states.
Corollary 2. Let f be the unit normalized exact dis-
cretization of a univariate SDR function f(x) over do-
main D ⊂ R covered by 2N equidistant evaluation points,
such that ‖f‖2 = 1. Also, let the corresponding quan-
tum state ρf saturate the entropy bound in Theorem 1:
Smax(ρf,K) ≤ O(logN) = C0 logN for some constant
C0. Let g be the unit normalized function correspond-
ing to a rank-2 matrix product state approximation of f ,
denoted by σ2. Then:
‖ρ− σ2‖tr = Ω
(
logN
N
)
(38)
and for constants A,B:
〈f, g〉 = O
(√
1−A2( log(N +B)/N)2) (39)
Proof. We show this using the Fannes-Audenaert en-
tropic bound [1].
|S(ρ)− S(σ2)| ≤ T log(2N − 1) +H((T, 1− T )) (40)
≤ 1
2
‖ρ− σ2‖tr log(2N − 1) + 1 (41)
where T = 12‖ρ − σ2‖tr and H is the binary Shannon
entropy, upper bounded by 1.
By rearranging the bound, we see:
‖ρ− σ2‖tr ≥ 2|S(ρ)− S(σ2)|
log(2N − 1) − 1 (42)
=
2
N
∣∣∣∣C0 log(N − log δ + C1)log(C2) − 1
∣∣∣∣− 1 (43)
=
2C0 log(N − log δ + C1 − 2 logC2)
N log(C2)
(44)
= Ω
(
logN
N
)
(45)
4This holds in the limit of large systems N , log(2N −1)→
N , and with the maximum entropy saturating the upper
bound provided by Theorem 1 and the maximum entropy
of a rank-2 MPS as 1. S(ρ) − S(σ2) is assumed to be
positive.
By exploiting the fact that these states are all pure
states, we can convert the trace distance to fidelity [10]
and write:
〈f, g〉 =
√
1− ‖f − g‖2tr (46)
≤
√
1−
(
2 log(N − log δ + C1 − 2 logC2)
N logC2
)2
(47)
= O
(√
1−A2( log(N +B)/N)2) (48)
Note that this is an upper bound on the trace distance
between these two quantum states: the original, and a
polynomial approximator. In the best cases, S(ρf,K)
is bounded below logN , in which case the approxima-
tor with constant entropy can competitively construct a
high-accuracy state. These bounds imply that approxi-
mations can become exact for large system sizes.
In conclusion, constructing quantum states that cor-
respond to classical data is vital to preserving quantum
speedup for applications that rely on large sets of clas-
sical input data. This work demonstrates that, as long
as classical data sets are approximable by smooth, dif-
ferentiable, real-valued functions, then the maximum bi-
partite von-Neumann entropy of the corresponding pure
quantum state grows only logarithmically in the size of
the system, or dataset. Equivalently, the required en-
tanglement necessary to fully describe the dataset scales
only logarithmically with the amount of data being con-
sidered. As data becomes more unstructured, constant
factors in equation (32) begin to increase the required
polynomial approximation degree, which in turn requires
more entanglement to fully describe the data inside a
quantum register.
Corollary 2 shows that this logarithmic scaling actu-
ally indicates the existence of highly accurate, low-rank
matrix product states that approximate these states, for
large data sets. Because the Fannes-Audenaert bound is
tight, this upper bound on the state fidelity of a rank-2
approximation is good evidence that approaches like that
of [7] will scale for larger data sets. In fact, Corollary 2
indicates that as long as the data is well-structured, the
larger the data set becomes, the better the best rank-2
matrix product state approximation becomes. Based on
this reasoning, the technique developed in [7] that seeks
out this approximation is expected to scale efficiently and
remain accurate for larger classical data sets and func-
tions.
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