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Abstract
Our objective is to efficiently design a robust projection matrix Φ for the Compressive Sensing (CS) systems when applied to the
signals that are not exactly sparse. The optimal projection matrix is obtained by mainly minimizing the average coherence of the
equivalent dictionary. In order to drop the requirement of the sparse representation error (SRE) for a set of training data as in [15]
[16], we introduce a novel penalty function independent of a particular SRE matrix. Without requiring of training data, we can
efficiently design the robust projection matrix and apply it for most of CS systems, like a CS system for image processing with a
conventional wavelet dictionary in which the SRE matrix is generally not available. Simulation results demonstrate the efficiency
and effectiveness of the proposed approach compared with the state-of-the-art methods. In addition, we experimentally demonstrate
with natural images that under similar compression rate, a CS system with a learned dictionary in high dimensions outperforms the
one in low dimensions in terms of reconstruction accuracy. This together with the fact that our proposed method can efficiently
work in high dimension suggests that a CS system can be potentially implemented beyond the small patches in sparsity-based image
processing.
Keywords: Robust projection matrix, sparse representation error (SRE), high dimensional dictionary, mutual coherence.
1. Introduction
Since the beginning of this century, Compressive Sensing or
Compressed Sensing (CS) has received a great deal of attention
[1] - [6]. Generally speaking, CS is a mathematical framework
that addresses accurate recovery of a signal vector x ∈ℜN from
a set of linear measurements
y =Φx ∈ℜM (1)
where M  N and Φ ∈ ℜM×N is referred to as the projection
or sensing matrix. CS has found many applications in the areas
such as image processing, machine learning, pattern recogni-
tion, signal detection/classification etc. We refer the reader to
[5] [6] and the references therein to find the related topics men-
tioned above.
Sparsity and coherence are two important concepts in CS
theory. We say a signal x of interest approximately sparse (in
some basis or dictionary) if we can approximately express it as
a linear combination of few columns (also called atoms) from a
well-chosen dictionary:
x =Ψθ+ e (2)
where Ψ ∈ ℜN×L is the given or determined dictionary, θ ∈
ℜL is a sparse coefficient vector with few non-zero elements,
and e ∈ℜN stands for the sparse representation error (SRE). In
particular, the vector x is called (purely or exactly) K-sparse in
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Ψ if ‖θ‖0 = K and e = 0 and approximately K-sparse in Ψ if
‖θ‖0 =K and e has relatively small energy. Here, ‖θ‖0 denotes
the number of non-zero elements in θ and 0 represents a vector
whose entries are equivalent to 0 . Through this paper, we say
θ is K-sparse if ‖θ‖0 = K regardless whether e = 0.
Substituting the sparse model (2) of x into (1) gives
y =ΦΨθ+Φe , Dθ+Φe (3)
where the matrix D =ΦΨ is referred to as the equivalent dictio-
nary of the CS system and ε ,Φe denotes the projection noise
caused by SRE. The goal of a CS system is to retrieve θ (and
hence x) from the measurements y. Due to the fact that M L,
solving y ≈Dθ for θ is an undetermined problem which has an
infinite number of solutions. By utilizing the priori knowledge
that θ is sparse, a CS system typically attempts to recover θ by
solving the following problem:
θ = argmin
θ˜
‖θ˜‖0, s.t. ‖y−Dθ˜‖2 ≤ ‖ε‖2 (4)
which can be solved by many efficient numerical algorithms in-
cluding basis pursuit (BP), orthogonal matching pursuit (OMP),
least absolute shrinkage and selection operator (LASSO) etc.
All of the methods can be found in [5] [7] and the references
therein.
To ensure exact recovery of θ through (4), we need certain
conditions on the equivalent dictionary D. One of such condi-
tions is related to the concept of mutual coherence. The mutual
coherence of a matrix D ∈ℜM×L is denoted by
µ(D), max
1≤i, j≤L
|G¯(i, j)| (5)
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where G¯ = D¯T D¯ is called the Gram matrix of D¯ = DSsc with
Ssc a diagonal scaling matrix such that each column of D¯ is
of unit length. Here T represents the transpose operator. It
is known that µ(D) is lower bounded by the Welch bound
µ(D) =
√
L−M
M(L−1) , i.e., µ(D) ∈
[√
L−M
M(L−1) ,1
]
. The mutual co-
herence µ(D) measures the worst-case coherence between any
two columns of D and is one of the fundamental quantities as-
sociated with the CS theory. As shown in [5], when there is
no projection noise (i.e., ε = 0), any K-sparse signal θ can be
exactly recovered by solving the linear system (4) as long as
K <
1
2
[
1+
1
µ(D)
]
(6)
which indicates that a smaller µ(D) ensures a CS system to re-
cover the signal with a larger K. Thus, [8] [9] proposed methods
to design a dictionary with small mutual coherence. For a given
dictionaryΨ, the mutual coherence of the equivalent dictionary
is actually determined or controlled by the projection matrix Φ.
So it would be of great interest to design Φ such that µ(D) is
minimized. Another similar indicator used to evaluate the av-
erage performance of a CS system is named average mutual
coherence µav. The definition of µav is given as follows:
µav(D),
∑∀(i, j)∈Sav |G¯(i, j)|
Nav
where Sav , {(i, j) : µ¯ ≤ |G¯(i, j)|} with 0 ≤ µ¯ < 1 as a pre-
scribed parameter and Nav is the number of components in the
index set Sav.
There has been much effort [10] - [14] devoted to designing
an optimal Φ that outperforms the widely used random matrix
in terms of signal recovery accuracy (SRA). However, all these
methods are based on the assumption that the signal is exactly
sparse under a given dictionary, which is not true for practical
applications. It is experimentally observed that the sensing ma-
trix designed by [10] - [14] based on mutual coherence results
in inferior performance for real images (which are generally
approximately but not exactly sparse under a well-chosen dic-
tionary). To address this issue, the recent work in [15] [16] pro-
posed novel methods to design a robust projection matrix when
the SRE exists.1 Through this paper, similar to what is used in
[15] [16], a robust projection (or sensing) matrix means it is de-
signed with consideration of possible SRE and hence the corre-
sponding CS system yields superior performance when the SRE
e in (2) is not nil. However, the approaches in [15] [16] need the
explicit value of the SRE on the training dataset, making them
inefficient in several aspects. First, many practical CS systems
with predefined analytical dictionaries (e.g., the wavelet dictio-
nary, and the modulated discrete prolate spheroidal sequences
(DPSS) dictionary for sampled multiband signals [17]) actually
do not involve any training dataset and hence no SRE available.
1We note that the approaches considered in [15] [16] share the same frame-
work. The difference is that in [16] the authors utilized an efficient iterative
algorithm giving an approximate solution, while a closed form solution is de-
rived in [15].
In order to design the robust projection matrix for these CS sys-
tems using the framework presented in [15] [16], one has to
first construct plenty of extra representative dataset for the ex-
plicit SRE with the given dictionary, which limits the range of
applications. Second, even for the CS system with a dictio-
nary learned typically on a large-scale dataset, we need a lot
of memories and computations to store and compute with the
huge dataset as well its corresponding SRE for designing a ro-
bust sensing matrix. Moreover, if the CS system is applied to
a dynamic dataset, e.g., video stream, it is practically impos-
sible to store all the data and compute its corresponding SRE.
Therefore, the requirement of the explicit value of SRE for the
training dataset makes the methods in [15] [16] limited and in-
efficient for all the cases discussed above.
In this paper, to drop the requirement of the training dataset
as well as its SRE, we propose a novel robust projection ma-
trix framework only involving a predefined dictionary. With
this new framework, we can efficiently design projection ma-
trices for the CS systems mentioned above. We stress that by
efficient method for robust projection matrix design (which is
the title of this paper), we are not providing an efficient method
for solving the problems in [15] [16]; instead we provide a new
framework in which the training dataset and its corresponding
SRE are not required any more. Experiments on synthetic data
and real images demonstrate the proposed sensing matrix yields
a comparable performance in terms of SRA compared with the
ones obtained by [15] [16].
Before proceeding, we first briefly introduce some notation
used throughout the paper. MATLAB notations are adopted in
this paper. In this connection, for a vector, v(k) denotes the k-th
component of v. For a matrix, Q(i, j) means the (i, j)-th ele-
ment of matrix Q, while Q(k, :) and Q(:,k) indicate the k-th row
and column vector of Q, respectively. We use I and IL to denote
an identity matrix with arbitrary and L×L dimension, respec-
tively. The k-th column of Q is also denoted by qk. trace(Q) de-
notes the calculation of the trace of Q. The Frobenius norm of
a given matrix Q is ‖Q‖F =
√
∑i, j ‖Q(i, j)‖2 =
√
trace(QT Q)
where T represents the transpose operator. The definition of lp
norm for a vector v ∈ℜN is ‖v‖p ,
(
N
∑
k=1
|v(k)|p
) 1
p
, p≥ 1.
The remainder is arranged as follows. Some preliminaries
are given in Section 2 to state the motivation of developing such
a novel model. The proposed model which does not need the
SRE is shown in Section 3 and the corresponding optimal sens-
ing problem is solved in this section. The synthetic and real
data experiments are carried out in Section 4 to demonstrate
the efficiency and effectiveness of the proposed method. Some
conclusions are given in Section 5 to end this paper.
2. Preliminaries
A sparsifying dictionaryΨ for a given dataset {xk}Pk=1 is usu-
ally obtained by considering the following problem
{Ψ,θk}= argmin
Ψ˜,θ˜k
P
∑
k=1
‖xk− Ψ˜θ˜k‖22 s.t. ‖θ˜k‖0 ≤ K (7)
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which can be addressed by some practical algorithms [18],
among which the popularly utilized are the K-singular value
decomposition (K-SVD) algorithm [19] and the method of op-
timal direction (MOD) [20]. As stated in the previous section,
the SRE ek = xk−Ψθk is generally not nil. We concatenate all
the SRE {ek} into an N×P matrix:
E , X −ΨΘ
which is referred to as the SRE matrix corresponding to the
training dataset {xk} and the learned dictionary Ψ.
The recent work in [15] [16] attempted to design a robust
projection matrix with consideration of the SRE matrix E and
proposed to solve
Φ = argmin
Φ˜
‖IL−ΨT Φ˜T Φ˜Ψ‖2F +λ‖Φ˜E‖2F (8)
or
Φ = arg min
Φ˜,G∈Hξ
‖G−ΨT Φ˜T Φ˜Ψ‖2F +λ‖Φ˜E‖2F (9)
where Hξ is the set of relaxed equiangular tight frames (ETFs):
Hξ = {G|G = GT , G(i, i) = 1,∀ i,max
i, j
|G(i, j)| ≤ ξ}.
Compared to (8) which requires the Gram matrix of the equiv-
alent dictionary close to an identity matrix, (9) relaxes the re-
quirement of coherence between the equivalent dictionary but
is much harder to solve. See [15] [16] for more discussions on
this issue.
We remark that to ensure the designed sensing matrix by (8)
or (9) be robust to the SRE for all the signals of interest, the
SRE matrix E should be well representative, i.e., we need suf-
ficient number of training signals xk. As stated in [15] [16],
these methods ((8) and (9)) can be applied naturally when the
dictionary is learned by algorithms like K-SVD with plenty of
training data {xk}, since the SRE E is available without any ad-
ditional effort. However, this could be prohibitive when the CS
system with an analytic dictionary is applied to some arbitrary
signals (but still they are approximately sparse in this dictio-
nary), since there are no sufficient number of data available to
obtain the SRE matrix E . For example, one may only want
to apply the CS system to an arbitrary image with the wavelet
dictionary. Also, these methods are prohibitive for a dictionary
trained on large datasets with millions of training samples and
in a dynamic CS system for streaming signals. To train such
a dictionary, we have to conduct online algorithms [21] - [23]
which typically apply stochastic gradient method where in each
iteration a randomly selected tiny part of the training signals
called mini-batch instead of the whole data is utilized for com-
puting the expected gradient. In these cases, additional efforts
are needed to obtain the SRE matrix E and it is usually pro-
hibitive to compute and store E for all the training dataset. All
of these situations make the approach proposed in [15] [16] be-
come limited.
Aiming to obtain a neural network well expressing the sig-
nals of interest, an empirical strategy widely used by deep learn-
ing community is to utilize a huge training dataset so that the
network can extract more important features and avoid over-
fitting. Similar to this phenomenon, a dictionary trained on
a huge dataset is also expected to contain more features of
the represented signal. Simulation results shown in Section 4
demonstrate that a CS system with such a dictionary and de-
signing a projection matrix designed on this dictionary yields a
higher reconstruction accuracy on natural images than the one
with a dictionary obtained from a small dataset. The recent
work in [26] [27] stated that a dictionary learned with larger
patches (e.g., 64×64) on a huge dataset can better capture fea-
tures in natural images.2 In this paper, we also attempt to exper-
imentally investigate the performance of designing a projection
matrix on a high dimensional dictionary. These also motivate
us to develop an efficient method for designing a robust sensing
matrix without the requirement of the SRE matrix E as it is not
easy to obtain for the above two situations.
In the next section, we provide a novel framework to effi-
ciently design a robust sensing matrix, and more importantly, it
can be applied to the situation when the SRE matrix E is not
available.
3. A Novel Approach to Projection Matrix Design
In this section, we provide an efficient robust sensing ma-
trix design approach which drops the requirement of training
signals and their corresponding SRE matrix E . Our proposed
framework is actually inspired by (8) and (9) from the following
two aspects.
3.1. A Novel Framework for Robust Projection Matrix Design
First note that the energy of SRE ‖E‖2F is usually very small
since the learned sparsifying dictionary is assumed to sparsely
represent a signal well as in (2). Otherwise if ‖E‖2F is very
large, it indicates that the dictionary is not well designed for
this class of signals and it is possible that this class of signal
can not be recovered from the compressive measurements no
matter what projection matrix is utilized. It follows from the
norm consistent property that
‖ΦE‖F ≤ ‖Φ‖F‖E‖F (10)
which implies informally that a smaller sensing matrix ‖Φ‖F
yields a smaller projected SRE ‖ΦE‖F .
Also as illustrated before that the amount of training data
should be sufficient so that they can represent the class of tar-
geted signals, the energy in the corresponding SRE matrix E
should spread out in every elements. In other words, one can
view the expected SRE as an additive Guassian white noise. In
this situation, we have the following result.
2The dimension of a dictionary in such a case becomes high compared with
the moderate dictionary size shown in [19]. In fact, the name of a high dimen-
sional dictionary in this paper means the dictionary obtained by training on a
larger size of represented signal.
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Lemma 1. Suppose E (:,k)= ek,∀k= 1, · · ·P are i.i.d Gaussian
random vectors with each of zero mean and covariance σ2I .
Then for any Φ ∈ RM×N , we have
E
[‖ΦE‖2F]= Pσ2‖Φ‖2F . (11)
where E denotes the expectation operator.
Moreover, when the number of training samples P ap-
proaches to ∞, we have ‖ΦE‖
2
F
P converges in probability and
almost surely to σ2‖Φ‖2F . In particular,
√
p
(‖ΦE‖2F
P
−σ2‖Φ‖2F
)
d−→N (0,2σ2‖ΦΦT ‖2F) (12)
where N (µ,ς) denotes the Gaussian distribution of mean µ and
variance ς, and d−→ means convergence in distribution.
Proof. For each k, we first define dk = Φek. Since ek ∼
N (0,σ2I), we have dk ∼ N (0,σ2ΦΦT ). Let ΦΦT = QΛQT
be an eigendecomposition of ΦΦT , where Λ is an M×M diag-
onal matrix with the non-negative eigenvalues λ1, . . . ,λM along
its diagonal. We have
‖dk‖22 = ‖QT dk‖22
and
QT dk ∼N (0,σ2Λ).
For convenience, we define new random variables c = QT dk
and b1 = 1λ1σ2 c
2(1),b2 = 1λ1σ2 c
2(2), . . . ,bM = 1λ1σ2 c
2(M). It
is clear that b1, b2, . . . , bM are independent random variables
of χ21 distribution, the chi-squared distribution with 1 degree of
freedom.
Now we compute the mean of ‖Φek‖2F :
E[‖Φek‖2F ] = E[‖dk‖2F ] = E[‖c‖2F ]
=
M
∑
i=1
λiσ2E[bi] =
M
∑
i=1
λiσ2
= trace(σ2ΦΦT ) = σ2‖Φ‖2F
(13)
where the second line we utilize E[χ21] = 1. The variance of
‖Φek‖2F is given by:
Var[‖Φek‖2F ] = Var[‖dk‖2F ] = Var[‖c‖2F ]
=
M
∑
i=1
λ2i σ
4Var[bi] = 2
M
∑
i=1
λ2i σ
4
= 2trace(σ4ΦΦT ΦΦT )
= 2σ4‖ΦΦT ‖2F
(14)
where the second line we utilize Var[χ21] = 2, and the third line
follows because
ΦΦT ΦΦT = QΛ2QT .
Thus, we obtain (11) by noting that
E[‖ΦE‖2F ] = E
[
P
∑
k=1
‖Φek‖22
]
= Pσ2‖Φ‖2F
It follows from (13) and (14) that
{‖Φe1‖22, . . . ,‖ΦeP‖22} is
a sequence of independent and identically distributed random
variable drawn from distributions of expected values given by
σ2‖Φ‖2F and variances given by 2σ4‖ΦΦT ‖2F . Thus, by the law
of large numbers [29], the average ‖ΦE‖
2
F
P converges in probabil-
ity and almost surely to the expected value σ2‖Φ‖2F as P→ ∞.
Finally, the central limit theorem [29] establishes that as P ap-
proaches infinity, the random variables
√
P( ‖ΦE‖
2
F
P −σ2‖Φ‖2F)
converges in distribution to a normal N (0,2σ2‖ΦΦT ‖2F).
In words, Lemma 1 indicates that when the number of train-
ing samples approaches to infinity, ‖ΦE‖2F is proportional to
‖Φ‖2F . Inspired by (10)-(12), it is expected that without any
training signals and their corresponding SRE matrix E , a ro-
bust projection matrix can be obtained by solving the following
problem
Φ = argmin
Φ˜
f (Φ˜)≡ ‖IL−ΨT Φ˜T Φ˜Ψ‖2F +λ‖Φ˜‖2F (15)
or
Φ = arg min
Φ˜,G∈Hξ
f (Φ˜,G)≡ ‖G−ΨT Φ˜T Φ˜Ψ‖2F +λ‖Φ˜‖2F (16)
Here, with abuse of notation, we use both f to denote the ob-
jective function in (15) and (16). However, it should be clear
from the context as we always use f (Φ˜) to represent the one in
(15) and f (Φ˜,G) to represent the one in (16). Since the more
training samples can better represent the signals of interest and
the SRE, (12) indicates that the sensing matrices obtained by
(15) and (16) are more robust to SRE than the ones obtained by
(8) and (9). This is demonstrated by experiments in Section 4.
The numerical algorithms is presented to solve (15) and (16) in
the following section.
3.2. Efficient Algorithms for Solving (15) and (16)
Note that f (Φ˜) is a special case of f (Φ˜,G) with G = IL.
Thus, we first consider solving
min
Φ˜
f (Φ˜,G) = ‖G−ΨT Φ˜T Φ˜Ψ‖2F +λ‖Φ˜‖2F (17)
with an arbitrary G. To that end, we introduce a low-rank min-
imization problem
min
A
g(A,G)≡ ‖G−ΨT AΨ‖2F +λtrace(A)
s.t. rank(A)≤M,A  0
(18)
By eigendecomposition of A, it is clear that (17) is equivalent
to (18). The problem (17) is often referred to as the factor prob-
lem of (18). Also note that g(A,G) is a convex function of A
for any fixed G, though the problem (18) is nonconvex because
of the rank constraint. The recent work [24] has shown that
a number of iterative algorithms (including gradient descent)
can provably solve the factored problem (i.e., (17)) for a set of
low-rank matrix optimizations (i.e., (18)). Thus, in this paper,
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the Conjugate-Gradient (CG) [30] method is utilized to solve
(17).3 The gradient of f (Φ˜,G) in terms of Φ˜ is given as fol-
lows:
∇Φ˜ f (Φ˜,G) = 2λΦ˜−4Φ˜ΨGΨT +4Φ˜ΨΨT Φ˜
T Φ˜ΨΨT (19)
After obtaining the gradient of f (Φ˜,G), the toolbox minFunc4
[25] is utilized to solve (17) with CG method. We note that
the gradient-based method only involves simple matrix multi-
plication in (19), without requiring performing SVD and matrix
inversion. Hence it is also suitable for designing the projection
matrix for a CS system working on high dimensional signals.
We now turn to solve (16) which has two variables Φ˜ and
G ∈ Hξ. A widely used strategy for such problems is the alter-
nating minimization [10] [11] [15] [16]. The main idea behind
alternating minimization for (16) is that we keep one variable
constant (say Φ˜), and optimize over the other variable (say G).
Once G is fixed, as we explained before, we utilize CG method
to solve (17). On the other hand, the solution to minG f (Φ˜,G)
can be simply obtained by projecting the Gram matrix of the
equivalent dictionary onto the set Hξ when we fix Φ˜. The main
steps of the algorithm are outlined in Algorithm 1.
Algorithm 1
Initialization: Set k = 1, Φ0 as a random one and the number
of iterations Iter.
Step I: Set G˜k = ΨT ΦTk−1Φk−1Ψ and then project it onto the
set Hξ:
Gk(i, j) =

1, i = j,
G˜k(i, j), i , j, |G˜k(i, j)| ≤ ξ,
ξ · sign(G˜k(i, j)), i , j, |G˜k(i, j)|> ξ
where sign(·) is a sign function.
Step II: Solve Φk = argminΦ˜ f (Φ˜,Gk) with CG.
If k < Iter, set k = k+1 and go to Step I. Otherwise, ter-
minate the algorithm and output ΦIter.
Remarks:
• It is clear that this approach is independent of training data
and can be utilized for most of CS systems as long as the
sparsifying dictionary Ψ is given.
• Even in the case where the SRE matrix E is available, it
is much easier and more efficient to solve (15) than (8)
since typically the number of columns in E is dramatically
greater than the size of Ψ and Φ, i.e., PM,N,L.
3We note that both of the methods shown in [15] [16] for solving (17) need
to calculate the inversion of ΨΨT . However, in practice, the learned dictio-
nary sometimes is ill-conditioned, which may cause numerical instable prob-
lem if directly applying their methods. Thus, as global convergence of many
local search algorithms for solving similar low-rank optimizations is guaranteed
in [24], CG is chosen to solve (17). Obviously, if the aforementioned problem
does not happen in practical cases, the method in [15] [16] can be used to ad-
dress (15). Moreover, we will show that CG and the methods shown in [15]
[16] yield a similar solution in the following experiments.
4We note that minFunc is a stable toolbox that can be efficiently applied
with millions of variables.
• Simulation results with synthetic data and natural images
(where the SRE matrix E is available) show that the pro-
posed method also yields a comparable performance to or
outperforms the methods in [15] [16] in terms of SRA.
Moreover, the experiments on natural images show that
designing a projection matrix on a given dictionary which
is learned with large dataset or high-dimensional training
signals can improve SRA significantly with the same com-
pression rate MN . However, it requires a great deal of mem-
ories to store the SRE matrix E for either large dateset or
high-dimensional training data.
4. Simulation Results
In this section, we perform a set of experiments on synthetic
data and natural images to demonstrate the performance of the
CS system with projection matrix designed by the proposed
methods. For convenience, the corresponding CS systems are
denoted by CSMT with Φ˜ obtained via (15) and CSMT−ET F with
Φ˜ obtained via (16), and are compared with the following CS
systems: CSrandn with a random projection matrix, CSLH with
the sensing matrix obtained via (8) [15], CSLH−ET F with the
sensing matrix obtained via (9) [15], and CSDCS [28]. It was
first proposed in [28] that simultaneously optimizing Φ and Ψ
for a CS system results in better performance in terms of SRA.
In the sequel, we also examine this strategy in natural images
and the corresponding CS system is denoted by CSS−DCS.5 For
simplicity, the parameter ξ in Hξ is set to Welch bound in the
following experiments.
The SRA is evaluated in terms of the peak signal-to-noise
ratio (PSNR) [5]
ρpsnr , 10× log10
[
(2r−1)2
ρmse
]
dB
with r = 8 bits per pixel. We also utilized the measure ρmse:
ρmse ,
1
N×P
P
∑
k=1
‖x˜k− xk‖22
where xk is the original signal, x˜k = Ψθ˜k stands for the recon-
structed signal with θ˜k the solution of (4), and P is the number
of patches in an image or the testing data.
A. Synthetic Data Experiments
An N×L dictionaryΨ is generated with normally distributed
entries and then is normalized so that each column has unit l2
norm. We also generate a random M×N matrixΦ0 (where each
entry has Gaussian distribution of zero-mean and variance 1)
as the initial condition for all of the aforementioned projection
matrices. Φ0 is also utilized as the sensing matrix in CSrandn.
5In our experiment, the coupling factor utilized in CSS−DCS is set to 0.5
which is the best value in our setting. Generally speaking, CSS−DCS should
have a best performance in terms of SRA because it optimizes projection matrix
and dictionary simultaneously. Thus, the performance of CSS−DCS serves as the
indicator of the best performance can be achieved by other CS systems that only
consider optimizing the projection matrix.
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The synthetic data for training and testing is obtained as fol-
lows. A set of 2P K-sparse vectors {θk ∈ ℜL} is generated as
the sparse coefficients where each non-zero elements of {θk} is
randomly positioned with a Gaussian distribution of zero-mean
and unit variance. The set of signal vectors {xk} is produced
with xk = Ψsk + ek , x(0)k + ek, ∀k, where Ψ is the given dic-
tionary and ek is the random noise with Gaussian distribution
of zero-mean and variance σ2e to yield different signal-to-noise
ration (SNR) (in dB) of the signals. Clearly, x(0)k is exactly K-
sparse in Ψ, while xk is approximately K-sparse in Ψ.
Denote X = X (0)+∆ as the signal matrix of dimension N×
2P, where X (0)(:,k) = x(0)k and ∆(:,k) = ek. We use the SRE
matrix E = ∆(:,1 : P) in (8) and (9) whose solutions are used
for CSLH and CSLH−ET F , respectively. The data X (:,P+ 1 :
2P) is utilized for testing the CS systems. The measurements
{yk} are obtained by yk =ΦX (:,P+k), ∀k ∈ (0,P] where Φ is
the projection matrix of the CS systems. For simplicity, OMP
is chosen to solve the sparse coding problem throughout the
experiments.
With the synthetic data, we conduct three set of experiments
to demonstrate the performance of our proposed framework for
robust projection matrix design, i.e., (15) and (16). In these
three set of experiments, we respectively show the convergence
of CG method, the effect of λ and the signal recovery accu-
racy of the proposed projection matrices CSMT and CSMT−ET F
versus different SNR of the signals.
1) Convergence Analysis: Let M = 20, N = 60, L = 100 and
K = 4.We utilize CG to solve (15). We note that a random dic-
tionary with well-conditioned is chosen and thus we also com-
pute the closed-form solution shown in [15] for (15). The ob-
jective value obtained by the closed-form solution is denoted
by f ∗ and is compared with the CG method. The evolution of
f (Φ) for different λ is shown in Figure 1. We note that differ-
ent λ results in different functions f (Φ) and hence different f ∗.
We observe global convergence of CG method for solving (15)
with all the choices of λ.
2) The Choice of λ: With M = 20, N = 60, L= 80, K = 4 and
SNR = 15 dB, we check the effect of the trade-off parameter λ
in terms of ρmse for CSMT and CSMT−ET F . The λ is chosen
from 0 to 2 with step size 0.01. The evaluation of ρmse versus
different λ is depicted in Figure 2.
Remark 1:
• As seen from Figure 2, different λ yields different perfor-
mance in terms of ρmse for this practical situation where
the SNR is 15dB. It is clear that a proper choice of λ
results in significantly better performance than other val-
ues, especially for CSMT−ET F . Clearly, the advantage of
the proposed method is shown by comparing the cases for
λ = 0 and other values of λ as the former corresponds to
the traditional approaches which do not take the SRE into
account. In the sequel, we simplicity search the best λ
(with which the CS systems attain the minimal ρmse for
the test data) within (0,1] for each experiment setting.
• According to this experiment, if λ is well chosen,
CSMT−ET F has better performance than CSMT in terms of
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Figure 1: Evolution of f (Φ) in (15) for different values of λ versus iteration,
where the sparsity level is set to K = 4. Here k represents the iteration of the
CG method.
ρmse. However, the performance of CSMT−ET F is more
sensitive than with λ than CSMT . We will show in the
next experiment that the performance of CSMT−ET F out-
performs CSMT in synthetic data when the SNR is not
too small. However, for natural images which have rel-
atively large SRE, CSMT always has better performance
than CSMT−ET F . This phenomenon is also observed for
CSLH and CSLH−ET F in [15] [16]. Thus, we only consider
the performance of CSMT and CSLH for the natural images
in next section.
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Figure 2: Performance evaluation: ρmse versus the values of λ, where the spar-
sity level is set to K = 4 and SNR = 15 dB.
3) Signal Recovery Accuracy Evaluation: With M = 20, N =
6
60, L = 80, K = 4 and P = 1000, we compare our CS systems
CSMT and CSMT−ET F with other CS systems for SNR varying
from 5 to 45 dB. Figure 3 displays signal reconstruction error
ρmse versus SNR for all six CS systems.
5 10 15 20 25 30 35 40 45
SNR
10-4
10-3
10-2
10-1
% m
se
CSrandn
CSDCS
CSLH
CSLH!ETF
CSMT
CSMT!ETF
Figure 3: Reconstruction error ρmse versus SNR for each of the six CS systems.
Remark 2:
• It is clear that the sensing matrices obtained via (15) and
(16) have at least similar performance to the ones obtained
via (8) and (9) [15, 16], though our proposed framework
does not utilize the SRE matrix E . We also observe that
CSMT−ET F outperforms CSLH−ET F when SNR is larger
than 15 dB. This demonstrates the effectiveness of our pro-
posed framework in Section (3) and verifies our argument
in Lemma 1 that the sparse representation error is not ex-
plicitly required.
• As seen from Figure 3, CSMT has slightly better perfor-
mance than CSMT−ET F when the SNR is smaller than 15
dB. In other words, we recommend to utilize CSMT (with
the sensing matrix obtained via (15)) when the sparse rep-
resentation error is relatively large, e.g., natural images,
which meets our claims in Remark 1.
B. Natural Images Experiments
In this section, three set of experiments are conducted on nat-
ural images. Through these experiments, we verify the effec-
tiveness of the proposed framework for robust sensing matrix
design in Section 3 and demonstrate the reason for dropping
the requirement on the SRE matrix E . As we explained before,
since the SRE is relatively large for natural images, CSMT and
CSLH are respectively superior to CSMT−ET F and CSLH−ET F .
Thus, we only show the results for CSMT and CSLH .
In the first set of experiments, we compare the performance
of CSMT and CSLH when a set of training signals and the cor-
responding SRE matrix E are available. In the second set of
experiments, we design the projection matrix with a dictionary
learned on a much larger training dataset. The performance of
CS systems with a higher dimensional dictionary is given in the
Experiment C. We observe that a CS system with a higher di-
mensional dictionary and a projection matrix designed by our
proposed algorithm yields better SRA under the same compres-
sion rate. Both training and testing datasets used in these three
set of experiments are extracted as follows from the LabelMe
database [31]. Note that Data I is extracted with small patches
and Data II is obtained by sample larger patches for the third
experiment.
Training Data I: A set of 8×8 non-overlapping patches is ob-
tained by randomly extracting 400 patches from each image in
the whole LabelMe training dataset. We arrange each patch of
8×8 as a vector of 64×1. A set of 400×2920 = 1.168×106
training samples is obtained to train the sparsifying dictionary.
Testing Data I: A set of 8× 8 non-overlapping patches is ob-
tained by randomly extracting 15 patches from 400 images in
LableMe testing dataset as the testing data.
Training Data II: The training data contains a set of 16× 16
non-overlapping patches which are obtained by randomly ex-
tracting 400 patches from the whole images in the LabelMe
training dataset. Each 16× 16 patch is then arranged as a
length-256 vector. A set of 1.168×106 training samples is uti-
lized.
Testing Data II: The testing data is extracted in the same way
for the training data but from the LabelMe testing dataset. We
randomly extract 8000 testing samples from 400 images with
each sample an 16×16 non-overlapping patch.
Experiment A: small dataset and low dimensional dictionary
We perform the same experiment as in [15] to demonstrate
the effectiveness of the proposed CS system CSMT without us-
ing the SRE E . The training data is obtain by randomly chosen
6000 samples from Training Data I and the K-SVD algorithm
is used to train the dictionary Ψ.
Similar to [15], the parameters M, N, L and K are set to 20,
64, 100 and 4, respectively. The trade-off parameter λ in CSLH
is set to 0.1 to yield a highest ρpsnr for Testing Data I. We also
set λ= 0.1 for the proposed CS system CSMT .
The behavior of the five projection matrices in terms of mu-
tual coherence and projection noise is examined and shown in
Table 1. In order to illustrate the effectiveness of the proposed
projection matrix, ten natural images are conducted to check its
performance in terms of PSNR. The results are shown in Ta-
ble 2.
Remark 3:
• As seen from Table 1 , the results are self-explanatory. It
shows that CSMT has small ‖Φ‖F and also small projec-
tion noise ‖ΦE‖F . This supports the proposed idea of us-
ing ‖Φ‖F as a surrogate of ‖ΦE‖F to design the robust
projection matrix.
• As shown in Table 2, we observe that CSMT outperforms
CSLH in terms of ρpsnr for most of the tested images.
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We note that as long as an image can be approximately
sparsely represented by the learned dictionary Ψ, it is ex-
pected that the CS system CSMT yields reasonable perfor-
mance for this image since the sensing matrix utilized in
CSMT considers almost all the patterns of the SRE rather
than a fixed one (as indicated by (12)) and thus is robust to
SRE.
We also observe that CSS−DCS has highest ρpsnr; this is
because CSS−DCS simultaneously optimizes the projection
matrix and the sparsifying dictionary. It is of interest to
note that CSS−DCS also has small ‖Φ‖F and ‖ΦE‖F (as
shown in Table 1). This again indicates that it is reasonable
to minimize ‖Φ‖F to get small projection noise ‖ΦE‖F .
Experiment B: large dataset and low dimensional dictionary
In this set of experiments, we first learn a dictionary on large-
scale training samples, i.e., Training Data I, and then design the
projection matrices with the learned dictionary. As discussed in
the previous section, the large-scale training dataset makes it
inefficient or even impossible to compute the SRE matrix E .
Therefore, it is inefficient to utilize the methods in [15] [16]
as they require the SRE matrix E . Similar reason holds for
CSS−DCS. Fortunately, the following results show that the pro-
posed CS system CSMT performs comparably to CSLH .
The online dictionary learning algorithm in [22] [23] is cho-
sen to train the sparsifying dictionary on the whole Training
Data I. For a fair comparison, we calculate the SRE E off-line
for CSLH in this experiment.6 The same M, N, L, K in Exper-
iment A are used in this experiment. λ = 0.9 and λ = 1e− 3
are selected for CSMT and CSLH , respectively. We note that the
choice of λ for CSLH is very sensitive to E . This is because the
two terms ‖IL−ΨT Φ˜T Φ˜Ψ‖2F and ‖Φ˜E‖2F in (8) for CSLH have
different physical meanings and more importantly, the second
term ‖Φ˜E‖2F increases when we have more number of training
data, while the first term is independent of the training data.
Thus, we need to decrease λ for CSLH when we increase the
number of training data.
Remark 4:
• As shown in Table 3, benefiting from large-scale train-
ing samples, the performance of both CSLH and CSMT has
been improved compared with the one in Table 2. More-
over, we also observe that CSMT performs similarly to
CSLH . It is also of interest to note that the PSNR for CSMT
in Table 3 is higher than the one for CSS−DCS in Table 2
for most of the tested images. This suggests that if the dic-
tionary and the projection matrix are simultaneously op-
timized by online algorithm with large dataset, the per-
formance of the corresponding CS system can be further
improved since joint optimization (CSS−DCS) is expected
to have better performance than only optimizing projec-
tion matrix with a given dictionary (CSMT ) under the same
6In order to compare with CSLH , we still compute the SRE matrix E for
the training data though it requires abundant of extra storage and computation
resources.
settings. We note that the proposed framework for projec-
tion matrix design can be utilized for online simultaneous
optimization of the dictionary and the projection matrix.
Investigation along this direction is on-going.
• We compare the computational complexity of our pro-
posed method with the one in [15] [16]. The later
mainly consists of two more steps: the calculations of
the SRE matrix E and EET . Calculating E involves
the OMP algorithm [32] with computational complex-
ity of O
(
PKNL(KL logL+K3)
)
, where we repeat that
P, N, L and K denote the number of samples, the di-
mension of signal, the number of atoms in dictionary
and the sparsity level, respectively. The complexity
for calculating EET is O
(
PN2
)
. Thus, compared with
CSMT , CSLH needs at least more computational time of
O
(
PNK2L2 logL+PNLK4+PN2
)
. In the set of next ex-
periments, we will show the advantage of designing the
projection matrix on a high dimensional dictionary. With
N and L increasing, the efficiency of the proposed method
CSMT becomes more distinct.
Experiment C: large dataset and high dimensional dictionary
Inspired by the work in [26], we attempt to design the pro-
jection matrix on a high dimensional dictionary in this set of
experiments. The reason to utilize a high dimensional dictio-
nary is as follows. The sparse representation of a natural image
X can be written as,
X = X˜ +E
X˜ , ΨΘ
where E is the sparse representation error.7 We first recover
Θ by solving a set of (3) and then take X˜ = ΨΘ as the recov-
ered image. It is clear that no matter what projection matrix
is utilized, the best we can obtain is X˜ instead of X . Thus,
with a dictionary which can capture more information of the
training dataset and better represent X with X˜ , the correspond-
ing CS system is excepted to yield a higher SRA. As stated
in [26], training the dictionary with larger patches results in
smaller sparse representation errors for natural images. How-
ever, training dictionary on larger patches, we have to train on
a large-scale dataset to better represent the signals of interest.
This demonstrates the efficiency of the proposed method for
designing a robust projection matrix on a high dimensional dic-
tionary as this method drops the requirement of the SRE matrix
E which is not only in high dimension, but also large-scale.
The parameters M, N, L, K and λ are set to 80, 256, 800, 16
and 0.5, respectively. Due to the fact that CSMT has a similar
performance with CSLH and the choice of λ for CSLH is very
sensitive to E , we omit the performance of CSLH in this ex-
periment. The simulation results are presented in Table 4. In
order to demonstrate the visual effect clearly, two images Lena
7Since OMP is used to conduct the sparse coding mission in this paper, each
column of Θ is exactly K-sparse.
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Table 1: Performance Evaluated with Different Measures for Each of The Five Systems (M = 20, N = 64, L = 100, K = 4).
‖IL−G‖2F µ(D) µav(D) ‖Φ‖2F ‖ΦE‖2F
CSrandn 5.30×105 0.951 0.384 1.25×103 4.86×103
CSDCS 7.82×104 0.999 0.695 3.41×101 1.30×102
CSS−DCS 8.00×101 0.857 0.326 6.24×100 3.48×101
CSLH 8.02×101 0.859 0.330 3.03×107 3.07×101
CSMT 8.00×101 0.848 0.331 6.59×100 3.94×101
Table 2: Statistics of ρpsnr for Ten Images Processed With M = 20, N = 64, L = 100 for K = 4. The highest ρpsnr is marked in bold.
Lena Elaine Man Barbara Cameraman Boat Peppers House Bridge Mandrill Average
CSrandn 29.01 29.23 27.65 22.46 23.15 26.57 24.71 28.34 26.49 20.61 25.82
CSDCS 30.50 30.69 28.93 24.11 24.31 27.66 26.50 29.71 27.71 21.87 27.20
CSS−DCS 33.18 32.61 31.52 25.96 26.75 30.36 29.71 33.24 30.20 24.09 29.76
CSLH 32.38 31.77 30.69 25.31 25.90 29.52 28.83 32.56 29.26 23.14 28.94
CSMT 32.47 32.24 30.83 25.36 25.99 29.67 28.92 32.31 29.43 23.32 29.05
Table 3: Statistics of ρpsnr for Ten Images Processed With M = 20, N = 64, L = 100 for K = 4. The dictionary is trained on a large dataset. The highest ρpsnr is
marked in bold.
Lena Elaine Man Barbara Cameraman Boat Peppers House Bridge Mandrill Average
CSrandn 30.54 29.88 28.69 22.52 23.94 27.48 26.75 30.31 27.21 20.93 26.83
CSDCS 30.20 29.91 28.57 23.43 23.89 27.33 26.51 30.06 27.31 21.36 26.86
CSS−DCS − − − − − − − − − − −
CSLH 33.92 32.78 31.88 25.73 26.85 30.60 30.17 32.24 30.13 23.87 29.82
CSMT 33.91 32.81 31.88 25.71 26.87 30.62 30.14 33.54 30.16 23.88 29.95
Table 4: Statistics of ρpsnr for Ten Images Processed With M = 80, N = 256, L = 800 for K = 16. The highest ρpsnr is marked in bold.
Lena Elaine Man Barbara Cameraman Boat Peppers House Bridge Mandrill Average
CSrandn 30.74 29.70 28.82 22.76 23.65 27.38 27.14 30.77 26.95 20.77 26.87
CSDCS 29.82 29.09 27.94 22.99 23.15 26.56 25.90 29.51 26.57 20.85 26.24
CSS−DCS − − − − − − − − − − −
CSLH − − − − − − − − − − −
CSMT 34.41 32.96 32.35 26.02 27.18 30.97 30.74 34.33 30.31 24.01 30.33
and Mandrill are shown in Figs. 4 and 5, respectively. For a
clear comparison, We choose the projection matrices and cor-
responding dictionary which yields the highest average ρpsnr
from Table 2 to Table 4 in Figs. 4 and 5.
Remark 5:
• We observe that for the CS systems CSrandn and CSDCS,
designing the projection matrix on a high dimensional dic-
tionary results in similar performance to what is shown in
Experiments A and B with the same compression rate MN .
Moreover, CSDCS has lower ρpsnr in Experiments B and
C than Experiment A. However, the proposed CS system
CSMT has increasing ρpsnr from Experiment A to Exper-
iment C. This indicates the effectiveness of the proposed
method for a CS system with a higher dimensional dictio-
nary.
• We also investigate the influence of the parameters M, L
, K to the above mentioned CS systems. The simulation
results on Testing Data II are given in Fig.s 6 to 8. As can
be observed, the proposed CS system CSMT has highest
ρpsnr among the three CS systems.
• The recent work in [33] states that it is possible to train the
dictionary on millions of training signals whose dimension
is also more than one million. The proposed method can
be utilized to design a robust projection matrix on such
high dimensional dictionaries since it gets rid of the re-
quirement of the SRE matrix E . Note that in this case,
more efforts for efficiently solving (15) are needed. A full
investigation regarding this direction belongs to a future
work.
Three sets of experiments on natural images are conducted to
illustrate the effectiveness and efficiency of the proposed frame-
work in Section 3. A dictionary trained on a larger dataset
can better represent the signal and the corresponding CS sys-
tem yields better performance in terms of SRA. Additionally, a
high dimensional dictionary has more freedom to represent the
signals of interest. The CS system with a high dimensional
dictionary and a projection matrix obtained by the proposed
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(a) (b) (c)
(d) (e) (f)
(g) (h)
Figure 4: Lena and its reconstructed images from the corresponding CS systems. (a)The original. (b) CSrandn (Experiment B). (c) CSDCS (Experiment A). (d) CSLH
(Experiment B). (e) CSS−DCS (Experiment A). (f) - (h) CSMT (From Experiment A to Experiment C). The corresponding ρpsnr can be found from Table 2 to Table 4.
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(a) (b) (c)
(d) (e)
(f) (g)
Figure 5: Mandrill and its reconstructed images from the corresponding CS systems. (a)The original. (b) CSrandn (Experiment B). (c) CSDCS (Experiment A). (d)
CSLH (Experiment B). (e) CSS−DCS (Experiment A). (f) - (h) CSMT (From Experiment A to Experiment C). The corresponding ρpsnr can be found from Table 2 to
Table 4.
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method results in higher ρpsnr. However, both cases need to
train the dictionary on a large-scale training dataset, making it
inefficient or even impossible for computing the SRE matrix E .
One of the main contributions in this paper is proposing a new
framework that is independent of the SRE matrix E .
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Figure 6: The statistic ρpsnr versus the varying of M on Testing Data II for a
fixed N = 256, L = 800 and K = 16.
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Figure 7: The statistic ρpsnr versus the varying of K on Testing Data II for a
fixed N = 256, M = 80 and L = 800.
5. Conclusion
This paper considers the problem of designing a robust pro-
jection matrix for the signals that are not exactly sparse. A
novel cost function is proposed to decrease the influence of
SRE for the measurements and at the same time is indepen-
dent of training data and the corresponding SRE matrix (the
independence of training data saves computations for practical
designing). As shown in Lemma 1, we state that discarding the
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Figure 8: The statistic ρpsnr versus the varying of L on Testing Data II for a
fixed N = 256, M = 80 and K = 16.
SRE matrix in designing procedure is reasonable as it is equiv-
alent to the case when we have infinite number of training sam-
ples. We thus utilize ‖Φ‖2F as an surrogate to the projected SRE
‖ΦE‖2F to design the sensing matrices. The performance of de-
signing projection matrices with dictionaries either learned on
large-scale training dataset or of high dimension is experimen-
tally examined. The simulation results on synthetic data and
natural images demonstrate the effectiveness and efficiency of
the proposed approach. It is of interest to note that the pro-
posed method yields better performance when we increase the
dimension of the dictionary, which surprisingly is not true for
the other methods.
Our proposed framework for designing robust sensing
matrices—which shares similar structure to that in [15] [16]—
simultaneously minimizes the surrogate of sparse representa-
tion error (SRE) and the mutual coherence of the CS systems.
Thus we need extract effort (like Figure 2) to find an optimal
λ that well balances these two terms. An ongoing research is
to come up with a new framework without requiring balanc-
ing the tradeoff between minimizing the mutual coherence and
decreasing the projected SRE.
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