Abstract. This paper describes a paving by affines for regular nilpotent Hessenberg varieties in all Lie types, namely a kind of cell decomposition that can be used to compute homology despite its weak closure conditions. Precup recently proved a stronger result; we include ours because we use different methods. We then use this paving to prove that the homology of the Peterson variety injects into the homology of the full flag variety. The proof uses intersection theory and expands the class of the Peterson variety in the homology of the flag variety in terms of the basis of Schubert classes. We explicitly identify some of the coefficients of Schubert classes in this expansion, which is a problem of independent interest in Schubert calculus.
Introduction
Hessenberg varieties form the nexus between many important areas of mathematics. Two parameters characterize a Hessenberg variety: an element X in a Lie algebra g and a subspace H ⊂ g whose conditions are given precisely below. De Mari-Shayman defined Hessenberg varieties in type A n to describe geometrically the ordered bases that put the n × n matrix X into Hessenberg form, which is critical for algorithms in numerical analysis . De Mari-Procesi-Shayman then generalized Hessenberg varieties beyond the original numerical analysis applications to all Lie types . Hessenberg varieties make important connections between fields like combinatorics [Fulm97, Mbi10] , geometric representation theory [Spr76, Fun03] , algebraic geometry and topology [Bri-Car04, , and the quantum cohomology of the flag variety [Kos96, Rie03] , among others.
In this paper, we study the topology of regular nilpotent Hessenberg varieties, namely when X is a regular nilpotent element of g. In type A n regular nilpotent X are the matrices with a single Jordan block whose only eigenvalue is zero. These varieties arose naturally in Peterson's study of the affine Grassmannian [Pet97] and in Kostant's and Rietsch's further work on the quantum cohomology of the flag variety [Kos96, Rie01] . Through the connection between Peterson varieties and quantum cohomology, Rietsch discovered a set of beautiful new determinantal identities [Rie03] .
We study cohomology of regular nilpotent Hessenberg varieties in part because of a conjecture of Reiner's. The homology of regular nilpotent Hesseberg varieties in type A n can be described as a quotient Z[x 1 , x 2 , . . . , x n ]/I H that resembles Borel's presentation of the cohomology of the flag variety [Mbi10, . The ideal I H generalizes Tanisaki's ideal, which is an ideal of symmetric functions that defines the cohomology of an important collection of varieties in geometric representation theory called Springer varieties. Reiner observed that these quotients Z[x 1 , x 2 , . . . , x n ]/I H are the cohomology rings of a family of Schubert varieties studied by Ding and others [Din97] . He also conjectured that these quotient rings are also the cohomology rings of the corresponding Hessenberg variety. A natural followup question asks for the geometric relationship-if any!-between each regular nilpotent Hessenberg variety and the corresponding Schubert variety.
Others have also tried to identify the cohomology of regular nilpotent Hessenberg varieties. This paper has several main results. First, we give a paving by affine spaces for regular nilpotent Hessenberg varieties in all Lie types in Theorem 3.7. Pavings are important for several reasons. This paving is the first step to identify the equivariant cohomology ring since it proves that regular nilpotent Hessenberg varieties are equivariantly formal, a technical condition that dramatically simplifies equivariant cohomology calculations. Moreover, this paving ensures the existence of geometric fundamental classes which generate the homology of the regular nilpotent Hessenberg varieties, as proved in Corollary 4.4. Our proof simplifies and generalizes earlier work of Tymoczko [Tym06b] . Our work is subsumed by recent work of Precup's, which provides a paving by affines for a larger class of Hessenberg varieties [Pre12] . However, our methods are different so we chose to include the proof in this manuscript. Peterson gave a similar paving of a particular regular nilpotent Hessenberg variety, now called the Peterson variety, but into singular affine varieties instead of affine cells; this is an essential piece of Peterson's description of the quantum cohomology rings of partial flag varieties G/P [Kos96, Rie03] .
In the next part of our paper, we focus on the Peterson variety. Theorem 7.2 gives a direct geometric proof that the inclusion of the Peterson variety into the flag variety induces an injection in homology. This strengthens and geometrically explains an earlier proof of injectivity by Harada-Tymoczko [Har-Tym09]: we partially decompose the class induced by each piece of the paving of the Peterson variety in terms of Schubert classes in the flag variety. Our proof relies on classical intersection theory: we count points in the intersections between particular Schubert varieties in the flag variety and the closures of the pieces of the paving of the Peterson variety. Harada-Tymoczko's purely combinatorial proof depended on an inspired but unmotivated choice of Schubert classes to generate the cohomology of the Peterson variety; our geometric construction explains their choices. The Schubert varieties we use for our intersections are dual under the Universal Coefficient Theorem to the cohomology classes in Harada-Tymoczko's work, as we prove in Proposition 7.3.
This injection is a subtle topological result, requiring much more than the paving from Section 3. Indeed, pavings of subspaces-even very nice pavings of subspaces, compatible with the ambient spaces-may not induce homology injections, not even in examples completely analogous to regular nilpotent Hessenberg varieties. Consider the circle S 1 embedded as the equator of the sphere S 2 . One natural CW-structure for S 2 consists of the upper hemisphere, the lower hemisphere, and the cells in the CW-decomposition of S 1 . By construction, this intersects S 1 in the natural CW-structure for S 1 . However, the image of H * (S 1 ) in H * (S 2 ) under the map induced by the inclusion S 1 ֒→ S 2 is just the class of a point, since the sphere This injection is also an important topological result: various strategies to compute cohomology rings, including those due to Goresky-MacPherson [Gor-Mac10] or HaradaTymoczko , rely on a homology injection like we prove. In forthcoming work, we use this injection together with Goresky-MacPherson's approach to construct a natural presentation of the S 1 -equivariant cohomology ring of the Peterson variety as a quotient of a polynomial ring. This presentation refines a result about the Poincaré polynomial announced in work of Brion-Carrell and due to . It is much simpler than Harada-Tymoczko's [Har-Tym09]. It also highlights the similarities between the Peterson variety and the ambient flag variety.
Our paper is structured as follows. In Section 3 we prove that regular nilpotent Hessenberg varieties are paved by affines in all Lie types. The proof of Theorem 3.7 relies on a similar argument to those given in previous paving results of Tymoczko [Tym06, Tym06b] : we construct an iterated fiber bundle whose fibers are affine spaces and whose base is inductively proven to be affine. The difference from the previous results is a different decomposition of the root spaces, which permits us to generalize to all Lie types. Some case-by-case analysis is deferred to tables in the Appendix.
In Section 4 we prove that the cells described in Theorem 3.7 correspond to a basis of homology classes in H * (H(X, H), Z). The proof uses a result of Carrell and Goresky, Proposition 4.3. In Section 5 we restrict attention to the Peterson variety, proving that for each Peterson-Schubert homology class there is an opposite Schubert variety which intersects it properly in Proposition 5.7.
The intersections in Proposition 5.7 are often not transverse in Lie types other than Type A n . One might wonder if this failure in transversality is due to one of the varieties being singular at the point of intersection. It follows from Theorem 3.7 that the Peterson-Schubert varieties are smooth at the intersection point; the largest cell in the paving is an affine neighborhood of the intersection point. However, it is not obvious whether the Schubert varieties are singular at the intersection point. Thus, in Section 6 we use Kumar's criterion, which describes when a torus-fixed point is smooth in a Schubert variety, to identify an interesting collection of smooth points in certain Schubert varieties in classical Lie types, and explain precisely how smoothness fails in exceptional Lie types in Theorem 6.7.
In Section 7 we give partial expansions of Peterson-Schubert homology classes in terms of the Schubert basis classes in Theorem 7.1. We then use these expansions to prove that the homology of the Peterson variety injects into the homology of the flag variety in Theorem 7.2. The proof of Theorem 7.1 uses classical intersection theory and the result of Proposition 5.7 to partially determine the homology class of each Peterson-Schubert variety. The proof of Theorem 7.2 then follows from Theorem 7.1. The partial expansions of the Peterson-Schubert classes indentified in Theorem 7.1 show the push-forward i * induced by the inclusion map ι : H(X, P) ֒→ G/B maps the basis of the homology of the Peterson variety to a linearly independent set in the homology of the flag variety.
2. Background 2.1. Notation. Let G be a complex reductive linear algebraic group. Fix a pair of opposite Borel subgroups B and B
− of G such that B ∩ B − = T is a maximal torus. Let G/B denote the flag variety and let W = N(T )/T denote the Weyl group of G.
The subgroup B determines a decomposition of G into double cosets G = w∈W BwB known as the Bruhat decomposition. Passing to the quotient G/B one obtains a decomposition of the flag variety G/B into cosets G/B = w∈W BwB/B, called Bruhat or Schubert cells and often denoted C w = BwB/B. The closures X w = BwB/B are the Schubert subvarieties of the flag variety.
Let g, b, and t denote the Lie algebras of G, B and T respectively. The adjoint action of G on g is defined by
for any X ∈ g. Let Φ denote the roots of g and Φ + the roots corresponding to b. The set Φ has a partial order defined by the rule that α > β if and only if α − β is a sum of positive roots. The subalgebra b determines a base ∆ ⊆ Φ + of simple positive roots α i ∈ ∆. We denote the root space corresponding to α by g α , the root subgroup corresponding to α by U α , and the maximal unipotent subgroups of B and B − by U and U − respectively. We may use the subgroup U w = {u ∈ U : w −1 uw ∈ U − } to choose a set of coset representatives for the Schubert cell for w. In fact, we can write U w as a product of root subgroups.
Define Φ w = {α ∈ Φ + : w −1 α < 0}. These are the roots that index U w in the sense that
where the product is taken over any fixed ordering of the roots Φ w [Hum64, Section 28.1]. Moreover, these roots determine the Schubert cell corresponding to w. In other words H is a b-submodule of g containing b.
Lemma 2.3. [DeM-Pro-Sha92, Lemma 1] The datum of a Hessenberg space H is equivalent to the set of roots M H ⊂ Φ − satisfying the following closure condition: If β ∈ M H and α ∈ ∆ is a positive simple root such that β + α ∈ Φ − then the sum β + α ∈ M H . The sets {H} and {M H } are related by decomposing each Hessenberg space into root spaces:
A Hessenberg space H ⊆ g together with an element of the Lie algebra g determine a Hessenberg variety.
Definition 2.4. Given an element X ∈ g and a Hessenberg space H, the Hessenberg variety H(X, H) is defined to be
Most geometric and topological results about Hessenberg varieties are independent of the choice of X in its adjoint orbit in g, as described in the following lemma. (The proof merely notes that conjugating X by an element g ∈ G is equivalent to translating the Hessenberg variety H(X, H) by g.) Lemma 2.5. [Har-Tym10, Lemma 5.1] The Hessenberg variety H(X, H) is homeomorphic to the Hessenberg variety H(Ad(g)X, H).
A regular nilpotent Hessenberg variety is a Hessenberg variety H(X, H) for which the parameter X is a regular (or principal) nilpotent element in g.
Jordan canonical form gives a nice representative for each nilpotent orbit in type A n . Nilpotent orbits are classified for other Lie types, but the classification depends on the type. However, in all Lie types, the regular nilpotent orbit contains a particularly nice representative which is consistent with Jordan form in type A n . 
The element X 0 = α i ∈∆ E α i is in the regular nilpotent adjoint orbit of g regardless of the Lie type of g.
Henceforth in this paper, when we refer to a regular nilpotent Hessenberg variety, we will mean H(X 0 , H).
Given a Schubert cell C w and Hessenberg variety H(X, H), we define a Hessenberg Schubert cell to be the intersection C w,H = C w ∩ H(X, H). The Hessenberg Schubert variety X w,H is the closure of the Hessenberg Schubert cell in the Hessenberg variety, namely X w,H = C w,H .
Later in the paper, we specialize to the (Dale) Peterson variety, which is a particular regular nilpotent Hessenberg variety [Pet97, Kos96, Rie03] . The Hessenberg space for the Peterson variety is
When we consider the Peterson variety, we will denote the Hessenberg space by P and the corresponding set of roots by M P . (Note that M P = ∆ − .) We will also refer to Peterson Schubert cells C w,P and Peterson Schubert varieties X w,P .
Affine Pavings of Hessenbergs
In this section, we prove one of our main results: regular nilpotent Hessenberg varieties are paved by affine spaces in every Lie type. This means that regular nilpotent Hessenberg varieties can be partitioned so that each part is homeomorphic to C d , subject also to certain closure conditions. Colloquially, pavings are like CW -decompositions but with less restrictive closure relations imposed on the cells. Most importantly, the closure conditions of a paving by affines are sufficient to guarantee that the cells form geometric generators for the homology H * (X, Z).
Our proof uses induction, relying on certain subgroups of the unipotent group whose product gives the whole unipotent group. We will construct a sequence of partial Schubert cells that approximates more and more finely a Hessenberg Schubert cell, and that terminates in the Hessenberg Schubert cell itself. We will then prove that each partial Schubert cell in the sequence is an affine bundle over the previous cell in the sequence.
We begin with the definitions crucial to our proof. We then give a minor technical lemma used in our calculations. Finally, we provide the construction and proof of the paving by affines for regular nilpotent Hessenberg varieties of arbitrary Lie type.
3.1. Essential definitions. We now give the precise definition of pavings and of the unipotent subgroups we use later in this section. Definition 3.1. A paving of an algebraic variety V is an ordered partition into disjoint cells V 0 , V 1 , V 2 , . . . , such that every finite ordered union ∪ j i=0 V i is Zariski-closed in V. A paving by affines is a paving where each cell V i is homeomorphic to affine space
If C is a cell in a paving by affines of a variety X then the fundamental class of the closure C is a nonzero homology class in H * (X, Z). The collection of these fundamental classes form a Z-module basis of H * (X, Z) (see Proposition 4.3).
We now describe the subgroups of the unipotent group that we use. Every positive root β can be written as a positive integer linear combination β = c i α i of the simple roots. We define the height of the root β to be the sum of the coefficients in this linear combination and denote ht(β) = c i .
Definition 3.2. The roots of height i are the elements of the set
The subgroup U i is defined to be α∈Φ i U α where the product is taken over any fixed ordering of Φ i .
The next lemma gives a key property of the unipotent group. 
for any fixed ordering of the positive roots β 1 , β 2 , . . . , β k .
If N is the maximal height of a positive root then U 1 U 2 · · · U N = U by Lemma 3.3.
3.2. The adjoint action of U i . This section establishes a key computational result using a standard formula for the adjoint action. We begin with some notation. For each root γ we choose a basis for the root space g γ consisting of a root vector E γ ∈ g γ . In the appendix we will make specific claims about the structure constants of the group G for which we will need to choose particular E γ ∈ g γ . The work in this section is independent of the choice of E γ as long as it is fixed at the outset.
For each root subgroup U α ⊆ U we fix the group homomorphism u α : C → U α given by u α (z) = exp(zE α ) where exp is the exponential map [Kna02, Section 2 of Introduction, Proposition 1.84]
This brings us to our lemma, which begins the technical analysis of the adjoint action of root subgroups U α on root vectors in γ.
Lemma 3.4. Let U α ⊆ U be a root subgroup and fix a group homomorphism u α : C → U α . Choose a root vector E γ ∈ g for each root γ ∈ Φ. Fix a root β ∈ Φ. Then
where the sum is over all j ≥ 0 such that β + jα ∈ Φ, the structure constant m jα,β is a nonnegative integer determined by the choice of Chevalley basis, and m 0,β = 1.
As the previous lemma demonstrates, the operator Ad (u α (x α )) is not generally linear. However, by restricting the adjoint action to certain parts of U we will be able to exploit an "almost-linear" phenomenon.
Lemma 3.5. Fix N = β>0 n β E β to be a sum of positive root vectors and let
c γ E γ and in particular for each root γ with ht(γ) = i + 1 we have
Proof. Lemma 3.4 says that Ad (u α (x α )) acts "like" an unipotent linear operator in the following sense: if Ad (u α (x α ))(E β ) = γ∈Φ + c γ E γ then Lemma 3.4 specializes in certain cases of c γ as
Now take u = α∈Φ i u α (x α ) as above and suppose Ad(u)(E β ) = γ∈Φ + c γ E γ . Using Equation (3.1) repeatedly, we conclude
Recall that Ad (u) acts linearly on g in the sense that
From above, it follows that c γ = 0 unless ht(γ) > i. The only way for both ht(γ) = i + 1 and γ = β + α for some α ∈ Φ i and β ∈ Φ + is for β to be a simple root. In that case, by linearity Equation (3.2) says that c γ is as desired.
The next corollary is an immediate consequence of the previous lemma.
Corollary 3.6. Let X = α j ∈∆ E α j be a sum of simple root vectors in g and let u ∈ U be a unipotent element. Then
Proof. Fix an arbitrary ordering of the positive roots and write u = j u β j (x β j ) as per Lemma 3.3. Let N 0 = X and for each i = 1, . . . , |Φ + |, let
Since N i is a sum of positive root vectors, the previous lemma guarantees for each i that
(Indeed, the lemma proves more.) We know that N 0 = α j ∈∆ E α j . By induction N i can be decomposed into root vectors as
The claim follows.
3.3. Paving by Affines. We now prove the main result of this section: when X is a sum of simple root vectors, the intersection of the Schubert cell BwB/B with the Hessenberg variety H(X, H) is homeomorphic to affine space. Moreover, we give a closed formula for the dimension of the intersection when it is nonempty.
Theorem 3.7. Let g be a Lie algebra of arbitrary Lie type. Choose root vectors E α i in each simple root space g α i of g. If X = α i ∈∆ E α i then
(1) the variety U w,H = {u ∈ U w : Ad (u −1 )(X) ∈ wHw −1 } is isomorphic to affine space
2) this set is nonempty if and only if w −1 (α j ) ∈ M H for all j.
Proof. Define the subspace
Our convention is that if i = 0 then Z 0 ⊆ {e} where e is the identity element of U. If N is the maximum height of a root in Φ + then we have
We will show by induction on i that each f i is an affine fiber bundle; it will follow that Z N is homeomorphic to affine space.
Our inductive claim is that the subspace Z i is affine, nonempty if and only if the root w −1 (α j ) ∈ M H for all j, and if nonempty has dimension
(Our convention is that this sum is zero if i = 0.) The base case is when i = 0. In this case u = e and so Ad (e −1 )(X) = X. Thus u ∈ Z 0 if and only if X ∈ wHw −1 . Equivalently, since X = α i ∈∆ E α i we have u ∈ Z 0 if and only if w −1 (α i ) ∈ M H for all i. If nonempty Z 0 has dimension zero as desired. Now assume the claim for Z i−1 . Let u ∈ Z i−1 and consider the set
We will show that the map f i : Z i → Z i−1 is an affine fiber bundle whose fiber has dimension
Since u ∈ Z i−1 the coefficients q γ = 0 if both ht(γ) < i and E γ ∈ wHw −1 . By Lemma 3.5
where the coefficients q γ are the same as those in Ad (u −1 )(X). Corollary 3.6 showed that q α j = 1 for all simple roots α j . Lemma 3.5 says that if ht(γ) = i + 1 then
We must now show that the variety parameterized by the set of x α that simultaneously solve the equations
is affine, that the dimension of the solution set is independent of the choice of u ∈ Z i−1 (in other words, it is independent of q γ in Equation (3.3)), and compute that dimension. We first note that m α,α j = 0 for all types and all simple roots α j by inspection. Fix γ ∈ Φ i+1 with w −1 (γ) / ∈ M H . We confirm that the variables x α that appear in Equation (3.4) are not identically zero, namely that if α ∈ Φ i and γ − α = α j is simple then in fact α ∈ Φ i ∩ Φ w . To show α ∈ Φ w we will prove w −1 (α) < 0. Recall that w −1 is a linear functional on the set of roots so
Suppose by contradiction that
which contradicts our hypothesis on γ. We conclude that w −1 (α) < 0 as desired. Our next goal is to show that the system of Equations (3.4) has full rank regardless of the values of q γ from Equation (3.3). We will prove a stronger claim. Let v γ be the vector whose entries are parametrized by α ∈ Φ i and whose α th entry is m α,γ−α if γ − α ∈ ∆ and 0 otherwise. We will show that for every subset
This proof is given in the Appendix. In classical types, we define an injective function r i that assigns to each root γ ∈ Φ i+1 a root r i (γ) ∈ Φ i with γ − r i (γ) ∈ ∆. We then consider the
is a root and is zero otherwise. Lemma 9.3 confirms in classical types that this matrix is invertible. It follows that any subset of rows from the matrix is linearly independent. The vectors {v γ : γ ∈ Γ} described above may have additional columns but remain linearly independent. Lemma 9.4 proves by explicit calculations that the analogous matrices have maximal rank in the exceptional types.
We conclude that the system of Equations (3.4) is consistent regardless of the values of q γ . This system has |Φ i+1 ∩ (wM H ) c | equations in the |Φ i ∩ Φ w | variables x α (not all of which need to appear in the system of equations). The dimension of the solution space is thus
It follows that the map f i : Z i → Z i−1 is an affine fiber bundle with dimension of the fiber given in Equation (3.5). By induction we conclude that Z N is an iterated sequence of affine fiber bundles over an affine space. In other words, the space Z N is homeomorphic to affine space. It is nonempty if and only if w
By convention we know Φ N +1 = ∅ and by the hypothesis that
Intersections of Peterson-Schubert varieties and Schubert varieties
In this section we collect results that show that the Hessenberg Schubert varieties correspond to a basis of H * (H(X, H), Z). We then restrict our attention to the case of the Peterson variety and show that Peterson Schubert varieties intersect certain Schubert varieties properly in a point. These intersections will be used in Section 7 to give a geometric proof that the map i * :
4.1. Torus actions and Bialynicki-Birula cells. We begin this subsection by recounting some standard facts about torus actions and Bialynicki-Birula decompositions of the flag variety. Then we use these facts to prove that the Hessenberg Schubert cells identified in Theorem 3.7 correspond to generators of H * (X, Z). We conclude this section with a useful criterion for identifying which Hessenberg Schubert cells intersect Schubert varieties. We state the results used in this section narrowly, specialized to the context in which we need them, but provide references for the interested reader.
Let T ⊂ B be the maximal torus acting on G/B by left multiplication. The set of T -fixed points in G/B is precisely the set of flags corresponding to Weyl group elements:
Bialynicki-Birula proved that complete algebraic varieties (like the flag variety G/B) with suitable one-dimensional torus actions can be partitioned into subspaces according to the fixed point into which torus orbits flow. This partition, known as the Bialynicki-Birula decomposition and described next, is a particularly useful torus-invariant decomposition of a variety.
Proposition 4.1. [Bia-Bir76, Theorem 4.4] Let λ : G m → T be a one-parameter subgroup of the torus that acts on a complete scheme X with isolated fixed points {p 1 , . . . , p k }. Define the cells BB
and BB
as the collection of points lying on G m -invariant curves that limit into or out of p i respectively. These cells give two canonical decompositions of X, namely X = BB
. Moreover, each cell is an affine space BB
In general, Bialynicki-Birula cells can have extraordinarily complicated topological properties. However, if a one-dimensional subtorus acts generically on G/B then in fact the Bialynicki-Birula decomposition agrees with the Schubert cell decomposition for X = G/B. The previous proposition is stated in terms of the Bialynicki-Birula minus decomposition and the opposite Schubert decomposition to what we use here. The proposition also implies that the Bialynicki-Birula plus decomposition gives the Schubert decomposition we use in this manuscript, namely BB Since the fixed point set H(X, H) S is finite and each cell C w,H ∼ = U w,H is homeomorphic to affine space, the following result of Carrell and Goresky can be used to show the closures of these cells correspond naturally to generators of H * (X, Z). We restate their result in the weaker form that suffices for our purposes. . Let Y be a compact Kaehler manifold with a holomorphic C * -action that has nonempty fixed point set. Let X be a closed C * -invariant subspace of Y with finite isolated C * -fixed points X C * = {X 1 , X 2 , . . . , X r }. Denote the Bialynicki-Birula plus decomposition of X with respect to C * by X = r j=1 X + j . If each X + j is homeomorphic to affine space C m j then the closures X + j generate H * (X, Z) freely. Proof. Carrell and Goresky defined a good action of C * to be one whose Bialynicki-Birula plus cells satisfy two conditions:
• For each j = 1, 2, . . . , r there exists a holomorphic map p j : X + j → X j for which X + j is a topologically locally trivial fiber bundle with affine fibers C m j .
• If X j is singular then it has an analytic Whitney stratification satisfying certain additional properties (see [Car-Gor83, Section 1, Definition] for details).
(A priori, there are four conditions defining a good action [Car-Gor83, Section 1, Definition], but two are satisfied by every Bialynicki-Birula decomposition [Car-Gor83, Section 2, Remark].) If each fixed point component X j is a point then the second condition is vacuous. If each Bialynicki-Birula plus cell is an affine cell then the first condition is satisfied. Carrell and Goresky define a map µ j : Proof. The generalized flag variety G/B is a compact Kaehler manifold and the subtorus S ⊆ T is a holomorphic C * -action with nonempty, finite fixed-point set. Theorem 3.7 proved that the intersections C w ∩ H(X, H) form a paving by affines of the Hessenberg varieties. The Schubert cells C w are also the Bialynicki-Birula plus cells of the S-action so the previous proposition applies.
Unlike Schubert varieties in G/B, a Hessenberg Schubert variety may not be a union of Hessenberg Schubert cells. Indeed, the closure of a Hessenberg Schubert cell may intersect with other Hessenberg Schubert cells while not containing them. Nonetheless, the torus S acts on Hessenberg Schubert varieties.
Lemma 4.5. Fix a Hessenberg variety that admits an S-action and let wB be any S-fixed point in H(X, H). The action of S on the flag variety G/B restricts to an action of S on the Hessenberg Schubert variety X w,H .
Proof. For each point p ∈ X w,H there is a sequence of points p 1 , p 2 , . . . in C w ∩ H(X, H) with limit lim i →∞ p i = p. For each s ∈ S and each i, the point s · p i is in C w ∩ H(X, H) because both C w and H(X, H) carry S-actions. The torus S acts continuously on G/B so the limit
Since Schubert cells and Hessenberg varieties are both S-invariant, we obtain a useful criterion for identifying their intersections.
is nonempty then it must contain the S-fixed point wB.
Proof. All of the spaces in question admit S-actions so their intersection also carries an action of S. If gB ∈ C u is contained in this intersection then the limit lim z→0 γ(z)gB = uB must be contained in the intersection because the Schubert cells agree with the Bialynicki-Birula cells of the S-action on G/B. This proves the first claim; for the second, take u = w.
Cells of the Peterson variety
For the rest of this paper, we specialize from regular nilpotent Hessenberg varieties to Peterson varieties, namely the case when M H = ∆ − . We begin by summarizing results from the literature (including this paper), stated for the special case of the Peterson varieties. We then identify Schubert cells in the flag variety G/B that the Peterson Schubert cells intersect properly. In subsequent sections, we will determine when the intersections are actually transverse and identify some consequences.
In Section 4 we fixed a particular one-dimensional torus S ⊆ T that is generic in the sense that the S-fixed points of G/B are the same as the T -fixed points of G/B. We also stated that S acts on each regular nilpotent Hessenberg variety H(X, H) using the assumption that X has the form of Fact 2.1. Harada-Tymoczko showed that the S-fixed point wB in G/B is contained in the regular nilpotent Hessenberg variety H(X, H) if and only if w −1 Xw ∈ H [Har-Tym10, Lemma 5.1]. For Peterson varieties, the description of the S-fixed points simplifies substantially. Fix a subset J = {α i 1 , α i 2 , . . . , α i |J | } ⊂ ∆ and consider the Coxeter subgroup W J ⊆ W generated by the simple reflections {s i j : α i j ∈ J}. Each Coxeter group has a unique maximal element with respect to Bruhat order; denote the maximal element of W J by w J [Bjo-Bre03, Proposition 2.3.1].
Proposition 5.1. [Har-Tym10, Proposition 5.8] An S-fixed point wB ∈ G/B is contained in the Peterson variety H(X, P) if and only if w = w J is a maximal element of W J for some subset J ⊂ ∆.
We denote the set of S-fixed points in H(X, P) by {w J B} to emphasize this bijective correspondence between fixed points and parabolic subgroups W J ⊆ W .
Proper intersections of Peterson-Schubert varieties and Schubert varieties.
In this subsection we associate to each Peterson Schubert variety X w J ,P an opposite Schubert variety X v J which intersects X w J ,P properly in a point. We then show that the intersection
Let v J and u J be the Coxeter elements of the form
The results in this section refer to v J . Analogous results also hold for u J .
Lemma 5.3. The Peterson Schubert variety X w J ,P intersects the Schubert variety X v J in exactly one point and that intersection point is w J B.
Proof. We first show that there is exactly one S-fixed point in X w J ,P ∩ X v J . The Peterson Schubert variety X w J ,P is contained in the Schubert variety X w J so the S-fixed points in X w J ,P are a subset of {wB with w ≤ w J }. The S-fixed points in H(X, P) all have the form w K B for some K so the S-fixed points in X w J ,P have the form w K B with K ⊆ J. By contrast, the fixed points in X v J are flags wB satisfying w ≥ v J . Hence, if wB ∈ X v J ∩ X w J ,P then w = w K with J ⊆ K ⊆ J. We conclude w J B is the only fixed point that can be contained in X w J ,P ∩ X v J . Since w J B ∈ C w J ∩ H(X, P) and w J B ∈ X v J we conclude that w J B is the unique S-fixed point in X w J ,P ∩ X v J as desired. Now let gB be a point in the intersection X w J ,P ∩ X v J . The intersection X w J ,P ∩ X v J is a closed S-invariant subspace of the flag variety by Lemma 4.5, so the limits lim z→∞ γ(z)gB and lim z→0 γ(z)gB are contained in X w J ,P ∩ X v J . If gB is not an S-fixed point then the limits lim z→∞ γ(z)gB and lim z→0 γ(z)gB are distinct in G/B, and so they are distinct fixed points in X w J ,P ∩ X v J . This contradicts the first paragraph. If gB is a fixed point then
and by the previous paragraph gB = w J B. This proves the claim.
The next lemma shows that when |J| = |K| then the Peterson-Schubert variety X w J ,P intersects the opposite Schubert variety X v K nontrivially only if J = K. By the previous lemma this intersection is the point w J B. The proof, which we provide for convenience, follows from Proposition 5.2 and the following fact. Lemma 5.4. Let J and K be two distinct sets of simple roots in ∆ with |J| = |K|. Then the intersection X w J ,P ∩ X v K is empty.
Proof. In light of Lemma 4.6 it suffices to check which S-fixed points are in the intersection.
v K is empty as well.
Smooth intersections of Peterson-Schubert varieties and Schubert varieties
In this section, we identify which fixed points w J B are smooth in Peterson-Schubert varieties and in the Schubert varieties X v J . First, we show that w J B is always a smooth point in X w J ,P . We then use a form of Kumar's criterion to prove that w J B is a smooth point in X v J exactly when J is a classically-embeddable subset of the simple roots, namely that the subgraph of the Dynkin diagram induced by the vertices labeled by J corresponds to a root system of classical type.
Given w, v in W , fix a reduced word s i 1 s i 2 · · · s i ℓ for w. The set (wΦ + ∩Φ − ) first arose when we described the subgroup U w . We will need the following classical result [Hum90, p.14]: the set (wΦ + ∩ Φ − ) contains the ℓ(w) = ℓ roots
Geometers interpret the next definition as the localization of equivariant Schubert classes at T -fixed points in G/B although we use it purely combinatorially in this paper.
where this sum runs over all subsets {j 1 , j 2 , . . . , j k } ⊂ {1, 2, . . . , ℓ} such that s i j 1 s i j 2 · · · s i j k is a reduced word for v.
Billey showed that p v (w) is well-defined and in particular is independent of the reduced word chosen for w [Bil99, Theorem2 and Lemma 4.1]. The following is a version of Kumar's criterion for which T -fixed points in the Schubert variety X v are smooth. 
We use this reformulation in types B n , C n , and D n .
Given a subset J ⊂ ∆, we decompose J into subsets J 1 , . . . , J r called blocks as follows.
Definition 6.4. A block J i of J is a maximal subset of J whose roots correspond to a connected component of the Dynkin diagram of the root system. The block J i is classically embeddable if it can be embedded in the Dynkin diagram of a classical root system.
Remark 6.5. If α ∈ J 1 , β ∈ J 2 , and J 1 ∩ J 2 is empty then s α (β) = β and s β (α) = α. Indeed, if either s α (β) = β or s β (α) = α then α and β are adjacent (or the same) in the Dynkin diagram of the root system. The roots α and β cannot be adjacent if J 1 and J 2 are maximal connected sets of roots, and cannot be the same if J 1 is disjoint from J 2 .
Example 6.6. In E 8 , the subset J = {α 1 , α 3 , α 4 , α 6 , α 7 , α 8 } ⊂ ∆ can be decomposed into two blocks J 1 = {α 1 , α 3 , α 4 } and J 2 = {α 6 , α 7 , α 8 }. However, the subset K = {α 1 , . . . , α 6 } ⊂ ∆ consists of only one block, which is not classically embeddable.
The rest of this section is dedicated to proving the next proposition, which says that w J B is smooth in X v J if and only if every block in J is classically embeddable. The proof reduces to the single block J = ∆ and then analyzes the different Lie types separately.
Proposition 6.7. The point w J B is smooth in X v J if and only if every block J 1 , J 2 , . . . , J r ⊆ J is classically embeddable.
Proof. The first step is to reduce to the case when w J is the longest word in a Weyl group and v J is a Coxeter element. Suppose J can be decomposed into smaller blocks
The maximal permutation w J can be written as the product w J = r i=1 w J i and similarly for the permutation
Similarly v J w J ≥ s α if and only if v J i w J i ≥ s α for some k. In other words p v J (w J ) satisfies Kumar's criterion if and only if p v J i (w J i ) satisfies Kumar's criterion for each i. We conclude that it suffices to restrict our attention to a single block, namely to the case where J = ∆ and w J = w 0 . (Note that the single block J i may correspond to a root system of a different Lie type than J.) We begin with classical Lie types and then consider the exceptional types. We will find reduced words for w 0 in classical types that satisfy:
(1) we can factor w 0 = u 1 u 2 where u 2 is a reduced word for a Weyl group with one fewer generator than W and of the same Lie type as W , (2) the prefix u 1 contains v −1 J as a prefix, namely u 1 = v −1 J u 3 for some u 3 in W , and (3) every reduced word for v J in w 0 actually occurs in u 1 . In types B n , C n , D n , these conditions can be satisfied simultaneously by one word, while in type A n we will use two different words for w 0 , denoted w 0,1 and w 0,2 . The table in Figure  6 .1 gives these words. In each case, the prefix u 1 is the word in the first set of parentheses, for instance in type B n we have u 1 = s 1 s 2 · · · s n−1 s n s n−1 · · · s 1 and u 2 = (s 2 · · · s n−1 s n s n−1 · · · s 2 ) · · · (s n−2 s n−1 s n s n−1 s n−2 )(s n−1 s n s n−1 )s n .
We now confirm that these words satisfy Conditions (1)-(3). The expression for each w 0 is a standard form of a reduced word for the longest element of W [Bjo-Bre03, Section 3.4]. (Bjorner-Brenti call the expression we use for w 0,1 in A n and w 0 in B n , C n and D n the lexicographically first normal form. The expression we use for w 0,2 would logically be called the lexicographically last normal form.) The factorization w 0 = u 1 u 2 satisfies Condition Type Reduced word A n w 0,1 = (s 1 s 2 · · · s n−1 s n )(s 1 s 2 · · · s n−1 ) · · · (s 1 s 2 )(s 1 ) w 0,2 = (s n s n−1 · · · s 2 s 1 )(s n−1 s n−2 · · · s 1 ) · · · (s n s n−1 )(s n ) B n w 0 = (s 1 s 2 · · · s n−1 s n s n−1 · · · s 1 ) · · · (s n−2 s n−1 s n s n−1 s n−2 )(s n−1 s n s n−1 )s n C n w 0 = (s 1 s 2 · · · s n−1 s n s n−1 · · · s 1 ) · · · (s n−2 s n−1 s n s n−1 s n−2 )(s n−1 s n s n−1 )s n D n w 0 = (s 1 s 2 · · · s n−2 s n s n−1 s n−2 · · · s 2 s 1 ) · · · (s n−2 s n s n−1 s n−2 )s n−1 s n Figure 6 .1. Reduced words for w 0 in classical Lie types
(1) because u 2 has the same form as w 0 except without the simple reflection s 1 in types B n , C n , D n and type A n with w 0,2 , and without s n in type A n with w 0,1 . Condition (2) is satisfied by w 0,1 in type A n and by w 0 in the other types by inspection, since the prefix u 1 itself contains v J and u 3 = e.) We now show that every reduced word for v J ends in s 1 . The word v J = s n s n−1 · · · s 1 is a Coxeter element in each classical Lie type and so each reduced word for v J must satisfy v J > s j for all simple reflections s j . If s 1 is to the right of s 2 in the reduced word for v J then since s 1 commutes with all other s j we may assume s 1 is in the rightmost position, as desired. If s 1 is to the left of s 2 then by the same argument we may assume s 1 is in the leftmost position in the alternate word w = v J . Canceling s 1 on both sides, we conclude that the word s 1 s n s n−1 · · · s 2 s 1 has length n − 1. However s 1 s n s n−1 · · · s 2 s 1 = s n s n−1 · · · s 2 s 1 s 2 is in lexicographic normal form and so is reduced. This contradicts our assumption on the length. Therefore every reduced word of v J ends with the simple transposition s 1 as desired.
Condition (3) is satisfied by w 0,2 in type A n and w 0 in the other types because u 2 has no instance of s 1 .
Next we check that Kumar's criterion holds. We begin by identifying the roots α with v J w 0 ≥ s α using the word w 0,1 in type A n . Together, Conditions (1) and (2) tell us that v J w 0 ≥ w for each w in the Weyl group generated by s 1 , s 2 , . . . , s n−1 in type A n and generated by s 2 , s 3 , . . . , s n in types B n , C n , D n . So the set of roots α for which v J w 0 ≥ s α is contained in the set {α ∈ Φ + such that α > α i } where i = n in type A n and i = 1 in types B n , C n , D n . This is exactly the root system of A n−1 so this set is exactly the collection of roots α for which v J w 0 ≥ s α in type A n . In types B n , C n , D n we have v J w 0 = (s n−i s n−i−1 · · · s 1 )u 2 where u 2 is the longest element in the Weyl group s 2 , s 3 , . . . , s n and i = 1 in types B n , C n while i = 2 in type D n . Thus v J w 0 ≥ s n−j s n−j−1 · · · s 2 s 1 s 2 · · · s n−j−1 s n−j for any j ≥ 1 in types B n , C n and j ≥ 2 in type D n . The reflection s n−j · · · s 2 s 1 s 2 · · · s n−j corresponds to the root α = α 1 + α 2 + · · · + α n−j . It follows that v j w 0 ≥ s α for each root α = α 1 + α 2 + · · · + α n−j where j ≥ 1 in types B n , C n and j ≥ 2 in type D n .
Finally, we show that these are all the roots α with v J w 0 ≥ s α in types B n , C n , D n . If v J w 0 ≥ s α and α > α 1 then we can write s α = us 1 u ′ with α > α 1 , u ′ ∈ s 2 , s 3 , . . . , s n , and u ≤ s n−i s n−i−1 · · · s 2 for i = 1 in types B n , C n and i = 2 in type D n . Every reflection is its own inverse so us 1 u ′ = (u ′ ) −1 s 1 u −1 . This means the reflection is symmetric about the unique occurrence of s 1 , namely u −1 = u ′ . Since u ≤ s n−i s n−i−1 · · · s 2 for i = 1 in types B n , C n and i = 2 in type D n , we conclude that α ≤ α 1 + α 2 + · · · + α n−i where i = 1 in types B n , C n and i = 2 in type D n . This proves that in types B n , C n , D n the set of roots α for which v J w 0 ≥ s α is α ∈ Φ + : α > α i for simple roots α i labeling at least two leaves in the Dynkin diagram for Φ .
We now identify p v J (w 0 ), using the word w 0,2 in type A n . Condition (3) implies that
By inspection, we observe that u 1 contains v J as a subword in exactly one way in each of these four Lie types. In type A n the word u 1 = v J . When we evaluate Billey's formula we obtain
Similarly, Billey's formula gives
where i = 1 in types B n , C n and i = 2 in type D n . Evaluating, we obtain that In all cases, we conclude that Kumar's criterion holds, namely that
Classically embeddable: Even in exceptional types, if all of the blocks J 1 , J 2 , . . . , J k are classically embeddable then p v J (w J ) is a product of polynomials k i=1 p v J i (w J i ) obtained in the above calculations. Thus w J B is smooth in X v J for any J consisting of classically embeddable blocks. Non-classically embeddable: Conversely, suppose J contains a block J 1 which is not classically embeddable. (Figure 6 .2 gives every example of a non-classically embeddable set J.) We will show that p v J 1 (w J 1 ) does not satisfy Kumar's criterion, which implies that w J B is not smooth in X v J . We will use the same argument in each exceptional Lie type. First, we consider p v J (w 0 ) as a polynomial in the simple roots α 1 , α 2 , . . . , α n . Note that p v J (w 0 ) has degree |J| = ℓ(v J ) by definition of Billey's formula. We find a lower bound on the coefficient of a particular term α We'll compute a lower bound for the coefficient of α 6 1 in p v J (w 0 ). The coefficient of α 1 in each factor in each term of Billey's formula is 1 so the coefficient of α 6 1 in p v J (w 0 ) is at least 2. However, the coefficient of α 1 is at most one in roots of Lie type E 6 . Thus the maximum coefficient of α 6 1 in a product of six distinct roots is 1. (Here we use the fact that s 3 s 2 = s 2 s 3 because 2 is only adjacent to 4 in the Dynkin diagram for E 7 .) The simple root α 7 occurs in each factor in each term so the term α 7 7 occurs with coefficient at least 2 in p v J (w 0 ). However, the coefficient of α 7 is at most one in the roots of type E 7 so the coefficient of α 7 7 is at most one in a product of seven distinct roots. are (2α 1 + 3α 2 )(α 1 + 2α 2 ) and α 1 (α 1 + α 2 ) respectively. Thus the coefficient of α 2 1 in p v J (w 0 ) is at least 3. However, there is exactly one root of Lie type G 2 in which the coefficient of α 1 is greater than 1, namely the highest (long) root 2α 1 + 3α 2 . So the maximum coefficient of α 2 1 in a product of two distinct roots of Lie type G 2 is 2.
Expanding Peterson Schubert classes in terms of Schubert classes
Let i * : H * (H(X, P), Z) → H * (G/B, Z) denote the push-forward of the natural inclusion map i : H(X, P) → G/B. In this section we use intersection theory to determine certain coefficients a u in the expansion of each Peterson-Schubert class in terms of Schubert classes
In Theorem 7.1, we start by proving that certain coefficients a v J are nonzero and others a v K are zero. Theorem 7.2 uses this information to prove that the push-forward i * is injective. Insko showed that some of the relevant Peterson-Schubert classes and Schubert classes intersect transversally in type A n . He then used this to conclude that the a v J in fact equal 1 [Ins12] . We conjecture that in the other classical types, the coefficients a v J are either 1 or 2. More precisely, consider the vertices associated to J in the Dynkin diagram for the root system. If these vertices are contained in a subdiagram isomorphic to the type A Dynkin diagram, then we conjecture that the coefficient a v J is one; otherwise, we conjecture that the coefficient a v J is two.
then the coefficients a v J satisfy (1) a v J = 0 and (2) a v K = 0 for any K = J with |K| = |J|. The closed irreducible subvarieties X w J ,P and X v J intersect properly in the point [w J B] by Proposition 5.7, so the product
Finally we show that the fundamental classes of Peterson-Schubert varieties form a linearly independent set when expanded in terms of the fundamental classes of Schubert varieties.
Theorem 7.2. For any Lie type, let i : H(X, P) ֒→ G/B denote the (proper) embedding of H(X, P) as a closed subvariety of G/B. The push-forward
is an injection.
Proof. Every Peterson-Schubert fundamental class i * ([X w J ,P ]) can be written as a Z-linear combination of the Schubert classes
Fix any k with 0 ≤ 2k ≤ 2n = dim R (H(X, P)) and consider the matrix of
with respect to the bases of Peterson-Schubert classes and ordinary Schubert classes, respectively. Theorem 7.1 implies that the coefficient a v J = 0 in the expansion for i * ([X w J ,P ]) and a v J = 0 in the expansion of i * ([X w K ,P ]) for K = J with |K| = |J|. Consider the submatrix of i 2k whose columns and rows correspond to {[X w J ,P ]} and {[X v J ]} for all J with |J| = k. This submatrix is a diagonal b 2k × b 2k matrix with nonzero entries a v J along the diagonal, where b 2k is the 2k-th Betti number of H * (H(X, P); Z). This implies that the map i 2k is a nonsingular linear transformation for all k with 0 ≤ 2k ≤ dim R H(X, P). Hence the map i * is an injection.
In fact, the intersection theory argument provides strictly more information than the injection of Theorem 7.2 since it identifies specific coefficients in the nonsingular matrix This injection is equivalent to a cohomology surjection, as we show in general in the next result and specifically for Peterson varieties in the subsequent claim.
Proposition 7.3. Let Y be a topological space with a subspace X ⊆ Y so that neither X nor Y have any odd-dimensional (integral) homology. For each i, suppose that {X j : j ∈ J i } form a basis for H i (X, C) and that {Y k : k ∈ K i } form a basis for H i (Y, C). Consider the map induced by the inclusion ι : X ֒→ Y on homology. Let c j,k denote the coefficients of the expansion ι * (X j ) = k c j,k Y k in terms of the basis Y k for H i (Y, C). If for each i there are a collection of classes {Y k : k ∈ I i } such that the matrix (c j,k ) j∈J i ,k∈I i is invertible then the classes {ι
Proof. Consider the Universal Coefficient Theorem for cohomology. Neither X nor Y have odd-dimensional (ordinary integral) homology by hypothesis. Thus the Universal Coefficient Theorem reduces to the isomorphism
This isomorphism is natural with respect to the chain map induced by the inclusion ι : X ֒→ Y so for each i we get a commutative diagram
For each j, let X * j denote the dual to the basis class X j , namely the function defined by X * j (X j ′ ) = δ j,j ′ , and similarly for the duals {Y *
where c j,k ′ is the coefficient of the term Y k ′ in the expansion of ι * (X j ) in terms of the basis C) . This evaluates to c j,k because Y * k is a linear functional. The submatrix (c j,k ) j∈J i ,k∈I i of these coefficients is invertible by hypothesis so the image of the classes {ι * (Y * k ) : k ∈ I i } forms a basis for Hom(H i (X, Z), C). Using the Universal Coefficient Theorem, we conclude {ι * (Y k ) : k ∈ I i } form a basis for H i (X, C) as well. The images ι * (Y k ) are homogeneous because each Y k is a geometric class induced from an irreducible variety, and because the chain maps induced by ι preserve degree. It follows that the set {ι
The next result confirms that in fact the Peterson Schubert classes satisfy the conditions in the previous claim.
Proposition 7.4. The images of the Schubert classes {ι
Proof. Neither H(X, P) nor G/B have odd-dimensional cohomology since they each have pavings by complex affine cells by Theorem 3.7. Corollary 4.4 showed that the fundamental classes of the Peterson Schubert varieties form a basis for H i (H(X, P), C), respectively the ordinary Schubert classes and H i (G/B, C). When we expand ι i (X w J ,P ) into ordinary Schubert classes, we obtain ι i (X w J ,P ) = w c J,w X w .
Theorem 7.1 states that c J,v J ′ is nonzero only when J = J ′ . In other words, the matrix (c J,v J ′ ) J,J ′ ⊆∆s.t.|J|=|J ′ |=i is an invertible diagonal matrix. This shows that the Peterson varieties satisfy the conditions of Proposition 7.3.
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Appendix
In this appendix we prove that the rows of the matrix M i defined in Equation (3.3) are linearly independent in all Lie types. Our strategy is first to consider a matrix with all of the rows of M i as well as some additional rows, and second to restrict to the square submatrix formed by certain columns of that larger matrix. We will then prove that the resulting square matrix is invertible. It follows that the rows of the larger matrix are linearly independent, and hence the rows of M i are linearly independent.
The rest of this appendix is structured as follows. We will define the square submatrix in Section 9.1. For most of our arguments, we actually only need to know that certain entries of the submatrix are nonzero; however, in a few cases, we will need explicit values for these entries. Section 9.2 collects all the information that we need about the entries of this submatrix. Section 9.3 proves the claim for classical Lie types, while the final section proves the claim by inspection in the exceptional Lie types.
9.1. The square submatrix N i and the injection r i : Φ i → Φ i−1 . The matrix M i was defined from a particular linear system of equations given in Equation (3.3). In this appendix, we instead study a larger matrix defined as follows. For each root γ ∈ Φ i and α ∈ Φ i−1 the entry in row γ and column α is given by
The entry m α,γ−α is an integer defined in the next section. (The heights of γ and α differ by exactly one, so the difference γ − α is a root exactly if the difference is a simple root.) To construct the submatrix N i we define an injective function r i : Φ i → Φ i−1 for each i ≥ 2 that assigns to the root γ ∈ Φ i a unique root r i (γ) ∈ Φ i−1 with γ −r i (γ) ∈ ∆. The submatrix N i consists of the columns indexed by roots in the image Im(r i ). Lemma 9.3 proves that N i is invertible in classical Lie types. Lemma 9.4 proves the claim in exceptional types by explicit computations.
We begin by listing the roots in each Lie type according to the height of the root, and choosing an order on roots of a given height. Figure 9 .1 gives the roots in classical types; the exceptional roots are listed later in the appendix, and are taken from Plotkin and Vavilov's work Vav04] . To save space, we write the roots in string Dynkin form, so that the positive root α = c 1 α 1 + c 2 α 2 + · · · + c n α n is listed in the table as α = c 1 c 2 · · · c n . For instance, the root α = α 2 + 2α 3 + 2α 4 is listed as 0122.
The columns of these tables partition the roots into sets with two important properties:
(1) each column contains exactly one root α ∈ Φ i of height i which appears in row i, and (2) the root in row i + 1 of column j is obtained from the root in row i of column j by adding a simple positive root. The columns in exceptional types are labeled by the index of the simple root in the first row.
Definition 9.1. Define the function r i : Φ i → Φ i−1 by the rule that if γ is in column j and row i then r i (γ) is the unique root in column j and row i − 1.
For example in type A n we have r i (α 1 + α 2 ) = α 1 and r i (α 2 + α 3 ) = α 2 . More generally, in type A n the function is defined by
(The function is not as easily described in other Lie types.)
We now formally define N i to be the matrix whose rows are indexed by Φ i and whose columns are indexed by the elements in Φ i−1 of the form r i (γ ′ ) for some γ ′ ∈ Φ i . In particular, the entries of N i are indexed by pairs γ, γ ′ ∈ Φ i and the entry in row γ and column
9.2. Structure constants m α,γ and the entries of N i . By construction, the entries m α,β are structure constants in the Lie algebra. The matrix N i is generally very sparse, in the sense that almost all entries are zero. In most cases N i is a permutation of a diagonal matrix, so we will be able to prove that N i is invertible simply using one fact: In some cases we will need more information about the values of m α,β . We collect that information in this section.
By choosing root vectors E γ ∈ g γ appropriately, we may assume that m α,β are positive for a particular set of pairs of roots (α ′ , β ′ ) (called extraspecial roots) that determine all of the structure constants m α,β [Car89, Proposition 4.2.2].
We will need structure constants for simply-laced root systems, which can be recursively derived from a few relations [Plo-Vav96, Section 15]:
• For each pair of roots α, β ∈ Φ + (9.1) m α,β = −m β,α .
• Suppose α i + β ∈ Φ + and there is no j < i such that α i + β = α j + β for a root β ∈ Φ + . Then (9.2) m α i ,β = 1.
• Suppose α, β, α + β are all in Φ + and that i is the minimal index such that α + β = α i + β for some root β ∈ Φ + . Then the structure constant is [Vav04, Equation 14 ]:
The structure constants we calculate all have the form m α,α j for some simple root α j ∈ ∆ so we need no other cases of this formula.
The root α i in Equation (9.3) is the simple root of smallest index in α unless α − α i is not a root-as for instance in the root α n−2 + α n−1 + α n in type D n . 9.3. Classical Lie types. We now prove the matrices N i are invertible in classical Lie types.
Lemma 9.3. For each i with 2 ≤ i ≤ n in classical Lie type, the matrix N i is invertible.
Proof. We start with types A n , B n , and C n . Suppose that γ j ∈ Φ i is in the j th row of the table and β k ∈ Im(r i ) is in the k th column of the table. Also suppose that the k th column is to the left of the j th column, namely k < j. By inspection we see β k > α k and γ j is in the span of α j , α j+1 , · · · , α n . In particular γ j > α k . Hence γ j − β k is not a simple root and so the (j, k) entry of N i is zero if k < j. It follows that the matrices N i are upper-triangular when the roots indexing rows and columns are ordered from leftmost to rightmost as in Figure  9 .1. The entries along the diagonal are m r i (γ),γ−r i (γ) which are nonzero by Proposition 9.2. Thus the determinant of each matrix N i is nonzero in types A n , B n , and C n as desired.
The argument for type D n is slightly different when i = 2 than for all other i ≥ 3. In this case, reorder the columns of N 2 so that they are indexed by α 1 , α 2 , . . ., α n−3 , α n , α n − 2, and reorder the rows in the same way, so that if γ indexes column j then r −1 i (γ) indexes row j. The resulting matrix is upper-triangular, so det(N 2 ) is nonzero. Now let i ≥ 3 in type D n . To show that the determinant of N i is nonzero we partition the rows of the matrix N i and then show that in one subset of k rows, exactly k columns have nonzero entries. The determinant of N i is thus the product of the minors corresponding to the k × k submatrix and the complementary (n − k) × (n − k) submatrix. (In fact, we repeat this argument twice in our proof.)
The first block consists of rows and columns indexed by (γ, r i (γ ′ )) with γ, γ ′ ≥ · · · 01211. The second consists of rows and columns indexed by (γ, r i (γ ′ )) with γ, γ ′ ≤ 11 · · · 1. To begin, consider the rows indexed by a root γ with γ ≥ · · · 01211. If γ = · · · 012 · · · 211 or γ = · · · 0112 · · · 211 then r i (γ) is the only root in the image Im(r i ) that is less than γ.
1000 · · · 0000 0100 · · · 0000 · · · 0000 · · · 0100 0000 · · · 0001 0000 · · · 0010 Φ 2 1100 · · · 0000 0110 · · · 0000 · · · 0000 · · · 0110 0000 · · · 0101 Hence there is exactly one nonzero entry in this row. Otherwise, the row indexed by γ has exactly 2 nonzero entries. These entries are in the columns indexed by :
(1) r i (γ) and (2) γ − α i where i is the smallest index for which γ − α i is a root.
The entry indexed by (γ, r i (γ)) lies on the diagonal and the entry indexed by (γ, γ − α j ) is just to the right of the diagonal in N i .
We have shown two things. First, the matrix N i has the form A B 0 D where D is the square submatrix whose rows and columns are indexed by pairs (γ, r i (γ ′ )) with roots γ, γ ′ ≥ · · · 01211 and A is the square submatrix with rows and columns indexed by (γ, r i (γ ′ )) where γ, γ ′ ≤ 11 · · · 1. Thus det(N i ) = det(A) det(D). Second, the matrix D is uppertriangular with nonzero elements along the diagonal. Hence N i is invertible if and only if A is invertible.
Next we consider the square submatrix of N i with rows and columns indexed by (γ, r i (γ ′ )) where γ, γ ′ ≤ 11 · · · 1. Suppose γ ′ ≤ 1 · · · 100. Using Equations (9.1), (9.2), and (9.3), we see that
Together, these determine the square submatrix of N i indexed by (γ, γ − r i (γ ′ )) where γ, γ ′ ≤ 11 · · · 1. For ease of notation, we permute the rows and columns to move the first row and first column of the submatrix to the last row and last column. The resulting submatrix has the following form:
where the last three rows are indexed by roots of the form · · · 10, · · · 11, and · · · 01, and the last three columns are indexed by roots of the form · · · 100 , · · · 10, and · · · 01. By the same argument as before, the determinant of this matrix is the product of the bottom-right 3 × 3 minor with the top-left minor. Inspection shows that both of these minors are nonzero. It follows that det(N i ) is nonzero, as desired.
9.4. Exceptional Lie types. We now prove that the matrices M i have linearly independent rows in the exceptional Lie types.
Lemma 9.4. For each i with 2 ≤ i ≤ n in exceptional Lie types, the matrix M i has maximal rank. We will compute the determinant of the matrix M i if the matrix is square; if not, we will specify columns and compute the determinant of the submatrix with those columns. All of the matrices in these tables are sparse, in the sense that the determinant
has few nonzero terms n j=1 a j,σ(j) . In fact, many of these matrices have a unique nonzero term in their determinant. In these cases, we state that the determinant is nonzero because it has a unique term. Only in the cases where there is more than one nonzero term do we compute the determinant, and then we list it below the matrix.
Finally, we omit any matrices with two rows because for those cases, any two columns are linearly independent by the following lemma.
Lemma 9.5. If M i is a 2 × 2 matrix then it is invertible.
Proof. Let β and γ be the two roots of height i + 1. Let r(β) and r(γ) be the roots of height i. By definition of the function r we have
where α i could be equal to α j . This implies that the matrix has nonzero diagonal entries m r(β),α i and m r(γ),α j . If both non-diagonal entries are zero, then the matrix has full rank. Now suppose one of the non-diagonal entries is nonzero, say γ − r(β) = α k . We will show β − r(γ) is not a root and therefore the other non-diagonal entry is zero.
First note that α i = α k because β − r(β) = α i and γ − r(β) = α k but γ = β. Next note that α j = α k because γ − r(γ) = α j and γ − r(β) = α k but r(γ) = r(β). Finally we calculate
We conclude that β − r(γ) is not a root and hence N i is a triangular matrix. 9.5. Types G 2 and F 4 . In type G 2 each matrix M i is 1 × 1. The one entry in the matrix is nonzero by Proposition 9.2.
In type F 4 we only show M i for i ≤ 5. This is because the matrix M i has only two nonzero columns if i > 5; by Lemma 9.5, those M i have full rank. 9.6. The root system E 6 . This describes the roots and structure constants for E 6 . 9.7. The root system E 7 . This describes the roots and structure constants for E 7 .
Type E 7  Height VII  VI  III  I  V  IV  II  1 0000001 0000010 0010000 1000000 0000100 0001000 0100000 2 0000011 0000110 0011000 1010000 0001100 0101000 3 0000111 0001110 0111000 1011000 0011100 0101100 4 0001111 0011110 0111100 1111000 1011100 We omit tables for heights over 19 since there are only two columns in those cases, so the matrix N i has full rank by Lemma 9.5.
