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Providing Appropriate Social Support to
Prevention of Depression for High-anxious
Sufferers
Fei Hao, Guangyao Pang, Yulei Wu, Zhongling Pi, Lirong Xia, Geyong Min
Abstract—Depression is becoming a serious global health problem worldwide, with an increasing number of patients suffering from
anxiety and other disorders. Our work aims to provide appropriate social support to prevention of depression for high-anxious
undergraduates. We collect 1425 undergraduates from 18 universities in China via a cluster random sampling method for the survey on
the Self-rating Anxiety Scale (SAS), the Self-rating Depression Scale (SDS), and the Social Support Scale (SSRS) for anxiety and
depression. Based on the collected questionnaire data, we firstly reveal that the distribution of both anxiety data and depression data
follows a Gaussian distribution. Then, a Guassian Mixture Model (GMM) is adopted for clustering these data in terms of anxiety index
and depression index. According to the observations extracted from the clusters, the correlation among anxiety, depression and social
support is investigated by a Correlation Analysis method. Finally, the corresponding moderating effect of social support between
anxiety and depression is figured out via Hierarchical Multiple Regression Analysis. The detailed analysis indicate that the high-level
social support, such as the help and support from individual’s friends or family members, could reduce the risk for depression from
high-anxious undergraduates.
Index Terms—Anxiety Index, Depression Index, Gaussian Mixture Model, Social Support.
F
1 INTRODUCTION
ANxiety is a typical emotional problem when sufferingmulti-source stresses [1]. Nowadays, undergraduates
are facing multi-source stresses from economy, social rela-
tionship, and academy, which has negative effects on their
psychological heath [2]. Previous studies found that anxiety
had become a prevalent emotional problem, and 47.1% of
undergraduates were anxiety [3]. Furthermore, anxiety was
high related with depression. Specifically, individuals with
high level of anxiety were usually with high level of depres-
sion, and individuals with low level of anxiety were usually
with low level of depression. According to World Health
Organization (WHO), 54 million depressive sufferers have
been diagnosed in the world, and more than one million of
them commit suicide every year 1. Even some researchers
claimed that individuals with anxiety were more likely to
become those with depression especially when they lack
social support [4]. Therefore, individuals with good social
support (e.g., help and support from individual’s friends
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and/or family members) cloud be prevented to suffer from
the effects of negative life events, and they were less likely
to be anxiety and depression; in contrast, individual with
worse social support were more likely to be anxiety and
depression [5].
Suppose you are an undergraduate, you would be busy
with adapting to psychosocial and physical changes. You
might be suffering multi-source stress from economy, social
relationship, and academy. The mental health of undergrad-
uates is an area receiving an increasing concern world-
wide, especially with the high prevalence of anxiety and
depression [3]. Undergraduates who are facing graduation,
suffered more stress, such as hunting a job, pursuing further
study, and affective problems. From this perspective, they
are more likely to be anxiety and depression.
There have been a number of evidences showing that
depression has become a prominent social problem to un-
dergraduates. For example, the Ma Jiajue Event2, and Yao-
jiaxin Event3 in China has been an alarm for the mental
health education on undergraduates, and the ideological
and political work in colleges is also facing great challenges.
From these unexpected events, the victims have a common
feature which is often depressed by their negative emotion.
Meanwhile, the social support is not provided appropriate-
ly.
However, there is a lack of studies to examining the
anxiety and depression of undergraduates who are facing
graduation. In particular, the high-anxious undergraduates
are easily deteriorated to the depression which is quite
serious for their normal study and life. Therefore, whether
2. https://en.wikipedia.org/wiki/Ma Jiajue
3. https://en.wikipedia.org/wiki/Yao Jiaxin murder case
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good social support can act as an effective intervention
method to prevent high-anxious undergraduates turning
into depression.
The ubiquity of social media and social networking
services among the world population could provide an
effective solution for addressing the above problem. Existing
researches [6], [7], [22] have witnessed the associations be-
tween the usage of social media and depression. Besides, the
online social activities in social networks can be used as pre-
dictors for well-being [23], [24] and social participation [7].
However, they only focus on the detection and prediction
of depression from users over social media. They are lack of
discussions that how to control and prevent the depression
for high-anxious users. This paper aims to discover the
hidden patterns from the real dataset of undergraduates
and further provide the appropriate social support for pre-
vention of depression for high-anxious undergraduates. In
particular, we make the following major contributions:
 We invite 1425 participants (undergraduates includ-
ing 288 female students and 645 male students) from
18 Chinese universities. The ages of participants
range from 21 to 25 years old. The participants have
a wide range of majors (e.g., psychology, chemistry,
history). All participants provide written informed
consent and receive a small present for participating.
The study protocol is approved by the local ethics
committee.
 We adopt the Gaussian Mixture Model for clustering
all participants. Specifically, we analyze the distribu-
tion of participants’s anxiety index and depression
index. Further, each participants’ Anxiety Index (AI)
and Depression Index (DI), as a pair (AI;DI), is pro-
jected into a coordinate system. Then, the Gaussian
mixture model is utilized for automatically clustering
them into several groups with different semantics.
These clusters are generally described as (Normal Stu-
dents, High-risk Students, Anxiety Students, Depression
Students, Anxiety & Depression Students).
 By analyzing the correlation between social support
and anxiety/depression and moderating effect of so-
cial support in the relationship between anxiety and
depression, this paper finally recommends relevant
intervention strategies (i.e., providing the appropri-
ate social support) to high-anxious undergraduates.
The rest of this paper is organized as follows. Sec-
tion 2 overviews the related work on ICT-based anxi-
ety/depression analysis and mining. The addressed prob-
lem is mathematically formulated in Section 3. Before pre-
senting the proposed approach, Section 4 mainly analyzes
the obtained real dataset about anxiety, depression indexes
on participants and makes the clustering analysis regarding
Anxiety-Depression points. The proposed approach for pre-
venting depression from the high-anxious undergraduates
is presented in Section 5. Finally, Section 6 concludes this
paper.
2 RELATED WORK
With the development of information technology, the detec-
tion of depression and anxiety has attracted the attention of
researchers in computer science, psychology and linguistics
[8], [9], [10]. Wang et al. [11] utilized convolutional neural
networks to identify self-harming content from images of
Flickr 4 and identify people with depression. Song et al.
[12] proposed an audio-visual automatic depression anal-
ysis system that uses a convolutional neural network to
analyze human behavior primitives (speech) to determine
the severity of depression. In addition to developing good
image and audio characteristics, Yang et al. [13] pointed out
that text-based content characteristics are also important for
analyzing text indicators related to depression. Therefore,
they presented a novel depression estimation approach by
analyzing text and video features. Md Rafiqul Islam et
al. [14] adopted KNN (k-nearest neighbour) classification
technology to monitor the likelihood of a user’s depression
from the opinions, photos and videos shared by users on the
Facebook social platform. Yang et al. [15] took lifelogging
physical activity as a target to explore how to improve the
validity of lifelogging data in an IoT enabled healthcare
system. Their work also provided a possible solution for
detecting individual’s depression and anxiety.
Traditionally, medical doctors have to face-to-face di-
agnose the depressed patients through clinical depression
criteria. However, more than 70% of patients are reluctant
to consult a doctor in the early stages of depression, which
makes their conditions worsen. Meanwhile, people are in-
creasingly relying on social media to express emotions and
share daily life. Social media has become a new way for
users to monitor and intervene depression [16]. Losada et
al. [17] proposed an early risk prediction model in order to
quickly and effectively detect depressed users from social
media. The model uses feature extraction methods such as
n-grams and paragraph vectorization to construct a rela-
tionship between personal language style and depression
level from the text content published by users in Reddit
5 social networks. Hassan et al. [18] used emotion theory,
machine learning, and natural language processing tech-
niques on different social media platforms to observe and
extract emotions from text and discover a patient’s extent of
depression.
Wongkoblap et al. [19] considered classifying users with
poor mental health based on social network data and then
implemented intervention models to help these users. Shar-
ma et al. [20] proposed a cognitive behavior-based treatment
system for assisting people to fight depression. The system
attempts to combine the searching name, location, things,
and weather conditions by mimicking the psychologist’s
information needs from the perspective of satisfying users’
information needs. AnaRadovic et al. [21] claimed that social
networks can have an impact on adolescents diagnosed with
depression. The positive content (such as entertainment,
humor, content creation) or social connections can help
depressed adolescents to reduce depression and negative
content (such as dangerous Behavior, cyberbullying, and
self-destruction of others) can increase the level of depres-
sion in adolescents, so social media usage patterns can be
used to help adolescents with depression turn negatively
and positively.
4. https://www.flickr.com
5. www.Reddit.com
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3 PROBLEM DESCRIPTION
To formulate the problem addressed in this paper, several
notations are declared in advance. In particular, Anxiety
Index (AI), Depression Index (DI) and Social Support (SS)
are represented by vectors AI , DI and SS, respectively.
Suppose that we have collected a set of scores of anxiety
(denoted as Ii) and depression (denoted as Ij) from a
number of undergraduates where i; j = f1; 2;    ; Tg who
were involved in our questionnaires. T is the total number
of participants in experiments. The problem is formulated
as the following two parts:
 Determine the mapping functions between anxi-
ety/depression scores and their indexes, i.e., AI =
fanxiety(Ii), DI = fdepression(Ij). Then, the first
task of this problem is to fix a clustering model for
detecting the suitable clusters or patterns in terms of
AI and DI , i.e., Clustering model(AI;DI).
 Figure out the correlation between social support and
anxiety/depression, i.e., CA(SS;AI), CA(SS;DI),
where CA means the correlation analysis.
In other words, we aim to build a model for clustering
participants in terms of anxiety index and depression index,
and further analyze the correlation between social support
and anxiety/depression. Finally we provide the correspond-
ing social support to prevent the depression from high-
anxious undergraduates.
4 DATASET AND CLUSTER ANALYSIS
In this section, we firstly present the method for dataset
collection, then make the cluster analysis based on Gaussian
Mixture models.
4.1 Dataset Collection
4.1.1 Participants
The participants were 1425 Chinese undergraduates from
18 Chinese universities (700 girls and 725 boys). Their ages
ranged from 21 to 25 years old (Mean: M=23, Standard
Deviation: SD=1). Participants had a wide range of ma-
jors (e.g., psychology, chemistry, history). All participants
provided written informed consent and received a small
present for participating. The study protocol was approved
by the local ethics committees (e.g. Wuhan University,
Sichuan University, Mianyang Normal University, Kunming
University, Shenyang University of Technology).
4.1.2 Measurements
Self-rating Anxiety Scale (SAS) This scale was developed
by Zung [26] to assess individuals’ subjective depression ac-
cording to the situation during recent a week. It was 4-Likert
scale and included 20 items, denoted as Ii(i = 1; 2;    ; 20).
For example, “I am afraid without reason. 1-None or few, 2-
Occasionally, 3-Mostly, 4-All the time”. Figure 1 demonstrates
the questionnaire for anxiety.
The total score Sa on the aspect of SAS is defined as
follows [27].
Sa = b1:25 
20X
i=1
Iic: (1)
Fig. 1. Questionnaire for Anxiety
The higher score Sa on the scale, the higher level of anxiety.
Definition 1. (Anxiety Index) The anxiety index (AI) is defined
as follows [27], [28],
AI =
Sa
100
(2)
Empirically, if AI was less than 0.5, it means the users are
normal and without anxiety; if the index ranges from 0.5 to
0.59, that indicates mild anxiety; if the index ranged from 0.6
to 0.69, it denotes moderate anxiety, and if the index is above
0.7, it means severe anxiety. The Pearson and Spearman
correlation coefficients between SAS and Hamilton Anxiety
Scale are separately 0.365 and 0.340, respectively [29].
Self-rating Depression Scale (SDS) This scale was de-
veloped by Zung, Richards and Short [30] to assess individ-
uals’ subjective anxiety according to the situations during
recent a week. It was 4-Likert scale and included 20 items
Ij to assess individuals’ psychogenic-affective symptomatic,
somatic obstacle, psychogenic-athletic obstacle, and depres-
sive mental obstacle. For example, “I feel sad. 1-None or few,
2-Occasionally, 3-Mostly, 4-All the time”.
Fig. 2. Questionnaire for Depression
Similarly, the total score Sd on the aspect of SDS is
defined as follows.
Sd = b1:25 
20X
j=1
Ijc: (3)
The higher score Sd on the scale, the higher level of depres-
sion.
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Fig. 3. Questionnaire for Social Support
Definition 2. (Depression Index) The depression index (DI) is
defined as follows,
DI =
Sd
100
(4)
Empirically, if DI was less than 0.5, it means the users are
normal and without depression; if the index ranges from 0.5
to 0.59, that indicates mild depression; if the index ranges
from 0.6 to 0.69, it denotes moderate depression, and if the
index is above 0.7, it means severe depression.
Social Support-Rating Scale (SSRS) This scale was de-
veloped by Xiao [25]. It included 10 items and was divided
into three dimensions: objective support, subjective support,
and availability of support. The higher score on the scale, the
higher level of social support. The total coefficient of retest
was 0.92, and the coefficient of each item was from 0.82 to
0.94 [25]. As participants were undergraduates, we revised
some items a bit. For example, “How about the relationship
between you and your classmates? A. We do not care about
each other; B. We pay little attention to each other when we
are facing trouble; C. Some classmates very care about you;
D. Most of my classmates very care about you”.
4.2 Cluster Analysis
In this section, we mainly map each participant’s AI and
DI as the point (denoted as AD points, i.e., (AI,DI)) and
then make the clustering for those points (AIi; DIi) (i =
1; 2; ;    ;m)(m is the total number of participants) based
on a clustering algorithm, Gaussian Mixture Model.
4.2.1 AD Points Clustering
Clustering, as a classic machine learning method, is suitable
for grouping two-dimensional spatial coordinates because
it can help discover points’ distribution regularity and can
clearly display the clustering results on the two-dimensional
plane. In this study, since our collected data follow the
Gaussian distribution in terms of anxiety and depression.
In other words, most of undergraduates are normal without
any anxiety and depression, and only partial of our partic-
ipants are abnormal. Clearly, Figure 4 shows the Gaussian
distribution of participants’ AI.
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Fig. 4. Gaussian Distribution of Participants’ AI
Figure 5 shows the Gaussian distribution of participants’
DI.
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Fig. 5. Gaussian Distribution of Participants’ DI
Since the AD points follow the Gaussian distribution in
two dimension, we prefer to use Gaussian Mixture Model
[31], [32] to cluster AD points.
Gaussian Mixture Model description: Regarding an
n-class problem pattern recognition, we have a set of G-
MMs f1; 2;    g associated with n classes [33]. For a D-
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dimensional feature vector  !x , the mixture density for the
nth model is formulated as follows.
p( !x jn) =
MX
i=1
wni p
n
i (
 !x ) (5)
where, M denotes the number of mixture components. In
this study, M=2 (only focuses on AI and DI index). wni
indicates the mixture weights and follows the constrain-
t
PM
i=1 w
n
i =1. The mixture density is a weighted linear
combination of M component uni-model Gaussian density
functions pni (
 !x ). Formally, it is defined as
pni (
 !x ) = 1
(2)D=2jCni j1=2
expf 0:5( !x   ! ni )(Cni ) 1
( !x   ! ni )g
(6)
where each component density is a D-variate Gaussian
function parameterized by a D  1 mean vector,  ! ni and
D D covariance matrix Cni .
In a GMM model, the goal is to estimate the relevant
parameters via training so that the Gaussian mixture den-
sity can best match the distribution of the training feature
vectors.
The description of GMM based AD points clustering
algorithm is presented in Algorithm 1.
Algorithm 1 GMM based AD Points Clustering Algorithm.
Require: Ii (i = 1; 2;    ; 20), Ij (j = 1; 2;    ; 20), n, M, a
set of GMMs f1; 2;    ; ng;
Ensure: n clusters
1: Initialize: n=5, echo=10000, M=5;
2: Calculate the total score: Sa =

1:25 
20P
i=1
Ii

, Sd =
1:25 
20P
i=1
Ij

;
3: Calculate Anxiety Index AI = S
a
100 , Calculate Depres-
sion Index DI = S
d
100 ;
4: repeat
5: for each b 2 [1; echo] do
6: for each i 2 [1;M ] do
7: Calculate M component uni-model Gaussian
density functions pni (
 !x ) according to Eq. (6);
8: Calculate the mixture density for the nth mod-
el p ( !x ; n) according to Eq.(5);
9: end for;
10: Calculate likelihood function: r (i;M) =
max
NP
i=1
log p (~x j n);
11: end for;
12: until r (i;M) tends to be stable convergence.
The main function of Algorithm 1 is to input the par-
ticipants’ score of questionnaire for depression Ii, the par-
ticipants’ score of questionnaire for anxiety Ij , the clusters’
number n, and the components’ number M for each cluster.
The detailed implementation process is mainly divided into
three stages:
 Firstly, we score the questionnaires filled out by par-
ticipants to get the depression scores Sa and anxiety
scores Sd (Line 2), and then convert the scores of
participants into depression index AI and anxiety
index DI (Line 3).
 Overall, we need to divide the set of GMMs into n
clusters. Among them, in the clustering process of
each cluster, we need to calculate the M componen-
t uni-model Gaussian density functions p ( !x ; n)
and calculate the mixture density for the nth model
pni (
 !x ) (Lines 6  9).
 When the likelihood function r (i;M) tends to be
stable, we get the n clusters (Line 12).
We adopt Python language to implement and visualize
the clustering for all participants in a two-dimensional
space. Figure 6 shows the participants clustering results
based on GMM. Obviously, all participants are divided into
5 groups:
 Pink area (AI < 0:5 and DI < 0:5) indicates the
undergraduates who are normal since both AI and
DI of these participants are less than our threshold
0.5.
 Sky-blue area reflects the undergraduates who are
high-risk population for possible suffering the anxi-
ety or depression.
 Red area (AI > 0:5 and DI < 0:5) denotes the
undergraduates who are suffering the anxiety dis-
ease since their AI is greater than the threshold 0.5.
However, their DI values are okay, all of which are
less than 0.5.
 Green area(AI < 0:5 andDI > 0:5) refers to a group
of undergraduates who are suffering the depression
disease since their DI is greater than the threshold
0.5 while AI values are fine, all of which are less than
0.5.
 Blue area (AI > 0:5 and DI > 0:5) is an abnormal
cluster in which all participants suffered both anxiety
and depression.
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Fig. 6. Clustering Results based on Gaussian Mixture Model
4.2.2 Observations and Analysis
Importantly, several interesting and useful observations can
be obtained:
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 Observation 1: The first and straightforward obser-
vation: most of undergraduates belong to the normal
group without anxiety and depression. Just a small
fraction of participants belongs to anxiety as well as
depression.
 Observation 2: A high-risk undergraduate who is a
member of sky blue area is easily to become a sufferer
with anxiety or depression if he/she often has social
interactions with the undergraduate who is a mem-
ber of blue area. Intuitively, a high-risk student is
much easier to be influenced by an abnormal student
who suffered the anxiety and depression according
to the Werther Effect [34].
 Observation 3: Opposing to Observation 2, this
observation emphasizes the positive influence from
healthy group of undergraduates to abnormal group
of undergraduates. For instance, an abnormal under-
graduate might be recovered under the various social
interactions with healthy students.
5 PREVENTING DEPRESSION FROM HIGH-
ANXIOUS UNDERGRADUATES
This section focuses on investigating the correlation among
anxiety, depression, and social support via anxiety total s-
cores, and depression total scores [35]. Further, the moderat-
ing effects of social support between anxiety and depression
are figured out with Hierarchical Multiple Regression [36].
5.1 Pearson Correlation Coefficients Analysis
Correlation analysis aims to reveal the trend between anx-
iety total scores and depression total scores, as well as
the trend between SS (including objective social support,
subjective social support, and availability of support) and
DI . To this end, we adopt Pearson Correlation method for
obtaining those trends. Intuitively, if Pearson correlation
coefficient is positive, it implies that they have the same
trend; Otherwise, they have the opposite trend.
Let us take Person correlation analysis between AIi and
DIi (i = 1; 2;    ; N ) as an example. The Eq.(7) describes
Pearson correlation coefficients calculation between AIi and
DIi.
r =
N
P
AIiDIi  
P
AIi
P
DIip
N
P
AI2i   (
P
AIi)2
p
N
P
DI2i   (
P
DIi)2
(7)
Pearson correlation coefficients are shown in Table 1. We
found that the higher level of anxiety was associated with
the higher level of depression. Furthermore, more social
support was associated with lower level of depression.
5.2 Hierarchical Multiple Regression
Hierarchical Multiple Regression model uses statistically
significant methods to estimate and test the differences
between two models according to the difference of the
amount of variations explained by the models. That is to
say, if the other conditions are equal, one model explains
more variation than another, then this model is a better
one. This paper incorporates this feature to design two
models: 1) a model without social support; 2) a model with
social support. The results show that the model with social
support (t: t-statistics) is more significant. The moderating
effect on depression is obvious.
 Step 1: We assume that the two models have the
following linear relationship.
Model 1: Y1 = B10 +B1aXa +B1spXsp
Model 2: Y2 = B20 +B2aXa +B2spXsp+
B2(asp)Xasp
(8)
here, Xa refers to anxiety index, Xsp indicates social
support, and Xasp is anxiety  social support;
B 2 B10; B1a; B1sp; B20; B2a; B2sp; B2(asp)	 is
a non-standard regression coefficient.
 Step 2: Calculating the average of each variable: Xa,
Xsp, Y 1, Xasp, Y 2.
 Step 3: Calculating non-standard regression coeffi-
cient:
B10 = Y 1  B1aXa  B1spXsp
B20 = Y 2  B2aXa  B2spXsp  B2(asp)X(asp)
(9)
where B1a, B1sp, B2a, B2a, B2sp, B2(asp) can be
obtained by data fitting. (standard regression co-
efficient) and t(t-statistics) are to solve the process
parameters of B in the sampling error environment.
 Step 4: Calculating goodness of fit:
SSall:i =
P 
Yi   Y i
2
; i 2 f1; 2g
SSr:i =
P
Yi   bYi2; i 2 f1; 2g (10)
where bYi is the predicted value of the model; n is the
number of sampling; SSall:i is the total residual and
the degree of freedom n-1, SSr:i denotes the regres-
sion residual; and the degree of freedom n-p-1(p is the
number of variables, i.e., i = 1; p = 2; i = 2; p = 3)
R2i = 1 
SSall:i= (n  p  1)
SSr:i= (n  1) ; i 2 f1; 2g (11)
here, R2i is the determined coefficient: 0 < R
2
i 1.
 Step 5: Calculating F -statistics
F =
 
R22  R21

=M
(1 R22) =dferror
(12)
where F is F-statistics,M is the number of predictors.
Since Model 2 has only one more parameter Xasp
than Model 1, M=1. dferror is the degree of freedom
of the error variation of Model 2, i.e., n  p  1.
5.3 The Moderating Effect of Social Support in the Re-
lationship between Anxiety and Depression
The results for a hierarchical multiple regression predicting
depression were shown in Table 2. In the first step, we enter
anxiety total scores and social support. In the second step,
we enter anxiety  social support. Anxiety positively pre-
dicts depression; social support negatively predicts depres-
sion; and social support positively mediates the relationship
between anxiety and depression. The moderating effect
means that with the increase of the level of social support,
anxious undergraduates are less likely to be depressive (as
shown in Figure 7).
The above results indicate that social support could be
an effective intervention method to prevent anxious under-
graduates from turning into depressive ones.
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TABLE 1
Descriptive statistics and Pearson correlation coefficients
Variable M SD 1 2 3 4 5
1.Anxiety 43.57 11.13
2.Depression 47.83 11.54 0.677**
3.Social support 40.10 6.24 -0.299** -0.351**
4.Objective support 10.27 2.86 -0.236** -0.259** 0.775**
5.Subjective support 21.97 3.49 -0.271** -0.320** 0.847** 0.421**
6.Availability support 7.86 1.772 -0.139** -0.187** 0.601** 0.285** 0.333**
TABLE 2
The moderating effect of social support in the relationship between anxiety and depression
Note: B: non-standard regression coefficient; SE: standard error; : standard regression coefficient; t: t-statistics; R2: goodness of fit; F :
F-statistics; p < 0:05,   p < 0:01,   p < 0:001
Independent variable B SE  t R2 F
First Step (Constant) 47.816 0.022 214.955***
Anxiety 0.656 0.021 0.632 31.456*** 0.479 643.902***
Social Support -0.301 0.039 -0.154 -7.671***
Second Step (Constant) 47.990 0.229 209.501***
Anxiety 0.664 0.021 0.640 31.677*** 0.482 434.830***
Social Support -0.315 0.039 -0.161 -7.996***
Anxiety  Social support 0.009 0.003 0.059 3.030**
Fig. 7. The Moderating Effect of Social Support in the Relationship
between Anxiety and Depression
5.4 The Moderating Effect of Objective Social Support
in the Relationship between Anxiety and Depression
To test the moderating effect of objective social support in
the relationship between anxiety and depression, a hierar-
chical multiple regression is conducted. In the first step, we
enter anxiety total scores and objective social support. In the
second step, we enter anxiety  social support. The results
are shown in Table 3. Anxiety positively predicts depression;
objective social support negatively predicts depression; and
objective social support does not mediate the relationship
between anxiety and depression.
The above results indicate that the increase of the level
in objective social support could not prevent anxious under-
graduates from being depressive.
5.5 The Moderating Effect of Subjective Social Support
in the Relationship between Anxiety and Depression
To test the moderating effect of subjective social support
in the relationship between anxiety and depression, a hi-
erarchical multiple regression is conducted. The analysis
method is same as above and the results are shown in Table
4. Anxiety positively predicts depression; subjective social
support negatively predicts depression; and subjective so-
cial support mediates the relationship between anxiety and
depression.
The above results indicate that subjective social support
could be an effective intervention method to prevent anx-
ious undergraduates from being depressive.
5.6 The Moderating Effect of Availability of Support in
the Relationship between Anxiety and Depression
To test the moderating effect of availability of support, a
hierarchical multiple regression is conducted. The analysis
method is the same as above and the results are shown in
Table 5. Anxiety positively predicts depression; availability
of support negatively predicts depression; and availability
of support mediates the relationship between anxiety and
depression.
The above results indicate that availability of support
could be an effective intervention method to prevent anx-
ious undergraduates from being depressive.
6 CONCLUSIONS
Aiming to prevent depression from high-anxious under-
graduates as well as provide appropriate social support
for them, this work has firstly conducted a series of com-
prehensive real questionnaires on anxiety, depression and
social support regarding 1425 participants from 18 Chinese
universities. Then, we have characterized each participant’s
anxiety and depression situation by newly defined AI index
and DI index. Technically, an AD point, represented as
(AI;DI) has been formulated in our study. All AD points
generated from the participants have been projected into a
coordinate system. Further, we have analyzed that AI and
DI follow the Gaussian distribution. Therefore, a Gaussian
Mixture Model has been adopted for clustering AD points.
Consequently, several useful clusters which posses their
special semantics and observations have been discovered.
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TABLE 3
The moderating effect of objective social support in the relationship between anxiety and depression
Note: B: non-standard regression coefficient; SE: standard error; : standard regression coefficient; t: t-statistics; R2: goodness of fit; F :
F-statistics; p < 0:05,   p < 0:01,   p < 0:001
Independent variable B SE  t R2 F
First Step (Constant) 47.823 0.225 212.484***
Anxiety 0.678 0.021 0.654 32.663*** 0.466 612.739***
Social Support -0.425 0.085 -0.100 -4.998***
Second Step (Constant) 47.893 0.230 208.421***
Anxiety 0.684 0.021 0.659 32.426*** 0.467 409.581***
Social Support -0.443 0.086 -0.104 -5.161***
Anxiety  Social support 0.010 0.007 0.030 1.486**
TABLE 4
The moderating effect of subjective social support in the relationship between anxiety and depression
Note: B: non-standard regression coefficient; SE: standard error; : standard regression coefficient; t: t-statistics; R2: goodness of fit; F :
F-statistics; p < 0:05,   p < 0:01,   p < 0:001
Independent variable B SE  t R2 F
First Step (Constant) 47.819 0.223 214.199***
Anxiety 0.664 0.021 0.640 31.985*** 0.475 634.322***
Social Support -0.486 0.070 -0.139 -6.959***
Second Step (Constant) 47.965 0.229 209.768***
Anxiety 0.669 0.021 0.644 32.183*** 0.478 427.607***
Social Support -0.516 0.070 -0.148 -7.323***
Anxiety  Social support 0.016 0.006 0.055 2.814**
TABLE 5
The moderating effect of availability of support in the relationship between anxiety and depression
Note: B: non-standard regression coefficient; SE: standard error; : standard regression coefficient; t: t-statistics; R2: goodness of fit; F :
F-statistics; p < 0:05,   p < 0:01,   p < 0:001
Independent variable B SE  t R2 F
First Step (Constant) 47.822 0.225 212.197***
Anxiety 0.689 0.020 0.664 33.705*** 0.465 609.293***
Social Support -0.626 0.136 -0.091 -4.608***
Second Step (Constant) 47.902 0.226 211.866***
Anxiety 0.689 0.020 0.664 33.832*** 0.469 412.054***
Social Support -0.673 0.136 -0.098 -4.938***
Anxiety  Social support 0.033 0.011 0.062 3.142**
The correlation among anxiety, depression and social sup-
port has been investigated by Correlation Analysis. Finally,
the corresponding moderating effects of social support be-
tween anxiety and depression have been figured out via Hi-
erarchical Multiple Regression Analysis among them. From
the real dataset analysis, our research has suggested that the
risk for depression from high-anxious undergraduates can
be reduced via high-level social support.
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