ABSTRACT Recently, there are various methods for detecting the hardware trojans (HTs) in the integrated circuits (ICs). The circuit's logic representations of different types, structures, and functional characteristics should be different. Each type of circuit has its' own performance characteristics according to its' purpose. However, the traditional HTs detection methods adopt the same approach to deal with the multi-purpose hardware trojan. At the same time, as the scale of integrated circuits growing, the structures are more complex, and the functions are more refined. The current situation makes the traditional HTs detection methods weaker and even unfeasible. Therefore, we propose an HTs classified locating method based on machine learning, named ML-HTCL, which belongs to the static detection and locating method. In ML-HTCL, different purpose HTs were represented by different features. Due to the different features, the ML-HTCL employs the multi-layer BP neural network for the control signal type HTs and the one-class SVM for the information leakage HTs, respectively. To deal with the HTs completely, the boundary nets are considered for all data set, while those were ignored by the most existing methods due to the high detection error rate. After detection, the HTs' precise locations were achieved. To evaluate the ML-HTCL, 17 gatelevel netlist benchmarks are used for training and testing by leave-one-out cross-validation. From the results, the ML-HTCL reaches 85.05% of TPR and 73.91% of TNR for all kinds of HTs, which performs better than the most existing methods.
security threat. The IBM Research Center in 2007 proposes the conception of the Hardware Trojan [4] : the Hardware Trojans refer to the malicious circuits or harmful alterations to the original circuit that exists from life cycle of the chip design phase to the packaging test phase.
With the improvement of chip technology, the scale of chips has now developed into a very large-scale integrated circuit(VLSI). Hundreds of millions of components make the traditional Hardware Trojan detecting technology has big trouble to deal with the HTs, even unfeasible, such as the method based on functional testing. Every year, numerous governments and companies face the threat of HTs, such as information disclosure, Denial of Service (DOS) [5] , changes of original circuit function (When the counter reaches a certain number, the node ER (a node named ER) is modified into an incorrect value at a new node ER* [6] ) and even the destruction of the chips. The most effective way to get a standard chip today is to use destructive testing, but this method would cost much money depending on the complexity of the circuit and take weeks or even months to process. Additionally, at the end of this invasive process, the IC cannot be used anymore, and we just get the information for a single IC sample [7] .
From the processing stage, the current Hardware Trojan detection methods could be divided into pre-silicon detection and post-silicon detection. The post-silicon detection techniques [8] [9] [10] [11] generally judge a chip according to the activation of HT parts. The most widely used dynamic detecting method is the side-channel signal analysis [12] [13] [14] [15] [16] [17] [18] [19] , but the cost of large-scale processing circuits is too high and even unimplemented. The pre-silicon detection method emerged in recent years, has attracted more attention. It does not require the circuit to be in operation and is studying the internal structure of the circuit. It generally uses a classification or matching algorithm. The novel method of static detection is combined with machine learning algorithms. In ICs manufacturing, especially in the design stage, the HTs are easily inserted by attackers. The gate-level netlist is used to describe the logical structure of the circuits in the design stage, which can be regarded as a structure description file. All circuits can be checked regardless of the detail functions. If the HTs can be found in the netlist, the most of HTs can be effectively defended.
As far as the existing literature is concerned, the researches of static detection only stay at the stage of detecting HT. In other words, the researches are without taking into account the impact of the boundary network of the HT circuit and the normal circuit on the test results, without further consideration of the positioning of HT. They are trying to find a universal detection method for HT. Although there has emerged some Hardware Trojan locating methods, these methods belong to roughly locating, which only realize the locating in the basic image module of a chip, and it is impossible to locate the specific components and the wire mesh of the circuit accurately.
In the paper, we proposed a method called ML-HTCL based on machine learning. Different measures are used for different HT circuits, and two new goals about the detection have been put forward: 1) Detect all the HTs in the testing netlist. Distinguish the normal nets with the HTs nets to protect the original structure of the netlist. 2) Locate the Hardware Trojans in these netlists based on the detecting results. Specifically, the main contributions of this paper are as follows:
• Testing set split. The benchmark circuits are split into the control signal type HTs and the information leakage type HTs, because of some differences of different purpose HT circuits. Based on these differences, some tests for different series of netlists have been carried out, and the results show that such an attempt is correct.
• New features extract. In allusion to the structure of the S series, which will be explained in the section III.
We expanded the original range of feature values and created some new features. We have obtained a good result by filtering the new features through the random forest algorithm.
• Boundary network redefine. The concept of a boundary network is redefined. The detection and location of Hardware Trojan are implemented based on considering the boundary network. The consideration of the boundary network makes the boundary between the HT circuit and the normal circuit much more clear and improves the detection efficiency, as the meanwhile ensuring the completeness of locating the HTs.
• HTs Precisely locate. Basic locating of all the detected HTs is realized, including the most difficult boundary network. Comparing to some previous locating results, our results can accurately locate every wire in the circuit and related components instead of rough image positioning. It is the key technique for further dealing with Hardware Trojans.
A. ORGANIZATION OF THIS PAPER
The rest of this paper is organized as follows: Section II gives a brief introduction of the structure of HTs; here are some new ideas about detecting the RS series and the S series. Section III describes the Hardware Trojan locating flow with related contents. Section IV shows the experiment results on different types of HTs. It is the comparison of our methods with other papers in Section V. Finally, Section VI is the conclusion.
II. RELATED WORK
In the existing literature, Nowroz et al. [20] first proposed a method by the usage of machine learning to deal with Hardware Trojan detection problems in 2014. While there are quite a few papers about locating Hardware Trojan. Moreover, most of the locating methods are based on the traditional sidechannel measurement.
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Immersion of machine learning algorithms makes HTs detection problems more and more attention and research. For example, Salmani et al. [21] proposed an HT detection technology based on the controllability and observability characteristics of gate-level netlists. This method takes the controllability and observability of the IC netlist, which is extracted from software named SCOPE, as the main characteristics of the HTs to judge whether the netlist including HTs or not. However, this method only tells testers whether the chip netlist is inserted HTs, which result is true or false, which means we almost impossible to process further work with HTs. Hasegawa et al. [22] adopted the random forest to identify the HTs in 2017. They put forward 51 features to stand for an HT net, and they tested 17 IC netlists from the trust-hub.com. Most of the testing results are pretty well. However, in the repeat experiment, they just used the internal nets of the HTs, ignored numerous boundary network between the normal nets and HT nets. From experiments, we consider this ignorance may lead to good results. Besides, many experimental results in the result table were rounded up to 100%, and the more accurate results data should be preferred. Bao et al. [23] proposed a new way that combined machine learning with HTs detection. They transformed circuits into images and broke the images into smaller grids to parallelize or distribute the processing for each grid. Then they extracted the relevant image features, trained a classifier, and obtained a decision boundary. After training, they classified the grids in each layer of all the n chip areas as normal or malicious ICs based on the v-SVM decision boundaries of each layer. Determine a label for each chip based on these grid classifications. They also introduced the K-Means algorithm to solve the poor generalization ability of SVM. However, image features may not fully describe the characteristics of the circuits, especially in the VLSI. The more complex the netlist, the less accurate the features and the worse the results may be. Xue et al. [24] formulated the HTs detection problem into a two-class classification problem. Then they trained the classification algorithms using simulated ICs during the IC design flow. The trained algorithms will then form a classifier which can automatically identify fabricated ICs as HT-free or HT-inserted during test-time. Considering that there may be a shift that occurs between the Monte Carlo simulation and actual silicon, they also proposed several optional optimized methods. The problem is they use the transient power supply as the feature of learning of classifiers, which needs extra pay. Also, the HTs are made by them as the benchmarks. It may have a bad result on other HTs. Dong et al. [25] came up with a framework called RG-Secure. They used the lightGBM algorithm to detect gate-level netlists from Trust-HUB, reaching nearly 100% TPR and 94% TNR. However, this method discards some circuits on the Trust-HUB, and its high detection effect can only be reflected in these circuits.
Here is a few relatively authoritative literature on HT locating, the most of methods are based on side-channel measurement technology, which is also the future research direction of channel measurement technology. Bazzazi et al. [26] proposed a method to detect and locate the HTs based on the real-time logical values of nodes. The algorithm can extract the nodes with special attributes. When the numbers of these nodes come to be sufficient, the logical relationship between these nodes yields a function, the logical values of which differ in the Trojan-free and Trojan-inserted nodes, thus they detected the potential HTs. Zhong et al. [19] proposed a Hardware Trojan detection method based on differential temperature matrix analysis. According to a matrix with each pixel's differential temperature value from the thermal image, the difference between the testing chips and the golden chip was obtained, and then the location of HTs was obtained. Nasr et al. [27] were the first to propose the approach of HT detection that is based on automatic feature extraction and machine learning algorithms. They used a tool named Haar feature extractor to determine the basic features automatically. With combining the AdaBoost learning algorithm to improve the original cascaded classifiers, they built up an automatic Hardware Trojan location and detection tool. While this solution did not realize the ultimate purpose of HT locating, that is the removing of HTs. So the ultimate goal of Hardware Trojan locating is to accurately locate the Hardware Trojan and all gate-level components associated with it.
III. PRELIMINARIES AND DEFINITIONS
The systems and threat models, a common HT circuit, the HTs of control signal type and information leakage type, the multi-layer back propagation neural networks and the one-class SVM are described in section III.
A. SYSTEM AND THREAT MODELS
The system model for the basic HT detection system model comprises four types of entities, namely: Attackers(ATs), Untrusted Gate-level netlist(UGNs), Feature set(FS) and The operators(TOs)-see Fig.1 . It is worth noticing that the hardware Trojan comes primarily from attacks with ATs at the design stage, possibly in the specification, possibly at the RTL, possibly at the gate-level. Before the chip is put into production, any deliberate modification to the circuit may be a Hardware Trojan. The circuit that is intentionally modified after the manufacturing and packaging test results in an untrusted circuit. Therefore, before the chip is manufactured, the easy-to-handle gate-level netlist is processed, which has a great probability of reducing the harm caused by the Hardware Trojan. The steps in the model diagram will be described in detail below:
• First step: TOs analyzes the circuit that will be put into the manufacturing site, and the target is locked in the gate-level netlist stage. Since this phase does not involve the function of the circuit, only the logical structure information of the circuit needs to be processed.
• Second step: TOs extracts the features of these possible UGNs and obtains a FS. Based on the characteristics that HTs are difficult to activate, the features are specifically selected.
• Third step: TOs uses different types of algorithms to detect different functions of HTs. The problem here is how to judge the function of the unknown netlist and adopt the corresponding algorithm. The current research in this paper is to detect the HT circuit under the premise that the function, structure, and scale of the HT are known. The future work should be based on the structure of the circuit to judge the Hardware Trojans that may exist in the circuit, and then use different algorithms to detect the unknown circuits in turn. This part of the work remains to be studied.
• Fourth step: TOs obtains the results of the first experiment through the computer. The result of the first time may be poor, at least not the best. Constantly adjust the algorithm parameters to obtain the current optimal results, and then perform other operations such as the positioning proposed in this paper. After all the step is processed by TOs, in an ideal state, a trusted chip can be obtained. Fig.2 shows a simplified block diagram of an HT, which causes a malfunction (by modifying signal S to S ) [9] .
B. A COMMON HT CIRCUIT
The composition of HTs is elementary, consisting of a trigger module and a payload module. These modules are no different from ordinary circuits, and there are many similar modules in the general circuit. The normal circuits are also operated by triggers and payloads, so the Trojans cannot be detected by these modules. The trigger module receives a special circuit parameter signal. After disposing, the payload module output the result. It is such a simple HT, but with a high degree of concealment and harm. The HT can keep silent most of the time due to their rare activation conditions, so it is tough to discover the malicious circuits. When the specified signal or event appears, the payload circuit is activated and implements malicious functions. By cleverly designing, the rare signals or events are unlikely to arise during design simulation or testing but can occur during a long period of field operation [28] .
C. HTS OF CONTROL SIGNAL TYPE AND INFORMATION LEAKAGE TYPE
Here we name the HTs of control signal type as the RS series, and we name the HTs of information leakage type as the S series. The names of these two series of Hardware Trojans are also the beginning of the names of the test circuits used in the experiments. Also, it can be found in [29] that the HTs in RS series belong to the functional type, whose HT trigger is a sequential comparator whenever the HTs get triggered, its payload gains some internal signals. Nevertheless, the HTs in the S series have diverse functions including DOS, information disclosure, controlling internal signals, and so on.
D. MULTI-LAYER BACK PROPAGATION NEURAL NETWORKS
Considering that BP neural network has nonlinear mapping ability, it can transform the nonlinear problem into a linear problem. At the same time, it can adaptively learn in the training process, with high generalization ability and fault tolerance. Therefore, this paper gives priority to BP neural network as a classification algorithm. Drawing on the literature [30] , the ''Multi-layer Back Propagation (BP) neural networks'' is redefined as the BP neural networks with at least one hidden layer. As shown in Fig.3 , it is known that there are three basic layers in the BP neural network, which are the input layer, VOLUME 7, 2019 the hidden layer, and the output layer. In addition to the output layer, the input layer and each hidden layer have a bias value. The function of the bias is to make the activation function move, which can better achieve the purpose of classification. Therefore the weight of the input layer to the hidden layer is set to υ ih . The threshold of the h-th neuron in the hidden layer is set to γ h . The weight between the hidden layer and the output layer is set to ω hj . The threshold of the j-th neuron in the output layer is expressed by θ hj .
Suppose that this BP neural network model has d input neurons, q hidden neurons, the hidden layer has q hidden neuron thresholds, and l output neurons, so there are l output neuron thresholds.
The input of the j-th output neuron is
the f is the activation function (here is the sigmoid function);
The input of the q-th hidden neuron is
The activation functions of the hidden layer and the output layer are both using the Sigmod function.
Assume that in a training example(x k , y k ), the training output of the neural network is
Then the error of this prediction result can be expressed by the least squares method:
BP neural network uses gradient descent method to minimize this error. The first value is the weight adjustment value from the hidden layer to the output layer:
1. Input layer to hidden layer:
which expressed by matrix is
The activation function after the hidden layer:
3. Hide layer to output layer:
w hj * b h (9) which expressed by matrix is
After the activation function of the output layer:
5. Error
In summary, we can know that ω hj affects β j first, then y k j , and finally affects E k . (One ω only affects one β) So we can get:
η is the learning rate. Learning rate is an important parameter in supervised learning and deep learning. It determines whether the objective function converges to the local minimum and when it converges to the minimum. If the learning rate is set too small, the convergence process would become very slow. While the learning rate is set too large, the gradient may oscillate back and forth around the minimum value, and may not even converge. Where
= b h , as mentioned earlier, b h is the output of the h-th hidden neuron.
And the activation function we chose is the Sigmod function, which has a very good property.
So
Combine equations (9), (10), (12) The same reason
Now focus on the value of υ ih , or derive it from equations (4), (5), (6), (7), (8) . One υ weight will affect all β.
Finally, an iterative termination condition is set, which is generally the end of the algorithm when the test error reaches a certain threshold.
E. ONE-CLASS SVM
The one-class SVM was put forward by Bernhard Scholkopf in [31] . The algorithm aims to construct a hypersphere (depending on the dimension of the training data). It wraps one class with more amount in this high-dimensional hypersphere. Another class is excluded outside the hypersphere, achieving the purpose of single classification.
The detailed model is as follows:
There are some parameters in the one-class SVM affect the result of the algorithm. is the mapping from x to f , l is the number of observations, ξ is the non-zero slack variable, and ω and ρ are the final required values.
γ : the kernel coefficient, the default value is equal to 1/features. ν: the patience to the error class in the training set. It ranges from 0 to 1, the default is 0.5. Above these, two parameters are the main tuning objects in the experiment.
IV. HARDWARE TROJAN LOCATING BASED ON MACHINE LEARNING A. OVERALL ARCHITECTURE OF ML-HTCL
After completing the experiment of HTs detection using different algorithms, locating the HTs in the netlist is the next work.
At present, there are very few articles about Hardware Trojan locating, and most of them only locate the HTs from the circuits' image. It can help users to abandon these dangerous ICs but has no help to prevent the spreading of HT-inserted ICs. Only starting from the fabrication of the ICs, focusing on the netlists can help to clean the HTs from the root. Fig.4 is the block diagram of ML-HTCL, which shows the entire content of our theoretical model. The orange parts are unique to the S series circuit, the green parts are unique to the RS series circuit, and the blue parts are both. The procedure of ML-HTCL is summarized as follows:
• Stage I: Preprocessing -STEP 1. Input the gate-level netlist. Draw the logical structure diagram of all HT circuits, and mark the lines at the edge of the HT circuit as the boundary network. -STEP 2. Extract the netlist features, and then label them to create the training and testing data set, meanwhile, label the boundary network as HT. -STEP 3. Pre-train and pretest the all data set by using BPNN. If TPR and TNR are both above 85%, go to the STEP 5, if not, go to the STEP 4.
• Stage II: Detecting -STEP 4. Reduce the feature dimension of data set by employing the random forest algorithm, and then VOLUME 7, 2019 train and test by using one-class SVM. Calculate the TPR and the TNR. -STEP 5. Train and test the data set by using the MBPNN algorithm and calculate the TPR and the TNR.
• Stage III: Locating -STEP 6. Put the netlist feature set which obtained in STEP 2 as the judgment standard data set. Match the features of the test data set with the judgment standard data set, and obtain the net's names in the testing set and the detecting results. Draw the HT circuit, and mark the HT wire which has been detected with a black line, and the undetected HT wire with a red line. The experiment is finished.
B. HARDWARE TROJAN FEATURE
Taking into account the experimental results of the article, these 51 features from [8] are feature candidates, which are shown in Table 1 . In the [8] , the concept of HT circuit features was first proposed. Since Hardware Trojan triggering is a small probability event, they summarized the possible HT characteristics and proposed the concept of LSLG (lowswitching logic gate). LSLGs have lower switching probabilities, so they think that a trigger circuit is mainly composed of LSLGs. The characteristics of HT circuits can be divided into 9 cases. According to these 9 cases, these 51 features can be defined. Take the first feature ''fan_in_x'' for example, it means in the direction of input to output, for an arbitrary net, the number of the input of all the logic gates in the level near this arbitrary net, the x is the level. The rest features are similar.
We study all the HTs structure in the benchmarks and find the logic range of the HTs in the testing RS series is from 1 to 5, but the logic range of HTs in the testing S series is from 1 to 7, which means in the netlists of the RS series and S series, from the input to the output or to the opposite, the first logic gate or flip-flop or multiplexer of the HT belongs to the first level, the second belongs to the twice level and so on.
The last logic gate or flip-flop or multiplexer of the HT belongs to the last level. The highest level of the RS series is 5, but which of S series is 7.
When testing the S series netlist, the test results are very unsatisfactory. Almost no HT nets can be identified. In the beginning, we suspected that it was a problem with the classifier. However, after continually adjusting the parameters, The results of the test are still not ideal. So we compared the training set of the S series with the training set of the RS series. It can be found that the ratio of the number of all normal nets and that of HT nets in the RS series is 1:5, but the ratio of the S series is 1:40. At the same time, it can be found that these two types of netlists have different functions and HT structures. So far, almost all the relevant papers have not realized this.
Considering that the maximum levels of the two netlists are different and the two netlists carry different HTs, we will respectively deal with the benchmarks with different features because of this difference. This is a considerable attempt for HT detection different from past papers. The [32] only tested the netlists of the RS series, but they did not realize the essential difference between different series netlists, they focused on researching the logic structure of the misidentified net. The final experimental results were not satisfactory enough. The paper [30] did not consider that different purposes of HTs should be detected by different methods, and it ignored some difficult-to-detect boundary networks when performing HTs detection. On the contrary, the ML-HTCL method considers HTs with different functions may have different structures, so their circuit characteristics should be modified (evidently, this information is proved when we draw the circuit diagram). For the HT of RS series and S series, ML-HTCL proposes different detection approach and circuit features, and also adds all the boundary network to a data set that is difficult to handle.
The netlist of RS series and S series are separated. For the RS, the x ranges from 1 to 5, but for the S, the x ranges from 1 to 7. Note that in different series of netlists, the model has 110942 VOLUME 7, 2019 FIGURE 5. The HTs structure in part netlists. different feature vector depending on x. Some parts of the HT structure with the most representative are shown in Fig.5 . The black line represents the wire mesh of the HT circuit. In the vertical direction, the label below each sub-picture represents the level of all components on the column of the label. The basic components in the circuit are arranged in order, and the first column is the first level, the second column is the second level, and so on. This concept is proposed to give readers a better understanding of the meaning of Trojan features. Fig.5a and Fig.5b belong to the RS series, Fig.5c and Fig.5d belong to S series. Fig.5a is the netlist with the most level in the RS series, and it has five levels. Fig.5c is the netlist with the most level in the S series, and it has seven levels.
The MBPNN is used to detect the RS series netlist. The detection has a good experimental result, almost all HTs can be detected, and there is almost no misidentification in the normal circuit, so we decided to use the 51 features listed in Table 1 as the characteristics of the RS series HT. The one-class SVM is used to detect the remaining S series netlists in the benchmark set because of the unbalance problem of two class training data. The number of the features is altered considering the different structures of the HT nets. Extract these features programmatically with a range of x from 1 to 7. When analyzing these features, it is found that some features are always 0 in all test netlists. Considering that these features may be unnecessary features, 20 valid features are retained. These valid features are shown in Table 2 .
C. HARDWARE TROJAN BOUNDARY NETWORK
In this part, we redefine the concept of the boundary network [32] . The reason for redefining the Hardware Trojan boundary network is that this intersection of the circuit belongs to the fuzzy judgment part, that is, when it is judged manually, only half of it can be regarded as an HT circuit, and half is regarded as a normal circuit. This makes it impossible to explicitly define a label for this part when using a supervised learning algorithm for experimentation and will cause confusion.
As shown in Fig.6 , this is a common Hardware Trojan structure in the experimental. All black lines (including logic gates) in the black dotted frame are a complete Hardware Trojan, the function of this HT is to control part of the signal inside the circuit. All the red lines outside the black dotted frame (including the internal part of the red line) are connected to the components of the normal circuit where the Trojan is located in (including as the input and output). In this figure, if draw these red lines into a circle, all the lines that the circle passes are the boundary network of the circuit. As the name implies, the boundary network is the boundary between the normal circuit and the HT circuit. Of course, here the HT is only considered to be connected to the normal circuit only through the net without common components. (logic gates, registers, triggers, etc.).
The shared components mentioned above do not appear in this experiment, so they are not considered here, but when referring to the whole Trojan study, The part of the Trojan and the normal circuit connected can be unified called the boundary field, which includes the boundary network and common components, this part of the content is still under our study.
As shown in Fig.7 , this is a locating result of using the method in [30] for RS232-T1000 netlist detection. The red VOLUME 7, 2019 FIGURE 7. The locating result of [30] .
wires belong to the boundary network, and the black wires belong to the HT. In the [30] , the boundary network was neglected. When locating, only the components in the black dotted frame (i.e., the red component and the connected wire mesh) were detected. For these yellow components (NAND), among all the connected wire nets, the number of nets considered to be normal nets is larger than the number of nets considered to be HT nets, so these yellow components have a high probability of being recognized as normal components; For this green component (OR), the number of nets in all connected nets is considered to be the number of nets of the HT net than the number of nets considered to be normal nets. So this green component has a high probability of being recognized as HT components. Therefore, it is difficult to detect Hardware Trojan using the past method completely [30] . Even if some rules [32] are used to make up for the drawbacks caused by the neglect of the boundary network, the HTs cannot be completely detected. When the boundary network is under consideration, the locating of the HT becomes easy. As shown in Fig.8 , the red net is the boundary network. At this time, our method regards the boundary network as HT nets. Then the component inside the black dotted frame covering all the boundary network is the HT we have located, and it is the real complete Hardware Trojan in the RS232-T1000 netlist. All red components and the black net can be identified. There are no abnormal components or ignoring of HT components. Therefore, HT locating work is completed.
D. MACHINE LEARNING METHODS

1) MULTI-LAYER BACK PROPAGATION NEURAL NETWORKS (MBPNN)
It is well known that changes in the structure of the neural network will have an impact on the classification results. We experiment by constantly changing the number of the Hidden layer and the number of units in the Hidden Layer. The number of the Hidden layer is from 1 to 3, and the number of the units is 10, 12, 15, 20, 50, 100, 200, 500.
The input layer has 51 units in the experiment, which means per wire is represented by a 51-dimension vector, and these 51 features are listed in Table 1 . The output layer is only 1 unit. The goal value of a normal net is 1, but the goal value of an HT net is 0. If the real output ranges from 0.5 to 1, it is an HT net; If the real output ranges from 0 to 0.5, it is a normal net. Considering the boundary network (Here we define the boundary network as all the nets that connect the HT circuit to the normal circuit. These nets are very vague in the ownership of the HT circuit and the normal circuit.), although there is no value of 0.5 in the experiment, it will be regarded as an HT net here. When the number of Hidden layers is different, the number of per layer will change, the detail will be introduced in section V.
2) ONE-CLASS SVM
As is shown in Table 3 , the proportion of all the normal nets and HT nets of S series is slightly larger, which causes the classifier to ignore the HT nets in the training data set. So when inputting the testing data set containing HT nets and normal nets, the HT nets cannot almost be identified. Considering the situation, One-class Support Vector Machine (one-class SVM) is used to solve the problem of uneven quantity of positive and negative samples. Using random forest, one-class SVM, isolated forest, and other outlier detection algorithms to test some data randomly selected, one-class SVM is selected as a further experimental test algorithm because it has a better detection effect. After comparing some algorithm like the random forest, one-class SVM, isolated forest and so on, the algorithm with the best results is chosen.
E. EVALUATION INDEXES OF MACHINE LEARNING
In the dichotomy problem, there are usually four indexes to evaluate the classification results: the true negative value (TN), the false positive value (FP), the true positive value (TP) and the false negative value (FN); In our experiment, TN is the number of HT nets identified to be HT nets; FP is the number of normal nets identified to be HT nets mistakenly; TP is the number of normal nets identified to be normal nets; FN is the number of HT nets identified to be normal nets mistakenly. These indexes can be used to judge the quality of the results. According to the four indexes, many other indicators can be calculated for better evaluating classification results, such as the true positive rate (TPR), the true negative rate (TNR), the recall (R), the precision (P) and the accuracy (Acc), which show the effect of the result in different direction. The TPR and TNR are the main indexes in the paper.
V. EXPERIMENTS AND RESULTS
In this section, the detail experiment results are demonstrated, and ML-HTCL is compared with some similar methods. In order to compare with the existing methods, 17 benchmark circuits are used and shown in Table 3 . Moreover, the statistics number of normal nets and HT nets are counted.
Though the same benchmark is used, the number of HT nets and normal nets is different from these papers. The number of nets in the extracted netlist cannot be guaranteed to be the same as the real circuits, but this is indeed the nets extracted using our program. The testing HT nets include the boundary network which is more difficult in other papers to detect and perform well in our experiment.
The experiment environment is Intel(R) Core(TM) i5-6500 computer environment with an 8.00GB memory. The netlist features are extracted by g++ in Ubuntu 18.04.1 LTS. The multi-layer BP neural network is achieved in MAT-LAB R2014a, and the one-class SVM is implemented with Python 3 in PyCharm.
The leave-one-out cross-validation [33] is used in the testing. 16 benchmarks are employed as the training data set for every run, the rest one as the testing data set. Our purpose is to get an excellent classifier to look for the HT nets in an unknown netlist (not as the training set).
In most of the papers about machine learning, some evaluation indexes are used such as the TN, TP, FN, FP. Based on these indexes, some new indexes can be calculated:
For testing the benchmarks respectively, the mean value of the two series netlist is regarded as the final result. While, if the final TPR and TNR are close enough to make a difficult decision, the other indexes will be considered for further comparison.
A. EXPERIMENT 1: DETECTION FOR CONTROL SIGNAL HTS
Here, the ML-HTCL will be tested by the RS series netlists separately, which is from [22] . Firstly, let the number of the hidden layer be 1, 2 and 3. The units of the input layer are equal to the number of the HTs' features (here is 20). The unit of the output layer is one. And when the number of the hidden layer is one, let the number of the units to be 10, 12, 15, 20, 50, 100, 200, and 500. Finally, the average TPR and TNR of all the netlists are calculated by using leave-one-out cross-validation. Table 4 shows the results of the experiment. As the number of units increases, the classification effect is not improved when only one hidden layer. So the hidden layer is added to be 2, and let the units of the first hidden layer to be 20, 50, 100 and 200, the units of the second hidden layer to be 10, 12, 15, 20, 50, 100, 200, and 500. The results are shown in Table 5 .
When the hidden layer is added to two, the experimental results are slightly improved but it still is not satisfied. So another one layer is added again to the current network. The units of the first hidden layer are 50, 100 and 200. The units of the second hidden layer are 20, 50, 100 and 200. The units of the third hidden layer are 50, 100 and 200. Table 6 shows the final results.
During the experiments, it is found that the results are not improved continuously with adding units or hidden layers, so the test is stopped here to analyze the results. Four relatively good results are selected for comparison. Because they have very close TPR, TNR and error rate, the precision, the Recall, the F-measure, and the Accuracy of all the four data are calculated. The comparison results are shown in Fig.9 . It is clear that the data with units of 100, 100, and the data with units of 200, 200, 200 is better. Finally, the former is chosen as the best result due to the TPR and TNR, which are 99.93% and 92.22%.
Finally, the TPR is satisfactory, but the TNR still needs further improvement. High time consumption is the biggest problem in this experiment. It is an unavoidable problem due to the design of the algorithm itself, such as so many units. Besides this, there is another problem. Analyzing the results, some nets belonging to original HT nets are always identified as normal nets, and some nets belonging to original normal nets are always identified as HT nets. We consider that if further work can be done in the feature selection of the misidentified nets, the experimental results should be improved extremely.
B. EXPERIMENT 2: DETECTION FOR INFORMATION LEAKAGE HTS
Different from the RS series above, the feature number of the S series is extended to 69 (the range of x becomes 1-7). The random forest algorithm is used to assess the importance of 69 features, and 20 more characteristic features are obtained. The processing data set is divided into a training set and a testing set. ML-HTCL is trained by the training data set and then tested by the testing data set. When a net is an HT circuit, the output is -1, and when a net is a normal circuit network, the output is 1. In order to get the best performance, two vital parameters are changed in the experiment: γ and ν. When the ν is equal to 0.06, the effect is relatively better. It is to say. This classifier allows 6 percent of anomalous training data, and these anomalous training data is the HT nets here for its small number. However, in fact, it is not equal to the real abnormal data percentage. It is a future problem that need to be studied. Different γ is tested constantly. The detail experiment result is shown in Table 7 . The final average TPR and TNR are calculated by combining the result of the RS series with the result of the S series. We hope to get a higher TNR, so the data which the γ is 0.094 is the final result with the final TPR of 85.05%, the final TNR of 73.91%.
C. HARDWARE TROJAN LOCATING AND THE COMPARISON WITH OTHER METHODS
Our detecting experiment result performs better than most papers nowadays comparing with these papers [22] , [30] , [32] , [34] similar to our method. We learned from these papers, discovered some problems and improved them. Fig.10 shows the comparison of our method with other existing methods. In this paper, the boundary network is seen as part of the Trojan circuit. If the boundary network is ignored in detection, the entire HT circuit could not be detected completely. Therefore, detecting the boundary network is the FIGURE 10. ML-HTCL exceeds all the existing methods in the RS series except the TNR and Precision of [32] . However, compared with [22] , [30] , [34] , if we pay attention to the S series, ML-HTCL is not good enough. This is because [22] , [30] , [34] did not consider the problem of the boundary, but we considered it.
key to detect HTs entirely. Different ratios of HT nets and normal nets in the netlist perform differently in HT detection. The ratio of the RS series is 1:5, the ratio of S series is 1:40 here. As mentioned before, the boundary nets belong to the fuzzy set in the netlist and are tough to detect. In RS series, a larger HT net ratio causes the larger ratio of boundary network, which can better train classifiers; while in the S series, the smaller HT net ratio causes the smaller ratio of boundary network, which makes it easier for classifiers to ignore the boundary network. Hence, it is challenging to detect the HT with a small ratio of boundary network.
From Fig.10 , the reference [22] , [30] , [34] consider the boundary network in the RS series. Our method exceeds all the existing methods in the RS series except the TNR and Precision of [32] . So ML-HTCL compares with [32] separately and the result is shown in Fig.11 . However, compared with [22] , [30] , [34] , if we look at the S series, our effect is not good enough. It is because [22] , [30] , [34] do not consider the boundary network in the S series, but we do. This phenomenon reveals that the abandonment of the boundary network would make a better performance on HT detection. Since the number of normal circuit nets is increased and the number of HT circuit nets is reduced, such results are expected. It is well known that the use of machine learning algorithms to deal with the two-category problem is unexplained, it may cause reduce the detection rate of the normal circuits while improving the detection rate of the HT circuits. Hence the complete detection of the normal circuit should be prioritized. Only gradually improve the detection efficiency of the hardware Trojan under the premise of ensuring the safety and integrity of the normal circuit is helpful for practical application; The partial detection of the Hardware Trojan helps the manual to continue the detection, but if the normal circuit is misidentified, the subsequent processing will destroy the original function of the circuit, which is contrary to the original intention of the Hardware Trojan detection.
In summary, ML-HTCL is relatively excellent beyond others. By comparing the test sequence and the order of the FIGURE 11. In the case of joining the boundary net, TPR, Recall, F-measure, and Accuracy of ML-HTCL surpass the [32] . The reason that TNR and Precision do not exceed [32] may be that ML-HTCL is more inclined to a higher TPR value. Of course, increasing the value of TNR and Precision is one of our future jobs. output results, the basic locating of the HT can be achieved. It can accurately locate per detected net. The detected HT nets are marked in the netlist, which is shown in Fig.12, Fig.13 , and Fig.14 . All the nets in these figures are testing HT nets. The black nets indicate that it is the detected HT nets; the red nets indicate that it is not the detected HT nets. It is easy to find most of the HT nets in the netlist and their details, which can be helpful to process these HT nets further.
Attributed to the addition of the boundary network, the HTs and the normal circuits have clear boundaries. There are no obscure and difficult-to-handle circuit components in the HT detection process, which ensures the entire HT detection and locating easier. Undoubtedly, the HTs locating results based on the proposed method flow is closely related to the quality of the detection results. The advantage of ML-HTCL is that each wire can be located accurately, which means all nets belonging to an HT can be found in the netlist. According to the gate-level netlist of a chip, after the detection of the machine learning algorithm, each specific net and the basic components of the circuit like logic gates where the HT circuit is located can be found in the netlist document which is suffixed with .v. The purpose of an accurate location is to find the name of the net of an HT (each net has a corresponding name in the netlist). If all the input and output nets are HT nets, then this component must be a Hardware Trojan; if only part of the input and output net is HT net, there are generally two possibilities: 1) This component belongs to the boundary area, 2) This part of the HT is not completely detected. This second problem will be greatly reduced when the detection effect continues to increase in the future. Table 8 compares the time complexity of the existing literature. Reference [22] uses a random forest algorithm with a time complexity of O(N * M * D), N is the number of training samples, the feature dimension is M , and the depth of the tree is D; [30] uses a multi-layer neural network with a time complexity of O( k−1 m=1 N m * N m+1 ). We only consider the time consumption of internal data transmission, N m is the number of nodes in the m-th layer of the neural network; the multi-layer BP neural network in this paper has the same time complexity as [30] ; the one-class SVM used in this paper does not find time complexity in the related literature, so we consider to the time complexity of a basic SVM [35] , whose time complexity is between O((Nsv) 3 +
, where Nsv is the number of support vectors, L is the number of training set samples, and d is the dimension of each sample; [32] does not mention the algorithm used, so its time complexity cannot be judged.
Overall, the performance of ML-HTCL is quite satisfied. Because the locating result is directly proportional to the detection result, almost all the HTs in the RS series are located. Some HTn nets in the s series netlist can never be located, and these HT nets are almost all boundary networks. So the future work should be carried out on the processing of the boundary network. Locating the HTs beyond on detection only needs to backtrack the detected HT nets, so its time complexity is just O(n).
VI. CONCLUSION
In this paper, the ML-HTCL method is proposed, which employs the different treatment methods for different series of netlists with a new theoretical basis. The experiment results show our method is better than most similar methods in the RS series in the same benchmarks. Besides, we first proposed the concept of positioning hardware Trojan in the gate-level netlist. In the future, our goal is to achieve 100% detection of normal circuits and further improve the detection rate of HT circuits. At the same time, we will turn to the process the circuit that has never been detected in past articles, and promote the friendly development of machine learning and HT detection in academia. Finally, based on the current locating results, our work is to further deal with HTs to better protect integrated circuits. 
