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Abstract
Clustering effects are studied experimentally in “^ Mg and are searched for in ^^Si 
and ^^Ni. The mechanisms of reactions that populate fissioning states are also stud­
ied.
The angular distribution of the *^C(^"^Mg,*^C*^C)’^C reaction at 170 MeV has 
been measured near 180° in the centre of mass frame by reversing the kinematics. 
Compared to previously measured forward angle data, the backward angle cross 
section is a factor of 45 lower. This is interpreted as a strong indication that the 
reaction mechanism is direct.
Measurements of the '^C(‘^0,'^C*^C)a reaction at beam energies between 67 and 
77 MeV reveal symmetrically fissioning states in "^^ Mg with spins of 6-12^ and ex­
citation energies of 22-32 MeV. Two states at 23.7 MeV (J^=(6 ,8)+) and 25.1 MeV 
(7%=10+) have not been observed in previous data at 99 and 113 MeV. The ob­
served states show no clear correlation with ’^ C+‘^C scattering resonances. The 
variation of yield with bombarding energy supports previous indications of a com­
pound reaction mechanism.
Measurements of the "^ ^^ Ca+’^ O reaction at a "^Ca beam energy of 190 MeV, previ­
ously proposed as a molecular resonance energy in this channel, show no yield into 
the sequential breakup channel '^0C^^Ca,'^C'^0)-^Si. This is apparently at vari­
ance with the predictions of a widely successful model for cluster reactions (the 
Harvey model). Measurements of other exit channels, in particular the ^^Si+^^Si, 
-^Mg+'^^S and ^^^Ne+^^Ar channels, agree with statistical model Hauser-Feshbach 
calculations.
Tests have been performed on the gas cells of the hybrid detectors used in these ex­
periments. Optimum values for the operating parameters are determined. A sys­
tematic variation of detector signal with position is observed, which can be cor­
rected in analysis. It is shown that two gridded electrodes of 100 p,m wires can be 
replaced with a single 20 p.m grid increasing the two-fold coincidence efficiency 
from 64% to 96%.
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Chapter 1
Introduction
The work in this thesis consists of three main experiments. Two of these experi­
ments investigated the symmetric fission of ^ ^Mg to *^C+’^ C, and the third exper­
iment, although originally devised to investigate the symmetric fission of ^^Si to 
has yielded information about the symmetric fission of ^^Ni to several 
final channels. Ail three experiments form part of an ongoing investigation into 
clustering and deformation in s-d shell nuclei being performed by the CHARISSA 
collaboration. This chapter describes some of the history of this investigation, and 
shows how these experiments fit in.
Interest in the symmetric fission of excited states of ^ "^ Mg into *^C+‘^ C is an exten­
sion of earlier work on *-C+*^C scattering. In measurements of this scattering per­
formed in 1960, narrow resonances were seen neai* the coulomb barrier [2]. These 
resonances were spaced by 320 keV on average. Comparing this to the expected 
level density of ~1000 states per MeV [36], suggested that these structures were 
not caused by statistical fluctuations. The lifetime of the states calculated from 
their widths (< 100 keV) was much longer than the predicted interaction time for a
10
/■ Introduction______________________________________________________H
direct reaction. This led to the idea of ‘molecular states’ where the two '^C nuclei 
orbited each other.
A more detailed measurement of these resonances by Cormier [12], in which the 
spins were also measured, showed that the energies and spins were well fit by a 
rotational and vibrational model [25]. The rotational parameter (^ )  extracted from 
the data by this model (76 keV) was close to the value calculated for two *^C nuclei 
in a nuclear molecule (70 keV) [11] and less than half that for a ground state “^^Mg 
nucleus (180 keV).
Measurements of proton [22], alpha particle [68] and electron [61] induced fission 
of ""^ Mg to *^C+'^C, showed that the states that fissioned in this way were in a 
similar excitation energy region to those states observed in the *“C+'^C scattering 
data. The fission observed in the electron data occurred from a few discrete states 
though the statistics were too poor to make an association between the states seen 
in that work and those seen in the scattering experiments.
Fission induced by scattering of light beam particles, such as in the the experiments 
just mentioned, leads to difficulties in the measurements. Due to the low beam mo­
mentum, the fissioning ^ "^ Mg* nucleus moves slowly in the laboratory frame mean­
ing the final state particles can be emitted over a wide angular range. This gives 
low detection efficiencies. In addition, the low beam momentum gives a low en­
trance channel angular momentum meaning that only low spin states can be pop­
ulated. Using a heavier beam particle removes these problems. The higher beam 
momentum confines the fission fragments into a narrow cone and boosts the en­
ergy of particles emitted at forward angles in the centre of mass frame. This effect 
is known as ‘kinematic focussing’ and gives increased detection efficiency (this 
effect is discussed further in section 4.4.1 — page 96). The increased beam mo­
mentum also increases the entrance channel angular momentum allowing higher
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spin states to be populated. Overall, this technique is known as ‘Resonant Particle 
Spectroscopy’ or RPS [56].
Using this technique, a series of measurements were made by the CHARISSA col­
laboration of the reaction. In the first measurements [4, 35,
36], a series of discrete states were observed in the same excitation energy region 
as the ’^ C+'^C data. Later measurements [30,33,19, 18] were able to give spin as­
signments for these states. The energies and spins obtained for these states were in 
good agreement with those observed in the scattering measurements [19,
18], which gave an experimental basis for suggesting that the two reactions popu­
late the same set of states in ^^Mg.
The breakup states seen in the ^^Mg fission reaction have been associated [34] 
with the 3:1 octupole stabilised prolate structures predicted in Nilsson-Strutinsky 
calculations (see section 2.1.1, page 15) and in the alpha cluster model (see sec­
tion 2.2.1, page 23). It has been separately suggested that the ' “C+’“C scattering 
resonances correspond to excitations of the 3:1 prolate structure predicted in alpha 
cluster model calculations of Marsh and Rae [48]. This gives a theoretical basis for 
suggesting that the the "^^ Mg fission reaction and the *^C+'^C scattering reaction 
proceed via the same configuration in “^^Mg.
On the basis of these observations, there are both theoretical and experimental 
grounds for suggesting that the states in '^^Mg formed in the '-C(^^Mg, *-C'^C) *-C 
reaction, that break up to ' “C+’"C, correspond to the '^C+‘^ C quasi-molecular 
scattering resonances [19, 18].
Although there is a great deal of evidence about which states in -"^Mg are formed 
in the ' “C(~"^Mg,'“C ’^ C)'^C reaction, little is known about the reaction mecha­
nism involved. There are three basic methods by which information can be ob­
tained about the reaction mechanism. Firstly, similar reactions can be studied, in-
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eluding different exit channels from this reaction (that is, different ^^Mg breakup 
channels). These include i^C(^'^Mg,i60^Be)i^C [54], ^2c(20Ne,^^C^^C)%G [34], 
i6o(24Mg^i2ci2c)i6o [41], i2(2;(16q  12q 12qqj_ (new data on this reaction is pre­
sented in chapter 5) and [35] all of which should proceed
via . In addition, reactions which proceed via other intermediate nuclei have 
been studied, such as ^^C(^Mg,^^O^^C)%e [35] and ^^C(^^Si,i^C^^O)^^C [3] 
which both proceed via ^ ^Si*. The second method of study is to examine the energy 
systematics as was done by Gyapong et al [39]. The third method is to examine 
the angular* distribution of the reaction as was done in the experiment discussed in 
chapter 4.
The experiment described in chapter 6 was originally devised to investigate states 
in ^ ®Si with the reaction ^^OC^^Ca, ^ ^C^^O)^^Si as part of ongoing investigations by 
the CHARISSA collaboration into these states. The history is similar to that of the 
states in ^ ^Mg, with resonant structures being observed in scattering [65],
and in breakup reactions such as ^^C(^^Mg,^^O^^C)^Be [35, 18].
Work by Dichter et al on the ^^0(^®Ca,^®Si)^^Si reaction [24] revealed intermedi­
ate width structures (T 200 keV) in the excitation function. These were corre­
lated with structures seen in ^^Si+^^Si scattering [5]. The partial widths measured 
were much larger than those expected for a statistical process, leading to the sug­
gestion that the reaction might proceed via a molecular resonance. Alpha-cluster 
calculations by Zhang et al [69] identified several cluster states in ^^Ni, one of 
which could break up into either ^ ^Ca+^^O or into ^^Si+^^Si* with the excited ^^Si 
nucleus being produced in an prolate state which could subsequently break up into 
i2c+i6o. It was suggested that the ^^OC^°Ca,^®Si)^^Si reaction could proceed via 
this state allowing the ^^Si* -4-^^C+^^O breakup to be studied to give information 
about states in ^^Si.
Chapter 2
Theory
This chapter provides a brief overview of the theoretical models underlying the 
work presented here. Certain features of the models are discussed in more detail 
in the introductions to the relevant chapters.
Nuclear structure models can be divided into two broad categories: collective 
models, where the nucleus is treated as a single object, an example of which is the 
Nilsson-Strutinsky model discussed later; and particle models where the nucleons 
in the nucleus are modelled almost independently, an example of which is the shell 
model. Between these two extremes there are models which have some features of 
both categories. Such models include cluster models, where the nucleons are di­
vided into several groups or ‘clusters’. Each group is first modelled independently, 
then the groups are allowed to interact. An example of such a model is the alpha 
cluster model discussed later. Reaction models can be similarly divided according 
lo the model used to represent the nuclei involved in a reaction.
Although several models are used, there is a great deal of consistency between the 
predictions of the models. For example, the secondary minima predicted by the
14
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Nilsson-Strutinsky model (section 2.1.1) occur at deformations consistent with the 
alpha cluster configurations predicted by the Bloch-Brink alpha cluster model (sec­
tion 2.2.1). This consistency gives increased confidence in the predictions.
2.1 Collective models
The essential feature of collective models is that the nucleus is treated as a single 
object. In the model, the nucleus has a well defined shape, which may be affected 
by the shell structure, but all the nucleons are assumed to be moving in a single 
average potential, or ‘mean field’.
2.1.1 Nilsson-Strutinsky
In Nilsson-Strutinsky calculations [53], the potential energy of a nucleus is calcu­
lated as a f unction of one or more deformation parameters. The potential energy 
includes both macroscopic terms, from a liquid drop model, and microscopic terms 
to allow for shell effects. The potential energy when plotted as a function of the 
deformation parameters, produces a potential energy surface. Conventionally, the 
deformation is parameterised by y and e. The parameter y measures the degree of 
triaxiality, with 0° implying an axially symmetric prolate nucleus and 60° imply­
ing an axially symmetric oblate nucleus. The strength of the axial deformation is 
given by E  =  where 0)^ ^nd are the number of oscillator frequency per­
pendicular to and parallel to the z axis, and coo measures the intrinsic oscillator 
frequency of the nucleus — E =Iï(ùq. The parameter £3 is also sometimes used to 
measure the amount of any octupole deformation.
Leander and Larsson performed Nilsson-Strutinsky calculations for light alpha-
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Potential energy (MeV) 
for
n
0.40 E (and 0.80
Y
Figure 2.1 : Results of Nilsson-Strutinsky calculations for ‘^^ Mg performeii by Le­
ander and Larsson [45]. y =  0° indicates a prolate nucleus, y =  60° indicates an 
oblate nucleus, e gives the extent of the deformation. In the lower panel, £3 gives 
a measure of the octupole deformation.
conjugate nuclei from ' ‘C to ‘^ Ti [45]. One of their results for ‘^^ Mg is shown in 
figure 2.1. The deep minimum at £ =  0.45, y =  20° corresponds to the -“^Mg ground 
state, which is known to be prolate deformed. There are several secondary min­
ima predicted, an octupole stabilised prolate minimum at £ =  1.0, £3  = 0.3. y =  0°, 
a triaxial minimum at £ =  1.24,y =  42°, an oblate minimum at £ =  l.23 ,y=  60° 
and a prolate minimum at £ =  1.20 , y < 10°.
Stales built on each of these secondary minima are predicted to have different prop­
erties. For example, since each minimum corresponds to a different nuclear shape.
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their moments of inertia will be different. It is the 3:1 octupole stabilised pro­
late minimum at e =  1.0,83 =  0 .3 ,y=  0° that is thought to be associated with the 
'-C + '-C  resonances and the "^^ Mg breakup as mentioned in chapter 1.
2.1.2 Hauser-Feshbach Theory
Structure models, like the Nilsson-Strutinsky theory described above, are used to 
describe the structure of static nuclei. To describe how a nucleus is formed and de­
cays, a reaction model is needed. One such model is provided by Hauser-Feshbach 
theory which models the decay of compound nuclei formed in reactions.
In compound nuclear reactions, the projectile and target are assumed to fuse to­
gether to form an excited compound nucleus. This compound nucleus then de­
cays in a statistical fashion dictated by its energy and angular momentum. Hauser- 
Feshbach calculations provide a way of modelling the decay of such an excited 
nucleus via particle and gamma decays. Briefly, the probabilities for particles to 
evaporate by tunnelling through the Coulomb and centrifugal barriers are calcu­
lated for successive decays. Assumptions are made about the density of states in 
the daughter for each decay. Competing gamma-ray decay is also included. The 
computer codes CASCADE [55] and LILITA [23] have been written to perform 
the calculations. An outline description of the theory is presented here.
For an excited nucleus which can decay by gamma emission and particle 
evaporation, the relative probabilities for the possible decays can be calculated. 
In the case of particle evaporation, emitting particle q and leaving daughter D, the 
unnormalised probability of decay P is given by the expression [23]
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< /„  =  I  / P(e,/,)A,(e)de, (2.1)
S q l q
where J  is the angular momentum of the parent; the spin of the daughter is Iq; the 
spin of the emitted particle is iq; the system D-q has orbital angular momentum 
Iq; the total spin of the D-q system is Sq =  Iq 4- iq; the total angular momentum 
of the D-q system is Sq +  Iq which must equal J; £ is the relative energy of the 
D-q system, p is the density of states in D and 7)^  ^ are optical model transmission 
coefficients.
If p is not known, then the Fermi gas level density [27, 37] can be used. This has 
the form
24y/2acaD e  2a- — e  2o- (2.2)
where c =  the spin cutoff factor — ct, the thermodynamic temperature, is 
given by t =  and a is a parameter which determines the energy dependence. 
The effective excitation energy is given hy U — Eq — Ap — £, where Ap is a pairing 
energy, as described in [37], which determines the zero point of the effective exci­
tation energy (Ap = 0 for an odd-odd nucleus), and Eq is the maximum excitation 
energy in this channel, which is just the excitation energy of the parent plus the 
Q-value for the decay. The real excitation energy of the daughter, as opposed to 
the effective excitation energy used in the Fermi gas level density, is just Eq — £.
Computer codes CASCADE and LILITA
The computer code CASCADE [55] models the decay of an excited compound nu­
cleus by particle evaporation, gamma decay and near-symmetric fission. In addi-
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lion to using Hauser-Feshbach theory to model particle evaporation, the version of 
CASCADE used for this work was modified [59, 60] to incorporate a subroutine 
by Sierk [62] which gave spin-dependent fission barriers corrected for the finite 
range of the nuclear force and surface diffuseness effects [43]. These corrections 
substantially lower the fission barriers for lighter systems [43, 52].
Fission of a compound nucleus into two near-symmetric parts, rather than resem­
bling a simple particle emission, is more reasonably thought of as an evolution 
of shape towards a binary mass distribution. The potential energy at each point 
along this evolution could, in principle, be calculated using a similar method to 
that used in the Nilsson-Strutinsky calculations described earlier, however, in prac­
tice, a simpler method is used. The peak of the potential energy surface along the 
optimal path between the initial mass distribution and the final binary mass dis­
tribution is known as the ‘saddle point’. The transition state model used in CAS­
CADE considers fission as a two step process in which the nucleus decays firstly 
from a compound state built on the single-centre minimum of the potential energy 
surface to an intermediate set of states built on the saddle point which then fission 
(see figure 2.2).
CASCADE calculates fission probabilities only for the initial compound nucleus, 
known as ‘first chance fission’. It also makes no calculations on the daughter nuclei 
produced by fission. For daughter nuclei produced by evaporation, it calculates the 
probabilities of subsequent particle evaporation and gamma decay but not fission. 
Figure 2.3 shows some of the nuclei reached during the first two generations of 
c a s c a d e ’s calculations for the example of a ^^Ni compound nucleus.
Another computer code, LILITA [23], performs Hauser-Feshbach calculations to 
calculate particle evaporation probabilities for nuclei. The version of CASCADE 
used in the present work was set up to write out the results of the first chance fis-
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Figure 2.2: In the transition state model, fission is modelled as a two step process 
whereby the nucleus first decays into an intermediate set of states before fissioning.
sion calculations in a form LILITA could read. This allowed LILITA to be used 
to correct the cross-sections and excitation energies predicted by CASCADE for 
subsequent particle evaporation from the fragments. LILITA also produced angu­
lar distributions for the final state particles.
As will be described in chapter 6, these programs were used to produce statistical 
model predictions which could be compared to the results obtained in the experi­
ments to see if there was any non-statistical component of the breakup.
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Figure 2,3 : Nuclei reached during first two generations of a CASCADE calculation 
for ^^Ni.
2.2 Cluster models
Cluster models differ from the collective models described above in that the nucle­
ons in the nucleus are divided into several groups or ‘clusters’. How the nucleons 
are divided depends on the model used. The nucleons within a cluster may be al­
lowed to interact with each other to produce excited states of each cluster, and the 
clusters may be allowed to interact. By this method the Hamiltonian for the nu­
cleus may be divided into intra-cluster and inter-cluster terms, each of which may 
be solved separately, simplifying the calculations.
Perhaps the earliest cluster model is the model of alpha decay in heavy nuclei. In 
this model the nucleus is divided into two clusters -  one cluster is the preformed 
alpha particle and the other is the daughter nucleus. Alpha decay probabilities can 
then be calculated by calculating the probability of the alpha particle tunnelling 
through the barrier in the potential of the daughter nucleus.
Another successful cluster model is the model of "Li in terms of a '^Li core plus 
2 neutrons 170]. In this model, "Li states can be calculated by considering the 
inter-cluster forces (n-^Li and n-n) and the excitations of the ^Li core. This could
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Figure 2.4: Two out of the seven configurations found during Bloch-Brink calcu­
lations for “"^ Mg [48]. The centre of each circle marks the position of a cluster, 
the circle radius was chosen purely for display purposes. These results aie shown 
before parity projection.
be described as a three cluster model. The techniques used in deriving these three 
body models have recently applied to *^ C [26].
The models of particular relevance to the work discussed here are often referred 
to as alpha-cluster models. In these models the nucleus is considered as consisting 
of a set of a-particle-like clusters and hence it is only self-conjugate A=4n nuclei 
that can be described. Since the energy of the first excited state of the a-particle 
(~20 MeV) is high compared to the energies of interest, the internal excitations of 
the a-clListers are ignored in the models. Modern alpha-cluster models explicitly 
allow for the exchange of nucleons between clusters and the wave functions are 
fully anti-symmetrised.
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2.2,1 Bloch-Brink alpha cluster model
The Bloch-Brink alpha cluster model [7] is only applicable to alpha conjugate nu­
clei. The nucleons are grouped into alpha particle like clusters, that is, with two 
protons and two neutrons constrained to the Os state in spatially distinct harmonic 
oscillator potentials. The inter-cluster forces can then be calculated by using a 
nucleon-nucleon force. The force chosen is the Brink-Boeker B 1 force [9] which 
reproduces RMS radii well [10], although it does not predict binding energies that 
agree with experiment [58]. The positions of the oscillator wells are altered to 
search for minima of potential energy [48]. Typically this is done by a grid search 
of the parameters, by a constrained or unconstrained minimum search or some 
combination of the two methods. Two minima found during such a search of ^ "^ Mg 
are shown in figure 2.4.
In the cranked model [57], the angular momentum of a spinning nucleus is taken 
into account in the calculations allowing the configurations to be tracked as a func­
tion of rotational frequency. In this method, the parameters are started in a mini­
mum of the potential energy at zero spin. The spin is increased and the parameters 
are allowed to vary to minimise the potential energy. For each value of the spin, 
this minimisation procedure is repeated allowing the configuration to be tracked.
An interesting result was reported by Merchant and Rae [50] when using this model 
to track chain states to high spin (a chain state is one in which all the alpha-clusters 
lie in a straight line). As the spin was increased, the chains had a tendency to 
shorten, whereas naively, it might be expected that centrifugal forces at high spins 
would cause the chains to stretch.
The 3 :1 prolate state shown in figure 2.4 is sometimes referred to as the a -'^O -a  
state due to the close proximity of four of the alpha clusters. This state is associated
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Figure 2.5: Schematic of potential wells in the Harvey model
with the 3:1 octupoie stabilised prolate minimum seen in the Nilsson-Strutinsky 
calculations described earlier [6] and is also associated with the *^C+'^C scattering 
resonances described in chapter 1 [48].
2.2.2 Harvey model
The Harvey model provides a way of modelling how the nucleons in two nuclei 
behave as the nuclei are brought together from infinite separation to fuse into one 
compound nucleus. When the nuclei are infinitely far apart, they are treated as 
separate systems and their solutions are obtained independently. When they are at 
zero separation, the solution must be the same as that for the compound nucleus, 
as shown in figure 2.5.
Solving the Schrodinger equation for a double centre potential, with the two po­
tentials separated on the z axis, yields solutions in which the z quantum numbers 
are dependent on the separation of the centres, but the x and y quantum numbers 
are unchanged. The basis of the Harvey model is, thus, that the energy levels for 
the two initial nuclei and the final compound nucleus can be determined indepen­
dently, and the Harvey model provides a prescription for determining whether the
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energy levels will merge. The Haiwey model can also be used to model fusion as 
fusion is simply the time reverse of fission.
The central potential for two interacting nuclei may be conveniently approximated 
using deformed three-dimensional harmonic oscillator potentials. The deforma­
tion to use for the harmonic oscillator potentials is not predicted by the Harvey 
model and is obtained either from experimental measurements or theoretical pre­
dictions. For example, both the Nilsson-Strutinsky and Bloch-Brink calculations 
predict deformations of several minima which could be used in the harmonic os­
cillator potentials.
The configuration of the two separate initial nuclei and the compound nucleus are 
calculated independently. Each state in the harmonic oscillator can contain 4 nu­
cleons —  spin ± 2  and isospin — according to the Pauli Exclusion Principle. 
Such a group of 4 nucleons resembles an alpha particle.
One axis is chosen as the separation axis. If it is possible, by only changing the 
quantum numbers of the nucleons for this axis, to move the nucleons from their ini­
tial state to their proposed final state, then the reaction is allowed under the Harvey 
model. If no mapping can be found then other axes may be tried as the separation 
axis, and the relative orientations of the nuclei can be altered. If no mapping ex­
ists under any combination of orientations and separation axes, then the reaction 
is forbidden under the Harvey model.
Figure 2.6 shows the result of a Harvey Model calculation for the breakup of ^ "^ Mg 
to As in all the figures in this section, the axis of the breakup is listed
third and maiked as the z axis, and the levels are listed in order of energy at the 
marked deformation. Shell gaps for the deformations aie also shown — levels 
which are not separated by a laige gap aie assumed to be degenerate, so no sig­
nificance should be attached to their ordering. The deformations marked, and the
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Figure 2.6: Example Harvey Model Figure 2.7: Shell level diagram show-
calcLilation: breakup o f- “^Mg to + ing how "^Si in a 3:3:2 deformation
' “C. may be considered a 4p4h excitation of
the ground state.
deformations used in the text, refer to ratios of cos, not axis ratios. Thus a state 
described as 1:1:2 has an axis ratio of 2:2:1 and is oblate.
It is worth pointing out that a nucleus in a state with a deformation different from 
the ground state, with no gaps in its shell level configuration, may also be consid­
ered to be an excitation of the nucleus above the ground state. Figure 2.7 shows 
this in -^Si. In this case, with the shell levels ordered for 3:3:2 coratio, there are 
no gaps, however, if the levels are reordered for a 1:2:1 co ratio — the -^Si ground 
state deformation — this becomes a 4p4h state. An alternative way of thinking of
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this is that if the oblate ground state of -^Si becomes excited into this 4p4h state, it 
alters its co ratio to 3:3:2. The prolate configuration should thus be locally favoured 
on energy grounds lending it stability as a shape isomeric configuration. It is inter­
esting to note that both Nilsson-Strutinsky and Bloch-Brink calculations for ^^Si 
show a global oblate minimum and a local prolate minimum with similar deforma­
tions.
The Harvey model is described more fully in references [40] and [31].
2.3 Angular correlations
The experiments described in chapters 4 and 5 studied states in ‘^'Mg and "®Si that 
underwent sequential break up. In each of these cases, certain angular definitions 
were required to describe kinematic reconstruction and breakup angular correla­
tions.
2.3.1 Definition of angles
Figure 2.8 shows the definition of the angles used to measure a sequential breakup. 
For the reaction and subsequent breakup given by
projectile (beam) +  target -4 ejectile*-h recoil
ejectile* heavy ion +  light ion,
the angle the ejectile makes with the z axis (defined by the beam direction) is called 
6* (as measured in the centre of mass frame of the whole system). The angle the 
light ion makes with the z axis is called \\f (as measured in the centre of mass frame 
of the ejectile). Note that 8* and V|/ are measured in opposite senses, that is, for the 
breakup shown in the figure, both 8* and \j/ are positive. The figure also shows how
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Figure 2.8: Definition of the angles used to measure a sequential breakup.
the velocity vectors add to give the velocities of the detected particles as measured 
in the lab frame (v^ „, =  — ------ Vi,eam). When working in three dimensions,'''beam ' "'target
spherical polar coordinates were used with the angle 0* becoming (6*,^*) and \}/ 
becoming (tj/,%). Usually two dimensional geometry was used for simple calcu­
lations and discussions (such as figure 2.8) and three dimensional geometry used 
for detailed calculations and experimental analysis.
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2.3.2 Spin determination
In a reaction of the form of equation 2.3 in which the entrance channel particles 
have no spin, then the angular momentum of the ejectile is entirely due to the or­
bital angular momentum of the projectile and target. Since the beam momentum 
p and the impact par ameter r lie in a plane, the initial orbital angular- momentum
1; =  r X  p must have no component along the z axis, which is defined by the di­
rection of p. Any projection on the x and y axes is, however, allowed. This is 
equivalent to stating that 1* must be in an 77? =  0 magnetic substate using z as the 
quantisation axis.
If the reaction occurs with 6* =  0 then the same argument can be applied to the 
ejectile + recoil orbital angular momentum (If). For events in which the recoil is 
in a spin zero state, then the spin of the ejectile J  must satisfy the relation
|*i| =  IM +  |J|- (2.4)
Since both 1; and If are in m — 0  substates, then J  must also be in an /?? =  0  substate. 
The angular distribution of the breakup of such a state has a par ticularly simple 
form
d^Q+ dO\|/
The Da Siiveira Model
|P/(cos y\f)\ . (2.5)
Experimentally, it has been noted that as obser-vations move away from 0* =  0, 
the angular distribution retains a form closely similar* to equation 2.5, but acquires 
a phase shift in \|/ which is proportional to 0*. A plot of cross-section vs (0*,\}/) 
shows a characteristic ridge pattern a sketch of which is shown in figure 2.9.
Da Siiveira [21] proposed a semi-classical model to account for this phenomenon.
2. Theory 30
CD
¥
Figure 2.9: Sketch of ridges in a 0* — \|/ plot. The density of the colour is propor­
tional to the probability angular distribution.
Two assumptions are necessary for the model. The first is that the reaction only 
occurs through the grazing partial wave; the second, called the stretch approxima­
tion, is that, |li| =  |lf| ±  |J |. The first assumption is reasonable for inelastic scatter­
ing of heavy ions as for small impact parameters (small I;) other mechanisms such 
as fusion dominate, whereas for large impact parameters the overlap of the nuelear 
densities is much reduced so there is a reduction in cross-section. The validity of 
the second assumption depends on the reaction being studied. It is, for example, 
generally valid for transfer reactions populating final states at high excitation en­
ergy [21].
Modelling the reaction classically, there is a preferred direction for emission of
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Figure 2.10: Three dimensional sketch of the relative orientations of the vectors 
used in the Da Siiveira model.
particles. If it is assumed that the ejectile emits particles isotropically in a plane 
perpendicular to J, then when reaction yield is summed over all possible orienta­
tions of J the emission plane rotates about an axis (D) which gives the preferred 
direction of emission by a simple solid angle effect.
Looking at the simple case where 0* =  0, then the wave vectors of the projectile 
(kj) and the ejectile (kf) are parallel, and the wave vector associated with the trans­
ferred momentum (q) also lies parallel to 0* =  0. In this case I; and If can take any 
angle in the plane perpendicular to k; and kf and hence J can take any angle in the 
plane perpendicular to 0* =  0. The emission plane must therefore be free to rotate 
about 0* =  0 and must contain 0* =  0. The preferred direction of emission is thus 
along 0* =  0.
In the case where 0* ^  0, k; and kf are no longer parallel. The plane containing I; 
is still perpendicular to the z-axis, but the plane containing If is tilted so it is per-
2. Theory 32
ii.
■►z
Figure 2.11: Projection of the relative orientations of the vectors used in the Da 
Siiveira model.
pendicular to kf. A sketch showing the planes containing If and Ij is shown in fig­
ure 2.10.
Looking at the two orientations of I; and If where they lie in the x-z plane, clarifies 
the geometry. A view of figure 2.10 looking down onto the x-z plane is shown in 
figure 2.11; Ij and If can clearly be seen, as can J. The angle D makes with the z- 
axis is denoted as 8. As can be seen from the diagram, D is perpendicular to J. An 
enlargement of the triangle containing I;, If and J is shown to the right of the main 
figure. From this triangle, it can be seen that
I If I sin 8* =  |J |sin5
sin 8 = IM|J| sine' (2 .6)
Making a small angle approximation for 0* and 8 gives
|J| 8*. (2.7)
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This shift in the preferred direction away from the z-axis can be equated to the 
shift in the angular distribution along \\f as 0* increases. The angle of ridges in the 
0* -  V|/ plane is given by
^  _  1^
di|f ~  |lf| ’
U LJ1
(2 .8)
III -J1 |J|
i i i i - u r
The Da Siiveira model provides a means of measuring the spin of the ejectile using 
the slopes of the ridges 2.8. In addition, equation 2.5 indicates that the spacing of 
ridges in the direction at 0* =  0 measures the spin of the ejectile. Thus there 
are two independent methods of obtaining J from the angular distribution in the 
0* — Y plane.
The results of the Da Siiveira semi-classical model were later confirmed by a full 
quantum mechanical description [47].
This model is used in chapter 5 to measure the spins of states seen in the reaction 
From equation 2.8, it is known that the ridges on an angular 
correlation plot are indeed straight, provided the assumptions of the Da Siiveira 
model are valid, and so it is possible to project the angular distribution onto the 
0* =  0 axis so that the spin of the state can be measured with equation 2.5.
Chapter 3
Experimental considerations
The experiments described in this thesis required a detection system that was capa­
ble of accurately recording the trajectory, energy and species of each detected final 
state ion. Since the reactions of interest had low cross-sections compared to elastic 
scattering from the target, the system also had to be able to identify events of inter­
est to ensure they were efficiently collected. As the cross-sections were low, wide 
area detectors and a system that could support high event rates were also desirable. 
Since the event reconstruction was complicated, the system had to be capable of 
recording the events in computer readable form for later off-line analysis.
3.1 Detectors
The detectors used in the experiments described in this thesis consist of two sec­
tions — a longitudinal gas cell placed in front of a position sensitive silicon strip 
detector. A schematic diagram of a detector is shown in figure 3.1.
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Figure 3. ! : Exploded diagram of a gas-hybrid detector showing the relative posi­
tions of the main components inside the gas cell. The grid wires have been omitted 
from the diagram for clarity — only the frames are shown. This diagram is not to 
scale. A scale cross section can be found in figure 3.9 (page 57).
3.1.1 The gas cell
The gas cells in the detectors were operated as ionisation chambers. In an ioni­
sation chamber, as the charged particles to be detected pass through the gas, they 
ionise some of it. An electric field placed across the cell causes the ions and elec­
trons to drift apart before they can recombine. Gas cells can be designed to be 
either transverse or longitudinal. In a transverse cell, the electric field is perpen­
dicular to the direction of travel of the detected particles, whereas, in a longitudi­
nal cell, the electric field is parallel to the direction of travel of those particles. It
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Figure 3.2: Sketch showing how ions drift in the two types of gas cells. The sketch 
also shows the signals produced by the two cells, and when the charge arrives at 
the anode.
is worth looking at some of the features of the different arrangements. Figure 3.2 
shows how the ions and electrons that are formed drift through the two types of 
cell.
Both types of cell can be thought of as capacitors with capacitance C. The circuit 
connecting a cell to the pre-amplifier has a char acteristic resistance (R) which leads 
to the whole circuit having a time constant RC. In a gas cell, the electrons drift 
much more rapidly than the ions, typically 1000 times faster [42, page 135]. One 
of the considerations when choosing the gas to place in the detector is that, when
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ionised, it should produce free electrons and positive ions rather than the electrons 
recombining to form negative ions. The time constant of the circuit is chosen so 
that it is significantly larger than the time taken for the electrons to be collected so 
that the entire electron signal is collected (typically of the order of microseconds). 
The ions take, typically, of the order of milliseconds to be collected. This would 
give an unacceptably low event rate in the detectors if pileup was to be avoided. 
To avoid this problem, the time constant is set much lower than the ion collection 
time so they do not contribute to the signal.
The signal at the anode of a cell is not due to the charge arriving at the cell, but due 
to the voltage induced on the electrodes as the charges separate and move to them.
In the transverse arrangement, the ions and electrons are quickly separated, which 
prevents recombination. The electrons rapidly drift to anode where they are col­
lected. With this arrangement, the signal grows linearly to a maximum value of 
^  [42, equation 5-18, page 154] where Q is the total charge of the free electrons 
produced, and x and d are as defined in figure 3.2. The time at which this maxi­
mum signal is produced is where v is the drift speed of the electrons. Note that 
both the signal height and formation time depend on the position (x) of the hit in 
the detector. The gradient of the signal is
In the longitudinal arrangement, the ions and electrons take longer to physically 
separate, which can lead to more recombination than in the transverse arrange­
ment. The advantages of this arrangement, however, are that the signal height and 
formation times are independent of the position of the hit. The signal height is 
given by ^  and the formation time is The signal grows quadratically with an 
initial gradient of ÿ  and a final gradient of 0. These features were obtained by in­
tegrating the formula for the transverse cell. The gas cells used in the experiments 
described here differ from those shown in the figure in that the anode was placed
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halfway through the detector with earth planes at either end. In practice, some vari­
ation in signal height with hit location was measured (section 3.6.7). Any variation 
in signal timing could not be measured.
The constancy of signal height with position was one of the most important reasons 
for choosing a longitudinal arrangement. Since the silicon detector recorded the 
position of a hit, it would have been possible to perform event by event correction 
of the gas signal if a transverse arrangement had been used, however, this would 
have complicated the analysis and led to extra errors and hence poorer resolution 
(particularly where x would have been close to 0). Another of the the more impor­
tant reasons for choosing a longitudinal cell was that it produced a more compact 
detector than a transverse arrangement. This made the detectors easier to use and 
able to be packed closely together.
It is possible to modify a transverse cell to produce a signal that does not vary with 
hit position by using a Frisch grid [42, page 154], however, this requires a bigger 
and more complicated detector.
In the experiments described in this thesis. The gas cell consisted of a 50 mm x 
50 mm X  50 mm active volume filled with isobutane or propane gas at pressures 
between 60 x and 120 T. The gas was replenished continuously throughout the ex­
periment by circulating fresh gas through the detector. The circulation of gas pre­
vented electronegative contaminants building up in the detector which would have 
lead to progressively more chance of recombination as the experiments progressed.
The anode grid was held at a positive voltage between 200 and 600 V depending 
on the gas pressure and the desired electric field gradient. The effect of varying 
the field gradient was investigated and the results of these investigations are de­
scribed in section 3.6 (page 56). The signal was connected to a pre-amplifier via 
a capacitor to decouple it from the bias voltage. The mylar window at the front of
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the detector was earthed to produce a ground plane to reduce noise and produce 
smooth electric field lines. An earthed shield grid was sometimes placed in front 
of the silicon detector to provide a ground plane there, or alternatively, the earthed 
front face of the silicon was used as a ground plane. The effect of these different 
approaches was investigated, and the results are described in section 3.6. The an­
ode and shield grids consisted of either 100 p,m or 20 p.m wires spaced by 1 mm. 
The effect of varying the grid wire thickness was also investigated in the tests de­
scribed in section 3.6.
The gas cell was used to provide particle identification as described in section 3.5.1 
(page 52). The gas cells were the Imiting factor on the reaction event rate, with 
rates over 10 kHz giving pileup in the cells.
3.1.2 The silicon strip detector
Behind the gas cell was placed a position sensitive silicon strip detector. This had 
a surface area of 50 mm x 50 mm and had been divided into 16 strips each nom­
inally 3 mm high. The detector was orientated so that the strips were parallel to 
the reaction plane as the intrinsic resolution along a strip (of the order of 0.2 mm 
±0.1 mm [49]) was much better than strip-to-strip resolution (3 mm). The in-plane 
angle measurement had much more effect on the resolution of excitation energy 
measurements.
The silicon making the detector had been doped so that it formed a diode with the 
front and back faces forming the two terminals. In operation, the diode was reverse 
biased so that a depletion layer was formed in which there were no free electrons 
or holes. The bias voltage (+150 V) was applied to the back face and was sufficient 
to deplete the entire detector. As charged particles travelled through and stopped
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in the detector, they dislodged electrons producing electron-hole pairs. The bias 
voltage then swept the electrons and holes out of the depletion region producing 
signals at the two faces, though in practice the signal was only measured at the 
front face. This method of operation is very similar to that of the longitudinal gas 
cell described in section 3.1.1. One difference is worth noting, in the gas cell, the 
ions typically only lost a small fraction of their energy and could thus be assumed 
to create uniform ionisation. In the silicon detector, where the ions were stopped, 
the bulk of the ionisation was produced towards the end of the ions’ paths. Thus, 
the more energetic the ion, the deeper in the detector the energy was deposited and 
so the longer it took for the charge to reach the front surface where the signals were 
measured. This could, in principle, lead to variation in signal timing for different 
energy ions, however, since the silicon detectors were much thinner than the gas 
cells (typically 1 mm) and the drift speed of electrons silicon is much higher than 
the drift speed in gas, the signal formation time was only of the order of a few ns, 
so any variation will be less than that.
The front surface of each silicon strip was implanted with a resistive layer with 
a total resistance of approximately 3 kQ (measured in the absence of light). The 
two ends of the resistive layer were earthed. Any charge reaching the front sur­
face could thus ‘see’ 2 paths to earth. Bias resistors were placed along the path 
from both ends of the strip to the pre-amplifiers to ensure that sufficient charge 
llowed along both paths to exceed the pre-amplifier noise levels and the amplifier 
thresholds even if the ion hit the strip close to one end. This is shown in figure 3.3.
Denoting the resistance of the strip as Rs, the bias resistor at the ‘high’ end as Rf^ 
and the bias resistor at the ‘low’ end as R^, then it is possible to deduce the ratio 
of the currents, and hence charges, flowing into the two pre-amplifiers. If an ion 
hits a fraction p of the distance from the low end to the high end of the strip, then
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Figure 3.3: Notation used in strip signal calculations.
the resistance from the hit location to the low end pre-amplifier is pRs +  Rl and 
the resistance to the high end pre-amplifier is (1 — p )Rs 3-Rh ‘ The pre-amplifier 
inputs {c/H and cpj are in the ratio
gt f  ^  p R s  +  R l  , 3 . ,
Neglecting recombination, the total charge arriving at the pre-amplifiers must be 
the same as the total charge freed in the silicon which is proportional to the energy 
of the ion —
ciH + q i ^ E .  (3.2)
3.2 Electronic on-line filtering
Signals from the detectors had to be recorded onto computer tape for later off-line 
analysis. In order for this to occur, the signals had first to be converted from the 
analogue form output by the detectors into a computer readable digital form. This 
process is called digitisation and is performed by devices called analogue to digital
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converters (ADCs). The digital signals then needed to be collected from the ADCs 
and written to tape in a format that allowed them to be read later. This process is 
called packing.
The digitising and packing process took approximately 90 p.s to complete, depend­
ing on how many ADC signals were present in the event. In itself, this would limit 
the event rate to less than 10 kHz (a 10 kHz event rate would give at least 90% 
dead time). The last unit in the event packing system was a Read and Store Module 
(RSM). The RSM stored events in one of two buffers until it was full. Storage than 
switched to the other buffer whilst the first was read by the computer and written 
to tape. If events occurred faster than they could be read by computer and written 
to tape, then the RSM could fill, at which point the data acquisition system would 
stall until space became available in the RSM.
In practice, the highest event rate that could be sustained by the interface was much 
lower than the 10 kHz event rate that could be sustained by the gas cell. A selec­
tive triggering of the interface was introduced to solve this mismatch. Most of the 
events that occurred in the experiment were uninteresting in the context of the reac­
tion being studied. For example, elastic and inelastic scattering events dominated 
the events occurring in the detectors yet gave no information about the sequential 
breakup reactions of interest. The rate of interesting events was well within the 
event rate that could be supported by the entire data acquisition system. Ideally, 
a decision could be made about which events occurring in the detectors were in­
teresting and only those events would be allowed into the slower areas of the data 
acquisition system. In practice it was sufficient merely to identify candidates for 
interesting events. For a sequential breakup event to be reconstructed, two out of 
the three final state particles needed to be detected. Thus, events in which only 
one particle was detected were rejected, so that the elastic and inelastic scatter-
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Figure 3.4: Overview of the electronics setup simplified to show the basic scheme. 
Puiser electronics has been omitted for clarity.
ing events and breakup events in which only one final state particle hit a detector 
were rejected. In addition, it was required that each detector gave signals appro­
priate for either a heavy ion or a ^Be particle. These sorts of decisions could be 
made quickly and reliably using logic electronics. Rejection of these events would 
bias the event stream in favour of interesting events sufficiently that the event rate 
would no longer be limited by the data acquisition system, but instead by the event 
rate in the gas cell.
Figure 3.4 shows an overview how this was performed in practice. Each detector 
amplifier produced two signals — an analogue output whose height was propor­
tional to the signal input to the amplifier (this was a normal bipolar signal), and a 
logic/timing output which recorded the time of arrival of the input signal(this was a 
NIM pulse taken from a leading edge discriminator set on a fast amplified output). 
The analogue signal was sent to an ADC. As the main amplifiers had a shaping 
lime constant of 1.5 |.is, it took that long for the peak of the signal to be present 
at the ADC inputs. The logic signal was delayed and sent to the stop input of a 
lime to digital converter (TDC). In some circumstances it was useful for the logic 
signals from each strip to be routed to separate TDCs, but for all the experiments
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Figure 3.5: Overview of the event selection logic simplified to highlight the im­
portant features. Puiser electronics has been omitted for clarity.
discussed in this thesis the signals from each detector were all logically ‘OR’-ed 
together in the electronics and routed to a single TDC. A copy of the logic signal 
was routed through the event selection logic which determined if the event was in­
teresting. For successful events, the logic strobed the event controller (this signal 
was called ‘strobe in’). If the interface was not already busy processing a previous 
event and could accept another event then the event controller produced another 
strobe (‘strobe out’) which started the TDCs and gated the ADCs. The digital sig­
nals from the ADCs and TDCs were then packed and passed to the data acquisition 
system which stored them on tape and allowed on-line analysis.
The event selection logic was tailored to each experiment. An example of typical 
event selection logic is shown in figure 3.5. As mentioned earlier, reconstruction 
of a sequential breakup event could occur only if two out of the three final state 
particles were detected. In addition, particle identification (see section 3.5.1 — 
page 52) could only be performed if both the silicon detector and the gas cell of 
a hybrid detector fired (an alpha particle travelling through a detector may have 
triggered the silicon detector, but have deposited too little energy in the gas cell
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for that to trigger — in the experiments discussed in this thesis, the final state par­
ticles were all heavy ions). The kinematics ensured that for interesting events, the 
two final state particles must have hit different detectors. Consequently, interesting 
events must have triggered both silicon detectors and both gas cells.
The first stage in making a decision about whether an event was interesting was to 
determine if, in each detector, both the gas cell and the silicon detector had fired 
in coincidence. To do this, first all the outputs from the silicon detector were log­
ically ‘OR’-ed together in a fan-in fan-out unit. This unit gave a signal if any of 
its inputs received a signal, and hence it gave a signal if either end of any strip of 
the detector fired. This signal, and the signal from the gas cell were routed into a 
coincidence unit. A coincidence unit produces an output signal only if both its in­
put signals are ‘high’ at the same time. Since the gas cell and the silicon strips had 
different timing characteristics (this directly due to the different drift times for the 
charge carriers in the two detectors), it was necessary to delay and stretch the sig­
nals to ensure that, for truly coincident events, both inputs were high at the same 
time despite the variation in timing from event to event. This variation had several 
sources: firstly, there may be differences in charge collection time in the gas de­
tectors (for example, due to variations in electric field gradient near the edge of the 
detector); secondly, as the logic pulses were generated using leading edge trigger­
ing, different pulse heights would give different timings; thirdly, since the signal 
from the gas cell had a significant amount of noise, this noise could cause the lead­
ing edge triggering to trigger early or late; and finally, since some inputs were the 
result of logically ‘OR’-ing several signals together, the timing of those signals 
would depend on which of their inputs had fired (as each input had come through 
a separate set of electronics). Typically the signals were stretched to 400 ns prior 
to the coincidence overlap.
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The signals from the two coincidence units thus gave signals if and only if there 
was a heavy ion hit in each detector. These two signals were then routed into a third 
coincidence unit (again the signals were stretched to allow for some variation in the 
relative timing of the two signals). This third coincidence unit gave an output only 
if heavy ions were detected simultaneously in both detectors.
If only the output from this third coincidence unit had been used as ‘strobe in’ then 
all of the data written to tape would have been coincidence events. However, in 
practice, it was useful to allow some elastics events to be recorded as these could 
be used to monitor the beam energy and other parameters. The two separate sin­
gles outputs were routed through a rate divider. This is a unit that gives one output 
signal for every N input logic signals. The value of N could be set on the front 
panel. A typical value was 999, so that the singles event rate written to tape was 
^  the singles event rate occurring in the detector.
In addition to the beam induced events coming through the system, a precision 
puiser was also fed through to the pre-amplifiers and recorded by the data acquisi­
tion system. This allowed gain drifts in the amplifiers to be monitored. The puiser 
was driven by a scaled down signal from a Brookhaven Current Integrator (BCI) 
which was connected to the Faraday cup at the end of the chamber. The BCI pro­
duced an output every time a set amount of charge had passed into the Faraday cup. 
The BCI output pulse was also recorded in an electronic scaler to provide an accu­
rate record of beam exposure. The event selection logic was configured to provide 
a strobe when the puiser fired so that the puiser events were also written to tape (if 
the data acquisition system was not already busy). During off-line playback, the 
puiser information could then be used, in combination with the scaler reading, to 
provide an accurate record of the electronics dead time and to correct for any gain 
drifts.
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Several of the logic signals were routed into scalers to provide a count of different 
types of events. These included the total number of strobe in, strobe out and BCI 
pulses produced in each run. The number 1 -  provided another measure
of the dead time of the experiment, given directly by the fraction of valid events 
rejected because the interface was busy. Typically, the beam current was limited 
so that the dead time was less than 5%. In practice, the dead time from the BCI 
scaler values was used in preference to counting pulsers, which were employed as 
a backup and for extra checks.
3.3 Detector placement
For each experiment, the detectors had to be placed to ensure that they spanned the 
correct angular range in the centre of mass frame and the relevant excitation en­
ergy region. A large angular coverage was necessary to allow the ridge structure 
described in section 2.3.2 (page 29) to be observed. The angular coverage was 
chosen to be centred around 6 * = 0 s o  that spins could be determined in a model 
independent way (see section 2.3.2, page 29), and so that the small angle approx­
imation used in the Da Silveira model would be valid.
The angular coverage was also chosen the be centered around i|f =  90° for two 
reasons: firstly, the angular distribution along 0* =  0 is proportional to a Legen­
dre polynomial. All even order Legendre polynomials have a maximum at 90°, 
whereas all odd order Legendre polynomials have a minimum at 90°. By sampling 
the angular space near 90°, the ability to distinguish between Legendre polynomi­
als that differ by ±1 is maximised. At \j/ =  0 and \)/ =  180° all Legendre poly­
nomials have a maximum so the distinction would be harder to make. The second 
reason for choosing coverage near \j/ =  90° is that, due to kinematic focussing, near
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90° a large range in \\f is focussed into a small range of laboratory angles. This al­
lowed a larger centre of mass angular range to be sampled by the detectors. This 
also helped to distinguish between Legendre polynomial fits to the breakup corre­
lations.
The computer program RPS [1] was used to calculate the angular coverage. The 
program used two body kinematics to check for the possibility of the sequential 
breakup products hitting the two detectors in coincidence. Plots could be produced 
showing the area of the 6* — \j/ plane accessible for specified detector distances, de­
tector angles and ejectile excitation energy. By using RPS to search through pos­
sible detector angles, the coverage could be optimised. Sample output from RPS 
is shown in figure 3.6. This sample is from the preparation for the experiment de­
scribed in chapter 6 (page 147).
The program RPS was formulated in two dimensions only. That is, it modelled 
the breakup as occurring in the plane bisecting the two detectors. This gave sat­
isfactory results for planning, but it was necessary during the analysis to model 
the breakup in three dimensions. Code was written to perform this, using simple 
Newtonian mechanics (^ < 15%). A useful result obtained during the writing of 
the code is documented here: if a particle is travelling in the lab frame with veloc­
ity vector V , and a flat detector is placed a distance R away from the target at an 
angle a  to the z-axis, and the detector is centred on the (]) =  0 plane, then the point 
at which the velocity vector of the particle intersects the plane of the detector is 
given by
^  Vv cos a  —  V- sin a  A- =  ^ , (3.3)y V Sin a  4- V'- cos a
.V =  ^ , (3.4)v.vsina-h v-cosa
where Vy, Vy and v- are the components of the velocity vector v. The point (x, y) =  
(0,0) is the point in the detector plane where a line from the target to the detec-
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Figure 3.6: Sample RPS output. In this case the reaction was
i6o(40ca,“^Si -4" *^0 + ’^C)^^Si at a beam energy of 190 MeV, an excita­
tion energy of 25 MeV, and with one detector at 13° and the other at 17°.
tor would be perpendicular to the plane of the detector. These equations can be 
compared to those use for event reconstruction (equations 3.8 and 3.12, page 72).
3.4 Calibration
In section 3.1.2, equations were derived for the charge arriving at the pre-amplifiers 
connected to each end of each silicon strip. The signals from these pre-amplifiers 
were routed through amplifiers and to the ADCs. In practice, the gains applied to
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the two signals during the pre-amplification, amplification and conversion stages 
were inevitably slightly different for each signal and a procedure was devised to 
correct for this.
Several approaches were assessed in order to correct for gain differences, non- 
linearities and offsets. The problem was acute as the ADCs employed had signif­
icant non-linearities in the lowest 10% of their range, but, for some experiments 
the breakup ions of interest extended into this region.
Each approach was based on elastic scattering measurements. The observed signal 
sizes {H„ and L„) for the two ends of the detector strips were measured for known 
values of the position of the hit along the strip (p). The corresponding values for 
the energy deposited in the detector could be calculated from the known experi­
mental parameters. Known values of p were obtained by only using events at the 
ends of the strips. An older method of calibration used a mask to give events with 
known values of p. This method is described in section 6.3.1 (page 155) and the 
relative merits of the two methods are discussed there.
The first new approach employed a least squares fitting method to deduce the in­
dividual gains and offset corrections for each strip, together with the values of the 
resistors at each end (as a fraction of the strip resistance). The best fit was deter­
mined analytically (see appendix B) which was computationally very fast. The er­
rors in the offsets produced by this method were large if the particle energies only 
spanned a limited range.
In the second method, the offsets were separately determined. A ‘matchsticks’ run 
was performed where a precision puiser was placed on the pre-amplifier inputs. 
The puiser was then run through a set of voltages from 0.1 to 0.9 V in 0.1 V steps, 
then from 1 to 5 V in 1 V steps. The term ‘matchsticks’ refers to the spectrum 
obtained from this run which looked like a series of narrow spikes somewhat like
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a row of matchsticks stood on end. By plotting the puiser input against the ADC 
output, a response curve was obtained for the ADCs. A least squares straight line 
fit was performed to this data and the offsets could be measured from that. Having 
fixed the offset, the other fitting parameters could be determined analytically (as 
described in appendix B).
A more sophisticated variation of this method was also produced. The ADC re­
sponse curve was used to remove the measured non-linearities. This correction 
could be applied to each event. This effectively made all offsets zero. The least 
squares fitting procedure was then applied with zero offsets. Again, this is de­
scribed in appendix B.
The first of these three new methods was used in the JUL94 experiment described 
in chapter 4. The third method was used for the APR94 experiment described in 
chapter 4 and for the experiment described in chapter 5.
3.5 Particle Identification and energy loss cor­
rections
Charged particles, travelling through an ionisable medium, lose energy at a rate 
given by the Bethe formula [42, pages 31-44]
(3.5)dx nieV-
where E is the energy of the particle, % the distance into the medium, v is the ve­
locity of ion, ze is the charge on the ion, N  is the number density of the atoms in 
the medium, Z is their atomic number, ni^ is mass of the electron, e is the charge on 
the electron and / is related to the excitation and ionisation potential of the medium 
and is normally determined experimentally.
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This effect had two influences on the experiments; firstly, it was used to provide 
particle identification; and secondly, it meant that the energy loss of particles at 
various stages of the event had to be calculated and corrected for.
Equation 3.5 can be simplified to show its general behaviour. For a medium in 
which the particles do not lose a significant fraction of their energy, the differen­
tial equation can be replaced by a difference equation. Ignoring the variation in B 
between particles, the equation simplifies to
AE z-
Aa'
Mz^A E  -  ^  (3.6)
where M is the mass of the particle.
3.5.1 Particle identification
As described in section 3.1.1 (page 35), the detectors used in the experiment con­
tained a gas cell. Particles travelling through the gas lost energy in accordance with 
equation 3.5. This energy went partially into ionising the gas. Electrons created by 
this ionisation were collected on the anode grid. The number of electrons created, 
and hence the signal received on the anode grid, was proportional to the total en­
ergy deposited into the gas. This signal thus depended on the Z, mass and energy 
of the particle travelling through the gas. To reach the gas, the particles must have 
passed through the target and, typically, 5 pm of mylar.
By producing a two dimensional plot of anode signal against particle energy on 
exit of the gas cell, a particle identification plot could be produced. An example is 
shown in figure 3.7.
The different particle species detected lay on different loci on this plot. The loci
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Figure 3.7: Sample particle identification plot. This was for an '^O beam incident 
on a "^^ Mg target.
had a shape similar to AE oc 1 as would be expected from equation 3.6. The plot 
was calibrated by using singles data. The locus corresponding to the beam particle 
type was identified by the distinctive elastics peak at its high energy end. Once 
that had been identified, the other loci could be assigned by assuming a change in 
nucleus Z of one per locus.
During event replay, software windows were drawn to include the loci of particles 
of interest. Only events for which the particles lay within the desired locus would 
proceed to further analysis. In this way, events could be selected on the basis of 
the particle species making up the event.
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3.5.2 Energy loss corrections
The particles making up an event travelled through a total of four media before 
coming to rest. They were, in order, the target, the mylar window of the gas cell, 
the gas cell and the silicon detector. The energy losses in each of the materials 
had to be corrected in the analysis. The energy correction was divided into the 
following stages
1. Energy loss of the beam particle in the target before reaction.
2. Energy loss of the final state particles in the target after reaction.
3. Energy loss of the particles in the mylar* window.
4. Energy loss of the particles in the gas cell producing electrons detected at 
the anode.
5. Energy loss of the particles in the gas cell producing undetected electrons, 
the so-called ‘dead space’.
6 . Energy loss of the particles in the silicon strip detector producing undetected 
electron-hole pairs, the so-called ‘dead layer’.
7. Energy loss of the particles in the silicon strip detector producing detected 
electron-hole pairs.
From this list, only the energy loss in items 4 and 7 were directly detected. Pro­
vided that the dead space (5) and dead layer (6) were small their effect could be 
approximated with an effect linear with energy loss in the associated measured en­
ergies. These effects were automatically taken into account in the calibration as the 
effects would affect the calibration runs to the same extent as reaction runs. Hence, 
items 5 and 6 required no explicit correction.
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Items 1,2 and 3 were explicitly calculated for each event. A polynomial fit to dedx 
calculations was used in the data analysis code to calculate the energy loss. The fit 
was obtained with the following method: for each particle species of interest, the 
program dedx was used to calculate the energy loss ( ^ )  as a function of energy. 
For thick media the rate of energy loss altered significantly as a function of dis­
tance. The program dedx also calculated the range of the particles in the medium 
by integrating By taking this range output it was possible to determine the 
energy loss over an arbitrary thickness of medium by comparing the range differ­
ences. That is, the range predicted by dedx for the entrance energy of interest was 
noted and then compared with the calculations for lower energies to find the energy 
that gave a range smaller by the desired thickness. A computer code was written to 
automate this process. The output from this code was input into the program xvgr 
which was used to produce the polynomial fit. An example of the energy loss is 
shown in figure 3.8 along with the polynomial fit used.
3.5.3 AE recalculation
The energy loss calculated by dedx predicted the average energy loss and the actual 
energy loss of individual particles varied around this average value. This effect is 
known as straggling. Where the energy loss was measured, such as in the gas cell, 
the measured signal varied in correlation with the change in exit energy. By adding 
the measured signal back into the particle energy detected in the silicon, the strag­
gling of particles in the gas cell should, in principle, be corrected, however, the 
measured signal from the gas cell suffered from electronic noise which dominated 
over the effect due to straggling.
Whilst the AE resolution was sufficient for particle identification, it contributed 
unreasonably (typically 0.5 to 1.0 MeV) to the overall energy resolution when used
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Figure 3.8: Energy loss predicted by dedx for ions travelling through 3.5 |xm 
of mylar. The 4th order polynomial fit used in the analysis code is also shown.
in add-back mode. Hence in calculating the total energy, the actual AE signal was 
replaced by the value calculated from dedx, thus reducing the AE resolution effect 
to the level of the AE straggling.
3.6 Tests of the hybrid detector gas cells
3.6.1 Introduction
The CH ARISSA gas-silicon hybrid detectors (section 3.1, pages 34) were new for 
this work and a series of experiments were performed to explore the behaviour of
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Figure 3.9: Details of the gas-cell dimensions in the hybrid detector. All measure­
ments are in mm unless otherwise stated,
the gas cell and optimise its performance.
These detectors were described in section 3.1 (pages 34 onwards). A more detailed 
cross-section of a detector is shown in figure 3.9. The experiments were performed 
with a view to finding ways of improving the performance of the detectors.
The effects of all operating parameters have been quantitatively studied during the 
present work and recommendations made for their optimal values [63].
Known problems with the design were :
The grid wires shadowed the detector, reducing its efficiency by 10% per 
grid plane. This gave an overall reduction of 19% for a single detector. With 
2 detectors used in coincidence, the overall reduction was 34%.
The AE signal appeared to vary with position across the detector.
The grid wire shadowing led to dips in angular distribution measurements 
(particularly in singles data) since the grid wires were orientated perpendic-
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Lilar to the reaction plane.
In the following sections, the various tests and analyses are described in turn, and 
the conclusions are summarised in section 3.6.8.
3.6.2 Experiment and analysis description
The experiments involved a series of beams elastically scattered from a gold target. 
A heavy target was chosen to reduce the energy spread of particles entering the 
detector and the scattered energy was essentially constant over the whole detector 
surface.
A systematic variation of operating parameters used beams at three energies 
to study the effect they had on resolution and efficiency. Other runs analysed in­
volved a '"C beam at 45 MeV (April 1994), and a ^ ^^ Ca beam at 190 MeV (Septem­
ber 1993). Data taken in other experiments [20, 17] for the scattering of at 
84 MeV (September 1993) were also analysed for comparison.
The design and performance problems identified were investigated by:
• Using thinner grid wires.
• Removing the shield grid.
• Using a metalised PET sheet instead of a grid.
• Altering grid wire orientation to be parallel to the strips.
• Altering the operating bias.
• Altering the amplifier shaping time.
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Set Detector
Anode grid Shield grid
Wire
Thickness Orientation
Wire
Thickness Orientation
1 1 100 p.m Horizontal 100 jiim Vertical
3 100 p,m Vertical 20 p-m Horizontal
2 1 I |im PET — blank —
3 20 p-m Vertical 20 P-m Vertical
3 1 20 fxm Horizontal blank —
3 20 jim Vertical blank —
Table 3.1: Combinations of grids used in detector tests.
In the main experiment, three sets of runs were performed using different grid con­
figurations. The configurations are summarised in table 3.1. For each configura­
tion, three beam energies were used, namely 31.1,48.6 and 70 MeV. Shaping times 
of 1,2 and 3 p.s and bias voltages of 190, 380, 570 and 760 V corresponding 1, 
2, 3 and 4 V cm“ * were employed. Measurements at 760 V were performed 
only for run set 2 since this was at the verge of electrical breakdown, and the pre­
amplifier was placed at risk. At 48.6 MeV all bias voltage and shaping time com­
binations were tried and the optimum values inferred. For the other beam energies 
the two parameters were varied individually with the other held at its inferred op­
timum.
3.6,3 Analysis procedure
For the off-line analysis, the program divided the plane of the silicon detector into 
pixels. The pixel size was 3 mm in the Y direction (determined by the silicon strip
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width) cind 0.75 mm in the X direction (giving 64 x 16 pixels).
For particles incident in each pixel of the silicon detector, the corresponding AE 
signals were averaged, and the width (standard deviation) of the peak was calcu­
lated. In this procedure, small gas AE signals attributable to noise were discarded. 
The range of channels defining the AE peak was determined by inspection of the 
sum spectrum of all the pixels and then the individual pixels were automatically 
analysed within this window.
For cases when the X-Y position dependence was not specifically being studied, 
the analysis selected a range of pixels at the centre of the detector acceptance (this 
avoided the position variation effects described in section 3.6.7). For analysis of 
signal heights, this area was 4 x 1 pixels ( 3 x 3  m nf ), for analysis of signal resolu­
tions the area was 20 x 5 pixels (15 x 15 mm^). The larger area used in the second 
case was suitable as the width of the AE peak was roughly constant with detector 
position so an averaging could be performed on many points to reduce statistical 
effects. The error in the resolution was estimated, as in the case of the AE value 
itself, by calculating the standard deviation of the individual pixel measurements 
and dividing by the square root of the number of pixels.
3.6.4 Effect of the diameters of the grid wires
The two grid planes in the detectors served different purposes and so could have 
placed different requirements on the wire diameters. The best choice for the shield 
grid was complicated because it could be postulated to operate either as an elec­
trostatic shield plane or as a physical barrier to positive ions reaching the silicon 
detector.
The two main unwanted effects of the grid wires were their reduction of efficiency.
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and their effect on angular distributions. Four main ways of overcoming the reduc­
tion of efficiency and the shadowing were tried :
• Using thinner grid wires. Going from 100 p,m wires to 20 |im wires would 
reduce the effect per grid plane from 10% to 2%. This would reduce, but not 
eliminate, the shadowing.
• Removing the shield grid. This would halve the efficiency loss in the detec­
tor, and also halve the number of shadows,
• Using a metalised PET sheet instead of wires. This would remove the shad­
owing entirely, but at a possible cost to resolution due to straggling in the 
PET sheet.
• Altering the wire orientation to be horizontal (parallel to the strips). This 
would have no effect on the efficiency, but since the strips were 3 mm wide, 
any shadowing should be undetectable and angular measurements would be 
undistorted.
Each of these changes had the anticipated effect on the shadowing, and presum­
ably on the efficiency. The shadowing from the 20 jim wires when orientated ver­
tically was barely detectable, but still at a level that affects angular distribution 
measurements. Dips in the position spectrum were observed to be approximately 
7% for the whole, gain-matched detector. With horizontal wires or the PET anode 
no shadowing was seen.
The effects of various grid configurations on the AE signal are discussed further in 
section 3.6.7.
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Figure 3.10: Comparison of predicted and measured AE loss for run set 3.
3.6.5 Linearity of AE measurement
The measured signal height for AE was plotted against the predicted energy loss 
calculated with dedx and found to show excellent linearity (see figure 3.10).
The offsets for the two telescopes were 60.0 and 42,2 channels respectively. These 
correspond to 0.98 and 0.58 MeV. The offsets were attributed to either offsets in 
the ADCs, or base line effects in the amplifiers.
3.6.6 Shaping time and bias voltage effects
The effects of the shaping time and bias voltage on the height and resolution of the 
AE signal were investigated. Only the central portion of the detector was used for
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Figure 3.1 la: Signal height variation. Figure 3.1 lb: Signal width variation.
Figure 3.11: Variation of signal height (a) and width (b) with shaping time and bias 
voltage. The values for the width in the figure are standard deviations.
this analysis. Since the calibration of the spectrum was dependent on the operating 
parameters, the peak widths obtained in the analysis were expressed as a percent­
age of the signal height. Note that this quantity is, apart from a constant factor, 
the resolution in keV. Sample results are shown in figure 3.11. In the figure, the 
labels ‘T F  and ‘T2’ refer to measurements made in telescope 1 and telescope 2 
respectively. The voltage measurements in the figure refer to the anode voltage 
with 190 V being equivalent to 1 V cm “ ' T“ '.
It was found that the signal height at 1 ps tended to be lower than at the other shap­
ing times. Under these circumstances the peak width (measured as a percentage of 
signal height) also increased, but by more than would be expected simply from the 
reduction in height. That is, the width measured in channels got worse.
Similarly a bias of 1 V cm“ ' x"' (that is, 190 V absolute) performed poorly com­
pared to the other biases. The tendency towards degraded resolution was particu­
larly evident for 1 ps and 1 V cm“ ’ x“ ’ used together.
It is deduced that, particularly at 1 V cm~' x“ ', the charge collection time for the 
signal was comparable to 1 ps. This meant that not all the charge was being col­
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lected, directly giving the reduction in signal height. The increase in peak width is 
also explained if not all the charge was collected as statistical fluctuations would 
be relatively more important.
The resolution performance does not distinguish between 2 and 3 ps, or between 
2, 3 and 4 V cm" * x " ‘. However, the higher biases are fraught with other dangers. 
During one run (in run set 2) at 4 V cm" * x" *, a pre-amplifier was damaged by 
electrical breakdown and had to be replaced. On a separate experiment, running at 
approximately 3 V cm" ' x" ', the AE detector was seen to fire continuously until its 
bias was reduced. This was attributed to micro-discharges. With regard to shaping 
times, the choice of a 3 ps shaping time, is rejected in preference to 2 ps as there 
is a larger probability of pileup at 3 ps.
It may be noted that when the damaged pre-amplifier was replaced in the experi­
ment, as mentioned above, the signal height was seen to increase and the relative 
signal width decrease by the same factor. This meant that the width in volts stayed 
constant when the pre-amplifier was replaced and was noise dominated (see also 
section 3.6.7).
The recommended operating parameters are the lowest bias voltage and shaping 
time that give no reduction in the performance. On the basis of the present obser­
vations, these are 2 ps shaping time and 2 V cm"* x" ' bias.
3.6.7 Position variation
Variation of signai height
The variation of the AE signal with position was investigated. The effect of bias 
voltage, shaping time and grid configuration was analysed. The signal height was
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measured as a function of detector position and these measurements were used to 
build up a 3 dimensional surface showing the variation of signal height with posi­
tion. This surface had a characteristic ‘armchair’ shape with ridges at 3 edges of 
the detector, and a sharp fall-off towards the side of the detector where the grids 
were supported. An example of this surface is shown in figure 3.12. This surface 
has been smoothed for display purposes so that statistical fluctuations do not ob­
scure trends.
The main features of these surfaces were studied by examining orthogonal slices 
through the centre of the detector. The slices were either across the strips (vertical 
slices) or along a strip (horizontal slices). Vertical slices showed a ‘U’ shape across 
the centre of the detector with evidence of a ridge and subsequent fall-off at the 
edges. The ridges were within 3 mm of the edges of the detector. Horizontal slices 
showed a similar ridge at one edge of the detector, with the other end showing a 
monotonie fall-off at the extreme edge, this latter edge being the one closest to the 
grid supports. Examples of these slices are also shown in figure 3.12.
In order for a comparison to be made between different runs, the surfaces were 
normalised by dividing by the height of the central point of the detector. The major 
effect seen was that for runs without a shield grid the height of the ridge was about 
8%, whereas, for those with a shield grid it was closer to 4%. A more detailed 
summary is given in table 3.2. It is worth noting that for both runs in run set 1 
with a bias voltage of 1 V cm"* T~* the variation was much closer to the values 
of reference [17] than the other runs. These measurements indicated that 20 pm 
shield grids were as effective as 100 pm grids in reducing the ridge height. Slices 
showing the variations are included in figure 3.13 and are discussed below.
The height of the ridge was independent of shaping time and bias voltage, depend­
ing only on the grid configuration. The fall-off outside the ridge additionally de-
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Figure 3.12: Example signal height surface showing the characteristic armchair 
shape (2 jis and 2 V cm "' x"' with a 20 p.m anode grid and no shield grid). Note 
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Figure 3.13: Armchair slices for various grid configurations and bias voltages. Ad­
ditional information can be found in table 3.2. Curves labelled “Curtis data” refer 
to reference [17].
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pended on bias voltage. For the same grid configurations, the 2 detectors showed 
nominally the same height ‘U’ shape, but showed different fall-offs outside the 
ridge.
It should be pointed out, that there was an expected geometrical effect due to path 
angle through the gas that would have a ‘U’ shape. This effect was easily calcu­
lated and was 1 % if the detector was 170 mm from the target, or 0.5% if the detector 
was 240 mm from the target.
The main experiment, including the data for figure 3.13, was performed with an 
beam, 76 T of propane and the detector 170 mm from the target.
Additional measurements of the armchair have been performed on other experi­
ments. These are summarised on table 3.2 along with the results from the main 
experiment. Briefly, data for'^^^Ca ions (5 times the energy loss) and ions 
(0.5 times the energy loss) were consistent with the results already discussed, tak­
ing into account the appropriate grid configurations.
The smallest armchair effects observed were 1-2%. There is no clear association 
with any operating parameter, although both runs were with a relatively reduced 
electric field. In particular, the "^ ^Ca data (3 ^ %  effect) were taken under identical 
conditions as the data of reference [17] (1-2% effect). Note that the results shown 
for the Curtis data [17] are for a re-ana]ysis using codes from the present work and 
agree with the original analysis.
Variation of AE resolution
It is worth noting that the intrinsic resolution of the AE signal (that is, the width 
with the systematic position variation removed) varied between 3% and 6% stan­
dard deviation, or 7% and 14% FWHM (as illustrated in figure 3.11). For the 2 p.s.
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Date/Set
Beam Pres­
sure
X
Shield
grid
|xm
Bias 
V cm“ ' 
x~'
AE
MeV
Effect
%
Particle Energy
MeV
Apr 94/1 I6q 48.6 76 100 2-3 7.7 4
Apr 94/1 I6q 48,6 76 100 1 7.7 1-2
Apr 94/2 16q 48.6 76 20 1-4 7.7 4-5
Sep 93 ^C a 190.0 120 100 1.7 38 3-4
Sep 93 •2c 84.0 120 100 1.7 4 1-2
Apr 94/3 IÔQ 48.6 76 None 1-4 7.7 8
Apr 94 >2C 45.0 60 None 2.5 3 8
Table 3.2: Summary of AE position variation results.
2 V cm "' T" ' settings on run set 3 (see table 3.1), the intrinsic widths at half maxi­
mum were 12% for telescope 1 and 7% for telescope 3. The overall widths, which 
include the position variation were 15% and 13% FWHM. These are roughly con­
sistent with what would be expected for adding the ±4% position spread to the 
widths. These figures show that only a limited degree of improvement in AE res­
olution can be obtained if the position variation is corrected in the analysis. No 
satisfactory explanation has yet been found for the position dependence of the AE 
signal which seems to contradict naïve predictions based on electric field profiles.
The observed widths were also compared to those calculated for straggling of ions 
in the gas. Using the program strag the straggling of ions in 76 x propane was 
calculated to be 0.18 MeV FWHM out of an overall energy loss of 8.3 MeV (note 
that this disagreed with the dedx calculation of 7.7 MeV). This FWHM was 2% of 
the total energy loss which is much smaller than the 7% and 12% intrinsic FWHM 
seen. This suggests that the AE width was dominated by electronic noise. The
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electronic noise was deduced to be at least 0.5 MeV and generally in the range 0.5- 
0.8 MeV FWHM depending on the pre-amplifier and cabling. These results were 
obtained with pre-amplifiers outside the vacuum chamber and approximately 2 m 
of cable between the detector and pre-amplifiers due to access constraints. These 
are also the normal conditions for experimental use of the detectors.
3.6.8 Summary
A summary of the main conclusions drawn is :
• The AE signal is linear with energy deposited in the gas cell.
• From the intrinsic width measurements, the optimum operating parameters 
for the gas cell were 2 V cm~’ bias and 2 }is shaping time.
• There is a variation in the AE signal with position in X and Y showing a 
characteristic armchair shape.
• The AE variation with position is compaiable in magnitude with the intrinsic 
resolution (that is, the resolution with the systematic variation removed).
• Grid configuration has no effect on intrinsic resolution or signal magnitude.
• Shaping time and bias have little effect on AE variation with position.
• Removing the shield grid roughly doubles the AE variation with position.
• Isolated examples of data showing a very small position dependence for AE 
tend to correspond to reduced field strengths (< 2 V cm“ ' x~*).
• The AE intrinsic width is dominated by electronic noise under the usual op­
erating conditions.
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3.7 Event reconstruction
Event reconstruction was divided into three stages: first, the kinematic reconstruc­
tion of the momentum vectors of the detected particles; second, the deduction, us­
ing conservation of momentum, of the total momentum of any undetected parti­
cles; and thirdly, the physical interpretation of the results in terms of excitation 
energy of the breakup particles.
3.7.1 Momentum vector determination
Sections 3.4 and 3.5 described the calibration and correction procedures necessary 
to obtain real particle energies. To determine the momentum vector of a particle, 
it was necessary to know the direction of travel of the particle in addition to its 
energy.
The straggling effect described in section 3,5, could alter the direction of travel of 
particles, but, on average, this had no effect other than to increase the error in the 
measured angle.
A spherical polar coordinate system was chosen for the analysis. It was necessary 
to derive expressions for the spherical angles 0 and (j) from the location of a hit 
on a detector. Figures 3.14 and 3.15 show the geometry of the detector system. 
The notation used in the following derivations is that the position of the hit on the 
detector is (x,y). The (0,0) position of detector hits is defined to be the point on 
the detector at which a line to the target would be perpendicular to the detector 
surface. Note that this definition means that the (0,0) point may not be the centre 
of the detector, although it was for all the experiments discussed in this thesis. The 
angle (j) is defined so that the detector location (0,0) lies on the ^ = 0 plane. The
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Figure 3.14: Three dimensional view Figure 3.15: Plan view of detector hit
of detector hit geometry. geometry.
detector-target distance is denoted R, the angle the target-(0 ,0) line made with the 
0 =  0 axis is denoted a . The distance from the hit position to the 0 =  0 axis is I 
and d, x \ , r\ and 5 are defined as in the figures.
By construction the following relationships can be determined
d
tan(j)
I
8
z
tanO
x\ -h/'i = xcosa-l-/?sina ,
J'
c /’
\ / 5 2 + ^ ,
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Equations 3.8 and 3.12 were the ones used in the analysis codes to reconstruct the 
momentum vector direction of the particles.
3.7.2 Undetected particle energy calculation
For an experiment in which only two of three final state particles were detected, it 
was necessary to determine the energy of the undetected particle. Since the mo­
mentum of the detected particles could be calculated and the momentum of the 
beam was known, the total momentum of any undetected particles could be de­
duced. Denoting the detected particles with the subscripts I and 2, the beam par­
ticle with h and the total for all undetected particles with w, p„ is given simply by
P u  =  Pi) -  P i  -  P 2  (3 . 13)
The mass of the undetected particles was known as the mass of the detected par­
ticles had been inferred from the Z measurement with the particle identification 
plots. Due to the dominance of A =  4n nuclei, all carbon ions were assumed to be 
mass 12, all oxygen ions to be mass 16 etc. If all the undetected momentum was 
carried by one particle, then the kinetic energy of this particle (denoted by subscript 
3) was given by ^
£3 =  ; ^ .  (3.14)
3. Experimental considerations_______________________________________ 74
3.7.3 Total energy calculation
The total energy calculated for the final state is denoted Efot- is given by
^tot =  +  E? +  (3.15)
E ], Eo and E^ refer only to the kinetic energy of particles. From conservation of 
energy, it is known that the total energy in the entrance channel must equal the total 
energy in the final channel, hence
Q =  ^tot +  (3.16)
where Y^Ex is the total excitation energy trapped in the final state fragments. This 
equation can be rewritten as
£ to t =  E/. +  e - X £ x .  (3.17)
Since, for any given reaction, Ej, and Q are fixed, E^qi is correlated with the excita­
tion energy trapped in the fragments. A sample plot of Ejot is shown in figure 3.16.
The spectrum in figure 3.16 shows three peaks at 156.1, 152.7 and 147.3 MeV. The 
Q-value for this reaction was -13.93 MeV. Thus Y  Ex can be calculated as 0 MeV,
4.4 MeV and 8.8 MeV. Therefore, for the highest energy peak, all the final state '^C 
nuclei must have been in their ground state. For the other two peaks, respectively, 
one and two nuclei must have been in the first excited state of '^C which lies at
4.4 MeV. The peaks are labelled according to the number of ground state nuclei, 
thus the peak at 156.1 MeV was referred to as the Qggg peak. The other two were 
the Qgg and Qg peaks.
Also on the spectrum, a large background can be seen at lower energies. This 
was interpreted as due to a combination of effects. Firstly, final state *“C nuclei 
may have been in states other than the 4.4 MeV state. The states become much
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170 MeV
more closely spaced after4.4 MeV making it difficult to resolve peaks. The second 
major effect came from 4 body final channels where the relation in equation 3.14 
breaks down, and the Q-value of the reaction changes.
3.7.4 Further analysis
Further analysis techniques are described as needed in the chapters in which they 
are used. Section 4.4.1 (page 96) discusses comparing measurements made in dif­
ferent laboratory frames. Section 5.3.4 (page 112) describes relative energy and
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excitation energy calculations. Section 5.4,1 (page 137) discusses spin determina­
tion and sections 6.3.4 (page 161) and 6.3.4 (page 164) discuss total kinetic energy 
and angular distribution measurements for two body final channels.
Chapter 4 
Angular distribution 
measurements of the symmetric 
fission of ^^ Mg
4.1 Introduction
As described in the introduction to this thesis, the scattering of "^^ Mg from 
has been observed to produce states in “^^Mg that decay by symmetric fission into 
'"C+'-C [30,35] and states that decay by near symmetric fission into '^O+^Be [35, 
54]. The special states that decay into large clusters are of particular spectroscopic 
interest [48] and it would be useful to study them systematically. Hence the reac­
tion mechanism is of interest not just for the theoretical models, but also in order 
to assist in planning future experiments.
At the commencement of this work, there was some limited information about the 
angular distribution for ’-C(^'^Mg,'^C'“C)’^ C [30]. These data showed that the
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yield was very forward peaked with ^  falling by a factor of 100 between 0* of 0° 
and 20°. There was information up to 40°, but the errors were large beyond 20°. In 
particular, there was no information at backward angles in the centre of mass frame 
where different reaction mechanisms are likely to exhibit very different behaviour.
In the study of the energy systematics [39], the predictions of four reaction mech­
anisms were compared to the experimental results. The four reaction mechanisms 
considered were: firstly, a compound statistical process; secondly, a compound 
resonant process; thirdly, an inelastic coupled-channels excitation; and fourthly, 
direct transfer. The statistical model calculations were performed with the 
computer code STATIS [64], which uses Hauser-Feshbach formalism and assumes 
the reaction proceeds through a fully equilibrated compound nucleus. These calcu­
lations did not match the experimental results and a statistical fission-evaporation 
process was rejected. The resonant model calculations followed a suggestion by 
Rae and Merchant [58]. In this model, the reaction proceeds via resonant states in 
'^ (>Ar which are part of a 3:1 deformed band. The states are 50-70 MeV above the 
particle decay threshold and are thus their widths are expected to be several MeV. 
The STATIS output was adapted to select the appropriate resonant par tial waves for 
each incident energy. The results of this calculation did agree with the measure­
ments. The inelastic coupled-channels calculations were performed with the com­
puter code FRESCO [66] assuming a direct excitation of "^^ Mg from the ground 
state rotational band into a band based on a 3:1 state and consistent with the band 
postulated by Fulton et ai [33]. Parameters for the calculations were taken from 
experimental data in the literature. These results also agree with the experimental 
energy dependence. The final calculations used the computer code CHUCK [44] 
to perform calculations assuming a direct ' “C transfer from the "'^Mg to the ' “C 
and failed to match the observations.
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In summary, the energy dependence of the "^^ Mg breakup reaction as measured in 
reference [39] is consistent with either a resonant or a direct inelastic excitation 
process.
Due to the kinematics, the laboratory energy of particles from events with high 0*, 
particularly 0* > 90°, was very low making them difficult to detect. Also due to 
kinematic effects, the efficiency of detection dropped as the angular range moved 
towards 0  ^=  90° from 0* =  0° and 0* =  180°. This was a effect from the re­
duced range of (])* spanned by a detector. Most reaction mechanisms also predicted 
a fall off in cross section towards 0* =  90°, this made it difficult to distinguish be­
tween reaction mechanisms by looking at the small angular range (0* =  0- 20°) that 
could be extracted from the original experiment. Additionally, the statistics were 
too poor to gate on a particular state to extract a detailed plot of yield against 0* 
to give the positions of minima in the cross section. However, the different reac­
tion mechanisms gave different predictions for how the reaction yield would differ 
at 0* =  180° from that at 0* =  0°. Broadly speaking, compound nuclear models 
predicted a cross section that would be symmetric about 0* =  90°, whereas direct 
reaction mechanisms tended to predict very asymmetric distributions.
It was decided that an experiment would be performed to measure the reaction 
mechanism close to 0* =  180° as that would allow the two extremes of the angular 
distribution to be known. In order to achieve this experimentally it was necessary 
to interchange the beam and target nuclei and study the forward angles in the re­
action -"^Mg('^C,^^C'^C)'^C. The same kinematic effect that lowered the energy 
of particles from backward angle events in the original experiment boosted the en­
ergy with the reversed kinematics making them easier to detect and identify. This 
effect also focussed the particles reducing the lab angular range they spanned in­
creasing the detection efficiency. Other experimental parameters were chosen to
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ensure that the new measurements would be directly comparable with the ‘forward 
angle’ experiments that used a ‘^^ Mg beam.
4.2 Experimental details
4.2.1 Experimental parameters
The experiment was designed to give results directly comparable with the forward 
angle experiment. In order to do this, one of the forward angle experiments per­
formed by Freer et al [30] was chosen as a reference. The experiment chosen was 
the 170 MeV data set from his MAYS9 experiment as that experiment had the best 
statistics. The experimental parameters for those measurements are shown in ta­
ble 4.1 and were taken from reference [30], The cross section averaged over the 
entire angular range spanned by the detectors was 1.07±0.12 mb sr~“ (this was 
incorrectly calculated in the original reference [28]).
Beam energy
To ensure that the measurements made in this work were comparable with the pre­
vious forward angle measurements, it was necessary to ensure that the experiment 
was performed at the same centre of mass energy. The beam energy of the MAY89 
experiment was 170 MeV which corresponds to an energy of 56.67 MeV in the 
centre of mass frame. To give the same centre of mass energy, a beam energy of 
85 MeV was used for the reversed kinematics experiments.
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Reaction '2C(2^ Mg,‘2C*2c ) '2c 24Mg('2c,‘^ C '2c)'2c
Data Set MAY89 APR94 JUL94
Beam energy (MeV) 170 85 85
Detector position (a) IT 24’ 22° 22°
Detector position (b) -12°27’ -22° -22°
Detector size (mm) 10 X  10 50 X  50 50 X  50
Detector-target distance (mm) 120 170 170
Beam particle 2 4 M g •2C ‘2C
Target material '2C 2 4 M g 2^ Mg
Target thickness (fig cm~2) 400 30 289
Integrated beam current (mC) 3.11 — 2.59
Cross section (mb sr"^) I.07±0.12 — —
Table 4.1: Summary of parameters and results for the MAY89 experiment with 
a “"^ Mg beam together with the present parameters. The present experiment was 
designed to be compared with the MAY89 experiment.
Detector angles and distances
Using the computer code RPS, the detector angles were chosen to encompass the 
equivalent centre of mass angular region as the MAY89 experiment. The detectors 
used were 50 mm x 50 mm, much bigger than the 10 mm x 10 mm detectors used 
on the MAY89 experiment. This easily compensated for the much poorer kine­
matic focussing in the present experiments. The detectors were placed as close to 
the target as was possible without significant loss of angular resolution which was 
important for measurements of excitation energy. Measurements of the intrinsic 
detector position resolution [49] suggested that the angular resolution would be 
sufficient at a distance of 170 mm to give an excitation energy resolution compa-
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ruble to the M AY89 experiment. Simulations [ 18] show that angular resolution has 
little effect on Q-value spectra, the dominant effects being the beam and fragment 
energy loss in the target and the energy resolution of the detectors.
Target choice
Thick self-supporting targets can be made from magnesium. This eliminates the 
possibility of contamination from the reaction which is known
to have a large cross section. A thick target also, obviously, increases the rate 
of good events. Using a thick target would, however, give a degradation of the 
excitation energy spectrum due to energy and angular straggling of ions passing 
through the target. In particular, angular straggling in thick targets can be one of 
the dominant effects leading to degraded excitation energy resolution. Targets thin 
enough to avoid this problem cannot be made self-supporting. Initial measure­
ments were made using a thin magnesium target on a carbon backing (30 fig cm“ “ 
on 10 fig cm“ )^ which, it was hoped, would give good excitation energy resolu­
tion. Subsequent measurements employed a thick self-supporting magnesium tar­
get (289 fig cm“ ^) as a compromise because the earlier data indicated that the re­
action yield was low and that the carbon contaminant might cause difficulties.
Gas pressure
Kinematics calculations were performed prior to the experiments to determine the 
lowest energy particles that could be produced by the reaction. This lowest energy 
was 16.8 MeV. It was necessary to choose a gas pressure such that these lowest en­
ergy particles could reach the surface of the silicon detector with enough energy so 
that both the high and low signals could overcome the amplifier thresholds. From
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previous experiments, it was known that particles needed to deposit at least 5 MeV 
in the silicon detector to overcome the thresholds. There was a choice of mylar 
thickness for use on the front window of the gas detector of 5 pm or 3.5 pm. The 
thinner windows weie chosen to reduce the energy lost by particles in the mylar. 
Since these windows were thinner, and therefore weaker, than the 5 pm windows, 
extra care had to be taken in mounting them on the detectors and when pumping 
gas in and out of the detectors.
dedx was used to calculate the effect of gas pressures on the energy lost by ions in 
the detectors. A gas pressure of 60 T was chosen. The figures obtained were that in 
order for carbon ions to have 5 MeV of energy on exit of 5 cm of 60 T propane gas, 
they must have had 11.7 MeV on entry of the gas which corresponded to 14.6 MeV 
before entry of the mylar. Allowing for the worst case energy loss in the thick tar­
get, the ions must have had 15.8 MeV on emission from the reaction. Checks were 
performed to ensure there was a sufficient safety margin to allow for calculation 
inaccuracies, window distortion under pressure and window thickness variation. 
Allowing for a 10% increase in the values predicted by dedx gave a cutoff value 
of 16.5 MeV.
Thresholds
In the electronics, there were two thresholds that could be set. One was on the 
amplifiers and one in the ADCs. These thresholds interacted to determine which 
events were recorded.
The linear amplifiers used for this work were constructed especially for the 
CHARISSA projects [16]. They produce a bipolar output shaped with 1.5 ps inte­
gration and differentiation times, and a discriminator output determined by a 
threshold set on the output of a fast amplification stage. In order for the ampli-
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fier to produce a logic signal to be passed into the event selection logic, the fast 
output must exceed its threshold.
Since, as described in section 3.2 (page 41), the input into the event selection logic 
is the logical or of the amplifier logic outputs, the event selection logic can be trig­
gered if the signal at either end of a strip exceeds the threshold. If the event se­
lection logic selects an event to be recorded, then it gates the ADCs to read the 
amplifier bipolar outputs. ADC inputs below the ADC thresholds are not recorded 
to avoid recording noise. During the off-line sorting, only events in which both 
ends of a strip had ADC values recorded could be reconstructed.
If the amplifier thresholds were set too low, then events recorded would be dom­
inated by noise events. If they were set too high then events would be lost if nei­
ther strip end was over threshold. If the ADC thresholds were set too low then 
some ADCs recorded would be noise, however, the ADCs were only read when 
a strobe out was generated, so provided the amplifiers were not firing on noise, 
all this would mean is that events recorded would have some extra ADC values in 
which were noise enlarging the events. These noise values could then be removed 
during off-line sorting by applying a software threshold. If the ADC thresholds 
were set too high, then if either strip was below threshold, it would not be possible 
to reconstruct the event.
To summarise, a valid event is lost if both signals are below the amplifier threshold 
or if either signal is below the ADC threshold. Using an example, suppose the 
lowest energy ion that needed to be recorded had an energy of 5 MeV on entry of 
the silicon detector (for *^ C this corresponds to approximately 15 MeV on entry 
of the mylar window). For the settings of the JUL94 experiment this would have 
produced a total output from the amplifiers at both ends of about 0.6 V (assuming 
all amplifier gains were the same). If the hit occurred at the middle of the strip then
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the outputs would be 0.3 V and 0.3 V. If the hit occurred at one end, and using the 
actual values of the bias resistors (1 and the strip resistance (3 kQ), then the 
amplifier outputs would be 0.12 V and 0.48 V. The maximum level of the noise 
on this experiment was at an level equivalent to an input pulse that would produce 
a 0.18 V output pulse (though the rms. noise level was much lower). Setting the 
amplifier thresholds below 0.18 V would produce some noise events, however, to 
ensure that 5 MeV ions would be recorded wherever they hit the strip, the amplifier 
thresholds only need to be below 0.3 V. In comparison, the ADC thresholds would 
need to be below 0.12 V. This would result in some ADCs in each event containing 
noise, but this could be identified in the off-line analysis.
In practice, an oscilloscope was employed to help set the amplifier thresholds so 
they were just firing on noise, and the ADC thresholds were reduced to a value 
below the lowest possible signal from the lowest energy particle of interest.
During off-line analysis, it was required that at least one strip end was over the 
threshold in the sorting software of 150 channels (equivalent to 0.18 V) for the 
event to be sorted. This software threshold was chosen by examining the raw ADC 
signals from all strip ends to determine where the noise level was. This method 
allowed the ADC that had recorded noise to be removed from the event without 
discarding events in which one end of a strip was below the software threshold.
Event selection
The APR94 experiment was only set up to detect the “‘^ Mg('^C,'^C'“C)'^C chan­
nel. That experiment used event selection logic as shown in figure 3.5 (page 44). 
The JUL94 experiment was set up to, in addition, detect the “^ Mg('“C,'^’O^Be)*“C 
channel with the and ^Be being detected. ^Be is unstable and decays to two 
alpha particles in fiight. Due to the segmented nature of the detectors, it was pos-
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Figure 4.1 ; Event selection logic used in the JUL94 experiment.
sible to detect a ^Be as coincident hits of 2 alpha particles in different strips of a 
single detector. Since alpha particles have a low charge, they do not produce sig­
nificant ionisation in the gas cell and so do not usually produce a gas signal. These 
features necessitated additional event selection logic. The logic used is shown in 
figure 4.1.
The extra logic had to identify candidates for events in which two strips fired in 
one detector with or without a gas signal and one strip and the gas cell fired in the 
other detector. In practice, it was simpler and sufficient to identify events in which
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3 or more strips fired out of all 32 strips in the two detectors in coincidence with a 
heavy ion in one detector.
For each silicon detector, the 32 strip end signals were ‘OR’-ed together in pairs 
to produce 16 signals, one for each strip. These signals were routed two ways. 
In one path, the 16 signals were ‘OR’-ed together to produce a signal if any strip 
fired. This signal was routed into a coincidence unit with the gas cell signal for that 
detector to produce a signal if the gas cell and any strip had fired together, that is, if 
a heavy ion had hit that detector. In the other path, the 16 strip signals were routed 
into a multiplicity unit along with the 16 strip signals from the other detector. A 
multiplicity unit produces an output signal if N or more of its input signals are high 
at the same time (the value of N is set on the front panel). In this experiment, the 
value of N was set to 3.
As with the event selection logic described in section 3.2 (page 41), the heavy ion 
signals were scaled down to allow some singles data to be taken to tape, and the two 
heavy ion signals were routed through a coincidence unit to produce a strobe for si­
multaneous heavy ion hits. In this experiment, an additional strobe was produced. 
The two heavy ion signals were ‘OR’-ed to produce a signal if either detector had 
detected a heavy ion. This signal was taken in coincidence with the signal for any 
3 strips firing to produce a strobe for candidates for '^O+^Be events. These four 
strobes were ‘OR’-ed together with the puiser strobe (not shown on the diagram) 
to produce the strobe in signal passed to the event controller.
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4.3 Results
4.3.1 Calibration
The APR94 experiment was calibrated using the method detailed in section 3.4 
(page 49) and appendix B where the matchsticks data were used to produce an 
ADC response curve. The experiment was performed directly after the experiment 
described in chapter 5. The same detectors and electronics were used, merely the 
beam and target changed, thus it was not necessary to recalibrate between experi­
ments. The data described in chapter 5 were taken first, then the data described in 
this chapter. The calibration beams were 45 MeV and ’^ O on '^^Au, -^Al and 
'^C targets. Only the '^C beam data was taken both with and without gas in the 
detectors, the '^O beam data was taken only with gas in the detectors. In addition, 
elastics data from one of the reaction runs for the experiment described in chap­
ter 5 (77 MeV '^O beam on a ' “C target) were used in the calibration to extend the 
energy range of the particles used for calibration.
The JUL94 experiment was calibrated using the method detailed in section 3.4 
where all the parameters were fitted simultaneously. The calibration runs used 
were 30.6 and 54.4 MeV *^ C beams on *^^Au, ~^ A1 and '^C targets. All runs were 
performed both with and without gas for a total of 12 calibration runs.
Particle identification
As discussed previously in section 3.5.1 (page 52), the ion species could be iden­
tified by plotting the AE energy loss signal from the gas cell against the energy 
deposited in the silicon detector. Figure 4.2 shows that ion species with adjacent 
values of Z were clearly resolved, and in particular, the ’“C and ions of interest
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Figure 4,2: Particle identification spectrum for telescope 1 from the JUL94 experi­
ment. There was only one strip with extra counts in this detector (see section 4.3.2).
could be easily selected.
The carbon locus extends up to the elastic scattering peak at 76 MeV (85 MeV 
' “C ions scattered of ""^ Mg at 22° have an energy of 79 MeV and lose 1 MeV in 
the mylar and 2 MeV in the gas).
4.3.2 Amplifier saturation effects
As a routine check on the calibration procedure, plots were produced of energy in 
the silicon detector versus position along the detector strip. For the JUL94 data, an
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Figure 4.3: Montage of energy vs position plots for the JUL94 experiment
unusual effect was noticed. The effect only appeared on the plots for some strips. 
Examples of the plots are shown in figure 4.3, for three strips with the problem and 
one without. The strips that showed the problem were strip 5 on telescope 1 and 
strips 2, 3, 4, 5, 6, 7, 8, 11, 13, 14 and 15 on telescope 3. As can be seen from the 
examples in figure 4.3, a band of points runs across each strip with the problem. 
The band is in a different position on each strip.
A comparison with strips not showing the extra band indicated that the band of 
points was in addition to the expected events. On investigation, several other fea-
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tures were noted about these extra points. The extra events were dominated by 
singles events, and appeared in the coincidence spectra only by random chance, as 
confirmed by the TDCs. The extra events had a AE signal appropriate to a heavy 
ion (as opposed to an alpha particle). Plotting the raw high end ADC signal against 
the raw low end ADC signal (here ‘raw’ means just the numbers recorded to tape 
with no corrections) gave a plot which also showed the extra events, indicating that 
they were not a feature of the calibration method.
It eventually became apparent that the particles giving extra events were elastically 
scattered beam particles. For this experiment, the gains on the amplifiers had been 
set high so that low energy particles of interest could exceed the ADC thresholds, 
and be recorded more accurately, partially due to an improved signal to noise ratio, 
partially as the signals would be out of the range where the ADCs showed signifi­
cant non-linearity and partially as the increased dispersion would reduce digitisa­
tion noise. They were set so high that elastically scattered beam particles produced 
signals that exceeded the range of the amplifiers except where the particles hit the 
middle of the strip. When an elastically scattered beam particle hit away from the 
centre of the strip the signals were distorted. The mechanism for this is still unclear, 
candidates are that one amplifier saturated, or one ADC input was out of range, or 
possibly, due to the leading edge triggering used for timing, the timing gates trun­
cated one signal. For any of these reasons, the event was then recorded with an 
incorrect value for that strip end and during reconstruction, these events would be 
mapped to the wrong energy and position giving the extra events seen in the plots.
To test this theory, a computer code was written which modelled this process. A 
set of positions was taken along a strip. The energy of an elastically scattered 
beam particle hitting this position was calculated. The high and low end signals 
were then calculated. These values were modified by assuming a response for the
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amplifier-ADC system for out of range signals. For example, when modelling the 
timing gate truncation possibility, a signal shape was assumed (Gaussian and para­
bolic were tried), the time when the signal exceeded the leading edge trigger was 
calculated, and the maximum value of the signal before the timing gate closed was 
calculated. With this model, the value of the trigger and the gate length could be 
adjusted. The new ADC values were then reconstructed to an energy and a posi­
tion using the same method used in the off-line analysis. The shape of this plot was 
qualitatively the same as those seen in the data (an example is shown in figure 4.4). 
By adjusting the response of the amplifier-ADC system in the code it should be 
possible to reproduce the data better, however, this would be an arbitrary adjust­
ment.
The results of the modelling, taken in addition to the timing information mentioned 
above, were good enough to allow the extra data points to be ignored and to give 
confidence that none of the reaction events were lost, which was the point of real 
concern. No special action was taken to remove the extra points as the normal co­
incident requirements were sufficient to remove them.
4.3.3 spectra
Using the particle identification, events were selected with '^C ions in both detec­
tors. The TDC spectra were used to reduce the number of random coincidences. 
Analysis then proceeded as described in section 3.7 (page 71) and total energy 
(Etot) spectra were produced.
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Figure 4.4; Modelled energy vs position response for distorted amplifier signals. 
This plot is for the timing gate truncation possibility. This plot should be compared 
to those in figure 4.3.
APR94 experiment
Analysis of the data from the APR94 experiment yielded the E^ot spectrum shown 
in figure 4.5. The spectrum showed some features near where the Q-value peaks 
were expected (71.1, 66.7 and 62.3 MeV) as marked on the figure, however, the 
features appear to be unresolved broad peaks. Initially it was suspected that this 
was a calibration problem, but further analysis determined that these features arose 
because the magnesium target had oxidised. By assuming the '^ ’0 ( '^C ,’^C*^C)a 
reaction had occurred, the E^ot spectrum shown in figure 4.6 was produced. The 
£”(ot peaks at 77.8, 73.4 and 69.0 MeV are clearly resolved and at the correct en-
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ergies for the reactions on oxygen tai'get nuclei. This is the same reaction as mea­
sured in chapter 5, but with reversed kinematics. The centre of mass energy for 
this measurement is equivalent to performing the experiment in chapter 5 with a 
beam energy of 113 MeV.
The yield in this experiment was thus dominated by reactions on the oxygen target
contaminant. No evidence was seen of Q peaks from the
reaction.
JUL94 experiment
For the JUL94 experiment, new magnesium targets were made shortly before the 
beam was available and then stored and transported under vacuum until they were 
loaded into the chamber. This was done to prevent the magnesium oxidising.
The E^q[ spectrum from the experiment is shown in figure 4.7. The Qgg peak is 
clearly visible. Some evidence of a Qggg peak is seen. Fitting the Qggg peak
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Figure 4.7; E^ot spectrum generated for JUL94 experiment showing peaks at the 
energies predicted for Qggg and Qgg-
with a Gaussian line shape using the computer code BUFFIT yields a peak area 
of 70 ±  30 counts. The energies, spacings and widths of the peaks are as expected. 
Analysis was performed to check the target mass as was performed for the APR94 
experiment. No evidence was seen of oxygen build up on the target.
70 counts were insufficient to take the analysis any further, that is, to produce an 
fi'j.gj spectrum. The analysis in chapter 5 shows what the next stages would have 
been.
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4.4 Cross-section Analysis
Since an spectrum could not be produced, it was not possible to calculate cross
sections for each state in It was possible to calculate an overall cross section 
for the reaction. It was first necessary to verify that the recent measurements were 
directly comparable with those made in the MAY89 experiment.
4.4.1 Change of frame
Because the measurements were made in different laboratory frames, it was not 
possible to convert both Qggg peak areas into double differential cross sections 
and then compare these. Firstly, cross-sections are only comparable if both mea­
surements are made in the same frame, otherwise kinematic effects modify the an­
gular distribution. Secondly, with coincidence experiments, it is not possible to 
simply measure the laboratory angle spanned by the detectors and transform this 
area into an equivalent centre of mass angular range. The angular distribution of 
the primary “^ Mg* is known to be a rapidly varying function of 0* [30]. For this, 
and other reasons, the coincidence yield depended critically on the angle of the 
detectors. Hence cross sections averaged over different angular ranges cannot be 
compared sensibly. During the experimental planning, the detectors for the JUL94 
experiment were positioned so that the centre of mass angular range covered would 
enclose the equivalent centre of mass angular range covered by the MAY89 exper­
iment, the angular range could then be cut in software to just the range spanned in 
the MAY89 experiment. These points will be addressed in more detail.
The motivation for performing these experiments was to compare the forward and 
backward angle angular distributions. The theoretical predictions from the statis­
tical models were for symmetric angular distributions in the centre of mass frame.
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Due to kinematic focussing, in any other frame, the angular distribution would be 
shifted. For example, in the extreme case where the centre of mass velocity of the 
system as measured in the laboratory frame is higher than the velocities of any of 
the particles in the centre of mass frame, it would be impossible for any particles 
to be travelling backwards in the laboratory frame, and thus the cross section at 
backward laboratory angles would be zero. This is the effect that led to the two 
experiments to be performed with opposite kinematics.
The second reason was more subtle. The probability to detect both breakup prod­
ucts in the detectors depends critically on the excitation energy of the "^^ Mg* nu­
cleus prior to breakup. The yields that will be compared in the forward and back­
ward angle experiments are integrated over ail excitation energies. Hence, the na­
ture of the forward-backward angle comparison must be considered in detail.
Any event detected in an experiment can be categorised by the velocity vectors of 
the two detected particles. These two velocity vectors are sufficient to determine 
everything of interest about the reaction, when taken in addition to certain con­
stants of the experiment such as the beam energy. It is possible to define a phase 
space of all possible values of these vectors that can be obtained in the reaction. 
This laboratory phase space will be denoted as Z/. It is a six dimensional phase 
space with variables vi, 0i, (|)i, V2, 02 and (j>2. In addition, any event can be cate­
gorised uniquely by a set of five centre of mass variables. These variables are 0*, 
(j)*, V|/, X and These five variables define a five dimensional phase space de­
noted Z(.. There is a mapping between E/ and Zc, so that any point in one phase 
space can be mapped onto a point in the other phase space. It should be pointed 
out that although six variables are used to denote a coordinate in Z/, for kinematic 
reasons, not every possible value of these coordinates lies within Z/. For exam­
ple, an event corresponding to both *^ C nuclei travelling forward with an energy
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lab frame
Figure 4.8: Definitions of terms used in the phase space mapping.
of 200 MeV can be expressed with a coordinate of the form (v\ ,0] ,4)1,1^2,82,4)2), but 
it does not lie within Z/ as the total energy for this event is more than the energy 
available in the reaction. In principle only five variables are needed to specify a 
point in Z/, but in practice, it is more convenient to use six.
Using the notation in figure 4.8, the mapping between Z  ^and Z/ is given by
Vl =  VH +  VE +  Vcm, 
V2 =  VL +  VE +  Vcm,
0L1)
01.2)
where
vi =  vi
^ sin0isin4>i ^ 
sin 0 1 cos 4) I 
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Here, nip is the mass of the projectile, m, is the mass of the target, mi, is the mass 
of the heavier ion from the breakup (also particle 1), /??./ is the mass of the lighter 
ion (also particle 2), E/, is the beam energy, Q\ is the Q-value of the first stage of 
the breakup, Q2 is the Q-value of the second stage of the breakup and 5 is +1 for a 
forward angle experiment and -1 for a backward angle experiment. Since some of 
these values are different for the MAY89 experiment and the JUL94 experiments, 
the mappings are different. The notation Zy will be used for the laboratory phase 
space for the MAY89, forward angle, experiment and Z/, for the JUL94, backward 
angle, experiment.
For each forward angle point in Z ,^ an equivalent backward angle point can be 
defined. The transformation from one point to the other is
( 8 \  V, ^x) ^  ( 180° -  0 \  180" +  ())M 80" -  180" +  x ,E x). (4.9)
An angular distribution is mirror symmetric if, and only if, this transformation 
leaves it unchanged. Ideally, the cross sections of the two experiments would be 
compared as a function of the coordinates in Z^ -. Unfortunately, due to the low 
counting rate in the JUL94 experiment, this was not feasible. Instead the inte­
grated cross sections over mirror symmetric volumes of Z^ . were calculated. Both
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symmetric and asymmetric angular distribution may give identical integrated cross 
sections, but only an asymmetric angular distribution may give different integrated 
cross sections.
For the present it will be assumed that the mirror reflection of the volume of Zc 
accessible by the JUL94 experiment completely enclosed the volume of Zf. acces­
sible by the MAY89 experiment. This latter volume will be denoted Vf. Later, the 
validity of this assumption will be verified. A volume of phase space mirror sym­
metric to Vf can also be defined and will be denoted Vi,. A partial cross section was 
defined to be ^
Jv de*d<t>*d\(/dxd£x' '^ ’^
where V was the volume of interest —  either Vf or V/,.
To compare the two experiments, the analysis of the JUL94 experiment included 
only those events which fell inside V/„ and any which lay outside V/, were rejected. 
The remaining counts were summed to give an integrated yield into this volume. 
From this yield a cross section was calculated which could be directly compared 
to the cross section integrated over Vf as obtained from the MAY89 experiment. 
Although this phase space cut could in principle have been performed by calcu­
lating the position of each event in Zf and then comparing this to the volume of 
interest (V/,) this was not the best method in practice. To use such a method would 
have required a five dimensional software gate. A simpler procedure was used, a 
sketch of which is shown in figure 4.9. For each event, starting with its measured 
position in Z/^  (figure 4.9a), its location in Zc was calculated (figure 4.9b). A mirror 
reflection was performed on the event to give the equivalent event for the MAY89 
experiment (figure 4.9c). The mapping of this new point to Zy was calculated (fig­
ure 4.9d). It was then much simpler to perform the phase space cut in Z f  as all that 
needed to be checked was that the two vectors vj and v% intersected the positions
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of the detectors in the MAY89 experiment. If, and only if, both vectors intersected 
the positions of the detectors then the point lay within Vf and hence the original 
event lay within V^ .
In practice this procedure was simplified slightly further. Instead of performing 
a transformation from Z/, to Z^ ., reflecting and then transforming to Zy, the point 
in Z/, could be directly transformed to the equivalent point in Z/-. This was done 
by just adding the difference in the centre of mass velocities of the two laboratory 
frames directly to the vectors vj and V2 measured in Z/,, and reversing the vectors. 
Figure 4.9e shows a comparison of the original vectors from figure 4.9a and the 
reverse of the transformed vectors from figure 4.9d. As can be seen in the figure, 
the difference between the vectors is just the difference in the centre of mass ve­
locities.
To summarise the method, due to the difficulty in quoting double differential cross 
sections, the cross section had to be integrated over symmetric regions of phase 
space. The events from the JUL94 experiment were filtered so that only those that 
were in the equivalent phase space matching the MAY89 experiment remained.
There remains the question of whether there was any phase space that could not 
be accessed in the JUL94 experiment that could be accessed in the MAY89 exper­
iment. Figure 4.10 shows the results of two dimensional calculations using code 
similar to RPS but with better resolution (compare this plot with the RPS output 
shown in figure 3.6 — page 49). Three dimensional Monte-Carlo simulations were 
also performed. These showed that some of the phase space that the two dimen­
sional calculations showed was covered in both experiments was not fully covered 
in the JUL94 experiment. The simulations also showed that uncovered region ac­
counted for about 7% of the phase space of the MAY89 experiment.
It was known that the cross section decreased rapidly with increasing 0* in the
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Figure 4.9: Steps involved in the change of frame calculation. Figure (a) shows 
the original event in Z/,. Figure (b) shows the same event in Zc. Figure (c) shows 
the event after mirror reflection. Figure (d) shows this reflected event in Zy . Figure 
(e) shows a comparison between the original event in Z/, and the transformed event
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Figure 4.10: Comparison of regions phase space accessible in the MAY89 and 
JUL94 experiments. These calculations are for an excitation energy of 22 MeV. 
Solid lines refer to the JUL94 experiment, dashed lines refer to the MAY89 exper­
iment. The areas in the centre of the figure show the limits due to detector positions 
and size. The contour lines show additional limits assuming different energy cut­
offs in the detectors.
MAY89 experiment [30]. Allowing for this effect, it was estimated that 10% of 
the cross section of the MAY89 experiment was in the region of phase space not 
accessible by the JUL94 experiment. This figure was obtained by performing the 
Monte-Carlo simulations for only a reduced 6* range.
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Figure 4, II : spectrum for JUL94 experiment showing all data, and only those
data satisfying the MAY89 criteria
4.4.2 after frame change
After performing the gating as described above, an spectrum was generated 
for the events in the overlapping region of phase space. This spectrum is shown in 
figure 4.11 along with the ungated spectrum. The peaks in the ungated spectrum 
show that the reaction of interest was observed. As can be seen from the figure, the 
Qggg peak was no longer visible above background after gating. It was possible 
to place an upper limit on the number of counts in the Qggg peak. After gating, 
there are approximately 10 counts in the region of the spectrum where the Qggg 
peak appears before gating. Allowing for \ /7 v  statistical noise, then, at the 3 stan­
dard deviation level there could be at most 25 counts under the peak (25 - 3\/25 
= 10). Subtracting the background level of 10 counts, this gives an upper limit of 
15 counts in the peak. The upper limit used in calculations was 20 counts to allow
for errors in the background estimate.
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Experiment MAY89 JUL94
Counts 1644 <20
Z 12 6
Qeff(mC) 3.11 2.59
m-t (amu) 12 24
T ( |Xg cm~^) 400 289
(nb) 46±5 <1
Table 4.2: Summary of cross section results. As described in the text, the MAY89 
figure is after correction for the region of phase space inaccessible in the JUL94 
experiment
4.4.3 Cross section results
For both the MAY89 and JUL94 experiments it was possible to define a partial 
cross section which was the total cross section for reactions occurring in the area 
of phase space accessible in both experiments. This was
CTm — Counts m^(amu)Z3T mb, (4.11)3.7 % ^ (n C )T ( |lg c m -2 )
where Z was the average charge state of the beam when it entered the Faraday Cup, 
Qeff ihe integrated beam charge collected in the Faraday Cup corrected for 
dead time, m, was the mass of the target and T was the thickness of the target.
Experimental parameters for the MAY89 experiment are collected in table 4.2. 
From these, the value of a,, calculated was 5 l± 6  nb. This figure corresponds to 
the 1.074:0.12 mb sr“ “ figure quoted in table 4.1 (page 81 ). This cross section has 
then to be corrected for the region of phase space inaccessible in the JUL94 ex­
periment. This 10% correction reduces the coincidence cross-section to 46±5 nb.
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For the JUL94 experiment, a figure for Op of < 1 nb was obtained. These results 
are included in table 4.2.
4.5 Summary and discussion
The very backward angle cross section of the reaction has
been measured by performing the experiment with reversed kinematics, that is, by 
performing the reaction -^Mg('^C,'^C,’^ C)'“C at the same centre of mass energy.
The analysis was able to obtain a partial cross section for the reaction over a di­
rectly comparable region of phase space. This was achieved by cutting the phase 
space spanned in the JUL94 experiment down to include just the mirror symmet­
ric region equivalent to the MAY89 experiment. The region of phase space acces­
sible in the MAY89 experiment but not accessed in the JUL94 experiment, was 
estimated to account for only 10% of the cross section.
The total coincidence cross section was calculated to be 46±5 nb at forward an­
gles and < 1 nb at backward angles. It was interpreted that the cross section for the 
reaction is strongly asymmetric between forward and backward angles with the 
cross section being at least 45 times higher at forward angles than at backward an­
gles. This factor would not be significantly influenced by an error in the estimate 
of uncovered phase space.
A strongly asymmetric reaction yield is an indication of a direct reaction. It was 
interpreted that the reaction mechanism for the reaction, at
a centre of mass energy of 56.67 MeV, is direct.
Chapter 5
1 2 0 - 1 2 0  correlations in the 
120(1^0,i2oi20)a reaction
5.1 Introduction
As mentioned in the previous chapter, the '^C( '^*iVIg, ‘^*Mg* —t '^C+'^C)'^C re- 
action continues to be studied extensively. It is of interest to discover whether
any other reactions produce states in that undergo symmetric fission, and
whether the states produced in the different reactions are the same. As part of this 
investigation the '^C(* ’^0 ,'^ C ’^ C)a reaction has been studied. There are two pos­
sible sequential breakup paths that can produce this final channel, namely
-4- ‘^ C + '-C  +  a  (5.1)
and
' - C - f ' “C-l - ' “C +  a  (5.2)
Data taken on the ’~C(’‘-’0 , ‘“C'^C)a reaction contained data from both these reac­
tion paths. It was possible to separate the data from these two paths as will be de-
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Results in [14] Results in [32]
State Spin State Spin
(MeV) h (MeV) n
27.2 (10)
27.9 (12)
29.0 12
30.7 12
31.6 12 31.5 12")
35.1 14
36.5 14
revised from reference [32], see text.
Table 5.1: Previously measured spins of states in
scribed later. Analysis of the former reaction path was performed separately [38], 
the results of the analysis of the latter path leading to states in "^^ Mg are presented 
here.
This reaction had been examined previously by Costanzoe? a / [13,14,15]. In those 
measurements, both final state *^ C nuclei were detected, and a series of states be­
tween 25 and 37 MeV were identified. Those states for which spins were obtained 
are shown in table 5.1
This reaction has also been subsequently examined by Freer et al [32] although the 
results of that experiment were not available at the time this experiment was ini­
tiated. The results obtained by Freer show states between 23 and 33 MeV. Those 
states for which spins were obtained are shown in table 5.1. In the original pa­
per [32], a spin of 14/i was assigned to the 31.5 MeV state, but re-analysis gave a 
revised value of 12/i [29].
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5.2 Experimental details
The experiment was performed with abeam of ions incident on a carbon target.
Compared to the alternative of using a carbon beam striking an oxygen target, this 
allowed a thin, elementally pure target to be used, which improved experimental 
resolution and background. The carbon target had an areal density of 35 p,g cm“ .^ 
The experimental difficulties associated with using an oxygen target are described 
in section 6.2.2 (page 151) in the discussion of the "^ ^^ Ca + study.
The use of a thin target reduced the angular straggling in the target allowing the 
detectors to be placed close to the target to give large angular coverage without 
significant angular resolution loss. The detectors were placed at 170 mm from the 
target and subtended an angle of approximately 17°.
This experiment was performed with 2 gas-hybrid detectors. Data were acquired 
at four beam energies — 67, 70, 75 and 77 MeV. These energies were chosen to 
investigate possible resonant phenomena in the entrance channel [38] rather than 
specifically with a view to the present work. At each beam energy, the detector 
positions were optimised, using RPS, to detect the two final state *“C nuclei. Two 
detector angle settings were chosen at each beam energy to give overlapping ex­
citation energy coverages. The angles chosen were 33°/18° and 43°/18° at 67 at 
70 MeV, and 35°/18° and 45°/18° at 75 at 77 MeV.
This experiment was performed immediately preceding the APR94 experiment de­
scribed in chapter 4 (page 77), with the only adjustments being the beam ion and 
energy, the target and the detector angles. All these changes could be made with 
the detectors in place and kept under vacuum. Hence, there was no need to recal­
ibrate between the two experiments.
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5.3 Results
5.3.1 Calibration
The calibration technique for this experiment used a matchsticks run to produce 
an ADC response curve. This response curve was used to build a lookup table 
to remove ADC non-linearities. The energy and position calibrations were then 
performed using the method described in section 3.4 (page 49). No masks were 
used for the calibration (compare with the method described in section 6.3.1 — 
page 155). The excitation energy results shown later, show good consistency be­
tween different beam energy and detector angle combinations indicating that the 
calibration was accurate. This validated the assumptions in the model of detector 
response used in the calibrations.
5.3.2 Particle identification and channel selection
Clear separation of adjacent Z values was achieved using the AE-E particle identi­
fication method described in section 3.5.1 (page 52). The events selected for fur­
ther analysis were those in which each telescope recorded a '"C ion. In addition, 
timing gates were placed on the TDC signals to reduce random coincidences. The 
acceptance of the gates was typically 350 ns.
5.3.3 spectra
Analysis of the reaction data produced Eiqi spectra, one of which is shown in fig­
ure 5.1. As both the final state ~^C nuclei are detected and the a  particle is very 
stable (so alpha-particle formation is much more energetically favourable com-
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Figure 5.1: spectrum for data taken with a 70 MeV beam
pared to, for example, sequential ^He+p or 2p2n emission) the background nor­
mally associated with 4 body processes is not seen in this £(ot spectrum (see sec­
tion 3.7.3 — page 74 for a comparison).
The reaction Q-value is -7.161 MeV and hence the peak at 62.8 MeV is identified 
as the Qggg peak, corresponding to all the final state nuclei being in their ground 
states. The peaks at 58.4 and 54.0 MeV correspond to, respectively, one and both 
' - C nuclei being in their first excited state at 4.4 MeV. Gating on events in the Qggg 
peak ensured that only events producing two '^C nuclei in their ground states were 
passed on for further analysis.
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5.3.4 calculation from breakup kinematics
The relative energy of two particles can defined to be the the total kinetic
energy of the particles in their centre of mass frame. For the reaction E —> 1 +  2 
where particle E (ejectile) breaks up into particles 1 and 2 it is clear that, in the rest 
frame of the ejectile, total energy of the system before breakup is just the excitation 
energy stored in particle E  (that is, Ex). The total energy after breakup into the 
ground states of 1 and 2 is the kinetic energy of 1 plus the kinetic energy of 2. This
sum is defined to be By conservation of energy, and introducing the Q-value
of the breakup,
Ex +  <2 =  £^ i-el’ (5.3)
In an arbitrary frame where the kinetic energies of particles E, 1 and 2 are given 
by Eli, E| and Es, conservation of energy gives
+  £^ x +  <2 =  El -F Es 
Ex + Q =  E| Es -  E/r
^rel “  E |+ E s  —E/r. (5.4)
If the momenta of the particles 1 and 2 are measured, then they can be combined 
to calculate the momentum of particle E and the above equation becomes
If the full reaction is written as
E -F T -4 E  +  3, (5.6)
E ^  1+2,  (5.7)
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where B and T refer to the beam and target and 3 refers to the third final state par­
ticle, then equation 5.5 can be rewritten as
=  (5,8)
It is important to establish that, For a given final channel (in this example it is 1 4- 
2 -t- 3), there are three possible ways this could be reached in a two step sequential 
breakup reaction, namely
g +  T E +  3 ; E ->  1-F2, (5.9)
B -\-T —y E -\-2, \ E —^ 1+ 3 , (5.10)
and B -\-T —^ E ^  \ \ E —¥ 2 +  3. (5.11)
The ejectile (E) is not necessarily the same in these three reactions. Hence, there 
are 3 possible relative energies that can be calculated for this final state, namely 
the relative energies of particles 1 and 2, 1 and 3 and 2 and 3. These are denoted 
as E,.|2, E,.\2  and E,.22 respectively.
During analysis, it was established that if the detected particles were 1 and 2 best 
resolution for E,-i2 was obtained with equation 5.5. However, for E,.i3 and £,-23, the 
best resolution was obtained with equation 5.8. Note that in all three cases, either 
expression could be used as the momentum and energy of the undetected particle 
(3) could be calculated as shown in section 3.7.2 (page 73). The best resolution 
though, will be obtained by choosing the equation that contains only the directly 
measured or known energies.
In the particular reaction of interest here, the three relative energies that could be 
calculated were: firstly, that between the two '^C nuclei (Ej. j^ C 1-C3)’ secondly, 
that between the nucleus detected in telescope 1 and the undetected alpha par­
ticle and thirdly, that between the *“C nucleus detected in telescope
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Figure 5.2: Relative energy spectra for different pairs of particles from the +  
'^C —> +  a  reaction. This figure shows all the data for a 70 MeV beam,
with detectors at 33° and 18°. For notation, see text.
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Figure 5.3: Dalitz plot for the '^ ’O +  '^C —> '^C +  '^C + a  reaction. This figure 
shows all the data for a 70 MeV beam, with detectors at 33° and 18°.
3 and the undetected alpha particle (Ej.g| c ^.qc)- Spectra of these Ej-^js are shown 
in figure 5.2.
Peaks were seen in all three spectra, however, it was not clear without further anal­
ysis whether these peaks resulted from states in '^O, or from "^^ Mg, or by chance.
5.3.5 Dalitz plot
To determine which nuclei were correlated by a final state interaction, a series of 
Dalitz plots were produced. To make such plots, two of the calculated val-
/Y
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lies were plotted against each other. In the plot shown in figure 5.3, C j_q^  has 
been plotted on the x axis, against the y axis. Peaks in C j-a
which correspond to states in are seen over a range of values of Cs-a- 
Such peaks give vertical lines in the two dimensional plot. Similarly, states in the 
channel give horizontal lines. States in the channel Ej.gj C1-C3 l^ad to
diagonal lines, in this case sloping at 45°, This last feature is proved in appendix A 
(page 181). In the plot shown, all three sets of lines aie seen showing that the three 
body final state is reached via both and ^^Mg intermediate states. The Q-value 
for breakup to ^^C+a is -7.161 MeV, and hence the strongly populated states 
in are seen to occur at energies of 10.35, 11.10, 14.83 MeV and 16.28 MeV. 
These states are known to have strong alpha decays [67].
5.3.6 Gating
In order to improve the peak to background ratio for states in ^^Mg, counts in the 
regions in the Dalitz plot (figure 5.3) corresponding to states in were removed 
from the subsequent analysis. To do this, gates were placed around the peaks in 
the and (^g-a spectra. Counts falling in these gates were removed
from the associated C1-C3 spectrum. This gating procedure is similar to that 
performed during the analysis of data by Costanzo et al [15] and Freer et at [32].
The effect of this gating is shown in figure 5.4 which shows the data from figure 5.2 
after gating. Figure 5.5 shows the C1-C3 spectra for all the data sets discussed 
here. Also shown are coincidence efficiency profiles calculated with an assumed 
angular distribution. In practice, the assumed angular distribution was altered un­
til the efficiency profiles showed reasonable agreement with the observed trends. 
Thus, these profiles should be taken as a guide only. In addition, the efficiency pro­
files shown do not take into account the gating according to the values of
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Beam energy 
(MeV)
a b
Excitation energies 
(MeV) 
c d e f g
67 22.6 23.6 25.3 27.2
70 23.7 25.1 27.1
75 27.1 28.8 30.6
77 25.1 27.1 30.6 31.4
Table 5.2: List of states seen in The labels refer to the peak labels shown in 
figure 5.5. The excitation energies have an uncertainty of ±0.1 MeV
and The efficiencies shown assume an angular distribution ^
A list of the peaks seen and labelled figure 5.5 is given in table 5.2. The peak posi­
tions were obtained by fitting the peaks with Gaussians. For the 23.6, 25.3 and 
27.2 MeV states observed at a beam energy of 67 MeV and the 23.7, 25.1 and 
27.1 MeV states measured at a beam energy of 70 MeV, the difference in energy 
is attributed either to slight errors in the calibration, as the relative energy calcula­
tions are very sensitive to calibration errors, or to inaccuracies in the peak fitting 
procedure, as it is known that the peak fitting can be sensitive to the background 
shape. An error of ±0.1 MeV is typical for peaks in relative energy spectra in this 
analysis. Thus, it is likely that the same three states are observed at the two differ­
ent bombarding energies.
5.3.7 Angular correlation plots
Angular correlation plots were produced for each peak in the C 1-C3 ^P^ctrum. 
For each event in the peak, the values of 0* and \|/ were calculated. Since the en-
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Figure 5.4: Relative energy of particles after gating out states in '^O seen in the 
carbon-alpha E^ .g|S. This figure shows data for a 70 MeV beam, with detectors at 
33° and 18°.
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Î
67 MeV beam, detectors at 33°-18° 67 MeV beam, detectors at 43°-18*^
to g
Excilation energy in "Mg (MoV)
70 MeV beam, detectors at 33°-18° 70 MeV beam, detectors at 43°-18'
Excitation energy m ’
75 MeV beam, detectors at 35°-18° 75 MeV beam, detectors at 45°-18'
77 MeV beam, detectors at 35°-18° 77 MeV beam, detectors at 45°-18'
Figure 5.5: Excitation energy spectra for all beam energy and angle combinations
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Figure 5.6: Angular correlation plot for the 27.1 MeV state at a beam energy of 
70 MeV.
trance channel possessed rotational symmetry about the beam axis, the final state 
angular distribution was also symmetric about this axis. To remove this degree of 
freedom from the results, for each event, a reaction plane was defined that con­
tained the momentum vector of the ejectile and the beam axis. The angle 0* was 
measured in this plane. The subsequent breakup fragments were generally emit­
ted slightly out of this plane. The angle \|/ was calculated for the projection of the 
associated vector into the reaction plane for the event. A sample plot is shown in 
figure 5.6.
The spin determination described in section 2.3.2 (page 29) requires the angular
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distribution at 0* =  0. The angular correlation plots contain ridges allowing data in 
the form of figure 5.6 to be projected along the ridges onto the 0* =  0 axis. The spin 
is measured by comparing the ridge spacing to the spacing of peaks in Legendre 
polynomials. As described in section 2.3.2, this spin determination is model inde­
pendent as long as the assumptions of dominant entr ance and exit channel angular 
momenta are valid (and this is implied by the existence of the ridges). Because 
the exit channel from the breakup contains two identical spin 0 bosons, only even 
spins and positive parities are allowed in the '^^Mg nucleus, so only even Legendre 
polynomials should be included in the comparisons.
On the following pages, for each state at each beam energy, the angular correla­
tion plot is shown along with the projection overlaid with three different Legendre 
polynomials. For each data set, a first estimate for the projection angle was ob­
tained by measurement by hand from the two dimensional plot. The projection 
angle was then altered slightly to see if the resolution of the peaks in the projected 
graph could be improved. It was usually not possible to define the projection an­
gle to better than ±2°. For plots in which only a small length of the ridges were 
available, less accuracy was obtained.
These plots were produced without implementing the gating procedure described 
in section 5.3.6. It was found that the gating produced gaps in the angular corre­
lation plots, running roughly perpendicular to the ridges, which compromised the 
measurement of the projection angle. Also, although the gating reduced the back­
ground in the projections, the peak to trough height of the projected ridges was 
reduced making it harder to ascertain the projection angle by looking at the pro­
jected data. The extra counts in figures 5.16 and 5.19 giving black areas on the 
two dimensional plots are due to these intruding counts from the '^C+a final state 
correlation. In the next section (page 137), the analysis of the angular correlations
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is discussed with reference both to the spacings and the slopes
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Figure 5.7: Angular distribution for the 22.6 MeV state, at a beam energy of 
67 MeV, projected at 42°. No firm spin assignment is made for this state.
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Figure 5.8: Angular distribution for the 23.6 MeV state, at a beam energy of 
67 MeV, projected at 40°. This state is assigned a spin of 7 =  (6 , 8)/z in sec­
tion 5.4.1, with the analysis in section 5.4.2 suggesting 7 =  8/i as more likely. Com­
pare this plot with figure 5.9 on the next page.
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Figure 5.9; Angular distribution for the 23.7 MeV state, at a beam energy of 
70 MeV, projected at 40°. This state is assigned a spin of J = (6 , 8)/i in sec­
tion 5.4.1, with the analysis in section 5.4.2 suggesting 7 =  8 / i  as more likely. Com­
pare this plot with figure 5.8 on the previous page.
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Figure 5.10; Angular distribution for the 25.3 MeV state, at a beam energy of 
67 MeV, projected at 54°. This state is assigned a spin of 7 =  lO/i in section 5.4.1.
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Figure 5.11: Angular distribution for the 25.1 MeV state, at a beam energy of 
70 MeV, projected at 58°. This state is assigned a spin of i  =  10/i in section 5.4.1.
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Figure 5.12: Angular distribution for the 25.1 MeV state, at a beam energy of 
77 MeV, projected at 46°. This state is assigned a spin of 7 =  lO/z in section 5.4.1.
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Figure 5.13: Angular distribution for the 27.2 MeV state, at a beam energy of 
67 MeV, projected at 58°. This state is assigned a spin of 7 =  10/i in section 5.4.1.
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Figure 5.14; Angular distribution for the 27.1 MeV state, at a beam energy of 
70 MeV, projected at 58°. This state is assigned a spin of 7 =  10/i in section 5.4.1.
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Figure 5.15: Angular distribution for the 27.1 MeV state, at a beam energy of 
75 MeV, projected at 50°. This state is assigned a spin of 7 =  10/i in section 5.4.1.
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Figure 5.16: Angular distribution for the 27.1 MeV state, at a beam energy of 
77 MeV, projected at 50°. This state is assigned a spin of 7 =  10/i in section 5.4.1,
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Figure 5.17; Angular distribution for the 28.8 MeV state, at a beam energy of 
75 MeV, projected at 66°. This state is assigned a spin of 7 =  12/î in section 5.4.1.
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Figure 5.18: Angular distribution for the 30.6 MeV state, at a beam energy of 
75 MeV, projected at 66°. This state is assigned a spin of 7 =  12/i in section 5.4.1.
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Figure 5.19: Angular distribution for the 30.6 MeV state, at a beam energy of 
77 MeV, projected at 60°. This state is assigned a spin of 7 =  12/i in section 5.4.1.
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Figure 5.20: Angular distribution for the 31.4 MeV state, at a beam energy of 
77 MeV, projected at 60°. This state is assigned a spin of 7 =  12/î in section 5.4.1.
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5.4 Analysis
5.4.1 Spin determination from ridge spacing
In most cases, the spin was unambiguously determined from the angular correla­
tion plot, however, in the cases where the plot spanned only a small angular range, 
the projection angle was not uniquely determined. By varying the projection an­
gle, different spin assignments could be made. The states thus affected were the
22.6 and 23.6 MeV states measured at a beam energy of 67 MeV and the 23.7 MeV 
state measured at a beam energy of 70 MeV. In the case of the 22.6 MeV state, the 
absence of obvious ridge structure in the correlation plot and the corresponding 
ambiguity in the projections meant that no firm spin assignment could be made. 
In the case of the 23.6 and 23.7 MeV states, which were assumed to be the same, 
as discussed above, the best fit for the data with the 70 MeV beam was with a spin 
of 7= 8 /1  (see figure 5.9). However, at 67 MeV, this assignment did not produce 
a good fit. At 67 MeV a spin of 7 =  6lï appeared better (see figure 5.8), but the fit 
was not good, and a spin of 7 =  6/î was at variance with the 70 MeV data. For all 
other states measured at more that one beam energy, the spin assignments were the 
same at the different beam energies. The results are summarised in table 5.3 along 
with a comparison to the results presented in [14] and [32]. For the earlier work, 
all states for which spins were assigned have been presented in the table; states for 
which only the excitation energy was reported have been omitted.
There is good agreement between the three different sets of measurements both in 
the energies of the states and the spins assigned.
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This work Results in [14] Results in [32]
State
(MeV)
Spin
n
State
(MeV)
Spin
H
State
(MeV)
Spin
n
22.6 —
23.7 (6,8)
25.1 10
27.1 10 27.2 (10)
27.9 ( 12)
28.8 12 29.0 12
30.6 12 30.7 12
31.4 12 31.6 12 31.5 12
35.1 14
36.5 14
Table 5.3: Comparison between measured spins and energies from the present 
work with those from references [14] (Costanzo et al) and [32] (Freer et al). In 
this work, the excitation energies have an uncertainty of ±0.1 MeV
5.4.2 Entrance channel angular momentum
The Da Silveira model described in section 2.3.2 (page 29) allows the entrance 
channel angular momentum to be obtained in a way independent of the reaction 
mechanism, though subject to certain assumptions. The gradient of ridges on an 
angular correlation plot is related to the spin of the state and the entrance channel 
angular momentum by
IJI (5,12)d8*d\\f i M - u r
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This equation can be rearranged to give an expression for the entrance channel an­
gular momentum,
|li| —■ ^  +  |J|- (5.13)
dv|/
Using this expression, the entrance channel angular momentum was calculated for 
all the states measured in this experiment. The results are shown in table 5.4. There 
are two entries in the table for the 23.7 MeV state to show the effect of assuming 
a spin of 6 or 8/1.
From the values in the table, it can be seen that all the states for which firm spin as­
signments were obtained had similar entrance channel angular momenta. To help 
resolve the ambiguity over the 23.7 MeV state, equation 5.12 was used to calculate 
what angle the ridges would need to have been to give entrance channel angular 
momenta consistent with those calculated for the other states measured at the same 
beam energies. For a spin of 6H, a ridge angle of 30°±3° would give consistent re­
sults, whereas for a spin of 8/1 a ridge angle of 43°±3° was needed. With the data 
taken at both 67 and 70 MeV, no structure was seen in the angular correlation plots 
when projected at angles between 27 and 33°. In the 70 MeV data set, projecting 
at 40°gave an angular correlation consistent with a spin of %H. When the 67 MeV 
data set was projected at angles between 40 and 46°, there was some structure, but 
it was not consistent with a spin of 8Æ. It appears that the peak to background ra­
tio for the 23.7 MeV state in the 67 MeV data was too poor (peak b at the top of 
figure 5.5).
These results suggested that a spin of was more likely for the 23.7 MeV state, 
but this was not conclusive. As described in section 2.3.2, there were two assump­
tions used in the derivation of the Da Silveira model. The first was that the reaction 
only proceeded through the grazing angular momentum. It is feasible that for the
23.7 MeV state the strongly absorbed entrance channel angular momenta were dif-
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Beam
energy
(MeV)
Excitation
energy
(MeV)
Spin
m
Ridge angle de*dv li
(rt)
67 23.6 6 40° ±4° 0.843:0.12 13.23:1.0
8 17.53:1.4
67 25.3 10 54° ±2° 1.383:0.10 17.33:0.5
67 27.2 10 58° 3:2° 1.603:0.12 16.23:0.5
70 23.7 6 40° ±4° 0.843:0.12 13.23:1.0
8 17.53:1.4
70 25.1 10 58°±2° 1.603:0.12 16.23:0.5
70 27.1 10 58°±2° 1.603:0.12 16.23:0.5
75 27.1 10 50° ±2° 1.193:0.08 18.43:0.6
75 28.8 12 66° ± 2° 2.253:0.21 17.33:0.5
75 30.6 12 66° ± 2° 2.253:0.21 17.3±0.5
77 25.1 10 46° ±2° 1.043:0.07 19.73:0.7
77 27.1 10 50° ±2° 1.193:0.08 18.43:0.6
77 30.6 12 60°±2° 1.733:0.14 18.93:0.6
77 31.4 12 60°3:2° 1.733:0.14 18.93:0.6
Table 5.4: Calculated entrance channel angular momenta for all ^^Mg states seen 
in the present work. For the 23.6 (23.7) MeV state, two possible spin assignments 
are considered.
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ferent from the other states measured. The second assumption was the so called 
stretch approximation. This assumed that |1;| =  |lf| ±  |J |. Since the calculated en­
trance channel angular- momenta seem to be consistent between the different states 
at each beam energy, it appears that the Da Silveira model gives reasonable results. 
However, it is possible that the 23.7 MeV state has a sufficiently different structure 
from the other states that this second approximation breaks down for this state. A 
third possibility, is that the 23.6 MeV state observed at a beam energy of 67 MeV 
was a different state from the 23.7 MeV observed at a beam energy of 70 MeV. For 
these reasons, the assignment of a spin of 8/z to the 23.7 MeV state is tentative, and 
a spin of 6/z remains possible.
5.5 Discussion
A plot of the energy-spin systematics for all the states shown in table 5.3 is shown 
in figure 5.21. The good agreement with previous excitation energy and spin as­
signments is gratifying. The different selections of states observed in the differ­
ent experiments is not surprising as the centre of mass energy and detection effi­
ciencies varied between the experiments. Also, with the likely compound reaction 
mechanism, the yield into the var ious states could fluctuate with beam energy. This 
last point is demonstrated later in this section.
The conclusions drawn by Freer et al in reference [32] can be reexamined in light 
of the new data obtained in this experiment. Freer et al made the point that the 
data taken by Costanzo et al for the 35.1 and 36.5 MeV states were taken over a 
restricted centre of mass angular range. This made it difficult to chose a projec­
tion angle. Freer et al stated that this could lead to ambiguous spin assignments, 
so the possibility of either, or both of those states having a spin of 16H should be
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Figure 5.21: Energy-spin systematics for the observed states in "^^ Mg.
allowed. Using similar reasoning to that outlined earlier for the spin assignment 
of the 23.7 MeV state in these data, it was stated that a spin of 14/i would give a 
more consistent grazing channel angulai- momentum, but that this was not conclu­
sive proof that the spin is 14/i. The new data do not contain measurements of the 
spin for the 36.5 MeV state so this issue is still unresolved. However, the difficulty 
in assigning a spin to the 23.7 MeV state underlines the point made by Freer et al.
Two of the states observed by Freer et al, the 27.9 and 29.0 MeV states, were as­
signed particularly high spins given their excitation energy. In reference [32], these 
states were compared to those seen in the '^C(’^ C,a) and *^C('^C,^Be) reactions, 
and it was noted that, for their excitation energy, these states had higher spins than 
any seen in the latter two reactions. This new work confirms the energy and spin
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Figure 5.22: Comparison of the energy-spin systematics of the states observed in 
“"^ Mg in this reaction, in the reaction [19, 18,46] and in the
'“C+’“C barrier resonances [12].
of the 29.0 MeV state, but no new data were obtained for the 27.9 MeV state and 
that assignment could not be confirmed. The 23.7 and 25.1 MeV states measured 
in this new work both lie within the trajectory of resonances observed in the a  and 
^Be channels. The 23.7 MeV state lies within the trajectory of resonances for both 
a spin of 6h and 8/i.
Figure 5.22 shows a comparison of the energy-spin systematics of the states seen in 
' “C( ' ' “C * ^ C)a reaction to those seen in the '^C(-'^Mg, ' ' "C) * reaction and
those seen in the * “C+ ‘ scattering measurements of Cormier et al [ 12]. From the
figure, it can be seen that very few of the states observed in the ’^ C('^’0 ,'^C^~C)a
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reaction lie within the trajectoiy of states observed in scattering. It can
also be seen that there is little overlap between the region of the plot containing 
states from the reaction and the region containing states from
the reaction. Where these regions overlap, the states have
similai' energies and spins.
Freer et al were able to measure the cross section for the reac­
tion at both foiivai'd and backward centre of mass angles. They observed an an­
gular' distribution roughly symmetric about 90° which led them to suggest that the 
reaction mechanism was more likely to be a compound nucleus reaction than a di­
rect transfer reaction (compare with the measurements made in chapter 4, page.77). 
The new data taken here, did not contain a sufficiently wide centre of mass angular' 
range to confirm this result.
Costanzo et al had found that their data were described by the Brink matching con­
ditions [8] for transfer of a cluster. On the contrar y, Freer et al found that with 
increasing beam energy, lower spin states were favoured over states with higher 
spin. This was the opposite of that expected from the Brink matching conditions 
and mitigates against the transfer picture. As the new data were taken at two detec­
tor angle settings at each beam energy, there was efficiency over a wide excitation 
energy range at each beam energy. The new data showed states of higher excitation 
energy and spin being excited at higher beam energies. In addition, the new data 
showed that it was possible for the yield to individual states to be vary dramatically 
over short bombaiding energy ranges. The clearest example in these data was for 
the 25.1 MeV state which appealed strongly in the data taken at beam energies of 
67,70 and 77 MeV, but was absent from the data taken at a beam energy of 75 MeV 
(see figure 5.5, page 119).
The symmetry of the angular distribution measured by Freer et al, combined with
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the rapid variation in yield to individual states, provide strong evidence for a com­
pound nucleus reaction mechanism as opposed to the direct transfer mechanism 
suggested in reference [14].
5.6 Conclusion
Measurement of the ’“C(*^ ’0,^^Mg* —)-*“C ’“C )a reaction at beam energies of 67, 
70,75 and 77 MeV has shown several strongly populated states in '^^Mg. The spins 
of these states have been measured. The spins and energies were consistent with 
those measured by Costanzo et al [15, 14, 13] and Freer et al [32] and in addi­
tion, several new states were observed. The evidence available points towards a 
compound nucleus mechanism as opposed to direct mechanism, but further work 
is necessary to verify this.
The states in “"^ Mg identified in the ’^C + *^0 reaction have little overlap with the 
breakup states from "^^ Mg + '^C scattering. This suggests that useful future work 
would be to extend the excitation energy region in which the spins of states are 
known for both of these reactions.
In the case of the ’^ C(“'^Mg,‘^ C’^ C)*^C reaction, states have been seen at higher 
excitation energies [19, 18, 46], but no spin assignments have been made. Sim­
ilarly, discrete states have been seen in the *^C(-^^Ne,'“C ’“C)^Be reaction [51], 
but no spin assignments have been made for individual states, although, in refer­
ence [51], a measurement was made for all states around 28 MeV showing they 
had a spin of 12/%. This would put the those states closer to those seen in the reac­
tion *“C('^^0 ,'^C ’^ C)a than those seen in the ‘^ C+'^C scattering measurements. 
This suggests that a useful future experiment would be to re-measure the reaction 
i2c (20Ne,i2c>2c)«Be with better statistics to allow spin assignments to be made
5. ' ^  C- * ^  C correlations in the ' ^  Cf ' ^  O, ' ^  C' ^  C ja reaction 146
for more states.
Chapter 6
Final channels from the "^ °0a + 
reaction
6.1 Introduction
Ax described in the Introduction of this thesis, in addition to the investigation of 
states in ^^Mg, a related investigation was performed into states in ^^Si. Discrete 
states in “^ Si had been seen in scattering [65] and reactions such as
'^C(-'^Mg,'^0'^C)^Be [35, 18]. It was of interest to study -^Si excited states pro­
duced in other reactions to see whether they fissioned in a similar manner.
Dichter et al had published measurements of the '^0(^^^Ca,^^Si)^^Si reaction [24]. 
In this work, intermediate width structures (F ~  200 keV) were found in the ex­
citation function. These were correlated with structures seen in ^^Si+^^Si scat­
tering [5]. The correlation between the two reactions suggested that the reaction 
proceeded via a ^^Ni compound nucleus. The observed density of resonances in 
the scattering resonances was 3 M eV"^ much lower than the overall level density
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which is of the order of 10  ^MeV“ ^ similai' to the situation observed in 
scattering.
The measurements made by Dichter etal were singles measurements detecting just 
one ^®Si. From the results, it was not possible to tell whether the undetected ^^Si 
subsequently fragmented, or whether a direct thiee body process occuned. Har­
vey model calculations were performed for this reaction, and it was determined 
that the reaction ^^OC^°Ca,^^Si*)^^Sigj was allowed when the excited state in ^^Si 
produced was a 3:2 prolate deformed state. These calculations showed that this 
reaction could proceed directly, or in a two step process where the "^ ^Ca and 
first fuse into an excited ^^Ni nucleus with a prolate 2:1 deformation which then 
fissioned into the prolate and oblate ^^Si states described above. Such a shape in 
^^Ni is predicted by the alpha-cluster model [69].
Harvey model calculations showed that this prolate excited state in ^^Si could then 
break up into and ground states. These Harvey model calculations are 
shown in figures 6 .1 and 6.2. According to the Harvey model, it was not possible 
for states similar to the oblate ground state to fission into and ground states.
It might be speculated that the increased yield at some energies seen by Dichter 
et al could correspond to a resonant reaction proceeding through the 2:1 shape in 
^^Ni. An experiment was thus designed to use the ^®Ca + reaction to investi­
gate which states in ^^Si were populated in this reaction, which of the states broke 
up to and whether the states were the same as those seen in
scattering.
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Figure 6.1; Harvey model calculation Figure 6.2: Harvey model calculation 
for the reaction. for the breakup of to *^ C +
The calculation can also be performed 
via an intermediate state in ^^Ni.
6.2 Experimental details
6.2.1 Beam
A beam was used on an target as the kinematic focussing was greater than 
when using an beam on a ^^ ^Ca target, allowing lower centre of mass energy 
particles to be detected.
The results in reference [24] included measurements of how the cross section var­
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ied with beam energy. A peak was seen in the cross section at an energy corre­
sponding to 68.2 MeV in the compound nucleus. This corresponds to a '^ ^^ Ca beam 
energy 188.6 MeV. A beam energy of 190 MeV was chosen to allow for the en­
ergy loss in the target. With the target as described later, the beam energy halfway 
through the target was 188.3 MeV.
At the ANU, “^^^ Ca was not normally run as a beam so special source cones were 
made. Tandem accelerators require negative ions, which are usually made by cae­
sium sputtering of the source material. Calcium does not easily produce negative 
ions so instead, CaH" ions were produced. Two methods were tried for making 
these ions. In the first method, a CaH2 source was sputtered with caesium. The 
compound CaH2 easily ionises to produce CaH~ ions. In the second method, a 
pure calcium source was used and ammonia gas was fed into the source chamber 
at low pressure. The ammonia reacted in the gaseous phase with the sputtered cal­
cium allowing the CaH~ ions to be produced.
The pure calcium source was made by milling calcium metal into the shape needed 
for mounting on the source wheel. For the CaH2 source, CaH2 powder was pressed 
tightly into a holder which could then be mounted on the source wheel. The CaH2 
needed to be handled in an argon atmosphere to prevent it from oxidising. The 
source pills, once made, were stored under argon until they were mounted in the 
source.
At the time this experiment was performed at the ANU, there were two ion sources 
available, both using caesium sputtering. The older source was a straight through 
sputter source, and the other, called the SNICS source, which had just become 
available, operated in reflected geometry. The older source could have up to twelve 
source pills mounted at any one time, whereas the newer source could only have 
one. Tests were performed with the older source to see whether the pure Ca or the
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CaH2 source material gave higher beam currents. A CaH2 source pill was used in 
the SNICS source for compaiison. The measured beam currents after the inflec­
tion magnet, that is the mass-analysed currents of ions on enti-y to the ac­
celerator after optimisation, were 17.5 en A for the pure calcium pill in the sputter 
source, 28 en A for the CaH2 pill in the sputter source, and 110 en A for the SNICS 
source. The measured beam currents after acceleration and selection of the 12+ 
charge state were 3.9, 6.0 and 20 en A respectively. It was therefore decided that 
the SNICS source would be used for the main experiment. It should be noted that 
the currents from all the sources gradually improved over time and by the time the 
main experiment was performed 110 en A were available on taiget with the SNICS 
source.
6.2.2 Target choice
Having made the decision to use an oxygen target, a suitable taiget material was 
needed. There was no facility at the ANU to use a gas cell, and, in any case, this 
would not allow the point of interaction to be sufficiently well defined for kine­
matic reconstmction. Hence, a solid oxide target was used. For kinematic reasons, 
it was useful if the other elements present in the taiget had significantly different 
masses from oxygen. This ensured that products from reactions on these elements 
would be emitted at different angles from the reactions off oxygen. Kinematic fo­
cussing would ensure that reactions off elements lighter than oxygen would pro­
duce products in a naiTower cone than reactions occurring off oxygen. This would 
keep these products away from the detectors. In addition, elastic and inelastic cross 
sections increase with increasing atomic number. This suggested that lighter ele­
ments would produce fewer unwanted counts.
Another factor in target material choice was that for Q-value reasons, reactions
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between two even-even nuclei have higher cross sections than those between an 
even-even nucleus and a non even-even nucleus. It was decided to avoid using 
even-even nuclei in the target. There are only two stable even-even nuclei lighter 
than namely and "^ He, Helium, being a noble gas, does not produce sta­
ble chemical compounds so could not have been used in the oxide compound, and 
also would not contaminate the target. Carbon presented more of a problem. It is 
normal practice when making targets from compounds which are not structurally 
strong enough to support their own weight to place a thin layer of carbon at the back 
of the target to support the weight since produces very strong thin foils. It was 
known when determining the target material that, although it would be preferable 
to avoid using carbon in the target, it may be necessary.
There are only three solid oxides of elements lighter than oxygen, namely, lithium 
oxide, beryllium oxide and boron oxide. To produce a self-supporting lithium ox­
ide target, lithium metal is rolled into a thin sheet, placed on the target frame then 
allowed to oxidise. The lithium sheet is thin enough to oxidise completely (as op­
posed to Just at the surface). This method had been used previously to produce 
targets for breakup work (C. D. Jones [41]). In that work it proved difficult to 
make thin lithium oxide targets, and a figure of 1400 p.g cm“  ^ is quoted [41, sec­
tion 5.2.4]. It was calculated that this would be too thick to produce the desired 
excitation energy resolutions (<200 keV) for this work.
Beryllium oxide is toxic, so would have been too difficult to work with. Pure boron 
oxide targets are difficult to make. The normal method, would be to evaporate the 
target material onto a coated glass slide (in the case of an oxide, the reduced target 
material could be evaporated in the presence of oxygen). The glass slide would 
then be immersed slowly in water so that the layer of target material was released 
from the glass slide and floated on the surface of the water. The target frame could
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then be brought up underneathso that the target material lay across the frame. This 
method could not be used for boron oxide targets as boron oxide dissolves in water.
The final choice was to use the a boron oxide taiget on a thin carbon backing. This 
was produced by making a thin carbon target as described in the previous para­
graph. The boron oxide was then evaporated directly onto the carbon. The nomi­
nal target thickness after evaporation was 200 p,g cm“  ^of boron oxide (B2O3) on 
10 jig cm~^ of carbon.
It was decided that runs would also be performed on pure boron and pure carbon 
targets to determine the contributions of reactions on these elements to the yield 
from the boron oxide target. The ""^ B and ""‘C targets were self supporting and 
had nominal thicknesses of 100 and 450 jig cm~^ respectively.
6.2.3 Detectors
It was decided that the detectors would be run at their design distance of 240 mm 
from target. Calculations were performed with RPS for the '^ ’0 ( ‘^ ^^Ca,'^C*^0)^^Si 
reaction. Two sets of detector angles were chosen. Set 1 was 13°/18° to cover 
excitation energies in “^ Si* of 20-30 MeV. Set 2 was 22°/18° to cover excitation 
energies of 30-40 MeV. These settings were sensitive to the region of the angular 
correlation near 0* =  0° and v|/ =  90°. For reasons that will be described in sec­
tion 6.3.4, data were also taken at angles of 25°/28°, 15°/29.5° and 20°/31.5° to 
collect supplementary data on symmetric and near-symmetric fission of the com­
pound nucleus.
A gas pressure of 120 T was used in the detectors. This high gas pressure was cho­
sen to give a better signal to noise ratio and hence good resolution for ' “C and 
Calculations of the energy cutoffs showed that they would be sufficiently low to
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detect all the *“C and *^’0  ions from the reaction of interest.
For this experiment, a different calibration method was used than in the other ex­
periments described in this thesis. In this method, a mask with 17 vertical slits was 
placed in front of the detectors. This mask consisted of a copper plate with slits 
cut in it. The slits were 2 mm wide and spaced by 4 mm. An optical alignment 
telescope was used to measure accurately the angles of all the slits when they had 
been fixed in front of the detectors. The chamber was evacuated. Runs were then 
performed with 29.69, 52.78 and 82.47 MeV beams and a thick gold target 
(100 pg cm“ -). There were two runs at each energy, one with gas in the detec­
tors and one without. The chamber was then let back up to atmospheric pressure, 
opened and the masks removed without disturbing the detectors. The chamber was 
then pumped back down to vacuum for the reaction runs.
This method had the advantages over the other methods that it could instantly be 
seen if the calibration was correct, and that fewer calibration runs were needed. 
However, it had the disadvantage that the chamber had to be let up and pumped 
down to remove the masks. This process typically took at least 8 hours due to 
the care taken when cycling the system to avoid a pressure difference building up 
across the mylar windows in the detectors which could easily break them. Also, 
windows that did not break could sometimes develop pin-hole leaks, so the cycling 
of the chamber was best avoided.
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6.3 Results
6.3.1 Calibration 
Position caiibration
The slits in the copper mask allowed calibration measurements to be made at a 
large set of known angles. The energy of the elastic scattering peak was calcu­
lated with relkin and declx for each slit. As well as elastics, some lower energy 
particles were scattered through the slits, and these events were also exploited for 
the calibration. A gain and offset was assigned to normalise the output of each 
ADC. These could then be altered until the elastic scattering peak for each slit was 
at the correct energy and the position signal for the tail of lower energy particles 
showed no energy dependence. This had to be done for each strip. A computer 
program was written to do this simultaneous energy and position calibration au­
tomatically. The program also determined the calibrations necessary to convert to 
calibrated energy and angle values. Results before and after correction are shown 
in figure 6.3. The corrected data show the correct kinematic fall off with angle at 
each of the three bombarding energies used in the calibration. These data were col­
lected with no gas in the detector. The lines for each slit stay vertical down to the 
lowest values. The curved cut-off at low energy is due to the minimum energy ac­
cepted by the electronics (4 MeV at each strip end) and the requirement that both 
ends of the strip recorded a signal.
Energy calibration
The original energy calibration method was designed for the experiment to study 
and ‘“C from -*Si breakup. Later in the experiment, the study focussed on
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Figure 6.3: Effect of calibration on energy vs position plots
ions of '^^Mg, ^*Si and At these higher Z and A values, the analysis became 
extremely sensitive to the accuracy of the calibrations and further refinements were 
required. The most sensitive test of the calibration was to analyse a mass complete 
channel, such as '^0 ('^^Ca,^^Si)^^Si reconstructing the centre of mass angles of 
the two detected particles independently. For each detected particle, its angle and 
energy were measured. Knowing the beam energy, the centre of mass angle could 
be calculated using the formula
0cm — -I
\Z f s in 0
(6 . 1)
where E, m and 0 are the kinetic energy, mass and lab angle of the detected particle, 
Ely and /«/, are the energy and mass of the beam particle and m, is the mass of the 
target. This method does not require that the “^ Si ions be in their ground state.
Note that this diagnostic provides a test of every aspect of the calibration. In partic­
ular, it includes the corrections that must be applied for energy losses through the 
target and detector entrance windows and gas, which are critical for high Z ions.
If the system were calibrated correctly, then the two centre of mass angles would
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before recalibration. after recalibration.
have differed by exactly 180°. When this plot was performed, it was discovered 
that this was not quite the case (see figure 6.4 where the data do not fall exactly on 
the diagonal of the figure).
As part of normal experimental procedure, about once every 12 hours, the reac­
tion runs were halted and a short run was performed using the reaction beam and 
a flash gold target (that is, a thin, carbon backed, gold target). This was to provide 
elastic scattering data which could be used to monitor drifts in the gains of the de­
tectors and electronics. These data were further exploited to provide an extra set 
of energy calibration points for "^ ®Ca ions at 190 MeV. This extended the range of 
calibration data to encompass the particles of interest. The plot of the centre of 
mass angles obtained after recalibration is shown in figure 6.5. As can be seen in 
the figure, the angles of the two particles now differ by 180° and pass through the 
point (90° ,270°). The scatter around the line is due to both energy and angular 
straggling of the detected ions in the target, window and gas.
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Figure 6 .6 : A particle identification spectrum for the 4^ (2% + '^O experiment
6.3.2 Particle Identification
A particle identification plot generated for this experiment is shown in figure 6 .6 . 
Ions with adjacent values of Z were just resolved. This was a significant result for 
detector performance, as this experiment had the largest range of ion masses for 
any experiment so far performed with these detectors.
6.3.3 “^ Si + ‘^O + ‘“C final channel
Particle identification could performed on raw ADC values rather than energy val­
ues obtained after full calibration, and could be performed accurately during on­
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line analysis. This was used to monitor the number of events in each final channel 
in real time.
In on-line analysis, no coincidences were observed at either detector angle
setting. This result was later confirmed during off-line analysis. It was decided to 
abandon the investigation of this final channel after a total of 12 hours running. 
The remaining 96 hours available for reaction data were used to investigate what 
was happening in the reaction, and in particular to study the symmetric mass split 
in the exit channel, in the case when the final state nucleus did not break up.
6.3.4 Mass complete channels
In the work of Dichter et al [24], final channels were seen that contained ^®Si and 
were assumed to be -^Si + ^^Si. It was decided to adjust the experiment to look 
for “^Si+-^Si coincidences to check this assumption. It was also hoped that events 
when one of the ^^Si ions alpha-decayed subsequently, could be measured (this 
later proved impossible due to yield from reactions on the carbon in the target — 
see section 6.3.5).
Using RPS three new angle sets were calculated to optimise efficiency for symmet­
ric and near symmetric exit channels. They were 25°/28°, 15°/29.5° and 20°/3 1,5°. 
Between them, these three angle sets covered a large region of excitation energy 
and centre of mass breakup angle for the ^^Si-^^Si final channel. In addition they 
gave good coverage for mass asymmetric channels such as ^"^Mg- -^S and ^^ ^Ne- 
3G/\r and the three body final states such as -^Mg-~^Si-a. A summary of the total 
number of events of each type seen are shown in table 6.1. This represents the 
results of approximately 45 hours of beam time. As can be seen in the table, the 
“^ Si--^Si final channel was observed and a wide variety of other channels were also
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Ne Na Mg A1 Si P S Cl Ar K
o — — — — 171 514 4293 5949 11927 2294
F — --- — —- 105 149 736 1219 652 311
Ne — --- — 89 1143 932 4087 1354 809 —
Na — --- — 89 567 669 721 449 — —
Mg — --- 326 633 3725 1008 1088 — — —
A1 — --- 304 401 917 388 — — — —
Si 107 190 1664 662 730
P 76 86 344 170
S 143 113 306
Table 6.1: Total number of counts observed in the indicated coincidence channels 
from the ^^ ^Ca + *^’0  reaction. Merged results from ail runs with detector settings 
of 25°/28°, 15°/29.5° and 20°/31.5°. Channels with less than 50 counts have been 
omitted for clarity.
seen.
The three mass complete channels with highest statistics were chosen for analysis 
and eventual comparison to the theoretical predictions of the statistical model using 
CASCADE and LILITA. These channels were ^^Si-^^Si, and ^^^Ne-^^Ar.
The particle identification was able to resolve ions with different atomic numbers, 
but it was not possible to provide a mass identification, however, as verified by 
CASCADE and LILITA calculations, Q-value effects ensured that channels produc­
ing all even-even final state nuclei dominated.
One advantage of analysing the mass complete channels was that, since the total 
mass in the exit channel was known unambiguously, there was no possibility of 
contamination of the data by reactions off the carbon and boron in the target.
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For each channel, there were two measurements that could be compared to the the­
oretical predictions. These were the total kinetic energy of the fragments (TKE) 
and the angular distribution of the fragments, each measured conveniently in the 
centre of mass frame.
Total kinetic energy (TKE)
Denoting the two final state nuclei with subscripts 1 and 2, the energy in the final 
channel measured in the centre of mass frame is
g /  =  [/,* +  [/g* +  (6 .2)
where the U* are the kinetic energies of the particles measured in the centre of 
mass frame and the Ex are the excitation energies of the particles. The energy in 
the entrance channel is
=  +  (6.3)
where the subscripts h and t refer to the beam and target. Ef* and E* are related 
by
=  +  (6^0
This gives
f/| * +  f/2* +  4- g ,2 =  %* -1- f / r  4- 6 . (6.5)
By the definition given earlier, TKE = U\* Uo*. so TKE is related to the total 
excitation energy of the fragments by
TKE =  f / r  +  f/2* =  f/// +  [//* +  (2 -  (g,4 +  g ,2) . (6 .6)
One of the problems with this TKE calculation, or the equivalent calculation of the 
total excitation energy of the fragments, was that it relied on knowing the beam
6. Final channels from the + *^0 reaction_________________________ Ifô
energy. In this experiment, the beam lost 3,4 MeV travelling through the target. 
This was equivalent to a 1.0 MeV variation in centre of mass energy. However, 
since the kinematics of the reaction were over determined, it was possible to use the 
extra information to determine where in the target each event’s reaction occurred, 
and the direction of the beam particle responsible for each event.
Supposing that the position through the target and the particle exit energies were 
known for a particular event, it was possible to determine the energy the detected 
particles had immediately after the reaction. The energy loss calculation to allow 
this was performed by using a polynomial fit to the results of dedx. These mod­
ified energies could then be used to calculate the momenta immediately after the 
reaction occurred. These momenta could be summed to give the momentum of the 
beam particle just before the reaction and hence the energy of the beam particle. 
The energy the beam must have had on entering the target, to have this energy at 
the given distance into the target, could be calculated by again using a polynomial 
fit to the results of dedx. This energy could then be compared to the known beam 
energy. An algorithm was developed whereby the postulated position through the 
target was varied until the correct beam energy was reproduced. The technique 
used to vary the estimated reaction position within the target was that of linear in­
terpolation. The solution converged, to better than a 0.01 MeV error in beam en­
ergy, after one iteration in most cases. This indicated that the problem was nearly 
linear over this range. This result may be of use in future analyses.
This method could be used as the predictions from CASCADE showed little vari­
ation when the beam energy entered was varied. For example, for a beam en­
ergy of 190.0 MeV, CASCADE predicted a TKE in the -^Si-~^Si final channel of 
40.66 MeV with a width (a) of 2.9 MeV. For a beam energy of 188.3 MeV — 
equivalent to a reaction occurring in the middle of the target — the predicted TKE
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Figure 6.7: Uncorrected TKE spec- Figure 6.8: Corrected TKE spectrum
trum for the ^^Si-“^Si channel with the for the “^ Si-^ *^ Si channel,
calculated efficiency profile overlaid.
was 40.59 MeV with the same width. Between the same two beam energies, the 
predicted excitation energy shared between the fragments varied by ~0.4 MeV. 
Since a plot of TKE was predicted to be insensitive to beam energy, this allowed 
all the counts to be placed on one graph without any correction.
It was necessary to perform an efficiency correction to allow for kinematic effects. 
A Monte-Carlo computer code was written to model the reaction. The code pro­
duced efficiencies as a function of 0* and Ex- The code modelled the breakup in 
three dimensions. Figure 6.7 shows the raw TKE spectrum obtained for the ^^Si- 
^^Si channel before efficiency correction. Figure 6.8 shows the corrected TKE 
spectrum. If both ^^Si nuclei were produced in their ground states, the TKE would 
have been 57.2 MeV. The reduction measures the excitation energy stored in the 
two fragments.
The same procedure was performed for the -"^Mg-^^S and ^ ^^Ne-^^Ar channels. The 
corrected TKE spectra for these channels are shown in figures 6.9 and 6 .10.
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Figure 6.9: Corrected TICE spectrum Figure 6.10: Corrected TKE spectrum
for the channel.
Angular distribution
for the ^^^Ne-^^Ar channel.
The range of 8* accessible in this experiment, varied as a function of the excitation 
energy shared between the ^^Si nuclei. In order to produce an angular distribution 
as a function of 8*, points were taken over a restricted, 5 MeV, region of Ex near the 
centre of the Ex distribution. Over the area of this cut, the efficiency was uniform 
as a function of 8*. The counts in this area were projected to give the plot of counts 
versus 8*, the plot for the ^^Si-^^Si channel is shown in figure 6.11. Clearly the 
counting statistics are limited, but the data serves to demonstrate that the angular 
distributions do not fall off dramatically, and nor do they show strong oscillatory 
behaviour over this 25° range of angles. The angular distributions for the other 
channels were similar.
6.3.5 final channel
As discussed in section 6.2.2 (page 151), the target used in this experiment con­
tained both and '^C. It was necessary to distinguish between reactions on these
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Figure 6.11: 0* .spectrum for the ^^Si-~^Si channel including efficiency correction. 
The error bars shown are \ /7 v  counting errors.
two target components to isolate the '^ ’0 (^^^Ca,^'^Mg"^Si)a channel from the con­
taminating '^C(^^^Ca, '^^Mg)^^Si channel. The method was to sum the momenta of 
the "^Si and the “^^Mg that were detected. Any discrepancy between this and the 
beam momentum could be assigned to the unobserved alpha particle. In the case 
of the reaction off *"C, the a  momentum should be zero, whereas in the case of the 
reaction off '^O, it could be non-zero. By comparing the distributions of a  ener­
gies from the B2O3 target to that of the ’^C target any significant difference would 
indicate reactions off the '^O in the target. The two distributions are shown in fig­
ures 6 .12 and 6.13. It can be seen that no significant difference was observed. The 
small shift away from zero in figure 6.13 is attributed to uncertainty in the thick­
ness of the carbon target.
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Figure 6 .12: Distribution of a  energies Figure 6.13: Distribution of a  energies
for reactions off the B2O3 target lead- for reactions off the *“C target leading
ing to a “^Si + ^^Mg final channel. to a ^^Si + ^^Mg final channel.
No special correction needed to be applied for reactions off the boron in the target, 
as there are insufficient protons in the Ca + B entrance channel to give a Si + Mg 
exit channel.
6.4 Analysis
6 .4.1 “^ Si + ’^O + final channel
An upper limit was calculated for the yield from the '^OC^^Ca, ' -C '^0)^^Si reac­
tion. Since no counts were observed, an upper limit of 4 counts was used as if 
the cross section had been high enough for 4 counts to be expected, 0 counts could 
have been obtained at the 2a level. The double differential cross section was given
by
d"a Counts m, 1 mb sr'dOidQ; 3.7 Q^ff  (nC) T (|ig cm-2) AUi AQs 
where the symbols have the same meaning as in equation 4.11 (page 105).
(6.7)
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At the 13°/18° angle set, data were collected for one hour with a total beam ex­
posure of 60 p.C. At the 22°/18° angle setting, 10 hours of data were taken with a 
total beam exposure of 1.6 mC. These gave upper limits on the cross sections of 
20 pb sr~^ and 0.6 pb sr“  ^ respectively.
6.4.2 Mass complete channels
The results obtained for the mass complete channels were compared to those ob­
tained from CASCADE, CASCADE calculated the cross-sections for the various 
final channels directly after fission of the *^^ Ni compound nucleus. This output did 
not allow for the possibility of particle evaporation of the fission fragments. Al­
though LILITA could be set up to output event by event data of its simulations, to 
allow coincidence simulations to be performed including the possibility of this par­
ticle evaporation, this task was very complex. Instead, the LILITA singles output 
was used to estimate how big this evaporation effect was. The results obtained by 
this method were sufficiently accurate for comparison to the data obtained in this 
experiment.
The detector system was able to measure only the Z, and not the A, of the emit­
ted nuclei. This meant that, for example, the ^^Si + ^^Si final channel could not be 
distinguished from the ^^Si + ^^Si final channel. However, the predicted yields of 
these channels was, in all three cases of concern here, over two orders of magnitude 
smaller than the main even-even final channel, thus, these non even-even channels 
could be ignored. This feature of the detection system also meant that if either, or 
both, of the fission fragments emitted neutrons in flight, then this could not be dis­
tinguished from the mass complete channel by particle identification alone, thus 
neutron emission by the fission fragments did not affect the measurements. In con­
trast, if either of the nuclei had decayed by proton or alpha emission in flight then
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that would lead to a decrease in the measured number of counts compared to what 
would be measured if this emission could not occur. It was not possible for there 
to be charged particle decay into the detected channels as the channels of interest 
were charge complete, that is, there could not be any undetected charged particles 
in the final channel. The possible decrease in yield due to charged particle emis­
sion out of the channel had to be estimated and allowed for.
The coulomb barrier acts to inhibit proton and alpha decay. This was demonstrated 
by looking at how LILITA modified the singles cross sections it received from CAS­
CADE as a function of the Z of the nucleus. These results are shown in figure 6.14.
In contrast, neutron decay is not inhibited by the coulomb barrier. Plotting the same 
data as in figure 6.14 as a function of the mass of the nucleus showed that signifi­
cant neutron decay cross sections were predicted, particularly where the daughter 
nucleus would be even-even. These results are shown in figure 6.15. The pref­
erence for even-even daughter nuclei could be explained by the high Q-value of
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reactions leading to these nuclei.
The same Q-value effect, that enhances reactions leading to even-even daughter 
nuclei, suppressed proton and neutron evaporation from even-even parent nuclei. 
Since the final channels studied in this work contained only even-even nuclei, it 
was evident from the LILITA simulations that particle evaporation effects could 
be ignored and that the CASCADE results could be used directly. As a check, the 
LILITA results, were used to place an estimate on the error from just using the CAS­
CADE results directly. Assuming that any increase in LILITA of the yield of those 
isotopes with one proton less than the nuclei of interest is entirely due to proton 
decay of the nuclei of interest gives the estimate. The pre- and post-evaporation 
predicted yields are shown in table 6.2 .
From the figures shown in the table, there appeared to be no significant increase 
in the yields of the nuclides '^F, ^^Na and “^Al. The nuclide showed an in­
crease in yield equivalent to 20% of the pre-evaporation yield of The increase
in yield of ^^Cl was equivalent to 70% of the pre-evaporation yield of ^ ‘^ Ar, how­
ever, for nuclei with masses as large as these, the assumption that the increase in 
yield of ^^Cl was dominated by single proton decay from an initial ^^Ar was no 
longer valid.
Total Kinetic Energy
CASCADE predicted total kinetic energies for the ~^Si-“^Si, -"^Mg-^-S and ~^Ne- 
^^Ar channels of 40.6, 40.0 and 38.3 MeV respectively. The predicted widths (a) 
were 2.9, 3.0 and 3.3 MeV respectively. The measured values obtained from fig­
ures 6 .8, 6.9 and 6.10 were 40.1, 39.9 and 37.7 MeV with widths of 4.5, 4.8 and 
5.5 MeV. The centroids were in excellent agreement with the predicted values, 
the increased widths were due to experimental effects such as energy and angu-
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z Isotope ^pic Ctpiisi Isotope tî^ pre (7posi Isotope Cl'pre t7post
3 — — — ^Li 3.4 3.6 2Li 0.4 0.4
4 ^Be 2.5 2.3 *Be 38.7 41.4 "^ Be 0.4 0.3
5 ^B 2.2 0.0 10b 2.4 2.4 "B 0.4 0.4
6 “ c 1.9 1.9 '2c 14.9 14.6 '5C 0.4 0.4
7 13n 1.5 1.4 14n 1.7 1.7 15n 0.4 0.4
8 1.2 1.2 16o 8.2 9.1 '2Q 0.4 0.4
9 17p 1.0 0.4 18p 1.2 1.2 I9p 0.3 0.3
10 '^Ne 0.8 0.8 20Ne 5.8 5.9 2'Nc 0.4 0.4
11 -'Na 0.7 0.4 22Na 1.0 1.0 25Na 0.4 0.4
12 23 Mg 0.6 0.6 2^Mg 4.7 5.1 25Mg 0.4 0.4
13 25 A1 0.6 0.1 26 A1 1.0 1.0 22 A1 0.5 0.6
14 22Si 0.5 0.5 28Si 8.8 9.3 2^ Si 0.5 0.6
15 29 p 0.5 0.1 3()p 1.0 0.9 31? 0.6 1.5
16 2'S 0.4 0.4 52s 4.7 4.2 55s 0.6 0.8
17 52C1 0.4 0.1 54C1 1.0 1.0 55 Cl 0.7 4.6
18 55 Ar 0.4 0.4 36 A r 5.8 11.0 52 Ar 0.8 2.5
19 37 K 0.3 0.2 1,2 1.9 59k 1.0 7.5
20 59Ca 0.4 0.5 8.2 12.5 ^'Ca 1.2 2.3
Table 6.2: Pre- and post 
the "^ ^^ Ca + reaction.
■evaporation yields of isotopes as predicted by ULITA for 
The units are arbitrary. Nuclei referred to in the text have
been highlighted.
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iar straggling of particles in the target, detector windows and gas.
Angular distribution
The statistical model predicted an angular distribution that is uniform in
(0*,({)*) (Note that this means ^  ^nre )^- The plot in figure 6,11 shows the mea­
sured angular distribution for -^Si + ^^Si after correction for kinematic efficiency. 
A flat distribution on this plot would correspond to a distribution uniform that was 
in (0* ,0*). Within the statistical variation the angular distribution measured in this 
final channel was consistent with a distribution uniform in (0*, ())*). Similar results 
were obtained for the other final channels.
Relative cross sections
CASCADE predicted that the relative cross sections for the final channels were 4.39 
(28si + 4.67 (^ "^ Mg + 3%S) and 5.67 (^^Ne + ^^Ar) (arbitrary units). Using
the Monte-Carlo code that was developed for efficiency correction (page 163), the 
fraction of this cross section that was detectable for each pair of detector settings 
was estimated. These predicted values, the measured number of counts and the 
ratio of the prediction to the measurements are shown in table 6.3.
The errors shown in the table are the \/iV counting errors in the number of observed 
counts and in the Monte-Carlo simulation of efficiency. The rightmost column in 
the table contains a number that would be the same on all rows if the measured re­
sults exactly agreed with the calculations. For each channel, the value in the right­
most column would be same if the efficiency calculations agreed with the measured 
counts. As can be seen from the table, there is considerable variation between the 
measured and predicted values for each angle set. Importantly, however, the dra-
•v' js. 'V
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Channel Predicted c  
(arb units)
Angle set Counts Efficiency
%
CouiilsOXEriiciency
25°/28'' 312 2.70±0.06 26303=160
2«Si-28Si 4 J9 l5°/29.5° 0 0 —
20°/31.5° 167 1.09±0.04 34903=300
25°/28° 496 1.85±0.05 57403=300
-^Mg-^-S 4.67 15°/29.5° 16 0 —
20°/31.5° 390 1.07±0.04 78003=490
25''/28° 104 0.95±0.03 19303=200
:x67 15729.5° 32 0 —
20731.5° 368 0.92±0.03 70503=430
Table 6.3: Comparison of predicted and measured yields for selected final chan­
nels. The errors shown include counting errors only.
malic drop in efficiency at the most asymmetric angle settings is well reproduced. 
This drop in efficiency arises from particles falling below the minimum detectable 
energies. The experiment was originally set up to detect *^ C and '^O ions and the 
gas pressure had been chosen to ensure they were detectable at the lowest energy 
expected from the reaction. This led to high energy cutoffs for the higher mass ions 
in the mass complete channels.
It may be that some feature of the reaction of detection system is incorrectly mod­
elled by the efficiency calculation The most likely cause of this discrepancy is the 
particle energy detection thresholds used in the efficiency calculations. By altering 
these thresholds, within reasonable limits, the predicted efficiency can be altered 
by a factor of 2. Obtaining a value for the thresholds from the measured data is dif­
ficult as the data show a gradual cutoff over several MeV. This may be due to the
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position dependence of the energy threshold as encountered in figure 6.3, which 
was not included in the modelling.
Allowing for the possible eiTors introduced in the Monte-Carlo modelling, the final 
column of table 6.3 shows no compelling evidence for departures from the statis­
tical model behaviour. There is weak evidence for an enhanced yield in the “^^Mg 
+ and ^®Ne + ^^Ar channels, which may have contributions from ®Be and a  
transfer respectively. Such direct processes could explain why there is a variation 
in efficiency corrected yield with detector angle setting (corresponding to a vari­
ation in centre of mass angular coverage), however, significantly better data and 
efficiency calculations would be needed to confirm this.
6 A 3  final channel
The ^^Si-^'^Mg-a final channel could be reached from the compound nucleus in 
two main ways. Either the ^^Ni compound nucleus fissioned to ^^Si 4- ^^Si and 
one of the ^^Si nuclei evaporated an a , or the ^^Ni fissioned to + ^^Mg and the 
evaporated an a.
The cross section for each of these reactions could, in principle, be predicted from 
the statistical model. However, as described at the stait of section 6.4.2, the version 
of LILITA available for calculation was not able to make these predictions directly. 
Using a similar technique as outlined there for estimation of how proton decay de­
creases the observed yield of the mass complete channels, an estimate was made of 
how often the a  evaporation would occur. For both ^®Si and the estimate was 
that a  evaporation occurred at less than the 5% level. This gave upper limits for 
the number of expected counts in the ^^Si+^^Mg+a of 15 counts via a ^^Si+^^Si 
intermediate state and 30 counts via ^ ^Mg+^^S. This upper limit accounted for less
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than 3% of the observed coincidences. This result was consistent with
the experimental result that no difference could be seen between reactions off a 
pure target and reactions off the backed B2O3 taiget. Hence, it was not 
possible to study sequential alpha-decay in this work.
6.5 Discussion
In summary, the Haivey model calculations suggested that it would be possible 
to populate prolate excited states in ^^Si in the reaction ^^OC^®Ca,^^Si*)^^Si that 
would subsequently break up to Analysis of this breakup would give in­
formation about the states in ^^Si which broke up in this way. These states could 
then be compaied to those seen in ^^C+^^0 scattering and those seen in other re­
actions which also decayed to such as ^^C(^'^Mg,^^C^^O)^Be [54].
Experimental evidence indicated that the cross section for this sequential breakup 
was small. An upper limit of 20 pb sr“  ^was set for the phase space region acces­
sible by the detection system for the 20-30 MeV excitation energy range in ^^Si, 
and an upper limit 0.6 pb sr“  ^was set for the 30-40 MeV excitation energy range. 
Each of these experimental setups was sensitive to primary ^^Si* angles around 
0* =  0. The obseiwed coincidence yields averaged over the detector acceptances, 
was at least a factor of 50 lower than the coincidence cross section for ‘^^ Mg+^^C 
reactions (1.1 ± 0.1 mb sr~^, page 80).
Analysis of the three mass complete channels with highest yield, showed results 
that were essentially consistent with those calculated using the statistical model.
It is therefore concluded that the yield for lai'ge, neai-symmetric fragments in the 
lôQ 4. reaction at JS'cm = 54 MeV is dominated by statistical fusion-fission.
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There is no evidence, from the present data, for an extra component due to molec­
ular resonances or other shape isomer behaviour. The weak evidence of Dichter et 
al [24] remains as the only support for + ^^ ^Ca isomeric structures in ^^Ni of 
the type predicted by Zhang et al [69].
Chapter 7
Discussion and future work
The result obtained in chapter 4, showing that the angular distribution of the re­
action *“C(-^Mg,'“C '-C)'^C is highly asymmetric, is a strong indication that the 
reaction proceeds via a direct mechanism. As well as the angular distribution, there 
are two other reaction features that can be used to distinguish between single step 
direct reactions, at one extreme, and fully equilibrated compound nuclear reac­
tions, at the other extreme. These are the variation of cross section with energy, 
and the dependence of cross section with target nucleus. For a single step direct re­
action, a smooth variation of cross section with energy is expected, whereas a com­
pound nuclear reaction can show sharp resonances. A compound nuclear reaction 
mechanism is expected to show a strong sensitivity with target nucleus, whereas, 
a direct inelastic excitation, as has been proposed for this reaction, would show 
less sensitivity. Both of these features have been investigated. As discussed in 
the introduction to chapter 4 (page 77), the variation of yield with energy could 
be explained both by a resonant compound nuclear model, and by a direct inelas­
tic excitation model [39]. Taking one of the investigations of the variation of the 
target nucleus as an example, the reaction '^ ’0 (-^Mg,'“C*“C)'^’0  showed a much
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reduced cross section compared to the reaction [41]. This
was taken as an indication of a compound reaction mechanism.
Taking these three studies together, it is clear that, although there are useful data, 
the reaction mechanism is not fully understood. Better theoretical models and ex­
perimental data are needed to determine the reaction mechanism. In particular, as 
described in reference [39], the inelastic excitation model and the resonant model 
predict different behaviours for the cross section at higher bombarding energies. 
This suggests that experiments to extend the current cross section measurements 
to these higher energies would be useful.
It would also be useful to measure the backward angle cross section more precisely 
than the current upper limit. The experiment described in chapter 4 would require 
substantial modifications, as the cross section is so low that an increase in beam ex­
posure of at least one hundred times would be needed to get precise measurements. 
As the Qggg peak was measurable before the phase space cutting described in that 
chapter, this suggests that a more useful approach would be to repeat both the for­
ward and the backward angle measurements ensuring that as large an overlap re­
gion as possible was available. This sort of measurement should be possible with 
the new large solid angle detector arrays, such as MEGHA, that are now becoming 
available.
In chapter 5, measurements of the at beam energies
of 67, 70, 75 and 77 MeV were presented. Several narrow, well separated states 
were seen and their excitation energies and spins were measured. Comparing the 
results to earlier work by Costanzo etal [15, 14, 13] at a beam energy of 113 MeV 
and Freer et al [32] at a beam energy of 99 MeV, showed that several of the same 
states were seen. Two new states were seen at 23.7 and 25.1 MeV. Spin assign­
ments were obtained for these states of (6,8)/% and lO/f respectively. The obser-
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vation of rapid fluctuations in the yield to individual states, in particular into the 
25.1 MeV state, coupled with earlier measurements of a symmetric angular distri­
bution [32] provided evidence that a compound nuclear reaction mechanism was 
involved. Further work is necessary to verify this.
The energy-spin systematics of the states were compared to those of the *^C+^^C 
scattering resonances [12] and those of the states observed in the reaction 
’-C(^"^Mg,'^C'^C)'“C [19, 18,46] (figure 5.22 — page 143). The systematics dif­
fered markedly from those of the scattering resonances with the scattering
resonance states having consistently lower spins. There was insufficient overlap 
between states with known energy and spin in the ’-C(-^Mg,*^C*^C)'^C reaction 
and states seen in the '-C (’^ ’0 , ‘^ C*^C)a reaction to determine if the same states 
were being populated. Extending the measurements of the '"C(“'^Mg,‘^C*^C)'^C 
reaction up to higher bombarding energies to extend the measurements of the yield 
curve as described earlier, should also allow improved measurements of states with 
excitation energies above 25 MeV. If spin assignments could be made for these 
states, then a comparison could be drawn with the states observed in the reaction 
' “C(*^ ’0,'^C*^C)a. In addition, performing the latter reaction at lower beam en­
ergies than those of chapter 5, could also extend the region for which excitation 
energies and spins are known for both reactions. States with similar energies have 
already been seen in both reactions, but allowing for ±100 keV systematic errors 
in the measured excitation energies in the different experiments, and allowing for 
the density of measured states of 2 MeV~ ’, it is difficult to tell whether those peaks 
that have similar energies are the same states. Obtaining firm spin assignments for 
those states would help reduce the ambiguity, and may be able to determine if the 
same structure is being populated in the two experiments.
Measurements of the ‘^ ^^Ca+’^ O reaction, described in chapter 6 , showed that the
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cross section into the sequential breakup channel was very
low, less than 20 p,b sr“ “ for the 20-30 MeV excitation energy range in “^Si, and 
less than 0.6 |Lib sr~^ for the 30-40 MeV excitation energy range. This is apparently 
at variance with the predictions of the Harvey model (section 2.2.2 — page 24 — 
and figure 6.1 — page 149), which predicts that this reaction is allowed, although 
the Harvey model is not able to predict the cross section.
Analysis of other exit channels, in particular the three mass complete channels — 
^^Si+^^Si, “"^Mg+^^S and -^Ne+^^Ar — gave results that were consistent with sta­
tistical model Hauser-Feshbach calculations performed with the computer codes 
CASCADE and L1LÎTA,
It was therefore concluded that the yield for large, near-symmetric fragments in 
the + "^ ^^ Ca reaction at £cm = 54 MeV is dominated by statistical fusion-fission 
with no new evidence for an extra component due to molecular resonances or other 
shape isomer behaviour.
The results of the gas cell detector tests in section 3.6 are encouraging. Optimum 
values for the detector operating parameters were determined, and they showed 
that the detector performance is not significantly compromised by replacing the 
design specification of two grids of 100 |Lim wires with one grid of 20 pm wires. 
This change increases the detection efficiency for two-fold heavy ion coincidences 
from 64% to 96% — a 50% increase. The only unusual effect — the signal varia­
tion with position — is systematic and so can be corrected for, during analysis.
Taking the results from the three experiments together, then from the data on the 
' “C(-'^Mg,*“C '-C )'“C reaction, it appears that this reaction is dominated by a di­
rect process, possibly direct inelastic excitation of the “'^Mg. This process cannot 
occur in the equivalent channels in the other two experiments, which are 
'2C(‘ ’^0,-^Mg" -> '-C '“C)aand ‘^ ^0(^^>Ca,^^SF ^ ‘-C ’^ ^0)'-C. In these other ex-
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periments, the other possible processes are transfer, a process which has been 
explicitly ruled out for the reaction [39], or some sort of sta­
tistical process, which looks unlikely for the '^C(^"^Mg,'^C'^C)'-C reaction from 
the angular distribution results. The -> '“C '^C)a reaction could
proceed via a -^Si compound nucleus which then evaporated an alpha particle and 
symmetrically fissioned. From the ^^°Ca4-'^0 data, it is clear that symmetric fis­
sion plays an important role in this higher mass range. The equivalent path in the 
'^C(^'^Mg,*^C*^C)'^C reaction would be fusion to followed by '-C emission 
then symmetric fission. ' “C evaporation is likely to be supressed due to Coloumb 
barrier effects.
To summarise, for the three experiments looked at in this thesis, the reaction 
'-C(^'^Mg,‘^ C’^C)'^C can undergo direct inelastic excitation and this appears to 
occur, whereas the fusion-evaporation-fission channel is unlikely to occur and ap­
pears not to occur. For the channel, fusion-evaporation-fission
can occur and the dominant reaction mechanism appears to be compound. The 
reaction can also proceed to a '^C+‘^C+a final state by inelastic excita­
tion of the followed by alpha emission, and indeed the '-C(*^0 ,'^C a)’^C reac­
tion is observed [38], though the reaction mechanism is unclear. The "^^Ca+'^O re­
action yield appears to be dominated by fusion-fission. The '^'0C^"Ca,'-C'^0)^^Si 
channel, cannot proceed by fusion-evaporation-fission or direct inelastic excitation 
and was not observed.
Appendix A
Daiitz plot line gradient
As described in section 5.3.5 (page 115), in a sequential breakup reaction lead­
ing to a three body final state, with the bodies labelled 1, 2 and 3, the sequential 
breakup could have progressed in three possible ways. Firstly, the first stage reac­
tion could have emitted particle 1 and an ejectile which later broke up into particles 
2 and 3; or, particle 2 could have been emitted first; or, particle 3 could have been 
emitted first. The relative energy of the two particles involved in the second stage 
breakup would take discrete values corresponding to the energies of states in the 
ejectile populated in the reaction (assuming only discrete states are populated in 
the reaction).
In a Daiitz plot, two of the three possible relative energies are calculated and plot­
ted against each other. If the relative energies of particles 1 and 2 are plotted on 
the x-axis against the relative energies of particles 1 and 3 on the y axis, then it is 
obvious that if the reaction did proceed by emitting particle 3 first, then points will 
be restricted vertical bands corresponding to the discrete values of the relative en­
ergy of particles 1 and 2. Similarly, if the reaction proceeded by emitting particle
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2 first, then horizontal bands would be seen. What is not obvious, is what the locus 
of points would be if the reaction proceeded by emitting particle 1 first.
In this appendix, the gradient of such a locus on a plot is calculated. Since the 
expression for the gradient is a constant for any given reaction, and any given value 
of the relative energy of particles 2 and 3, this shows that the points must lie on a 
set of parallel lines.
In this calculation, subscripts 1, 2 and 3 refer to the 3 final state particles. Value 
Ei is the kinetic energy of particle i{i=  1,2 or 3), p; is its momentum and m/ is its 
mass. E,-ij is the relative energy between particles i and J where the relative energy 
is defined to be the total kinetic energy of particles i and / measured in the centre 
of mass frame of the i-j system. Ecm is the centre of mass energy in the entrance 
channel. Q is the Q-value of the reaction. E^q  ^and p^gt the total kinetic energy 
and momentum in the exit channel as measured in the centre of mass frame. From 
these definitions, the following expressions can be calculated
£ to t -  £ 1  +  £ 2  +  £^3 — ^cm + -  2 ^^ 2/77.2 2/773 (A.1)
PtOt =  P l + P 2  +  P3 =  0, (A.2)
(A.3)
2 { m , + , n , y (A.4)
K n  -  £ 2  I E . (A.5)
On a Daiitz plot of £',.13 vs £ ,12, the gradient of lines of constant £,-23 is given by
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Constant E,-23 implies that d£,.23 =  0, similarly, the other requirements for constant 
Ptot iniply that dE^g  ^=  0 and dp^gt =  0.
From expressions A. 1 to A.5, total differentials can be calculated to be
^^tot - P£ •d p i + E l dp2 + E l dp3 = 0 , (A.6)m.| m 2 777.3
dPtot == d p i +  dp2 1  dp3 =  0 , (A.7)
d ^ r l2  = El d p i + E l • dp2 — P i +  P2 (d p i +  d p 2 ), (A.8)ni] 777.2 777] +  777-2
d £,.i3  = E l •d p i + E l • dp3 - Pi +  P3 ( d p i± d p 3 ) , (A.9)n i l m 3 777] +  7773
d^,23 = P2 dp2 + E l d p 3 - P2 +  P3 (dp2 +  d p3) = 0 , (A. 10)
m o m 3 7772 +  7773
From equation A .6
nio ' ~ /7%3 '  ' m• dp2 +  —— • dp3 — — • d p i, (A, 11)in '!  i n  I
from equation A.2
P2 +  P3 =  ~Pl> (A. 12)
and from equation A.7
dp2 +  dp3 =  - d p i . (A. 13)
Substituting these three expressions into equation A. 10 gives
0 = ( -----1   jpi-dpi, (A. 14)\m \  /7%2 +  /7^ 3 /
which implies
P f d p i = 0 .  (A. 15)
Similar substitutions in equation A.9 give
d£;i3 =  dp2  dpi,ni2 ni\ + /JÎ3
—  4------ 1-----  I P2 dp2, (A. 16)nio in I +  /?7 3 /
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which provides the numerator in the expression required for the gradient. 
From equation A.2
and from equation A.7
PI +  P2 =  -P 3 ,
d p i+ d p 2  =  -dp3.
(A. 17)
(A. 18)
Substituting these two expressions in equation A.8 gives
d£,i2 =  — Pi dpi 4 P 2 'd p 2  —
n i \  m 2  n i ]  - { - m 2
dE,.\2 =  — Pi d p i  +  — p 2 ' d p 2 ------- ^ — —  dp3.ni] m2 m.] 4-/772 m3
P3-dP3,
From equation A.6
— —  • dp3 =  —  • dpi 4- “  • dp2.m.3 mi mo
(A. 19)
(A.20)
This equation for the denominator of the gradient expression will now be simpli­
fied by eliminating pi and P3.
Substituting this expression into equation A. 19 gives
d£,42 =  — P i  d p i  4 P 2 d p 2 4------  —  ( — P i  • d p i  4 P2 • d p 2  ) (A.21)/77| nio 7771 -4-7/72 V 777] fflo J
Using equation A. 15, this reduces to
d£,-i2 —  P2 dp2 4----- :----^-----r777.2 777.2(777.14-7772) P2•dp2
1 7773 P2-dp2, (A.22)7772 4-7772) _
which is the denominator expressed in a similar form to the numerator in A. 16.
Combining equations A. 16 and A.22, the expression for the gradient can be calcu­
lated as
d£. [ ' 4- ‘ 1 P2 dp2
I "h P2 •dp2ni2
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m . \  +  n i o  +  777.3 ^ 7712(7771 + 7772) 
777.2 (77% 1 +  777.3 ) 777 1 +  7772 +  777.3
777] +  777 2 
7771 + 777.3
(A.23)
As this expression for the gradient depends only on the mass of the particles, it is a 
constant for any reaction. In particular it does not vary with £,42 or ^ri3 and so is 
constant at all points on the Daiitz plot. This implies that the locus of points for a 
given combination of £,23, £tot and pj-gt is a straight line. If £,-23 can take several 
discrete values, then the loci for those values will form several parallel lines.
In the special case where the two correlated final state particles have the same mass, 
in this case the correlated particles being 2 and 3, the gradient is just -1  as is the 
case in the plots in section 5.3.5.
Appendix B
Calibration fitting
Denoting the signals observed at each end of the strip, after conversion, as Ho and 
L„, it was possible to derive expressions relating them to the signals input to the 
pre-amplifiers — cjh and qi.
=  qHgH +  On (B.l)
Lo =  qL8L + 0 i-  (B.2)
In these equations, gn and g t  and Oh and Oi are, respectively, the gains and offsets 
applied to the signals from each end of the strip. In equation 3.2, the total qn +  qc 
was marked as being proportional to £ , the energy of the incident ion. Denoting 
this constant of proportionality as k, then defining two new variables Eh — kqn 
and E l =  kqi, the following expressions were obtained
Eh L E i  =  E (B.3)
Eh pRs + R i
El (1 — p)Es +  Rh (B.4)
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To simplify equation B.4 slightly further, two new variables, R\ and Rn were de­
fined as ^  and ^  respectively giving
Eh __ p L R i  /p
Replacing qn and q^ in equations B.l and B.2 with Eh and E^ gave
ffo =  Eh ~  +  Oh k
=  EhGh + Oh (B.6)
where G/-/ ~  A  similar expression was obtained for L^ ,,
L(, = ElGl +  Ol (B.7)
From equations B.3 and B.4 expressions were obtained for Eh and El,
Eh Eh F +  ^2
Eh
El E - E h { \ - p )  + R\ 
(1 - f )
( l - p )  +  R, + 1P + Ei 
( 1 — p) R\ +  p +
E
p +  ^ 2 ^
-  = t t I +  “ ‘■®
similarly El = E  ^—^  (B.9)I I<\ + «2
Two variables E„ and Xo were defined as Ho +  Eo and respectively. Expres­
sions for these were obtained,
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EoX„ = H,, — La
=  (B.U)
Denoting as G\, as G2, Oh + Ol as 0+ and Oh -  Oi as G_, the
above simplified to
Eo =  G| £(^2 +  p) +  G2£(£ 1 +  1 -  p) +  G+ (B.12)
EoXo = GiE{R2 + p )-G 2 E {R l + [ - p )  + 0 -  (B.13)
These expressions relate the direct observables, //„ and Lo {Eo and Xo) to four pa­
rameters of the electronics (G |, G2, G+ and G_), two of the detector (£; and R 2 ) 
and two of the event (p and E). Fitting with these expressions can be achieved us­
ing data points from two specified combinations of p. For experiments that were 
calibrated without a mask, the only events for which p was known were those 
events occurring at the edges of the detectors where p was known to be 0 or 1. 
Versions of equations B.12 and B.13 were derived for these points. For p =  0,
Eoo =  G,£(,(£2 +  0) +  G2£(£1 +  1 - 0 )  +  G+
=  G j£()£2 +  G2£(£1  +  1) +  G4-
=  £ o[G,/?2 +  G2(£i +  I)] +  G4. (B.14)
EooK â) — £q [Gi/?2 — G2(£i +  1)] +  G -, (B.l 5)
and similarly for p =  1,
Eo\ = £ ,[G ,(/?2+ 1) +  G2£i] +  G+ (B.16)
EoiXoi =  £ ,[G ,(£ 2 + 1 ) -G 2 £ |]  +  G_. (B.17)
Defining the following variables made the fit simpler,
C, =  G i/?2 +  G2(/?i +  1) (B.18)
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C2 =  G ,£2 - G 2(/?i +  1) (B.19)
C3 =  Gi(/Î2 + 1 ) +  G2/?i (B.20)
C4 =  G|(R2 +  1 ) - G 2 R | ,  (B.21)
and simplified the expressions for EoqX„{), £„i and E„\Xo\ to
E(){) = Eç)C\ +  G+ (B.22)
£u()%n() =  £0^2 + G- (B.23)
£,,, =  £iC3 +  G+ (B.24)
£„,X„t =  £ iC4 +  G_. (B.25)
These final expressions had entirely measured values on their left hand sides, and 
linear combinations of known values and fitting parameters on their right hand 
sides. This meant it was possible to perform a simple least square fit procedure 
to determine the fitting parameters. By plotting graphs of £„ against Xo for elastic 
scattering data, it was possible to determine the maximum and minimum values 
of Xo and the corresponding values of £^. These limit values had to correspond 
to the edge of the strips, and hence the values of £„o, %oo, Eo\ and Xo\ could be 
read off. During setup, an optical telescope was placed on the beam axis, and was 
used to measure the physical angles of the edges of the detectors. The energy of 
beam particles elastically scattered at those angle could be calculated with simple 
kinematics. These energies were then corrected for passage through the mylar win­
dow using dedx. The calibration runs were performed without gas in the detectors 
to simplify the measurements.
When the calibration runs had been analysed in this way, a set of data points were 
extracted with known values of £,;o, X„o, £„i, X„\, Eq and E \ . Denoting the ith 
measured datum as it was possible to define a sum
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of squares error to be
5 =  — — Eo{)i Xo() f ) -dr ( E„^\ i  — EoXi Ÿi
+  (£/,:! iX,n 1 i — E^ ; iXq i /) ^  (B .26)
By substituting equations B.22-B.25 into the expression for 5, then differentiating 
with respect to the 6 fitting parameters, it was possible to find expressions for the 
values of the fitting parameters that minimised S.
The expressions obtained were
a I \  I
T 'y', E,ii{)iE{)i (B.27)
G2 =  -  < y^EiMiE()iX„iQi
^  E/n 1 iE\iX,fj 11
y'. ^ 1/1 ^  E,f] 1 iX,„ 1 / +  ^  E„jQiX,„Qi (B.28)
C3 a ^ E \ i  ^£ ()j ^ E,„QiEQi — X +  X I i
(B.29)
G4 =  -  < X ^ l /a X Xf EmOiEoiX„t{)i
X E(); I X E„){][Xiji0i + X. E„i 1 jX„i i i
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±  X ,  E q j  1 / £  1 1 i Of (B.30)
l E f ;  I Z E „ o , + X E „ i , j  - X E w Z E m i i E i ;
O -  =  f  i Z E &  [ % £ ? ,  ^ Z E » o A , o /  +  Z E „ i , % m i , j  -
(B.31)
a
y  E| £,„ Ij'S i ,X„i ], S E )± 4 Z E m O iE o A ,o ,: 1. (B.32)
where a  =  X,^i0/ 2 A 'lE ? , -  f z E l A Z E o,- l E f , (B.33)
Although these expressions were long, each term was a combination of simple 
sums of the data points, thus the fit was analytic and fast. All that remained was 
to extract the original parameters from the parameters used for fitting, so that cor­
rections could be made on an event by event basis. The expressions used were
C3 +  C4 — C| — C2G h =
=
R\ =  
Ro =  
Oh =  
Ol =
GI ~  G2 ~  G3 +  C4 
2
G3 - C 4 
G\ — C2 ~  G3 +  C4 
Gj + C 2
C3 +  C4 ~  Cl — C2
G+ +  G -
2
( 1 +  £] +  £2) 
(1 +  /?! +  Ro)
(B.34)
(B.35)
(B.36)
(B.37)
(B.38)
(B.39)
For the fitting procedure to work well, the data points had to cover a wide range 
of energies. If this condition was not satisfied, then, in particular, the offsets be­
came very sensitive to the errors. In order to avoid this problem two alternative
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methods were developed. Both methods used the matchsticks run (described in 
section 3.4, page 49) to determine the offsets. The first method used a linear fit to 
the matchsticks data to give the offset values. Once the values were known, the 
fitting procedure could be repeated with the offsets held constant. In this case, the 
expressions for the parameters which minimised S were
^ ------------  (B.40)
^  _  - O - ' L i E qi +  X f E„jQiEQiX,„Qi A t \
L i  E qi
r  — ~  Xf E„j ijEiiG3 ^  j-,9 ( 13.42)
S /  E \ j
^  ~ G _ X / C i /  +  X i £ / / / i / G i i X , „ i /Q  =  --------------------  • (B.43)
The second method of using the matchsticks was to build up a response curve for 
the ADCs. By building a table of input voltage vs ADC output and interpolating 
between readings, a lookup table was produced that could convert an ADC value 
into a puiser voltage. In this way ADC non-lineai'ities as well as ADC offsets could 
be removed. By using the puiser voltages, the offsets were known to be zero, so 
the expressions for the parameters C1-C4 simplified to
c , =  (B-44)
/ I  X f  E,„{)iEQiX„iQi
=  -  z: 4  ^
Cl =  (B.46)l iE fi
C4 =  ^ ' + 4+ '^ " " ': . (B.47)
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