A real-time detection algorithm for small space targets was presented based on FPGA and DSP, and the corresponding hardware was designed. With this system, the Video image, whose frame frequency reaches 40 Hz and the size reaches 512×512 pixels, could be processed in real-time application. Firstly, Max-Median filter was realized in FPGA to depress noise to solve the problem of mass computation and high speed request in image pre-processing. The segmentation of the moving target was done with an improved dual image difference and background suppression to ensure that small moving targets were detected in a low SNR and complex background image. And the algorithm could ensure diminishing false-alarm rate and maintaining detection probability. Practical application approved that the system perfectly meets the requirements of the real-time dim target detection and recognition in deep space.
Introduction
Motion target detection is an important subject in the field of applied vision research. It is also seen as an important ability in the computer vision system. It has a wide application prospect in the intelligent monitoring, as well as in military, industry and other fields [1] . With the development of the modern satellite technology, satellite detection, recognition and tracking problem in deep space background have more and more important significance.When the satellite is in a faraway place, its performance is point target in the image plane with fewer pixels and low Signal Noise Ratio (SNR), and the target is often submerged by the noise. Due to the smaller target imaging, the target almost has no shape characteristics and we almost can't detect the true target by a frame image. The continuous movement information must be used in the image sequence to detect the target from the background effectively. How to improve the system sensitivity, accuracy and real-time is the key issue for the target detection system. There have been many researches on such target detection algorithm at home and abroad. Although some algorithm achieved satisfactory results in the detection performance, these algorithms are basically a PC-based simulation algorithm and cannot reach the real-time detection requirement. According to the characteristics of deep space background, this paper proposes a detection algorithm based on FPGA and DSP. In the first place, the background is restrained based on max-median filter in the FPGA; the problems of large amount of computation and high processing speed in image pre-processing are solved. Then segmentation of the moving target was done with an improved dual image difference and background suppression in the DSP, which ensures the well detecting small moving target in deep space background in the case of low signal noise ratio. The false alarm probability of the target detection can be reduced under the guarantee of the system detection probability. The performance of the method is better than the image difference method. The performance of the method is almost the same as the performance of difference method of accumulation of image, and the hardware is easy to realize.
Algorithm Description

Image Pre-processing
In the imaging process, it often occurs that cosmic high-energy particles hit the space camera, cause individual pixels and regional exposure, forming the phenomenon such as white spot noise and white line (see Fig. 1 ). Because space camera images need to be taken out, lens and detector must be bare in space, it is difficult to take protection measures to make it away from high-energy particles. Combined with imaging noise the detector itself, therefore, the original image data of the space image sensor have a lot of noise. Space particles noise is a random sudden noise, and the power is very strong; once hit, the pixel or region is saturated. That is the phenomenon of white spot which cannot be thought of as a salt and pepper noise. The random noise imaging detector itself appears at any time; modest, generally can be thought of as a Gaussian random noise. The results of high-energy particles vertical incidence are on the left, and the results of the oblique are on the right.
The median filter is one of the most widely used filters. It uses the adjacent pixels of the pixel gray value in replacing the pixel value. The principle of the max-median filter can be expressed by formula (1) . In this formula, f ′ (i, j) means the gray value of the filtered pixel, S ij means the neighbourhood of pixel (i, j).
The original value of the pixel is included in the median calculation results. The application of the median filter is very common. In the same size compared with the average filter and other linear filter, the prominent characteristic of median filter is well filter impulse noise and salt and pepper noise. At the same time, the details of the target image edge contour can be protected.For the images of Gaussian noise pollution, only the effect of average filtering is better than value filtering [2] . As the SNR of target in deep space is sometimes very low, the pixels are very few; the general median filtering method can lower the target strength or make small goals filtering out directly. So based on the max-median filter of 3×3 pixel template [3] , while filtering out the noise, the small target information is kept maximally.
The principle of max-median filter is as the under formula shows.
In this formula, i, j mean pixel coordinates, f (i, j) means the gray value of the current pixel, median( ) means taking the median, f ′ (i, j) means the filtered pixel gray value.
Object Segmentation
Difference method is the most widely used and most successful moving object detection. Difference method usually carries out with the two images in the image sequence differential to extract motion information. However, this method often causes two undesirable consequences. First, the objects overlap portion of the two frames is not detected out. Second, the object position detected is not accurate, and its shape is stretched in the direction of movement. The idea of dual image difference is on the basis of the conventional single difference image, further processing the difference image, which can better obtain the information of moving targets [4] [5] . The flow chart of this method is shown in Fig. 2 . The following section describes the parts.
The first frame
The second frame
The third frame 
Motion Compensation
Camera movement leads to the movement of relatively stationary objects in the image plane. It cannot directly use the difference image method to extract the moving object. Therefore, before doing difference image, we must make up for the camera movement. The motion compensation technique proposed in the literature [6] can eliminate the influence of the camera movement. Assumption in this way we get the camera motion parameters (dx1, dy1) from the first frame image f 1 to the second frame of image f 2 , the motion parameters (dx2, dy2) from the second frame image to the third frame image, then we make up for the camera movement according to the following formula,
In this formula, (x1, y1), (x2, y2) and (x3, y3) represent the pixel coordinates in the first frame; the second and the third frame images, f 1 , f 2 , f 3 represent the image function.
Image Difference
The idea of dual image difference is on the basis of conventional second frame difference image, further processing the difference image, thus being better able to obtain information on the moving target. f 1 (x, y), f 2 (x, y), f 3 (x, y) are assumed to be three consecutive frames in image sequences. Difference image d 1 and d 2 can be obtained through conventional single difference method.
In formula (5) and formula (6), ε is set threshold.
The dual image difference is 'AND' operation for d1 and d2.
Compared with the single image difference, the dual image difference can accurately detect the location and shape parameters of the moving object, and can better suppress the noise. Usually, the change detection uses the difference between two consecutive frames. When the video object motion was not significant, however, there is little change between two consecutive frames, which makes it impossible to separate the complete video object. Therefore, we choose interval for the difference between two frames of k (the value range of k is 2∼5).
Background Suppression and Dual Image Difference Fusion Target Detection Method
In theory, in the difference image d(x, y), only pixel point location for the corresponding of moving targets is non-zero. In fact, due to the effects of all kinds of noise, the value of d in many of the pixel position is not zero in the difference image outside the movement target. Therefore, a target detection method is put forward on the basis of background suppression and double difference fusion. It can be good detection of moving small target in complex background in low SNR. It can also reduce the false-alarm probability of target detection, with the premise of guaranteeing the system detection probability. The flow chart of the method is shown in Fig. 3 . Assume that in a certain period of time intervals (t k , t k+1 , · · · , t k+m−1 ), an m frame image sequence after pre-treatment obtained by CCD is expressed as
Algorithm steps are as follows:
(1) Consider three consecutive frames image f ( . Calculate the absolute difference gray-scale images between two frames of image
(3) Estimate background using the first three frames, that is 
B(x
(6) Subsequent processing for B(x i , y j , t k+2 ), using the width of the filter to remove isolated noise point segmented from the background, fill the isolated vacancy in target area. The results is the image segmentation F (x i , y j , t k+2 ) from the original image f (x i , y j , t k+2 ). , steps (1)-(6) are repeated to obtain m − 2 frames sequence of images of moving targets segmentation image in formula (3-27),
(8) Use target point match method based on a simple forecast [7] to recognise target in the m − 2 frames images sequence after the moving target image segmentation in the formula (8), using the target point set matching method based on the simple predicted. Exclude the false targets in the frame of image segmentation in the formula (11).
Hardware Implementation
System Chart
In the real time image processing system, the computational complexity of image pre-processing algorithm is big. The processing speed requirement is high. But the operation structure is relatively simple, which is suitable for the use of FPGA hardware implementation. Target recognition and tracking algorithm is associated with the characteristics of target. The judgment criteria are many. The controlling algorithm is complex. It is suitable for implementation with DSP software. The system block diagram of real-time dim target detection and recognition in deep space is shown by Fig. 4 . 
The FPGA Implementation of Max-median Filter
Field Programmable Gate Array (FPGA) has the mainly advantages of strong flexibility; namely, the internal specific logic functions can be configured according to need, and has the strong versatility and is suitable for modular design. While its development cycle is short, the system is easy to maintain and extend. This is suitable for real-time signal processing. This system uses Verilog HDL, and uses EP2S30F672 FPGA chip by the Altera Corporation as the hardware platform.
The device has 33 880 equivalent Logic Elements (LE), 1369728 memories (RAM bits) and 27104 Adaptive Lookup Table (ALUT) [8] . The device is rich in resources, occupies only a small part to realize the median filter, to leave more space for the growth of subsequent design.
In FPGA, image pre-processing is mainly composed by three parts, the storage module, the read/write control module, and the median filter. When the FPGA processes image data after the A/D conversion, first, the data is stored in a delay circuit composed by two 512bit memories, and always retains 2 rows of data, and each time removes columns pixel gray value respectively from three lines of image data to calculate. The function of line delay circuit is that, by address controller and read-write controller, with the method of reading before writing, update bank data in the memory using the following line of data, in order to achieve the roll-forward data memory, equivalent to the filter slide in the whole image, to achieve the purpose of the convolution. As shown in Fig. 5 , R(n), R(n − 1), R(n − 2) are respectively the current row pixels, one line delay pixels, and two line delay pixels. The structure of the maximum median filter is mainly the delay units and the comparative units.
Identification and Tracking
When the image is after FPGA filtering, the noise of the weak target is suppressed. The processed data will be set into the DSP through the dual port RAM; then we will use target motility for image segmentation in DSP. The system uses TI's TMS320C6416DSP to complete target recognition and tracking algorithm. The main frequency of TMS320C6416 is up to 720 MHz; the peak processing speed is 5760 MIPS; and the internal RAM is 1M byte [9] . This DSP has not only high-speed computing power, but also friendly external interface. It is conducive to high speed computing for real-time image processing, strong real-time communication, and large capacity data storage. It provides physical support for the development of weak target detection algorithm.
(1) The External Memory Interface (EMIF) achieves a connection with a variety of external high-speed, high-capacity storage device. In the processing of weak targets detection, usually a large amount of raw data is retained, as well as intermediate data and high speed, large capacity of storage which provide a physical space for high-speed reading and writing. (2) Extended Direct Memory Access (EDMA), which can be the case without involving the CPU, completes data movement by the DMA controller within the DSP memory space; moving data source / destination can be on-chip memory, on-chip peripherals or external devices. (3) Burst asynchronous communication with external interface is realized by multiple hardware interrupts. They support the system real-time communication between the parts.
Algorithm validation using 512×512 image sequence, the sequence contains a moving target. As shown below, the process of the algorithm is illustrated. Image of 512×512 is too large, to show consideration; Fig. 6 is interested in local image. Demo process shows that the fusion method of differences image and background suppression can effectively reduce the noise and can detect small moving target under low SNR.
The Figs. 6 (a), 6 (b), 6 (c) are three stars background images that continuous superimposed noise outputted by scene generator.
The Fig. 6 (d) is the result of the first frame after image pre-processing. As can be seen from the graph, the effect of image pre-processing of noise suppression is very good.
The Fig. 6 (e) is the difference result of the next two frames; visible conventional difference method loses the static background; moreover, it introduces part of the noise, but the detected target profile bigger and discontinuous (the image shows in original size can be seen more clear).
The Fig. 6 (f) is the result of double difference, contrast by the effect of target segmentation.
