Let E=F be a quadratic separable extension of global elds, and A E , A the corresponding rings of adeles. Fix a character ! 0 on the group A E =E of E-idele classes which is trivial on the F-idele classes, and an irreducible, automorphic discrete-series representation of GL(2; A E ) with central character ! 0 realized (as a closed invariant subspace) in the space of automorphic forms. Then is said to be GL(2; A )-distinguished (or cyclic) if there exists a form in the space of such that its integral (or period) R (x)dx over the space (or cycle) PGL(2; F)nPGL(2; A ) is non-zero.
group U(2; E=F) in two variables associated with E=F. The analogous local result is also proven. It then follows from the theory of base-change for U(2; E=F) of F1] that if is abstractly G(A )-distinguished and at least one of its components is an unstable, but not stable, base-change lift then is G(A )-distinguished. Such a component is either square-integrable or induced of the form I( 1v ; 2v ) for distinct characters 1v and 2v of E v =F v . On the other hand, there exist cuspidal representations which are stable base-change lifts, whose components are all of the form I( v ; ?1 v ), where v (x) = v ( x) for x 2 (F v E) and x is the Galois conjugate of x. These local representations are in the image of both stable and unstable maps, and so is abstractly G(A )-distinguished, but not G(A )-distinguished.
Let D be an inner form of G. Then D(F) is the multiplicative group of a quaternion division algebra central over F. The groups G and D have isomorphic centers, and it will be convenient to let Z denote the center of either group. Let V denote the nite set (with even cardinality) of places of F where D rami es. Let us assume rst that E is contained in D (F) . Equivalently, E v = F v E is a eld for each v 2 V . Then D(E) is isomorphic to G 0 (F) 
It is clear that if is D(A )-distinguished, then each of its components is D v -
distinguished. The square-integrable v are those v which are special or supercuspidal. The following theorem coincides with Theorem C of D. Prasad P] , which is proven by entirely local means, as a special case of his study of forms on GL(2; E) GL(2; F). This theorem is also proven in H3] on using an extensive analysis of orbital integrals. An alternate proof of the above theorem which uses a simpler application of the trace formula appears in this paper. We also prove the following global result: When V 00 is empty, Theorem 0.3 reduces to Theorem 0.2. When V 0 is empty, Theorem 0.3 coincides with the main theorem of Jacquet- Lai JL] . Theorem 0.3 is proven in part C of this paper.
In general, we use only the simplest possible expression of the relative trace formula which is suitable for our applications. In particular, matching of orbital integrals needs to be done only on the r-regular set (see A4 and A5) . In addition, we show in part D that the r-character is locally constant on the r-regular set (de ned below). In dealing with the Eisensteinian contribution to the relative trace formula, we rely on the computations carried out in JL] . These computations apply to the case when the central character is trivial, but this restriction is removed in F8], Lemma, p. 156.
The result of JL] has been generalized in F2] to the context of GL(n) in the case where V 0 is empty (as in JL] ) and has a supercuspidal component. Actually, F2] requires that has an additional square-integrable component, but this requirement can perhaps be removed on applying the regular-Iwahori functions as in F6]. In parts A and B of this paper we shall also work in the context of GL(n), and prove the following generalizations of F2] and the Theorems 0.1 and 0.3. Put G = GL(n) and take D to be an inner form of G de ned over F. Let G 0 and D 0 be the groups obtained by restriction of scalars. Fix a non-archimedean place v of F which is inert in E. The notion of being distinguished extends in the obvious fashion to this more general context. In B15 we prove: 0.4 Theorem. Let D v The archimedean analogue of this can be deduced from well known techniques of Flensted-Jensen, Oshima-Matsuki and Bien, but this will not be done here. Globally we have the following result, as suggested in F5]. In B10 we prove: 0.5 Theorem. Let In the proof of 0.4 and 0.5 we use the fact mentioned above that the r-characters of v and D v are locally constant on the r-regular set. Consider v 2 V 0 . Any in nite dimensional non-square-integrable D v -distinguished representation of GL(2; E v ) is necessarily of the form I( ; ?1 ). The r-character of such a representation of GL(2; E v ) is identically zero on the set of r-regular elliptic elements in G 0 v exactly when is trivial on F v ; see C14 and H3] . Using this, we obtain the precise formulation of the special case 0.3 of 0.5, as stated above.
More generally we show in B19, in the context of any reductive group, that normalized parabolic induction respects the notion of being distinguished, and that the r-character of the induced representation is related in a simple manner to the r-character of the inducing representation. Galois extension and denotes a generator of Gal(K=F), then there is some h 2 H such that H is the F-algebra generated by the element h and by all k 2 K, subject to the relations h n = 1 and hk = (k)h for all k 2 K.
Consider the set S = fx 2 D 0 ; x (x) = 1g:
To study the structure of the relative conjugacy classes we prove (cf., Proposition I.2.1 of H1] for the case n = 2, and Proposition 10 of F8] for GL(n)):
A1. 
f(xty ?1 )(dx dy):
Here dx, dy are Haar measures on D, and (dx dy) is the quotient of the product measure by a Haar measure on Z(t). The choice of dx, dy, and the measure on Z(t), is implicit in the notation (t; f). If t and t 0 are r-conjugate then Z(t) and Z(t 0 ) are isomorphic over F and the measures can ? and will ? be compatibly chosen.
It is clear that (t; f) depends only on the double coset DtD of t in D 0 . Since the map x 7 ! x (x) ?1 ; D 0 =D ! S, is an analytic isomorphism, properties of (t; f) can be deduced from standard properties of usual orbital integrals (t; ) = R (x ?1 tx) on D 0 =Ad (D 0 ) (by A1(2); S=Ad(D 0 ) = S=Ad (D) ). In particular, the integral de ning (t; f) is absolutely convergent on D 0;r-reg , and its restriction to the r-regular part T 0;r-reg of T 0 , where T is any F- we have f(x y) = 0 unless is r-elliptic regular. Remark. We should comment on the convergence of the r-orbital integrals ( ; f). Each of these is a product of local integrals. If v is a place of F which does not split in E, the local integral is
As noted in A4, this converges. The contragredient of ~ is~ and the pairing between the corresponding spaces V e V and e V V is given by hv ṽ;w wi = hv;wihw;ṽi:
We de ne our invariant forms L v and L~ v by L v (v ṽ) = hv;ṽi = L~ v (ṽ v).
These linear forms can be regarded as generalized vectors in the dual spaces. For example, L v can be identi ed with the formal sum P iũ i u i , and L~ v = P i u i ũ i . We now compute It is easy to check that the distribution
It is independent of the choice of the basis f g, which can
and from now on will be chosen to consist of smooth vectors. Since the operators The local uniqueness result of A2 (2) 
Suppose that v is nite, D splits at v and v is unrami ed, namely there is a (unique up to scalar multiples) K v -xed non-zero vector in the space of v . Then for every w in the space of v and f v 2 H 0 v , the vector v (f v )w is zero unless w is K v -xed, in which case the multiple f _ v (t( v ))w of w is obtained. Here f _ v denotes the Satake transform of the spherical function f v ; it is a polynomial in z 1 ; z ?1 1 ; : : :; z n ; z ?1 n , invariant under the action of the symmetric group S n . We put t( v ) = (z 1 ; : : :; z n ) where z i are the Hecke eigenvalues of the unrami ed v . Hence for unrami ed v and spherical f v 2 H 0 v we have 
where f g is a basis of the space of D v , and f~ g is the dual basis in the contragre- 
As the left invariance implies the analogous property, it follows that L(f ) depends on f only through its r-orbital integral (f). In particular, there is an Ad (D v 
is locally constant. His techniques may apply to show the smoothness for any H-biinvariant distribution on a p-adic reductive group G, where H is the group of points of G xed by an involution (the case of usual characters is that where G = H H, and H embeds diagonally in G, and the involution is (x; y) 7 ! (y; x)).
In HC1] Harish-Chandra proved the local integrability of the character in characteristic zero for any reductive connected p-adic group. The analogous result is valid in the case considered in this paper (see H4]), but it is known to fail for many other general symmetric spaces G=H. The local integrability shows in our case that the r-character is not identically zero on the r-regular set of G.
B9. Proposition. Suppose that D and are corresponding cuspidal representations which have supercuspidal components at a place v 1 6 2 V 0 , and discrete-series components at a place v 2 6 = v 1 which splits in E. Consequently the sum on the left of B4 is non zero, and there is a cuspidal 
In the next Proposition we discuss distinguishability with respect to G = GL(2; F), where E=F is a quadratic extension of local elds. Note that by F8], Proposition 12, the non-supercuspidal in nite dimensional distinguished representations of GL(2; E) are of the form I( ; ?1 ), where (x) = (x), or of the form I( 1 ; 2 ), with i jNE = 1, and 1 6 = 2 , or they are the \special" square-integrable subrepresentation sp( ) of I( 1=2 ; ?1=2 ), where is a character of E =NE . E '(g) (a; b 2 E ; g 2 GL(2; E)):
We shall construct a GL(2; F) invariant functional L s on I s as follows:
We integrate here over the group G = f a b b a ; a; b 2 E; aa ? bb 6 = 0g, which is isomorphic to GL(2; F) (by conjugation in GL(2; E)), hence L s is GL(2; F)- In determining the convergence of the integral and the form of the singularity, a certain in nite sum dominates the answer. It is clear that the case of a general di ers only notationally from the case of = 1, so we deal with the case of = 1 alone. For simplicity we consider only the case where E=F is unrami ed. Then q E , the residual cardinality of E, is q 2 . Further it su ces to consider only the unit vector ' 0 in I s , whose value on the standard maximal compact K E = GL(2; R E ) of GL(2; E) is 1; the computation of L s (') for other ' is similar.
To compute our integral note the measure relation "" = 1; here is a generator of the maximal ideal in the local ring R (and R E ). Then db = q ?m E db 1 , and our integral is equal to q ?2m #f" 2 R E =(1 + m R E ); "" = 1g
The last equality follows from Hilbert Theorem 90, asserting that " 2 E with "" = 1 is of the form " = z=z, where z 2 E is uniquely determined modulo F . 1 of (a) above, and since G intersects B 0 in T = fdiag(a; a), a 2 F g, and '(diag(a; a)h) = 1 (a) 2 (a)'(h),`1 is 0 unless 1 2 = 1, namely 1 = 2 . This completes the proof of (b), and we proceed to prove (c), assuming now that the i are equal, say to . So again,`1 is 0 unless jNE = 1.
(c) We conclude from the previous paragraph that when s > 0, and jNE = 1, the only H-invariant form on I s , and on any subspace thereof, is the form`1, which is the same as L s of the proof of (a). Now the H 0 -module I s (s > 0) is irreducible except when s = 1=2, when its composition series has length two, with quotient g 7 ! (g), and a sub de ned by Remark. The rst author uses this opportunity to note that the proof of the second half of Theorem 7 in F8] is too complicated (and incomplete). He adjusts it as follows. On p. 162,`: ?3; of F8], after: \we shall prove that," insert: \(1) the (\spe-cial") square-integrable subrepresentation sp( ) of I( 1=2 ; ?1=2 ) ( jNE = 1) is not distinguished unless jF 6 = 1, and I( 1 ; 2 ) with i : E ! C , i jNE = 1, is not distinguished unless i jF = 1, (2)." On`: ? 2 there, replace \not of the form I( ; ?1 )" by \which is supercuspidal." This (1) is proven in (b) and (c) of Proposition B17 above. The proof of (2) B18. Corollary. The r-character of the representation I( 1 ; 2 ) of G 0 v , i : E v =F v ! C ; 1 6 = 2 , vanishes on the r-elliptic regular set in G 0 v ( (x) 6 = 0 for an r-regular x 2 G 0 v implies that x (x) ?1 is diagonalizable in G 0 v ).
A purely local proof of B18 in a more general setting, is next.
Let E=F be a quadratic extension of local elds, G a reductive F-group and P a parabolic F-subgroup, G = G(F), G 0 = G(E), P = P(F), and P 0 = P(E). B19. Proposition. Let ( ; V ) = I( ; V ; G 0 ; P 0 ) be the G 0 -module normalizedly induced from the admissible irreducible M-distinguished representation ( ; V ) of a Levi factor M 0 of P 0 . Then ( ; V ) is G-distinguished and its r-character is supported on the subset GP 0 G of G 0 ; in particular vanishes on the r-elliptic regular set.
Proof. Recall that V consists of the V -valued smooth functions on G 0 which satisfy (pg) = 1=2 P 0 (p) (p)( (g)) (p 2 P 0 ; g 2 G 0 ). Note that G 0 = P 0 K 0 , where K 0 is the standard maximal compact subgroup of G 0 . We denote by the dual of , and by~ the contragredient of .
If `2 is a non-zero M-invariant form on ( ; V ), then < `; (pg) > = 1=2 P 0 (p) < `; (g) > for p 2 P; g 2 G. Since 2 P = P 0 and we have the measure decomposition f(g)dg = f(pk) ?1 P (p)dpdk, the measure < `; (g) > dg depends only on the projection to the coset space PnG = K. We de ne a non-zero G-invariant form 
for all~ 2Ṽ . Hence in V , for every k 0 2 K 0 we have
We conclude that L (f) =
Hence the r-character is supported on GP 0 G = KP 0 K, as required.
C. The case of G = GL(2).
The purpose of this section is to remove the restrictions in B9 and B10 in the case of G = GL (2) To prove this we can no longer use the simple form B2, B4, of the r-trace formula, since in general the to be studied may not have a supercuspidal component. We need to use the general form of the r-trace formula, which includes the contribution from the continuous spectrum. Recall that for f = f v , f v 2 H v , the convolution operator This E converges absolutely on Re(s) > 1 2 , and has analytic continuation to C as a meromorphic function which is holomorphic on Re(s) = 0. The inner sum in K f;c ranges over an orthonormal basis of H( ).
To obtain an r-trace formula we need to integrate (1) over g; h 2 Z(A )GnG(A ).
Since K f and K f;c may not be integrable, we truncate the K using the truncation operator T over F. For higher rank G it might be necessary to truncate over E. But in our rank one case the di erence between these two truncations goes to zero as goes to in nity. We prefer to use the F-truncation here since in our rank one case it leads to a simpler exposition. Given a continuous function on Z 0 (A )G 0 nG 0 (A ) and > 1, denote by the characteristic function of ( ; 1) Remark. Recall that f = f v will be r-discrete when it has a component f v which is r-discrete, namely supported on the r-regular r-elliptic set in G 0 v .
It remains to examine the e ect of the double truncation on the Eisenstein kernel. Proof. This is JL], (9.4), when 1 2 = ! 0 is 1; the general case follows on making the modi cations alluded to in the proof of C4.
Note that all sums in C5 are nite, depending only on the rami cation of f; the function (I( ; it; f) ; ) is a Schwartz (rapidly decreasing) function in t on R, and tJ( ; it) is holomorphic in t 2 R and of polynomial growth. C6. Lemma. Let ?1 ).
Let us summarize what we now have on the r-trace formula for f on G 0 (A ).
Recall that the complex number c( ) is de ned by Lemma B3. It depends on the choice of the distribution L .
C7. Proposition. Given f = f v , such that f v 2 H v for all v and f u is rdiscrete at some place u, we have Here ( ) is the one-dimensional constituent of the full-induced I( 1=2 ; ?1=2 ), tr ( ; f) is the trace of the convolution operator ( ( ))(f), and we write (X) = 1 if X happens, and (X) = 0 otherwise. Of course one can write out the r-trace formula for any function f = f v , but we prefer to write out only the simplest form which su ces to prove C11.
To prove C1 we need to compare C7 with the analogous r-trace formula for a test function f D on D 0 (A ). There are two cases to consider, depending on whether the separable quadratic extension E of F embeds in D, or not. In the rst case, referred to below as CASE I, the group D 0 of E-valued points on D is isomorphic to G 0 = GL(2; E), while in the second CASE II, D 0 is an anisotropic form of G 0 , central over E.
If V denotes the set of F-places where D rami es, V 0 the subset of v 2 V which stay prime in E, and V 00 the complement, consisting of the v 2 V which split in E, we have that V 00 is empty precisely in CASE I. The case of C1 where V 0 is empty is the Theorem of JL]. In CASE I, where D 0 = G 0 , we need to integrate the kernel identity (1) over g; h in the compact homogeneous space Z(A )DnD(A ). In CASE II, since D 0 is anisotropic we do not have the continuous spectrum, i.e., we set K f;c = 0 in (1), and again integrate over (Z(A )DnD(A )) 2 . In both cases there is no need to truncate. Moreover, at each v 2 V the component f D v is necessarily r-discrete if it vanishes on the r-singular set.
As 
Proof. Since fT D g e = fTg e , and by de nition of r-matching, since f and f D are r-matching we have (C7(iv))=(C8(iii)).
To extract C1 from C9 we need to simplify the identity of C9. The rst step is to show that (C7(iii))=(C8(ii)), in particular that both are zero in CASE II, for su ciently many functions f and f D . We rst dispose of the easier case.
C10. Lemma. In CASE II, that is when V 00 is non-empty, we have (C7(iii))=0. where R is the normalized intertwining operator, since 1v 0= 2v 0 = 1v 0 1v 00 = 1v jF v .
(2) The space H( ) is the tensor product over all v of the analogous local spaces H( v ), the operator R( ; s) is the tensor product of the local normalized intertwining operators R( v ; s), and the orthonormal basis for H( ) can be chosen to be the restricted tensor product of orthonormal bases chosen for the H( v ) . The integrand in (C7(iii)), is, up to an elementary function in t, the function X J 1 ( ; it)I( ; it; f) J 1 ( ; it) :
By the above choices, this is a product of local, analogous expressions. Consider a place v which splits into v 0 , v 00 in E. Since 1 2 = 1, the space H( v 0) = H( 1v 0; 2v 0) and H( v 00) = H( 1v 00; 2v 00) are contragredient, and we can and do choose the basis f v 00g on H( v 00) to be dual to that f v 0g on H( v 0). Our next aim is to show that (C7(iii))=(C8(ii)) in CASE I for su ciently many functions f (to prove C1). In C7 and C8 we require that f and f D be chosen so that : : : ] in C7(iii) and C8(ii) be zero at t = 0. We make this choice as follows. Let In fact we can and will take f w 00 = f 0 w , and then h w = f w 0. As usual w is a uniformizer in R w , and q w the cardinality of the eld R w = w R w . Since : : : ] of C7 and C8 has a zero of order two unless i jA = 1, we will now assume that i jA = 1. Since 1 2 = 1 in C7(iii) and C(ii), we have 1 = 2 , and 1 2 = ! 0 , where ! 0 jA = 1 (hence there is some ! on A 1 E with ! 0 (z) = !(z=z)).
For brevity we now write h for f w if w stays prime, and for h w = f w 0 if w splits. The scalar which appears in : : :] is then of the form h _ (diag(zq ?it ; zq it )), q = q w and t 2 R, and z 2 = !( w ) (= 1 if w stays prime). We need to choose h such that the value at t = 0 is zero. Recall that h _ (z 1 ; z 2 ) is a symmetric polynomial in z 1 =z 2 , thus h _ (z 1 ; z 2 ) = X n a n (a 1 =z 2 ) n ; a ?n = a n ;
and any such polynomial is of the form h _ , for some h. We will choose h such that h _ (z 1 ; z 2 ) = 1 ? 1 2 z 1 z 2 + z 2 z 1 h _ (z 1 ; z 2 ) (6) for some other sphericalh.
C11. Proposition. Fix a place w 6 2 V , where both ! and E=F are unrami ed, and complex z 1 ; z 2 with z 1 z 2 = !( w ) and z 1 6 = z 2 . For any f D = f D v such that f D u is r-discrete at some place u 6 = w, and matching f = f v with r-discrete f u , we have (C7(i))+(C7(ii))=(C8(i)), where the sums over , ( ) and I( ; 0) range over those automorphic representations whose component w at w is unrami ed with Hecke eigenvalues z 1 , z 2 if w stays prime, or of the form w 0 ~ w 0 (if w splits) with unrami ed w 0 having the Hecke eigenvalues z 1 ; z 2 .
Proof. We shall write the equality of C9 for a test function of the form f h, h = f w in the non-split case and h = f w 0(= f w 0 f _ w 00, since f w 00 is taken above to be f 0 w ) in the split case, and h related toh is in (6). Following standard lines, the equality of C9 can be written then in the form Remark. At the places v 2 V 00 V which split in E, we have Proof. Consider a global quadratic separable extension E=F which is the given local extension at the place u, and denote by u 0 6 = u a nite place which stays prime at E. Let Remark.
(1) The proof of C12 can be adapted in an obvious fashion to imply that C7(ii) is zero. In fact, for f w as in C11, the part corresponding to 1 = 2 in C7(ii) is zero by the choice of f w . The case where V 00 contains at least two elements is discussed by local means in JL], (9.5), pp. 305/6. (2) The proof of C12 can also be adapted to show that (C7(i))=(C8 (i) Let E=F be a quadratic extension of non-archimedean local elds, H a division algebra with center F, and H 0 = H F E. Then H 0 = M(m; H 00 ) for some m and some division algebra H 00 with center E. For simplicity we assume that the residual characteristic of F is not two. Fix a positive integer n and let ( ; V ) be an irreducible, admissible representation of G 0 = GL(n; H 0 ). Assume that there exists a non-zero linear formL on V which is invariant under G = GL(n; H). Then there also exists a non-zero linear form L on the space of the contragredient~ . Up to scalars, these forms are unique and in this section the exact normalizations are irrelevant. Consider the G-biinvariant distribution de ned by Let us make a further reduction. If 2K r 0 then the conductor of is the subgroup K r with r minimal such that K r is contained in the kernel of . D3. Proposition. There exists a positive integer n 1 , depending only on X and r 0 , such that if has conductor r and contributes to then r < n 1 . If this is so, then will be a representation of the nite group K r 0 =K r . Hence only a nite number of can contribute. We are therefore reduced to nding such an n 1 .
Let M = M(n; H) and M 0 = M F E = M(mn; H 00 ). Fix an additive character Proof. We note, rst of all, that the character E = F tr E=F of E has conductor R E . The condition which x 2 M 0 must satisfy in order to lie in L r is equivalent to E (tr M 0 =E ( r xy)) = 1 for all y 2 M(mn; R 00 ). Our claim now follows from Proof. In order for x 2 M 0 to belong to M , it is necessary and su cient that F (tr M 0 =F (xy)) = 1 for all y 2 M. Equivalently, F (tr M=F ((x + x)y)) = 1 for all y 2 M, but this is the same as x + x = 0. D6. Corollary. If r is a rational integer, then (L r 
Assume that X and r 0 are xed as above and x 2K r 0 which contributes to . Choose g such that g g ?1 2 X and (g) 6 = 0. It is easily shown that if r and s are positive integers such that r s 2r, then x 7 ! 1 + x de nes an isomorphism of groups L r =L s ' K r =K s . In particular, K r =K s is abelian. Let K r 2 denote the conductor of and let r 1 = max(r 0 ; (r 2 +1)=2]), where x] is the greatest integer x. Then K r 1 =K r 2 is abelian. Consequently, the restriction of to K r 1 decomposes as a direct sum of characters . The non-zero vector v 0 = E (g)L in V has a corresponding decomposition v 0 = P v . There exists a character 0 such that hv 0 ;Li 6 = 0.
Imitating Howe's de nition (in section 2 of Ho]) of the \dual blob" of 0 , we take ( 0 ) = fx 2 M 0 j 0 (1 + y) = F (tr M 0 =F (xy)) for all y 2 L r 1 g: Given x; y 2 ( 0 ), then x ? y 2 L r 1 . It follows that ( 0 ) is a coset of the form x + L ?r 1 ?d+1 . Similarly, one can de ne the dual set ( ) for each character occurring in the restriction of to K r 1 . There is a \coadjoint" action of K r 0 on the characters of K r 1 de ned by Ad (h) (k) = (h ?1 kh).
D7. Lemma. The group K r 0 acts transitively on the set of characters occurring in the restriction of to K r 1 .
Proof. Suppose 1 and 2 are two such characters. The irreducibility of implies the existence of h 2 K r 0 such that E 1 (h)E 2 6 = 0, where E i is the projection onto the space of i . Then E 1 (h)E 2 must intertwine Ad (h) 2 and 1 .
The previous lemma implies that the conductor of any occurring in jK r 1 must be identical to the conductor K r 2 of . Moreover, the dual sets ( 1 ) and ( 2 ) D9. Lemma. There exists a positive number n 2 , depending only on r 0 and X, such that if r 2 n 2 then ( 0 ) contains a nilpotent element.
Proof. Fix, independently of the choice of , another representation 0 2K r 0 which occurs in . Let K r 0 be its conductor. The irreducibility of implies that there exists h 2 G 0 such that E (h)E 0 6 = 0. Then E (h)E 0 intertwines the restriction of to K r 0 \ hK r 0h ?1 with the trivial representation. There is a character of K r 1 which occurs in and is trivial on K r 1 \ hK r 0 h ?1 . Now let y belong to ( ). Then F (tr M 0 =F (xy)) = 1 for all x 2 L r 1 \hL r 0 h ?1 . Hence y 2 (L r But ( 0 ) must also contain a nilpotent element since it is conjugate to ( ). Thus n 2 = 2r 0 satis es our needs.
This allows us to reduce to the case where ( 0 ) contains a nilpotent element when we prove Proposition D3. The following lemmas will also be useful. Recall that g is introduced after Corollary D6. For each x 2 M 0 , we de ne ord(x) to be the unique integer r such that x 2 L r ?L r+1 . According to the next lemma, giving an upper bound for r 2 is equivalent to giving a lower bound for ord(x) when x 2 ( 0 ). D12. Lemma. If x 2 ( 0 ) then ord(x) = ?r 2 ? d + 1.
Proof. Suppose x 2 ( 0 ). Then r 2 is the smallest integer such that F (tr M 0 =F (xy)) = 1 for all y 2 L r 2 . That is, r 2 is the smallest integer such that x 2 L r 2 = L ?r 2 ?d+1 . Hence ord(x) = ?r 2 ? d + 1.
We now proceed to prove Proposition D3. For this, we may as well assume that ( 0 ) contains a nilpotent element , according to D9. Otherwise r 2 < n 2 . We rst introduce the Shimura surface in question. Let F be a real quadratic eld extension of the eld Q of rational numbers, and G an anisotropic inner form of GL(2) over F which splits at the two real places of F, and which has the property that for every nite prime p in Q we have Here Q is an algebraic closure of Q , and we x embeddings Q , ! Q`,! C . The Galois group Gal(Q =Q) acts on Q , hence on Spec Q , on S K Q Q (via the second factor), and on the cohomology spaces. Denote the action on H j by j . Note that H j = 0 unless j = 0; 2; 4, and put = 0 2 4 . Theorem. For any G, h, K, ( ; V ), ! as above, we have a(!) = t(!) = p(!).
This is the same as the conjecture of Tate T] for the scheme S K over Q , in the case where = 1. Let V 00 be the set of Q -places which split in F and where G is rami ed. In the case where V 00 has even cardinality, the Theorem coincides with Theorem 2.7 of L]. The work of L] consists of reducing the proof of L], (2.7), to the proof in HLR] of the analogous conjecture for the Shimura variety S K associated with the group GL(2)=F, rather than with its inner forms. Since the scheme of HLR] is no longer proper, HLR] work instead with intersection`-adic cohomology. In the case considered in L], where V 00 is an even set of places of Q which split in F, let D be a quaternion division algebra central over Q which rami es precisely at the places in V 00 . Then G (F) To prove the remaining case of the Theorem, where the set V 00 has odd cardinality, let p be a nite Q -prime which stays prime in F, and put V (p) = V 00 fpg. Note that p 6 2 V 00 since V 00 consists of Q -places which split in F. As in L], (8.3),
x an inner form D (p) of GL(2) over Q which is rami ed precisely at the places of V (p) . Then D (p) (F) = G (F) . We can work with D (p) (F) , for any p which does not
