Haven and 1 10 in Tacoma for a 50 igIm' increase in PM1o, for example) but, given the ubiquitous exposure, this has some public health significance. Conclusions -Air pollution concentrations within current guidelines were associated with increased respiratory hospital admissions ofthe elderly. The strongest evidence for an independent association was for PMIo, followed by ozone. These results are consistent with other studies and suggest that lowering air pollution concentrations would have some impact on public health. (Thorax 1995;50:531-538) 
The high air pollution concentrations in London in December 1952 were associated with increased mortality and hospital admissions for respiratory illness.1 Recently, analyses of data from Birmingham, UK2 and Barcelona34 have reported that black smoke and sulphur dioxide (SO2) remained associated with increased hospital admissions for respiratory illness at the much lower air pollution concentrations that now prevail. The In all of the European studies there was a high correlation between black smoke and SO2, which makes it difficult to determine which pollutant is the primary correlate with respiratory hospital visits. Ideally, such determination would be best done by examining a location with particulate air pollution but essentially trivial levels of S02, and vice versa.
Such locations are difficult to find. However, Fairley9 did report an association between daily mortality and daily concentrations of airborne particles in Santa Clara, California, a location where SO2 concentrations are trivial. Santa Clara has no heavy industry and both industrial and domestic heating fuel are provided by natural gas. Power plants also use natural gas, so the airborne particles are primarily from motor vehicles.
No similar location with only SO2 has been reported. However, it is possible to find locations where the ratio of S02 to airborne particles differs considerably, and comparisons of findings between such locations may therefore provide greater insight into which pollutant is the primary correlate with adverse health outcomes. Additionally, some previous studies have used linear terms for weather factors to control for their influence. However, it is possible that heat waves as well as cold weather Environmental Epidemiology Program, Harvard of Tacoma, almost two and a half times the SO2 concentration in the peak winter season, and a much larger summer ozone peak than Tacoma. This is partly because the weather in Tacoma is more moderate than in New Haven, with few very hot or very cold days. 10 20 Number of admissions accomplished using a log linear regression. All regressions were estimated in S-Plus,'8 using the generalised linear model and generalised additive model functions.
Respiratory hospital admissions may decline linearly with temperature, but it is also possible that extremely hot days increase the risk. To allow for that possibility, both temperature and humidity were divided into eight categories and indicator variables for each category were used.
This allows the flexibility to fit U-or J-shaped dependencies, but does not force any nonlinearity. Indicator variables were also used for each day of the week.
Serial correlation refers to the tendency of two observations close together in time to be correlated. For example, if more persons are admitted today than is typical, it is likely that more persons than average will also be admitted tomorrow. While most of the serial correlation in hospital admissions is due to seasonal patterns and day of the week effects, if these terms do not fully explain that serial correlation, some correlation will remain in the residuals. In this case the residuals are not independent of each other. Effectively, the number of independent observations is smaller than the number of days That day (1 January 1989) was excluded from the final analyses using air pollution to assure that any associations were not driven by one extreme value. Table 3 shows the results of adding air pollution to the basic regression model. Pollution on the day of admission and one or two days before the admission was considered. PM1o on the same day and SO2 levels two days before were significant predictors of hospital admissions for respiratory disease. The ozone level two days before admission was a marginal predictor of hospital admissions. However, the sample size for the ozone analysis was reduced by over 40%. To make the results meaningful and comparable, all three pollutants are expressed in units of 50 ,ug/m3. This represents a moderately large pollution difference, but one that is observed in the data. Two pollutant models were then examined to determine which pollutants made independent contributions to explaining respiratory hospital admissions. Ozone was included in these models because, while its significance was marginal in this analysis, the effect size was similar to that reported in other studies.67 The PM1o and SO2 associations appeared to be independent of each other. The PM1o and ozone associations also appeared to be independent of each other, with no reduction in the relative risk for one pollutant after control for the other. The substantial reduction in sample size did make the PM10 association only marginally significant in this analysis, however. In contrast, the SO2 association was substantially reduced in magnitude and became quite insignificant after control for ozone. The ozone association was little changed by control for SO2. and ozone concentrations were similar between the two cities, but SO2 levels were considerably lower in Tacoma. PM10 showed a distinct winter peak in Tacoma (table 5) and SO2 levels were almost as high in the autumn as in the winter. Figure 4A shows the plots of hospital admissions for respiratory disease versus day of study in Tacoma, fig 4B shows 
Discussion
All three pollutants showed evidence of association with hospital admissions for respiratory disease in both cities in this study. The most consistent association was seen for
PM1o. It was significant in both cities, and control for either of the other pollutants did not reduce the estimated size ofthe PM,0 effect. Both cities were also consistent regarding which lag of PM,o was associated with respiratory hospital admissions. Ozone was associated with respiratory hospital admissions with a two day lag in both cities, although the association was weak in New Haven. The association with ozone also appeared to be independent of the other two pollutants. For S02, in contrast, the association was less consistent. The lag structure was different between New Haven and Tacoma, and in both cities control for ozone substantially weakened the association with S02. In Tacoma, but not New Haven, the S02 association also disappeared after control for PM1o.
The difference in weather between the two cities provides a useful counterpoint. The 10th percentile of temperature in Tacoma was almost 10F warmer than in New Haven. The lack of cold winters is partially responsible for the lower winter peak in S02 in Tacoma. The S02 association was less stable in Tacoma. This suggests either that a threshold exists, which was less often exceeded in Tacoma, or that the association in New Haven was confounded by weather or other pollutants. The reduction in the size and significance of the S02 effect in New Haven after control for ozone could also reflect a threshold for the S02 effect, since ozone was not monitored in the winter when S02 was highest. However, the levels of S02 in the other seasons in New Haven were similar to those seen in Tacoma in all seasons, suggesting that this is not just a seasonal or threshold phenomenon. The persistence of the PM1o association in the city with the milder winters suggests that the association is not confounded by cold weather.
Tacoma also had milder weather in the summer, with fewer hot hazy days than New Haven. As a result, summer ozone concentrations in Tacoma were only about 60% of those in New Haven. Despite this, the association with ozone in Tacoma was stable and the estimated effect was larger. One possible explanation for these results is that hot and humid weather is associated with increased use of air conditioning and decreased time outdoors, both of which would reduce actual exposure at a given outdoor concentration. In fact, the magnitude of the effect of all three pollutants was larger in the city with the milder weather, although the confidence intervals overlap, suggesting that pollution effects are easier to see in the absence of extreme weather conditions. This has important implications for study design and risk assessment, and further investigation is needed to confirm this finding.
The association with PM1o in Tacoma was not weakened by the coincident S02 concentrations being lower. This suggests that the PM,0 association is not due to confounding with S02. Indeed, the PM,o association in both cities remained significant after control for S02.
This differs from the experience in most European cities. However, in those studies black smoke (the particle measure used) was highly correlated with S02. 
Appendix
The use of a 15 day moving average to approximate the longer term pattern in the mortality data was an example of a non-parametric smooth curve. It is called non-parametric because the moving average generates a curve of expected mortality versus day of the year without specifying a particular functional form for the curve, or estimating the parameters of that function. The field of non-parametric smoothing is now quite extensive, and good introductions to it exist.'3-15 In general it is desirable to use weighted moving averages, with weights that decline with distance from the centre of the moving average period. This approach makes heuristic sense -points farther from the day being predicted presumably should be given less weight in predicting the expected number of deaths on that day. It also has a more technical justification. A sharp cutoff in the weight given to points (such as a weight of 1 for seven days ago and of 0 for eight days ago in the 15 day moving average) creates distortions in the amplitude and phase of the short term patterns of fluctuations remaining after subtracting the moving average of mortality. These are the patterns we wish to correlate with air pollution. Weights also reduce variance in the estimated number of daily deaths. A modification of the moving average approach is the moving regression approach. '7 In loess,'7 a weighted moving regression is used because moving regressions are better behaved at the boundaries of the data.
For Gaussian data the residuals of mortality, after subtracting the moving average or moving regression, can be regressed against the residuals of weather and pollution terms, after subtracting their moving averages or moving regressions. For Poisson data this cannot be done, since the filtered data no longer have a *Poisson distribution. However, the same results can effectively be obtained by putting the filter in the regression model. This can be accomplished in a number of ways, but the most elegant is using the generalised additive model. '5 This specifies, in our case, that the natural logarithm of the expected number of daily deaths can be written as a sum of the weather, day of week, and pollution terms plus a moving average or moving regression over time. In fact, smooth functions of weather and air pollution can also be specified, although in this analysis that was not done. The details of the generalised additive model have been extensively discussed. '5 
