Abstract-Biologically inspired control approaches based on the central pattern generator (CPG) have been studied to apply to a snake-like robot. One of the important problems is to determine how to construct a sensor-driven neural system in order to control the robot for adaptive locomotion. To solve this problem, a sensor-based neural network is presented in this paper. To realize collision-free behavior of the snake-like robot, three IR range sensors were used to obtain the obstacle information. By analyzing the motion strategies for the snakelike robot, a signal feedback network was constructed based on the neuron model. The sensory signals were used as the adjusted values for the input of CPG oscillators. By changing the driving input of the extensor neurons or flexor neurons in the CPG network, the snake-like robot could perform the desired turning motion to avoid the obstacles. The performance of the proposed sensor-driven neural controller was verified by conducting an experiment on a snake robot in an environment with obstacles.
I. INTRODUCTION
Even though snakes have elongated and limbless bodies, they can move nimbly on rough ground with various gait patterns. By studying the mechanism of snake motion, these advantageous characteristics can be incorporated in a snakelike robot. Bio-inspired snake-like robots are expected to have applications in search and rescue tasks in an unstructured environment. Traditional mobile mechanisms do not provide good access to such environment. In the original studies of Hirose [1] , the mechanism for imitating snakelike locomotion has been presented. Most previous studies on snake-like robots have focused on the construction of these machines such that they have animal-like properties. However, how to achieve adaptive locomotion of the snakelike robot in accordance with environmental information is still a challenging problem. The highly-redundant structure of the snake-like robot and the large degrees of freedom (DOFs) make the adaptive control of the robot complicated.
Recently, a decentralized control method based on the use of simple oscillation generators and on the coordination between them has been attracting a lot of attention. This decentralized control methodology is inspired by the nervous systems of animals. Animals can spontaneously walk, swing, and fly without any careful planning. Most of these rhythmic motions of animals are controlled by a rhythm generating mechanism, which is called the central pattern generator
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Shiga, Japan gr041087@ed.ritsumei.ac.jp S. Ma is with Department of Robotics, Ritsumeikan University, 525-8577 Shiga, Japan; and Shenyang Institute of Automation, CAS, China shugen@se.ritsumei.ac.jp (CPG) existing in spinal cords of living animals [2] . This kind of mechanism is quite suitable for the control of a snake-like robot with large DOFs, where each joint of the segment has two DOFs. To realize the decentralized control of such a snake robot, CPGs generate a purposive rhythmic motion pattern flexibly by using the entrainment caused by inter-CPG interaction and the sensory input from the outside environment. Since the use of CPG offers advantages in rhythmic motion control, many researchers have incorporated CPG schemes into the control of biomimetic robots [3] [4] [5] . One important feature of the CPG system is that it can receive information from peripheral receptors to generate adaptive motions. The sensor-based feedback system has been discussed in [6] [7] [8] for the CPG-controlled biorobots. However, these methods can not directly be used in the control of the snake-like robot since different mechanical structure and motion patterns.
On basis of biomimetic central pattern generators, a CPGbased neural network was proposed for a snake-like robot [9] . By using the rhythmic CPG outputs to generate locomotion of the joints, the desired snake-like locomotion is performed. To achieve collision-free behavior, the preprocessing of the obstacle information is necessary. In this study, a sensordriven neural controller has been designed to trigger various reactive behaviors corresponding to sensory inputs. On the basis of an analysis of the principle of collision-free behavior, a sensor-driven neural network has been constructed to adjust the CPG network for the adaptive motion pattern. This modular architecture is considered to be a major advantage over many other bio-controllers, for instance, controllers based on the use of genetic algorithms [10] or evolutionary techniques [11] . In general, these controllers are too complicated to be mathematically analyzed in detail, in particular if they consist of a massive number of connections.
To obtain the obstacle information, three infrared(IR) distance sensors have been installed on the robot for detection. Coupled with the head-navigated locomotion which has been proposed in our pervious study [12] , the effective obstacle information in front of the snake-like robot can be calculated from the signals of the sensors conveniently. After processing the sensory signals through the neural network, adjusted values will be generated to drive the CPG network so that the robot performs the desired behavior. With the help of the designed sensor-driven neural network, the snake-like robot can successfully perform collision-free behavior without any manual intervention. This paper is organized as follows. The principle of collision-free behavior for the snake-like robot is analyzed in section II. On the basis of the knowledge of the collisionfree behavior, the sensor-driven neural network is proposed in section III. To verify the proposed control system, an experiment of a four-joint snake-like robot is described in section IV. The head-navigated motion pattern will also be explained in this section. Finally, the paper is concluded in section V.
II. COLLISION-FREE BEHAVIOR
In our previous study [12] , a method combining the headnavigated locomotion for obstacle avoidance was proposed. Owing to the advantages of head-navigated locomotion, just one IR range sensor is enough for the detection of obstacles. However, owing to the detailed trajectory of the snake-like robot is needed for the calculation, it is difficult to be applied in real experiments. Herein, to realize better collision-free behavior, three IR range sensors will be used to obtain environmental information. Fig. 1 shows the arrangement of the sensors for obstacle detection. The left, right, and front sensors can be used to detect the distance between the head and obstacle. Furthermore, the target command is also considered with the motion planning of the robot.
To design a self-adaptive controller for the collision-free behavior, the relation between the sensory information and the desired motion pattern needs to be figured out. All possible situations corresponding to the different kinds of motion strategy should be summarized. Based on the summarized results of the collision-free behavior, the topology structure of the sensor-driven neural network can be constructed. To provide a clear explanation, we use the schematic diagram shown in Fig. 2 to explain the motion strategies with respect to different situations.
To illustrate the scheme conveniently, the target information is divided into two situations: Left Target (LT) or Right Target (RT) meaning the robot will move to the left or right. Coupled with three sensors: Left Sensor (LS), Front Sensor (FS) and Right Sensor (RS), there are a total of five inputs to decide the motion of the snake-like robot. As shown in Fig. 2 , we use 1 and 0 to indicate whether the IR range sensor detects an obstacle. A red circle indicates the target command is blocked, while a green circle means the target command is valid. In other words, if an obstacle is just blocking the target direction, the snake-like robot will perform collisionfree behavior preferentially and ignore the target command. The arrow shows the desired direction to avoid the obstacles. The arrow with a solid line means the robot must turn in that direction. The arrow with a dashed line means the turning motion is not necessary, but it depends on the target signal. In the fourth illustration of Fig. 2 , the transverse line means the robot needs to be stopped. From the analysis result, there are eight groups of situations for the snake-like robot to perform collision-free locomotion. The sensor-driven neural network will be designed according to these motion strategies.
III. NEURAL OSCILLATOR NETWORK
The rhythmic creeping motion of a real snake is generated by the CPG mechanism. The CPG neural oscillators in the spinal cord stimulate the muscle extension and contraction to generate the rhythmic swing of the body. By constructing an oscillation network to mimic the neural system of the animal, a series of successive rhythmic signals with the a certain phase difference can be generated to realize the snake-like locomotion. Fig. 3 shows a CPG network implemented to control a snake-like robot, where one CPG module corresponds to one joint motor. Each CPG works as a basic neural 
A. CPG-based Oscillator Network
Owing to the continuous-time and continuous-variable features, the model of the CPG neuron proposed by Matsuoka [14] has been employed as the basic neuron in the oscillator network. The structure of this neuron is shown in Fig. 4 (a) . One CPG can be composed of two neurons corresponding to extensor and flexor neurons. Each neuron has a membrane potential (internal state) and a fatigue effect (self inhibition). In addition, the neurons receive tonic driving inputs from the higher-level nervus, which excites the neuron to produce an output. If these neurons are connected with reciprocal inhibition, an alternate output can be generated from the neurons. This kind of mechanism is just like the extensor and flexor muscles in animals. The CPG model can thus be used to drive the rhythmic swing of the snake-like robot. Fig. 4 (b) shows a neural oscillator network for the snakelike robot. The tonic driving inputs are separated into u 0E for the extensor neuron and u 0F for the flexor neuron. To obtain a continuous transmission of the driving input in the network, a phase delay (PD) connection is added between the front and back CPG neurons.
From the mathematical model of Matsuoka's single neuron [13] , a CPG network including n CPG modules that have m neurons in each module can be described in a group of basic equations. For the j-th neuron of the i-th CPG module, its mathematical model can be described by
where n is the number of CPG modules in the network; m is the number of neurons in one CPG module; s is the serial number of neurons connected to the j-th neuron; u j,i is the membrane potential of the j-th neuron in the i-th CPG module; v j,i is the variable that represents the degree of adaptation; u 0,i is the tonic driving input; τ 1,i and τ 2,i are the parameters that specify the time constants for the membrane potential and the degree of adaptation, respectively; β is the adaptation coefficient; w is the weight between neurons; w ik is the connection weight of the i-th module from the k-th module; y j,i is the output of the j-th neuron in the i-th CPG module; and y out,i is the output of the i-th CPG module.
B. Sensor-driven Feedback Network
Based on the above discussion on the bio-inspired CPG controller, CPG receives inputs from a higher level of the central neuro, and also from peripheral receptors. Thus, its functioning results from an interaction between central commands and local reflexes [15] . This concept allows us to easily achieve coordination between snake joints that are coupled together by using a neural oscillator network-based controller. Our goal is to integrate the sensory signals into the CPG network to drive the different joints for adaptive locomotion. A network called the Signal Feedback Network (SFN) is proposed as the approach to solve the fusion of sensory information. A brief flow diagram of the adaptive motion control for the snake-like robot is shown in Fig. 5 . Signals from peripheral receptors that are related to the avoidance motion can be set as the input of the neural network after scaling. The output of the SFN will be adopted to adjust the driving input of the CPG controller to achieve the desired motion pattern.
The design of the neural network is based on the analytic result in section II. In total, there would be five signals needed to be processed by the Signal Feedback Network. The results generated from the SFN will be added on the CPG network as the adjustment of the driving input. The topology of the network is shown in Fig. 6 .
The neuron model in the SFN also comes from Matsuoka's neuron model [13] . The single neuron can be expressed by 
where u is the membrane potentials of the neuron; v is the variable that represents the degree of adaptation; y is the output of the neuron; T is the threshold value of the neuron; τ 1 and τ 2 are the parameters that specify the time constants for the membrane potential and the adaptation degree, respectively; β is the adaptation coefficient; and ∑ S input represents the sensory input. Herein the threshold value of the neuron T is set as 1. This means that if the sum of the input for one neuron is larger than the threshold value, the neuron will be excited. Otherwise, the neuron will be inhibitory and have no output. There are two types of connection between the neurons: excitatory synapse and inhibitory synapse. Their mathematical meanings can be considered as merely the input multiplied by +1 or -1. Fig. 7 . When the output of the LMN is added to the CPG network, the left parts will have a higher driving input. This kind of asymmetric driving input will generate a bias on the oscillator output. Finally, the snake-like robot will turn right to avoid the obstacle as we expect. By the way, if the output of the SFN is [0,1], the offset of the rhythmic output will result in a left turn. For other situations, the results of the neural network with respect to different sensory signals are listed in table I. It will have the same results as shown in Fig. 2 and perform a selfadaptive collision-free behavior successfully. This kind of neural network gains the advantage over traditional off-line learning methods which use complicated algorithms without online applicability. 
C. Preprocessing Neuron for Sensory Signals
Owing to the large noise of the IR range sensors, a preprocessing of the signals to scale them into usable values is necessary. The raw sensory signals require preprocessing to eliminate the sensory noise as well as to shape the sensory data to activate the appropriate reactive behavior. Such a filtering technique will have higher robustness with respect to a basic threshold method. From the above analysis, the input of the SFN is either a high or a low value, which indicates whether there is an obstacle. From this point, a sigmoidal transfer function is introduced to scale the inputs and limit the dynamic range of the sensory signals [16] . The neural model for preprocessing sensory signals can be expressed as
where a represents a self-connection weight; b stands for the threshold of the neural model; c is a positive amplification coefficient of the input signal; S is the sensory signal, which needs to be scaled; O(t) is the time-varying intermediate variable; and S scaling is the finally output. The structure of the model is shown in Fig. 8 (a) .
The output voltage of the IR sensory signal is mapped onto the interval between 0 and 5. After preprocessing, the signals can be scaled into desired high and low values. An example of the sensory signals after scaling is shown in Fig. 8 (b) .
IV. SENSOR-DRIVEN EXPERIMENT

A. Head-navigated Locomotion
To obtain autonomous collision-free behavior, the forward direction of the swinging motion is necessary. Inspired by an actual snake, the head of the snake-like robot could be controlled to lift up and keep the same orientation as the forward motion. In our previous research [12] , head-navigated locomotion was studied to maintain the head direction of the snake-like robot during the undulated locomotion. A demonstration of the proposed motion pattern is shown in Fig. 9 (a) . The detailed calculation model for the head joint will not be introduced in this paper again, but it can be found in [12] . With this head-navigated locomotion, the obstacle information in front of the motion direction can be obtained from the sensors installed on the head. After the preprocessing of the three distance signals by equation (3) , logic signals with only high or low values can be generated to achieve the desired locomotion through CPG network.
B. Experiment
To confirm the validity of the sensor-driven neural control system, the experiment was carried out on our snake-like robot. Owing to the limitation of the experimental space, the robot model is reassembled and composed of four joints which are connected serially. The rear three joints are rotated normally for serpentine motion, which propels the robot to go forward. The first joint is used for the head-navigated motion, which maintains its direction as the forward direction. On the head module, three IR range sensors (SHARP GP2Y0A710K0F) are mounted with a specific angles to detect the obstacles. Due to the advantage of the RC servo motor, the angle of the joint can be controlled directly by PWM method without PID algorithm. The overview and mechanical structure of the robot are shown in Fig. 10 . The specifications of the robot are shown in table II.
The obstacles used in the experiment are flat paperboards. With these paperboards, a corner with a vertical angle is constructed. Furthermore, a virtual right target signal will be added on the controller to determine its turning direction. Initially, the snake-like robot will be placed in the left side with an arbitrary inclination angle. By implementing rhythmic outputs derived from the CPG-based neural network onto the driving joints, the snake-like robot will move forward and approach the obstacles. When the distance between the sensors and the obstacle come to a threshold value (here set as 35 cm), the Sensory Feedback Network will be stimulated. After the processing of the sensory signals, the SFN will generate adjusted values to drive the CPG network, and a desired turning motion for the collision-free behavior will be achieved. Experimental scenarios of the autonomous obstacle avoidance are shown in Fig. 11 . Due to the mechanical limitations, the largest angle of the joint is about 45
• , and thus the turn angle of the robot in one period is also constrained to 30
• ∼ 40
• . During the experiment, the snake robot performs the turning motion four times (at times 10,18,24,and 31s) to avoid the corner. The head joint is controlled to maintain the same direction as the advanced direction. Thus at the beginning of each turning motion, the head joint has a sudden change to adjust to the new direction. The details of this experiment can seen in the video attached with this paper. It can be found that the snake-like robot has successfully avoided the obstacles with the help of the sensors. In this paper, a sensor-driven neural system used to control a snake-like robot to perform self-adaptive collisionfree behavior has been proposed. To realize this collisionfree behavior, IR range sensors have been used to obtain obstacle information. By analyzing the motion strategies for the snake-like robot, the proposed sensor-driven neural network compiles the sensory information and generates a desired output to drive the CPG oscillators. By changing the driving input of the extensor neurons or flexor neurons in the CPG network, the snake-like robot can perform adaptive locomotion to avoid the obstacles automatically. To verify the performance of this neural controller, an experiment on a snake robot in an environment with obstacles has been conducted successfully. Owing to the space limitations, the experiment has not been implemented on a snake robot with a large number of links. The slippage has also influenced the results of the experiment. More attempts to improve our control system will be made in future studies.
