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この短所を隠蔽する方法として，PCM と DRAM を組み合わせて主記憶を構成するハイブリッ
ドメモリアーキテクチャが検討されている [10–26]．このアーキテクチャでは，更新の多いデータを
DRAM にオフロードすることで NVM への書き込みアクセスを削減し，NVM の短所を隠蔽しつ
つ，その利点を最大限に利用することができる．この目的のために，ハイブリッドメモリアーキテク
チャにおいては，更新の多いデータを DRAM に，更新の少ないデータを NVM に配置することが
求められる．もっとも単純な配置決定の方法は，メモリ上のデータに対する更新の回数を計測して，
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Rubyの処理系である,Rubinius 2.0.0. rc1である. このプログラミング言語処理系の実装を変更し,
実験プログラムを実行した際のデータごと,セマンティクスごとの書き込みアクセスの回数を記録し


























































2. survive	 3. promotion	
図 3.3 世代別ごみ集めの概要
Old Area	Young Area	
NVM DRAM DRAM 
1. generation	




































提案手法が想定するメモリ割り当てを図 3.5に示す．提案手法では新世代領域の GCにコピー GC











































図 3.6 は write-hot queue の概要を示したものである．このデータ構造は，m 個のキューで構成
されており，それぞれのキューは n個のエントリをそれぞれ持っている．nはキューの深さであり，
MQ DEPTHと定義する．mはキューの段数であり，MQ NUMと定義する．それぞれのキューは
相異なったレベルを持っている．最も低いレベルのキューは Q0 と表記し，最上位のキューは Qmax




ていた場合，その参照は Qi に移動する．提案手法では i = log2N とする．ここでの Nは，対象オ

















動される．書き込みが多いオブジェクトは，第 3.4.5項で述べた write-hot queueを用いて検出する．
19
Qi
図 3.6 write-hot queue











































CPU Intel Core i7-4960X (6 core, 12 thread)
RAM 32.0GB
Swap なし





























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































る．分析の結果，条件 Aでの実行時間に対して，条件 Bでは最大で実行時間を 72.8%に抑制するこ
とに成功した．最も抑制効果が小さいワークロードでは，条件 Bでの実行時間は条件 Aの 0.3%で
あった．



















図 3.53 評価実験 2での条件設定
3.6.3 評価実験 2のまとめ














































































































































































空間があるシステムで，プロセス A, B, C が動作すると仮定する．なお議論の単純化のために，こ
こで言及システムにはスワップ空間がなく，またカーネルの動作に必要なメモリは 0であると仮定す

























































































































追加した．またプロセス管理情報を記録する task struct構造体に，直近 1回分の計測時刻と物理メモ
リ使用量のための領域を追加した．ふるまいの算出に用いる物理メモリ使用サイズは，プロセス管理
情報から取得できる Resident Set Size (RSS) を用いた．また OSカーネルの内部時刻として Linux













































スの実行状態を TASK UNINTERRUPTIBLEに設定し，プロセスを休止する． 作成されたカーネ

































































































































よって 4種類に分類することができる（図 5.1）．ここでは分類した 4つの攻撃を，分類 A，分類 B，










るWordPress [66]に関する脆弱性を取り上げる [60] WordPressには XML-RPC [67]経由で記事の
操作を行う機能がある．WordPressで構築したWebサイト内の特定の URLに操作内容を指示する
XMLを送信することで，記事の取得や作成を行うことができる．WordPressの特定バージョンには
この XML-RPCの処理に関する不具合があり，不適切な XMLを送信することでQuadratic Blowup






の 1 つである MediaWiki [69] の特定のバージョンでは，不適切なファイルのアップロードにより，
メモリの大量消費を引き起こす脆弱性がある [61]．MediaWiki ではページへの添付ファイルとして
SVG画像をアップロードすることができる．SVG画像は XMLで表現されたベクタ画像データであ
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Web アプリケーションに対する DoS 攻撃の防止手法については，いくつかの先行研究があ

















































































図 5.3 正常リクエスト処理時のメモリ消費のふるまい (MediaWiki)
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験では，http サーバとして nginx 1.8.1 [71] を採用した．ランタイムソフトウェアには，実験対象
















CPU Intel Core i7-2600 (4 core) Intel Core i7-2600 (4 core) 仮想 CPU (2 core)
RAM 2.0 GiB 2.0 GiB 2.0 GiB
Swap 4.0 GiB 4.0 GiB 5.0 GiB
OS Linux kernel3.14.0 Linux kernel 3.10.0 Linux kernel3.10.0
表 5.2 パラメータ設定
パラメータ名 設定値 パラメータの意味
LIMIT THRESHOLD 170 MiB/s リソース制限を実施する閾値
MINFAULT SAMPLE RATE 1000 メモリ消費の監視に用いるマイナーページフォールトのサンプリング周期








本実験では，負荷発生器 A, Bから APサーバに対してリクエスト負荷をかけ，その処理性能を計
測した．リクエスト規模による処理性能を観察するため，リクエストを送信するスレッド数を複数変










負荷生成器 A 負荷生成器 B 提案手法
条件 A 正常リクエスト A 正常リクエスト B 無効
条件 B 正常リクエスト A DoS攻撃リクエスト 無効
条件 C 正常リクエスト A DoS攻撃リクエスト 有効
はなく，それぞれのスレッドは可能な限り連続したリクエストを APサーバへ送信する．
負荷生成器 Bは，DoS攻撃リクエストと正常リクエスト Bを送信する．DoS攻撃リクエストは，
実験対象の脆弱性を利用して DoS攻撃を引き起こすリクエストである．負荷発生器 Bではこの DoS
























分析の結果，WordPressについてメモリ消費傾向の最大は 165.1 MiB/s，最小は-16.4 MiB/s，平
均は 50.6MiB/sであった．MediaWikiについてメモリ消費のふるまいの最大は 105.6 MiB/s，最小
76























































図 5.8 リクエスト処理性能 (WordPress)
かる．
条件 B（赤線）と条件 C（緑線）の結果を比較すると，提案手法により DoS攻撃下でのリクエス
ト処理性能が向上していることがわかる．提案手法のない条件 Bに対して，提案手法を用いる条件 C
では，リクエスト処理性能は最大で 3.1倍，最小で 1.6倍に向上した．条件 Cは APサーバが DoS
攻撃を受ける条件 Bに提案手法を適用したものであり，この性能向上は提案手法の DoS攻撃防御効
果を示している．
またこの結果からは，並列数 10，20において，条件 C（緑線）の性能が条件 A（青線）の性能を上
回っていることが確認できる．これは，条件 Cでは提案手法により，負荷発生器 Bからのリクエス
トに比べて，負荷生成器 Aからのリクエスト処理により多くのリソースが割り当てられるためと考え
られる．条件 Aでは条件 Bにおける DoS攻撃と同じ規模の正常なリクエストが，負荷発生器 Bから
APサーバに送信される．条件 Bでは提案手法が無効であるため，このリクエストの処理にリソース

































条件 A（青線）と条件 B（赤線）の結果を比較すると，負荷生成器 Bからの DoS攻撃により，負荷
生成器 Bからの DoS攻撃により，MediaWikiのリクエスト処理性能が低下していることがわかる．
分析の結果，条件 Bでのリクエスト処理性能は条件 Aに対して，最大で 88.0%低下していたことが
わかった．WordPressでの事例と同様に，負荷生成器 Bからの DoS攻撃により，対象のWebアプ
リケーションのリクエスト処理性能が低下することがわかる．









































を示している．赤の実線は LIMIT THRESHOLDが 170であるときのリクエスト処理性能を示して
おり，それ以外の破線は，LIMIT THRESHOLDを変化させたときのリクエスト処理性能を示して
80





















図 5.12 は同様に LIMIT THRESHOLD を基準値から増加させた場合のリクエスト処理性能を示



































図 5.11 しきい値の変化とリクエスト処理性能（100から 170）



















































































ビス拒否攻撃（Deniel of Service攻撃: DoS攻撃）[74]の 1つである．






























































































































































CPU Intel Core i7-2600 (4 core, 8 thread)





FORK RECORD DEPTH 100 record
FORK SPEED LIMIT 600 fork/sec
































































6 void ∗mem = malloc((1 << 10)∗512);
7 int i, pid;
8 while(1){
9 pid = fork();
10 if(pid == 0){
11 memset(mem, ’d’, (1 << 10)∗512);
12 }













• 条件 A: 1秒間に 10回のプロセス生成を行う条件
• 条件 B: 1秒間に 500回のプロセス生成を行う条件




















































































































図 6.3 ライブラリ関数 fork()の処理時間（条件 A）
表 6.3 条件 Aにおけるライブラリ関数 fork()の処理時間 (µ sec)
最小値 最大値 平均値 平均増加率 (%)
提案手法なし 36.53 120.72 65.43 0.00
提案手法あり 42.61 3633.53 102.10 56.03
いては，プロセス生成速度の計測から除外される．








表 6.4 条件 Bにおけるライブラリ関数 fork()の処理時間 (µ sec)
最小値 最大値 平均値 平均増加率 (%)
提案手法なし 56.57 98.12 69.67 0.00





































































表 6.5 条件 Cにおけるライブラリ関数 fork()の処理時間 (µ sec)
最小値 最大値 平均値 平均増加率 (%)
提案手法なし 49.93 85.14 68.25 0.00
提案手法あり 43.68 30859.24 102.71 50.49
表 6.6 Linux kernelのビルド処理時間 (sec)
最小値 最大値 平均
提案手法なし 67.3 69.6 67.9
提案手法あり 66.7 78.0 69.2















































Dhiman らの研究では，NVM への書き込み回数を管理するメモリコントローラと OS の協調に










































































た，Srivatsaの方法はクライアントのWeb ブラウザが Java Script を実行することを前提としてお











た fork爆弾の検出を行っている．この点で，先行研究 [82,84]と第 6章で述べた手法は同じである．
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