A global general circulation model coupled to a simple six-compartment ecosystem model is used
Introduction
The global ocean can be viewed as an organised system of physically driven, biologically controlled chemical cycles, which influence planetary climate over large spatial and temporal scales (Ducklow, 2003) . This paradigm has led to sustained interest in the range of contrasting ecosystem structures, and their consequences for export of carbon to the ocean interior. Interest in regional time-series studies (multiple volumes of the Deep-Sea Research, Part II) gave rise to the development of one-dimensional ecosystem models with parameters fitted to reproduce the local observations (e.g. Bissett et al., 1999; Pondaven et al., 2000; Hood et al., 2001; Anderson and Pondaven, 2003) . The realistic representation of biophysical interactions in global modelling studies poses an even greater challenge to the modelling community. These studies ideally require a single generic parameter set that is capable of capturing ecosystem dynamics throughout the world ocean. Parameters can no longer be tuned to suit individual locations without regard for consequences elsewhere in the model. Such a parameter set is by no means easy to obtain. For example, (Fasham, 1995) was unable to model the contrasting ecosystem dynamics in the North Atlantic and North Pacific oceans without having to resort to alternate parameters for each site.
Simple ecosystem models -nutrient-phytoplanktonzooplankton-detritus (NPZD) -have provided the basis of global biogeochemical modelling studies (e.g. Six and Maier-Reimer, 1996; Bopp et al., 2001; Palmer and Totterdell, 2001 ). It has been widely emphasised that the next step in global modelling should be an increase in the sophistication of the ecosystem models used for this purpose (Doney, 1999) , building on the lessons learned from the onedimensional modelling studies. Possible advances include the incorporation of multi-nutrient limitation, size structure, plankton geochemical and functional groups, the microbial loop and cycling of dissolved organic matter, and improved
Published by Copernicus GmbH on behalf of the European Geosciences Union. 250 E. E. Popova et al.: Primary production in a global ecosystem model: validation representations of subsurface particle transport and remineralisation. Following this route, Moore et al. (2002) developed a global ecosystem model that includes multielement limitation of phytoplankton growth (Fe, N, P, Si) and several algal groups, run on a simplified global mixed layer grid. The model was able to reproduce patterns observed in field data from nine diverse oceanic localities.
Despite the current emphasis on increasing complexity of ecosystem models in General Circulation Models (GCMs), it is important not to forget to pay attention to model physics. Put succinctly, "biogeochemical models are only as good as the physical circulation framework in which they are set" (Doney, 1999) . In spite of the recent realisation that mesoscale physics plays an important role in the control of new production (e.g., McGillicuddy Jr. et al., 1998) , physical model improvement does not simply mean increasing the resolution of the model grid as much as possible. It also requires that vertical mixing, and in particular dynamics of the upper mixed layer (UML), are realistically represented in models. Stratification of the water column affects not only light limitation of primary productivity and nutrient supply, but other aspects of ecosystem dynamics as well. For example, the depth of the winter UML may influence the ability of different types of zooplankton to overwinter. (Banse, 1996) in his review of the factors controlling all year round low Chl-a in the Southern Ocean argued that the overwintering stock of microzooplankton was important in subsequent grazing control of the spring bloom.
Mixed layer schemes used in 3-D global biogeochemical modelling studies are often simplistic, despite the major influence of the UML dynamics on the marine ecosystem and biogeochemical cycling. They tend not to capture shortterm variability in the UML, which is important in ecosystem dynamics. The use of very simplistic formulations and lack of temporal resolution are both significant. For example, the model of (Aumont et al., 2003) has a 100 m photic zone that is representative of the UML depth, with convective events producing mixing of the neighbouring 50 m vertical grid cells. The use of long time steps is a common feature of global models subjected to long integrations. For example, the model of (Six and Maier-Reimer, 1996) uses a time step of one month. Similarly the bulk Krauss-Turner mixed layer scheme employed by (Palmer and Totterdell, 2001 ) uses monthly mean external forcing as well as suffering from homogenising concentrations throughout even the deepest UMLs. The most advanced treatment of UML dynamics in 3-D global biogeochemical GCMs is in the modelling study of Bopp et al. (2001) , which uses a 1.5 order turbulent closure scheme (Blanke and Delecluse, 1993) . This model does nevertheless suffer difficulties, such as being unable to predict realistic winter mixed layers in the North Pacific and Southern Ocean, showing excessive deep convection in both areas.
In this paper we investigate the extent to which the combination of an advanced representation of water column stratification in a global 3-D GCM (Ocean Circulation and Climate Advanced Modelling project, OCCAM) coupled to a simple (NAPZD) ecosystem model is able to effectively predict global primary and export production. An accompanying paper (Popova et al., 2006) hereafter abbreviated to PC06, investigates the role of short-term variability of the ocean mixing in plankton productivity and presents a detailed sensitivity analysis of model results to the frequency of external forcing. The emphasis of our work is thus on providing a high-level representation of processes associated with UML physics rather than increasing the complexity of the ecosystem model. The role of temporal and geographical variability of the UML depth in ecosystem dynamics are examined. Results are presented both for the global ocean, and also in detail for various JGOFS (Join Global Ocean Flux Study) time series stations.
Description of the coupled model
2.1 Physical model OCCAM is a z-level global ocean model originating from the works of Bryan (1969) , Semtner (1974) , Cox (1984) and the Modular Ocean Model (MOM) (Pacanowski, 1995) . The model solves the ocean primitive equations on a horizontal staggered "B" grid (Arakawa, 1966) . The most important extra features of OCCAM include a free surface, the use of a split-QUICK scheme for the horizontal advection of tracers (Webb, 1998) , an iso-neutral mixing scheme (Griffies, 1998) , a two-grid system to avoid a singularity at the North Pole (Coward et al., 1994) , a vertical mixing scheme (see below) and a complex sea ice model (Aksenov, 2002) .
Different configurations of OCCAM have horizontal resolutions of 1, • in both meridional and zonal directions. All three resolutions employ the same vertical spacing with 66 levels varying in thickness from 5 m in the top surface 50 m to 200 m at depth. The biological model discussed here is coupled with the 1 • physical model. At this resolution we also employ a Gent and McWilliams eddy flux parameterization (Griffies, 1998) . OCCAM uses the "K profile parameterization" (KPP) vertical mixing scheme (Large et al., 1997) with certain adjustments described in Appendix A. KPP was developed for use in global ocean models. It includes a scheme for determining boundary layer depth, where the turbulent contribution to the vertical shear of a bulk Richardson number is parameterized. The diffusivity throughout the boundary layer is formulated to agree with similarity theory of turbulence in the surface layer and is subject to the conditions that both it and its vertical gradient match the interior values at the bottom of the boundary layer. The most significant difference between the KPP scheme and bulk models is that the UML does not need to be well mixed. Compared to second-moment models, KPP produces a more realistic exchange of properties between the mixed layer and Ocean Sci., 2, [249] [250] [251] [252] [253] [254] [255] [256] [257] [258] [259] [260] [261] [262] [263] [264] [265] [266] 2006 www.ocean-sci.net/2/249/2006/ E. E. Popova et al.: Primary production in a global ecosystem model: validation 251 the thermocline. In particular, models such as those developed by Gaspar et al. (1990) and Mellor and Yamada (1974) tend to underestimate this exchange (Large et al., 1997) . Another feature of KPP that is especially important for biological applications is the ability to handle successfully not only the annual cycle of the UML but also events of the order of only a day in duration. The KPP model has been shown to simulate many such events very well, including convective boundary layer deepening, diurnal cycling, storm induced deepening (Large et al., 1997 ) and short-term spring shoaling of the UML layer (see discussion below).
Our ocean model is forced by air-sea fluxes of momentum, heat and freshwater. Input fields of wind speed, air temperature, specific humidity, sea level pressure, cloudiness, precipitation and short wave radiation are used, together with the model top level potential temperature, to compute the heat and freshwater forcing to be applied at each (hourly) time step. The input data for the period 1985-2002 have been supplied by NCAR and are described in (Large et al., 1997) . The six-hourly zonal and meridional 10 m wind components, surface 2 m air temperature and specific humidity are from the NCEP reanalysis (Kalnay et al., 1996) . Cloud fraction data are based on the ISCCP C1 dataset (Rossow and Schiffer, 1991) . The solar radiation and precipitation are based on the daily ISCCP (Bishop and Rossow, 1991) and monthly microwave Sounding Unit (MSU) (Spencer, 1993) satellite data products, respectively. The Bishop and Rossouw data covers the period 1984-1991, after which the solar radiation field is filled in with climatology. We have further imposed a diurnal cycle upon the incoming shortwave flux by taking into account the angle of the sun above the horizon at each timestep and location. This is done in such a way as to ensure the net daily amount is maintained. Where available, the (Xie and Arkin, 1997) observational precipitation data has been blended with the MSU climatology. The code to calculate the surface forcing has been adapted from the NCAR CSM Ocean Model (NCAR/TN-423+STR). Due to the large uncertainties in the freshwater fluxes, a restoring term is included which is derived from the difference between the model sea surface salinities and the monthly climatological values from the and climatology. The relaxation coefficent is chosen to provide the equivalent of a 30 day timescale for relaxing the top 20m.
Biological model
The biological model state variables are phytoplankton (P), zooplankton (Z), detritus (D), nitrate (N), ammonium (A) and chlorophyll-a (Chl). A detailed description of the biological sources and sinks is given in Appendix B. The model is based on the approach of (Fasham et al., 1990) and (Fasham and Evans, 1995) , although without a representation of bacteria and dissolved organic matter. The further differences from the (Fasham et al., 1990) model are alternative parameterizations of zooplankton excretion, and incorporation of Chl into the model as an additional state variable.
Zooplankton excretion is a biomass-specific term in most ecosystem models (e.g. Fasham et al., 1990) . Instead here we make this excretion a fraction of ingestion. 70% of assimilated food is allocated to production, with the remaining 30% being excreted directly as ammonium. The basic assumption is that metabolic rate (and associated excretion) is proportional to growth rate, which is a reasonable assumption in the case of small zooplankton (Fenchel and Finlay, 1983) . The single zooplankton compartment in the model represents all zooplankton types in the ocean, but in particular the microzooplankton which dominate grazing in many areas.
The Chl model state variable was added to assist model validation. The largest source of available data for phytoplankton biomass is satellite-measured Chl-a concentration. The Chl:C ratio in phytoplankton is however highly variable, ranging from ∼0.003 to >0.1 mg Chl mgC −1 (Cloern and Grenz, 1995) and so the assumption of a fixed ratio in global models impairs the validation against Chl data. The Equation for Chl employed here is based on the model of (Taylor et al., 1997 ) with a fixed phytoplankton C:N ratio (see Appendix B).
Control run
The physical model was spun up for 8 years. This consisted of a 4 year "robust diagnostic" integration (relaxation of tracer values towards climatological values at all depths with a 1 year timescale of relaxation) followed by a repeated 4 year period with only surface forcing.
The biological model was coupled to the physics at the end of this procedure, corresponding to the beginning of 1989. The model was then integrated, in fully coupled mode with the evolving physical fields, over a 6-year period. The first three years were considered as a settling period and the subsequent four years (1992-1994, inclusive) were used for the analysis described below. For clarity and to help distinguish this model experiment from future configurations we shall refer to this run of the OCCAM 1 • OGCM with Biology as OB1. Since no significant consistent trend in the nitrate field was detected in the upper ocean over the period of this run, we consider the integration time adequate for the purpose of this study. The initial nitrate distribution was derived from (Conkright et al., 2001 ) and the rest of the ecosystem state variables were set to 0.1 Mmol Nm −3 .
Results

UML variability
UML depth variability is a key factor in determining the geographical differences in the ecosystem dynamics in the ocean (Sverdrup, 1953; Longhurst, 1995) significant number of observations for specific areas of the ocean (e.g. station Papa, discussed later), observational data on the global spatial and temporal UML depth variability are available only as monthly mean values derived from temperature (T ) and salinity (S) climatologies. For the model UML depth verification we used maximum and minimum of the monthly UML depth (Fig. 1a, c ) from the Naval Research Laboratory ocean mixing layer depth climatologies (NMLD) (http://www7320.nrlssc.navy.mil/nmld/nmld.html). Depths were calculated using a density-based criterion with a fixedtemperature difference of 0.8 • C that was shown to be an optimal definition for the global domain (Kara et al., 2003) .
OB1 maximum and minimum monthly UML depth fields are shown in Fig. 1b, d . Minimum monthly UML depth was chosen for our analysis as a convenient proxy for the summertime average UML depth, and therefore the influence of light limitation on the primary production during the growing season. The maximum monthly UML depth was chosen as a proxy for the depth of the winter convective mixing, the main mechanism supplying nutrients to the surface layer, as well as the extent to which zooplankton can survive through the winter and hence exert grazing pressure on the spring phytoplankton bloom.
In general, qualitative agreement between OB1 UML and NMLD is excellent (Figs. 1a, c and 1b, d ). Direct quantitative comparison of the modelled UML and NMLD should not be attempted for a number of reasons. First of all, UML depth definitions used in the climatology and in the OB1 are different, the first being density-based and the second buoyancybased. Secondly, NMLD is calculated using 10 m depth as a reference, thus not allowing values less than 10 m and filtering out periods of short-term strong near-surface stratification. As will be shown later, even during winter convection such periods are quite frequent in OB1's UML variability and cause a bias toward shallower monthly mean values. Third, some areas such as the Southern Ocean have inadequate data coverage and any T and S observations are generally biased towards good weather conditions.
The most pronounced characteristic of both the OB1 UML and NMLD maximum monthly mean UML depths is areas of deep mixing at high latitudes, with maximum values in the North Atlantic occurring in the region of deep water formation poleward of 40 • N in the Labrador sea, and Irminger and Iceland basins. The wintertime UML in the subpolar North Pacific does not deepen as much as in the Atlantic because of a barrier layer formed by a halocline that is maintained by precipitation and slow upwelling from below (Kara et al., 2000a,b) . Similarly, very deep winter convection is not observed in the Southern Ocean, where stable water columns can occur despite sharp temperature inversions due to the compensating effect of salinity (Gloersen and Campbell, 1998) . Except for the areas of deep water formation in the North Atlantic, the deepest winter UMLs, in both OB1 and NMLD, are found in the strong western boundary current regions of the Kuroshio and Gulf Stream, and in the Antarctic Circumpolar Current (ACC). Areas where maximum monthly mixing does not penetrate below 50 m are concentrated around the equator, spreading to about 20 • S and 20 • N.
The most pronounced feature of the minimum annual OB1 UML and NMLD is the extreme depth in the vicinity of the ACC between 40 and 60 • S, almost twice as deep as anywhere else in the world ocean due to the high wind stress and high frequency of storm events. Relatively deep layers are also found on the equatorward peripheries of the subtropical gyres both in OB1 and NMLD, being especially pronounced in the Southern Pacific. Estimates of the global primary production based on 14 C incubation data vary widely between 20 and 45 GtCyr −1 with one estimate of 60 to 80 GtCyr −1 (Sundquist, 1985; Berger et al., 1987) . Estimates of global primary production based on sea-surface Chl-a concentrations derived from satellite data are 35-60 GtCyr −1 (Antoine et al., 1996; Gregg et al., 2003) . The OB1 global primary production value of 38 GtCyr −1 is similar to these estimates and slightly lower than those arising from the 3-D global biogeochemical models of Six and Maier-Reimer (1996) , Palmer and Totterdell (2001) , Aumont et al. (2003) (43.6, 47.7, and 42.6 GtCyr −1 , respectively).
Global new production in OB1, based on the uptake of nitrate in the photic zone, is 8.5 Gt Cyr −1 (f-ratio equal to 0.22). It is difficult to verify this value on the basis of the observations. Estimates of new production (assuming steady state) on global or even basin scales are difficult to obtain. The most commonly used direct measure of new production is the uptake of nitrate estimated using 15 N tracer techniques. These measurements are local and restricted to short time periods. Other approaches include estimates of oxygen utilisation below the photic zone or nitrate supply to the photic zone and also are restricted to localised areas. Global export production, exactly equal to the global new production in our model, can also be used for verification of OB1 new production. However such estimates are available only from other modelling studies. Thus global export production estimates based on SeaWiFS-derived primary production using the model of (Behrenfeld and Falkowski, 1997) , and applying various export production algorithms, vary between 11.1 and 20.9 GtCyr −1 (Laws et al., 2000) . Global biogeochemical model estimates include 11.1 Gt Cyr −1 (Six and MaierReimer, 1996), 9.4 Gt Cyr −1 (Palmer and Totterdell, 2001 ), 10.6 Gt Cyr −1 (Aumont et al., 2003) and 11.1-13.1 Gt Cyr −1 (Bopp et al., 2001) . The estimate of global new/export production in OB1 is in good agreement with both the satellitederived and GCM modelling estimates. However both these approaches include large uncertainties and are difficult to constrain. Oschlies (2001) presented an excellent review of potential problems associated with the GCM estimates of new production. Such estimates are dependent on model architecture and the resultant amount of diapycnal mixing. Potential problems with satellite-derived export production are associated with the fact that it is based on the export models applied to the results of primary production algorithms, which in turn have large uncertainties (Campbell et al., 2002) .
Global distributions of the Chlorophyll-a, primary production and nitrate
Satellite-based integrated primary production remains an important property for the validation of global biogeochemical models in spite of the significant uncertainties involved in its calculation (Campbell et al., 2002) . It should be kept in mind that there are large differences between primary production estimates derived using the various existing algorithms. Nevertheless, a comparison of twelve algorithms in geographically diverse areas of the ocean found that the estimates of those that performed best were usually within a factor of two of 14 C estimates (Campbell et al., 2002) . Mean summer (April-September) and winter (October-March) modelled and satellite-derived surface Chl distributions are compared in Fig. 1g -j. Figure 1k , l shows the simulated annual mean primary production as well as a satellite-derived estimate based on the model of Antoine et al. (1996) . Finally, mean annual fields of nitrate from Conkright et al. (2001) and the OB1 run are shown in Fig. 1c, d . Because of the coarse horizontal resolution, OB1 does not adequately represent shelf areas with their enhanced Chl-a and primary production. These areas are omitted from the discussion below.
The most striking feature in the distributions of all three characteristics, both in the model and observations, is the existence of vast oligotrophic areas situated in the subtropical gyres with low nutrients, Chl-a and primary production. There are four major mechanisms of vertical transport of nutrients into the photic zone of the gyres: breaking of internal waves, mesoscale eddies, wind-driven Ekman pumping, and atmospheric storms. Seasonal changes in the UML in these regions are small compared with the rest of the ocean, and short-term UML deepening as a result of episodic storms is of major importance to the ecosystem in the gyres in general (PC06). The position of these domains is well reproduced by OB1 in the Southern hemisphere, although they are smaller than observed in the Northern Pacific and Atlantic Oceans and not very distinct in the North Indian Ocean. We can speculate that these discrepancies are because the poleward boundaries of oligotrophic gyres are constrained by the intensity of the lateral advection and diffusion of nutrients from the boundary currents towards the centre of the gyres. North Pacific and Atlantic currents in the Northern hemisphere and Antarctic Circumpolar Current in the Southern hemisphere (Longhurst, 1995) are much broader when simulated in a 1 • model because of the insufficient horizontal resolution. This feature results in a broader distribution of nutrients in the 3-D model. The same applies to the equatorial currents, which determine the extent of the oligotrophic conditions towards the equator.
The underestimation of primary production in the oligotrophic gyres by an order (or even two orders) of magnitude is a perennial difficulty in global and basin-scale models (e.g. Sarmiento et al., 1993; Oschlies et al., 2000) . This issue is related only in part to the ongoing debate on how to explain the factor of two discrepancy between geochemical estimates of new production in oligotrophic waters and vertical estimates of nutrient supply (e.g. Jenkins, 1982; McGillicuddy Jr. et al., 1998) . We speculate that characteristic underestimation of primary production on the peripheries of the oligotrophic gyres in 3-D modelling studies is first of all associated with the use of low frequency external forcing (e.g. monthly mean in Palmer and Totterdell, 2001, and Garçon, 1999) . In these areas winter mixing can reach significant depths, and primary production is limited by nutrient availability only in summer. Light limitation plays the dominant role in winter, although primary production during this season remains high. Two mechanisms related to the shortterm variability in the atmospheric forcing increase productivity in these areas (PC06). The first involves the existence of short-term periods of shallow stratification during calm weather in winter. During such periods, which last from one to two days, limitation by light is ameliorated and significant production occurs. The second mechanism involves storminduced mixing in summer, which increases nutrient supply and therefore tends to increase productivity. in order to reproduce these mechanisms adequately, a resolution of at least 6 h is required for the external forcing fields (PC06).
A possible reason for extremely low predicted primary production in the central part of the oligotrophic areas of 3-D modelling studies may be the linear parameterization of zooplankton loss terms (excretion, mortality), typically leading to unrealistically low values of zooplankton biomass in oligotrophic regimes and hence low nutrient remineralisation. These problems are not experienced in OB1 in areas of subtropical gyres due to zooplankton excretion being parameterized in proportion to ingestion rather than biomass. Our estimates of primary production (30-50 gC m −2 yr −1 ) are only a factor of two or so lower than values presented in Antoine et al. (1996) based on CZCS-derived primary production (70-100 gC m −2 yr −1 ). Some of this difference may be explained by the fact that the model does not contain nitrogen fixation nor eddy-induced horizontal and vertical supply of nutrients, nor variable C:N ratio (e.g. Anderson and Pondaven, 2003) . In addition, the satellite-derived estimates are also subject to error. Predicted Chl-a shows a strong subsurface maximum in the subtropical gyres which does not constitute a biomass or productivity maximum, but resulted mainly from an increase in the Chl-a to carbon ratio in phytoplankton. This maximum provided a relatively small contribution to total integrated productivity, a feature which is supported by Atlantic Meridional Transect observations (Maranon et al., 2000) .
SeaWiFS summer and winter Chl-a fields, as well as satellite-derived primary production and observed nutrients, show enhanced values in a wide band around the equator (10 • S-10 • N). This enhancement is usually attributed to the influence of the equatorial upwelling (Williams and Follows, 2003) . Our results indicate that this band consists of two areas, characterised by different physical regimes, but leading to similar ecosystem responses. One is the equatorial upwelling area with a shallow stable UML, surrounded by a second area of equatorial currents with a deeper UML than in the oligotrophic gyres. The latter area therefore has greater potential for light limitation, although the stronger storminduced vertical mixing supplies nutrients into the photic zone thus enhancing primary production. OB1 shows equatorial increases in the Chl-a, primary production and nitrate similar to those observed, except that the enhanced equatorial band is latitudinally wider. This discrepancy is because the modelled equatorial currents are too broad and thus produce overestimated lateral fluxes of nutrients.
The highest values of primary production (about 200 g C m −2 yr −1 ) in OB1 are on the edges of the oligotrophic gyres, similar to the satellite-derived estimates of (Antoine et al., 1996) . These high values are however in contradiction to the global primary production map of (Falkowski et al., 2003) which shows the maximum primary production in the Northern North Atlantic in a band between 45 and 65 • N. The models of (Palmer and Totterdell, 2001) and both show results similar to OB1, with predicted primary production reaching its maximum around 45 • N and then decreasing towards higher latitudes. The OB1 Chl-a maximum does not correspond to the productivity maximum, being strictly in line with the area of deep convection where the effect of grazing on the spring bloom is minimal because of the inability of microzooplankton to maintain significant biomass under the condition of deep mixing. The highly productive edges of the oligotrophic gyres show only moderate annual Chl-a values of about 0.4-0.5 mg Chl m −3 because of the strong grazing control by microzooplankton, which can survive in the model through the winter if monthly mean UML depth does not reach values deeper than 150-200 m.
The most striking feature of the North Pacific ocean, both in OB1 and in SeaWiFS, is an absence of the high Chl-a values observed in the deep water formation area of the North Atlantic. Lack of deep winter convection in the North Pacific, with maximum UML depth reaching only 150-200 m (Fig. 1b) , allows zooplankton in the model to survive efficiently through the winter and to suppress the spring phytoplankton bloom. Although primary production estimates in both OB1 and Antoine et al. (1996) are as high as in the North Atlantic, and nitrate concentrations are about two times higher than in the North Atlantic (10-20 mmol N m −3 ), the predicted mean annual Chl-a does not reach values higher than 0.5 mg Chl m −3 .
The OB1 Southern Ocean primary production is relatively low (100-150 g C m −2 yr −1 ) due to strong light limitation. It is somewhat higher than the Antoine et al. (1996) satellitederived estimates, but in good agreement with the most recent estimates of Arrigo et al. (1998) dynamically active, position in the gyre. The quality of the 3-D model predictions at these stations generally depends on how well the overall features and position of the gyres are described by the physical model. Frequent difficulties encountered when modelling BATS in 3-D circulation models are overestimated values of winter Chl-a and underestimated summer primary production Oschlies et al., 2000) .
The main modelled and observed ecosystem characteristics and UML depth for BATS and HOT are compared to observational data in Figs. 2 and 3 . According to the observations , winter-time UML at BATS experiences significant interannual variability and varies between 250 and 500 m. The winter regime at HOT is more stable with UML depth rarely exceeding 120 m. In summer, storm-induced mixing frequently penetrates below 50 m at HOT, while at BATS, which is influenced by large stable high (Figs. 2a, 3a) shows good agreement with these features except that winter mixing in HOT is underestimated. Alternating short periods of storms and stable stratification create pulses of high Chl-a and productivity at both stations, especially in spring.
Model nitrate Figs. 2e, 3e concentrations are in good agreement with observations at both BATS and HOT as well as primary production at BATS (Fig. 2d) . At HOT primary production (Fig. 3d) and hence Chl-a (Fig. 3b) are significantly underestimated mostly because of the underestimated mixing. Another possible explanation for this underestimate of the productivity is N 2 fixation , which is not represented in the model. Although station India is not one of the JGOFS time series sites, it is an important test for any 3-D model as it is a reasonably well-documented location in an area of deep winter convection. India, Papa and KERFIX are situated approximately at the same latitude in the North Atlantic, North Pacific and Southern Oceans, respectively, but exhibit dramatic differences in the annual cycle of the Chl-a. Modelled and observed UML depth variability and ecosystem characteristics for these stations are shown in Figs. 4 (India), 6 (Papa) and 5 (KERFIX). In the North Atlantic, as is seen in the observations at station India and satellite Chl-a measurements, there is always a pronounced spring bloom of phytoplankton, followed by summer nutrient concentrations that may at times be low enough to limit primary production. In contrast, stations Papa and KERFIX belong to so-called highnutrient low-chlorophyll (HNLC) areas, where marked phytoplankton blooms do not occur and nutrients remain high all year round. Low Chl-a is observed throughout the year at Station Papa, despite pronounced high primary production during summer. The level of primary production at KER-FIX is in contrast much lower. The causes of the production cycle differences between the North Atlantic and North Pacific, and between the North Atlantic and Southern oceans, have been the subject of considerable debate in recent years (e.g. Banse, 1992; Fasham, 1995; Popova et al., 2000) . Hypotheses put forward to explain these differences include the effect of light limitation due to the contrasting UML regimes, grazing pressure, and iron availability (Fasham, 1995) . The predicted depth of winter mixing at Station India reaches 600-700 m, with occasional short-term mixing events down to 1200 m during some years (Fig. 4a) . At KERFIX the predicted winter mixing penetrates to a depth of 220-260 m (Fig. 5a ), in good agreement with observations. At station Papa winter convection as predicted by the model does not penetrate deeper than 130 m, also in good agreement with the observations. Both modelled and observed UML at KERFIX exhibit much deeper mixing in summer (70-100 m) than at the other two stations due to the greater wind stress in the Southern Ocean. Our model results indicate that such a difference in the UML regime is sufficient to explain the difference in the summer productivity. Modelled primary production is in good agreement with observations for all three stations, although in the case of station India it is on the high side of the observed values.
The predicted lack of deep winter convection at KERFIX and Papa, totally unlike India in the North Atlantic at the same latitude (Figs. 4-6a) , allows zooplankton in the model to survive throughout the winter months and gives rise to significant grazing pressure on phytoplankton when primary production increases in the spring. At KERFIX predicted zooplankton biomass is about 0.2 mmol N m −3 (Fig. 5c (Fig. 6c) . In contrast modelled zooplankton biomass is practically undetectable at station India prior to the spring bloom (Fig. 4c) . As a result the modelled Chl-a bloom at India is very pronounced, reaching values of 5-7 mg Chl m −3 (Fig. 4b) , with even higher values in years of deeper winter convection. The magnitude of the observed spring bloom is lower, reaching about 3.2 mg Chl m −3 . This difference may be associated with grazing control provided by mesozooplankton such as Calanus, which undergo diapause in deep water over winter, and then congregate on the surface just before the spring bloom begins (Heath, 1999) . Such complex life history strategies are not part of the zooplankton submodel. The modelled phytoplankton bloom is much lower at KER-FIX (0.8-1. mg Chl m −3 , Fig. 5b) , although occurring about a month earlier. It does however correspond closely with the timing of a peak in the recent CZCS derived estimates of primary production of Arrigo et al. (1998) (Fig. 5d) for the Indian sector of the Southern Ocean. At station Papa a spring bloom is absent in both the model and observations (Fig. 6b) . The relatively shallow winter UML, and resulting lack of limitation by light, gives rise to high winter values of Chl-a (about 0.2 mg Chl m −3 ), in good agreement with observations. Strong grazing control maintains low summer values of Chl-a (about 0.5 mg Chl m −3 ) and high nitrate (with observed minimum values between 3 and 12 mmol N m −3 and modelled values at the high end of this range, Fig. 6e ) in the model. Such a mechanism for maintenance of the HNLC state in the North Pacific was first suggested by Evans and Parslow (1985) .
The major problem encountered by the model at station India, as well as throughout the whole northern North Atlantic, is the late summer regime where observations show significant Chl-a concentrations and even a pronounced , the large spatial extent of high nutrients during late summer in the model (poleward of 30-40 • N) is nevertheless an artefact of the model. We can speculate that the reason for this artefact is the lack of mesozooplankton in the model. Introducing it as an additional model state variable with a much lower grazing rate than microzooplankton would provide a switch from high to low grazing control on phytoplankton after the spring bloom. Such a low grazing control will lead to higher phytoplankton biomass, higher primary production and more intense nitrate consumption in the late summer.
Role of grazing control at high latitudes
In the analysis of the control run (OB1) we hypothesised that the success of the model in reproducing HNLC conditions is largely determined by the strength of the grazing. On the other hand, problems with the late summer regime in the northern North Atlantic, including underestimated Chl-a and overestimated nitrate, may be a result of modelled grazing being too high in this area. It is possible that in reality late summer in the North Atlantic is dominated by mesozooplankton with a slower growth rate than microzooplankton. In order to examine the significance of grazing pressure on predicted Chl-a further, and discover whether it is possible to find an optimal grazing parameterization to reproduce Chla throughout the high latitude oceans, we performed a set of numerical experiments reducing parameter ε (Eqs. B12, B13) until a satisfactory simulation of the nitrate decline at station India in spring was obtained. Reduction by a factor of three gave the desired results, which are shown on Figs. 2-6 as a thick line. Decreasing parameter ε gave rise to improvement in agreement between modelled and observed nitrate (Fig. 4e) . Predicted Chl-a concentration after the spring bloom increased by about factor of two (Fig. 4b) , although it still does not show the autumn maximum that is characteristic of the data. This may indicate that an even larger decrease of the grazing rate is needed to improve the general agreement with data at station India. On the other hand, late summer primary production predicted by the model is now about two times higher than is observed (Fig. 4d) , although the primary production measurements made in 1971-74 by 14 C incubation experiments used outdated methodologies that potentially gave rise to significant errors (e.g. Fitzwater et al., 1982) .
Although agreement with data was improved at station India by decreasing parameter ε, the model-data comparisons at the two other high latitude stations KERFIX (Fig. 5) and Papa (Fig. 6) worsened. Predicted primary production and Chl-a at KERFIX were now about two times higher than observed, with the predicted Chl-a during the spring bloom reaching values of about 2 mg Chl m −3 . Similarly summer Chl-a predicted at Papa is about 2-3 times higher than in run OB1, now showing a pronounced spring-summer maximum. Primary production is about double that of run OB1, on the high side of observations.
The effect of the reduced grazing on the low latitude stations HOT and BATS is not as dramatic as that predicted at high latitudes. At BATS reduced grazing leads to the lower regeneration of nutrients, which results in lower nitrate and ammonium concentrations and decreased primary production, especially during summer. At HOT, the grazing reduction almost doubled the Chl-a, but did not affect primary production because it is severely limited by nutrients.
Discussion
The global coupled biogeochemical model (OB1) with 1 • spatial resolution presented here is based on a simple 6 component (Chl-a, P, Z, D, N, A) ecosystem model. Such low complexity in the ecosystem model was deliberately chosen in order to concentrate on examining the effects of physical variability, rather than biological complexity, as the driving force of geographical variations in global ecosystem dynamics. Particular attention was paid to the careful representation of UML depth dynamics in the model. A KPP parameterization of the vertical mixing combined with six-hourly external forcing is employed in OB1. The model successfully reproduces differences in winter convection between the North Atlantic, North Pacific and Southern Oceans, which are largely responsible for the contrasting ecosystem dynamics in these areas. The North Atlantic ecosystem thus exhibits a strong phytoplankton bloom, while blooms in the North Pacific and Southern Ocean are virtually nonexistent because of the strong grazing pressure of overwintering zooplankton. The relatively shallow UML during winter and early spring in these areas permits sufficient phytoplankton production to allow zooplankton to survive, such that grazer biomass is relatively high at the end of this period. Primary production during spring is then matched by zooplankton grazing and a phytoplankton bloom does not occur.
Nevertheless the lack of deep winter convection in the Southern Ocean only partly explains the year round low Chla concentrations in this area. There are many areas in the North Atlantic with similar winter UMLs, but which nevertheless exhibit a pronounced phytoplankton bloom. A second factor controlling the low Southern Ocean Chl-a values in the model is severe light limitation of phytoplankton during the summer, due to deep (70-100 m) mixing maintained by high wind stress.
JGOFS time series Papa in the North Pacific, KERFIX in the Southern Ocean and weather station India in the North Atlantic are good examples of the above mentioned ecosystem regimes and present excellent data sets for testing global models against. The simple ecosystem model presented here, in conjunction with an advanced physical model, was able to realistically reproduce these data sets without recourse to introducing a more complex ecosystem model, or different parameterizations for each site except station India. It is interesting that the model has apparently done so well despite the fact that it disregards the effects of iron limitation of phytoplankton growth. Recent simulations of the annual production cycle at KERFIX using a model that does include the role of iron in phytoplankton metabolism (Fasham et al., 2006) have shown that, although growth rate is reduced by iron limitation in summer this effect on primary production is far outweighed by light limitation due to the deep mixed layer. This may explain why our model can give a good representation of the seasonal cycle at KERFIX without taking into account the effect of iron.
The single zooplankton state variable in our model is parameterized to be generally representative of microzooplankton, with a grazing rate that matches phytoplankton growth rate. Decreasing this zooplankton grazing rate in the model led to the disappearance of the all year round low Chl-a regimes at high latitude in the Pacific and Southern Oceans. This result suggests that microzooplankton dominate grazing in the high latitude HNLC systems (e.g. Landry et al., 2002) . High nutrient regimes are generally thought to support large phytoplankton (and associated large grazers), small cells being characteristic of oligotrophic conditions (Maranon et al., 2001 ). In the case of HNLC, however, limitation of primary production by iron may favour smaller phytoplankton, along with their protozoan grazers (e.g. Banse, 1996) . However assigning a high grazing rate to zooplankton lessened the agreement between model and data at station India and in general in the northern North Atlantic. Predicted summer Chl-a values were too low and nutrients too high, being quickly restored after the spring bloom by storm events. Mesozooplankton such as Calanus may be the dominant grazers in the North Atlantic (Heath, 1999) . Grazing by these animals on microzooplankton may suppress their activity and allow phytoplankton to bloom in the autumn, when nutrients are re-entrained into the UML, dynamics which cannot be caputed in the model because it has only a single zooplankton state variable.
An important conclusion following from the model results presented here is therefore that, in spite of the good agreement with data throughout most of the global domain, the model is not globally robust in the sense that additional parameterizations were needed to realistically simulate ecosystem dynamics in the North Atlantic. This conclusion is somewhat unusual for a 3-D global coupled modelling study. Other studies with a similar low complexity biological models have implied the need of alternative parameterizations in the Southern Ocean (Palmer and Totterdell, 2001; Six and Maier-Reimer, 1996) .
An important feature of the UML parameterization in the model is its ability to handle short-term episodic events such as storm induced deepening of the UML and short-term winter and spring restratification during the periods of a very calm weather. Such events are not only important in controlling light limitation at high latitudes but are also important source of nutrient supply on the edges of the subtropical gyres (PC06).
Although the emphasis of the work was in keeping the ecosystem model as simple as possible, a novel formulation of zooplankton excretion based on intake rather than biomass was introduced. It is particularly important in ensuring enough nutrient recycling to fuel regenerated production in the oligotrophic gyres. Oschlies et al. (2000) pointed that parameterization of zooplankton excretion as a linear function of biomass results in a threshold phytoplankton biomass below which a zooplankton population cannot be maintained without input via advection or diffusion. In order to overcome this problem zooplankton excretion was made a function of intake rather than biomass, thus assuming that metabolic rate, and associated excretion, are proportional to ingestion rate (Fenchel and Finlay, 1983) . Thus excretion rate is low when food is scarce which, in combination with a non-linear zooplankton mortality parameterization, ensures the maintenance of zooplankton populations in the model in the centre of the oligotrophic gyres. A combination of these ecosystem model improvements and an advanced parameterization of UML dynamics capable of reproducing episodic mixing events allowed us to reach good agreement between the main ecosystem characteristics and observations not only at high but also at the low latitudes. It is worth noting that the agreement with data at the centre of the oligotrophic gyres might be further improved by increasing the horizontal resolution of the model which would activate vertical and horizontal eddy-induced nutrient supply to the eupthotic zone.
Whether or not global marine ecosystem dynamics can be realistically simulated using a single robust model with a unique parameter set, and how complicated such a model should be, are important questions confronting today's global biogeochemical modelling community (Anderson, 2005) . The work presented here has highlighted the importance of paying attention to the realistic parameterization of physics, particularly of the UML, when undertaking global ocean biogeochemical modelling studies. When confronted with anomalies in model results, the temptation is to blame the simplicity of the ecosystem model, and assume that increasing complexity in this respect will lead to improvement in output. Biological communities throughout the world oceans are certainly diverse, and the use of a typical nutrientphytoplankton-zooplankton-detritus model structure as here is obviously a considerable compromise. One-dimensional modelling studies using complex ecosystem models have successfully reproduced the biogeochemical dynamics of 260 E. E. Popova et al.: Primary production in a global ecosystem model: validation JGOFS time-series sites (e.g. Anderson and Pondaven, 2003; Ryabchenko et al., 1997) , but it should be noted that these studies also paid considerable attention to ensuring that physics was well represented.
The introduction of new biological parameterizations and additional state variables into 3-D models usually involves significantly less effort than improvement of model physics or its numerical realisation. Moreover biological schemes, carefully parameterized, can target particular areas of the ocean, whereas the parameterization of physics is universal. So, for example, nitrogen fixation might be introduced as a means of increasing nutrient supply to oligotrophic gyres, where primary production is usually grossly underestimated in GCMs. Another means of increasing nutrient supply in these gyres in models is to introduce eddy-induced nutrient pumping, which would require the use of super-high resolution physical models (e.g. McGillicuddy Jr. et al., 2003) . This latter approach is certainly more demanding to implement and run. Similarly, simple parameterizations of iron limitation of primary production in the Southern Ocean are relatively easy to put in place, but our work (PC06) has shown that one also needs to consider the importance of high storm frequency when investigating biogeochemical cycling in this region.
A good historical example of the use of a biological "fix" to what was in fact a difficulty of model physics was the "nutrient trapping" problem. Nutrient trapping in models manifested itself as an unrealistic accumulation of nutrients in equatorial areas in the first generation of biogeochemical models (Najjar et al., 1992) , shown later to be mainly a numerical artefact (Oschlies, 2000) . The controversy was set in motion by the measurement of unrealistically high concentrations of dissolved organic matter as reported by Suzuki et al. (1985) and Sugimura and Suzuki (1988) , but later withdrawn (Suzuki, 1993) . These high concentrations implied a slow turnover rate which when, albeit unwittingly, incorporated into GCMs permitted equatorial nutrients to dissipate thereby eliminating the nutrient trapping (Bacastow and Maier-Reimer, 1991; Najjar et al., 1992) .
Our work here emphasises the need to get the physics, which essentially drives the biogeochemistry, represented realistically in the model first, and then to consider developments in ecosystem modelling. This remark is congruent with the views of A. Oschlies, based on a series of basinscale modelling studies (Oschlies and Garçon, 1999; Oschlies, 2000 Oschlies, , 2001 , who called for careful attention to the model physics and numerical realisations before "attempting to correct for a mismatch between model results and observations by adjusting the ecosystem model formulations" (Oschlies, 2000) . Of course we are not arguing against the further development of ecosystem models in GCMs. Rather, we are advocating the use of a bottom-up approach in which ecosystem model development is tempered by the need to accurately parameterize physical processes.
This study does not advocate the use of KPP parameterisations as necessarily the best or indeed the most appropriate for the use in global coupled models. It does however show that it is necessary to carefully calibrate the parameterisations used and subsequently analyse results in detail in order to understand the extent to which ecosystem variability is driven by physics, prior to investigation of purely biological factors.
Conclusions
(1) A coupled 3-D global model with 1 • horizontal resolution is presented, which incorporates a six compartment ecosystem model including Chl-a, phytoplankton, zooplankton, detritus, nitrogen and ammonium. The physical model includes an advanced representation of the UML dynamics based on the KPP parameterization of the upper ocean mixing and six-hourly external forcing. The model realistically reproduces various features of global ecosystem dynamics which have been problematic for previous coupled global models, notably: i) differences in Chl-a and primary production between high latitudes of North Atlantic, North Pacific and Southern Ocean; ii) improved levels of primary and new production in the oligotrophic gyres and equatorial areas.
(2) The model shows improved agreement with observations at the JGOFS time series: BATS, KERFIX, Papa and weather station India as well as with SeaWIFS Chl-a distributions, satellite-derived primary production and the global distribution of nitrate.
(3) The model is able to reproduce the difference in winter convective regimes between the North Atlantic, North Pacific and Southern Ocean. In particular it simulates deep convection in the North Atlantic, and lack of it in the North Pacific and Southern Ocean, as well as deep UMLs in summer in the Southern Ocean due to a high frequency of storm events. When deep winter mixing is absent, phytoplankton biomass in winter stays high enough to support overwintering of microzooplankton, which subsequently graze spring phytoplankton production. In addition, the high frequency external forcing employed in the physical model leads to light limitation in the Southern Ocean in summer, being much more pronounced than in other areas of the ocean.
(4) Primary production in oligotrophic areas is usually seriously underestimated in 3-D coupled models. Our modelled primary production was however in improved agreement with satellite estimates, which we attribute to the high frequency external forcing and careful parameterization of UML depth and zooplankton excretion. Two important sources of nutrient supply to the oligotrophic gyres not included in the model are mesoscale eddy-induced nutrient pumping and nitrogen fixation from the atmosphere.
(5) The model was unable to reproduce the autumn phytoplankton bloom in the North Atlantic because the predicted zooplankton grazing was too high in that area. High grazing was however necessary to reproduce the dynamics of other areas, notably the HNLC systems. A unique, generic parameter set which characterises the global marine ecosystem was not therefore obtained. Further complexity may need to be introduced to the ecosystem model in future in order to overcome this difficulty.
(6) The work here emphasises the need to get the physics, which essentially drives the biogeochemistry, represented realistically in models first as a prerequisite to developments in ecosystem modelling.
Appendix A Changes to the K-profile Parametrization (KPP) Model in OCCAM
Here we describe the KPP mixed layer model and the modifications that we made to it. In the KPP model (Large et al., 1997 ) the boundary layer depth h is diagnosed as the maximum depth at which a bulk Richardson number falls below a specified critical value. In the main text we call this depth "upper mixed layer (UML) depth". Within the boundary layer, the finite diffusivity is set to vary according to an empirically derived profile, tapering off both towards the surface and the thermocline. This boundary layer may be considerably deeper than the well-mixed layer, so allowing vigorous mixing within the thermocline. In convective situations an extra flux is also allowed which may be up the property gradient (the countergradient flux). The KPP model also includes a turbulent contribution towards the bulk Richardson number used to set the depth of the boundary layer. This allows the model to simulate penetrative convection. The model works in three stages.
1. External forcing of tracers and momentum is applied.
2. The boundary layer depth h is diagnosed as the maximum depth at which a bulk Richardson number falls below a specified critical value.
3. Diffusivity and counter gradient flux profiles are calculated, and new depth profiles of momentum and tracers found.
The model assumes that the turbulence near the surface can be described by Monin-Obukhov similarity theory. This theory argues that near the surface, turbulent fluxes vary little with depth and so the only important turbulence parameters are the distance from the boundary and the fluxes through it.
Calculation of diffusivities
Within the boundary layer −h<z<0, the vertical turbulent flux of a general quantity X is supposed to take the form
The diffusivity K x of this quantity X, together with the counter gradient flux K x γ x must then be determined. The diffusivity K x of a property X in the boundary layer is expressed as the product of a depth-dependent velocity scale, w x (σ ), and a depth scale made up of the boundarylayer depth h multiplying a non-dimensional shape function G(σ ):
Here σ =−z/ h is a dimensionless vertical coordinate that varies from 0 at the surface to 1 at the base of the boundary layer. The shape function G(σ ) is zero near the surface, together with the length scales of the eddies. It reaches a maximum in the centre of the boundary layer where the eddies are most vigorous, but declines again towards the boundary layer base, G(σ )=1, as the eddy activity diminishes and the diffusivity falls to thermocline values. In the original model, the shape function is supposed to be a cubic polynomial in σ :
The turbulent velocity scale w x (σ )is found by matching to the surface Monin-Obukhov layer. For a neutral boundary layer w x (σ ) =κu * , where u * is the friction velocity (τ/ρ 0 ) 1/2 . It is larger when the layer is unstable (convecting) and smaller when the boundary layer is being made more stable by the forcing (warmed).
The vertical profile of G(σ ) through the boundary layer is plotted in Fig. A1 for the case in which thermocline diffusion is neglected. The values of the a i are found by matching with the near surface layer and thermocline.
Monin-Obukhov theory implies that G→0 and dG/dσ →1 near the surface (for appropriate choice of w x ). The other coefficients are obtained by matching the diffusivity and its vertical gradient to the thermocline values at σ =1. If they can be assumed to be small compared to boundary layer values, which is normally the case given that mixed layer diffusivity K x (σ )∼hu * ∼10 −2 m s s −1 , then G(1)∼ dG dσ σ =1 ∼0, which leads to the result G(σ )=σ (σ −1) 2 shown in Fig. A1 .
Calculation of UML depth
The boundary layer thickness, h, is calculated from a constraint on the bulk Richardson number relative to the surface:
and then h is calculated as the largest value of d=−z at which of the boundary-layer even where there is no mean shear, as may occur in pure convection. Hence the model permits penetrative convection.
Problems
We have encountered two major problems with the model as specified above. The first was that the boundary layer was generally too shallow in summer. In many equatorial and subtropical areas this layer was less than 3 m deep, and 20-30 m deep in the ACC in the austral summer, rather than 60-90 m as is to be expected. The second problem was the overestimated depth of winter convection. It was penetrating down to the bottom of the northern North Atlantic and down to 2000-3000 m in the North Pacific and Southern Oceans. These problems led to extreme oligotrophic conditions at low and mid latitudes as well as pronounced spring blooms in the North Pacific and Southern Oceans.
Solution
In order to give deeper summer mixed layers, we use a different G-profile. Following on from Rickard et al. (personal communication) 1 , we simply suppose a quadratic profile:
We use the same boundary conditions at the surface and boundary layer base as before, except that (as the quadratic requires one less boundary condition) we no longer require that dG/dσ be continuous at the base of the mixed layer. Since the value dG/dσ at the surface is set by MoninObukhov theory exactly as before, the quadratic profile gives considerably larger values of diffusivity than did the cubic. For example, assuming again that thermocline diffusivity is negligible in comparison with mixed-layer values, we get G(σ )=σ (1−σ ) (the solid line in Fig. A1 ), which has a maximum of 0.25, in comparison with the cubic (the dashed profile), which has a maximum of ∼0.15. Crucially, the quadratic profile gives larger diffusivities near the base of the mixed layer, where property gradients are stronger, and hence actual fluxes are larger.
This quadratic G-profile gave rise to deeper summer mixed-layer; but also gave winter mixed layers that were far too deep. Depths of 1000-2000 m were attained not only in the North Atlantic but in the North Pacific and Southern Ocean as well. Hence we choose a profile that was a linear combination of the cubic and quadratic profiles, so as to use the quadratic profile for shallow mixed layers and the original cubic profile for deep layers.
The profile is then:
where
with h 0 =100 m and D 0 =500 m. Results with this formulation seem adequate and are described in the main text in detail.
Appendix B Biological sources and sinks
The biological variables are phytoplankton P, chlorophyll-a Chl, zooplankton Z, nitrate N, ammonium A, and detritus D. Biological sources and sinks in the photic zone (the top 16 model levels constituting depth of 105 m) are described as follows:
B Chl = (RJ P (Q N + Q A ) + (−G P − De P ))θξ −1 , (B2) 
The flux terms (identified in the Notation) are given by
Biological sources and sinks below the photic zone are described as follows: rate of zooplankton natural mortality ε grazing parameter relating the rate of capture of prey items to prey density equal to 3.3 δ excretion parameter G P , G D grazing rates of the zooplankton on the phytoplankton and detritus g zooplankton maximum growth rate equal to 1.3 d −1 γ fraction of zooplankton mortality going to detritus I 0 photosynthetically active radiation (PAR) immediately below the surface of the water (assumed to be proportional to the absorbed total solar radiation at the sea surface with the coefficient 0.4) J light-limited phytoplankton growth rate (d −1 ) k A half-saturation constant for ammonium uptake, equal to 0.5 mmol m −3 k N half-saturation constant for nitrate uptake, equal to 0.5 mmol m −3 k w light attenuation due to water, equal to 0.04 m −1 k c phytoplankton self-shading coefficient equal to 0.03 m 2 mmol −1 λ bio rate of the phytoplankton and zooplankton transfer into detritus below the photic zone, equal to 0.1 day −1 λ A nitrification rate below the photic zone, equal to 0. Chl to carbon ratio, mg Chl mgC −1 θ m maximum Chl to C ratio, equal to 0.05 mg Chl mgC −1 ξ conversion factor from gC to mmolN based on C:N ratio of 6.5, equal to 12.8 mmolN mgC −1
