Abstract-We discuss hybrid WDM/SDM delivery of mobile fronthaul in PONs, employing SDN-enabled BVTs based on adaptive multicarrier modulation. First, we present a generic scheme for the WDM/SDM fronthaul delivery and discuss the limits of the solution. Also, the paper explains the programmability options of the different optical elements presented. Finally, a set of preliminary experiments is reported and the most relevant results are highlighted.
I. INTRODUCTION
5G demands a large increase in capacity while meeting a dynamic network management. In fact, a large number of antenna elements over small/femto cells is foreseen, requiring a high transmission bandwidth in the fronthaul in order to increase data rate per end user and application demand [1] . So, the current and future network paradigm is expected to be based on a hybrid configuration where the segment closest to the end user will be supported by 5G wireless communications, and optical fiber links will support the corresponding radio access networks (RANs) demanding very high capacity.
Since back in 2011, digital radio over fiber (DRoF) has been pursued and developed in order to cope with high capacity in mobile data traffic for densely populated areas [2] . Following this approach, a pool of base-band units (BBUs) is kept in a central office (CO) while several remote radio units (RRUs) are scattered along the optical network. In fact, BBUs are implementing all radio signal modulation/demodulation and further digitization, while RRUs are simple units that basically reconstruct the wireless waveforms from a digital stream and perform the signal conditioning to the antennas. Therefore, this digital fronthaul has very strict requirements in terms of high-bandwidth and low-delay because it is required to transport the digitally sampled radio waveform from the CO to the RRUs and viceversa. Also it does not allow any dynamic management of the capacity in the network, since the associated traffic requires high constant bit rate independently of the cell loads.
In order to relax these requirements, several radio functions can be decentralized. This is envisioned in the so-called next generation fronthaul interface (NGFI) [3] , which proposes to split the different radio functions and implement them in three logical entities: the RRU, the central unit (CU) and the distribution unit (DU). In fact, when approaching NGFI, a flexible functional split is envisioned between CUs and DUs. So, part of the wireless waveforms are generated at the CU and another part at the DUs. In turn, the RAN is split into two different segments. First, the pure fronthaul, wich is the segment between RRUs and DUs. Second, the so-called midhaul, which covers the segment between DUs and CUs. This approach enables the use of statistical packet multiplexing while reducing the latency and capacity constraints in the midhaul segment.
Regarding the suitable optical transmission technologies, wavelength division multiplexing (WDM) can be employed, being able to reuse the already deployed fiber infrastructure in the residential access, while providing flexible connectivity and high capacity [4] . Nevertheless, this solution bounded to certain spectral regions and not able to scale when capacity requirements increase. Therefore, space division multiplexing (SDM) can be employed to provide spatial diversity which, in combination with WDM, enables a fronthaul infrastructure with unique 2-dimensional (2D) properties. A first approach for SDM can be based on bundles of standard single mode fibers (SSMFs), since cables deployed in the field typically have a loose-tube design containing several fibers [5] . A longer-term solution can rely on multicore fibers (MCFs) [6] , providing a compact parallel transmission medium.
In this paper, we discuss a hybrid WDM/SDM delivery of mobile fronthaul traffic in passive optical distribution networks (ODNs), following the software defined networking (SDN) paradigm. This combination enables the set-up of specific spectral/spatial channels according to the requirements of the services to deliver, enabling the configuration of virtual RANs over a passive optical infrastructure, seeing them as private network slices where traffic flows can be allocated in a 2D space. This is enabled at the data plane level mainly by the adoption of a hybrid WDM/SDM infrastructure and SDNenabled programmable bandwidth/bitrate variable transceivers (BVTs). The BVTs are able to transmit signals with variable rate according to the network and path conditions. The paper is structured as follows. In section II the proposed network and signal delivery schemes are detailed, putting special emphasis on the BVTs. Afterwards, section III deals with BVTs based on orthogonal frequency division multiplexing (OFDM) and direct detection (DD). In Section IV the different optical programmable elements are described, highlighting the different options available. In section V the optical distribution network is briefly discussed. Section VI provides the results of preliminary experiments when using DD-OFDM BVTs. Finally, conclusions are drawn in section VI. Fig. 1 shows a general scheme for the SDM based DRoF fronthaul. There, a central office is attached to an optical metro/core network in order to provide connectivity to the network edge. At the CO, a pool of BBUs is delivering the traffic to the corresponding BVTs. Also a pool of CUs is envisioned to be connected to the corresponding packet switch whose outputs are connected to either the DUs or the BVTs, the latter enabling the delivery of midhaul traffic. The BVTs can be remotely configured by the control plane, for an optimal management of the network resources [4] . In addition to the bitrate variability that can cope with a dynamic traffic variation (e.g . daily traffic variation), the BVTs also feature other benefits such as the capability to maximize its capacity for a given connection [4] . This will be detailed in the upcoming sections. The inputs/outputs of each BVT are connected to an optical switch in order perform the appropriate connections to each of the spectrum selective switches (SSSs), which are performing the wavelength division multiplexing/demultiplexing of M different signals into arbitrary portions of the spectrum according to the control plane indications. The main outputs of the SSSs are connected to the multiple core multiplexers (MCM), which are the fan-in/out devices for the spatial division multiplexing on N different fiber cores.
II. GENERIC NETWORK CONCEPT
Therefore, space and spectrum resources can be managed by a centralized SDN controller in order to provision the different services, possibly including residential access and/or some other service that could require a direct interface with the metro/aggregation segment. All the systems and subsystems belonging to the central office and, specially, the BVTs can be programmed by means of the corresponding SDN agents, allowing an automated channel establishment between the central office and the cell sites in a 2D space (WDM+SDM).
The CO is delivering its data signals to the optical distribution network in order to give connectivity to the different cell sites. This optical distribution network is expected to be mainly passive, featuring low OpEx and limited CapEx [5] . As for the cell sites, different options are envisioned.
A first cell site option (a) is the so-called spatially multiplexed site. There, the BVTs are tuned to use the very same wavelength while using different cores either for scaling up the capacity or for implementing a dual-core duplex. Therefore, a simplification of the BVT can be foreseen, as some wavelength dependent parts can be shared among them depending on the specific BVT design. For example, in case of implementing external modulation, the laser sources can be shared between several BVTs in order to keep the solution at low cost.
The cell site options (b) and (c) correspond to a spectrally multiplexed site. In that case, a single core is used while the multiplexing is exclusively performed in terms of wavelength. Therefore, a straightforward approach can be to employ passive devices -for example an AWG as in cell site (b) -to perform the wavelength multiplexing in order to keep the solution at low cost. Also active devices such as SSSs (c) can be employed, trading cost against flexibility. Please note that here a dual wavelength duplex is envisioned.
Finally, a generic cell site option is depicted in (c). There either spatial and/or wavelength multiplexing is used in order to use all the available network resources. In this case it is also shown the eventual interconnection between CUs and DUs for a midhaul solution, even it could be also envisioned for all the cell sites described before.
Please note that either at CO or the cell sites, there are pools of BVTs that should be jointly controlled in order to appropriately exploit the WDM/SDM space. Therefore, they can be regarded as sliceable-BVTs, understanding it as a metaelement comprising different BVTs of the same location which may serve different sites.
III. DD-OFDM TRANSMISSION TECHNOLOGIES
An option for implementing the required BVTs can be based DD-OFDM. In fact, this option is one of the most attractive for cost-effectively coping with the flexibility requirements of the network [4] , [7] . In fact, OFDM provides advanced spectrum manipulation capabilities, including arbitrary subcarrier suppression and bit/power loading. Thanks to these features, DD-OFDM transceivers can be ad hoc configured for achieving a certain reach and/or coping with a targeted data rate adopting low complex optoelectronic subsystems.
Furthermore, SNR monitoring can be performed at the receiver side of the DD-OFDM transceivers. The results can be communicated to the control plane, enabling optical performance monitoring of the link.
Recently, DD-OFDM systems have been proposed for a transparent and dynamic delivery of mobile front-/back-haul in converged optical metro architecture [4] . Even that architecture is specifically tailored for a transparent services delivery across the access and metro network segments; significant results can be extracted concerning the suitability of DD-OFDM transmission systems. In fact, it has been shown that maximum capacity is in the range between 26 Gb/s and 36 Gb/s per flow for transmission distances up to 25 km in order to guarantee a power budget of 25 dB [4] .
IV. OPTICAL PROGRAMMABLE ELEMENTS
One of the main benefits of the proposed architecture is that features high configurability and flexibility. In fact, the CO and the different cell sites are expected to host their corresponding SDN control agent in order to configure the main parameters for the efficient control of the fronthaul traffic over the optical network. In turn, each SDN control agent interacts with the control plane infrastructure, which is in charge of the overall network management. Therefore, the programmability of the different elements composing the CO and the cell sites is of key importance.
The main optical modules that may have some programmable features are: the optical switching matrix of the CO; the SSSs (either at the CO or the cell sites); and the different BVTs.
The optical switching matrix of the CO is one of the fundamental elements for effectively establishing virtual channels in the SDM/WDM space. In fact, this module is connecting the inputs/outputs of each BVT to the corresponding SSSs and, thus, fiber core. In order to obtain a high degree of flexibility, a high port count optical switching matrix should be employed.
By interfacing the SSSs, the SDN control agent of the CO and cell sites is capable to set a specific frequency slot for one or several transceivers in a specific core, depending on the type of cell sites to serve. Typical SSSs are manufactured employing suitable technologies, e.g. liquid crystal on silicon (LCoS) [8] . Their common granularity matches the minimum frequency step of 12.5 GHz as standardized by the ITU-T [9] . Recently, these devices have been extended to also incorporate fiber mode/core adapting techniques [10] , enabling the management of traffic in the WDM/WDM space using a single module.
The far more interesting optical element to control is the BVT. In fact, the BVTs can be remotely configured for an optimal management of the network resources [7] , [11] . The parameters to be configured include forward error correction (FEC) code, emission wavelength, bandwidth occupancy and/or bitrate. In the following, the case of DD-OFDM BVTs is detailed. There, the bit/power loading algorithm per subcarrier can be also set by the control plane. Alternatively, the bit/power loading per subcarrier can be computed by the control plane itself and then set the optimum constellation and relative power per subcarrier. In both cases, two main algorithms can be approached: a rate adaptive algorithm for maximizing the capacity for a given performance, and a margin adaptive for maximizing the performance for a given capacity. Nevertheless, the channel has to be characterized before setting the optimum constellation and power. So, DD-OFDM BVTs have two main modes of operation: signal-to-noise ratio (SNR) estimation and data transmission. When operating in SNR estimation, all the OFDM subcarriers are loaded with dummy data (e.g. using a 4QAM constellation) at the transmitter, while noise and power of each symbol are estimated at the receiver. This information is collected by the corresponding agent and passed to the SDN controller. In turn, the SDN controller uses this information to configure the BVTs when operating in transmission mode, so the optimum constellation and power is employed at each OFDM subcarrier. In order to include SDM for further increasing the network capacity, the optical distribution network can envision the gradual upgrade of some parts (e.g. feeder section). A first approach for SDM can be based on bundles of SSMFs, since cables deployed in the field typically have a loose-tube design containing several fibers [5] . For a first SDM approach, several fibers of the same tube can be paired as a bundle. Nevertheless, a longer-term solution can rely on MCFs, being a more compact transmission solution. An intermediate step can be to deploy the multicore fiber in the feeder part, as it can be easily deployed to increase capacity at a limited cost [5] . In this very specific case, a core-routed passive network can be envisioned, where different cores provide different services and/or connectivity to different geographical areas. This would be enabled by a fan-in/out device integrated at the remote nodes of the network.
Several constraints should be put to the optical distribution network. Possibly, the main one should be the maximum latency, which turns out to be 250 μs for high functional split options [3] . This entails a maximum transmission distance of around 20-25 km of standard single mode fiber in order to guarantee that all functional split options are available for transmission over the optical distribution network. Of course, higher transmission distances could be also envisioned, entailing a trade-off between capacity and latency.
Another interesting point for the optical distribution network is the available power budget. For DD-OFDM a 25 dB power budget has been reported, since the objective in [4] was to ensure a full compatibility with existing passive optical network infrastructure.
According to the reported power budget options and the distances envisioned, the maximum power split ratio of the optical distribution network should be limited to the range between 1:4 and 1:64.
VI. PRELIMINARY EXPERIMENTS AND RESULTS
A set of preliminary experiments is carried out in order to demonstrate the feasibility of the concept for an urban dense area covering distances of up to 6 km. The full experimental setup and the complete set of results are reported in [12] . There, two different DD-OFDM spectral flows are generated (at 1550.12 nm and 1550.92 nm) and further launched into the WDM/SDM optical distribution network. The performance is evaluated in terms of maximum capacity for covering a power budget of 25 dB. Different cases are analyzed: 1) Back-to-back. This case is tested in order to set the corresponding reference values. 2) Bidirectional transmission over 6 km of SSMF. In this case the same single-core fiber and wavelength are used for transmitting upstream and downstream traffic. 3) Single-core bidirectional transmission over 5 km of MCF plus 1 km of SSMF. In this case, the same fiber, wavelength and core are used for transmitting upstream and downstream signals. Since a specific core geometry is tested, transmission over two different cores is assessed. The performance in terms of maximum capacity is evaluated for the central core and a core near the cladding. 4) Dual-core bidirectional transmission over 5 km of MCF plus 1 km of SSMF. In this case, bidirectional operation is achieved by transmitting the downstream over the central core and the upstream over the external one, keeping the same wavelength for upstream and downstream as in the other cases.
Results reported in [12] are summarized in table I, where capacity is averaged between the wavelengths tested. Furthermore, the data rates reported are optimized for coping with a target BER of 4.62 · 10 −3 , assuming a standard FEC featuring 7 % overhead [13] .
For the back-to-back configuration, the maximum capacity is above 58 Gb/s for downstream while for upstream is about 33 Gb/s.
For case 2, the capacity difference with respect to the backto-back is almost negligible: 1.27 Gb/s in downstream and only 90 Mb/s in upstream. This is because the optical signal to Rayleigh ratio (OSRR) measured is of 41.9dB for downstream and 25.3dB for upstream.
When testing case 3, results also are in line with the previous cases and no significant difference is found either for the central core or the outer core of the MCF. Even with that, it should be noted that a slight decrease of the upstream capacity with respect to the back-to-back case is reported (1.24 Gb/s and 1.45 Gb/s). In fact, the OSRR measured is about 35.8dB (downstream) and 21.6dB (upstream) for both cores, being lower than the values corresponding to the SSMF feeder.
Finally, the transmission performance for case 4 is showing capacities above 55 Gb/s for downstream and around 34 Gb/s. In this case there is no bidirectional transmission over the same core and, consequently, no penalty related to any kind of backscattering or reflection is observed.
VII. CONCLUSION
We have discussed data plane options for a hybrid WDM/SDM delivery of mobile fronthaul traffic in passive ODNs following the SDN paradigm. We have seen how to set specific spectral/spatial channels according to the requirements of the services to deliver and the corresponding technology limits and possibilities. Special emphasis has been put on the different elements that feature reconfiguration capabilities. Specifically, we have discussed the adoption of BVTs based on DD-OFDM, attaining high flexibility thanks to its capability to adapt the transmission to the network and path condition. Preliminary experimental validation shows that this solution can cope with capacities between 30 Gb/s and 60 Gb/s per wavelength and core.
