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ABSTRAK 
Kebakaran hutan merupakan salah satu masalah lingkungan yang merugikan dari segi 
ekonomi dan ekologis. Jumlah titik panas kebakaran hutan di Indonesia telah meningkat 
secara signifikan pada bulan September 2019 dengan 16178 titik panas yang menyebabkan 
kabut asap berbahaya. Kabut tersebut telah berdampak pada sekitar 1,04 juta jiwa di kota 
Pekanbaru dan 6,5 juta jiwa di provinsi Riau. Maka, perlu dibangun sistem peringatan dini 
tentang prediksi kebakaran hutan. Hasil prediksi yang tepat dapat digunakan sebagai 
pencegahan dan pengendalian kebakaran hutan. Penelitian ini menggunakan data cuaca 
yang didapatkan dari BMKG Provinsi Riau pada tahun 2015 hingga 2019 untuk 
meramalkan titik panas pada tahun 2020 di Kabupaten Pelalawan. Penelitian ini 
menggunakan metode Multiple Linear Regression untuk menentukan jumlah titik panas 
berdasarkan faktor yang mempengaruhi. Berdasarkan hasil eksperimen terdapat tiga faktor 
yang berpengaruh secara signifikan terhadap kemunculan titik panas yaitu kelembapan, 
curah hujan, dan kecepatan angin. Model Multiple Linear Regression yang dihasilkan pada 
penelitian ini adalah titik panas = 10.44853 + (0.60849 * suhu) + (-0.29060 * kelembapan) 
+ (-0.08527 * curah hujan) + (0.18707 * kecepatan angin). Berdasarkan eksperimen, 
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ABSTRACT 
Forest fires are one of the environmental problems that are detrimental from an economic 
and ecological perspective. The number of forest fire hotspots in Indonesia has increased 
significantly in September 2019 with 16178 hotspots causing hazardous smog. The haze 
has affected around 1.04 million people in Pekanbaru City and 6.5 million people in Riau 
Province. Therefore, it is necessary to build an early warning system about forest fire 
prediction. The correct prediction results can be used as prevention and control of forest 
fires. This study uses weather data obtained from the BMKG of Riau Province from 2015 
to 2019 to predict hot spots in 2020 in Pelalawan Regency. This research uses Multiple 
Linear Regression method to determine the number of hotspots based on influencing 
factors. Based on the experimental results, there are three factors that significantly 
influence the occurrence of hotspots, namely humidity, rainfall, and wind speed. The 
Multiple Linear Regression model produced in this study is hotspot = 10.44853 + (0.60849 
* temperature) + (-0.29060 * humidity) + (-0.08527 * rainfall) + (0.18707 * wind speed). 
Based on experiments, it is predicted that there will be 1106 hotspots in 2020 with an RMSE 
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BAB I  
PENDAHULUAN 
 
 Latar Belakang 
Kebakaran hutan dan lahan merupakan peristiwa rutinitas yang terjadi di 
Indonesia pada setiap tahunnya. Salah satu faktor yang mendorong terjadinya 
kebakaran hutan yaitu lokasi yang memiliki suhu > 3300°K atau biasa disebut titik 
panas (Pramesti et al., 2017). Apabila titik panas tersebut berlangsung secara terus 
menerus dan berjumlah besar maka akan muncul titik api. Provinsi Riau termasuk 
salah satu provinsi di Indonesia yang memiliki titik api yang cukup banyak. 
Berdasarkan data Lembaga Penerbangan dan Antariksa Nasional (2020), semenjak 
tahun 2017 hingga 2019, terdeteksi sebanyak 21.755 titik api yang ada di Provinsi 
Riau. Tahun 2017 terdeteksi sebanyak 1.853 titik api. Tahun 2018 terdeteksi 
sebanyak 4.070 titik api. Tahun 2019 terdeteksi sebanyak 15.832 titik api. 
Berdasarkan data jumlah titik api yang ada dan terus meningkat, maka perlu 
diketahui bagaimana upaya untuk mencegah agar titik api tidak semakin bertambah. 
Strategi yang efektif dalam penanganan titik api yaitu ‘memperkuat pola 
kerja di masyarakat dalam antisipasi kekeringan’ dan meningkatkan pencegahan 
dengan monitoring dan patroli (Kumalawati et al., 2019). Selain itu, prediksi yang 
cepat dan akurat sangat dibutuhkan untuk pengendalian kebakaran hutan dan 
pencegahan agar titik api tidak semakin bertambah (Negara et al., 2019). ‘Salah satu 
cara yang dapat dilakukan untuk memprediksi ’. kebakaran hutan adalah dengan 
menggunakan ilmu ‘Data Mining. ‘Data Mining adalah rangkaian proses untuk 
menggali nilai tambah berupa informasi yang belum’ tereksplorasi dari sebuah basis 
data, melakukan eksplorasi .dengan cara-cara tertentu untuk memanipulasi data 
menjadi informasi yang lebih berharga dengan cara’ mengekstraksi dan mengenali 
pola penting dari basis data (Han & Kamber, 2016). 
Penelitian yang menggunakan Data Mining telah dilakukan oleh Negara & 
Kurniawan (2019) untuk ‘memprediksi kebakaran hutan di Riau’ menggunakan 




menyimpulkan bahwa algoritma Decision Tree ‘memiliki kelebihan dalam 
menjelaskan hubungan setiap atribut data cuaca yang mempengaruhi tingkat 
hotspot’, sedangkan algoritma Bayesian Network dianggap lebih efektif untuk 
digunakan karena memiliki tingkat akurasi yang baik. Penelitian tersebut 
menggunakan metode klasifikasi. Metode klasifikasi digunakan untuk 
mengelompokkan data yang sudah ada, bukan untuk menentukan jumlah yang akan 
dihasilkan oleh suatu kumpulan data, sehingga metode klasifikasi dianggap tidak 
sesuai untuk digunakan pada penelitian ini. Penelitian ini akan menggunakan 
metode peramalan dalam menentukan jumlah titik api yang akan muncul di masa 
mendatang. Penelitian yang menggunakan metode peramalan telah dilakukan oleh 
Faisol et al (2016) untuk meramalkan penyakit AIDS menggunakan algoritma 
Simple Linear Regression. Namun, algoritma tersebut hanya menggunakan satu 
faktor saja, sedangkan untuk meramalkan titik api pada penelitian ini dilakukan 
dengan menghubungkan beberapa faktor terkait penyebab kemunculan titik api. 
Oleh karena itu, algoritma Multiple Linear Regression dianggap lebih tepat untuk 
digunakan pada penelitian ini (Adnan, 2019). 
Algoritma Multiple Linear Regression merupakan algoritma untuk menguji 
‘hubungan antara satu variabel tak bebas dengan dua atau lebih variabel bebas’ 
(Anbiya, 2016). Penelitian terdahulu terkait algoritma Multiple Linear Regression 
dilakukan oleh Trinanda & Julyansyah (2018) untuk memprediksi konsentrasi 
partikulat (pm10) di Kota Palembang. Penelitian tersebut menggunakan satu 
variabel tak bebas dan empat variabel bebas dari dua data yang berbeda. Hasil yang 
didapat dari penelitian tersebut adalah nilai RMSE (error) yang rendah yaitu 
sebesar 3.3%. Penelitian selanjutnya dilakukan oleh Farizal (2014) untuk mencari 
‘model peramalan bahan bakar jenis premium di Indonesia dengan ’ algoritma 
Multiple Linear Regression. Penelitian tersebut menggunakan sepuluh variabel 
bebas dengan tingkat error 1.05% untuk data yang non linear. 
‘Berdasarkan penelitian yang telah dilakukan sebelumnya, maka penelitian 
ini’ menggunakan metode peramalan dengan algoritma Multiple Linear Regression. 
Penelitian ini menggunakan empat variabel bebas untuk menentukan jumlah titik 




Berdasarkan laporan BMKG Provinsi Riau menyatakan bahwa dari 61 titik panas 
yang ada di Provinsi Riau, 28 di antaranya ada di wilayah Pelalawan (Astungkoro 
& Subarkah, 2019). Hal ini menjelaskan bahwa 45% dari total titik panas yang ada 
Provinsi Riau berada di Kabupaten Pelalawan. Algoritma Multiple Linear 
Regression dipilih karena memiliki tingkat kesalahan yang rendah (Farizal, 2014). 
Hal itu membuat Multiple Linear Regression dianggap lebih akurat dalam 
menentukan jumlah titik api yang akan muncul di masa mendatang.  
‘Oleh karena itu, penelitian ini menggunakan ’ algoritma Multiple Linear 
Regression dalam meramalkan titik panas di Kabupaten Pelalawan, Provinsi Riau. 
Diharapkan apabila jumlah titik api yang akan muncul sudah diketahui, maka 
pemerintah yang berwenang dan masyarakat sekitar akan mudah membuat 
perencanaan dan keputusan ketika terjadi kebakaran hutan dan lahan 
(KARHUTLA) selanjutnya. 
 Rumusan Masalah 
‘Berdasarkan latar belakang yang telah diuraikan di atas, maka rumusan 
masalah dalam penelitian ini adalah: Bagaimana’ meramalkan titik panas tahun 2020 
di Kabupaten Pelalawan menggunakan algoritma Multiple Linear Regression dan 
apa saja faktor yang mempengaruhinya? 
 Batasan Masalah   
‘Berdasarkan rumusan masalah di atas, maka batasan masalah pada 
penelitian ini adalah’ data yang digunakan merupakan data cuaca di Kabupaten 
Pelalawan pada tahun 2015 hingga 2020. 
 Tujuan 
Penelitian tugas akhir ini bertujuan untuk meramalkan titik panas di 
Kabupaten Pelalawan menggunakan algoritma Multiple Linear Regression dan 
mengetahui mengetahui faktor apa saja yang mempengaruhinya. 
 Sistematika Penulisan  
‘Agar lebih sistematis dan terarah dalam penyusunan laporan tugas akhir, 






BAB I PENDAHULUAN 
Penelitian ini diawali dengan penjelasan tentang latar belakang 
masalah yang menjadi pemicu munculnya permasalahan kebakaran 
hutan. Pada bab pendahuluan ini juga terdapat rumusan masalah, 
batasan masalah, tujuan penelitian, dan sistematika penulisan yang 
digunakan. 
BAB II LANDASAN TEORI 
Pada bab II ini akan diuraikan tentang landasan teori yang menjadi 
dasar pemikiran dalam penelitian mengenai kebakaran hutan, 
hotspot, metode peramalan (forecasting), algoritma Multiple Linear 
Regression (MLR), data time series, dan perhitungan nilai kesalahan 
yaitu Root Mean Squared Error (RMSE). Sebagai acuan akan 
diuraikan pula penelitian terdahulu yang memiliki keterkaitan 
dengan permasalahan kebakaran hutan, hotspot dan algoritma 
Multiple Linear Regression. 
BAB III METODOLOGI PENELITIAN 
Bab ini berisi penjelasan mengenai rangkaian tahapan yang 
dilakukan selama pembuatan laporan tugas akhir. Tahapan tersebut 
terdiri dari rumusan masalah, pengumpulan data, analisa dan 
pembahasan, implementasi dan pengujian. 
BAB IV ANALISA DAN PEMBAHASAN  
Bab analisa dan pembahasan menjelaskan tentang analisis dari 
algoritma Multiple Linear Regression serta menjelaskan 
pembahasan dari penggunaan algoritma tersebut yang meliputi 
pembuatan model Multiple Linear Regression, penerapan model 
dengan data uji, dan perhitungan tingkat kesalahan. 
BAB V PENUTUP 
Bab penutup ini berisi tentang kesimpulan yang dihasilkan dari 
pembahasan tentang analisis yang dilakukan serta saran yang dapat 




BAB II  
LANDASAN TEORI    
 
 Kebakaran Hutan 
Kebakaran hutan adalah kerusakan hasil hutan yang disebabkan oleh api 
serta kondisi yang kering. Mulyana (2014) melakukan penelitian tentang kualitas 
udara akibat karhutla di Provinsi Riau. Penelitian tersebut menunjukkan bahwa 
‘kualitas udara di beberapa wilayah Provinsi Riau selama terjadinya ’ karhutla 
termasuk ‘kategori berbahaya dengan nilai ISPU lebih dari 500 ’. Loren (2015) 
melakukan penelitian untuk menganalisis faktor penyebab karhutla dan upaya yang 
dilakukan oleh masyarakat di Kecamatan Basarang. Faktor penyebab yang didapat 
adalah ‘pembukaan lahan dengan cara membakar lahan, membuang puntung rokok’ 
sembarangan, ‘dan faktor alam seperti musim kemarau yang panas sehingga terjadi 
gesekan benda kering/mudah terbakar. Upaya pencegahan kebakaran ’ yang dapat 
dilakukan oleh masyarakat adalah dengan ‘pembuatan sekat bakar, membersihkan 
bahan bakar’ dibawah tegakan hutan/lahan, dan melakukan pembakaran terkontrol. 
Penelitian lainnya meneliti ‘pengurangan resiko kebakaran hutan dan lahan melalui 
pemetaan HGU dan pengendalian pertanahan ’ di Provinsi Riau. Menurut Utami 
(2017) pengurangan resiko karhutla ‘dapat dilakukan melalui pertimbangan teknis 
pertanahan dengan memperhatikan ’ kedalaman ‘gambut dan peta moratorium 
gambut serta menumpangsusunkan peta rawan bencana kebakaran hutan dan lahan 
dengan peta sebaran HGU’. 
Penelitian terkait kasus kebakaran hutan di bidang informatika telah 
dilakukan oleh Negara & Kurniawan (2019) untuk memprediksi kebakaran hutan 
di Riau menggunakan algoritma Decision Tree dan Bayesian Network. Penelitian 
tersebut menggunakan tipe data yang terdiri dari tanggal, integer, real, dan 
polynomial. Hasil dari penelitian tersebut adalah algoritma Decision Tree dapat 
‘menjelaskan hubungan setiap atribut data cuaca yang mempengaruhi tingkat 
hotspot dan’ algoritma Bayesian Network memiliki potensi untuk digunakan secara 




oleh Ardianto (2017) untuk memprediksi tingkat kerawanan kebakaran hutan di 
daerah Kudus menggunakan Fuzzy Tsukamoto. Penelitian tersebut menggunakan 
data jumlah penduduk, luas wilayah, dan data curah hujan yang diperoleh dari dinas 
kebakaran. Hasil dari penelitian tersebut adalah terciptanya prediksi penanganan 
kebakaran hutan ‘yang menggunakan Fuzzy Tsukamoto dimana hasil prediksi 
tersebut dapat menentukan tingkat kerawanan kebakaran dari setiap kecamatan 
yang ada di Kudus’. Namun, pada sistem yang dibangun sebaiknya ‘menggabungkan 
metode Fuzzy Tsukamoto dengan metode lain agar hasil prediksi lebih komplek ’. 
Berikut beberapa penelitian sebelumnya terkait kasus kebakaran hutan. 
Tabel 2. 1 Penelitian Terkait Kasus Kebakaran Hutan 
No Pengarang Judul Kesimpulan 




Vol. 16 No. 3 
Bencana Kabut Asap Akibat 
Kebakaran Hutan Dan Lahan 
Serta Pengaruhnya Terhadap 
Kualitas Udara Di Provinsi 
Riau Februari – Maret 2014 
‘Kualitas udara di beberapa wilayah di 
Provinsi Riau selama terjadinya 
kebakaran lahan dan hutan pada bulan 
Februari dan Maret 2014 masuk kategori 
Berbahaya dengan nilai ISPU lebih dari 
500’. 





Analisis Faktor Penyebab 
Kebakaran Hutan Dan Lahan 
Serta Upaya Pencegahan 
Yang Dilakukan Masyarakat 
Di Kecamatan Basarang 
Kabupaten Kapuas 
Kalimantan Tengah  
Faktor penyebab yang didapat adalah 
‘pembukaan lahan dengan cara membakar 
lahan, membuang puntung rokok’ 
sembarangan, ‘dan faktor alam seperti 
musim kemarau yang panas sehingga 
terjadi gesekan benda kering/mudah 
terbakar. Upaya pencegahan kebakaran’ 
yang dapat dilakukan oleh masyarakat 
adalah dengan ‘pembuatan sekat bakar, 
membersihkan bahan bakar’ dibawah 
tegakan hutan/lahan, dan melakukan 
pembakaran terkontrol. 





Vol. 4 No. 3 
Prediksi Tingkat Kerawanan 
Kebakaran di Daerah Kudus 
Menggunakan Fuzzy 
Tsukamoto 
‘Dari hasil prediksi yang menggunakan 
Fuzzy Tsukamoto didapatkan nilai yang 
berbeda dari setiap kecamatan semisal 
kecamatan kota di bulan januari sampai 
april tingkat kerawanan mencapai 10% 
sedangkan di kecamatan Jekulo tingkat 
kerawanan mencapai 99% hasil tersebut 
menunjukan bahwa kecamatan jekulo 
memiliki tingkat kerawanan kebakaran 










Vol. 3 No. 2  
Pengurangan Resiko 
Kebakaran Hutan dan Lahan 
Melalui Pemetaan HGU dan 
Pengendalian Pertanahan 
(Studi Kasus Provinsi Riau) 
Pengurangan resiko karhutla ‘dapat 
dilakukan melalui pertimbangan teknis 
pertanahan dengan memperhatikan’ 
kedalaman ‘gambut dan peta moratorium 
gambut serta menumpangsusunkan peta 
rawan bencana kebakaran hutan dan 
lahan dengan peta sebaran HGU’. 
5 (Negara et al., 
2019) 
Riau Forest Fire Prediction 
using Supervised Machine 
Learning 
Algoritma Decision Tree dapat 
‘menjelaskan hubungan setiap atribut data 
cuaca yang mempengaruhi tingkat 
hotspot dan’ algoritma Bayesian Network 
memiliki potensi untuk digunakan secara 




Titik panas (hotspot) adalah salah satu faktor pendorong terjadinya 
kebakaran hutan. Telah dilakukan penelitian oleh Rahadian (2016) untuk 
menganalisis ‘sebaran dan perhitungan hotspot menggunakan citra satelit NOAA-
18/AVHRR dan aqua modis berbasis algoritma kanal termal ’ di Provinsi Riau. 
Penelitian tersebut menyatakan bahwa ‘lokasi di wilayah Riau yang teridentifikasi 
daerah paling rawan kebakaran berdasarkan NOAA-18/AVHRR’ adalah daerah 
yang tinggi intensitas suhunya, yaitu ‘berada pada daerah Bukit Kapur, Bukit Batu 
dan Dumai Timur dengan suhu diatas 30°C - 35°C sedangkan untuk AQUA 
MODIS mod14 berada pada daerah Bukit Kapur, Rupat, Dumai Timur, Bukit Batu, 
Bengkalis, Bantan dan Rangsang dengan suhu diatas 30°C - 34°C’. Kumalawati 
(2019) melakukan penelitian terhadap ‘strategi penanganan hotspot untuk mencegah 
kebakaran di Kalimantan Selatan ’. Strategi yang dinilai efektif dalam penelitian 
tersebut adalah ‘melengkapi fasilitas untuk menanggulangi kebakaran hutan, 
memperkuat pola kerja di masyarakat dalam antisipasi kekeringan ’, peningkatan 
pencegahan dengan monitoring dan patroli, ‘dan pemberian insentif kepada 
masyarakat dalam bentuk alat pemadam’. 
Penelitian di bidang informatika dilakukan oleh Hakiki (2015) ‘untuk 
memprediksi kemunculan titik panas (hotspot) menggunakan metode jaringan 




penyinaran matahari, kecepatan dan arah angin, curah hujan, titik panas kota 
Pontianak dari tahun 2004 sampai 2013. ‘Hasil penelitian menunjukan bahwa 
metode jaringan syaraf tiruan propagasi balik mampu mengenali pola data pada saat 
pelatihan dan pengujian. Nilai koefisien korelasi antara keluaran dan target pada 
saat pelatihan adalah 0,94, sedangkan pada saat pengujian nilai koefisien korelasi 
antara keluaran dan data target adalah 0,92. Penelitian lainnya dilakukan oleh 
Pramesti (2017) untuk mengelompokkan data potensi karhutla berdasarkan 
persebaran titik panas (hotspot) menggunakan metode K-Medoids Clustering. 
‘Dalam penelitian ini menggunakan data titik panas dengan parameter latitude, 
longitude, brightness, frp (fire radiative power), dan confidence’. Hasil yang didapat 
‘dari penelitian ini menunjukkan penggunaan metode K-Medoids dapat digunakan 
untuk proses clustering data titik panas dengan hasil Silhouette Coefficient terbaik 
sebesar 0.56745 pada penggunaan 2 cluster dengan menggunakan jumlah data 
sebesar 7352 data’. Penelitian selanjutnya dilakukan oleh Pambudi (2018) mengenai 
prediksi ‘kemunculan titik api menggunakan metode Fuzzy Time Series’. Hasil dari 
penelitian tersebut menyatakan bahwa ‘jumlah kemunculan titik api bulanan paling 
akurat menghasilkan MAPE = 37,128% dengan persentase data latih = 80% dan 
pembagian interval = 22. Prediksi jumlah kemunculan titik api periode 10 hari 
paling akurat menghasilkan MAPE = 64,4429% dengan persentase data latih = 80% 
dan pembagian interval = 6 ’. Berikut beberapa penelitian terkait hotspot yang 
dilakukan oleh kalangan akademis sebelumnya. 
Tabel 2. 2 Penelitian Terkait Hotspot 
No Pengarang Judul Kesimpulan 
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Prediksi Kemunculan 




Balik Studi Kasus di 
Pontianak 
‘Nilai koefisien korelasi antara keluaran dan 
target pada saat pelatihan adalah 0,94, 
sedangkan pada saat pengujian nilai 
koefisien korelasi antara keluaran dan data 
target adalah 0,92. Hasil prediksi kejadian 
kabut asap untuk bulan Januari sampai 
Desember 2014 memiliki keakuratan 
prediksi sebesar 66,7%’. 
2 (Rahadian et 
al., 2016) 
 




Lokasi yang teridentifikasi daerah paling 
rawan kebakaran untuk NOAA-18/AVHRR 
adalah Bukit Kapur, Bukit Batu dan Dumai 
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Dan Aqua Modis 
Berbasis Algoritma 
Kanal Termal 
sedangkan untuk AQUA MODIS ditambah 
dengan Rupat, Bengkalis, Bantan dan 
Rangsang dengan suhu diatas 30°C - 34°C. 



















Dari penelitian didapat nilai ‘Silhouette 
Coefficient sebesar 0.56745 pada 
penggunaan 2 cluster dengan jumlah data 
sebesar 7352 data’. ‘Cluster 1 termasuk dalam 
potensi tinggi dengan hasil rata-rata 
brightness sebesar 344.470K dengan rata-
rata confidence 87.08% dan cluster 2 masuk 
dalam potensi sedang dengan hasil rata-rata 
brightness sebesar 318.800K dengan rata-
rata confidence sebesar 58,73’%. 
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Implementasi Fuzzy 
Time Series untuk 
Memprediksi Jumlah 
Kemunculan Titik Api 
Prediksi periode ‘bulanan paling akurat 
menghasilkan MAPE = 37,128% dengan 
persentase data latih = 80% dan pembagian 
interval = 22. Prediksi periode 10 hari paling 
akurat menghasilkan MAPE = 64,4429% 
dengan persentase data latih = 80% dan 
pembagian interval = 6’. 












Di Kabupaten Barito 
Kuala Kalimantan 
Selatan 
Strategi untuk penanganan hotspot adalah 
‘melengkapi fasilitas untuk menanggulangi 
kebakaran hutan, memperkuat pola kerja di 
masyarakat dalam antisipasi kekeringan’, 
peningkatan pencegahan dengan monitoring 
dan patroli, ‘dan pemberian insentif kepada 
masyarakat dalam bentuk alat pemadam’. 
 
 Data Mining 
Menurut Gartner Group, Data Mining adalah proses untuk menemukan 
hubungan baru yang memiliki makna, pola dan kebiasaan dengan menggali 
sebagian besar data ‘yang disimpan dalam media penyimpanan dengan 
menggunakan teknologi pengenalan pola seperti teknik statistik dan matematika. 
Data Mining’ bertujuan untuk memperbaiki teknik manual sehingga dapat 
‘menangani jumlah data yang sangat besar, dimensi data yang tinggi, dan data yang 
heterogen dan berbeda sifat ’ (Fajrin & Maulana, 2018). Data Mining merupakan 




mengekstrak pola dari data menggunakan algoritma yang spesifik ’ (Mabrur & 
Lubis, 2012). Menurut Mardi (2019) terdapat 5 tahapan yang dilakukan secara 
bertahap di dalam proses KDD. 
 
Gambar 2. 1 Tahapan Proses Knowledge Discovery in Database 
(Mardi, 2019) 
Tahapan proses Knowledge Discovery in Database dalam Gambar 2.2 dapat 
dijelaskan sebagai berikut: 
1. Data Selection 
Data selection yaitu melakukan pemilihan data dari sekumpulan data 
operasional. Data hasil pemilihan tersebut nantinya akan digunakan untuk 
proses Data Mining. 
2. Pre-processing/Cleaning 
Proses cleaning mencakup membuang duplikasi data, memeriksa data 
yang tidak konsisten, ‘dan memperbaiki kesalahan pada data, juga 
dilakukan proses memperkaya data yang sudah ada dengan data atau 
informasi lain yang relevan’ serta diperlukan data atau informasi eksternal 
lainnya. 
3. Transformation 
Transformation adalah tahapan untuk mengubah data atau 
menggabungkan data ‘ke dalam format yang sesuai untuk diproses dalam 
data mining. Beberapa metode data mining membutuhkan format data 





4. Data Mining 
Proses Data Mining adalah proses untuk mendapatkan pola atau informasi 
menarik yang terdapat dalam data terpilih menggunakan suatu teknik, 
metode, atau algoritma tertentu. ‘Pemilihan algoritma yang tepat sangat 
bergantung pada tujuan dan proses ’ Knowledge Discovery in Database 
(KDD) secara keseluruhan. 
5. Interpretation/Evaluation 
Interpretation yaitu proses yang bertujuan untuk menampilkan pola atau 
informasi yang dihasilkan dari proses Data Mining kedalam bentuk yang 
mudah dimengerti oleh pihak yang berkepentingan. Evaluation adalah 
tahap yang ‘mencakup pemeriksaan apakah pola atau informasi yang 
ditemukan bertentangan dengan fakta atau hipotesis yang ada’. 
 Metode Data Mining 
Metode Data Mining adalah suatu proses menggali data dengan menerapkan 
metode agar mendapatkan pengetahuan yang berharga atau tersembunyi dari data. 
Definisi lain menyebutkan metode Data ‘Mining adalah serangkaian proses’ yang 
bertujuan ‘untuk menggali nilai tambah’ seperti ‘pengetahuan yang tidak diketahui 
secara manual’ selama ini ‘dari suatu kumpulan data’ (Kusrini & Luthfi, 2009). 
Menurut Larose (2014) ‘dalam bukunya yang berjudul ”Discovering Knowledge in 
Data: An Introduction to’ Data Mining”, berdasarkan tugas yang dapat dilakukan, 
metode ‘Data Mining dibagi menjadi beberapa kelompok, yaitu:’ 
a. Deskripsi 
Deskripsi dalam tugasnya dapat ‘digunakan untuk mencari’ gambaran pola 
yang terdapat pada data. 
b. Asosiasi 
Asosiasi dalam tugasnya dapat digunakan untuk menentukan atribut yang 
muncul secara bersamaan untuk menghubungkan berbagai kombinasi 
item. 
c. Klasifikasi 
Klasifikasi dalam tugasnya dapat digunakan untuk mengkategorikan 




d. Pengklasteran (Clustering) 
Pengklasteran dalam tugasnya dapat ‘digunakan untuk mengelompokkan 
data ke dalam suatu kelas yang’ memiliki kemiripan. 
e. Estimasi 
‘Estimasi hampir sama dengan klasifikasi ’, tetapi ‘variabel target estimasi 
lebih ke arah numerik dari pada ke arah kategori. Model dibangun 
menggunakan record lengkap yang menyediakan nilai dari variabel target 
sebagai nilai prediksi ’. 
f. Peramalan 
Peramalan hampir sama dengan klasifikasi dan estimasi, tetapi dalam 
peramalan ‘nilai dari hasil akan ada di masa mendatang. Beberapa metode 
dan teknik yang digunakan dalam klasifikasi dan estimasi dapat pula 
digunakan untuk’ peramalan dalam keadaan yang tepat. 
 Peramalan 
Definisi ‘peramalan adalah suatu proses memperkirakan apa yang akan 
terjadi’ di masa depan ‘berdasarkan informasi ’ pada ‘masa lalu yang dimiliki ’ secara 
sistematis (Zunaidhi et al., 2012). Peramalan data bertujuan untuk menciptakan 
dugaan yang lebih akurat mengenai ‘sesuatu yang akan terjadi dimasa yang akan 
datang’. Terdapat dua jenis analisis hubungan dalam susunan peramalan (Zunaidhi 
et al., 2012), yaitu: 
a. Analisa deret waktu (time series) 
‘Peramalan dengan analisis deret waktu mendasarkan hasil ramalan yang 
disusun atas pola hubungan antara variabel yang dicari ’ atau ‘diramalkan 
dengan variabel waktu yang merupakan satu satunya variabel yang 
mempengaruhinya’. Keuntungan yang didapat jika menggunakan analisis 
deret waktu adalah ‘model deret waktu dapat dipergunakan secara mudah 
dalam peramalan’. 
b. Analisa ‘cross section atau model sebab akibat (causal model).’  
‘Peramalan dengan analisis model’ sebab akibat ‘mendasarkan hasil 




diramalkan dengan variabel-variabel yang mempengaruhi. Keuntungan 
jika menggunakan analisis model sebab akibat di dalam peramalan adalah 
didapatkan keberhasilan atau ketepatan dengan nilai kemungkinan yang 
lebih besar. 
 Multiple Linear Regression (MLR) 
Multiple Linear Regression adalah analisis regresi yang memiliki variabel 
bebas lebih dari satu (Lestari et al., 2019). Telah dilakukan penelitian sebelumnya 
oleh Farizal (2014) untuk mencari ‘model peramalan bahan bakar jenis premium di 
Indonesia dengan regresi linier berganda’. Penelitian ini menggunakan 10 variabel 
bebas, namun setelah dilakukan perhitungan ternyata hanya 4 variabel yang 
berpengaruh terhadap bahan bakar tersebut. Hasil penelitian tersebut diperoleh 
model MLR yaitu Y= 11,114 – 0,075X1 + 1,387X2 – 0,275X3 + 1,190X4 dengan 
tingkat error 1.05% terhadap realitas yang terjadi. Penelitian selanjutnya dilakukan 
oleh Mona (2015) untuk menganalisis pendapatan petani kelapa di Desa Beo. Hasil 
penelitian diperoleh bahwa yang memiliki pengaruh terhadap pendapatan petani 
kelapa adalah variabel jumlah produksi buah kelapa (X1) dan biaya (X2) dengan 
persamaan Y = 110373,477 + 680,423 X1– 0,214 X2. Amrin (2016) menggunakan 
metode MLR untuk meramalkan tingkat inflasi. Penelitian tersebut mendapatkan 
model regresi linier berganda yaitu Y= 0,241X1 + 0,164X2 + 0,271X3 + 0,07X4 + 
0,040X5 + 0,060X6 + 0,169X7 - 0,010 dan menghasilkan tingkat akurasi dengan 
nilai Mean Absolute Deviation (MAD) sebesar 0.0380, Mean Square Error (MSE) 
0.0023, dan nilai Root Mean Square Error (RMSE) sebesar 0.0481. 
Penelitian lainnya dilakukan oleh Trinanda & Julyansyah (2018) untuk 
memprediksi konsentrasi partikulat (PM10) di Kota Palembang. Dataset yang 
digunakan dalam penelitian ini terdiri dari data PM10, RH, temperatur, dan tanggal 
yang diperoleh dari BMKG Stasiun Klimatologi Kelas I Palembang. Penelitian 
tersebut memperoleh nilai error yang rendah yaitu sebesar 3.3%. Penelitian 
selanjutnya dilakukan untuk memprediksi data persediaan buku pada PT. 
Yudhistira Sumatera Utara oleh (Lestari et al., 2019). Penelitian ini menggunakan 




mendapatkan model MLR yaitu Y = 305.794 + 181.873X1 + 0.541X2. Hasil dari 
penelitian tersebut didapatkan sebesar 15.165 buku pada bulan Juli 2019 oleh PT. 
Yudhistira Ghalia Indonesia Sumatera Utara. Berikut merupakan tabel dari 
beberapa penelitian yang terkait metode Multiple Linear Regression yang telah 
banyak dilakukan oleh kalangan akademis sebelumnya. 
Tabel 2. 3 Penelitian Terkait Metode Linear Regresi Berganda 
No Pengarang Judul Kesimpulan 





Vol. 13, No. 2 
Model Peramalan Konsumsi 
Bahan Bakar Jenis Premium 
di Indonesia dengan Regresi 
Linier Berganda 
Variabel bebas sebanyak 10. 
Model MLR yang diperoleh yaitu 
Y= 11,114 – 0,075X1 + 1,387X2 – 
0,275X3 + 1,190X4. 
Nilai error 1.05%. 





Vol. 4, No. 2, 
September 2015 
Penggunaan Regresi Linear 
Berganda untuk Menganalisis 
Pendapatan Petani Kelapa. 
Studi Kasus: Petani Kelapa 
Di Desa Beo, Kecamatan Beo 
Kabupaten Talaud 
Variabel bebas sebanyak 2. 
Model MLR yang diperoleh yaitu 
Y = 110373,477 + 680,423X1 – 
0,214X2. 
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Maret 2016 
Data Mining Dengan Regresi 
Linier Berganda Untuk 
Peramalan Tingkat Inflasi 
Variabel bebas sebanyak 7. 
Model MLR yang diperoleh yaitu 
Y= 0,241X1 + 0,164X2 + 0,271X3 
+ 0,07X4 + 0,040X5 + 0,060X6 + 
0,169X7 - 0,010. 
Nilai MSE = 0.0023 
Nilai RMSE = 0.0481. 
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Vol. 4, No. 1 
Prediksi Konsentrasi 
Partikulat (PM10) di Kota 
Palembang dengan Teknik 
Multiple Linear Regression 
Variabel bebas sebanyak 3. 
Model MLR yang diperoleh yaitu 
Y = 294.106 − 0.098X1 − 2.529X2 
− 0.0018X3. 
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Implementasi Data Mining 
Dengan Metode Regresi 
Linear Berganda Untuk 
Memprediksi Data Persediaan 
Buku Pada PT. Yudhistira 
Variabel bebas sebanyak 2. 
Model MLR yang diperoleh yaitu 
Y = 305.794 + 181.873X1 + 
0.541X2. 
Persediaan buku sebanyak 15165 
buku. 
 
 Data Time Series 
‘Data time series merupakan data yang dikumpulkan dari waktu ke ’ ‘waktu. 
Deret waktu didefinisikan sebagai kumpulan amatan yang dibuat secara berurut 
sepanjang waktu’ (Kitagawa, 2010). Urutan dari amatan yang diteliti sangat penting, 
karena observasi dalam deret waktu biasanya berkorelasi. ‘Hal ini tentu berakibat 
pada prosedur-prosedur dan teknik-teknik statistika yang berdasarkan pada asumsi 
bebas (independent) menjadi tidak berlaku lagi, sehingga diperlukan metode-
metode dan pendekatan-pendekatan yang berbeda’. 
Berdasarkan jenis datanya deret waktu terbagi dua (Chatfield, 1984), yaitu 
deret waktu kontinu (continuous time series) dan deret waktu diskrit (discrete time 
series). Deret waktu dikatakan kontinu (continuous time series) apabila observasi 
atau amatan dicatat secara kontinu pada suatu selang tertentu. Deret waktu 
dikatakan diskrit (discrete time series) apabila observasi atau amatan hanya 
mengambil nilai pada waktu tertentu dan biasanya berjarak atau berselang sama 
(equally spaced). 
Menurut Sumarjaya (2016) data runtun waktu memiliki empat komponen, 
yaitu trend, musiman, siklus, dan variasi acak. Trend adalah data time series yang 
memiliki kecenderungan ‘naik atau turun dalam jangka waktu yang panjang ’. 
Musiman yaitu data time series yang memiliki pola fluktuasi pada setiap tahun. 
Siklus yaitu data time series yang memiliki pola data beberapa tahun yang biasanya 
dikaitkan dengan siklus bisnis. Variasi acak yaitu data time series yang mengalami 





 Root Mean Square Error (RMSE) 
Root Mean Square Error (RMSE) adalah pengukuran yang sering 
digunakan dari perbedaan antara nilai yang didapatkan oleh model (estimator) dan 
nilai yang didapatkan dengan cara diamati langsung (actual) (Fikri, 2013).  
Pengukuran ini digunakan untuk mengetahui besarnya penyimpangan yang terjadi 
antara nilai prediksi dibandingkan dengan nilai aktual yang terjadi selama kurun 
waktu yang ditentukan. Menurut Trinanda & Julyansyah (2018) untuk validasi hasil 
prakiraan, semakin besar nilai RMSE maka semakin jauh nilai data prakiraan 
terhadap nilai data aktualnya dan semakin kecil nilai RMSE maka semakin dekat 
nilai data prakiraan terhadap nilai data aktualnya. Oleh sebab itu, tingkat kesalahan 
yang dapat diminimalisir dapat meningkatkan tingkat akurasi prakiraan. Warih, 
Eggy Inaidi Andana; Rahayu (2014) mengatakan bahwa jika data yang digunakan 
semakin banyak maka standar eror akan semakin rendah. 
 P-value 
P-value adalah nilai peluang terkecil untuk mendapatkan hasil dari variabel 
yang diamati (Widodo, 2017). Menurut Sundiman (2020), dalam RStudio nilai p-
value terletak pada kolom Pr (> | t |). Nilai p-value berfungsi untuk melihat hasil 
dari variabel bebas (x). Selain itu, nilai p-value berfungsi juga untuk melihat apakah 
variabel bebas yang digunakan berpengaruh signifikan atau tidak terhadap variabel 
terikat. Cara untuk mengetahui hal tersebut dengan membandingkan nilai p-value 
dengan nilai standar signifikansi, yaitu 0,05. Jika nilai p-value dari variabel bebas 
lebih kecil dari nilai standar signifikansi maka variabel bebas berpengaruh 
signifikan terhadap variabel terikat, sebaliknya jika nilai p-value lebih besar dari 
nilai standar signifikansi maka variabel bebas tidak berpengaruh signifikan 
terhadap variabel terikat. 
Sebagai contoh, untuk menentukan jumlah hotspot diperlukan variabel suhu 
dan kelembapan. Setelah dilakukan perhitungan, didapatlah nilai p-value variabel 
suhu yaitu 0.154261, nilai p-value variabel kelembapan yaitu 0.000634, dengan 
nilai standar signifikansi 0,05. Hal ini berarti bahwa nilai p-value variabel suhu 
lebih besar dari nilai standar signifikansi, maka variabel suhu tidak berpengaruh 




kelembapan lebih kecil dari nilai standar signifikansi, maka variabel kelembapan 






BAB III  
METODOLOGI PENELITIAN 
 
Metodologi penelitian adalah tahapan yang nantinya akan dilakukan dalam 
pembuatan tugas akhir. Metodologi penelitian bertujuan sebagai acuan dalam 
melakukan penelitian agar tujuan yang diharapkan dapat tercapai. Metodologi 
penelitian dilakukan secara terurut. Gambar 3.1 merupakan alur penelitian yang 
akan dilakukan dalam pembuatan tugas akhir ini. 
 
Gambar 3. 1 Diagram Metodologi Penelitian 
Berikut adalah penjelasan tahapan-tahapan yang terdapat pada gambar 3.1: 
 Rumusan Masalah 
Rumusan masalah merupakan tahapan pertama di dalam penelitian ini. 
Tahapan ini berfungsi untuk mencari permasalahan, dan kemudian dilakukan 
penelitian untuk menyelesaikan permasalahan tersebut. Rumusan masalah dalam 
penelitian ini adalah bagaimana meramalkan titik panas tahun 2020 di Kabupaten 
Pelalawan menggunakan algoritma Multiple Linear Regression dan apa saja faktor 
yang mempengaruhinya? 
 Pengumpulan Data 
Pengumpulan data pada penelitian ini akan dilakukan dengan dua cara, yaitu 




1. Studi Pustaka 
Pengumpulan data dengan cara studi pustaka ini dilakukan untuk 
mendapatkan teori-teori berdasarkan penelitian yang berkaitan dengan 
kasus yang akan diteliti. Teori-teori penelitian yang akan dilakukan dapat 
diperoleh dari buku dan jurnal yang berkaitan dengan penelitian. 
2. Observasi 
Pengumpulan data dengan cara observasi ini, dilakukan dengan 
mengumpulkan data primer dan data sekunder. Berikut ini penjelasan 
dari data primer dan data sekunder. 
a. Data primer merupakan data yang didapatkan langsung. Pada 
penelitian ini data primer diperoleh dari Badan Meteorologi, 
Klimatologi, dan Geofisika (BMKG) Provinsi Riau. 
b. Data sekunder merupakan data yang diperoleh menggunakan media 
perantara. Pada penelitian ini data sekunder diperoleh dari citra 
satelit MODIS Terra dan Aqua yang bersumber dari LAPAN 
(Lembaga Penerbangan dan Antariksa Nasional). 
 Analisa dan Pembahasan 
Tahap analisa pada penelitian ini berisi tentang penjelasan tahapan Data 
Mining yang akan dilakukan. Tahapan-tahapan tersebut sesuai dengan proses 
Knowledge Discovery in Database, yang dapat dijelaskan sebagai berikut. 
1. Data Selection 
Data selection yaitu melakukan pemilihan data dari sekumpulan data yang 
telah didapatkan. Data yang telah diperoleh dari LAPAN memiliki 9 atribut, 
yaitu Lintang (deg), Bujur (deg), Tanggal (dd/mm/yyyy), Waktu Akuisisi 
(UTC), Tingkat Kepercayaan (%), Satelit, Kecamatan, Kabupaten, Provinsi. 
Data yang telah diperoleh dari BMKG memiliki 4 atribut, yaitu Temperatur, 
Curah Hujan, Kelembapan Udara, Kecepatan Angin. 
2. Pre-processing/Cleaning 
Pre-processing data atau cleaning adalah tahap untuk melakukan 




pre-processing yang dilakukan pada penelitian ini adalah pemeriksaan data 
yang kosong atau missing value. 
3. Transformation 
Transformation adalah tahapan untuk mengubah data atau menggabungkan 
data ke dalam format yang sesuai untuk diproses dalam data mining. 
Beberapa metode data mining membutuhkan format data yang khusus 
sebelum bisa diaplikasikan. 
4. Data Mining 
Proses Data Mining pada penelitian ini menggunakan algoritma Multiple 
Linear Regression dengan persamaan umumnya adalah: 
Y = a + b1X1 + b2X2 + b3X3 + … + bnXn (3.1) 
Dimana: 
Y = Variabel terikat/label 
X = Variabel tidak terikat 
a = konstanta 
b1, …, bn = koefisien regresi (kemiringan), besaran 
response yang ditimbulkan oleh variabel 
 
 
Tahapan untuk mendapatkan persamaan umum algoritma Multiple Linear 
Regression adalah sebagai berikut: 
a. Persiapkan data yang akan diolah. 
b. Tentukan salah satu dari atribut yang tersedia untuk menjadi label. 
c. Hitung perkalian variabel bebas dengan variabel terikat, dan tentukan 
jumlah dari hasil perkalian masing-masing variabel. 
d. Tentukan nilai konstanta dan nilai koefisien regresi dengan cara: 
i. Pindahkan data yang telah ada kedalam tabel untuk memudahkan 
proses transpose. 
 
  X1 X2 X3 X4 Y 
1 … … … … … 
1 … … … … … 




1 … … … … … 
1 … … … ... … 
1 … … … … … 
1 … … … … … 
… … … … … … 
… … … … … … 
n … … … … … 
 
ii. Ubah data X menjadi X’ (X transpose). 
  1 1 1 1 1 1 1 … … n 
X1 … … … … … … … … … … 
X2 … … … … … … … … … … 
X3 … … … … … … … … … … 
X4 … … … … ... … … … … … 
 







𝑛 Ʃ𝑋1 Ʃ𝑋2 Ʃ𝑋3 Ʃ𝑋4
Ʃ𝑋1 Ʃ𝑋1
2 Ʃ𝑋1𝑋2 Ʃ𝑋1𝑋3 Ʃ𝑋1𝑋4
Ʃ𝑋2 Ʃ𝑋2𝑋1 Ʃ𝑋2
2 Ʃ𝑋2𝑋3 Ʃ𝑋2𝑋4
Ʃ𝑋3 Ʃ𝑋3𝑋1 Ʃ𝑋3𝑋2 Ʃ𝑋3
2 Ʃ𝑋3𝑋4
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𝑛 Ʃ𝑋1 Ʃ𝑋2 Ʃ𝑋3 Ʃ𝑋4
Ʃ𝑋1 Ʃ𝑋1
2 Ʃ𝑋1𝑋2 Ʃ𝑋1𝑋3 Ʃ𝑋1𝑋4
Ʃ𝑋2 Ʃ𝑋2𝑋1 Ʃ𝑋2
2 Ʃ𝑋2𝑋3 Ʃ𝑋2𝑋4
Ʃ𝑋3 Ʃ𝑋3𝑋1 Ʃ𝑋3𝑋2 Ʃ𝑋3
2 Ʃ𝑋3𝑋4







 -1       (3.3) 
v. Substitusikan hasil perkalian (X’.X)-1 kedalam rumus (X’.X)-1 dan 
(X’.Y) dan tentukan hasil perkalian tersebut menggunakan perkalian 
matriks. 







𝑛 Ʃ𝑋1 Ʃ𝑋2 Ʃ𝑋3 Ʃ𝑋4
Ʃ𝑋1 Ʃ𝑋1
2 Ʃ𝑋1𝑋2 Ʃ𝑋1𝑋3 Ʃ𝑋1𝑋4
Ʃ𝑋2 Ʃ𝑋2𝑋1 Ʃ𝑋2
2 Ʃ𝑋2𝑋3 Ʃ𝑋2𝑋4
Ʃ𝑋3 Ʃ𝑋3𝑋1 Ʃ𝑋3𝑋2 Ʃ𝑋3
2 Ʃ𝑋3𝑋4





































         (3.4) 
e. Masukkan nilai konstanta dan nilai koefisien regresi yang telah 





Evaluation yaitu proses yang bertujuan untuk menampilkan pola atau 
informasi yang dihasilkan dari proses Data Mining menggunakan algoritma 
Multiple Linear Regression kedalam bentuk yang mudah dimengerti oleh 
pihak yang berkepentingan. 
 Implementasi dan Pengujian 
Implementasi dan pengujian merupakan tahapan yang berisi tentang 
penjelasan dari pembuatan model peramalan, penerapan model dengan data uji, dan 
pengujian untuk melihat nilai akurasi pada tools R Studio.  
3.4.1 Implementasi 
Tahapan implementasi berisi tentang penjelasan pembuatan model 
peramalan, penerapan model dengan data uji, dan perhitungan nilai akurasi. 
Tahapan implementasi pada penelitian ini membutuhkan perangkat keras 
(hardware) dan perangkat lunak (software): 
1. Perangkat keras (Hardware) 
 Processor   : Intel(R) Core(TM) i3-6006U 
Memori (RAM)  : 4 GB 
Hard disk   : 1 TB 
2. Perangkat Lunak (Software) 
Sistem Operasi  : Microsoft Windows 10 
Tools perancangan  : R Studio 
Web Browser  : Google Chrome 
Bahasa pemrograman : R 
3.4.2 Pengujian 
Pada tahap ini penulis melakukan pengecekkan tingkat kesalahan yaitu root 
mean square error terhadap peramalan yang telah dilakukan oleh algoritma 
Multiple Linear Regression dan melakukan pengujian menggunakan tools R Studio. 








       (3.5) 
Dimana: 
RMSE = nilai root mean square error 
f = nilai hasil forecasting 
o = nilai hasil observasi/actual/sebenarnya 
i = urutan data 









Kesimpulan yang diperoleh berdasarkan penelitian yang telah dilakukan 
adalah sebagai berikut: 
1. Penelitian ini telah mendapatkan cara untuk meramalkan jumlah titik api 
menggunakan algoritma Multiple Linear Regression dengan rumus 
yaitu hotspot = 10.44853 + (0.60849 * suhu) + (-0.29060 * kelembapan) 
+ (-0.08527 * curah hujan) + (0.18707 * kecepatan angin). Jumlah 
hotspot yang diramalkan pada tahun 2020 sebanyak 1106 hotspot. 
2. Faktor yang berpengaruh signifikan dalam menentukan jumlah hotspot 
adalah kelembapan tanah, curah hujan, dan kecepatan angin. Sedangkan 
faktor yang tidak berpengaruh signifikan dalam menentukan jumlah 
hotspot adalah suhu. 
3. Nilai root mean square error yang didapatkan adalah sebesar 4,2 
hotspot/hari. 
4. Metode yang dipilih tidak sesuai dengan kasus yang diteliti, karena data 
yang digunakan bersifat tidak linear.  
5. Setelah dilakukan pengurangan faktor yang tidak berpengaruh 
signifikan maka didapatkan bahwa jumlah hotspot semakin bertambah 
yaitu sebanyak 1116 dengan nilai RMSE sebesar 4,3 hotspot/hari. 
 Saran 
Saran yang dapat diberikan peneliti untuk penelitian selanjutnya adalah 
sebagai berikut: 
1. Penelitian selanjutnya diharapkan dapat merancang suatu sistem 
berbasis web atau mobile untuk menampilkan hasil peramalan sehingga 




2. Penelitian selanjutnya diharapkan dapat memberikan tingkat kesalahan 
yang lebih rendah lagi terhadap peramalan titik panas menggunakan 
metode Multiple Linear Regression atau menggunakan metode lain agar 
jumlah titik panas yang dihasilkan dapat lebih akurat. 
3. Penelitian selanjutnya diharapkan dapat menambahkan variabel bebas 
dalam melakukan peramalan, karena semakin banyak variabel maka 
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SURAT IZIN PENGAMBILAN DATA TUGAS AKHIR DI 








DATA LATIH YANG DIGUNAKAN PADA TAHUN 2015-2019 
 




01/01/2015 26.65 85 0 8 0 
02/01/2015 26.65 83.75 8 12 0 
03/01/2015 26.45 86.5 0 8 0 
04/01/2015 28.15 77 0.2 12 0 
05/01/2015 27.95 78 1.5 10 6 
06/01/2015 28 79.25 7 15 0 
07/01/2015 27.45 80.25 6 14 3 
08/01/2015 27.15 80.25 14 12 0 
09/01/2015 26.05 86.25 7 15 0 
10/01/2015 27.5 80.5 0 10 0 
11/01/2015 27.6 80.5 21 18 0 
12/01/2015 26.9 80.75 0 13 4 
13/01/2015 27.15 81.25 0.2 12 0 
14/01/2015 26.9 82.75 1 12 4 
15/01/2015 26.65 80.5 0 8 0 
16/01/2015 27.2 78 0 8 7 
17/01/2015 27.25 78 0 8 0 
18/01/2015 25.3 83.25 0 9 1 
19/01/2015 26.275 79.75 0 9 0 
20/01/2015 24.95 86.25 0 8 0 
21/01/2015 27.05 81.5 0 7 1 
22/01/2015 26.65 82.25 0.2 12 0 
23/01/2015 25.875 87.75 0 11 0 
24/01/2015 26.075 88 2.8 10 0 
25/01/2015 26.225 86.5 8.8 8 0 
26/01/2015 25.9775 87 0.3 14 0 
27/01/2015 25.65 87.75 2 18 1 
28/01/2015 26.875 80.5 0 7 1 
29/01/2015 26.775 79.25 0 12 0 
… … … … … … 
27/12/2015 27.1 84.25 2.3 8 102 
28/12/2015 27.25 88 7.5 18 0 
29/12/2015 25.65 94.75 33.3 21 0 
30/12/2015 27.575 78.75 1 13 0 




01/01/2016 27.3667 72.66666667 52.3 8 0 
02/01/2016 28.8 71.33333333 16.1 8 0 
03/01/2016 28.2333 74.33333333 6.3 9 0 
04/01/2016 29.5333 72.66666667 0.5 8 0 
05/01/2016 29.9333 68 0.5 8 5 
06/01/2016 29.9667 69 0.5 8 7 
07/01/2016 29.6667 70 2.6 9 2 
08/01/2016 27.8 76 0.5 9 2 
09/01/2016 29.3667 71.33333333 0.5 8 0 
10/01/2016 29.8333 71 0.5 7 5 
11/01/2016 29.1 76 1 7 0 
12/01/2016 29.8 75.66666667 0.2 7 11 
13/01/2016 30.3 70.33333333 0.5 7 0 
14/01/2016 27.7333 82 5.8 7 0 
15/01/2016 29.4 74 13 0 0 
16/01/2016 29.6667 72 0.1 7 0 
17/01/2016 26.3333 85 25 10 3 
18/01/2016 29.5333 71.33333333 7 18 0 
19/01/2016 25.8667 91.66666667 30.3 20 0 
20/01/2016 27.3333 88 0.2 6 0 
21/01/2016 28.6667 76 0 7 0 
22/01/2016 30.4333 73.33333333 0 7 0 
23/01/2016 30.4667 67 0 12 16 
24/01/2016 29.4667 72.66666667 0 15 1 
25/01/2016 28.4667 78.66666667 9.2 18 0 
26/01/2016 27.6 81.66666667 27 10 0 
27/01/2016 28 83 3.5 15 0 
28/01/2016 25.2667 91.66666667 13.5 18 0 
29/01/2016 28.6 73.66666667 0 6 0 
30/01/2016 27.8 80 12 18 0 
31/01/2016 29.2 75 2.3 12 2 
01/02/2016 29 74.33333333 0.3 12 0 
02/02/2016 28.8 75.33333333 0 15 0 
03/02/2016 28.1333 83.66666667 7.5 15 0 
04/02/2016 29.2 80.66666667 0 10 0 
… … … … … … 
27/12/2016 26.575 87.25 12.2 16 0 
28/12/2016 25.825 87.75 2 10 0 
29/12/2016 25.45 88.5 1.5 6 1 
30/12/2016 27 81 0.2 15 4 




01/01/2017 26.4 88.25 19 12 0 
02/01/2017 25.65 91 31 15 0 
03/01/2017 27.65 84 25 7 1 
04/01/2017 25.85 87.75 0.5 0 0 
05/01/2017 27.6 80.75 0 5 0 
06/01/2017 27.45 87.5 0 8 0 
07/01/2017 27.95 75 0 10 0 
08/01/2017 28.25 74 0 10 13 
09/01/2017 27.95 77.25 0 8 8 
10/01/2017 27.7 75.5 0 8 0 
11/01/2017 27.85 79.5 0 6 0 
12/01/2017 28.1 76 0 0 0 
13/01/2017 28.4 74.25 0 7 1 
14/01/2017 27.85 79.5 0 6 0 
15/01/2017 27.4 81.25 0 10 1 
16/01/2017 26.25 83.5 0 9 3 
17/01/2017 26.6 77.75 0 7 3 
18/01/2017 27.55 74.5 0 8 0 
19/01/2017 26.9 80 63.5 15 8 
20/01/2017 26.25 81.5 0.5 12 0 
21/01/2017 26.3 81.5 0.5 10 2 
22/01/2017 26 84.75 31 15 0 
23/01/2017 23.85 97.5 11 8 0 
24/01/2017 24.95 89.5 0 13 0 
25/01/2017 25.9 85.5 5 7 0 
26/01/2017 24.4 94.5 4.5 8 1 
27/01/2017 24.35 93.5 7 12 0 
28/01/2017 25.45 92 24 10 0 
29/01/2017 26.5 81 0 12 0 
30/01/2017 27 79.75 0.5 8 1 
31/01/2017 25.55 84.5 1 6 0 
01/02/2017 26.25 83.5 5 0 1 
02/02/2017 25.75 83.75 0 6 0 
03/02/2017 27.575 80.5 0 6 0 
04/02/2017 27.525 79.25 0 6 0 
… … … … … … 
27/12/2017 26.9 83.75 7.5 0 0 
28/12/2017 27.7 82.5 0 0 1 
29/12/2017 26.175 88.75 7.3 12 0 
30/12/2017 25.275 94.5 25 15 0 




01/01/2018 27.1 82.75 24.5 0 1 
02/01/2018 26.5 88.25 8.6 0 3 
03/01/2018 26.95 85 14.4 0 1 
04/01/2018 26.5 87.25 25.5 0 0 
05/01/2018 27.5 86.5 15.2 7 3 
06/01/2018 26.5 84.25 0 0 2 
07/01/2018 26.3 83.75 0 0 3 
08/01/2018 25.8 86.5 0 0 2 
09/01/2018 25.9 84 0.6 4 1 
10/01/2018 25.4 94.5 24.3 15 0 
11/01/2018 23.875 95.25 0.2 6 1 
12/01/2018 23.8 94.25 0 8 1 
13/01/2018 24.25 92.25 0 0 0 
14/01/2018 24.5 93.75 0 8 9 
15/01/2018 26.1 89 0 5 3 
16/01/2018 26.5 88 0 6 3 
17/01/2018 25.975 86 0 7 6 
18/01/2018 26.65 83 0 8 13 
19/01/2018 26.525 85.75 0 10 1 
20/01/2018 27.1 86 0 8 1 
21/01/2018 26.325 86 2.1 0 0 
22/01/2018 27.85 80.25 0.5 8 11 
23/01/2018 27.35 82.25 0 6 0 
24/01/2018 27.025 81.5 0 8 0 
25/01/2018 26.85 82 0 7 0 
26/01/2018 26.65 83.25 0.5 8 7 
27/01/2018 26.675 83.5 0 6 2 
28/01/2018 26.525 83.5 0.5 7 0 
29/01/2018 26.5 83.5 27.2 7 0 
30/01/2018 27.75 79 0 0 0 
31/01/2018 27.65 81 0 6 9 
01/02/2018 26.425 83.75 0 13 10 
02/02/2018 25.45 87.5 65.9 8 0 
03/02/2018 26.75 86.75 4.5 0 0 
04/02/2018 26.15 86.5 0 0 1 
… … … … … … 
27/12/2018 27.5 84.75 0.5 9 0 
28/12/2018 27.9 80.5 0 12 0 
29/12/2018 27.35 81 3.7 7 0 
30/12/2018 27.8 78.25 0 8 0 




01/01/2019 27.35 82.75 0.2 8 0 
02/01/2019 27.2 79.25 0.5 10 2 
03/01/2019 28.2 76.25 1.8 15 0 
04/01/2019 27.5 84.25 0 12 1 
05/01/2019 27.4 82 15 10 3 
06/01/2019 26.15 88 72 20 1 
07/01/2019 26.9 88.25 2.7 15 0 
08/01/2019 27.5 83.5 0.6 13 0 
09/01/2019 26.25 88 18.2 20 0 
10/01/2019 27.55 82 1 8 0 
11/01/2019 28 80 0.5 12 0 
12/01/2019 26.925 84 0 10 1 
13/01/2019 27.1 83.5 6 10 1 
14/01/2019 25.25 94.5 45 15 0 
15/01/2019 27.1 82.5 7.5 10 0 
16/01/2019 27.3 81.75 2.5 12 0 
17/01/2019 26.95 84.25 0 11 0 
18/01/2019 26.925 81.5 4 12 0 
19/01/2019 27 80.5 0 12 0 
20/01/2019 27.25 83.5 0 15 1 
21/01/2019 27.1 84 36.8 19 0 
22/01/2019 26.775 80.75 53.2 20 0 
23/01/2019 27.4 81.5 0 13 0 
24/01/2019 25.9 86.25 0 12 0 
25/01/2019 27.1 82.25 1 9 0 
26/01/2019 26.675 81.75 0 14 0 
27/01/2019 27.1 83 0 12 0 
28/01/2019 26.7 87.25 1.5 11 0 
29/01/2019 26.325 84.25 0 15 0 
30/01/2019 26.275 83.75 43.5 9 0 
31/01/2019 27.1 83.5 0.4 9 0 
01/02/2019 27.65 78 0 10 1 
02/02/2019 27.25 77.25 0 0 32 
03/02/2019 27.25 78.75 0 8 5 
04/02/2019 26.75 84.5 33 0 0 
… … … … … … 
27/12/2019 27.4 81.25 0 11 6 
28/12/2019 27.125 81 0 12 0 
29/12/2019 27.75 83.5 0.1 10 5 
30/12/2019 27.725 79.5 0 9 3 





DATA UJI YANG DIGUNAKAN PADA TAHUN 2020 
 
Tanggal Suhu Kelembapan Curah Hujan Kecepatan Angin 
01/01/2020 26.95 83.5 0 10 
02/01/2020 26.65 89 0 11 
03/01/2020 26.9 86.5 7 12 
04/01/2020 27.05 87.5 1 13 
05/01/2020 27.8 80 0.5 12 
06/01/2020 27.8 75.5 0 10 
07/01/2020 27.35 78.75 0 10 
08/01/2020 27.45 81 0 12 
09/01/2020 26.9 81.75 0.5 12 
10/01/2020 26.5 87.5 1.5 15 
11/01/2020 26.75 84 16.7 12 
12/01/2020 27.1 81.5 13 10 
13/01/2020 26.95 81.5 0 8 
14/01/2020 27.1 81.5 0 8 
15/01/2020 27.95 79.5 0 11 
16/01/2020 27.15 83.5 0 7 
17/01/2020 27.95 79 0 7 
18/01/2020 27.7 78.75 0 8 
19/01/2020 28.25 77.75 0 6 
20/01/2020 27.95 82.75 0 9 
21/01/2020 25.95 95.25 1.3 14 
22/01/2020 28.2 79.75 26.7 10 
23/01/2020 27.75 81.25 0 10 
24/01/2020 27.65 82.25 0 11 
25/01/2020 27.65 83.75 0 9 
26/01/2020 27.75 82.5 0 8 
27/01/2020 27.25 83.75 11.5 4 
28/01/2020 26.65 89.5 0.5 5 
29/01/2020 24.65 92.75 36.1 0 
30/01/2020 27.35 83.25 0.5 8 
31/01/2020 26.5 87 0.5 5 
01/02/2020 26.05 84 0.5 0 
02/02/2020 26.65 79.75 0 0 
03/02/2020 27.55 76.25 0 6 
04/02/2020 27.55 75.5 0 6 
05/02/2020 27.25 78.5 0 5 
06/02/2020 26.8 81.75 1 0 
07/02/2020 26.9 85.5 0 7 
08/02/2020 27.075 82 0 8 
09/02/2020 27.45 75.75 0 6 
10/02/2020 27.4 82.75 18.6 15 




12/02/2020 27.45 81.5 0.5 6 
13/02/2020 27.05 84.5 1 10 
14/02/2020 27.5 87 0 9 
15/02/2020 27.25 84.75 0 9 
16/02/2020 27 84 6.7 10 
17/02/2020 26 92.25 6 8 
18/02/2020 28.05 81 0 13 
19/02/2020 25.325 88.5 0 21 
20/02/2020 26.8 84.75 0 13 
21/02/2020 25.55 92.75 8.5 11 
22/02/2020 26.65 84.25 0 10 
23/02/2020 25.775 85 0 10 
24/02/2020 25.7 85.25 0 15 
25/02/2020 26 87 0 9 
26/02/2020 28 79.5 0 10 
27/02/2020 27.4 77.5 0 10 
28/02/2020 27.85 78 0 10 
29/02/2020 28.1 77.5 0 8 
01/03/2020 28.15 73.5 0 7 
02/03/2020 28.15 73.5 0 8 
03/03/2020 28.25 76.75 0 7 
04/03/2020 27.15 79.5 27.7 0 
05/03/2020 25.85 96.75 80.3 5 
06/03/2020 26.65 85.5 0 7 
07/03/2020 27.05 82 9.5 8 
08/03/2020 28.35 79.75 0 8 
09/03/2020 28.35 81 0 7 
10/03/2020 28.8 80.75 9 7 
11/03/2020 27.2 82 0 17 
12/03/2020 27.3 85 0 7 
13/03/2020 28.3 85 0 8 
14/03/2020 28.8 77 0 8 
15/03/2020 28.8 76 0 8 
16/03/2020 27.1 78.75 0 10 
17/03/2020 27.9 81 0 10 
18/03/2020 27.725 77.25 8 8 
19/03/2020 28.05 78.25 0 7 
20/03/2020 26.925 75.5 0 10 
21/03/2020 25.35 87 24 18 
22/03/2020 26.1 91 5 8 
23/03/2020 25.75 84.75 8 6 
24/03/2020 27.175 89.5 0 12 
25/03/2020 28.275 79.25 0 7 
26/03/2020 28.475 74 0 10 
27/03/2020 28.25 79.5 0.5 15 
28/03/2020 28.575 77.25 0 8 
29/03/2020 28.75 74 0 12 




31/03/2020 27.175 83.5 0 8 
01/04/2020 28.275 80 0 8 
02/04/2020 28.925 79.75 39 6 
03/04/2020 27.8 82.75 0 7 
04/04/2020 27.975 82.75 0 6 
05/04/2020 27.65 81.5 0 8 
06/04/2020 27.8 83.5 0 8 
07/04/2020 27.5 83.5 0 12 
08/04/2020 25.3 95.5 51 15 
09/04/2020 28.8 86.5 0 8 
10/04/2020 27.55 83.25 0 5 
11/04/2020 28.05 81 0 7 
12/04/2020 27.9 80.5 31.5 8 
13/04/2020 28.75 81.5 0 6 
14/04/2020 26.95 85.5 0 8 
15/04/2020 28.75 81.5 0 7 
16/04/2020 28.25 79.75 0 10 
17/04/2020 28.1 78.75 0.5 9 
18/04/2020 28.625 75.75 0 15 
19/04/2020 28.425 75.5 0 10 
20/04/2020 29.3 74 0 12 
21/04/2020 29.75 71.25 0 9 
22/04/2020 29.1 74 0 8 
23/04/2020 25.475 92.25 16 17 
24/04/2020 27.35 81 4.6 10 
25/04/2020 27.225 83.5 0 10 
26/04/2020 26.55 87.25 4 15 
27/04/2020 25.725 89.5 91.5 7 
28/04/2020 27.45 85.25 0.5 10 
29/04/2020 27.1 88.5 4 9 
30/04/2020 27.6 86 0 13 
01/05/2020 26.85 81.25 12 8 
02/05/2020 27.9 85 0 0 
03/05/2020 28.1 86.25 0 5 
04/05/2020 28.65 82 0 5 
05/05/2020 28.15 84 38 8 
06/05/2020 26.75 87.75 0 0 
07/05/2020 28.2 81.75 45 9 
08/05/2020 27.45 86.75 0 5 
09/05/2020 28.9 82 0 9 
10/05/2020 28.05 84.75 0 6 
11/05/2020 28.8 84.25 10 8 
12/05/2020 28.95 83 81 11 
13/05/2020 25.5 88.75 0 5 
14/05/2020 29.1 84 3.5 5 
15/05/2020 28.5 85.5 0 5 
16/05/2020 28.95 83.25 0 5 




18/05/2020 28.05 81.25 1.5 9 
19/05/2020 29.275 71.5 0 8 
20/05/2020 26.1 89 36 7 
21/05/2020 28.6 78 0 0 
22/05/2020 27.875 83 0 8 
23/05/2020 26.725 85.5 0 9 
24/05/2020 28.45 76.25 0 10 
25/05/2020 26.7 84.5 5 10 
26/05/2020 28.35 80.75 0 0 
27/05/2020 26.125 86.75 29.5 9 
28/05/2020 28.8 75.75 0 8 
29/05/2020 26.95 84 0 9 
30/05/2020 27.975 81.25 0 7 
31/05/2020 27.675 83.75 0 8 
01/06/2020 24.9 90 23.2 3 
02/06/2020 27.9 80 1 3 
03/06/2020 28.5 76 0 5 
05/06/2020 25.1 87 22.2 7 
06/06/2020 27.1 78 15.1 4 
08/06/2020 28.3 78 0 3 
09/06/2020 28.5 76 0 6 
11/06/2020 28.2 81 0 6 
13/06/2020 24.7 90 12.6 4 
14/06/2020 27.3 79 2 6 
17/06/2020 26.4 86 2.3 10 
18/06/2020 26.1 87 37.2 4 
19/06/2020 27.2 80 1.8 5 
20/06/2020 26.7 84 36 5 
21/06/2020 27.6 83 17 4 
22/06/2020 25.7 88 23.9 5 
23/06/2020 26.6 83 2.5 6 
24/06/2020 25.6 82 0 6 
25/06/2020 27.9 77 0 7 
28/06/2020 28.2 78 0 6 
30/06/2020 27.8 78 0 7 
01/07/2020 28.1 75 0 7 
02/07/2020 28.3 75 0 7 
03/07/2020 28.1 74 1.2 7 
05/07/2020 27.7 77 5 5 
06/07/2020 26.9 82 0 5 
07/07/2020 26.1 80 7.6 5 
08/07/2020 26.4 82 3 6 
09/07/2020 25.7 82 4 5 
10/07/2020 26.2 86 4.4 4 
11/07/2020 26.9 82 0 5 
12/07/2020 27 81 0.1 4 
13/07/2020 23.7 95 40.2 4 




15/07/2020 26.9 80 0 5 
16/07/2020 26.4 84 0 28 
17/07/2020 27 81 17 4 
19/07/2020 27.1 79 1.3 4 
20/07/2020 27.6 78 0 6 
21/07/2020 28.2 73 0 8 
22/07/2020 25.2 86 1 10 
23/07/2020 26 84 8.5 9 
24/07/2020 25.5 88 0.4 8 
25/07/2020 26 87 1 6 
26/07/2020 27.2 81 2.3 10 
27/07/2020 27.1 80 0.3 6 
28/07/2020 27.5 77 0 7 
29/07/2020 26.8 78 0 4 
30/07/2020 28.4 76 0 5 
31/07/2020 27.4 76 0.2 6 
01/08/2020 27.2 81 8.1 6 
02/08/2020 27.7 76 42.3 4 
03/08/2020 28.2 75 0 5 
04/08/2020 25.5 88 58.4 5 
05/08/2020 26.7 80 3 6 
06/08/2020 28.4 75 0 5 
07/08/2020 29.4 71 0 5 
09/08/2020 29.1 73 0 4 
10/08/2020 29.2 75 0 5 
11/08/2020 27.4 76 4 5 
12/08/2020 28.6 77 0 6 
13/08/2020 27.3 73 1 4 
15/08/2020 27.5 74 0 8 
16/08/2020 27.4 72 1.7 4 
17/08/2020 27.9 74 0 8 
18/08/2020 26.9 78 44.6 5 
19/08/2020 26 82 0 6 
20/08/2020 27.4 76 0.7 6 
21/08/2020 28 76 0 4 
22/08/2020 27.8 78 0 6 
23/08/2020 25.7 88 7.8 11 
24/08/2020 25.8 85 4.5 4 
25/08/2020 26.5 81 23.5 7 
27/08/2020 27.1 74 0.2 7 
28/08/2020 27.6 69 0 8 
29/08/2020 28.2 69 0 5 
30/08/2020 28.1 74 0 7 
31/08/2020 27.9 76 0.5 5 
01/09/2020 28.6 74 0 9 
02/09/2020 25.7 86 2.9 5 
03/09/2020 26.2 84 34.8 13 




05/09/2020 26.2 85 24.8 6 
06/09/2020 26.9 78 4.2 6 
07/09/2020 26.8 78 0 5 
09/09/2020 27.4 80 0 6 
10/09/2020 25.1 88 1.7 4 
11/09/2020 26 80 4.2 5 
12/09/2020 27.1 83 37.5 6 
13/09/2020 26.5 78 3 4 
14/09/2020 27.7 82 0 4 
28/09/2020 27.8 77 0 7 
29/09/2020 27.6 75 0 7 
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