Estimation in generalized linear mixed models for non-Gaussian longitudinal data is often based on maximum likelihood theory, which assumes that the underlying probability model is correctly specified. It is known that the results obtained from these models are not always robust against misspecification of the random-effects structure. Therefore, diagnostic tools for the detection of this misspecification are of the utmost importance. Three diagnostic tests, based on the eigenvalues of the variance-covariance matrices for the fixed-effects parameters estimates, are proposed in the present work. The power and type I error rate of these tests are studied via simulations. A very acceptable performance was observed in many cases, especially for those misspecifications that can have a big impact on the maximum likelihood estimators.
Introduction
The generalized linear mixed model (GLMM) is a frequently used tool in the analysis of discrete repeated measurements (Breslow and Clayton, 1993; Wolfinger and O'Connell, 1993; Diggle et al., 2002; Molenberghs and Verbeke, 2005) . It is a natural extension of the generalized linear model, taking into account multiple sources of variation. Indeed, let y ij denote the jth response of subject i, i = 1, . . . , n and j = 1, . . . , n i . Conditional on a vector of individual random effects b i , the outcome variables are assumed to be independent with density functions belonging to the exponential family f (y ij |b i , θ ij , ϕ) = exp[ϕ −1 {y ij θ ij − ψ(θ ij )} + c(y ij , ϕ)],
where ϕ is a scale parameter, c(.) is a function only depending on y ij and ϕ, and ψ(.) is a function satisfying E(y ij |b i ) = ψ ′ (θ ij ) and Var(y ij |b i ) = ϕψ ′′ (θ ij ). function, x ij and z ij are vectors of covariates, and β is a vector of unknown fixed regression coefficients. The subject-specific effects b i are often assumed to be normally distributed with mean zero and variance-covariance matrix D.
Fitting the model requires maximization of the marginal likelihood, which is obtained by integrating out the random effects. Let the contribution to the likelihood of subject i be given by:
then we can write the marginal likelihood as
The commonly used choice of the normal distribution for these random effects generally leads to intractable likelihood functions, with the exception of linear mixed model (LMM) for continuous data. In response, several numerical approximations to the likelihood have been implemented in the available software packages. For example, Gaussian quadrature, as implemented in the SAS procedure NLMIXED, approximates the integral using Gaussian-Hermite polynomials, thereby employing specific properties of the normal distribution.
Obviously, estimation and inferences based on this model, depend on the assumption that the model, and therefore the random-effects structure, is correctly specified. Since random effects are unobserved, violations of the assumptions concerning this part of the model may be difficult to identify. Recent research has focused on the impact of misspecifications of the random effects structure on the maximum likelihood estimators and other inferential procedures. Neuhaus et al. (1992) showed that the maximum likelihood estimators of a random-intercept logistic model with misspecified random-effect distribution are inconsistent, but that the magnitude of the bias is typically small.
Simulations by Chen et al. (2002) also indicate that the estimation of the regression coefficients may be subject to negligible bias when the distribution of the random effects is wrongly assumed to be normal. According to Agresti et al. (2004) , the choice of the random-effects distribution seems to have, in most situations, little effect on the maximum likelihood estimators. However, when there is a severe polarization of subjects, for example, by omitting an influential binary covariate, this can affect the predictive qualities of characteristics involving the random effects as well as the fixed effects. Similarly, Heagerty and Kurland (2001) found substantial bias while using a random-intercept model when the random-effect distribution depends on measured covariates.
We should underscore that all these simulation studies were performed using a limited number of distributions and, in all of them, only small variances for the random-effects were considered. Litière et al. (2008) found, using simulations with a random-intercept logistic model and a wide range of distributions for the random effect, that the estimate of the variance component is always subject to considerable bias when the random-effect distribution is misspecified.
Although variance components are generally treated as nuisance parameters, this bias can have an important impact in studies where they are of primary interest. This is the case, for instance, in fields like surrogate marker validation, the assessment of the reliability of rating scales, or studies to evaluate the criterion and predictive validity of psychiatric rating scales.
Furthermore, the bias induced in the estimates of the mean structure parameters appears to depend on the magnitude of the variance component, whereby a large bias is associated with large random-effects variance. Clearly, in any practical situation, the bias induced in the estimator of the variance component under misspecification will make it hard to distinguish between the two scenarios, that is, small or larger variance components. Therefore, it can be difficult to determine how severe the impact on the mean parameters can be.
Additionally, Litière et al. (2007) established that the type I error rate and the power related to the tests for the mean structure parameters, can also be severely affected, even in the presence of small variance component. These authors also showed with a limited simulation study that the situation worsens when more complicated random-effects structures are used.
In these circumstances, the development of diagnostic tools that can help to detect these kinds of misspecifications is of great importance. White (1982) proposed a general test for model misspecification, the so-called Information- Tchetgen and Coull (2006) proposed a diagnostic test to verify the validity of the choice of the random-effects distribution by comparing marginal and conditional maximum likelihood estimators of a subset of fixed effects in the model. They argue that the conditional estimators are robust to the choice of the random-effects distribution, whereas the estimators from the marginal model will be affected if this distribution is misspecified.
Therefore, they suggest a test statistic based on the difference between these estimates, focusing on the covariates which vary within each cluster. Clearly, the test is restricted to those applications which involve at least one withincluster covariate. This would make it inapplicable, for instance, to study the appropriateness of the normal distribution to describe the heterogeneity of the latent trait involved in the Rasch model and other item response mod-els (Agresti, 2002) . Another limitation of this test is that it cannot be applied when auto-regressive random effects are present. However, as we will illustrate in the following sections, mispecification in this scenario can have serious consequences for the inferences and the estimation procedures.
In the present work, we extend this toolbox with a set of diagnostic tools based on the eigenvalues of the variance-covariance matrix of the parameters estimators.
In Section 2 the motivating case study is introduced. In Section 3, we derive the new tests. Next, in Section 4, the performance of these proposals is evaluated by means of simulations. Finally, the appropriateness of the model chosen to analyze the case study is assessed, using the new tests, in Section 5.
A Case Study in Mental Health
The data were obtained from a clinical trial investigating the effect of risperidone compared to an active control for the treatment of chronic schizophrenia (Alonso et al., 2004) . In total, 128 patients were included in the trial, from which 64 where assigned to the treatment group (z i = 1) and the rest to the control group (z i = 0). Several measures can be used to assess a patient's global condition. The Clinical Global Impression (CGI) is generally accepted as a clinical measure of change. It is a 7-grade scale used to characterize a subject's mental condition. Clinicians are often interested in a transformation of this scale into a binary response variable Y which equals 1 for patients classified as normal to mildly ill, and 0 for patients classified as moderately to severely ill. In the study treatment was administered for 8 weeks and the outcome was measured at 6 fixed time points: 0, 1, 2, 4, 6, and 8 weeks.
A previous model building endeavor led to the following model for these data (Litière et al., 2007) :
where y ij denotes the response for patient i at time point t j , z i denotes the treatment group to which subject i was allocated, and b 0i represents a random intercept, assumed to follow a mean-zero normal distribution with variance σ 2 b .
The corresponding maximum likelihood estimates are summarized in Table 1 .
According to the results obtained by Litière et al. (2008) , the relatively large estimate for the variance of the random effect reported in Table 1 for the control group. These high variances hint on a very strong intra-subject correlation within each treatment group.
Arguably, these circumstances could render the assumption of a normal distribution for the random effects questionable. The problem is aggravated by the unobservable nature of the random effects, complicating the evaluation of their distributional assumptions. Often, histograms of the empirical Bayes (EB) estimates of the random effects are used to detect departures from normality.
For instance, in Figure 1 , we have displayed the EB estimates obtained from fitting model (4) to the data of the case study. Observe that this histogram shows a severe departure from normality. Nevertheless, one should be careful in using these estimates to detect misspecification of the random-effects dis-tribution, since it can be shown that in GLMM, the EB estimates no longer follow a normal distribution, even when the random-effects distribution is correctly specified as being of a normal type (Molenberghs and Verbeke, 2005) .
Another important issue occurring in this study was the high proportion of drop-out present in the last two measurement occasions, especially in week 8 for the control group (50%). A full analysis and discussion of this missing data problem is beyond the scope of the present work. Therefore, here we will assume that the missing data generating mechanism is missing at random (MAR) making our likelihood approach a valid option (Molenberghs and Verbeke, 2005; Kenward and Molenberghs, 2007) . Note that MAR is oftentimes considered a plausible assumption in a clinical trial setting.
From the previous discussion it becomes clear that diagnostic tools which can detect the presence of this type of misspecification are of the utmost
importance. In what follows, we will introduce three such tests, based on the eigenvalues of the variance-covariance matrix of the maximum likelihood estimators.
Methodology
Let us consider a random variable y with density function h, and a parametric family of density functions F = {f (y; ξ) : ξ ∈ Υ}. In this manuscript, f denotes the marginal model (2) associated with the hierarchical model defined in (1), with random effects assumed to follow a normal distribution. Further, let ξ be a vector of order p × 1, representing all parameters in (1), including the mean structure parameters β and the variance components in D.
In the absence of misspecification, i.e., if there exists a ξ 0 ∈ Υ such that h(y) = f (y, ξ 0 ), it can be shown that the maximum likelihood estimator ξ n is a consistent estimator for ξ 0 and the inverse of Fisher's information matrix yields the asymptotic variance-covariance matrix of ξ n . However, this matrix does not provide valid results when the model is misspecified, and appropriate standard error estimates must be obtained by replacing the standard asymptotic covariance matrix by the so-called sandwich estimator (White, 1982) .
Let us further introduce the following additional notation
where k, ℓ = 1, . . . , p, and p refers to the number of parameters in the model. White (1982) proved that, under a correctly specified model, B(ξ 0 ) + A(ξ 0 ) = 0 and therefore, deviations from the model assumptions are expected to distort this equality. In what follows, we will use this property to construct tests to detect model misspecifications.
The Determinant Tests
Consider for each subject i the score statistic given by:
Further, assuming that S(
, the results established by Anderson (1963) and Girschick (1939) on the large sample distribution theory for the eigenvalues of a variance-covariance matrix show that, if γ 1 , . . . , γ p represent the eigenvalues of −A(ξ 0 ) and γ 1n , . . . , γ pn the eigenvalues of B n (ξ 0 ), then
where
T , and Γ = diag(γ). Applying the delta method, (6) can be transformed to
where I is the p × p identity matrix. Using these results, we get:
Then, under general regularity conditions, if the model is correctly specified
2.
Given that A n (ξ 0 ) is a consistent estimator of A(ξ 0 ), the asymptotic distribution of δ d1 (n) and δ d2 (n) will be the same as the asymptotic distribution
spectively (Lehmann , 1999) . Note now that δ * d1 (n) can be written as δ * d1 (n) = k (log γ kn − log γ k ). Since for each k = 1, . . . , p the distribution of log γ kn is given by (log γ kn − log γ k ) ∼ N(0, 2/n), it can then easily be shown that δ * d1 (n) ∼ N(0, 2p/n), which is equivalent to (7). Furthermore, the second statistic equals δ * d2 (n) = k γ kn /γ k . The variance of this statistic follows from the distribution of γ kn in (6) after applying the delta method. This results in δ * d2 (n) ∼ N(1, 2p/n) and this implies that
In practical applications, ξ 0 can be replaced by its consistent estimator under the null, given by ξ n . Further, note that, δ d1 (n) and δ d2 (n) are merely two variations to the same theme. However, whether or not the logarithm is used can play an important role in the asymptotic behavior of the tests as well as in their small sample performance.
Essentially, (7) and (8) n (ξ). Another intuitive and appealing possibility consists in combining the determinant with the trace into the same test statistic to quantify the "distance" between the two matrices of interest. We will explore this approach in the next section.
The Determinant-Trace Test
In this section, both the trace and the determinant of A n (ξ 0 ) and B n (ξ 0 ) are incorporated in the test statistic. Define
The following result allows us to establish the distribution of δ dt (n) under the null hypothesis.
Theorem 2 If the model is correctly specified then under general regularity
Like in the previous section the fact that A n (ξ 0 ) is a consistent estimator of A(ξ 0 ) implies that the asymptotic distribution of δ dt (n) is the same as the asymptotic distribution of
If we further denote
the distribution of δ * dt (n) follows from applying the delta method. Indeed, the
In principle, other alternatives using these eigenvalues could be considered as well. We have chosen three that are intuitively appealing and mathematically tractable when calculating their null distribution. Note further that these tests are based on some assumptions. For instance, the assumption that the individual contributions to the score are normally distributed. Obviously, departures from this assumption may affect the distributional results in (6) and the performance of the proposed tests. In this case, Waternaux (1976) showed that the estimators of the eigenvalues obtained from the observed covariance matrix will still be normally distributed and centered around their population values, however the covariance matrix of these estimators may require a correction depending on the shape of the real distribution. Another important issue is the substitution of ξ 0 by its consistent estimator under the null, ξ n .
This extra variability introduced by using an estimator is not explicitly taken into account by the tests. Essentially, these assumptions are the price to pay in order to gain simplicity and avoid the use of high order derivatives.
In what follows, we will empirically study the performance of these tests via simulations. This study will help us to evaluate the impact of these assumptions and the behavior of these asymptotic results in finite sample sizes.
Implementation
One major advantage of the diagnostic tools proposed in this manuscript is their relatively easy implementation using standard software, like the SAS procedures NLMIXED and IML. Indeed, note first that the Hessian A n ( ξ n ) follows directly from NLMIXED. The subject's contribution to B n ( ξ n ) can also be obtained in a relative straightforward way, but they need some extra calculations. To compute these values, we need to fit the final model in NLMIXED to each subject separately, keeping the maximum likelihood estimates fixed by setting maxiter = 0, and saving the corresponding first order derivatives. This approach is illustrated with more detail using some exemplary SAS code in Appendix A.
It is also important to point out that the maximum likelihood estimates can be subject to bias due to rounding errors and inadequate precision of the sta-tistical software. These numerical issues have been studied, for example, by Lesaffre and Spiessens (2001) . They have shown that the default number of quadrature points calculated by NLMIXED can lead to inaccurate maximum likelihood estimates and p-values. In this manuscript, all analyses were carried out using adaptive Gaussian quadrature and 50 quadrature points to approximate the likelihood function. Note further that the previously introduced tests involved the first and second order derivatives of the likelihood function, rendering the approximations more challenging. It is difficult to establish a general rule to define the number of quadrature points necessary to achieve a reasonable approximation in this case. However, our empirical experience with these and previous simulations indicate that 50 are generally sufficient to obtain adequate approximations to the likelihood function and its derivatives. In general, it would always be advisable not to restrict the computations to the default number of quadrature points given by NLMIXED and explore other values. For instance, one could sequentially increase the number of quadrature points until the results stabilize and no relevant differences are observed with further increases. Using 50 quadrature points to estimate A n ( ξ n ) and B n ( ξ n ), we also obtained stable results, when using the SAS procedure IML, to determine the eigenvalues of these two matrices.
Simulations
Although misspecification of the random effects distribution can severely affect the estimation and inferential procedures in GLMM, other types of misspecifications of the random effects structure are important as well. Indeed, as stated in the introduction, simulations by Heagerty and Kurland (2001) have shown that misspecifications such as assuming a logistic-normal model, (i) when the variance of the random effect depends on a covariate in the mean structure,
(ii) when the random structure includes both a random intercept and slope, or (iii) when the random effects are auto-correlated, can also induce an important bias in the estimates of the fixed effects parameters. Therefore, in this section, we will also evaluate the performance of the proposed tests to detect these more general misspecifications of the random-effects structure.
Non-normal Random Effects
Using simulations with the model given by (4), while considering different distributions for the random intercept, Litière et al. (2008) established that the variance component estimator is always subject to considerable bias when the random-effect distribution is misspecified. Further, they found that bias can also be present in the estimates of the mean structure parameters, depending on the size of the variance associated with the random intercept. In this section, we will use a subset of these simulations to evaluate the power of the new proposals to detect this type of misspecification. The binary responses were generated using model (4), including an intercept, a binary covariate z i , a within-cluster covariate t j taking values 0, 1, 2, 4, 6, and 8, and a random intercept b 0i sampled from five distinct mean-zero distributions, each with variances σ 2 b = 4 and 32: a normal, a power-function, and a lognormal distribution, as well as a discrete distribution with equal probability at two support points, and an asymmetric mixture of two normal densities. Note that σ The parameters in the mean structure were fixed at β 0 = −8, β 1 = 2, and β 2 = 1, in accordance with the values estimated from the case study. Six different sample sizes were considered, namely 50, 100, 200, 350, 500, and 1000 subjects, and for each setting, 500 data sets were generated. The diagnostic tools were then used to assess the appropriateness of model (4), with a normal random intercept, for the analysis of each of the generated data sets. For each test, we determined the proportion of cases in which a significant result, at a 5% level, was detected. When the random effects were generated from a normal distribution, this proportion corresponds to the type I error rate; in the other settings, it represents the power of the tests to detect the misspecification.
The findings of these simulations are shown in Table 2 . . Unlike in the small variance setting, here all the tests exhibit a very good type I error rate, even for small samples of 50 subjects. Table 2 Power and type I error rate of the determinant tests δ d1 (n) and δ d2 (n), and the determinant-trace test δ dt (n) to detect a misspecified random-effects distribution: a normal random intercept is assumed, whereas the random effect was generated from a normal (No), a power-function (PF), a discrete (D), an asymmetric mixture of two normals (AM) or a lognormal distribution (LN), each with variance σ 2 b = 4 or 32. Clearly, all tests perform considerably better when the variance of the random effect is large. This is a desirable behavior given the results obtained by Litière et al. (2008) . As stated before, these authors found that considerable bias could appear under misspecification when the variance was large. Precisely, the scenario where the proposed tests showed the larger power and best general performance.
Random Intercept Variance Depending on a Binary Covariate
Similar to the simulation approach followed by Heagerty and Kurland (2001) , binary responses were now generated using the model
where z i is a binary covariate, t j is a within-cluster covariate representing a linear trend, with t j = (j − 1)/(n i − 1), the variance of the random intercept
and n i = 6. The parameters in the mean structure were fixed at β 0 = −2, β 1 = 1, β 2 = 0.5 and β 3 = −0.25. In total, 500 data sets, each containing information on n = 500 subjects, were generated using the previous spec-ifications, and model (12) was fitted to the generated data, assuming that
. In this setting, Heagerty and Kurland (2001) found that substantial bias can occur for all coefficients when σ 0 and σ 1 are very different.
For example, they reported 38% and 31% of relative bias in the estimation of β 1 and β 3 , respectively, when σ 0 = 1 and σ 1 = 2. Additionally, they observed that, as the discrepancy between the two parameters increases, so does the bias in the parameter estimates.
To study the performance of our proposals in this particular scenario, we applied the tests to the generated data sets and determined the proportion out of the 500 repetitions in which the tests were able to detect the misspecification (at a 5% significance level). The corresponding powers are displayed in the first panel of Table 3 as a function of σ 0 and σ 1 . Note that, when σ 0 = σ 1 , these values correspond to the type I error rate.
Remarkably, all the tests have in general a poor performance in this setting.
The observed type I error rate exceeds the pre-specified value in some scenarios and the power is usually very small. They failed to detect the misspecification, even when the difference between σ 0 and σ 1 was largest. For instance, the determinant-trace test δ dt (n) shows an excellent power when σ 1 = 3.0 and σ 0 = 0.5, but fails to detect the reverse situation, when σ 1 = 0.5 was combined with σ 0 = 3.0, in 75% of the cases.
Ignoring a Random Effect
Another type of misspecification in the random structure occurs when a random slope is incorrectly ignored. To study the performance of our proposals Table 3 Power of the determinant tests δ d1 (n) and δ d2 (n), and the determinant-trace test δ dt (n) to detect model misspecification, when a logistic-normal model is assumed, but (a) the variance of the random intercept depends on a binary cluster-level covariate,
, (b) the data are generated using both a random intercept and slope (b ij = b i0 + b i1 t j ), with variance σ 2 0 and σ 2 1 , respectively, and (c) the data are generated using autocorrelated random effects b ij Simulations by Heagerty and Kurland (2001) showed that when these data are analyzed wrongly assuming that b ij = b i0 , moderate bias can appear in the estimation of the regression coefficients. For instance, they observed asymp-totic relative biases as large as 30-50% in the estimates of β 2 and β 3 when σ 0 is small and σ 1 is large. On the other hand, the bias for the estimators of the intercept β 0 and the cluster-level covariate effect β 1 remained below 15% for all considered pairs of (σ 0 , σ 1 ).
The second panel of Table 3 shows the power of the diagnostic tools to detect this type of misspecification, as a function of σ 0 and σ 1 . As one would expect, all tests fail to detect the misspecification when σ 1 is small. However, the results of Heagerty and Kurland (2001) showed that little bias is present in this case. When σ 1 is increased, relative to σ 0 , then the power slightly improves.
Nevertheless, when σ 1 = 1 and σ 0 = 0.5, precisely the setting in which bias as large as 52% was obtained for β 2 and β 3 , we only observed a power of at the most 17% with the determinant-trace test.
Autoregressive Random Effects
In the analysis of longitudinal data one often observes that the dependence between repeated measurements within a subject seems to decay as the time separation between the measurements increases. This could be accounted for with a generalized linear mixed model including autocorrelated random effects
Simulations by Heagerty and Kurland (2001) with this type of misspecification have shown that substantial negative bias can arise in the estimated fixed effects, with increasing bias as σ increases, and especially when ρ is small. Note that the random intercept model follows as a special case of the autoregressive model when ρ = 1. For models with ρ < 1, a potentially large negative bias can be observed in σ n , given that it estimates the common variance and therefore approximates the true covariances σ 2 ρ |t ij −t ik | . These authors observed that as ρ decreases, the negative bias in σ n increases, ranging between −30% and −50% when ρ = 0.7, and between −47% and −70% when ρ = 0.5. As a result, substantial negative bias can also arise in the estimated regression coefficients, with increasing bias as σ increases. For instance, when (ρ, σ) = (0.5, 3.0) negative bias as high as −45% occurred in each of the mean structure parameter estimates.
The final panel of Table 3 shows the power of the diagnostic tools to detect this type of misspecification, as a function of σ and ρ. From the table it follows that, unlike in the previous misspecification settings, as of σ ≥ 2, the tools are able to detect the misspecification in over 80% of the cases.
Given that the bias in the estimation of the mean structure parameters was seen to be more substantial as of σ ≥ 2 (Heagerty and Kurland, 2001) , this is a very desirable behavior. The results obtained with this misspecification are specially appealing if we take into account that the test introduced by Tchetgen and Coull (2006) will not be applicable in this scenario.
Analysis of Case Study
In this section, we will apply the different tests to assess the suitability of model (4) with normal random intercept, for the analysis of the case study.
The determinant tests lead to δ d1 (n) = 0.075 and δ d2 (n) = 1.078 with cor- Even though these results suggest that the data at hand do not provide evi-dence for misspecification, one should interpret them with due caution. Note first that the simulations clearly showed that the tests may lack power to detect misspecifications in the presence of small samples sizes, such as the one considered here (n = 128). Additionally, the simulations also illustrated that these diagnostic tools can fail to detect some specific types of misspecifications even when relative large sample sizes are available. Therefore, they should only be considered as an extra element in the evaluation of the model and not as a definitive instrument. In this spirit, an additional sensitivity analysis was also conducted, where different distributions were considered for the random intercept (Litière et al. (2008) ). The estimates of the parameters of interest and the associated inferential procedures were similar, irrespective of the distribution used to obtain them.
Finally, the results of this sensitivity analysis, together with the wide variety of models considered in the model building exercise and the clearly nonsignificant p-values obtained from the diagnostic tests, offer a comfortable level of confidence about the conclusions emanating from the analysis based on model (4).
Discussion
It is known that the maximum likelihood estimators and the associated inferential procedures can be affected by misspecifications of the random-effects structure in GLMM. In this manuscript, we have provided a toolbox of tests to Notice that these diagnostic tools are, in principle, suitable to detect different types of model misspecifications. In this manuscript, we have explored their performance when facing misspecifications in the random-effects structure.
Supplementally, simulations not shown here using a logistic random-intercept model with a misspecified mean, for example, by omitting an important covariate, but correctly specified random-effects structure, showed that the effect of the covariate has to be considerably large for the tests to detect the misspecification. This is an expectable result given that random effects are known to account for heterogeneity caused by omitting certain explanatory variables (Agresti, 2002) . In this case, the tests are not nearly as powerful as, Finally, it is important to point out that a non-significant result from these diagnostic tools does not necessarily imply that there is no misspecification.
For instance, as can be seen from columns (a) and (b) in Table 3 , due to a lack of power a non-significant result can still mask some types of (random-effects) misspecification. On the other hand, a significant result will not necessarily imply that there is a problem in the random structure of the model. Nevertheless, given that the tools seem to be especially powerful in detecting misspecification of the random-effects distribution, this could be one of the aspects to check if such a significant result is obtained.
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Appendix A. SAS Code
First, we run the statistical model to obtain the maximum likelihood estimates and the Hessian. For, instance, consider model (4) for the analysis of the schizophrenia data. Next, we run the following macro, which will determine each subjects contribution to B n (ξ). Note that the subjects in the data require an identification number, going from 1 to n, the total number of subjects. 
