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Adaptividade e Estimativas de Erro Orientadas por Metas Aplicadas
a um Benchmark Test de Propagac¸a˜o de Onda
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RESUMO. O objetivo deste artigo e´ estudar a eficieˆncia e a robustez de te´cnicas adaptativas e estimativas 
de erro orientadas por metas para um benchmark test. As te´cnicas utilizadas aqui sa˜o baseadas em um 
simples po´s-processo das aproximac¸o˜es de elementos finitos. As estimativas de erro orientadas por metas 
sa˜o obtidas por analisar o problema direto e um problema auxiliar, o qual esta´ relacionado com a quantidade 
de interesse especı´fico. O procedimento proposto e´ val´  ido para quantidades lineares e na˜o-lineares. Ale´m 
disso, sa˜o discutidas diferentes representac¸o˜es para o erro e e´ analisada a influeˆncia do erro de dispersa˜o. 
Os resultados nume´ricos mostram que as estimativas de erro fornecem boas aproximac¸o˜es ao erro real e 
que a te´cnica de refino adaptativo proposta conduz a uma reduc¸a˜o mais ra´pida do erro.
Palavras-chave: Estimativas de Erro, Adaptividade Orientada por Meta, Benchmark Test.
1 INTRODUC¸ ˜AO
Integrated Multiphysics Design Database [1] foi lanc¸ado em marc¸o de 2009, visando a for-
necer uma ferramenta computacional para a avaliac¸a˜o geral de incertezas e obter refereˆncias 
com orientac¸o˜es u´teis para a validac¸a˜o de futuros produtos em a´reas multidisciplinares, tais 
como: engenharias, telecomunicac¸o˜es, aeroespacial, energia, biomecaˆnica, medicina e cieˆncia 
da computac¸a˜o. O objetivo e´ gerar um banco de dados que possibilite a avaliac¸a˜o da eficieˆncia 
de forma inovadora. Este banco de dados e´ organizado pela Universidade de Jyva¨skyla¨, na 
Finlaˆndia, a qual organizou dois eventos para engajar e envolver a comunidade cientı´fica e tec-
nolo´gica. O primeiro, realizado em dezembro de 2009, foi concentrado na apresentac¸a˜o e ana´lise 
de benchmark tests acadeˆmicos. O segundo, realizado em marc¸o de 2010, preocupou-se com 
a apresentac¸a˜o, ana´lise e discussa˜o de resultados para benchmark tests industriais, bem como 
acadeˆmicos.
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Neste artigo estudamos o problema dado pela propagac¸a˜o de ondas de um radar, que envolve o
fenoˆmeno de scattering, descrito pela onda refletida a partir de uma onda que incide sobre um
obsta´culo acusticamente rı´gido. O problema e´ simulado atrave´s da equac¸a˜o de Helmholtz e o obs-
ta´culo e´ composto de treˆs elipses. Este problema foi desenvolvido como um benchmark test para
o segundo evento, denominado como Industrial and Academic Database Workshop, realizado na
Finlaˆndia em marc¸o de 2010. Em particular, o exemplo foi desenvolvido para estudar o problema
inverso de recuperar uma pressa˜o especı´fica na superfı´cie das duas elipses pequenas. O objetivo
de problemas inversos e´ recuperar a posic¸a˜o das elipses pequenas. Embora o objetivo original
era estudar o problema inverso completamente, subproblemas menores tambe´m foram conside-
rados para estudar e avaliar o desempenho de diferentes me´todos. Em particular, neste trabalho
substancial esforc¸o foi empregado para estudar o comportamento de algoritmos adaptativos para
o ca´lculo do campo acu´stico em normas globais ou em quantidades de interesse especı´ficas. Para
mais informac¸o˜es e detalhes sobre a definic¸a˜o do problema veja o testcase TA2.
Aqui o benchmark test e´ utilizado para analisar e demonstrar a eficieˆncia e robustez da estrate´gia
de refino adaptativo proposta em [5]. O processo de refino pode ser resumidamente esquemati-
zado como: 1) estimar o erro de discretizac¸a˜o; 2) desenvolver a estrate´gia de refino h adaptativo;
e finalmente, 3) gerar uma nova malha. O mais importante neste procedimento e´ definir uma
estimativa de erro confia´vel.
O artigo esta´ estruturado da seguinte maneira: a Sec¸a˜o 2 apresenta a descric¸a˜o do problema geral
de Helmholtz a ser resolvido. A Sec¸a˜o 3 introduz o procedimento para avaliar o erro em quantida-
des de interesse na˜o-lineares. As ideias e conceitos empregados no processo de refino adaptativo
sa˜o resumidos na Sec¸a˜o 4. Finalmente, na Sec¸a˜o 5 a te´cnica de adaptatividade orientada por
metas proposta e´ testada para o benchmark test. A relac¸a˜o entre as diferentes representac¸o˜es do
erro e influeˆncia do erro de dispersa˜o dos problemas direto e adjunto tambe´m sa˜o abordados.
2 PROBLEMA MODELO
Considere o problema de propagac¸a˜o de onda acu´stica governado pela equac¸a˜o de Helmholtz
em um domı´nio limitado . O contorno  e´ assumido ser suficientemente suave e esta´ dividido
em treˆs partes disjuntas, D , N e R, onde sa˜o aplicadas condic¸o˜es de contorno de Dirichlet,
Neumann e Robin, respectivamente. A soluc¸a˜o fraca do problema e´ a amplitude complexa da
pressa˜o acu´stica u ∈U, verificando
a(u, v) = (v) ∀v ∈ V , (2.1)
onde
a(u, v) :=
∫

∇u · ∇v¯ d −
∫

κ2uv¯ d −
∫
R
muv¯ d,
(v) :=
∫

f v¯ d +
∫
N
gv¯ d +
∫
R
βv¯ d, (2.2)
e o sı´mbolo ·¯ denota o complexo conjugado. Aqui,U e V sa˜o os espac¸os soluc¸a˜o e teste defini-
dos como U := {u ∈ H 1(), u|D = uD} e V := {v ∈ H 1(), v|D = 0}, respectivamente,

“main” — 2016/4/14 — 15:39 — page 37 — #3






STEFFENS, DI´EZ, PAR ´ES e ALVES 
onde H 1() e´ o espac¸o de Sobolev usual. Os dados prescritos, f, g, m e β, sa˜o assumidos ser
suficientemente suaves e κ e´ o nu´mero de onda associado ao problema.
O objetivo da maioria das simulac¸o˜es de elementos finitos e´ determinar quantidades especı´ficas
(em ingleˆs denominadas de outputs), as quais dependem da soluc¸a˜o obtida das equac¸o˜es diferen-
ciais parciais que governam o problema. Essas quantidades de interesse sa˜o aproximadas usando
a aproximac¸a˜o de elementos finitos de u, isto e´ uH , e estrate´gias de avaliac¸a˜o de erro orientadas
por metas visam a estimar o erro cometido em tais quantidades e, possivelmente, fornecer limites
para o erro.
As quantidades de interesse consideradas aqui sa˜o funcionais na˜o-lineares da soluc¸a˜o, denomi-
nadas como J (u), e o objetivo e´ avaliar o erro cometido quando aproximamos estas quantidades
usando a aproximac¸a˜o de elementos finitos. Especificamente, o objetivo e´ avaliar e controlar a
quantidade
J (u) − J (uH ). (2.3)
3 AVALIAC¸ ˜AO DE ERRO PARA QUANTIDADES DE INTERESSE N ˜AO-LINEARES
A maioria das te´cnicas existentes para avaliar o erro em quantidades de interesse na˜o-lineares
introduz uma linearizac¸a˜o da quantidade de interesse. A mesma abordagem e´ usada aqui, sendo
assim conveniente obter, mais explicitamente, as contribuic¸o˜es linear, quadra´tica e os termos de
ordem superior de J (u). Para este fim, J (u) e´ expandida introduzindo a primeira e segunda
derivadas de Gateaux de J (·) em uH , ou seja,
J (uH + v) = J (uH ) + O(v) +Q(v, v) +W (v), (3.1)
onde O(v) = [Dv J ](uH ) · (v), 2Q(v1, v2) = [D2v J ](uH ) · (v1, v2) e o funcionalW conte´m os
termos de ordem superior, veja [3, 4].
Usando essa decomposic¸a˜o e tendo em conta que e = u − uH , o erro na quantidade de interesse
pode ser reescrito como
J (u) − J (uH ) = J (uH + e) − J (uH ) = O(e) +Q(e, e) +W (e). (3.2)
Portanto, fica claro que para estimar o erro na quantidade de interesse e´ suficiente estimar os
termos linear, quadra´tico e de ordem superior separadamente, O(e), Q(e, e) e W (e), respecti-
vamente.
A avaliac¸a˜o a-posteriori das quantidades de interesse na˜o-lineares baseia-se em obter uma boa
aproximac¸a˜o de O(e),Q(e, e) eW (e). Isto traduz-se em encontrar uma nova soluc¸a˜o melhorada
u∗, baseada em informac¸o˜es conhecidas a-priori, ou seja uH , de tal forma que u∗ aproxima a
soluc¸a˜o real u muito melhor do que uH . Assim, uma estimativa de erro calcula´vel e´ facilmente
obtida por
e ≈ e∗ = u∗ − uH , (3.3)
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produzindo tambe´m uma estimativa correspondente para a quantidade de interesse, dada por
J (u) − J (uH ) ≈ O(e∗) +Q(e∗, e∗) +W (e∗). (3.4)
Esta aproximac¸a˜o do erro na quantidade de interesse e´ obtida a partir da equac¸a˜o 3.2 substi-
tuindo o erro real e pela sua aproximac¸a˜o e∗. Assim, a chave da questa˜o em qualquer te´cnica de
estimativa de erro e´ produzir adequadamente uma soluc¸a˜o melhorada u∗.
Na pra´tica, uma vez que o termo que mais contribui para o erro na quantidade de interesse
e´ o termo linear, representac¸o˜es alternativas sa˜o utilizadas para o termo O(e∗), enquanto que
nenhum esforc¸o adicional e´ empregado para os termos de ordem superior. Estas representac¸o˜es
alternativas envolvem a introduc¸a˜o do problema auxiliar adjunto associado a` contribuic¸a˜o linear
da quantidade de interesse selecionada, juntamente com a sua aproximac¸a˜o de elementos finitos,
ψH , e uma soluc¸a˜o melhorada adequadamente ψ∗.
Mais especificamente, a te´cnica para avaliar o erro em uma quantidade de interesse na˜o-linear
pode ser esquematizada como:
1. Calcule a aproximac¸a˜o de elementos finitos do problema primal: ache uH ∈ UH tal que
a(uH , v) = (v) ∀v ∈ VH , (3.5)
ondeUH ⊂ U e VH ⊂ V sa˜o os espac¸os associados a malha de elementos finitos.
2. Introduz o problema adjunto associado com a contribuic¸a˜o linear da quantidade de inte-
resse selecionada: ache ψ ∈ V tal que
a(v, ψ) = O(v) ∀v ∈ V , (3.6)
e calcule sua aproximac¸a˜o de elementos finitos: ache ψH ∈ VH tal que
a(v, ψH ) = O(v) ∀v ∈ VH . (3.7)
3. Recupere a aproximac¸a˜o para o erro na quantidade de interesse atrave´s dos quatro seguin-
tes passos:
3.1. Recupere as soluc¸o˜es melhoradas u∗ e ψ∗ a partir de uH e ψH em uma malha de
refereˆncia mais fina, e calcule as estimativas do erro
e∗ = u∗ − uH e ε∗ = ψ∗ − ψH . (3.8)
3.2. Considere a representac¸a˜o usual
O(e) = R P (ε) = RD (e), (3.9)
onde R P (·) e RD (·) representam os resı´duos dos problemas primal e adjunto na
forma fraca, associados com as aproximac¸o˜es uH e ψH respectivamente,
R P (v) = (v) − a(uH , v) , RD(v) = O(v) − a(v, ψH ), (3.10)
e = u − uH e ε = ψ − ψH .
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3.3. Calcule a estimativa do termo linear O(e), seja por meio de
RD(e∗) ou R P (ε∗). (3.11)
3.4. Calcule uma das seguintes estimativas para a quantidade de interesse total
J (u) − J (uH ) ≈ RD(e∗) +Q(e∗, e∗) +W (e∗), (3.12)
ou
J (u) − J (uH ) ≈ R P (ε∗) +Q(e∗, e∗) +W (e∗). (3.13)
As estrate´gias apresentadas pelos autores sa˜o utilizadas aqui para recuperar as soluc¸o˜es melhora-
das u∗ e ψ∗, a partir de uH e ψH , respectivamente. Uma te´cnica simples e barata de po´s-processo
e´ utilizada para recuperar as aproximac¸o˜es u∗ e ψ∗ de u e ψ em uma malha de refereˆncia mais
fina, associada ao tamanho caracterı´stico da malha h << H . Assim, u∗ ∈ Uh e ψ∗ ∈ Vh ,
onde Uh e Vh sa˜o os espac¸os discretos funcionais associados a` malha de refereˆncia mais fina,
UH ⊂ Uh ⊂ U e VH ⊂ Vh ⊂ V .
Para malhas suficientemente refinadas, o erro na quantidade de interesse e´ controlado pelo termo
linear, ja´ que as contribuic¸o˜es quadra´tica e de ordem superior convergem mais rapidamente para
zero. Assim, o procedimento proposto e´ fazer uso da estimativa disponı´vel, e∗, para obter uma
estimativa simples e barata das contribuic¸o˜es na˜o-lineares. Ou seja, as contribuic¸o˜es quadra´tica
e de ordem superior para o erro, Q(e, e) e W (e), respectivamente, sa˜o avaliadas por meio da
reconstruc¸a˜o do erro primal e∗ utilizado para avaliar a parte linear do erro, isto e´,
Q(e, e) ≈ Q(e∗, e∗) e W (e) ≈W (e∗). (3.14)
Uma descric¸a˜o precisa deste procedimento pode ser encontrada em [5] juntamente com alguns 
detalhes de implementac¸a˜o nume´rica.
4 REFINO ADAPTATIVO
Atualmente, a te´cnica de refino adaptativo de malhas e´ uma ferramenta essencial para obter 
simulac¸o˜es altamente confia´veis com baixo custo. Os principais ingredientes do processo adap-
tativo proposto sa˜o: refino h, ou seja, as novas malhas sa˜o obtidas pela divisa˜o dos elementos 
da malha; indicadores o´timos, o  refino  e´  organizado com o objetivo de alcanc¸ar a igualdade de 
erro em cada elemento da nova malha; processo iterativo, o objetivo em cada passo do refino 
e´ reduzir o erro global calculado ate´ que o erro diminua abaixo de uma toleraˆncia especificada 
pelo usua´rio.
Ale´m disso, avaliar e medir o erro atrave´s de alguma norma funcional nem sempre e´ suficiente 
para muitas aplicac¸o˜es. Na pra´tica, o usua´rio de elementos finitos esta´ interessado em magni-
tudes especı´ficas, extraı´das da soluc¸a˜o global por algum po´s-processo. Como mencionado an-
teriormente, estas grandezas sa˜o referenciadas como quantidades de interesse. Estrate´gias de
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avaliac¸a˜o do erro orientadas por metas visam a estimar o erro cometido nestas quantidades e,
possivelmente, fornecer limites para o erro.
Isto requer a obtenc¸a˜o de indicadores de erro locais que permitam decidir os elementos a serem
marcados para o refino, ou seja, aqueles com maiores contribuic¸o˜es para o erro total. Assim, para
determinar a contribuic¸a˜o de cada elemento para o erro total, distribuic¸o˜es espaciais das estima-
tivas do erro sa˜o obtidas pela decomposic¸a˜o da estimativa global em uma soma de contribuic¸o˜es
locais em cada elemento da malha, induzida porUH .
As estimativas para o erro na quantidade de interesse sa˜o da forma
J (u) − J (uH ) ≈ O(e∗) +Q(e∗, e∗) +W (e∗), (4.15)
onde o termo linear O(e∗) e´ substituı´do por R P (ε∗) ou RD (e∗), dependendo da representac¸a˜o
selecionada para o termo linear. Visto que o termo linear e´ o termo predominante ao erro na
quantidade de interesse, neste trabalho, o processo adaptativo e´ conduzido por O(e∗). Assim, a
estimativa global para o termo linear O(e∗) e´ decomposta em uma soma de contribuic¸o˜es locais
em cada elemento e estas quantidades locais sa˜o usadas para designar o processo adaptativo.
4.1 Indicadores locais
A restric¸a˜o das formas integrais a(·, ·), (·) e O(·) para cada elemento da malha k produz as
contribuic¸o˜es elementares denotadas por ak(·, ·), k(·) e Ok (·) tal que
a(u, v) =
nel∑
k=1
ak(u, v), (v) =
nel∑
k=1
k(v), 
O(v) =
nel∑
k=1
Ok (v). (4.16)
Similarmente, os resı´duos primal e adjunto sa˜o decompostos como
RP (v) =
nel∑
k=1
R Pk (v), R
D (v) =
nel∑
k=1
RDk (v), (4.17)
onde R Pk (·) := k (·) − ak(uH , ·) e RDk (·) := Ok (·) − ak(·, ψH ).
Assim, as representac¸o˜es para a contribuic¸a˜o linear do erro na quantidade de interesse, dado pela
equac¸a˜o 3.9, sa˜o associadas as distribuic¸o˜es elementares do erro
O(e) =
nel∑
k=1
R Pk (ε) =
nel∑
k=1
RDk (e). (4.18)
´E importante mencionar que, enquanto as quantidades do erro global sa˜o iguais em ambas
representac¸o˜es, as quantidades locais R Pk (ε) e R
D
k (e) representam contribuic¸o˜es elementares
diferentes ao erro e, ale´m disso, elas na˜o sa˜o necessariamente positivas, nem mesmo nu´meros
reais.
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Analogamente, as estimativas globais
ηε := R P (ε∗) e ηe := RD(e∗), (4.19)
sa˜o associadas aos indicadores de erro locais ηεk := R Pk (ε∗) e ηek := RDk (e∗), tal que
ηε =
nel∑
k=1
ηεk e η
e =
nel∑
k=1
ηek. (4.20)
Uma simples estrate´gia adaptativa e´ empregada, utilizando os indicadores locais produzidos du-
rante o ca´lculo da estimativa para a quantidade de interesse, para guiar a quantidade de interesse
na˜o-linear a uma precisa˜o prescrita. Ou seja, o algoritmo termina se
nel∑
k=1
η

k +Q(e∗, e∗) +W (e∗) < 
tol, (4.21)
onde ηk representa qualquer uma das seguintes contribuic¸o˜es locais η
ε
k ou η
e
k , 
tol e´ uma pre-
cisa˜o final desejada e prescrita pelo usua´rio, e em cada nı´vel de refino, os elementos marcados
para refinar sa˜o aqueles com maiores valores a` contribuic¸a˜o linear local ηk .
4.2 Crite´rio de remalhamento
Em problemas acu´sticos, as contribuic¸o˜es locais na˜o sa˜o necessariamente positivas e, de fato,
ao contra´rio do que ocorre em problemas te´rmicos ou de elasticidade, podem ser nu´meros com-
plexos. Assim, para selecionar os elementos com maiores contribuic¸o˜es locais, o mo´dulo dos
valores ηk e´ considerado. As seguintes estrate´gias utilizadas sa˜o:
• Estrate´gia 1: os elementos a serem refinados sa˜o aqueles que verificam
|ηk | ≥
nel∑
k=1
|ηk |
nel
. (4.22)
Note que este algoritmo de marcac¸a˜o visa a obtenc¸a˜o dos elementos com contribuic¸a˜o de
erro local igual. Entretanto, isso na˜o e´ equivalente a obter uma distribuic¸a˜o do erro espacial
uniforme, uma vez que os elementos com maior a´rea sa˜o penalizados. A fim de obter uma
distribuic¸a˜o de erro espacial uniforme, as contribuic¸o˜es locais sa˜o ponderadas pela a´rea do
elemento, produzindo o seguinte crite´rio de marcac¸a˜o.
• Estrate´gia 2: os elementos a serem subdivididos sa˜o os que verificam
|ηk |
Ak
≥
nel∑
k=1
|ηk |
A
, (4.23)
onde Ak e´ a a´rea do elemento k e A e´ a a´rea do domı´nio completo . Note que as
expresso˜es 4.22 e 4.23 sa˜o equivalentes em malhas uniformes, onde todos os elementos
tem a mesma a´rea, uma vez que neste caso Ak = A/nel e´ constante.
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5 APRESENTAC¸ ˜AO DO BENCHMARK TEST
Nesta sec¸a˜o utilizamos o benchmark test, dado pelo problema da propagac¸a˜o de ondas de radar,
para o estudo das te´cnicas de estimativas de erro e de refino adaptativo descritas nas sec¸o˜es ante-
riores. O problema de ondas de radar em questa˜o envolve o scattering a partir de um obsta´culo
acusticamente rı´gido, onde o obsta´culo e´ composto de treˆs elipses, veja a Figura 1.
α
ui ur
Figura 1: Problema de scattering: espalhamento de uma onda refletida a partir de uma onda que
atinge o obsta´culo rı´gido composto por treˆs elipses.
Sa˜o considerados dois domı´nios computacionais diferentes contendo as elipses: um domı´nio
retangular de dimenso˜es 30 × 20 e um domı´nio circular de raio r = 25, veja a Figura 2.
30
20
4O
N
R

4
1
N
R

O25
Figura 2: Descric¸a˜o da geometria e condic¸o˜es de contorno da onda plana refletida pelas treˆs
elipses, onde o contorno exterior e´ descrito por dois domı´nio distintos, um retangular (superior)
e outro circular (inferior).
O problema de scattering consiste em calcular a onda refletida ur, soluc¸a˜o da equac¸a˜o de
Helmholtz com f = 0. Para este problema condic¸o˜es de contorno Neumman sa˜o aplicadas
no obsta´culo, isto e´ ∇ur · n = −∇ui · n, e condic¸o˜es de contorno Bayliss-Gunzberger-Turkel
(BGT) [6] de primeira ordem sa˜o aplicadas nos contornos fictı´cios exteriores, ou seja
∇ur · n = mur = −iκur + ζ2 ur, (5.24)
onde ζ e´ a curvatura na superfı´cie refletora. Para o caso do contorno exterior retangular ζ = 0, a
equac¸a˜o 5.24 se reduz a` condic¸a˜o de Robin usual, que e´ equivalente a condic¸a˜o BGT-0, de ordem
zero. Sabe-se que uma condic¸a˜o BGT-0 na˜o e´ muito precisa em implementac¸o˜es pra´ticas [7].
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Para o contorno exterior circular de raio r, a curvatura e´ dada por ζ = 1/r. Portanto, e´ esperado
que a aproximac¸a˜o do domı´nio circular produza erros menores, devido as aproximac¸o˜es das
condic¸o˜es de contorno.
Em particular, aqui este benchmark test e´ utilizado para analisar a proposta de refino adaptativo
para quantidades de interesse especı´fico. Embora a quantidade de interesse mais relevante para
este problema seja a scattering cross-section, uma meta inicial na˜o ta˜o ambiciosa foi considera-
da aqui: obter a me´dia do mo´dulo ao quadrado da soluc¸a˜o refletida em O e O , respectivamente.
Assim, o problema simplificado de predizer o ruı´do ou uma eventual reduc¸a˜o dele em uma a´rea
especı´fica do domı´nio e´ considerada como a quantidade de interesse especı´fica. Para isso, o
objetivo e´ aplicar a medic¸a˜o do mo´dulo da soluc¸a˜o refletida. Especificamente, para o exemplo
com o contorno exterior retangular, a quantidade de interesse e´ a me´dia do mo´dulo da soluc¸a˜o
ao quadrado sobre a faixa do contorno O, mostrada na parte superior da Figura 2, isto e´ J1(ur),
definida como
J1(u) = 1lO
∫
O
uu¯ d, (5.25)
onde lO e´ o comprimento da faixa no contorno. Uma vez que este a quantidade de interesse
depende quadraticamente de u,W1(v) = 0 e as contribuic¸o˜es linear e quadra´tica sa˜o
O1 (v) =
1
lO
∫
O
(uH v¯ + u¯H v) d e Q1(v, v) = J1(v). (5.26)
Note que O2 (v) e´ um nu´mero real coincidindo com
O1 (v) = 2	e
(
1
lO
∫
O
u¯Hv d
)
. (5.27)
Para o exemplo com contorno exterior circular, a quantidade de interesse e´ a norma L2 do mo´dulo
ao quadrado da soluc¸a˜o sobre o subdomı´nio O, mostrado na Figura 2, ou seja, J2(ur), definida
por
J2(u) = 1AO
∫
O
uu¯ d (5.28)
onde AO representa a a´rea do subdomı´nio O. Novamente, sendo a quantidade de interesse
quadra´ticaW2(v) = 0,
O2 (v) =
1
AO
∫
O
(uH v¯ + u¯H v) d e Q2(v, v) = J2(v). (5.29)
Observe que, por simplicidade de ca´lculo para o contorno exterior circular, ao inve´s de considerar
uma faixa dentro do domı´nio, um subdomı´nio O e´ utilizado. Neste caso, O e´ obtido a partir
de O expandindo a faixa a uma largura de 1m.
As Figuras 3 e 4 mostram as aproximac¸o˜es de Galerkin dos problemas primal e adjunto, para
o nu´mero de onda κ = π/4, correspondente aos contornos fictı´cios retangular e circular, res-
pectivamente. Analogamente, as Figuras 5 e 6 mostram as aproximac¸o˜es correspondentes para o
nu´mero de onda κ = π .
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Figura 3: Aproximac¸o˜es de elementos finitos do problema primal (superior) e da soluc¸a˜o adjunta
(inferior) para o nu´mero de onda κ = π/4, para a malha de 16212 no´s, correspondente ao
problema de contorno exterior retangular.
Como esperado, ambas aproximac¸o˜es fornecem resultados similares para o campo acu´stico, nas
proximidades onde e´ avaliada a quantidade de interesse e ao redor do obsta´culo. Note que,
para melhor visualizac¸a˜o das legendas e dos resultados as soluc¸o˜es esta˜o apresentadas fora de
escala, uma vez que o domı´nio com contorno circular e´ maior que o retangular, como descrito
anteriormente (Fig. 2) com as respectivas dimenso˜es.
A Figura 7 apresenta a parte real da aproximac¸a˜o do problema adjunto com contorno exterior
circular para κ = π/4, destacando a parte retangular do domı´nio referente ao problema com
contorno exterior retangular e ao lado direito apresenta a aproximac¸a˜o correspondente a este
problema em escala. Ale´m disso, como era esperado os valores para as contribuic¸o˜es lineares
das quantidades de interesse J1 e J2 sa˜o similares, O1 (uh) = 0.38442 e O2 (uh) = 0.43467.
Em [5] uma nova te´cnica de po´s-processo para recuperar a soluc¸a˜o melhorada u∗ e´ introdu-
zida. Esta nova te´cnica utiliza um ajuste complexo-exponencial por minı´mos quadrados e subs-
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Figura 4: Aproximac¸o˜es de elementos finitos do problema primal (superior) e da soluc¸a˜o adjunta 
(inferior) para o nu´mero de onda κ = π/4, para a malha de 26584 no´s, correspondente ao 
problema de contorno exterior circular.
titui a te´cnica padra˜o de ajuste polinomial. As duas estrate´gias (polinomial e exponencial) sa˜o 
comparadas e a nova te´cnica fornece resultados muito mais precisos na maioria das aplicac¸o˜es 
consideradas. Isto se deve ao fato que as aproximac¸o˜es obtidas pelo ajuste exponencial respei-
tam a natureza e o cara´ter da soluc¸a˜o do problema de onda. Portanto, neste artigo as estima-
tivas da contribuic¸a˜o linear ao erro na quantidade de interesse η := O(e), sa˜o obtidas utili-
zando esta nova estrate´gia de po´s-processo. Estas estimativas sa˜o denotadas por ηε = R P (ε∗) e 
ηe = RD (e∗). Note que em [5] as mesmas estimativas eram denotadas pelo sub-ı´ndice exp para 
distinguir do ajuste polinomial.
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Figura 5: Aproximac¸o˜es de elementos finitos do problema primal (superior) e da soluc¸a˜o adjunta
(inferior) para o nu´mero de onda κ = π para a malha de 16212 no´s, correspondente ao problema
de contorno exterior retangular.
Para ver o qua˜o eficiente e´ o desempenho dos estimadores, sa˜o necessa´rios os valores verdadeiros
do erro J (u) − J (uH ) ou O(e), entretanto as soluc¸o˜es analı´ticas dos problemas considerados
na˜o sa˜o disponı´veis. Um valor preciso para o erro verdadeiro e´ obtido por usar uma aproximac¸a˜o
suficientemente precisa, uh de u, em uma malha de refereˆncia mais fina, isto e´, as estimativas
sa˜o comparadas com os valores de refereˆncia J (uh) − J (uH ) e ηh := O(eh), respectivamente.
Note que o valor de refereˆncia ηh tambe´m pode ser obtido a partir de uma representac¸a˜o fiel
do problema adjunto ψh , uma vez que ηh = O(eh ) = R P (ψh ) = R P (εh). Observe tambe´m
que ηh = RD (eh) = R P (εh) mostra que a qualidade das estimativas depende da qualidade do
aproximac¸o˜es e∗ ≈ eh e ε∗ ≈ εh . A exatida˜o dessas aproximac¸o˜es esta´ intimamente relacionada
com o chamado erro de poluic¸a˜o ou de dispersa˜o. A influeˆncia deste erro dispersa˜o nas estima-
tivas para as quantidades de interesse e´ analisada usando as estimativas para o erro de dispersa˜o.
Estas estimativas sa˜o denotadas por Ee e Eε para os problemas primal e ajunto, respectivamente.
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Figura 6: Aproximac¸o˜es de elementos finitos do problema primal (superior) e da soluc¸a˜o adjunta 
(inferior) para o nu´mero de onda κ = π para a malha de 26584 no´s, correspondente ao problema 
de contorno exterior circular.
Primeiramente, a contribuic¸a˜o linear do erro 2
O(ur) e´ analisada para uma malha uniforme refi-
nada em uma se´rie de malhas na˜o-estruturadas para ambos os nu´meros de onda. A Tabela 1 mos-
tra os valores dos erros de refereˆncia relativos, isto e´ ρh = 2O(eh )/2O(uH ), e suas estimativas 
correspondentes ρε = ηε/2O(uH ) e ρe = ηe/2O(uH ), juntamente com as estimativas para o erro 
de dispersa˜o relativo, ρE ε = Eε /κ e ρE e = Ee/κ. Note que, mesmo que os erros sa˜o maiores 
para κ = π as estimativas comportam-se de modo semelhante, fornecendo erros relativos simi-
lares. O erro de dispersa˜o e´ uma importante fonte de erro para esse problema e esta´ intimamente 
associado ao comportamento das representac¸o˜es ηε e ηe. Na verdade, a representac¸a˜o utilizando
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Figura 7: Parte real da aproximac¸a˜o de elementos finitos do problema adjunto para o contorno
exterior circular (a` esquerda) com o retaˆngulo destacado e a aproximac¸a˜o correspondente ao
problema com contorno exterior retangular (a` direita) para o nu´mero de onda κ = π/4.
a recuperac¸a˜o do erro adjunto, ε∗, e´ ligeiramente melhor do que a representac¸a˜o utilizando a
recuperac¸a˜o do erro primal e∗. Assim, o erro de dispersa˜o pode ser utilizado para escolher a
representac¸a˜o do erro para obter a aproximac¸a˜o para a quantidade de interesse.
Note tambe´m que aumentando o valor de κ na˜o envolve uma deteriorac¸a˜o das estimativas.
De fato, os ı´ndices de efetividade melhoram. Na verdade, para a representac¸a˜o ηε, o ı´ndice
de efetividade ρe/ρh diminui de 0.58 a 0.40 para a primeira malha, e de 0.89 para 0.81 na
malha final.
Tabela 1: Estimativas para o erro no termo linear O2 (eh ) relativo a`
O2 (uH ) e o erro de dispersa˜o relativo para os problemas primal e
adjunto em um conjunto de malhas refinadas uniformementes.
κ = π/4
nnp ρh ρε ρe ρE
ε
ρE
e
1711 0.1006 0.0590 0.0472 0.0429 0.0468
6713 0.0690 0.0353 0.0305 0.0124 0.0131
26584 0.0279 0.0248 0.0233 0.0030 0.0031
κ = π
nnp ρh ρε ρe ρE
ε
ρE
e
1711 0.8873 0.3563 0.3430 0.1101 0.1906
6713 0.7341 0.2753 0.2699 0.0994 0.1002
26584 0.1313 0.1067 0.0780 0.0431 0.0504
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´E interessante notar que um comportamento similar e´ obtido para o problema com o contorno
retangular e a quantidade de interesse J1(ur).
A Tabela 2 mostra as estimativas obtidas para a quantidade de interesse J1(ur), referente ao
paraˆmetro κ = π/4, utilizando treˆs malhas uniformemente refinadas para a geometria do con-
torno exterior retangular. Para ilustrar a influeˆncia dos diferentes termos que contribuem para
o erro na quantidade de interesse, as contribuic¸o˜es linear e quadra´tica sa˜o mostradas separada-
mente. Observe que, o termo linear fornece uma boa aproximac¸a˜o para o erro total uma vez
que o termo quadra´tico converge rapidamente para zero. Para todas as malhas o erro de dis-
persa˜o e´ menor para o problema adjunto, o que faz com que a representac¸a˜o ηε seja mais precisa
do que ηe.
Tabela 2: Estimativas para a quantidade de interesse na˜o-linear J1(ur) para κ = π/4
e para seu erro, incluindo as contribuic¸o˜es linear e quadra´tica para a quantidade de
interesse e os erros de dispersa˜o para os problemas primal e adjunto.
nu´mero de no´s
1065 4123 16212
J (uh) 3.3862e-2 4.2634e-2 4.7342e-2
J (uH ) 2.4265e-2 3.7859e-2 4.5476e-2
J (uH ) + ηε + Q(e∗, e∗) 2.6712e-2 3.9939e-2 4.6638e-2
J (uH ) + ηe + Q(e∗, e∗) 2.6622e-2 3.9867e-2 4.6588e-2
ηε 2.4350e-3 2.0785e-3 1.1621e-3
ηe 2.3456e-3 2.0068e-3 1.1117e-3
Q(e∗, e∗) 1.2002e-5 1.2984e-6 1.0155e-7
Eε 5.9456e-3 1.4779e-3 3.5560e-4
Ee 8.7771e-3 3.9217e-3 1.5675e-3
A convergeˆncia das estimativas para um procedimento de refino uniforme e um adaptativo,
usando a estrate´gia dada na equac¸a˜o 4.23, sa˜o mostrados na Figura 8. Note que, o refino adapta-
tivo leva a uma reduc¸a˜o mais ra´pida do erro  e tambe´m observe que os indicadores locais, asso-
ciados as estimativas, comportam-se adequadamente uma vez que as curvas de convergeˆncia das
estimativas esta˜o de acordo com as de refereˆncia. A curva associada a estimativa de refereˆncia
ηh , para  κ = π/4, o refino uniforme tem uma convergeˆncia de O(nnp)2/3. Entretanto, para as es-
timativas ηε e ηe, ha´  um pequeno intervalo onde a soluc¸a˜o esta´ em  um esta´gio pre´-assinto´tico [7].
Observe que quando o nu´mero de onda κ e´ maior, por exemplo κ = π , o intervalo pre´-assinto´tico
tambe´m aumenta devido ao maior erro de dispersa˜o.
A Figura 9 mostra as contribuic¸o˜es elementares locais de ηε, para o erro na quantidade de
interesse na malha inicial do problema com geometria retangular, referente ao dois nu´meros
de onda κ = π/4 e  κ = π . Ale´m disso, uma malha intermedia´ria e a malha final produzidas
pelo processo adaptativo associado com esta estimativa sa˜o mostrados na Figura 10. Note que o
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Figura 8: Convergeˆncia do erro relativo para a quantidade de interesse J1(ur) para κ = π/4
(esquerda) e κ = π (direita), para processo de refino uniforme e adaptativo da soluc¸a˜o de re-
fereˆncia comparada com as soluc¸o˜es melhoradas, respectivamente.
Figura 9: Mapas locais do erro para a contribuic¸a˜o ao termo linear a` quantidade de interesse
J1(ur) usando a representac¸a˜o ηε para κ = π/4 (esquerda) e κ = π (direita).
procedimento adaptativo refina em torno do obsta´culo mas tambe´m refina ao redor da faixa no
contorno, onde e´ avaliada e calculada a quantidade de interesse da soluc¸a˜o.
Finalmente, a Figura 11 mostra os elementos marcados para ser refinados para o problema com
contorno circular no primeiro passo, e uma malha intermedia´ria e a malha final produzidas pelo
procedimento adaptativo associado a` estimativa ηε para o nu´mero de onda κ = π/4. Pode-se
observar que as regio˜es refinadas em ambas as geometrias sa˜o muito semelhantes. Entretanto,
uma vez que o domı´nio circular e´ um pouco maior, neste caso, o processo adaptativo refinou
a´reas na˜o incluı´das no domı´nio retangular.
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Figura 10: Malhas intermedia´ria e final adaptadas para o contorno exterior retangular. Para
κ = π/4 (superior) com 3050 e 17916 no´s e para κ = π (inferior) com 3842 e 23635 no´s.
Figura 11: Elementos destacados para serem refinados no primeiro passo da estrate´gia proposta
(esquerda) e malhas intermedia´ria (meio) e final (direita) adaptadas com 2790 e 14207 no´s para
o contorno exterior circular com κ = π/4.
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6 CONCLUS ˜AO
Uma estrate´gia simples e eficaz de adaptatividade orientada por meta foi apresentada e apli-
cada ao benchmark test dado pelo problema de scattering de ondas de um radar. Duas dife-
rentes representac¸o˜es para o erro nas quantidades de interesse foram estudadas. Tambe´m foi
analisada e comprovada que a exatida˜o destas representac¸o˜es, que envolvem o po´s-processo das
aproximac¸o˜es de elementos finitos para os problemas primal e adjunto, esta´ relacionada ao erro
de dispersa˜o dos problemas correspondentes.
O processo adaptativo foi aplicado para duas quantidades de interesse na˜o-lineares. Em ambos
os casos, os indicadores locais que guiam a adaptatividade sa˜o obtidos a partir das aproximac¸o˜es
linearizadas da quantidade de interesse. A parte linear da quantidade de interesse e´ o termo
predominante, visto que as contribuic¸o˜es de ordem superior convergem mais ra´pido a zero.
Atrave´s da ana´lise desenvolvida aqui e dos resultados nume´ricos obtidos, comprova-se que as
estimativas de erro fornecem boas aproximac¸o˜es ao erro real e apresentam uma taxa de con-
vergeˆncia adequada. Ale´m disso, a te´cnica de refino adaptativo proposta conduz a uma reduc¸a˜o
mais ra´pida do erro.
ABSTRACT. The aim of this paper is to study the efficiency and robustness of adaptive
techniques and goal-oriented error estimates for a benchmark test. The techniques used here
are based on a simple post-process of the finite element approximations. The goal-oriented
error estimates are obtained by analyzing the direct problem and an auxiliary problem related
to a specific quantity of interest. The proposed procedure is valid for both linear and non-linear
quantities. Different error representations are discussed and the influence of the dispersion
error is analyzed. The numerical results show that the error estimates provide fairly good
approximations of the actual error and that the proposed adaptive refinement technique leads
to a faster reduction of the error.
Keywords: error estimates, goal-oriented adaptivity, Benchmark Test.
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