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MODIFIED SCATTERING FOR THE QUADRATIC
NONLINEAR KLEIN-GORDON EQUATION
IN TWO DIMENSIONS
SATOSHI MASAKI AND JUN-ICHI SEGATA
Abstract. In this paper, we consider the long time behavior of solu-
tion to the quadratic nonlinear Klein-Gordon equation (NLKG) in two
space dimensions: ( + 1)u = λ|u|u, t ∈ R, x ∈ R2, where  = ∂2t −∆
is d’Alembertian. For a given asymptotic profile uap, we construct a
solution u to (NLKG) which converges to uap as t → ∞. Here the as-
ymptotic profile uap is given by the leading term of the solution to the
linear Klein-Gordon equation with a logarithmic phase correction. Con-
struction of a suitable approximate solution is based on Fourier series
expansion of the nonlinearity.
1. Introduction
We consider the final state problem for the quadratic nonlinear Klein-
Gordon equation in two space dimensions:
(1.1)
{
(+ 1)u = λ|u|u t ∈ R, x ∈ R2,
u− uap → 0 in L2 as t→ +∞,
where  = ∂2t −∆ is d’Alembertian, u : R×R2 → R is an unknown function,
uap : R× R2 → R is a given function, and λ is a non-zero real constant.
There are many known results on the scattering for the nonlinear Klein-
Gordon equation
(+ 1)u = λ|u|p−1u, t ∈ R, x ∈ Rn,(1.2)
where p > 1 and λ ∈ R\{0}. Here, we focus on the results on scattering
for small data. For the scattering results for large data, see [1, 2, 7, 26] for
instance. For the case p0(n) < p 6 1 + 4/(n − 2) with p0(n) = (n + 2 +√
n2 + 12n+ 4)/(2n), small data scattering for (1.2) was studied by many
authors, see [32, 28, 29] for instance. As for the case p 6 p0(n), Klainerman
[17] and Shatah [30] independently proved the global existence of a solution
to the Klein-Gordon equation with the quadratic nonlinearity for n = 3 by
using the vector field approach and the normal form, respectively. By using
the vector field approach, Georgiev and Lecente [5] obtained a point-wise
decay estimates for solutions to the (1.2) for p > 1 + 2/n with n = 1, 2, 3.
Hayashi and Naumkin have shown in [11] that the nonlinear interaction in
(1.2) is a short range type for p > 1+2/n with n = 1, 2, i.e., solutions to (1.2)
scatter to the solution to the linear Klein-Gordon equation if p > 1+2/n. On
the other hand, Glassey [8] and Matsumura [23] proved that the nonlinear
interaction in (1.2) is a long range type for 1 < p 6 1 + 2/n and n > 2,
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namely, solutions to (1.2) do not scatter to the solution to the linear Klein-
Gordon equation if 1 < p 6 1 + 2/n. A similar result was obtained in the
case where p = 3 and n = 1 by Georgiev and Yordanov [6]. With these
results, we see that the exponent p = 1+ 2/n is the borderline between the
short range and long range scattering theories.
We briefly explain why the exponent p = 1+2/n appears as the borderline.
Roughly speaking, the nonlinearity is short range if and only if the L2 norm
of the nonlinear term is integrable in t ∈ [1,∞). Since the point-wise decay
of the solution to the linear Klein-Gordon equation is O(t−n/2) as t→∞, the
L2 norm of the nonlinear term |u|p−1u has the rate O(t−n(p−1)/2). Then,
we observe that the nonlinearity is short range if and only if the integral∫∞
1 t
−n(p−1)/2dt is finite. The condition is nothing but p > 1 + 2/n. The
argument also suggest that solutions of the nonlinear equation (1.2) with
p 6 1 + 2/n may have an asymptotic behavior different from a solution of
the linear Klein-Gordon equation. Thus, the threshold is p = 1 + 2/n.
For the Klein-Gordon equation with the cubic nonlinearity in one dimen-
sion, Georgiev and Yordanov [6] studied the point-wise decay of a solution
to the initial value problem. Delort [3] obtained an asymptotic profile of
a global solution to the equation corresponding to the small initial data
with compact support (see also Lindblad and Soffer [19] for an alternative
proof). The compact support assumption in [3] is later removed by Hayashi
and Naumkin in [9]. We also note that global existence and the asymp-
totic behavior of a solution to the Klein-Gordon equation with the cubic
quasi-linear nonlinearity is studied by Moriyama [25], Katayama [14], and
Sunagawa [33] in one space dimension. Concerning the Klein-Gordon equa-
tion with the quadratic nonlinearity in two dimensions, Ozawa, Tsutaya,
and Tsutsumi [27] proved a global existence result and characterized the
asymptotic behavior of a small solution to (1.2) with a smooth, quadratic,
semi-linear nonlinearity, i.e., nonlinear term depends on u, ∂tu,∇u. Delort,
Fang, and Xue [4] extended Ozawa-Tsutaya-Tsutsumi’s result to the case
where the nonlinear term is quasi-linear. See also Kawahara and Sunagawa
[16] and Katayama, Ozawa and Sunagawa [15] for related works.
In this paper we consider the scattering problem for (1.2) with the critical
nonlinearity |u|u in two space dimensions. Especially, we consider the final
state problem: For a given asymptotic profile uap, we construct a solution
to (1.1) which converges to the given asymptotic profile as t → ∞. Notice
that the critical nonlinearity |u|u in two space dimensions was out of scope
in the previous works due to the lack of smoothness of the nonlinear term.
Let us introduce the asymptotic profile uap which we work with. To this
end, we first recall that the leading term of a solution to the linear Klein-
Gordon equation{
( + 1)v = 0 t ∈ R, x ∈ R2,
v(0, x) = φ0(x), ∂tv(0, x) = φ1(x) x ∈ R2
is given by
t−11{|x|<t}(t, x)P1(µ) cos
(〈µ〉−1t)+ t−11{|x|<t}(t, x)Q1(µ) sin (〈µ〉−1t) ,
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where µ = x/
√
t2 − |x|2, 1Ω(t, x) is the characteristic function supported on
Ω ⊂ R1+2, and
P1(µ) = −〈µ〉2 Im φˆ0(µ)− 〈µ〉Re φˆ1(µ),(1.3)
Q1(µ) = 〈µ〉2Re φˆ0(µ)− 〈µ〉 Im φˆ1(µ),(1.4)
see [13] for instance. For given final state (φ0, φ1), we define the asymptotic
profile uap by
uap(t, x) := t
−11{|x|<t}(t, x)P1(µ) cos
(〈µ〉−1t+Ψ(µ) log t)(1.5)
+t−11{|x|<t}Q1(µ) sin
(〈µ〉−1t+Ψ(µ) log t) ,
where the phase correction term is given by
Ψ(µ) = − 4
3pi
〈µ〉
∣∣∣φˆ0(µ) + i〈µ〉−1φˆ1(µ)∣∣∣ .(1.6)
The final state (φ0, φ1) is taken from the function space Y defined by
Y := {(φ0, φ1) ∈ S ′(R)× S ′(R); ‖(φ0, φ1)‖Y <∞},
‖(φ0, φ1)‖Y := ‖φ0‖H2x + ‖xφ0‖H3x + ‖x2φ0‖H4x
+‖φ1‖H1x + ‖xφ1‖H2x + ‖x2φ1‖H3x .
The main result in this paper is as follows.
Theorem 1.1. Let (φ0, φ1) ∈ Y . For 1/2 < d < 1, there exist a sufficiently
large number T > e and a sufficiently small number ε > 0 such that if
‖(φ0, φ1)‖Y < ε then there exists a unique solution u(t) for the equation
(1.1) satisfying
u ∈ C([T,∞);L2x),
sup
t>T
td‖u− uap‖L∞((t,∞);L2x) <∞,(1.7)
where the asymptotic profile uap is defined by (1.5).
Remark 1.2. Concerning the final state problem for (1.2) with the cubic
nonlinearity in one space dimension, Hayashi and Naumkin [10] constructed
a modified wave operators for (1.2) for small final data. Furthermore, Lind-
blad and Soffer [18] showed existence of a modified wave operators for (1.2)
for large final data in the case where λ < 0.
Remark 1.3. The same result holds true for equations with a general qua-
dratic nonlinearity F (u) : R → R satisfying F (λu) = λ2F (u) for all λ > 0
and u ∈ R. See Remark 2.1 below for the detail.
The rest of the paper is organized as follows. Section 2 is devoted to the
exhibition of an outline for the proof of Theorem 1.1. The proof of Theorem
1.1 is based on the contraction principle via the integral equation of Yang-
Feldman type associated with (1.1) around a suitable approximate solution.
The crucial part of the proof is construction of the suitable approximate
solution. We summarize how to do this in this section. In Section 3, we solve
an abstract final value problem around an approximate solution. Then, in
Section 4, we show the approximate solution given in Section 2 satisfies the
assumptions of the final value problem in Section 3, and we completes the
proof of Theorem 1.1.
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2. Outline of the proof of Theorem 1.1
In this section, we give an outline of the proof of Theorem 1.1. For T > 0,
we define the function spaces XT by
XT := {w ∈ C([T,∞);L2x); ‖w‖XT <∞},
‖w‖XT := sup
t>T
td(‖w‖
L∞t ((t,∞);H
1/2
x )
+ ‖w‖L4((t,∞);L4x)),
where 1/2 < d < 1. Put N(u) = λ|u|u. Let A be a function satisfying
‖A(t)‖L∞x 6 ηt−1,(2.1)
‖(+ 1)A(t) −N(A)(t)‖L2x 6 ηt−1−d.(2.2)
We will prove in Section 3 that, once we find such a function A, there
exists a unique solution u to the equation (1.1) satisfying u− A ∈ XT . To
prove this assertion, we employ the Strichartz estimate (Lemma 3.2) and the
contraction argument. Hence, it suffices to construct a function A satisfying
the conditions (2.1) and (2.2) for a given final state (φ0, φ1) ∈ Y . It will
turn out that A = uap does not work well, and so that we need further
modification.
We now explain how to construct the function A = A(t, x) satisfying the
conditions (2.1) and (2.2). The conclusion is that the choice A := uap + vap
works, where uap is the first approximation given by (1.5) and vap is the
second approximation which is of the form
vap := t
−21{|x|<t}
∞∑
n=2
Pn(µ) cos
(
n〈µ〉−1t+ nΨ(µ) log t)(2.3)
+t−21{|x|<t}
∞∑
n=2
Qn(µ) sin
(
n〈µ〉−1t+ nΨ(µ) log t) .
Here the phase function Ψ is the same as (1.6), and choice of Pn and Qn
will be specified later. Remark that vap(t) = O(t
−1) in L2x. Toward the
conclusion, we will observe (i) why the second approximation vap is required,
and (ii) what is the appropriate choice of Pn and Qn, by a somewhat heuristic
argument. Hereafter, we consider the case |x| < t only because uap and vap
are identically zero in the region |x| > t.
We first focus on the nonlinear part N(uap) = λ|uap|uap. Since N(u) =
λ|u|u is not polynomial in (u, u), it becomes difficult to pick up a resonant
part from N(uap). Taking a hint from our previous paper [22], we use the
Fourier series expansion of N(uap) to decompose N(uap) into the resonant
part and the rest, the non-resonant part. This decomposition is done as
follows. We rewrite uap as
uap =
{
t−11{|x|<t}
√
P1(µ)2 +Q1(µ)2 cos(α − β) if P1(µ)2 +Q1(µ)2 6= 0,
0 if P1(µ)
2 +Q1(µ)
2 = 0,
where α = 〈µ〉−1t+Ψ(µ) log t and β ∈ (0, 2pi] is given by
cos β =
P1(µ)√
P1(µ)2 +Q1(µ)2
, sin β =
Q1(µ)√
P1(µ)2 +Q1(µ)2
.(2.4)
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Then, we have
(2.5)
N(uap) = λt
−2(P1(µ)
2 +Q1(µ)
2)c1 cos(α− β)
+λt−2(P1(µ)
2 +Q1(µ)
2)
∑
n>2
cn cos(nα− nβ)
=
8
3pi
λt−2
√
P1(µ)2 +Q1(µ)2(P1(µ) cosα+Q1(µ) sinα)
+λt−2(P1(µ)
2 +Q1(µ)
2)
∑
n>2
cn cos(nα− nβ)
=: Nr(uap) +Nnr(uap),
where cn are the Fourier coefficients for the function | cos θ| cos θ:
cn =
1
pi
∫ 2pi
0
| cos θ| cos θ cosnθdθ =
 −
8
pi
sin(n2pi)
n(n2 − 4) if n is odd,
0 if n is even.
This kind of technique was also used in Sunagawa [33] to pick up the resonant
term from the cubic nonlinearity in one space dimension. In that case the
Fourier series for N(uap) consists of four terms. We would emphasize that,
in our setting, the Fourier series consists of infinitely many terms, so we
need to take care of the convergence of the Fourier series, which seems a
new ingredient. Fortunately, it will turn out that the nonlinearity |u|u has
enough smoothness to ensure the convergence of the Fourier series for |u|u.
We mention similar but slightly different expansion of a nonlinearity into
a infinite Fourier sires is used by the first author and Miyazaki [21] in the
context of nonlinear Schro¨dinger equation.
Since both of the resonant and non-resonant parts are O(t−1) in L2x, we
need to cancel out those terms by the linear part, otherwise (2.2) fails.
Thanks to the phase correction Ψ, we have the desired cancellation of the
resonant part. Namely, we have
( + 1)uap = Nr(uap) +O(t
−2(log t)2), in L2
as t→∞, see Lemma 4.2 for the detail. We then add a second approximation
vap of u, given in (2.3), in order to cancel the non-resonant term Nnr(uap)
out. This is the reason why we need the second approximation vap.
To obtain the desired cancellation, we will choose suitable Pn and Qn.
More precisely, we choose them so that the leading term of n-th term of
(+1)vap and n-th term of the Fourier expansion of Nnr(uap) coincide. By
a computation, we have
(+ 1)vap = t
−2
∞∑
n=2
(1− n2)Pn(µ) cos
(
n〈µ〉−1t+ nΨ(µ) log t)
+t−2
∞∑
n=2
(1− n2)Qn(µ) sin
(
n〈µ〉−1t+ nΨ(µ) log t) ,
+O(t−2(log t)2), in L2
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as t→∞, see Lemma 4.3 for the detail. Hence, we obtain the specific choice
(2.6)
Pn(µ) =

8 sin(n2pi)
pin(n2 − 1)(n2 − 4)λ(P1(µ)
2 +Q1(µ)
2) cos(nβ) if n is odd,
0 if n is even,
(2.7)
Qn(µ) =

8 sin(n2pi)
pin(n2 − 1)(n2 − 4)λ(P1(µ)
2 +Q1(µ)
2) sin(nβ) if n is odd,
0 if n is even.
With this choice, the leading term of the n-th term of ( + 1)vap and the
n-th term of the Fourier expansion for Nnr(uap) successfully cancel out each
other. Further, it will turn out in Section 4 that the error term can be
handled thanks to fast decay of Pn and Qn in n. Remark that the coefficients
of Pn and Qn are order O(|n|−5) as |n| → ∞. The decay rate of the Fourier
coefficients reflects the smoothness of the nonlinearity λ|u|u. Thus, we see
that A = uap + vap satisfies the conditions (2.1) and (2.2).
This kind of approximation was introduced in Ho¨rmander [13] for the
Klein-Gordon equation with polynomial nonlinearity in (u, u). See also [24,
31] for the nonlinear Schro¨dinger equation with polynomial nonlinearity in
(u, u).
Remark 2.1. Let us consider a generalization of Theorem 1.1. Notice that
any real-valued quadratic nonlinearity can be expressed as the linear com-
bination of |u|u and u2. Indeed, if F (u) : R → R satisfies F (λu) = λ2F (u)
for any λ > 0 and u ∈ R, then we see
F (u) =
F (1) + F (−1)
2
u2 +
F (1) − F (−1)
2
|u|u.
As for the even nonlinearity u2, it is easy to pick up the resonant/non-
resonant part from u2ap because the Fourier series of u
2
ap consists of the
zeroth and the second terms only. In particular, it contains no resonant
part and so existence of the even part does not change (the leading term
of) the asymptotic profile. Thus, we can generalize Theorem 1.1 for general
real-valued quadratic nonlinearity in two dimensions. Note that the final
state problem for the Klein-Gordon equation with the nonlinearity u2 in
the two dimensions was studied by Hayashi and Naumkin [12] by using the
normal form method. It is an interesting problem to generalize Theorem
1.1 to equations with complex-valued quadratic nonlinearities. As a related
problem, we mention that Sunagawa [34] obtained the point-wise decay es-
timate of the complex valued solution to the initial value problem for the
one dimensional cubic nonlinear Klein-Gordon equation.
3. The final value problem
In this section, we solve a Cauchy problem at infinite initial time for the
equation (1.1) in an abstract framework. Let A(t, x) be a given asymptotic
profile of a solution to (1.1). We show that if A(t, x) is well-chosen then
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we obtain a solution which asymptotically behaves like A(t, x). The main
respect is to make it clear how nicely an asymptotic profile should be chosen.
Let N(u) = λ|u|u. We introduce the error function F (t, x) by
F := (+ 1)A−N(A).(3.1)
For T > 0, we introduce the following function space
XT = {w ∈ C([T,∞);L2x); ‖w‖XT <∞},
where
‖w‖XT = sup
t>T
td(‖w‖
L∞((t,∞);H
1/2
x )
+ ‖w‖L4((t,∞);L4x))
with 1/2 < d < 1. For ρ > 0 and T > 0, we define
X˜T (ρ) = {w ∈ C([T,∞);L2x); ‖w‖XT 6 ρ}.
The function space XT is a Banach space with the norm ‖ · ‖XT and X˜T (ρ)
is a complete metric space with the ‖ · ‖XT -metric.
Proposition 3.1. Let d be a constant such that 1/2 < d < 1. Then there
exist a sufficiently large T > 0 and a sufficiently small η > 0 such that if
A(t, x) satisfies
‖A(t)‖L∞x 6 ηt−1,(3.2)
‖F (t)‖L2x 6 ηt−1−d,(3.3)
where F (t, x) is given by (3.1), then there exists a unique solution u for the
equation (1.1) satisfying
u ∈ C([T,∞);L2x),
sup
t>T
td(‖u−A‖
L∞((t,∞);H
1/2
x )
+ ‖u−A‖L4((t,∞);L4x)) <∞.(3.4)
To prove Proposition 3.1, we use the following inhomogeneous Strichartz
estimates associated with the Klein-Gordon equation. Let
G[g](t) :=
∫ ∞
t
sin((t− τ)
√
1−∆)(1−∆)−1/2g(τ)dτ.(3.5)
Lemma 3.2. Let 2 6 q <∞ and 1/p + 1/q = 1/2. Then we have
‖G[g]‖Lpt ([T,∞),Lqx) 6 C‖(1−∆)
1/2−2/qg‖
Lp
′
t ([T,∞),L
q′
x )
,
‖G[g]‖L∞t ([T,∞),L2x) 6 C‖(1−∆)−1/qg‖Lp′t ([T,∞),Lq′x ),
‖G[g]‖Lpt ([T,∞),Lqx) 6 C‖(1−∆)
−1/qg‖L1t ([T,∞),L2x).
Proof of Lemma 3.2. The above inequalities follow from the Lp-Lq estimate
for the solution to the Klein-Gordon equation by [20] and the duality argu-
ment by [35]. Since the proof is now standard, we omit the detail. 
Proof of Proposition 3.1. We put v = u − A. Then the equation (1.1) is
equivalent to
(3.6) (+ 1)v = N(v +A)−N(A)− F,
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where F is defined by (3.1). The associate integral equation to the equation
(3.6) is
v = G[{N(v +A)−N(A)} − F ],(3.7)
where G is given by (3.5). It suffices to show the existence of a unique solu-
tion v to the equation (3.7) in XT for sufficiently large T > 0 and sufficiently
small η > 0. We prove this assertion by the contraction argument. Define
the nonlinear operator Φ by
Φv := G[{N(v +A)−N(A)} − F ]
for v ∈ X˜T (ρ). We show that for any ρ > 0, Φ is a contraction map on
X˜T (ρ) if T > 0 is sufficiently large and η > 0 is sufficiently small. Let ρ > 0
be arbitrary, and T, η > 0 which will be determined below. Let v ∈ X˜T (ρ)
and t > T . By the assumptions and Lemma 3.2, we see
‖(Φv)(t)‖
L∞((t,∞);H
1/2
x )
+ ‖Φv‖L4((t,∞);L4x)
6C(‖v2‖
L4/3((t,∞);L
4/3
x )
+ ‖(1−∆)−1/4Av‖L1((t,∞);L2x)
+ ‖(1 −∆)−1/4F‖L1((t,∞);L2x))
6C
{
‖v‖L4((t,∞);L4x)
(∫ ∞
t
‖v(τ)‖2L2x dτ
)1/2
+
∫ ∞
t
‖A(τ)‖L∞x ‖v(τ)‖L2x dτ
+
∫ ∞
t
‖F (τ)‖L2x dτ
}
6C
{
ρt−d
(∫ ∞
t
ρ2τ−2d dτ
)1/2
+
∫ ∞
t
ητ−1ρτ−d dτ +
∫ ∞
t
ητ−1−d dτ
}
6Ct−d(ρ2t−d+1/2 + ρη + η).
Therefore we obtain
(3.8) ‖Φv‖XT 6 C1(ρ2T−d+1/2 + ρη + η).
In the same way as above, for v1, v2 ∈ X˜T (ρ), we can show
‖Φv1 −Φv2‖XT
6C2((‖v1‖XT + ‖v2‖XT )T−d+1/2 + η)‖v1 − v2‖XT
6C2(ρT
−d+1/2 + η)‖v1 − v2‖XT .
(3.9)
We note that for ρ > 0, there exists a sufficiently large T > 0 and a suffi-
ciently small η > 0 such that
C1(ρ
2T−d+1/2 + ρη + η) 6 ρ,
C2(ρT
−d+1/2 + η) 6
1
2
,
since d > 1/2. From this observation, the estimates (3.8) and (3.9) show
that the operator Φ is a contraction map on X˜T (ρ) for sufficiently large
T > 0 and sufficiently small η > 0. Therefore for any ρ > 0, there exist
T > 0, η > 0, and a unique solution to the integral equation (3.7) in X˜T (ρ).
The uniqueness of solutions to the equation (3.7) in XT follows from the
first inequality of the estimate (3.9) for solutions v1 ∈ XT and v2 ∈ XT .
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Hence the equation (3.7) has a unique solution in XT . This completes the
proof of Proposition 3.1. 
4. Construction of suitable asymptotic profile
In this section, we complete the proof of Theorem 1.1 by showing that the
asymptotic profile A(t, x) introduced in Section 2 satisfies the assumptions
in Proposition 3.1.
Proposition 4.1. Assume that the final state (φ0, φ1) satisfies (φ0, φ1) ∈ Y .
Let uap be defined by (1.5), where P1, Q1 and Ψ are given by (1.3), (1.4) and
(1.6), respectively. Let vap be defined by (2.3), where Pn and Qn are given
by (2.6) and (2.7). Then for A = uap+ vap, there exist positive constants C
such that the inequalities
‖A(t)‖L∞x 6 Ct−1‖(φ0, φ1)‖Y (1 + ‖(φ0, φ1)‖Y ),(4.1)
‖( + 1)A(t) −N(A(t))‖L2x(4.2)
6 Ct−2(log t)2‖(φ0, φ1)‖Y (1 + ‖(φ0, φ1)‖3Y )
hold for any (φ0, φ1) ∈ Y and t > e.
To prove Proposition 4.1, we first calculate (+ 1)uap.
Lemma 4.2. Assume that (φ0, φ1) ∈ Y . Let uap be defined by (1.5), where
P1, Q1 and Ψ are given by (1.3), (1.4) and (1.6), respectively. Let Nr(uap)
be given by (2.5). Then it holds that
‖(+ 1)uap −Nr(uap)‖L2x(4.3)
6 Ct−2(log t)2‖(φ0, φ1)‖Y (1 + ‖(φ0, φ1)‖2Y ).
Proof of Lemma 4.2. A simple calculation shows
(+ 1){t−m cos (n〈µ〉−1t)}(4.4)
= (1− n2)t−m cos (n〈µ〉−1t)+ 2n(m− 1)t−m−1〈µ〉 sin (n〈µ〉−1t)
+m(m+ 1)t−m−2 cos
(
n〈µ〉−1t)
for m,n ∈ Z+. In a similar way,
(+ 1){t−m sin (n〈µ〉−1t)}
= (1− n2)t−m sin (n〈µ〉−1t)− 2n(m− 1)t−m−1〈µ〉 cos (n〈µ〉−1t)
+m(m+ 1)t−m−2 sin
(
n〈µ〉−1t) .
We now consider a function of the form g = g(t, µ). Regarding (s, µ) =
(t, x/
√
t2 − |x|2) as new variables, one obtains
∂tg = ∂sg − s−1〈µ〉2µ1∂µ1g − s−1〈µ〉2µ2∂µ2g,
∂x1g = s
−1〈µ〉(1 + µ21)∂µ1g + s−1〈µ〉µ1µ2∂µ2g,
∂x2g = s
−1〈µ〉µ1µ2∂µ1g + s−1〈µ〉(1 + µ22)∂µ2g.
Hence,
(g(t, µ)) = ∂2sg − s−2〈µ〉2(1 + µ21)∂2µ1g − s−2〈µ〉2(1 + µ22)∂2µ2g(4.5)
−2s−1〈µ〉2µ1∂s∂µ1g − 2s−1〈µ〉2µ2∂s∂µ2g
−2s−2〈µ〉2µ1µ2∂µ1∂µ2g
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−2s−2〈µ〉2µ1∂µ1g − 2s−2〈µ〉2µ2∂µ2g.
By using the above identities, we now calculate ( + 1)uap. To this end,
we split it into the following four pieces.
(+ 1)uap(4.6)
= (+ 1)
{
t−1P1(µ) cos
(〈µ〉−1t) cos (Ψ(µ) log t)}
−(+ 1){t−1P1(µ) sin (〈µ〉−1t) sin (Ψ(µ) log t)}
+(+ 1)
{
t−1Q1(µ) sin
(〈µ〉−1t) cos (Ψ(µ) log t)}
+(+ 1)
{
t−1Q1(µ) cos
(〈µ〉−1t) sin (Ψ(µ) log t)}
=: I1 + I2 + I3 + I4.
Further, we split I1 into the following five pieces:
I1 = ( + 1)
{
t−1 cos
(〈µ〉−1t)}P1(µ) cos (Ψ(µ) log t)(4.7)
+t−1 cos
(〈µ〉−1t) {P1(µ) cos (Ψ(µ) log t)}
+2∂t
{
t−1 cos
(〈µ〉−1t)} ∂t {P1(µ) cos (Ψ(µ) log t)}
−2∂x1
{
t−1 cos
(〈µ〉−1t)} ∂x1 {P1(µ) cos (Ψ(µ) log t)}
−2∂x2
{
t−1 cos
(〈µ〉−1t)} ∂x2 {P1(µ) cos (Ψ(µ) log t)}
=: J1 + J2 + J3 + J4 + J5.
By (4.4), we see
|J1(µ)| 6 Ct−3|P1(µ)|.(4.8)
By (4.5), we have
|J2(µ)| 6 Ct−3(log t)2{(|P1(µ)||Ψ(µ)|2 + |P1(µ)||Ψ(µ)|)(4.9)
+〈µ〉3(|P1(µ)||Ψ(µ)||DΨ(µ)| + |DP1(µ)||Ψ(µ)|
+|P1(µ)||DΨ(µ)| + |DP1(µ)|)
+〈µ〉4(|P1(µ)||DΨ(µ)|2 + |DP1(µ)||DΨ(µ)|
+|P1(µ)||D2Ψ(µ)|+ |D2P1(µ)|)},
where |Df(µ)| = |∂µ1f(µ)|+|∂µ2f(µ)| and |D2f(µ)| = |∂2µ1f(µ)|+|∂µ1∂µ2f(µ)|+
|∂2µ2f(µ)|. For Jj , j = 3, 4, 5, an elementary calculation yields
J3 = −2t−1〈µ〉 sin
(〈µ〉−1t)
×{∂t − t−1〈µ〉2µ1∂µ1 − t−1〈µ〉2µ2∂µ2}P1(µ) cos (Ψ(µ) log t)
−2t−2 cos (〈µ〉−1t)
×{∂t − t−1〈µ〉2µ1∂µ1 − t−1〈µ〉2µ2∂µ2}P1(µ) cos (Ψ(µ) log t)
=: J31 + J32 + J33 + J34 + J35 + J36,
J4 = −2t−1µ1 sin
(〈µ〉−1t)
×{t−1〈µ〉(1 + µ21)∂µ1 + t−1〈µ〉µ1µ2∂µ2}P1(µ) cos (Ψ(µ) log t)
=: J41 + J42,
J5 = −2t−1µ2 sin
(〈µ〉−1t)
×{t−1〈µ〉µ1µ2∂µ1 + t−1〈µ〉(1 + µ22)∂µ2}P1(µ) cos (Ψ(µ) log t)
=: J51 + J52.
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Since J32 + J41 + J51 = 0 and J33 + J42 + J52 = 0, we see that
J3 + J4 + J5(4.10)
= J31 + J34 + J35 + J36
= 2t−2〈µ〉P1(µ)Ψ(µ) sin
(〈µ〉−1t) sin (Ψ(µ) log t)
+J34 + J35 + J36.
Substituting (4.10) into (4.7), we obtain
I1 = 2t
−2〈µ〉P1(µ)Ψ(µ) sin
(〈µ〉−1t) sin (Ψ(µ) log t) +R11,(4.11)
where R11 = J1 + J2 + J34 + J35 + J36. Hence by (4.8) and (4.9),
|R11(t, µ)|(4.12)
6 Ct−3(log t)2{(|P1(µ)||Ψ(µ)|2 + |P1(µ)||Ψ(µ)| + |P1(µ)|)
+〈µ〉3(|P1(µ)||Ψ(µ)||DΨ(µ)| + |DP1(µ)||Ψ(µ)|
+|P1(µ)||DΨ(µ)|+ |DP1(µ)|)
+〈µ〉4(|P1(µ)||DΨ(µ)|2 + |DP1(µ)||DΨ(µ)|
+|P1(µ)||D2Ψ(µ)|+ |D2P1(µ)|)}.
In a similar way, we have
I2 = 2t
−2〈µ〉P1(µ)Ψ(µ) cos
(〈µ〉−1t) cos (Ψ(µ) log t) +R12,(4.13)
I3 = −2t−2〈µ〉Q1(µ)Ψ(µ) cos
(〈µ〉−1t) sin (Ψ(µ) log t) +R13,(4.14)
I4 = −2t−2〈µ〉Q1(µ)Ψ(µ) sin
(〈µ〉−1t) cos (Ψ(µ) log t) +R14,(4.15)
where R12 satisfies (4.12), and R13 and R14 satisfy (4.12) with Q1 instead
of P1. Substituting (4.11)-(4.15) into (4.6), we obtain
(4.16)
|( + 1)uap −Nr(uap)|
6 |R11|+ |R12|+ |R13|+ |R14|
6 Ct−3(log t)2
∑
Z=P,Q
{
(|Z1(µ)||Ψ(µ)|2 + |Z1(µ)||Ψ(µ)| + |Z1(µ)|)
+〈µ〉3(|Z1(µ)||Ψ(µ)||DΨ(µ)| + |DZ1(µ)||Ψ(µ)|
+|Z1(µ)||DΨ(µ)| + |DZ1(µ)|)
+〈µ〉4(|Z1(µ)||DΨ(µ)|2 + |DZ1(µ)||DΨ(µ)|
+|Z1(µ)||D2Ψ(µ)|+ |D2Z1(µ)|)
}
.
By simple calculations, we see that
|Z1(µ)| 6 C
(
〈µ〉2|φˆ0(µ)|+ 〈µ〉|φˆ1(µ)|
)
,(4.17)
|DZ1(µ)| 6 C
(
〈µ〉|φˆ0(µ)|+ 〈µ〉2|Dφˆ0(µ)|
)
(4.18)
+C
(
|φˆ1(µ)|+ 〈µ〉|Dφˆ1(µ)|
)
,
|D2Z1(µ)| 6 C
(
|φˆ0(µ)|+ 〈µ〉|Dφˆ0(µ)|+ 〈µ〉2|D2φˆ0(µ)|
)
(4.19)
+C
(
〈µ〉−1|φˆ1(µ)|+ |Dφˆ1(µ)|+ 〈µ〉|D2φˆ1(µ)|
)
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for Z = P,Q, and
|Ψ(µ)| 6 C
(
〈µ〉|φˆ0(µ)|+ |φˆ1(µ)|
)
,(4.20)
|DΨ(µ)| 6 C
(
|φˆ0(µ)|+ 〈µ〉|Dφˆ0(µ)|
)
(4.21)
+C
(
〈µ〉−1|φˆ1(µ)|+ |Dφˆ1(µ)|
)
,
|D2Ψ(µ)| 6 C
(
〈µ〉−1|φˆ0(µ)|+ |Dφˆ0(µ)|+ 〈µ〉|D2φˆ0(µ)|
)
(4.22)
+C
(
〈µ〉−2|φˆ1(µ)|+ 〈µ〉−1|Dφˆ1(µ)|+ |D2φˆ1(µ)|
)
.
Plugging (4.17)-(4.19) and (4.20)-(4.22) into (4.16), we have
|(+ 1)uap −Nr(uap)|
6 Ct−3(log t)2〈µ〉2
×
{(
1 + 〈µ〉|φˆ0(µ)|+ 〈µ〉2|Dφˆ0(µ)|
)2 (
〈µ〉2|φˆ0(µ)|+ 〈µ〉3|Dφˆ0(µ)|
)
+
(
1 + 〈µ〉|φˆ0(µ)|
)
〈µ〉4|D2φˆ0(µ)|
+
(
1 + |φˆ1(µ)|+ 〈µ〉|Dφˆ1(µ)|
)2 (
〈µ〉|φˆ1(µ)|+ 〈µ〉2|Dφˆ1(µ)|
)
+
(
1 + |φˆ1(µ)|
)
〈µ〉3|D2φˆ1(µ)|
}
.
Therefore, taking L2 norm for the above inequality with respect to x vari-
able, we have the estimate (4.3). 
Next we calculate ( + 1)vap.
Lemma 4.3. Assume that (φ0, φ1) ∈ Y . Let uap be defined by (1.5), where
P1, Q1 and Ψ are given by (1.3), (1.4) and (1.6), respectively. Let vap be de-
fined by (2.3), where Pn and Qn are given by (2.6) and (2.7). Furthermore,
let Nnr(uap) be given by (2.5). Then, we have
‖(+ 1)vap −Nnr(uap)‖L2x(4.23)
6 Ct−2(log t)2‖(φ0, φ1)‖2Y (1 + ‖(φ0, φ1)‖2Y ).
Proof of Lemma 4.3. In a similar way as in the proof of Lemma 4.2, we have
(4.24)
(+ 1)vap = t
−2
∞∑
n=2
(1− n2)Pn(µ) cos
(
n〈µ〉−1t+ nΨ(µ) log t)
+t−2
∞∑
n=2
(1− n2)Qn(µ) sin
(
n〈µ〉−1t+ nΨ(µ) log t) ,
+
∞∑
n=2
Rn(t, µ),
where Rn (n > 2) satisfy the inequalities
|Rn(t, µ)|(4.25)
QUADRATIC NONLINEAR KLEIN-GORDON EQUATION IN 2D 13
6 Ct−3(log t)2
×
∑
Z=P,Q
{(
n2|Zn(µ)||Ψ(µ)|2 + n|Zn(µ)||Ψ(µ)| + |Zn(µ)|
)
+n〈µ〉|Zn(µ)|
+〈µ〉3 (n2|Zn(µ)||Ψ(µ)||DΨ(µ)| + n|DZn(µ)||Ψ(µ)|
+n|Zn(µ)||DΨ(µ)| + |DZn(µ)|)
+〈µ〉4 (n2|Zn(µ)||DΨ(µ)|2 + n|DZn(µ)||DΨ(µ)|
+n|Zn(µ)||D2Ψ(µ)|+ |D2Zn(µ)|
) }
.
Then by (2.5) and (4.24), we find
‖(+ 1)vap −Nnr(uap)‖L2x 6
∞∑
n=2
‖Rn(t)‖L2x .(4.26)
Differentiating (2.4), we see that β satisfies
|Dβ(µ)| 6 C |DP1(µ)|+ |DQ1(µ)|√
P1(µ)2 +Q1(µ)2
,(4.27)
|D2β(µ)| 6 C |D
2P1(µ)|+ |D2Q1(µ)|√
P1(µ)2 +Q1(µ)2
+ C
|DP1(µ)|2 + |DQ1(µ)|2
P1(µ)2 +Q1(µ)2
.(4.28)
Plugging (4.17)-(4.19) and (4.27)-(4.28) into (2.6) and (2.7), we have
|Zn(µ)| 6 Cn−5
(
〈µ〉4|φˆ0(µ)|2 + 〈µ〉2|φˆ1(µ)|2
)
,(4.29)
|DZn(µ)| 6 Cn−4|φˆ0(µ)|
(
〈µ〉3|φˆ0(µ)|+ 〈µ〉4|Dφˆ0(µ)|
)
(4.30)
+Cn−4〈µ〉−1|φˆ1(µ)|
(
〈µ〉2|φˆ1(µ)|+ 〈µ〉3|Dφˆ1(µ)|
)
,
(4.31)
|D2Zn(µ)|
6 Cn−3
{(
|φˆ0(µ)|+ 〈µ〉|Dφˆ0(µ)|
)(
〈µ〉2|φˆ0(µ)|+ 〈µ〉3|Dφˆ0(µ)|
)
+|φˆ0(µ)|〈µ〉4|D2φˆ0(µ)|
}
+Cn−3
{(
〈µ〉−1|φˆ1(µ)|+ |Dφˆ1(µ)|
)(
〈µ〉|φˆ1(µ)|+ 〈µ〉2|Dφˆ1(µ)|
)
+〈µ〉−1|φˆ1(µ)|〈µ〉3|D2φˆ1(µ)|
}
for Z = P,Q. Substituting (4.20)-(4.22) and (4.29)-(4.31) into (4.25), we
obtain
|Rn(t, µ)|
6 Cn−3t−3(log t)2〈µ〉2
×
{(
1 + 〈µ〉|φˆ0(µ)|
)2 (
〈µ〉2|φˆ0(µ)|+ 〈µ〉3|Dφˆ0(µ)|
)2
+(1 + 〈µ〉|φˆ0(µ)|)〈µ〉2|φˆ0(µ)|〈µ〉4|D2φˆ0(µ)|
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+
(
1 + |φˆ1(µ)|
)2 (
〈µ〉|φˆ1(µ)|+ 〈µ〉2|Dφˆ1(µ)|
)2
+(1 + |φˆ1(µ)|)〈µ〉|φˆ1(µ)|〈µ〉3|D2φˆ1(µ)|
}
.
Therefore taking L2 norm for Rn with respect to x variable, we have
‖Rn(t)‖L2x 6 Cn−3t−2(log t)2‖(φ0, φ1)‖2Y (1 + ‖(φ0, φ1)‖2Y ).(4.32)
The inequalities (4.26) and (4.32) yield
‖( + 1)vap −Nnr(uap)‖L2x
6 Ct−2(log t)2
∞∑
n=2
n−3‖(φ0, φ1)‖2Y (1 + ‖(φ0, φ1)‖2Y )
6 Ct−2(log t)2‖(φ0, φ1)‖2Y (1 + ‖(φ0, φ1)‖2Y ).
This completes the proof of Lemma 4.3. 
Proof of Proposition 4.1. The inequality (4.1) follows from the definition of
A immediately. To show (4.2), we first confirm that addition by vap does
not change the main part of the nonlinear part. However, it is obvious
because vap decays faster than uap in time. Indeed, it can be observed by
the elementary inequality
‖N(uap + vap)−N(uap)‖L2x(4.33)
6 C(‖uap‖L∞x + ‖vap‖L∞x )‖vap‖L2x
6 Ct−2‖(φ0, φ1)‖3Y (1 + ‖(φ0, φ1)‖Y ).
By Lemma 4.2 (4.3), Lemma 4.3 (4.23) and (4.33), we see
‖( + 1)A(t)−N(A(t))‖L2x
6 ‖(+ 1)uap −Nr(uap)‖L2x + ‖(+ 1)vap −Nnr(uap)‖L2x
+‖N(uap + vap)−N(uap)‖L2x
6 Ct−2(log t)2‖(φ0, φ1)‖Y (1 + ‖(φ0, φ1)‖3Y ).
Hence, we have the inequality (4.2). This completes they proof of Proposi-
tion 4.1. 
Proof of Theorem 1.1. By Proposition 4.1, we can apply Proposition 3.1 for
A = uap+ vap. Then there exits a solution u to (1.1) satisfying (3.4). Hence
‖u− uap‖L2x 6 ‖u− uap − vap‖L2x + ‖vap‖L2x
6 Ct−d + Ct−1
6 Ct−d,
where 1/2 < d < 1. This completes the proof of Theorem 1.1. 
Acknowledgments. The authors would like to thank Professor Hideaki
Sunagawa for drawing their attention to his related works. S.M. is partially
supported by the Sumitomo Foundation, Basic Science Research Projects
No. 161145. J.S. is partially supported by JSPS, Grant-in-Aid for Young
Scientists (A) 25707004.
QUADRATIC NONLINEAR KLEIN-GORDON EQUATION IN 2D 15
References
[1] Brenner P., On space-time means and everywhere defined scattering operators for
nonlinear Klein-Gordon equations, Math. Z. 186 (1984), 383–391.
[2] Brenner P., On scattering and everywhere defined scattering operators for nonlinear
Klein-Gordon equations, J. Differential Equations 56 (1985), 310–344.
[3] Delort J-M., Existence globale et comportement asymptotique pour l’equation de
Klein-Gordon quasi line´aire a` donne´es petites en dimension 1. (French), Ann. Sci.
l’Ecole Norm. Sup. (4) 34 (2001), 1–61.
[4] Delort J-M., Fang D. and Xue R., Global existence of small solutions for qua-
dratic quasilinear Klein-Gordon systems in two space dimensions, J. Funct. Anal.
211 (2004), 288–323.
[5] Georgiev V. and Lecente S., Weighted Sobolev spaces applied to nonlinear Klein-
Gordon equation, C. R. Acad. Sci. Paris Se´r. I Math. 329 (1999) 21–26.
[6] Georgiev V. and Yardanov B., Asymptotic behavior of the one dimensional Klein-
Gordon equation with a cubic nonlinearity, preprint (1996).
[7] Ginibre J. and Velo G., Time decay of finite energy solutions of the nonlinear Klein-
Gordon and Schro¨dinger equations, Ann. Inst. H. Poincare´ Phys. The´or. 43 (1985),
399–442.
[8] Glassey R.T., On the asymptotic behavior of nonlinear wave equations, Trans. Amer.
Math. Soc. 182 (1973) 187–200.
[9] Hayashi N. and Naumkin P.I., The initial value problem for the cubic nonlinear Klein-
Gordon equation, Z. Angew. Math. Phys. 59 (2008), 1002–1028.
[10] Hayashi N. and Naumkin P.I., Final state problem for the cubic nonlinear Klein-
Gordon equation, J. Math. Phys. 50 (2009), 103511, 14 pp.
[11] Hayashi N. and Naumkin P.I., Scattering operator for nonlinear Klein-Gordon equa-
tions, Commun. Contemp. Math. 11 (2009), 771–781.
[12] Hayashi N. and Naumkin P.I., Wave operators to a quadratic nonlinear Klein-Gordon
equation in two space dimensions, Nonlinear Anal. 71 (2009), 3826–3833.
[13] Ho¨rmander L., Lectures on Nonlinear Hyperbolic Differential Equations, in:
Mathe´matiques et Applications, 26, Springer, Berlin, (1997).
[14] Katayama S., A note on global existence of solutions to nonlinear Klein-Gordon equa-
tions in one space dimension, J. Math. Kyoto Univ. 39 (1999) 203–213.
[15] Katayama S., Ozawa T. and Sunagawa H. A note on the null condition for quadratic
nonlinear Klein-Gordon systems in two space dimensions. Comm. Pure Appl. Math.
65 (2012), 1285–1302.
[16] Kawahara Y. and Sunagawa H., Global small amplitude solutions for two-dimensional
nonlinear Klein-Gordon systems in the presence of mass resonance. J. Differential
Equations 251 (2011), 2549–2567.
[17] Klainerman S., Global existence of small amplitude solutions to nonlinear Klein-
Gordon equations in four space-time dimensions. Comm. Pure Appl. Math. 38 (1985),
631–641.
[18] Lindblad H. and Soffer A., A remark on long range scattering for the nonlinear Klein-
Gordon equation, J. Hyperbolic Differ. Equ. 1 (2005) 77–89.
[19] Lindblad H. and Soffer A., A remark on asymptotic completeness for the critical
nonlinear Klein-Gordon equation, Lett. Math. Phys. 73(2005) 249–258.
[20] Marshall B., Strauss W. and Wainger S., Lp-Lq estimates for the Klein-Gordon equa-
tion, J. Math. Pures Appl. 59 (1980) 417–440.
[21] Masaki S. and Miyazaki H., Long range scattering for nonlinear Schro¨dinger equations
with critical homogeneous nonlinearity, preprint available at arXiv:1612.04524.
[22] Masaki S. and Segata J., Existence of a minimal non-scattering solution to the mass-
subcritical generalized Korteweg-de Vries equation, To appear in Annales de l′Institut
Henri Poincare (C) Non Linear Analysis. preprint available at arXiv:1602.05331.
[23] Matsumura A., On the asymptotic behavior of solutions of semi-linear wave equations,
Publ. Res. Inst. Math. Sci. 12 (1976/77) 169–189.
16 S.MASAKI AND J.SEGATA
[24] Moriyama K., Tonegawa S. and Tsutsumi Y., Wave operators for the nonlinear
Schro¨dinger equation with a nonlinearity of low degree in one or two space dimensions.
Commun. Contemp. Math. 5 (2003), 983–996.
[25] Moriyama K., Normal forms and global existence of solutions to a class of cubic non-
linear Klein-Gordon equations in one space dimension, Differential Integral Equations
10 (1997), 499–520.
[26] Nakanishi K., Energy scattering for nonlinear Klein-Gordon and Schro¨dinger equa-
tions in spatial dimensions 1 and 2. J. Funct. Anal. 169 (1999), 201–225.
[27] Ozawa T., Tsutaya K. and Tsutsumi Y., Global existence and asymptotic behavior
of solutions for the Klein-Gordon equations with quadratic nonlinearity in two space
dimensions, Math. Z. 222 (1996) 341–362.
[28] Pecher H., Nonlinear small data scattering for the wave and Klein-Gordon equation,
Math. Z. 185 (1984), 261–270.
[29] Pecher H., Low energy scattering for nonlinear Klein-Gordon equations, J. Funct.
Anal. 63 (1985), 101–122.
[30] Shatah J., Normal forms and quadratic nonlinear Klein-Gordon equations. Comm.
Pure Appl. Math. 38 (1985), 685–696.
[31] Shimomura A. and Tonegawa S., Long-range scattering for nonlinear Schro¨dinger
equations in one and two space dimensions, Differential Integral Equations 17 (2004),
127–150.
[32] Strauss W.A., Nonlinear scattering theory at low energy. J. Funct. Anal. 41 (1981),
110–133.
[33] Sunagawa H., Large time behavior of solutions to the Klein-Gordon equation with
nonlinear dissipative terms, J. Math. Soc. Japan 58 (2006), 379–400.
[34] Sunagawa H., Remarks on the asymptotic behavior of the cubic nonlinear Klein-
Gordon equations in one space dimension. Differential Integral Equations 18 (2005),
481–494.
[35] Yajima K., Existence of solutions for Schro¨dinger evolution equations, Comm. Math.
Phys. 110 (1987) 415–426.
Department systems innovation, Graduate school of Engineering Science,
Osaka University, Toyonaka Osaka, 560-8531, Japan
E-mail address: masaki@sigmath.es.osaka-u.ac.jp
Mathematical Institute, Tohoku University, 6-3, Aoba, Aramaki, Aoba-ku,
Sendai 980-8578, Japan
E-mail address: segata@m.tohoku.ac.jp
