Abstract. We provide a compactness principle which is applicable to different formulations of Plateau's problem in codimension one and which is exclusively based on the theory of Radon measures and elementary comparison arguments. Exploiting some additional techniques in geometric measure theory, we can use this principle to give a different proof of a theorem by Harrison and Pugh and to answer a question raised by Guy David.
Introduction
Since the pioneering work of Reifenberg there has been an ongoing interest into formulations of Plateau's problem involving the minimization of the Hausdorff measure on closed sets coupled with some notion of "spanning a given boundary". More precisely consider any closed set H ⊂ R n+1 and assume to have a class P(H) of relatively closed subsets K of R n+1 \H, which encodes a particular notion of "K bounds H". Correspondingly there is a formulation of Plateau's problem, namely the minimum for such problem is m 0 := inf{H n (K) : K ∈ P(H)} , (1.1) and a minimizing sequence {K j } ⊂ P(H) is characterized by the property H n (K j ) → m 0 . Two good motivations for considering this kind of approach rather than the one based on integer rectifiable currents are that, first, not every interesting boundary can be realized as an integer rectifiable cycle and, second, area minimizing 2-d currents in R 3 are always smooth away from their boundaries, in contrast to what one observes with real world soap films. There are substantial difficulties related to the minimization of Hausdorff measures on classes of closed (or even compact) sets. Depending on the convergence adopted, these are either related to lack of lower semicontinuity or to compactness issues. In both cases, obtaining existence results in this framework is a quite delicate task, as exemplified in various works by Reifenberg [Rei60, Rei64a, Rei64b] , De Pauw [DP09] , Feuvrier [Feu09] , Harrison and Pugh [Har11, Har14, HP13] , Fang [Fan13] and David [Dav14] .
Our goal here is to show that in some interesting cases these difficulties can be avoided by exploiting Preiss' rectifiability theorem for Radon measures [Pre87, DL08] in combination with the sharp isoperimetric inequality on the sphere and with standard variational arguments, noticeably elementary comparisons with spheres and cones. A precise formulation of our main result is the following:
Definition 1 (Cone and cup competitors). Let H ⊂ R n+1 be closed. Given K ⊂ R n+1 \ H and B x,r = {y ∈ R n : |x − y| < r} ⊂ R n+1 \ H, the cone competitor for K in B x,r is the set K \ B x,r ∪ λx + (1 − λ)z : z ∈ K ∩ ∂B x,r , λ ∈ [0, 1] ;
(1.2) a cup competitor for K in B x,r is any set of the form
where A is a connected component of ∂B x,r \ K. Given a family P(H) of relatively closed subsets K ⊂ R n+1 \ H, we say that an element K ∈ P(H) has the good comparison property in B x,r if inf H n (J) : J ∈ P(H) , J \ cl (B x,r ) = K \ cl (B x,r ) ≤ H n (L) (1.4) whenever L is the cone competitor or any cup competitor for K in B x,r . The family P(H) is a good class if, for any K ∈ P(H) and for every x ∈ K, the set K has the good comparison property in B x,r for a.e. r ∈ (0, dist(x, H)).
Theorem 2. Let H ⊂ R n+1 be closed and P(H) be a good class. Assume the infimum in Plateau's problem (1.1) is finite and let {K j } ⊂ P(H) be a minimizing sequence of countably H n -rectifiable sets. Then, up to subsequences, the measures µ j := H n K j converge weakly ⋆ in R n+1 \ H to a measure µ = θH n K, where K = spt µ \ H is a countably H n -rectifiable set and θ ≥ 1. In particular, lim inf j H n (K j ) ≥ H n (K). Furthermore, for every x ∈ K the quantity r −n µ(B x,r ) is monotone increasing and
where ω n is the Lebesgue measure of the unit ball in R n .
Our point is that although Theorem 2 does not imply in general the existence of a minimizer in P(H), this might be achieved with little additional work (but possibly using some heavier machinery from geometric measure theory) in some interesting cases. We will give here two applications. The first one is motivated by a very elegant idea of Harrison, which can be explained as follows. Assume that H is a smooth closed compact n − 1-dimensional submanifold of R n+1 : then we say that a relatively closed set K ⊂ R n+1 \ H bounds H if K intersects every smooth curve γ whose linking number with H is 1. A possible formulation of Plateau's problem is then to minimize the Hausdorff measure in this class of sets. Building upon her previous work on differential chains, see [Har12] , in [Har11] Harrison gives a general existence result for a suitable weak version of this problem. In the subsequent work [HP13] , Harrison and Pugh prove that the corresponding minimizer yields a closed set K which is a minimizer in the original formulation of the problem, and to which the regularity theory for (M, ξ, δ)-minimal sets by Almgren and Taylor [Alm76, Tay76] can be applied. In particular, K is analytic out of a H n -negligible singular set, and, actually, in the physical case n = 3 and away from the boundary set H, this singular set obeys the experimental observations known as Plateau's laws. Boundary regularity seems a major issue to be settled.
We can recover the theorem of Harrison and Pugh in a relatively short way from Theorem 2. In fact our approach allows one to work, with the same effort, in a more general setting.
Definition 3. Let n ≥ 2 and H be a closed set in R n+1 . When H is a closed compact n − 1-dimensional submanifold, following [HP13] we say that a closed set K ⊂ R n+1 \ H spans H if it intersects any smooth embedded closed curve γ in R n+1 \ H such that the linking number of H and γ is 1.
More in general, for an arbitrary closed H let us consider the family
We say that C ⊂ C H is closed by homotopy (with respect to H) if C contains all elements γ ′ ∈ C H belonging to the same homotopy class [γ] ∈ π 1 (R n+1 \ H) of any γ ∈ C. Given C ⊂ C H closed by homotopy, we say that a relatively closed subset K of R n+1 \ H is a C-spanning set of H if
We denote by F(H, C) the family of C-spanning sets of H.
Theorem 4. Let n ≥ 2, H be closed in R n+1 and C be closed by homotopy with respect to H. Assume the infimum of the Plateau's problem corresponding to P(H) = F(H, C) is finite. Then:
is a good class in the sense of Definition 1.
(b) There is a minimizing sequence {K j } ⊂ F(H, C) which consists of H n -rectifiable sets. If K is any set associated to {K j } by Theorem 2, then K ∈ F(H, C) and thus K is a minimizer.
Remark 5. As already mentioned the variational problem considered in [Har11, HP13] corresponds to the case where H is a closed compact (n − 1)-dimensional submanifold of R n+1 and C = {γ ∈ C H : the linking number of H and γ is 1}. In fact there is yet a small technical difference: in [Har11, HP13] the authors minimize the Hausdorff spherical measure, which coincides with the Hausdorff measure H n on rectifiable sets, but it is in general larger on unrectifiable sets. After completing this note we learned that Harrison and Pugh have been able to improve their proof in order to minimize as well the Hausdorff measure, [HP14] . Finally, we stress that, while points (a) and (c) can be concluded from Theorem 2 using elementary results about Radon measures and isoperimetry, point (b) relies in a substantial way upon the theory of Caccioppoli sets and minimal partitions.
We next exploit Theorem 2 in a second context proving an existence result for the "sliding minimizers" introduced by David, see [Dav14, Dav13] .
Definition 6. Let H ⊂ R n+1 be closed and K 0 ⊂ R n+1 \ H be relatively closed. We denote by Σ(H) the family of Lipschitz maps ϕ : R n+1 → R n+1 such that there exists a continuous map
We will use the convention that, whenever E ⊂ R n+1 and δ > 0, U δ (E) denotes the δ-neighborhood of E. Theorem 7. A(H, K 0 ) is a good class in the sense of Definition 1. Moreover, assume that (i) K 0 is bounded and countably H n -rectifiable with H n (K 0 ) < ∞; (ii) H n (H) = 0 and for every η > 0 there exist δ > 0 and π ∈ Σ(H) such that
Then, given any minimizing sequence {K j } (in the Plateau's problem corresponding to P(H) = A(H, K 0 )) and any set K as in Theorem 2, we have
In particular K is a sliding minimizer.
The proof of the second equality in (1.8) borrows important ideas from the work of DePauw and Hardt, see [DPH03] and it uses in a substantial way the theory of varifolds, in particular Allard's regularity theorem. A different approach to the existence of a K satisfying the left hand side of (1.8) has been suggested by David in Section 7 of [Dav14] , where he also raised the question whether one could conclude the equality on the right hand side. Our Theorem gives therefore a positive answer to this question (see below for a stronger one raised also by David).
Remark 8. It seems very hard to conclude something about the existence of a minimizer in the original class A(H, K 0 ) from our approach, without a deeper analysis of what sliding deformations can do to the starting set K 0 . The following example illustrates this difficulty. Let H be the union of two far away parallel circles and K 0 be a cylinder joining them, namely define, for R large,
Let {K j } ⊂ A(H, K 0 ) be a minimizing sequence and µ j = H 2 K j . We obviously expect that
, but we can easily build a map ϕ ∈ Σ(H) which "squeezes" K 0 onto the set K 1 = K ∪ {(0, 0, t) : |t| ≤ R}, i.e. the top and bottom disks connected by a vertical segment. K 1 is then a minimizer in A(H, K 0 ). On the other hand K = spt(H 2 K 1 ) and thus a purely measure-theoretic approach does not seem to capture this phenomenon. It is however very tempting to conjecture that, upon adding a suitable H n -negligible set (and possibly some more requirements on the boundary H), any set K as in Theorem 7 is an element of A(H, K 0 ); cf. [Dav14] . We refer the reader to [Whi83] for a result which has a similar flavour.
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Proof of Theorem 2
We start with following classical fact. We include a quick proof just for the reader's convenience using sets of finite perimeter; the latter are however not really necessary, in particular it should be possible to prove Theorem 2 without leaving the framework provided by the theory of Radon measures. In what follows we use the notation σ k = H k ({z ∈ R k+1 : |z| = 1}) and
Lemma 9 (Isoperimetry on the sphere). If J ⊂ ∂B x,r is compact and {A h } ∞ h=0 is the family of the connected components of ∂B x,r \ J, ordered so that
Moreover, for every η > 0 there exists δ > 0 such that
The inequality (2.1) holds also if we replace ∂B x,r with ∂Q for any cube Q ⊂ R n+1 or with any spherical cap ∂B x,r ∩ {y : (y − x) · ν > εr}, where ν ∈ S n and ε ∈]0, 1[. Proof of Lemma 9. We first prove (2.1) with J ⊂ ∂B x,r . The proof can be easily adapted to boundary of cubes and spherical caps. Since ∂A h ⊂ J and (without loss of generality) H n−1 (J) < ∞ we know that [AFP00, Prop. 3.62] each A h has finite perimeter and ∂ * A h ⊂ J (where ∂ * A h denotes the reduced boundary). By the properties of the reduced boundary one easily infers that
By the ordering property of the H n (A h ), we thus find
Adding up over h ≥ 1, the superadditivity of the function t → t n n−1 yields
(2.2) can be proved via a compactness argument: assuming that it fails for a given η > 0, we find a sequence J k of sets, each violating the statement for δ = 1 k . Letting A k 0 and A k 1 be the corresponding connected components, we can use the compactness of Cacciopoli sets to conclude that they are converging to two sets Proof of Theorem 2. Up to extracting subsequences we can assume the existence of a Radon measure µ on R n+1 \ H such that
as Radon measures on R n+1 \ H , (2.6) where µ j = H n K j . We set K = spt µ \ H and divide the argument in four steps.
Step one: We show the existence of θ 0 = θ 0 (n) > 0 such that
By [Mat95, Theorem 6.9], (2.7) implies
We now prove (2.7). Let f (r) = µ(B x,r ) and f j (r) = H n (K j ∩ B x,r ), so that
by the coarea formula [Fed69, 3.2.22]. Since f j is increasing on (0, d x ), one has,
for a.e. r ∈ (0, d x ) (here Df j denotes the distributional derivative of f j , f ′ j the pointwise derivative and L 1 the Lebesgue measure). By Fatou's lemma, if we set g(t) = lim inf j f ′ j (t), then
This shows that Df ≥ gL 1 . On the other hand, using the differentiability a.e. of f and letting s ↑ r, we also conclude f ′ ≥ g L 1 -a.e., whereas Df ≥ f ′ L 1 is a simple consequence of the fact that f is an increasing function. Let A j denote a connected component of ∂B x,r \ K j of maximal H n -measure, and let K ′′ j be the corresponding cup competitor of K j in B x,r , see (1.3). Since P(H) is a good class, for a.e. r < d x by (2.1) we find
where ε j → 0 takes into account the almost minimality of K j , namely we assume
Since the distributional derivative Df 1/n is nonnegative, we deduce r ≤ C(n)(f (r) 1/n −f (0) 1/n ), hence µ(B x,r ) ≥ θ 0 ω n r n for a suitable value of θ 0 .
Step two: We fix x ∈ spt µ \ H, and prove that
This property can be deduced by using the cone competitor in B x,r in place of the cup competitor: estimate (2.9) becomes now
Again the positivity of the measure D log(f ) implies the claimed monotonicity formula. By (2.8) and (2.10) the n-dimensional density of the measure µ, namely:
exists, is finite and positive µ-almost everywhere. By the well known theorem of Preiss, cf. [DL08, Theorem 1.1], this property implies that µ = θH nK for some countably H n -rectifiable set K and some positive Borel function θ. Since K is the support of µ, H n (K \ K) = 0. On the other hand H n (K \K) = 0 by (2.8) and thus K must be rectifiiable and µ = θH n K.
Step three: We prove that θ(x) ≥ 1 for every x ∈ K such that the approximate tangent space to K exists (thus, H n -a.e. on K). Fix any such x ∈ K \ H and suppose, up to rotating the coordinates, that T = {x n+1 = 0} is the approximate tangent space to K at x: in particular (cf. [DL08, Corollary 4.4]),
By the density lower bound (2.7), for every ε > 0 there is ρ > 0 such that
Indeed, assume r is sufficiently small so that µ(B x,2r \ (x + {|y n+1 | < ε 2 r})) < θ 0 2 −n ε n r n . Then K ∩ (x + {|y n+1 | < ε 2 r}) ∩ B x,r must be empty, since the existence of a point belonging to that set would imply
Setting c(ε) = ε/ √ 1 − ε 2 , (2.11) can be equivalently stated as
If require in addition that H n (K ∩ ∂B x,ρ ) = 0, then by the coarea formula [Fed69, 3.2.22]
So, if ∂B + x,r,ε := {y ∈ ∂B x,r : y n+1 > x n+1 + εr} and ∂B − x,r,ε := {y ∈ ∂B x,r : y n+1 < x n+1 − εr},
x,r,ε ) = 0 , for a.e. r < ρ . (2.13)
Let us fix r < ρ such that (2.13) holds, f ′ (r) exists, f ′ (r) ≥ g(r), and each K j has the good comparison property in B x,r (all these conditions can be ensured for a.e. r). Using Lemma 9, namely the relative isoperimetric inequality in the spherical cap ∂B + x,r,ε , one finds that if A + j denotes the connected component of ∂B + x,r,ε with largest H n -measure, then
x,r,ε ), and thus, by (2.13), that lim 
against the density lower bound (2.7). If we now fix η, then we can choose ε so that Lemma 9 entails, for j large enough,
In conclusion, f ′ (r) ≥ (σ n−1 − η)r n−1 for a.e. r < ρ. Inasmuch f (r) ≥ (σ n−1 − η)r n /n for every r < ρ, one concludes that θ(x) ≥ (σ n−1 − η)/(nω n ). Letting η → 0 we obtain θ(x) ≥ 1.
To complete the proof of the theorem we recall that, a standard consequence of the monotonicity formula (2.10) is the upper semicontinuity of θ: a simple density argument then shows (1.5) (cf. [Sim83, Corollary 17.8]).
Proof of Theorem 4
Most of the proof of Theorem 4 relies on the following elementary geometric remark.
Lemma 10. If K ∈ F(H, C), B x,r ⊂⊂ R n+1 \ H, and γ ∈ C, then either γ ∩ (K \ B x,r ) = ∅, or there exists a connected component σ of γ ∩ cl (B x,r ) which is homeomorphic to an interval and whose end-points belong to two distinct connected components of cl (B x,r ) \ K (and so to two distinct components of ∂B x,r \ K). The same conclusion holds if we replace B x.r with an open cube Q ⊂ R n+1 \ H.
Proof of Lemma 10.
Step one: We first prove the lemma under the assumption that γ and ∂B x,r intersect transversally. Indeed, if this is the case then we can find finitely many mutually disjoint closed circular arcs
Arguing by contradiction we may assume that for every i there exists a connected component A i of cl (B x,r ) \ K such that γ(a i ), γ(b i ) ∈ A i . (Note that, possibly, A i = A j for some i = j). By connectedness of A i , for each i we can find a smooth embedding τ i : I i → A i such that τ i (a i ) = γ(a i ) and τ i (b i ) = γ(b i ); moreover, one can easily achieve this by enforcing τ i (I i ) ∩ τ j (I j ) = ∅. Finally, we defineγ by settingγ = γ on S 1 \ i I i , andγ = τ i on I i . In this way,
which is uniformly close toγ, we entail γ ∩ K = ∅, and thus find a contradiction to K ∈ F(H, C).
Step two: We prove the lemma for any ball B x,r ⊂ R n+1 \ H. Since γ is a smooth embedding, by Sard's theorem we find that γ and ∂B x,s intersect transversally for a.e. s > 0. In particular, given ε small enough, for any such s ∈ (r − ε, r) we can construct a smooth diffeomorphism f s : R n+1 → R n+1 such that f s = Id on R n+1 \B x,r+2ε and f s (y) = x+(r/s)(y−x) for y ∈ B x,r+ε , in such a way that f s → Id uniformly on R n+1 as s → r − . (3.1)
We claim that one can apply step one to f s • γ. Indeed, the facts that f s • γ ∈ C and f s • γ and ∂B x,r intersect transversally are straightforward; moreover, since dist(γ, K ∩ ∂B x,r ) > 0 and by (3.1) one easily entails that (f s • γ) ∩ K \ B x,r = ∅. Hence, by step one, there exists a proper
Up to subsequences, we can assume that a s →ā, b s →b and the arc [a s , b s ] converges to [ā,b] . It follows that γ(ā) and γ(b) must be belong to distinct connected components of cl (B x,r ) \ K, otherwise by (3.1) f s (γ(a s )) and f s (γ(b s )) would belong to the same connected component for some s close enough to r. By (3.1) we also have γ([ā,b]) ⊂ cl (B x,r ). The argument for cubes Q is a routine modification of the one given above and left to the reader.
Proof of Theorem 4.
Step one: We start showing that F(H, C) is a good class in the sense of Definition 1. To this end, we fix V ∈ F(H, C) and x ∈ V , and prove that a.e. r ∈ (0, dist(x, H)) one has V ′ , V ′′ ∈ F(H, C), where V ′ is the cone competitor of V in B x,r , and V ′′ is a cup competitor of V in B x,r . We thus fix γ ∈ C and, without loss of generality, we assume that γ ∩ (V \ B x,r ) = ∅. By Lemma 10, γ has an arc contained in cl (B x,r ) homeomorphic to [0, 1] and whose end-points belong to distinct connected components of ∂B x,r \ V ; we denote by σ : [0, 1] → cl (B x,r ) a parametrization of this arc. By construction, either σ(0) or σ(1) must belong to γ ∩V ′′ ∩∂B x,r . This proves that V ′′ ∈ F(H, C). We now show that γ ∩V ′ ∩cl (B x,r ) = ∅. If x ∈ σ, then, trivially, V ′ ∩ σ = ∅; if x ∈ σ, then we can project σ radially on ∂B x,r , and
Step two: By step one, given a minimizing sequence {K j } ⊂ F(H, C) which consists of rectifiable sets, we can find a set K with the properties stated in Theorem 2. In order to prove the second statement in (b) we just need to show that K ∈ F(H, C). Suppose by contradiction that some γ ∈ C does not intersect K. Since both γ and K are compact, there exists a positive ε such that the tubular neighborhood U 2ε (γ) does not intersect K and is contained in R n+1 \ H. Hence µ(U 2ε (γ)) = 0, and thus lim
Observe that there is a diffeomorphism Φ : S 1 ×D ε → U ε (γ) such that Φ| S 1 ×{0} = γ, where D ρ := {y ∈ R n : |y| < ρ}. Denote by γ y the parallel curve Φ| S 1 ×{y} . Then γ y ∈ [γ] ∈ π 1 (R n+1 \ H) for every y ∈ D ε . Thus we must have K j ∩ (γ × {y}) = ∅ for every y ∈ D ε and every j ∈ N. If we setπ : S 1 × D ε → D ε to be the projection on the second factor and define π :
, then π is a Lipschitz map. The coarea formula then implies
which contradicts (3.2). This shows that K ∈ F(H, C), as claimed.
Step three: We show that K is a (M, 0, ∞)-minimal set, i.e.
whenever ϕ : R n+1 → R n+1 is a Lipschitz map such that ϕ = Id on R n+1 \B x,r and ϕ(B x,r ) ⊂ B x,r for some x ∈ R n+1 \ H and r < dist(x, H). To this end, it suffices to show that given such a function ϕ, then ϕ(K) ∈ F(H, C). We fix γ ∈ C and directly assume that γ ∩ (K \ B x,ρ ) = ∅ for some ρ ∈ (r, dist(x, H)). By Lemma 10, there exist two distinct connected components A and A ′ of B x,ρ \ K and a connected component of γ ∩ cl (B x,ρ ) having end-points p ∈ cl (A) ∩ ∂B x,ρ and q ∈ cl (A ′ ) ∩ ∂B x,ρ . We complete the proof by showing that p = ϕ(p) and q = ϕ(q) are adherent to distinct connected components of B x,ρ \ ϕ(K). We argue by contradiction, and denote by Ω the connected component of B x,ρ \ ϕ(K) with p, q ∈ cl (Ω). If h denotes the restriction of ϕ to cl (A), then the topological degree of h is defined on R n+1 \ h(∂A), thus in Ω. Since ϕ = Id in a neighborhood of ∂B x,ρ , one has deg(h, p ′ ) = 1 for every p ′ sufficiently close to p; since the degree is locally constant and Ω is connected, deg(h, ·) = 1 on Ω. In particular, for every y ∈ Ω, ϕ −1 (y) ∩ A = ∅. We apply this with y = q ′ for some q ′ ∈ Ω sufficiently close to q. Let w ∈ ϕ −1 (q ′ ): since ϕ = Id on R n+1 \ B x,r , if |q ′ | > r then w = q ′ , and thus q ′ ∈ A. In other words, every q ′ ∈ B x,ρ sufficiently close to q is contained in A. We may thus connect in A any pair of points p ′ , q ′ ∈ B x,ρ which are sufficiently close to p and q respectively, that is to say, p and q can be connected in A. This contradicts A = A ′ , and completes the proof of the fact that K is a (M, 0, ∞)-minimal set. We are thus left to prove (b).
Step four: We want to show that given K ∈ F(H, C) with 
so that, for a suitable x 0 1 ∈ (0, 1) one has H n (K ∩ {x 1 = x 0 1 + 2 −j h}) = 0 for every j ∈ N, h ∈ Z. This argument can be repeated for each coordinate, so to reach a point x 0 ∈ R n+1 such that H n (K ∩ {x m = x 0 m + 2 −j h}) = 0 for every m ∈ {1, . . . , n + 1}, j ∈ N, h ∈ Z. As a consequence, one finds a grid of open diadic cubes Q such that H n (K ∩ ∂Q) = 0 for every Q ∈ Q. We let W be the Whitney's covering of R n+1 \ H obtained from Q as in [Ste70, Theorem 3, page 16], so that if Q ′ is the concentric cube with twice the size of Q ∈ W, then Q ′ ∩ H = ∅.
Step five: First, for every Q ∈ W we define a suitable replacement K Q in the cube Q such that K Q ∩cl (Q) is H n -rectifiable with H n (K Q ∩cl (Q)) ≤ H n (K ∩cl (Q)) and K Q \cl (Q) = K \cl (Q). Let us denote by {F i } i the family of connected components of Q ′ \K and consider the partitioning problem (into Caccioppoli sets, cf. for instance [AFP00, Section 4.4])
Since F i is open with ∂F i ⊂ K and H n (K) < ∞, the infimum in (3.3) is finite and there exists a minimizing partition {E i } i (one can apply, for instance, [AFP00, Theorem 4.19 & Remark 4.20]). Let the closed set K Q be given by
Inasmuch H n (Q ∩ (K Q \ i ∂ * E i )) = 0 and H n (K ∩ ∂Q) = 0, we just need to prove
In turn, by [Mag12, Corollary 6.5], it is enough to find c 0 > 0 such that
We now prove (3.4). Let i 0 be such that x ∈ F i 0 and, for r < r x , let G i = E i \ B x,r if i = i 0 , and
3), we find that rays emanating from x 0 , while it "stretches" B x 0 ,ρ ∩ cl (B) onto cl (B). In doing so, we achieve that
) is contained in ∂B and it is disjoint from B x 0 ,ρ . We next claim the existence of a Lipschitz map φ 2 : ∂B → ∂B with the property that φ 2 = Id on U ε (K ∩ ∂B) for some positive ε and that
The existence of the map φ 2 will be shown in a moment.
In correspondence of ε we can find η > 0 such that B 1+η ⊂⊂ R n+1 \ H and K ∩ ∂B 1+t 1 + t ⊂ U ε (K ∩ ∂B) , ∀t ∈ (0, η) .
Finally, we define φ 3 : R n+1 → R n+1 by setting φ 3 (x) =    φ 2 φ 1 (x)) , for |x| < 1 , |x|−1 η x + 1+η−|x| η φ 2 φ 1 (x) , for 1 ≤ |x| < 1 + η x , for |x| ≥ 1 + η .
Notice that φ 3 is a Lipschitz map, with φ 3 = Id on (R n+1 \ B 1+η ) ∪ (1 + t) x : t ∈ (0, η) x ∈ U ε (K ∩ ∂B) .
In particular, J \ cl (B) = φ 3 (K \ cl (B)) = K \ cl (B) and J ∩ cl (B) = φ 3 (K ∩ cl (B)) = φ 2 (K 1 ) and, by (4.2), (4.1) holds, We are thus left to construct the map φ 2 . Up to conjugation with a stereographic projection with pole x 0 , the existence of φ 2 is reduced to the following problem. Given (i) a connected open set Ω ⊂ R n whose complement is bounded and with H n (∂Ω) = 0, (ii) a ball B R ⊂ R n such that ∂Ω ⊂⊂ B R (iii) and a σ > 0, find ε > 0 and a Lipschitz map φ : R n → R n such that (a) φ = Id on U ε (∂Ω) ∪ (R n \ Ω) ∪ R n \ B 2R (b) and H n (φ(B R ∩ Ω)) < σ. This can be achieved as follows. Let W be the Whitney decomposition of B 2R ∩ Ω, constructed from the standard family of diadic cubes in R n . Given ε > 0 we can find a "face connected" finite subfamily W 0 of W such that (B R ∩ Ω) \ U ε (∂Ω) ⊂ Q∈W 0 Q , and for which there exists Q 0 ∈ W 0 with Q 0 \ B R = ∅. We now construct a Lipschitz map f : R n+1 → R n+1 such that f = Id on R n+1 \ Q∈W 0 Q with
∂Q .
To this end we choose a ball U 0 ⊂⊂ Q 0 \ B R , and then define a Lipschitz map f 0 : R n → R n with f 0 = Id on R n \ Q 0 , f 0 (U 0 ) = Q 0 and f 0 (Q 0 \ U 0 ) = ∂Q 0 by projecting Q 0 \ U 0 radially from the center of U 0 onto ∂Q 0 , and then by stretching U 0 onto Q 0 . Let now Q 1 ∈ W 0 share a hyperface with Q 0 , so that the side-length of Q 1 is at most twice that of Q 0 . In case the side of Q 1 is twice that of Q 0 , we subdivide Q 1 into 2 n -subcubes and denote byQ 1 the one sharing an hyperface with Q 0 ; otherwise we setQ 1 = Q 1 . Let x 1 ∈ Q 0 be the reflection of the center ofQ 1 with respect to the common hyperface between Q 0 andQ 1 . Then we can find a ball U 1 ⊂⊂ Q 0 and define a Lipschitz mapf 1 : R n → R n such thatf 1 = Id on R n \ (Q 0 ∪Q 1 ), f 1 ((Q 1 ∪ Q 0 ) \ U 1 ) ⊂ ∂(Q 0 ∪Q 1 ) andf 1 (U 1 ) =Q 1 ∪ Q 0 . In the case whenQ 1 = Q 1 we perform a further radial projection onto ∂Q 1 from a small ball centered on the center ofQ 1 . In this way we have constructed a Lipschitz map f 1 : R n → R n such that f 1 = Id on R n \ (Q 0 ∪ Q 1 ),may now exploit this fact to improve on step five and show that H n (K) ≤ H n (φ(K)) for every
