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Abstract
Mixture models with (multivariate) Gaussian components are a popular tool in model-based clustering. Such
models are often fitted by a procedure that maximizes the likelihood, such as the EM algorithm. At convergence,
the maximum likelihood parameter estimates are typically reported, but in most cases little emphasis is placed
on the variability associated with these estimates. In part this may be due to the fact that standard errors are
not directly calculated in the model-fitting algorithm, either because they are not required to fit the model, or
because they are difficult to compute. The examination of standard errors in model-based clustering is therefore
typically neglected.
Sampling based methods, such as the jackknife (JK) and bootstrap (BS), are intuitive, generaliseable ap-
proaches to assessing parameter uncertainty in model-based clustering using a Gaussian mixture model. This
paper provides a review and empirical comparison of the jackknife and bootstrap methods for producing stan-
dard errors and confidence intervals for mixture parameters. The performance of such sampling methods in the
presence of small and/or overlapping clusters requires consideration however; here the weighted likelihood boot-
strap (WLBS) approach is demonstrated to be effective in addressing this concern in a model-based clustering
framework. The JK, BS and WLBS methods are illustrated and contrasted through simulation studies and
through the traditional Old Faithful data set and also the Thyroid data set. The MclustBootstrap function,
available in the most recent release of the popular R package mclust, facilitates the implementation of the JK,
BS and WLBS approaches to estimating parameter uncertainty in the context of model-based clustering.
The JK and WLBS approaches to variance estimation are shown to be robust and provide good coverage
across a range of real and simulated data sets when performing model-based clustering; but care is advised
when using the BS in such settings. In the case of poor model fit (for example for data with small and/or
overlapping clusters), JK and BS are found to suffer from not being able to fit the specified model in many
of the subsamples formed. However the WLBS will generally provide a solution, driven by the fact that all
observations are represented with some weight in each of the subsamples formed under this approach.
Keywords: Bootstrap, Jackknife, mclust, MclustBootstrap, Standard Errors, Weighted likelihood boot-
strap
1 Introduction
The bootstrap (BS) and jackknife (JK) methods of re-sampling originated as a non-parametric means of esti-
mating the variability of parameter estimates, or of estimating the parameters themselves (Quenouille, 1956;
Tukey, 1958). These methods have since been documented and studied in great detail, in a wide range of model-
ing scenarios, such as regression (Wu, 1986), generalized linear models (Moulton & Zeger, 1991) and time series
analysis (Bühlmann et al., 1997). The literature includes applications of the jackknife or bootstrap in isolation
(see for example Efron & Stein (1981) and Efron & Tibshirani (1993) respectively) as well as applications of
both methods together, exploring the synergy between them (Efron, 1981). This synergy encompasses the fact
that the methods are asymptotically equivalent, as well as the fact that both methods derive from the same
basic idea. Therefore, while the algorithms for the two methods have traditionally been presented separately,
it is important to note their shared objective: constructing new samples from the original data that allow us
to gauge the variability of parameter estimates for the estimated model.
The methods can be helpful either in cases where the robustness of the parametric assumptions is in question,
or when the second moments of the sampling distribution of the parameter estimates are difficult to compute.
The former problem often arises when analyzing “small” data sets. The latter issue is often present in more
difficult model settings, such as model-based clustering, where the log-likelihood can become intractable for
complex distributions. Indeed this may help to explain the lack of attention paid to the variability of point
estimates under this approach to statistical modeling, compared to other standard methods such as regression
or ANOVA.
The JK and BS methods provide fast and accurate ways to circumvent such problems and generate variance
estimates for maximum likelihood parameter estimates. This paper provides a review and empirical comparison
of the JK and BS methods for producing standard errors and confidence intervals for mixture parameters in the
context of model-based clustering with multivariate Gaussian components. The performance of such sampling
methods in the presence of small and/or overlapping clusters requires consideration however; here, the weighted
likelihood bootstrap (WLBS) approach is demonstrated to be effective in addressing this concern. The proce-
dures are illustrated when clustering using a mixture of Gaussian distributions in simulation studies and in the
case of the Old Faithful and Thyroid data, well-documented multivariate clustering test cases. In particular, the
methods are considered within the context of the widely used R package mclust (R Development Core Team,
2012; Fraley & Raftery, 2002; Fraley et al., 2012), which facilitates model-based clustering by considering a
range of parsimonious mixtures of Gaussian distributions. The JK, BS and WLBS methods presented here are
easily implemented in the most recent release of the mclust package, through the MclustBootstrap function,
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for which sample code is provided.
The remainder of the paper is structured as follows. Section 2 provides a unified summary of the JK and BS
methods of variance estimation. The differences between the two approaches, which are minimal, are identified
as they arise. The motivation for and the details of the WLBS are also discussed in Section 2.2. Section 3
presents the data sets used – the data sets employed in the simulation study and the Old Faithful and Thyroid
data. In Section 4 the results obtained for the illustrative data sets are presented and the article concludes in
Section 5 with a discussion of variance estimation in model-based clustering.
2 Sampling based approaches to variance estimation in model based
clustering
In a model-based clustering setting each p-dimensional multivariate observation xi belongs to one of G clusters.
The matrix of i = 1, . . . , n observations is denoted by X = (x
1
, x
2
, . . . , xn). The parameter τg is the probability
that the observation comes from cluster g, where
∑G
g=1 τg = 1. The data within group g are modeled by
component density f(xi|θg). For a mixture of Gaussian distributions, θg comprises of the cluster means µg
and the covariance matrices Σg. The observed data likelihood is the function to be maximized, however
calculating maximum likelihood estimates is achieved more easily using the expected complete data likelihood.
A classification vector zi = (zi1, . . . , ziG) is assumed to exist for each observation i = 1, . . . , n where zig = 1 if
observation i belongs to cluster g and zig = 0 otherwise. The complete data likelihood under a finite mixture
of Gaussians can be expressed as:
Lc =
n∏
i=1
G∏
g=1
[
τgf(xi|µg,Σg)
]zig
(1)
The observed data likelihood is maximized via the widely used EM algorithm (Dempster et al., 1977), which
iteratively maximises the expected complete-data log-likelihood. Extensive literature is available on fitting
a Gaussian mixture model with a variety of eigendecomposed covariance structures via the EM algorithm
(Fraley & Raftery, 1998, 2002), as is considered within the popular R package mclust. It must be noted that
mclust provides only a local optimum of the likelihood, not a global optimum, with accompanying parameter
estimates. Hence the resampling methods and parameter standard error estimation techniques detailed must
be considered in this context.
While the EM algorithm can provide an efficient means of parameter estimation in the mixture modeling
context, the default output of the EM algorithm does not provide estimates of the uncertainty associated with
the parameter estimates. Several approaches have been considered to facilitate the provision of standard errors
within the context of the EM algorithm; McLachlan & Krishnan (1997) and McLachlan & Peel (2000) provide
thorough reviews. Most existing methods for assessing the covariance matrix of MLEs obtained via the EM
algorithm are based on estimating the observed information matrix (Meilijson, 1989; McLachlan & Krishnan,
1997; Meng & Rubin, 1989, 1991). However, while estimating the covariance matrix of the MLEs via the in-
formation matrix is valid asymptotically (Boldea & Magnus, 2009), in the case of mixture models large sample
sizes are required for the asymptotics to give a reasonable approximation. Efron (1994) highlights that standard
errors are likely to be underestimated under such approaches. Also, none of the existing information matrix
based approaches are generalisable in that model specific alterations to the EM algorithm are required. The
mixture of Gaussians approach to model-based clustering typically features non-differentiable orthogonal ma-
trices for some covariance structures, which prohibits implementation of an information matrix-based approach.
Furthermore, in certain (typically high dimensional) settings, use of the information matrix is infeasible due to
singularity issues.
Sampling based approaches promise an alternative, fast and generalisable approach to providing standard
errors. Such methods are detailed in the literature: Diebolt & Ip (1996) employ a conditional bootstrap ap-
proach to MLE covariance estimation; the EMMIX software by McLachlan et al. (1999) offers parametric and
nonparametric bootstrap facilities for standard error estimation; Turner (2000) discusses non/semiparametric
bootstrapping for obtaining the standard errors in a mixture of linear regressions problem as well as estimation
of the observed information matrix in this setting; Basford et al. (1997) and Peel (1998) compare bootstrap and
information matrix approaches for Gaussian mixtures and Nyamundanda et al. (2010) employ the jackknife for
standard error estimation in the context of mixtures of constrained factor models. In a related area, McLachlan
(1987) avails of the bootstrap to aid model selection when clustering. Here, the JK and BS sampling methods,
within the context of the well utilised R package mclust, are reviewed and empirically compared. Their po-
tentially poor performance in the presence of small clusters is effectively addressed through the introduction of
a weighted likelihood bootstrap (WLBS) approach.
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2.1 The jackknife and bootstrap methods
The jackknife and bootstrap methods are well known approaches to obtaining estimates of the variance as-
sociated with parameter estimates. Both are sampling based methods and are straightforward to implement,
regardless of the model under consideration. Here, they are considered within the context of model-based
clustering. By default, mclust clusters observations by fitting a range of mixture of Gaussian models (in terms
of number of mixture components and the type of covariance structure), and chooses the optimal model using
the Bayesian Information Criterion (Schwarz, 1978). However, the user may specify any covariance structure
and number of groups G that they wish to fit. In this setting, the algorithm for the bootstrap and jackknife
variance estimation techniques proceeds as follows:
(i) Identify the optimal model structure for the full data set X, denoted by M˜ , using mclust. This model
provides the number of groups, G, and the maximum likelihood posterior group membership probability
matrix ZˆM˜ . The value zˆig is the posterior probability that observation i belongs to group g. This model
structure in terms of G and the optimal form of the eigendecomposed covariance matrix remains fixed
throughout all subsequent simulations.
(ii) Form B samples comprising of observations from the original data X.
• Under the JK approach, each of the BJK = n samples contains (n−1) observations. Jackknife sample
Xj denotes the sample of the original observations X with observation j omitted, j = 1, 2, . . . , n.
• Under the BS, each of the BBS samples contains n observations, where the observations are sampled
with replacement from X. In this study BBS = 999 was used (the mclust default) to ensure robust
variance estimation for each of the illustrative data sets. It is computationally feasible to run a
greater number of bootstrap samples if required. See Andrews & Buchinsky (2000) for a formal
guide to choosing the number of bootstrap samples across a range of applications.
(iii) For each sample b = 1, 2, . . . , B, construct the associated initialization matrix of group membership
probabilities Zˆb. This is populated with the values from the ZˆM˜ matrix formed using the full data that
correspond to each observation sampled. This circumvents the problem of label switching that would
otherwise have to be explicitly undone at the end of the algorithm. 1
(iv) For each sample, calculate the MLEs of τ g and θg under model M˜ . Initialization using the ZˆM˜ matrix,
as detailed in step (iii), greatly improves convergence times for each sample and the speed of the method
as a whole. 2
(v) Estimate the (co)variance of any model parameter ψ:
• The jackknife estimate of a parameter’s variance, σ2JK(ψ), is equal to the sample variance of the
BJK values of ψ multiplied by the constant term
(n− 1)
n
, where ψJK denotes the jackknife sample
mean3:
σ2JK(ψ) =
(n− 1)
n
BJK∑
m=1
(ψm − ψJK)
2. (2)
• The bootstrap estimate of a parameter’s variance, σ2BS(ψ), is equal to the sample variance of the
BBS values of ψ calculated across the bootstrap samples, where ψBS denotes the bootstrap sample
mean:
σ2BS(ψ) =
1
(BBS − 1)
BBS∑
m=1
(ψm − ψBS)
2. (3)
1It can be verified that this step successfully negates the possibility of label switching by checking the ordering of the sizes of
the τ and µ component probability and mean parameter estimates that emerge from each JK, BS and WLBS sample fitted versus
those of the optimal model. Across all data sets tested, this post processing step has never failed to verify that label switching had
been avoided through use of the Zˆ
M˜
matrix for initialization purposes and that the original component orderings remain unaltered.
2Empirical study showed that using random starts to initialize fit on resampled data sets makes minimal difference versus using
the matrix Zˆ
M˜
from the original fit, with convergent log likelihood values and parameter estimates in agreement under either
approach. Use of the matrix Zˆ
M˜
from the original model fit is merely preferred for purposes of computational efficiency and to
circumvent the threat of label switching.
3A move from the delete-1 jackknife to the general delete-d jackknife means that each sample formed contains fewer observations
than in the delete-1 case: (n− d) versus (n− 1). However, there is a larger number of samples available in the delete-d case:
(
n
d
)
as opposed to n. The net effect is that the delete-d approach can produce superior estimates of variance for non-smooth statistics
such as the median or quantiles. However, for estimating variance of smooth statistics such as the mean, covariance elements
and proportions required in a model-based clustering context, the delete-1 variant is reliable and is markedly faster and more
straightforward to implement (Shi, 1988).
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The bootstrap and jackknife estimates of covariance between parameter estimates can be calculated using
analogous formulae.
Using mclust to fit the pre-specified model M˜ to each JK or BS sample, and using the full data model ZˆM˜
matrix for initialization (as described in step (iv)), means the algorithm provides a quick and accurate way of
estimating parameter (co)variances. It must be noted that the inference proposal and estimation of parameter
standard errors is conditional on the method of model selection. If the user chooses the correct model in
advance, there is no validity problem. However the converse situation where the model selection process uses
the data, which arises commonly in statistical modeling, is not without peril - inference ignoring prior model
selection is technically invalid (Leeb & Pötscher, 2005). Nonetheless, it represents the standard approach across
the existing methods of variance estimation detailed in Section 2 and across the wider spectrum of statistical
inference.
Bootstrapping can be asymptotically consistent but does not provide general finite-sample guarantees. It is a
viable option for obtaining confidence limits in cases where a normal approximation of a parameter’s distribution
is not appropriate (Davison & Hinkley, 1997). On the other hand, by definition, the bootstrap density carries
reduced inferential information about the underlying parameter since not all observations are represented in a
typical sample and estimates of variability based upon the samples are less reliable (Pawitan, 2000). This is
related to the fact that for nonparametric resampling the distribution of a parameter estimate is discrete, even
though it may be approximating a continuous distribution, leading to “fuzziness” versus a parametric approach.
However the support of the distribution tends to be fairly dense for samples of any reasonable size and hence
the discrete approximation can often be viewed as relatively benign (Davison & Hinkley, 1997). A further
impediment to asymptotic consistency of bootstrapping in this application is the fact that model selection is
not performed on each bootstrap sample, but rather the full data optimal model is fitted across all samples
(Andrews & Guggenberger, 2009). However empirical testing suggests that this has limited impact because in
most cases the full data model remains the optimal one in the samples formed. This is particularly true under
the JK and BS approaches. The fact that it has some impact in terms of not always being able to fit the model
under the BS approach constitutes a further criticism of this method of variance estimation versus the JK and
WLBS methods.
2.2 The weighted likelihood bootstrap
For cases where one or more of the clusters in the data set contains relatively few observations, it is likely that
such clusters will be under-represented in some of the BS (and potentially JK) samples formed. In extreme cases
such clusters may be completely unrepresented in some of the samples formed. Consequently the estimation
of parameter standard errors corresponding to these clusters via such sampling based methods will either be
highly unstable or not possible.
The weighted likelihood bootstrap (WLBS) approach is proposed here as an effective remedy in such cir-
cumstances. The weighted likelihood bootstrap (Newton & Raftery, 1994) originated as a way to simulate
approximately from a posterior distribution. In the context of a sampling based approach to variance esti-
mation, the WLBS differs from the JK and BS in that every observation in the data set X is ‘present’ in
each WLBS sample formed. The degree to which each observation is present is measured by its associated
‘weight’. Each weight wi (i = 1, . . . , n) is simulated. As in Newton & Raftery (1994), the uniform Dirichlet
distribution is employed for the purposes of simulating the weights here. The implication of using the uniform
Dirichlet in this capacity is that the weights are effectively being simulated from an exponential distribution,
with scaling provided by the mean of the exponential draws. Other weighting distributions for observations,
for example those based on the number of observations present in the cluster to which an observation belongs,
could alternatively be used, but were found to yield inferior performance.
The shift to the weighted likelihood bootstrap approach requires that when fitting the model M˜ from the
full data to the WLBS sampled data, a weighted form of the complete data likelihood (1) is now maximized:
Lwc =
n∏
i=1
G∏
g=1
[
τgf(xi|µg,Σg)
]zigwi
(4)
As with the original bootstrap method, outlined in Section 2.1, 999 weighted likelihood bootstrap samples
are formed for each of the illustrative data sets by sampling 999 weight vectors w = (w1, . . . , wn); this ensures
robust variance estimation. Each sample formed again contains n observations, but sampling with replacement
is no longer employed – all n original observations are present in each of the 999 samples formed, but each
observation has associated weight wi. Hence, the WLBS resolves the under-representation of small clusters
that arises in the BS (and potentially JK) cases, as each WLBS sample includes all observations.
Variance estimates of model parameters are calculated under the WLBS approach in the same manner as
in the BS method outlined in the algorithm in Section 2.1 – with the exception that at step (ii) BWLBS = 999
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samples are formed by sampling weight vectors from the uniform Dirichlet distribution. Thus, the WLBS also
provides a quick and accurate way of estimating parameter variances, even in the presence of small/overlapping
clusters. As such, the WLBS approach provides a robust nonparametric alternative to the parametric bootstrap
approach.
3 Illustrative Data Sets
The application and performance of the JK, BS and WLBS approaches to variance estimation detailed in Section
2 are demonstrated through three simulation studies and through the use of two well established clustering data
sets, the Old Faithful data and the Thyroid data.
3.1 Simulated data sets
Three simulation settings are used to illustrate the proposed sampling based approaches to variance estimation,
and to assess and compare their performance and computational efficiency.
3.1.1 Simulation Setting One and Simulation Setting Two.
Two illustrative simulation settings are considered here to clearly expose the proposed sampling based ap-
proaches to variance estimation, and to assess and compare their performance. Both simulation settings consider
a mixture of Gaussians model, one in which G = 2 and one in which G = 3. In both settings, for illustrative
purposes, the number of variables p = 2, and in order to thoroughly test performance a small sample size of
n = 150 was used. Within each simulation setting, four different models are considered, as illustrated in Figures
1, 2, 3 and 4. In brief, the four models examined in each setting consider differently sized clusters with different
degrees of cluster separation. The covariance structure used varies between clusters in all instances (i.e. the
‘VVV’ mclust model is used).
3.1.2 Simulation Setting Three
For illustrative and reporting clarity the simulation settings described in Section 3.1.1 are low dimensional in
nature. A further simulation study is also conducted which involves higher dimensional scenarios. The purpose
of this additional simulation study is to further explore the performance and computational features of the
jackknife (JK), bootstrap (BS) and weighted likelihood bootstrap (WLBS) approaches to parameter variance
estimation, in more complex scenarios.
A mixture of Gaussians model in which the number of clusters G = 5 is considered, where the cluster
probabilities are set to be τ = (0.07, 0.07, 0.22, 0.27, 0.37)′. Two settings for the number of observations n
are considered (n = 500 and n = 700). The number of variables p considered is high within the context of
dimensionality that the popular R package mclust (R Development Core Team, 2012; Fraley & Raftery, 2002;
Fraley et al., 2012) can reasonably handle in terms of computational speed. Here three settings (p = 15, p = 20
and p = 25) are considered. Within each setting the covariance structure used varies between clusters in all
instances (i.e. the ‘VVV’ mclust model is used), and some small clusters are present. There is also overlap
between the clusters; Figures 12, 13 and 14 in Appendix A illustrate this to some degree through pairs plots
from a single simulated data set for which n = 500, p = 25 and G = 5.
3.2 The Old Faithful data
The frequently utilised Old Faithful data set is comprised of bivariate observations for 272 eruptions of the
Old Faithful geyser in Yellowstone National Park (Azzalini & Bowman, 1990). Each observation records the
eruption duration and the waiting duration until the next eruption, both measured in minutes; the data
are illustrated in Figure 5. This is a classic test case for any clustering methodology because the data are
multimodal. However, there are no ‘true’ group labels available – the presence of various numbers of groups
has been suggested, depending on the clustering rule applied.
3.3 The Thyroid data
The Thyroid data set is comprised of data on five laboratory tests administered to a sample of 215 patients.
The tests are: percentage T3 resin uptake test (RT3U); total serum thyroxin as measured by the isotopic
displacement method (T4); total serum triiodothyronine as measured by radioimmuno assay (T3); basal thyroid-
stimulating hormone as measured by radioimmuno assay (TSH); maximal absolute difference of TSH value after
injection of 200 micrograms of thyrotropin-releasing hormone as compared to the basal value (DTSH). The tests
are used to predict whether a patient’s thyroid can be classified as euthyroidism (normal thyroid gland function),
6
−3 −2 −1 0 1
−
2.
0
−
1.
5
−
1.
0
−
0.
5
0.
0
0.
5
1.
0
1.
5
M1: τ = (0.05, 0.95)’  µ1 = (1,1)’  µ2 = (−1,−1)
Variable 1
Va
ria
bl
e 
2
(a)
−2 −1 0 1
−
1.
5
−
1.
0
−
0.
5
0.
0
0.
5
1.
0
M2: τ = (0.05, 0.95)’  µ1 = (0.5,0.5)’  µ2 = (−0.5,−0.5)
Variable 1
Va
ria
bl
e 
2
(b)
−2 −1 0 1 2
−
2
−
1
0
1
2
M3: τ = (0.4, 0.6)’  µ1 = (1,1)’  µ2 = (−1,−1)
Variable 1
Va
ria
bl
e 
2
(c)
−2 −1 0 1
−
1.
5
−
1.
0
−
0.
5
0.
0
0.
5
1.
0
M4: τ = (0.4, 0.6)’  µ1 = (0.5,0.5)’  µ2 = (−0.5,−0.5)
Variable 1
Va
ria
bl
e 
2
(d)
Figure 1: Scatter plot for a single simulated data set (n = 150) from each of the four models ((a) M1, (b)
M2, (c) M3 and (d) M4) considered in the G = 2 simulation setting. M1 and M2 consider the case where a
small cluster is present; M3 and M4 consider more equally sized clusters. M1 and M3 consider non-overlapping
clusters whereas M2 and M4 consider overlapping clusters. True parameter settings are detailed above each
figure, and in Figure 2.
hypothyroidism (underactive thyroid not producing enough thyroid hormone) or hyperthyroidism (overactive
thyroid producing and secreting excessive amounts of the free thyroid hormones T3 and/or thyroxine T4).
Diagnosis of thyroid operation was based on a complete medical record, including anamnesis, scans and other
methods and is included in the data set. The data are illustrated in Figure 6. Observations in black denote the
“normal” diagnosis of eurothyroidism, while those in red and green denote a diagnosis of hypothyroidism and
hyperthyroidism respectively. See Coomans et al. (1983) for further details.
4 Results
The application and performance of the JK, BS and WLBS approaches to variance estimation are illustrated
using the data sets outlined in Section 3. For both the simulation study and the Old Faithful and Thyroid data
sets parameter estimates are presented, as are their associated standard errors computed under the JK, BS and
WLBS methods using a mixture model where each component is multivariate Gaussian.
4.1 Simulation study
The simulation settings described in Section 3.1 serve as a means of assessing the accuracy of the sampling-based
approaches to parameter variance estimation, in different clustering scenarios.
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Figure 3: Scatter plot for a single simulated data set (n = 150) from each of the four models ((a) M5, (b) M6,
(c) M7 and (d) M8) considered in the G = 3 simulation setting. M5 and M6 consider the case where small
clusters are present; M7 and M8 consider more equally sized clusters. M5 and M7 consider non-overlapping
clusters whereas M6 and M8 consider overlapping clusters. True parameter settings are detailed above each
figure, and in Figure 4.
4.1.1 Simulation Setting One: G = 2.
For the first simulation setting, where two clusters are present, Table 1 presents the cluster probability estimates
and associated standard errors, based on a single simulated data set under each of the models M1, M2, M3 and
M4 with n = 150, for the JK, BS and WLBS methods. It is clear that, for models M1, M3 and M4, all methods
produce cluster probability estimates that are very close to the true values and that the standard errors are
relatively small. Results are poor however for the more challenging model M2, in which a small cluster is
present and the clusters overlap. All approaches over-estimate the number of observations belonging to the
smaller cluster in this case, and the standard errors are larger than in model M1, which also has a small cluster
present. Also notable is that, when moving from M3 to M4, while parameter estimates appear unchanged, the
standard errors increase due to the increased cluster overlap and the resulting poor clustering performance (in
terms of misclassification rate). Similar observations arose when examining the cluster mean and covariance
estimates and standard errors for the four models.
Under the BS, a total of BBS = 999 samples were requested in this study. Here, under models M1 and M2,
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Figure 5: Scatter plot of the Old Faithful data.
additional samples were required in order to achieve this total, attributable to the inability to fit the optimal
model M˜ to some of the sampled data sets. Inability to fit a model is caused by non-convergence of the EM
algorithm resulting from reaching a set of parameter estimates where the covariance matrix cannot be inverted.
This is attributable to the random nature of the data selected to form the affected samples. It particularly
affects the BS approach since, by design, many of the original observations may not be included in any given
sample formed. Resampling may produce samples that have no or few observations from the small cluster
present in the M1 and M2 model settings. Likewise, a BS sample may include the same observation multiple
times. Finally, the optimal model may not be a good fit to the underlying data generating mechanism and
thus fitting it to a sampled data set may not be possible. Any one of these issues, or a combination of them,
can lead to the computational instability described. Empirical study shows that this issue cannot be overcome
using a different initialization method, such as random initializations, for the EM algorithm, since the issue is
inherent to the data selected. Such non-fitting issues can potentially occur in the JK and WLBS approaches
(but empirically do so much less frequently in the JK case, and never in the WLBS case).
Hence it is appropriate to also consider and report the effective number of samples (EB) drawn. In the BS
(and WLBS) cases, EB is defined to be the number of sampled data sets constructed in order to compute the
variance estimates using the requested BBS (and BWLBS) number of samples. To avoid entering an infinite
loop of drawing non-estimable bootstrap samples an upper limit of BBS × 10 = 9990 is set; once this number
of non-estimable samples has been drawn the BS algorithm is terminated and reported variance estimates are
based on the successfully estimated models only. In the JK case, drawing more than n samples is clearly not
feasible and so non-estimable samples are discarded. Thus in the JK approach EB denotes the actual number
of sampled data sets involved in the final computation of the reported variance estimates. Table 1 shows that
the BS requires an EB slightly above the default 999 data sets for models M1 and M2. No computational issues
requiring additional samples to be drawn are encountered for any of the other models and variance estimation
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Figure 6: Pairs plots of the Thyroid data across the five laboratory tests administered. Observations in
black denote the “normal” diagnosis of eurothyroidism, while those in red and green denote a diagnosis of
hypothyroidism and hyperthyroidism respectively.
methods considered.
Table 1: Cluster probability estimates (with associated standard errors) for a data set simulated under each of
the four models detailed in Figure 1 where there are G = 2 multivariate Gaussian components, under each of
the variance estimation approaches. † For model M1, EBBS = 1001.
‡ For model M2, EBBS = 1005.
τ
TRUE
τ
JK
τ
BS
τ
WLBS
M1 {0.05, 0.95} {0.07 (0.02), 0.93 (0.02)} {0.07 (0.02), 0.93 (0.02)}† {0.08 (0.03), 0.92 (0.03)}
M2 {0.05, 0.95} {0.13 (0.04), 0.87 (0.04)} {0.13 (0.05), 0.87 (0.05)}‡ {0.14 (0.05), 0.86 (0.05)}
M3 {0.4, 0.6} {0.38 (0.04), 0.62 (0.04)} {0.38 (0.04), 0.62 (0.04)} {0.38 (0.04), 0.62 (0.04)}
M4 {0.4, 0.6} {0.38 (0.06), 0.62 (0.06)} {0.38 (0.08), 0.62 (0.08)} {0.38 (0.09), 0.62 (0.09)}
To further assess the performance of the methods, 1000 data sets were generated under each of the models
M1, M2, M3 and M4. For each data set an approximate 95% confidence interval (mean ±2 standard errors
for the BS and WLBS approaches and using pseudo-values for the JK approach) was formed for each model
parameter. The number of data sets for which the confidence interval contained the true parameter value was
recorded; these coverage results are presented in Table 2 for the first group membership probability parameter
τ1.
Coverage results are good across all the sampling based approaches under models M1, M3 and M4. This is
not the case for M2 where coverage is poor for all three resampling methods, due to the presence of a small,
overlapping cluster. Similar trends were observed when examining the coverage results for the other model
parameters.
The BS again has difficulties with models M1 and M2 because resampling produces samples to which it was
not possible to fit the optimal model M˜ . However, good coverage results are obtained after drawing additional
samples until the required BBS = 999 fits are achieved. To a lesser extent the JK also has difficulties with
models M1 and M2 where it is again not possible at times to fit the required model to the sampled data set;
drawing additional samples is clearly not possible in the JK setting. While the WLBS appears to perform
consistently well, it should be noted that even if the BS approach needs to draw additional samples due to
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non-fitting issues, in low dimensional settings the BS is typically computationally more efficient than the WLBS
approach because the latter requires the computation of the log-likelihood as a weighted sum of densities for
each data point.
Table 2: Coverage results (i.e. the proportion of data sets for which the true probability of membership of
cluster 1 is within the JK, BS and WLBS 95% confidence intervals for the models M1, M2, M3 and M4)
where there are G = 2 multivariate Gaussian components. The first column (‘M˜ Fits’) reports the number of
simulated data sets to which it was possible to fit the optimal model M˜ ; a total of 1000 data sets were simulated
under each model setting. The ‘Non-fit’ columns detail the average number of resamples that did not converge
within each sampling procedure, with standard deviations of these average counts given in parentheses. Note
that in this study BJK = n = 150 and BBS = BWLBS = 999.
M˜ JK BS WLBS
Fits Non-fit Coverage Non-fit Coverage Non-fit Coverage
M1 977 0.04 (0.31) 0.969 131 (370) 0.957 0.00 (0.00) 0.948
M2 1000 0.02 (0.21) 0.748 46 (208) 0.508 0.00 (0.00) 0.601
M3 1000 0.00 (0.00) 0.953 0.00 (0.00) 0.945 0.00 (0.00) 0.947
M4 1000 0.00 (0.00) 0.935 0.01 (0.13) 0.980 0.00 (0.00) 0.983
The accuracy of the standard errors obtained under the sampling based approaches can be assessed by
a comparison to the true analytically derived standard errors when they are available. Here, the missing
information principle (MIP) (Tanner, 1996) is used to analytically derive the true standard errors in a tractable
and illustrative one dimensional setting; a Newton-based numerical method (NM) is also employed to compute
standard errors as an additional comparison. The challenging simulated data setting of model M2, variable 2
is used – one of the two underlying clusters is small and the clusters overlap in this variable. Table 3 reports
the standard errors computed under the JK, BS, WLBS, MIP and NM approaches. The sampling based
approaches perform well, in that the standard errors they return are very close to those obtained analytically
and numerically. The standard errors returned by all three sampling based approaches are very close to the
truth for the larger cluster 2 (i.e. for parameters µ2 and σ2); in the case of the small cluster 1, the WLBS
approach reports smaller standard errors than the truth, whereas the JK and BS approaches return inflated
standard errors.
Table 3: Comparison of standard errors computed under sampling based approaches (JK, BS, WLBS) using a
mixture of multivariate Gaussians model, computed analytically via the missing information principle (MIP)
and computed numerically via a Newton based method (NM). The data are from model M2, variable 2.
τ1 µ1 µ2 σ
2
1 σ
2
2
JK 0.015 0.116 0.029 0.037 0.012
BS 0.016 0.126 0.030 0.038 0.012
WLBS 0.016 0.090 0.031 0.018 0.013
MIP 0.015 0.096 0.029 0.029 0.014
NM 0.015 0.096 0.029 0.029 0.014
4.1.2 Simulation Setting Two: G = 3.
A second, similar simulation setting was used to analyze performance for a larger number of clusters i.e. G = 3
multivariate Gaussian components. Table 4 presents the cluster probability estimates and associated standard
errors, based on a single simulated data set under each of the models M5, M6, M7 and M8 with n = 150, for
the JK, BS and WLBS methods. The performance of the three approaches in the G = 3 multivariate Gaussian
components case is similar to that summarized at the end of Section 4.1.1. Interestingly however, the standard
errors are larger in the WLBS case for M5 (non-overlapping clusters) than for M6 (overlapping clusters), which
upon examination was due to poor clustering performance for the particular data set simulated under M5.
Again, 1000 data sets were then generated under each of the models M5, M6, M7 and M8. For each data
set an approximate 95% confidence interval was formed for each model parameter. Table 5 reports the number
of data sets for which the confidence interval contained the true τ1 value. Clearly coverage performance is
poorer in the G = 3 setting than in the G = 2 setting (Table 2), possibly attributable to the small number of
observations (n = 150) and the challenging simulation parameter settings.
An alternative parametric bootstrap approach was also implemented for the data sets detailed and results
were very similar to those obtained using the WLBS approach. Specifically, it performs well for M3, M4, M7
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Table 4: Cluster probability estimates (with associated standard errors) for a data set simulated under each of
the four models detailed in Figure 3 where there are G = 3 multivariate Gaussian components, under each of the
three variance estimation approaches. † For model M5, EBS = 1017 samples were drawn in order to successfully
fit the model the requested number of times (BBS = 999). ‡ EJK = 149 for model M6.
∗EBS = 1838 for model
M6. ∗∗EBS = 1002 for model M8.
τ
TRUE
τ
JK
τ
BS
τ
WLBS
M5 {0.05, 0.05, 0.9} {0.15(0.03), 0.15(0.06), 0.70(0.07)} {0.15(0.03), 0.15(0.8), 0.70(0.08)}† {0.15(0.03), 0.15(0.08), 0.70(0.08)}
M6 {0.05, 0.05, 0.9} {0.03(0.01), 0.12(0.03), 0.86(0.03)}‡ {0.03(0.01), 0.12(0.03), 0.85(0.03)}∗ {0.03(0.01), 0.12(0.03), 0.85(0.03)}
M7 {0.3, 0.3, 0.4} {0.29(0.04), 0.32(0.04), 0.39(0.04)} {0.29(0.04), 0.32(0.04), 0.39(0.04)} {0.29(0.04), 0.32(0.04), 0.39(0.04)}
M8 {0.3, 0.3, 0.4} {0.28(0.13), 0.35(0.07), 0.37(0.09)} {0.28(0.08), 0.35(0.07), 0.37(0.06)}∗∗ {0.28(0.09), 0.35(0.07), 0.37(0.06)}
and M8 (similarly sized groups that are only slightly overlapping) where the data are well described by the
optimum estimated model based on the full data set. The parametric BS performs poorly for M1, M2, M5 and
M6 (where the opposite data properties apply).
Table 5: Coverage results i.e. the proportion of data sets for which the true probability of membership of
cluster one is within the JK, BS and WLBS 95% confidence intervals for the models M5, M6, M7 and M8,
where there are G = 3 multivariate Gaussian components. The first column (‘M˜ Fits’) reports the number
of simulated data sets to which it was possible to fit the optimal model M˜ ; a total of 1000 data sets were
simulated under each model setting. The ‘Non-fit’ columns detail the average number of resamples that did
not converge within each sampling procedure, with standard deviations given in parentheses. Note that in this
study BJK = n = 150 and BBS = BWLBS = 999.
M˜ JK BS WLBS
Fits Non-fit Coverage Non-fit Coverage Non-fit Coverage
M5 997 0.16 (2.15) 0.616 94.63 (398.59) 0.117 0.00 (0.00) 0.166
M6 996 0.05 (0.48) 0.651 100.52 (355.51) 0.276 0.00 (0.00) 0.331
M7 1000 0.00 (0.00) 0.978 0.00 (0.00) 0.974 0.00 (0.00) 0.967
M8 1000 0.00 (0.00) 0.953 1.05 (14.73) 0.974 0.00 (0.00) 0.953
4.2 Simulation Setting Three: higher dimensional scenarios.
To assess performance of the the JK, BS and WLBS methods in higher dimensional scenarios, Table 6 reports
the cluster probability estimates and associated standard errors based on a single simulated data set under
each of the settings for n, p and G = 5 as described in Section 3.1.2. Note that for each setting τTRUE =
(0.07, 0.07, 0.22, 0.27, 0.37)′.
Adhering to the default settings in the MclustBootstrap function in mclust, BBS = BWLBS = 999 samples
are drawn for the BS and WLBS approaches respectively. By definition BJK = n. In such higher dimensional
settings the bootstrap in particular often has difficulty in successfully fitting a model to some of the BBS = 999
samples drawn; this also occurs in the JK approach but less frequently, and was never observed to occur under
the WLBS approach as all observations are included (with some weight) in all samples. Thus Table 6 also
details the effective number of samples (EB) drawn for each approach.
To assess the computational performance of the methods in more complex scenarios, 100 data sets were
generated under each of the simulation settings for n, p and G. For each data set the run time for each
method was recorded and summaries are reported in Table 7. Across all high dimensional settings the JK is
the cheapest computationally, however both it and the BS are prone to model fitting issues, meaning the final
variance estimates produced are not always based on the number of samples expected or requested by the user.
This phenomenon occurs more frequently in settings where the n/p ratio is small. The WLBS is the most
consistent; while the WLBS is the slowest of the three sampling based approaches it does not encounter fitting
issues. This is due to the fact that the same data set used to estimate M˜ is used in the WLBS procedure. The
large variance of 80.67 for the n = 500, p = 20 WLBS setting in Table 7 is due to one very large run time.
When this runtime was omitted the mean and standard deviation are 44.05 (2.73); the runtimes for the BS and
WLBS for this isolated simulated data set were also relatively large.
Also included for comparative purposes in Table 7 are summaries of the run times taken to compute the
standard errors from a version of the information matrix following Boldea & Magnus (2009); in all cases these
run times are notably larger than those from the sampling based approaches. In terms of estimates, for example
from an n = 500 and p = 25 simulated data set, the Boldea and Magnus approach estimates the mixing
probabilities and associated standard errors to be τ = (0.07(0.005), 0.06(0.009), 0.24(0.009), 0.27(0.010), 0.35),
which are not notably different to those reported in Table 6.
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Table 6: Cluster probability estimates (with associated standard errors) for a data set from each of the simula-
tion settings under each of the variance estimation approaches. The effective number of samples drawn (EB)
is also reported. † The algorithm terminated as the number of non-estimable samples for model fitting reached
the limit of BBS × 10 = 9990; only 40 samples were successfully drawn and fitted and thus involved in the
computation of the reported estimates.
n = 500 p = 25 G = 5 EB
τ
JK
{0.06 (0.011), 0.08 (0.012), 0.24 (0.019), 0.26 (0.020), 0.36 (0.021)} 500
τ
BS
{0.06 (0.009), 0.08 (0.009), 0.24 (0.020), 0.26 (0.018), 0.36 (0.018)} †
τWLBS {0.06 (0.010), 0.08 (0.012), 0.24 (0.019), 0.26 (0.020), 0.36 (0.022)} 999
n = 500 p = 20 G = 5
τ
JK
{0.06 (0.010), 0.08 (0.012), 0.24 (0.019), 0.26 (0.020), 0.36 (0.022)} 500
τ
BS
{0.06 (0.008), 0.08 (0.011), 0.24 (0.019), 0.26 (0.019), 0.36 (0.021)} 8142
τ
WLBS
{0.06 (0.010), 0.08 (0.012), 0.24 (0.019), 0.26 (0.020), 0.36 (0.022)} 999
n = 500 p = 15 G = 5
τ
JK
{0.07 (0.011), 0.07 (0.011), 0.23 (0.019), 0.25 (0.019), 0.38 (0.022)} 500
τ
BS
{0.07 (0.011), 0.07 (0.012), 0.23 (0.019), 0.25 (0.020), 0.38 (0.022)} 1025
τ
WLBS
{0.07 (0.011), 0.07 (0.012), 0.23 (0.019), 0.25 (0.020), 0.38 (0.022)} 999
n = 700 p = 25 G = 5
τ
JK
{0.06 (0.009), 0.08 (0.011), 0.22 (0.016), 0.28 (0.017), 0.36 (0.018)} 700
τ
BS
{0.06 (0.007), 0.08 (0.010), 0.22 (0.015), 0.28 (0.017), 0.36 (0.018)} 2125
τ
WLBS
{0.06 (0.009), 0.08 (0.011), 0.22 (0.016), 0.28 (0.017), 0.36 (0.018)} 999
n = 700 p = 20 G = 5
τJK {0.06 (0.009), 0.09 (0.011), 0.22 (0.016), 0.27 (0.017), 0.36 (0.018)} 700
τ
BS
{0.06 (0.008), 0.09 (0.011), 0.22 (0.016), 0.27 (0.016), 0.36 (0.018)} 1052
τ
WLBS
{0.06 (0.009), 0.09 (0.011), 0.22 (0.015), 0.27 (0.016), 0.36 (0.018)} 999
n = 700 p = 15 G = 5
τ
JK
{0.07 (0.009), 0.08 (0.01), 0.23 (0.016), 0.25 (0.016), 0.37 (0.018)} 700
τ
BS
{0.07 (0.010), 0.08 (0.01), 0.23 (0.016), 0.25 (0.017), 0.37 (0.019)} 999
τ
WLBS
{0.07 (0.009), 0.08 (0.01), 0.23 (0.015), 0.25 (0.015), 0.37 (0.018)} 999
Table 7: Average run times in seconds (standard deviations in parentheses) for different simulation settings in
high dimensional scenarios. In all settings G = 5. The third column (M˜ Fits) details the number of the 100
simulated data sets for which it was possible to fit the optimal model M˜ . Under each of the JK, BS and WLBS
headings the second column (Fits) details the number of the M˜ Fits data sets for which the effective number
of samples EB was equal to that requested i.e. equal to BJK = n and BBS = BWLBS = 999.
M˜ JK BS WLBS Boldea & Magnus
n p Fits Time Fits Time Fits Time Fits Time Fits
500 25 90 5.15 (0.09) 84 38.47 (5.65) 13 61.62 (2.9) 90 648.86 (3.98) 90
500 20 99 4.15 (0.26) 96 21.67 (10.63) 69 52.16 (80.67) 99 192.64 (7.26) 99
500 15 100 3.05 (0.11) 99 7.06 (2.74) 99 30.31 (0.81) 100 42.14 (0.6) 100
700 25 100 10.53 (0.12) 100 22.66 (12.94) 94 72.27 (0.41) 100 901.28 (7.39) 100
700 20 100 7.99 (0.17) 100 11.61 (0.80) 100 51.28 (1.06) 100 270.25 (0.70) 100
700 15 100 5.75 (0.17) 100 8.18 (0.16) 100 35.36 (0.53) 100 60.78 (0.35) 100
4.3 Old Faithful results
While Section 4.1 demonstrated the advantages and disadvantages of the sampling based methods through a
simulation study, here the utility of the methods is illustrated through a real clustering problem where true
parameter estimates are unknown. For the Old Faithful data, under mclust, the optimal mixture of Gaussians
model has G = 3 components and common covariance structure Σg = Σ across groups, based on BIC. The
results for the estimation of parameters and their associated uncertainties under the optimal model are presented
in Figures 7 and 8 using 3 multivariate Gaussian components and common covariance structure Σg = Σ across
components. The standard errors for all parameters under each method are small relative to the size of the
parameter estimates themselves. The standard errors using the BS and WLBS are slightly larger than their
JK counterparts for most parameters. This is to be expected as there is likely to be much less variability
in the estimates arising from the JK samples than would be observed in the BS or WLBS cases, as each JK
sample differs only by one observation. On the other hand the BS and WLBS samples are likely to differ from
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each other to a greater degree. Similar results have been presented previously for this data set in a univariate
context (Everitt & Hothorn, 2009, page 139–155). Unlike the simulated data examples, for this applied data
set a parametric bootstrap approach did not provide stable results for variance estimation of model parameters.
τMCLUST =
(
0.46, 0.36, 0.18
)
τJK =
(
0.46 (0.04), 0.36 (0.03), 0.18 (0.04)
)
τBS =
(
0.47 (0.05), 0.36 (0.03), 0.17 (0.05)
)
τWLBS =
(
0.48 (0.06), 0.36 (0.03), 0.16 (0.05)
)
µ
MCLUST
=
(
4.48, 2.04, 3.82
80.89, 54.49, 77.65
)
µ
JK
=
(
4.47 (0.03), 2.04 (0.03), 3.81 (0.06),
80.89 (0.47), 54.49 (0.60), 77.62 (1.18)
)
µ
BS
=
(
4.47 (0.05), 2.03 (0.03), 3.79 (0.11)
80.86 (0.59), 54.45 (0.59), 77.37 (2.24)
)
µ
WLBS
=
(
4.46 (0.05), 2.03 (0.03), 3.76 (0.13)
80.81 (0.59), 54.44 (0.61), 76.97 (2.41)
)
Figure 7: JK, BS and WLBS parameter estimates and associated standard errors for the optimal mixture of
Gaussians model for the Old Faithful data according to BIC, where G = 3 and p = 2 and the model has equal
covariance structure Σ across clusters. The maximum likelihood parameter estimates found using the single
best mclust model based on the full data are also included for comparative purposes.
ΣMCLUST =
(
0.08 0.48
0.47 33.74
)
ΣJK =
(
0.08 (0.01) 0.47 (0.12)
0.47 (0.12) 33.73 (2.77)
)
ΣBS =
(
0.08 (0.01) 0.46 (0.15)
0.46 (0.15) 32.88 (2.83)
)
ΣWLBS=
(
0.08 (0.01) 0.45 (0.16)
0.45 (0.16) 32.94 (2.89)
)
Figure 8: Cluster covariance estimated values using JK, BS and WLBS methods (with associated standard
errors) for the optimal mixture of Gaussians model for the Old Faithful data based on BIC, where G = 3, p = 2
and the model has equal covariance structure Σ across clusters. The maximum likelihood parameter estimates
found using the single best mclust model based on the full data are also included for comparative purposes.
The sampling based approaches to variance estimation discussed provide not only estimates of the model
parameters, but also insight as to their associated uncertainty, which can be graphically illustrated. Figure 9
provides kernel density plots for the mean waiting duration and eruption duration for all three clusters. The
plots indicate good agreement between the BS and WLBS approaches; notably the WLBS densities are flatter in
some cases. In addition, the kernel density plots for the model’s covariance parameters are provided in Figure
10; the parameter measuring covariance between waiting duration and eruption duration exhibits a slightly
‘bumpy’ WLBS density estimate, indicating some degree of sensitivity of parameter estimation to the nature
of the sample formed. Plotting the JK density estimates for the model parameters results in very bumpy and
very narrow densities. This is due to the similarity of the JK samples and therefore the parameter estimates
themselves (necessitating the use of pseudo-values in computing confidence intervals for the JK approach).
4.4 Thyroid results
For the Thyroid data, under mclust, the optimal mixture of Gaussians model has G = 3 components and
diagonal covariance structure with varying volume and shape, Σg = λgAg, across groups. The results for the
estimation of parameters and their associated uncertainties under the optimal model are presented in Figure
11 and in Appendix B using 3 multivariate Gaussian components and covariance structure Σg = λgAg. The
standard errors for all parameters under each method are small relative to the size of the parameter estimates
themselves and are approximately equal across the three variance estimation approaches. The parameter
estimates across all methods are close to those from the full data model, with the WLBS proving most accurate
in this regard. This verifies that the JK, BS and WLBS approaches presented are robust even in this higher
dimensional real data application and that there is evidence to favour adoption of the WLBS if a single method
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Figure 9: Kernel density plots of the BS and WLBS estimates of the µ parameters for the Old Faithful data.
The broken lines represent the BS and WLBS kernel densities. The solid lines represent the values of the MLEs
from the model fitted to the full data set.
is to be preferred. Again, unlike the simulated data examples, for this applied data set a parametric bootstrap
approach did not provide stable results for variance estimation of model parameters, indicating that its potential
use should be treated with caution.
From a computational perspective, all three variance estimation approaches are computationally efficient.
The results produced throughout Section 4 were obtained via the MclustBootstrap function in the most recent
version of the R package mclust. In the context of clustering the Old Faithful data, the JK, BS and WLBS
approaches to variance estimation required 0.19s, 2.45s and 70.47s to run respectively on a 2.8 GHz Mac OS X
laptop, where the default 999 samples were requested in the BS and WLBS settings. The corresponding times
for the Thyroid data set were 0.13s, 0.77s and 15.32s. The increase in the WLBS setting over the JK and BS
settings for computational time is due to the required maximization of the weighted complete data likelihood,
but the overall computational cost is still cheap from a user perspective. The MclustBootstrap code used to
obtain the Thyroid results is provided at the end of Appendix B.
15
0.05 0.06 0.07 0.08 0.09 0.10 0.11
0
10
20
30
40
Variance of Eruption Duration
De
ns
ity
BS
WLBS
25 30 35 40
0.0
0
0.0
5
0.1
0
0.1
5
0.2
0
Variance of Waiting Duration
De
ns
ity
BS
WLBS
0.2 0.4 0.6 0.8
0.0
1.0
2.0
3.0
Covariance of Eruption and Waiting Duration
De
ns
ity
BS
WLBS
Figure 10: Kernel density plots of the BS and WLBS estimates of the Σ parameters for the Old Faithful data.
The broken lines represent the BS and WLBS kernel densities. The solid lines represent the values of the MLEs
from the model fitted to the full data set.
5 Discussion and further work
Although model-based clustering is now a widely used approach to clustering in a range of disciplines, especially
through the use of the mclust package in R, little attention has previously been paid to providing estimates of
the variance associated with parameter estimates. Here, three sampling based approaches to variance estimation
are discussed in the context of model-based clustering. The jackknife and bootstrap approach to variance
estimation are basic tools in any statistician’s toolkit, but difficulties with the bootstrap in particular arise
in the clustering context when small clusters are present. The weighted likelihood bootstrap addresses this
shortcoming. The WLBS has been shown to perform as well as the JK and BS in general, and particularly
well in the presence of small clusters. In terms of which sampling based approach the practitioner should use
to obtain variance estimates, the simulation studies and real applications presented here suggest that when
roughly similarly sized clusters are present, all three methods perform equally well. In the presence of small
clusters however, the JK and WLBS are much more stable than the BS. Overall the WLBS is found to be the
preferred method of variance estimation. This is primarily because, if the model provides a poor fit, the JK
and BS will either fail and/or require extra samples whereas the WLBS will provide a solution. This tends to
occur in cases of small and/or overlapping clusters. However, the poor model fit is attributable to the nature
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τMCLUST =
(
0.71, 0.16, 0.13
)
τJK =
(
0.74 (0.03), 0.15 (0.03), 0.11 (0.02)
)
τBS =
(
0.71 (0.03), 0.16 (0.03), 0.13 (0.02)
)
τWLBS =
(
0.71 (0.03), 0.16 (0.03), 0.13 (0.02)
)
µ
MCLUST
=

 110.34, 9.09, 1.72, 1.31, 2.4995.53, 17.69, 4.27, 0.97, −0.02
123.22, 3.79, 1.06, 13.91, 18.84


µ
JK
=

 110.13 (0.66), 9.11 (0.18), 1.74 (0.04), 1.35 (0.04), 2.42 (0.15)95.05 (3.27), 18.40 (0.77), 4.46 (0.40), 0.96 (0.07), 0.00 (0.05)
124.46 (1.96), 3.32 (0.45), 0.96 (0.11), 15.03 (2.44), 20.71 (2.99)


µ
BS
=

 110.33 (0.65), 9.09 (0.19), 1.72 (0.04), 1.31 (0.04), 2.50 (0.15)95.59 (3.37), 17.68 (0.81), 4.28 (0.43), 0.97 (0.07), −0.02 (0.05)
123.36 (0.68), 3.74 (0.19), 1.05 (0.04), 14.12 (0.04), 18.97 (0.15)


µ
WLBS
=

 110.34 (0.68), 9.10 (0.19), 1.72 (0.04), 1.31 (0.04), 2.50 (0.15)95.42 (3.38), 17.68 (0.82), 4.28 (0.42), 0.97 (0.07), −0.01 (0.05)
123.37 (1.83), 3.73 (0.40), 1.04 (0.10), 13.96 (2.37), 18.87 (2.75)


Figure 11: JK, BS and WLBS parameter estimates and associated standard errors for the optimal mixture
of Gaussians model for the Thyroid data, where G = 3 and p = 5. The maximum likelihood parameter
estimates found using the single best mclust model based on BIC are also included for comparative purposes.
Covariance parameter estimates and associated standard errors are detailed in Appendix B, along with the
MclustBootstrap code used to obtain the results.
of the data and not the fault of the sampling variance estimation approaches. Indeed, instances of JK and BS
needing extra samples, or failing, may in fact be evidence of poor model fit in the first instance, providing an
additional diagnostic tool in this regard.
The standard errors calculated from the JK, BS and WLBS have several practical uses including formation
of approximate confidence intervals for parameter estimates, construction of hypothesis tests as to whether
parameters should be included in the model and analysis of the bias of maximum likelihood parameter estimates
versus their JK/BS/WLBS counterparts as a means of assessing model goodness of fit. In a similar vein, the
sampling based methods discussed could be employed as an aid to model selection.
Further avenues of research are plentiful and varied. For example, an application that would perhaps be
of interest to an mclust user would be the quantification of the standard errors of the parameters constitut-
ing the eigenvalue decomposition of the covariance matrix into its size, orientation and shape components,
Σg = λgDgAgD
T
g . This may aid in the process of model specification, namely in determining which parame-
ters could be set equal across groups to achieve a more parsimonious decomposition. Specific to the weighted
likelihood bootstrap method, a more thorough investigation of alternative Dirichlet parameterisations or alter-
native weighting distributions could be conducted to examine their stability and suitability in settings where
some clusters are sparsely populated. In addition, the JK, BS and WLBS could be examined in the context
of non-Gaussian mixtures, such as mixtures of of t distributions or skew-t distributions (Lee & McLachlan,
2013a,b).
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A Pairs plots of a simulated data set from Simulation Setting Three.
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Figure 12: Pairs plots of the first 10 variables for a single simulated data set from Simulation Setting Three
(n = 500, p = 25, G = 5).
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Figure 13: Pairs plots of the second 10 variables for a single simulated data set from Simulation Setting Three
(n = 500, p = 25, G = 5).
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Figure 14: Pairs plots of the final 5 variables for a single simulated data set from Simulation Setting Three
(n = 500, p = 25, G = 5).
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B Covariance parameter estimates and standard errors for the Thy-
roid data
ΣMCLUST, Group 1 =


66.39 0 0 0 0
0 4.82 0 0 0
0 0 0.23 0 0
0 0 0 0.22 0
0 0 0 0 3.19


ΣJK, Group 1 =


67.50 (7.82) 0 (0) 0 (0) 0 (0) 0 (0)
0 (0) 4.80 (0.63) 0 (0) 0 (0) 0 (0)
0 (0) 0 (0) 0.24 (0.03) 0 (0) 0 (0)
0 (0) 0 (0) 0 (0) 0.33 (0.04) 0 (0)
0 (0) 0 (0) 0 (0) 0 (0) 3.25 (0.36)


ΣBS, Group 1 =


66.00 (8.25) 0 (0) 0 (0) 0 (0) 0 (0)
0 (0) 4.80 (0.64) 0 (0) 0 (0) 0 (0)
0 (0) 0 (0) 0.23 (0.03) 0 (0) 0 (0)
0 (0) 0 (0) 0 (0) 0.22 (0.05) 0 (0)
0 (0) 0 (0) 0 (0) 0 (0) 3.16 (0.34)


ΣWLBS, Group 1 =


65.85 (7.99) 0 (0) 0 (0) 0 (0) 0 (0)
0 (0) 4.78 (0.62) 0 (0) 0 (0) 0 (0)
0 (0) 0 (0) 0.23 (0.03) 0 (0) 0 (0)
0 (0) 0 (0) 0 (0) 0.22 (0.05) 0 (0)
0 (0) 0 (0) 0 (0) 0 (0) 3.17 (0.42)


Figure 15: Cluster covariance estimated values using jackknife (JK), bootstrap (BS) and weighted likelihood
bootstrap (WLBS) methods (with associated standard errors) for the optimal mixture of Gaussians model for
the Thyroid data, group 1, where G = 3 and p = 5 and the optimal model has unequal diagonal covariance
structure across clusters.
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ΣMCLUST, Group 2 =


344.46 0 0 0 0
0 17.44 0 0 0
0 0 4.92 0 0
0 0 0 0.15 0
0 0 0 0 0.07


ΣJK, Group 2 =


384.31 (101.72) 0 (0) 0 (0) 0 (0) 0 (0)
0 (0) 14.84 (3.00) 0 (0) 0 (0) 0 (0)
0 (0) 0 (0) 5.19 (1.37) 0 (0) 0 (0)
0 (0) 0 (0) 0 (0) 0.15 (0.03) 0 (0)
0 (0) 0 (0) 0 (0) 0 (0) 0.08 (0.02)


ΣBS, Group 2 =


336.73 (98.03) 0 (0) 0 (0) 0 (0) 0 (0)
0 (0) 16.85 (2.88) 0 (0) 0 (0) 0 (0)
0 (0) 0 (0) 4.77 (1.31) 0 (0) 0 (0)
0 (0) 0 (0) 0 (0) 0.15 (0.03) 0 (0)
0 (0) 0 (0) 0 (0) 0 (0) 0.07 (0.02)


ΣWLBS, Group 2 =


332.50 (92.04) 0 (0) 0 (0) 0 (0) 0 (0)
0 (0) 16.71 (2.71) 0 (0) 0 (0) 0 (0)
0 (0) 0 (0) 4.81 (1.28) 0 (0) 0 (0)
0 (0) 0 (0) 0 (0) 0.15 (0.03) 0 (0)
0 (0) 0 (0) 0 (0) 0 (0) 0.07 (0.02)


Figure 16: Cluster covariance estimated values using jackknife (JK), bootstrap (BS) and weighted likelihood
bootstrap (WLBS) methods (with associated standard errors) for the optimal mixture of Gaussians model for
the Thyroid data, group 2, where G = 3 and p = 5 and the optimal model has unequal diagonal covariance
structure across clusters.
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ΣMCLUST, Group 3 =


95.23 0 0 0 0
0 4.26 0 0 0
0 0 0.28 0 0
0 0 0 147.06 0
0 0 0 0 231.22


ΣJK, Group 3 =


95.47 (29.87) 0 (0) 0 (0) 0 (0) 0 (0)
0 (0) 2.91 (1.10) 0 (0) 0 (0) 0 (0)
0 (0) 0 (0) 0.24 (0.06) 0 (0) 0 (0)
0 (0) 0 (0) 0 (0) 157.52 (71.60) 0 (0)
0 (0) 0 (0) 0 (0) 0 (0) 234.45 (71.18)


ΣBS, Group3 =


90.83 (27.53) 0 (0) 0 (0) 0 (0) 0 (0)
0 (0) 3.93 (0.94) 0 (0) 0 (0) 0 (0)
0 (0) 0 (0) 0.26 (0.06) 0 (0) 0 (0)
0 (0) 0 (0) 0 (0) 143.33 (65.03) 0 (0)
0 (0) 0 (0) 0 (0) 0 (0) 222.37 (65.83)


ΣWLBS, Group 3 =


92.72 (25.66) 0 (0) 0 (0) 0 (0) 0 (0)
0 (0) 3.91 (0.85) 0 (0) 0 (0) 0 (0)
0 (0) 0 (0) 0.26 (0.05) 0 (0) 0 (0)
0 (0) 0 (0) 0 (0) 139.92 (61.20) 0 (0)
0 (0) 0 (0) 0 (0) 0 (0) 219.38 (62.58)


Figure 17: Cluster covariance estimated values using jackknife (JK), bootstrap (BS) and weighted likelihood
bootstrap (WLBS) methods (with associated standard errors) for the optimal mixture of Gaussians model for
the Thyroid data, group 3, where G = 3 and p = 5 and the optimal model has unequal diagonal covariance
structure across clusters. The code required to obtain all results for this data set is provided below, using the
MclustBootstrap function in mclust.
library(mclust)
data(thyroid)
object = Mclust(thyroid[,2:6], G = 3)
jack = MclustBootstrap(object, type = "jk")
boot = MclustBootstrap(object, type = "bs")
wlbs = MclustBootstrap(object, type = "wlbs")
summary(jack, what = "se")
summary(boot, what = "se")
summary(wlbs, what = "se")
summary(jack, what = "ci")
summary(boot, what = "ci")
summary(wlbs, what = "ci")
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