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ДВОТОЧКОВА КРАЙОВА ЗАДАЧА ДЛЯ ВИРОДЖЕНОЇ
СИНГУЛЯРНО ЗБУРЕНОЇ СИСТЕМИ ДИФЕРЕНЦIАЛЬНИХ
РIВНЯНЬ У ВИПАДКУ КРАТНОГО СПЕКТРА
ГОЛОВНОГО ОПЕРАТОРА
Дослiджується можливiсть побудови асимптотичного розв’язку двоточкової крайової задачi для
сингулярно збуреної системи диференцiальних рiвнянь з тотожно виродженою головною матри-
цею при похiдних у випадку кратного спектра граничної в’язки матриць.
Розглянемо двоточкову крайову задачу для лiнiйної системи диференцiальних
рiвнянь виду
εhB(t, ε)
dx
dt
= A(t, ε)x+ f(t, ε), (1)
Mx(0, ε) +Nx(1, ε) = d(ε), (2)
де t ∈ [0; 1], ε ∈ (0; ε0] – малий дiйсний параметр, h ∈ N, B(t, ε), A(t, ε), M, N –
квадратнi матрицi n−го порядку, x(t, ε), f(t, ε), d(ε) – вiдповiдно: шуканий i заданi
n−вимiрнi вектори.
Будемо передбачати, що виконуються такi умови:
1◦. матрицi B(t, ε), A(t, ε) i вектор f(t, ε) допускають рiвномiрнi асимптотичнi
розвинення на вiдрiзку [0; 1] за степенями малого параметра ε :
B(t, ε) ∼
∞∑
k=0
εkBk(t), A(t, ε) ∼
∞∑
k=0
εkAk(t), f(t, ε) ∼
∞∑
k=0
εkfk(t); (3)
2◦. коефiцiєнти розвинень (3) нескiнченно диференцiйовнi на [0; 1];
3◦. detB0(t) ≡ 0,∀t ∈ [0; 1];
4◦. гранична в’язка матриць
L(t, λ) = A0(t)− λB0(t) (4)
регулярна [1] при всiх t ∈ [0; 1] i зберiгає на цьому вiдрiзку постiйну кронекерову
структуру.
Крайова задача вигляду (1), (2) розглядалась у роботах [2], [3] у випадку, коли
матриця B(t, ε) при похiднiй – одинична, де для побудови асимптотичного розв’язку
застосовувався метод примежових функцiй. У роботi [4] побудована асимптотика
розв’язку даної задачi у випадку, коли гранична в’язка матриць має простi скiнчен-
нi i нескiнченнiй елементарнi дiльники. При цьому використовувались результати
асимптотичного аналiзу загального розв’язку системи (1), здiйсненого в [5, 6].
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У данiй статтi, розвиваючи результати, отриманi в [4], вивчається можливiсть
побудови асимптотичного розв’язку крайової задачi (1), (2) у бiльш складному ви-
падку, коли в’язка матриць (4) має кратний спектр. Оскiльки головна складнiсть у
розв’язаннi даної задачi полягає в наявностi кратних елементарних дiльникiв, а не
в їх кiлькостi, то для спрощення викладок будемо передбачати, що:
5◦. в’язка (4) має скiнченний елементарний дiльник (λ−λ0(t))p кратностi p = n−1
i простий – нескiнченний, причому λ0(t) 6= 0, ∀t ∈ [0; 1].
Як показано в [5, п.1.5], з цiєї умови випливає, що власному значенню λ0(t) в’язки
(4) вiдповiдає жорданiв ланцюжок матрицi A0(t) вiдносно B0(t) завдовжки n − 1,
вектори якого визначаються за формулами
ϕi(t) = [H(t)B0(t)]i−1ϕ(t), i = 1, p,
де H(t) – напiвобернена матриця до матрицi (A0 − λ0B0), а ϕ(t) – власний вектор
в’язки. У свою чергу нульовому власному значенню матрицi B0(t) вiдповiдає жор-
данiв ланцюжок вiдносно A0(t) завдовжки 1, який складається лише iз власного
вектора: B0(t)ϕ˜ = 0. Позначивши через ψ(t), ψ˜(t) нулi матриць (A0(t)− λ0(t)B0(t))∗
та B∗0(t) вiдповiдно, визначимо їх так, щоб виконувалися спiввiдношення
(B0(HB0)i−1ϕ,ψ) = δi,p, i = 1, p, (A0ϕ˜, ψ˜) = 1,
де (x, y) – скалярний добуток в унiтарному n−вимiрному просторi, в якому розгля-
дається дана задача, а δi,p – символ Кронекера.
При цьому згiдно з [7] вектори ϕ(t), ϕ˜(t), ψ(t), ψ˜(t) i матрицю H(t) можна визна-
чити так, щоб вони мали такий же ступiнь гладкостi, що i матрицi A0(t), B0(t), тобто
були нескiнченно диференцiйовними, що й передбачається в подальших викладках.
Згiдно зi структурою загального розв’язку системи (1), встановленого в [6], наб-
лижений розв’язок крайової задачi (1), (2) будуватимемо у виглядi
xm(t, ε) =
n−1∑
i=1
u(i)m (t, ε) exp(ε
−h
∫ t
0
(λ0(t) + λ(i)m (t, ε))dt)+
+vm(t, ε) exp(ε−h−1
∫ t
0
ξ−1m (t, ε)dt) + v˜m(t, ε), (5)
де u(i)m (t, ε), i = 1, n− 1, vm(t, ε), v˜m(t, ε) – n-вимiрнi вектор-функцiї, λ(i)m (t, ε), i =
1, n− 1, ξm(t, ε) – скалярнi функцiї, що зображаються у виглядi розвинень
u(i)m (t, ε) = µ
−(p−1)
m∑
k=0
µku
(i)
k (t), λ
(i)
m (t, ε) =
m∑
k=1
µkλ
(i)
k (t), i = 1, n− 1, (6)
vm(t, ε) =
m∑
k=0
εkvk(t), ξm(t, ε) =
m∑
k=0
εkξk(t), v˜m(t, ε) =
m∑
k=0
εkv˜k(t), (7)
де µ = p
√
ε, а m – натуральне число.
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Покажемо, що коефiцiєнти розвинень (6), (7) можна визначити так, щоб вектор
(5) задовольняв систему (1) i крайову умову (2) з точнiстю до O(εm+1). Пiдставивши
(5) в (1) i прирiвнявши вирази при однакових експонентах та без них, дiстанемо
εhB(t, ε)(u(i)m (t, ε))
′ + λ(i)m (t, ε)B(t, ε)u
(i)
m (t, ε) = A(t, ε)u
(i)
m (t, ε), i = 1, p; (8)
εh+1ξm(t, ε)B(t, ε)(vm(t, ε))′ +B(t, ε)vm(t, ε) = εξm(t, ε)A(t, ε)vm(t, ε); (9)
εhB(t, ε)(v˜m(t, ε))′ = A(t, ε)v˜m(t, ε) + f(t, ε). (10)
Прирiвнявши коефiцiєнти при однакових степенях µ в (8)–(10), отримаємо вiд-
повiдно
(A0(t)− λ0(t)B0(t))u(i)k (t) = b(i)k (t), k = 0,m, i = 1, n− 1, (11)
де
b
(i)
0 (t) = 0; b
(i)
k (t) =
k∑
s=1
λ(i)s B0u
(i)
k−s + g
(i)
k (t), k = 1,m, (12)
g
(i)
k (t) =
k−p∑
s=1
[
k−s
p
]∑
j=1
λ(i)s Bju
(i)
k−s−pj + λ0
[
k
p
]∑
s=1
Bsu
(i)
k−ps+
+
[
k−ph
p
]∑
s=0
Bs(u
(i)
k−hp−ps)
′ −
[
k
p
]∑
s=1
Asu
(i)
k−ps, k = p,m, i = 1, p,
де [a] – цiла частина числа a;
B0vk(t) = ak(t), k = 0,m, (13)
де
ak(t) = ξk−1A0ϕ˜+ lk, k = 1,m,
lk(t) =
k−2∑
i=0
k−1−j∑
j=0
ξiAjvk−1−i−j −
k∑
i=1
Bivk−i −
k−h−1∑
i=0
k−h−1−j∑
j=0
ξiBjv
′
k−h−1−i−j ;
A0v˜k(t) =
k−h∑
i=0
Bi(t)v˜′k−h−i(t)−
k∑
i=1
Ai(t)v˜k−i(t)− fk(t), k = 0,m. (14)
Дослiдимо кожну iз отриманих систем алгебраїчних рiвнянь окремо методом iз
[6]. Спершу розглянемо рiвняння (11). За виконання умови розв’язностi
(b(i)k (t), ψ(t)) = 0, i = 1, n− 1, (15)
вектори u(i)k , i = 1, p знаходитимемо з них за формулою
u
(i)
k (t) = Hb
(i)
k (t) + c
(i)
k ϕ(t), i = 1, p, (16)
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де c(i)k , i = 1, p – сталi множники, якi пiдлягають визначенню. Здiйснюючи взаємну
пiдстановку формул (12), (16) при k < p, дiстанемо
b
(i)
k (t) =
k−1∑
s=0
k−s∑
r=1
c(i)s P
k−s
r (λ
(i))B0(HB0)r−1ϕ, i = 1, p, (17)
u
(i)
k (t) =
k∑
s=0
k−s∑
r=0
c(i)s P
k−s
r (λ
(i))(HB0)rϕ, i = 1, p, (18)
де P js (λ(i)) =
∑
k1+...+kj=j
λ
(i)
k1
λ
(i)
k2
...λ
(i)
ks
− сума всiх можливих добуткiв s множникiв з
натуральними iндексами k1, ..., ks, сума яких дорiвнює j. Аналiзуючи формулу (17),
приходимо до висновку, що при k < p умова (15) виконується.
Поклавши k = p, отримаємо
b(i)p (t) =
p−1∑
s=0
p−s∑
k=1
c(i)s P
p−s
k (λ
(i))B0(HB0)k−1ϕ+ δh,1B0(u
(i)
0 )
′ −A1u(i)0 + λ0B1u(i)0 .
Тодi умова (15) запишеться у виглядi
c
(i)
0 [(λ
(i)
1 )
p − (Γ1ϕ,ψ)] = 0,
де
Γ1 = A1 − λ0B1 − δh,1B0 d
dt
.
Припустивши, що
(Γ1ϕ,ψ) 6= 0, ∀t ∈ [0; 1], (19)
звiдси знаходимо p вiдмiнних вiд нуля функцiй λ(j)1 (t) :
λ
(j)
1 (t) =
p
√
|(Γ1ϕ,ψ)| exp
(
i
arg(Γ1ϕ,ψ) + 2pi(j − 1)
p
)
, j = 1, p.
Пiдставляючи далi (12) у (16) при k > p, дiстанемо такi формули для векторiв
b
(i)
k (t), i = 1, n− 1 :
b
(i)
k (t) =
k−1∑
s=0
k−s∑
j=1
c(i)s P
k−s
j (λ
(i))B0(HB0)j−1ϕ+ r
(i)
k (t),
де
r
(i)
k (t) =
k−p∑
s=0
[
k−s
p
]∑
m=1
k−mp−s∑
j=0
m∑
r=1
(−1)rc(i)s Pmr,j(HΓ,HB0)
[
P k−mp−sj (λ
(i))
]
ϕ+
+
k−p−1∑
s=0
[
k−1−s
p
]∑
m=1
k−mp−s∑
l=1
c(i)s P
k−mp−s
l (λ
(i))Pml (HB)ϕ+
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+
k−2p−1∑
s=0
[
k−1−s
p
]∑
m=2
k−mp−s∑
j=1
m−1∑
r=1
r∑
l=1
(−1)lc(i)s Pm−r,rj,l (HB,HΓ)
[
P k−mp−sj (λ
(i))
]
ϕ,
k = p,m, i = 1, n− 1. (20)
Символом Pmr,j(HΓ,HB0) тут позначається сума всiх можливих добуткiв r „множ-
никiв“ HΓs1 , . . . , HΓsr , сума iндексiв яких дорiвнює m i j „множникiв“HB0, де Γs =
As − λ0Bs −
∑s
l=1 δh,lBs−l
d
dt , s = 1, 2, . . .. При цьому перший множник у вiдповiдних
доданках не мiстить H. А залежнiсть Pmr,j(HΓ,HB0)
[
P sj (λ
(i))
]
мiж Pmr,j(HΓ,HB0) i
P sj (λ
(i)) визначається наступним чином: „прив’язавши“ кожен „множник“ λ(i)lk , k =
1, j, другого виразу до множника HB0, здiйснюються всеможливi перестановки
HΓln , n = 1, r та λ
(i)
lk
HB0, k = 1, j.
Символ Pml (HB) позначає суму всiх можливих добуткiв l „множникiв“
HBi1 , . . . , HBil з цiлими невiд’ємними iндексами i1, . . . il, сума яких дорiвнює m.
При цьому перший множник H у вiдповiдних доданках вiдсутнiй.
Cимвол P l,km,s(HB,HΓ) позначає суму всеможливих добуткiв m „множникiв“
HBi1 , . . . , HBim з цiлими невiд’ємними iндексами i1, . . . im, сума яких дорiвнює l
i s множникiвHΓi1 , . . . , HΓis з натуральними iндексами, сума яких дорiвнює k. Крiм
того, у всiх доданках „знiмається“ перший множник H. Залежнiсть
P l,km,s(HB,HΓ)
[
Pnm(λ
(i))
]
мiж P l,km,s(HB,HΓ) i Pnm(λ(i)) визначається наступним чи-
ном: „прив’язавши“ кожен множник λ(i)lk , k = 1,m, другого виразу до одного iз
„множникiв“HBlr , r = 1,m, першого виразу всеможливими способами, здiйснюється
перестановка множникiв HΓlj , j = 1, s та λ
(i)
lk
HBlr , k = 1,m, r = 1,m. Наприклад,
P 1,12,1 (HB,HΓ)
[
P 42 (λ
(i))
]
= 2λ(i)1 λ
(i)
3 (B0HB1HΓ1 +B1HB0HΓ1)+
+Γ12λ
(i)
1 λ
(i)
3 HB0HB1 + Γ12λ
(i)
1 λ
(i)
3 HB1HB0+
λ
(i)
1 (B0HΓ1λ
(i)
3 HB1 +B1HΓ1λ
(i)
3 HB0)+
+λ(i)3 (B0HΓ1λ
(i)
1 HB1 +B1HΓ1λ
(i)
1 HB0) + (λ
(i)
2 )
2(B0HB1HΓ1 +B1HB0HΓ1)+
+λ(i)2 (B0HΓ1λ
(i)
2 HB1 +B1HΓ1λ
(i)
2 HB0) + Γ1(λ
(i)
2 )
2HB0HB1 + Γ1(λ
(i)
2 )
2HB1HB0.
Використовуючи формули (20) i умову (15), можна знайти будь-якi коефiцiєнти
розвинень для функцiй λi(t, ε), i = 1, n− 1. Якщо λ(i)s (t) визначенi при s < k, то
λ
(i)
k (t) = −
(g˜(i)k (t), ψ) + P˜
p+k−1
p (λ(i))
p(λ(i)1 )p−1
, (21)
де
g˜
(i)
k (t) =
[ p+k−1
p
]∑
m=1
p+k−1−mp∑
j=0
m∑
r=1
(−1)rPmr,j(HΓ,HB)
[
P p+k−1−mpj (λ
(i))
]
ϕ+
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+
[ p+k−2
p
]∑
m=1
p+k−1−mp∑
s=1
P p+k−1−mps (λ
(i))Pms (HB)ϕ+
+
[ p+k−1
p
]∑
m=2
p+k−1−mp∑
j=1
m−1∑
r=1
r∑
l=1
(−1)lPm−r,rj,l (HB,HΓ)
[
P p+k−1−mpj (λ
(i))
]
ϕ
– вже вiдомий вираз згiдно з припущенням iндукцiї, а P˜ p+k−1p (λ(i)) мiстить тiльки
тi λ(i)j , в яких j < k.
Знайшовши в такий спосiб λ(i)k (t), i = 1, p, k = 1,m, можна одержати вiдповiднi
вектори u(i)k (t), в яких ще залишаються невiдомими сталi множники c
(i)
k , i = 1, n− 1,
k = 0,m, процес визначення яких описується далi.
Аналогiчно, розв’язуючи рiвняння (13), вектори vk, k = 0,m знаходитимемо за
формулами
vk =
k−1∑
i=0
c
(n)
i G(t)a˜k−i(t) + c
(n)
k ϕ˜, k = 0,m, (22)
де
a˜k(t) = ξk−1(t)A0(t)ϕ˜(t) + nk(t), k = 1,m,
nk(t) =
k−2∑
i=0
k−2−i∑
j=0
ξi(t)Aj(t)G(t)a˜k−1−i−j(t)−
−
k−1∑
i=1
Bi(t)G(t)a˜k−i(t)−
k−h−1∑
i=0
k−h−2−i∑
j=0
ξi(t)Bj(t)(Ga˜k−h−1−i−j)′+
+
k−2∑
i=0
ξi(t)Ak−1−i(t)ϕ˜(t)−Bkϕ˜(t)−
k−h−1∑
i=0
ξi(t)Bk−h−1−i(t)(ϕ˜(t))′, k = 1,m,
G(t) – матриця, напiвобернена до матрицi B0(t), а c
(n)
k , k = 0,m – сталi, якi пiдляга-
ють визначенню.
Припустивши, що
(B1(t)ϕ˜(t), ψ˜(t)) 6= 0, ∀t ∈ [0; 1], (23)
iз умови розв’язностi визначимо коефiцiєнти ξk(t):
ξ0(t) = (B1ϕ˜(t), ψ˜(t)), ξk−1(t) = −(nk(t), ψ˜(t)), k = 2,m. (24)
Оскiльки згiдно з умовою 5◦ detA0(t) 6= 0, ∀t ∈ [0; 1], то iз рiвнянь (14) однознач-
но визначаються коефiцiєнти розвинення для вектора v˜(t, ε) :
v˜k(t) = A−10 (t)[
k−h∑
i=0
Bi(t)(v˜k−h−i(t))′ −
k∑
i=1
Ai(t)v˜k−i(t)− fk(t)], k = 0,m. (25)
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Припустимо, що виконується умова
6◦. Reλ0(t) < 0, Reξ0(t) < 0, ∀t ∈ [0; 1].
Тодi, пiдставивши вираз (5) у крайову умову (2) i знехтувавши експоненцiально
малими доданками, дiстанемо
M
p∑
i=1
u(i)m (0, ε) + µ
p−1Mvm(0, ε) + µp−1Mv˜m(0, ε) + µp−1Nv˜m(1, ε) = µp−1d(ε).
Прирiвнявши в цiй рiвностi коефiцiєнти при однакових степенях ε, отримаємо си-
стему рiвнянь
M
p∑
i=1
u
(i)
k (0) +Mv k−(p−1)
p
(0) +Mv˜ k−(p−1)
p
(0) +Nv˜ k−(p−1)
p
(1) = d k−(p−1)
p
, k = 0,m, (26)
де v l
s
= 0, якщо l не дiлиться на s.
Припустимо, що
detM 6= 0. (27)
Тодi при k < p− 1 маємо
n−1∑
i=1
u
(i)
k (0) = 0,
звiдки, враховуючи (18), дiстанемо
k∑
r=0
p∑
i=1
k−r∑
s=0
c(i)s P
k−s
r (λ
(i)(0))M(HB0)rϕ = 0, k = 0, p− 2.
Звiдси, беручи до уваги лiнiйну незалежнiсть векторiв (HB0)iϕ, i = 0, p− 1, прихо-
димо до системи рiвнянь
p∑
i=1
k−r∑
s=0
c(i)s P
k−s
r (λ
(i)(0)) = 0, r = 0, k, k = 0, p− 2. (28)
Поклавши у (26) k = p− 1 i врахувавши при цьому (18), (22), (27), дiстанемо
p∑
i=1
p−1∑
s=0
p−1−s∑
k=0
c(i)s P
p−1−s
k (λ
(i))(HB0)kϕ+ c
(n)
0 ϕ˜ =M
−1d0 − v˜0(0)−M−1Nv˜0(1). (29)
Розкладемо вектор у правiй частинi рiвняння (29) за векторами базису
(H(0)B0(0))iϕ(0), i = 0, p− 1, ϕ˜(0) :
M−1d0 − v˜0(0)−M−1Nv˜0(1) =
p−1∑
i=0
α
(p−1)
i [H(0)B0(0)]
iϕ(0) + α(p−1)p ϕ˜(0).
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Врахувавши цей розклад та лiнiйну незалежнiсть базисних векторiв (H(0)B0(0))iϕ(0),
i = 0, p− 1, ϕ˜(0), отримаємо
p−1−k∑
s=0
p∑
i=1
c(i)s P
p−1−s
k (λ
(i)(0)) = α(p−1)k , k = 0, p− 1; (30)
c
(n)
0 = α
(p−1)
p .
Тодi, добавивши останнє рiвняння iз (30) до системи (28) при r = k, дiстанемо таку
систему рiвнянь для знаходження сталих c(i)0 , i = 1, p :
p∑
i=1
c
(i)
0 [λ
(i)
1 (0)]
k = 0, k = 0, p− 2;
p∑
i=1
c
(i)
0 [λ
(i)
1 (0)]
p−1 = α(p−1)p−1 .
Позначивши c0 = col(c
(1)
0 , c
(2)
0 , . . . , c
(p)
0 ), m0 = col(0, . . . , 0, α
(p−1)
p−1 ),
W =

1 1 . . . 1
λ
(1)
1 (0) λ
(2)
1 (0) . . . λ
(p)
1 (0)
· · · · · · · · · · · ·
(λ(1)1 (0))
p−1 (λ(2)1 (0))
p−1 . . . (λ(p)1 (0))
p−1
 ,
запишемо цю систему у векторно-матричному виглядi
Wc0 = m0.
Оскiльки визначник останньої системи є визначником Вандермонда, який буде вiдмiн-
ним вiд нуля згiдно з умовою (19), то iз неї однозначно визначаються сталi c(i)0 , i =
1, p :
c0 =W−1m0.
Розглянемо умову (26) у загальному виглядi
p∑
i=1
k∑
s=0
k−s∑
j=0
c(i)s P
k−s
j (λ
(i))(HB0)jϕ+ c
(n)
k−(p−1)
p
ϕ˜ =
= −
p∑
i=1
Hr
(i)
k (0) +M
−1d k−(p−1)
p
− v˜ k−(p−1)
p
(0)−M−1Nv˜ k−(p−1)
p
(1)−
−δk,mp−1
m−2∑
i=0
c
(n)
i G(0)a˜m−1−i(0).
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Позначивши pk вектор у правiй частинi останнього рiвняння, розкладемо його
за базисом (H(0)B0(0))jϕ(0), j = 0, p− 1, ϕ˜(0):
pk =
p−1∑
i=0
α
(k)
i [H(0)B0(0)]
iϕ(0) + α(k)p ϕ˜(0).
Тодi, враховуючи лiнiйну незалежнiсть базисних векторiв, приходимо до системи
p∑
i=1
k−j∑
s=0
c(i)s P
k−s
j (λ
(i)) = α(k)j , j = 0, p− 1, (31)
c
(n)
k−(p−1)
p
= α(k)n .
Врахувавши останнє рiвняння системи (31), а також знайденi на попереднiх кро-
ках рiвняння, що мiстять сталi c(i)0 , c
(i)
1 , . . . , c
(i)
k−p+1, i = 1, p, дiстанемо систему для
визначення сталих c(i)k−p+1, i = 1, p :∑p
i=1 c
(i)
k−p+1 = α
(k−p+1)
0 ,∑p
i=1 c
(i)
k−p+1λ
(i)
1 = α
(k−p+2)
1 −
∑p
i=1
∑k−p
s=0 c
(i)
s P
k−s−p+2
1 (λ
(i)),
. . . . . . . . . . . . . . . . . . . . . . . . . . .∑p
i=1 c
(i)
k−p+1(λ
(i)
1 )
p−1 = α(k)p−1 −
∑p
i=1
∑k−p
s=0 c
(i)
s P
k−s
p−1 (λ
(i)).
Записавши її у векторно-матричнiй формi
Wck−p+1 = mk−p+1,
де ck−p+1 = col(c
(1)
k−p+1, c
(2)
k−p+1, . . . , c
(p)
k−p+1), mk−p+1 – вектор у правiй частинi, знай-
демо
ck−p+1 =W−1mk−p+1.
Отже,
c
(i)
k−p+1 = {W−1mk−p+1}i, i = 1, n− 1, c(n)k−p+1 = α(kp−p
2+2p−1)
n ,
де {l}k – k-й елемент вектор-стовпця l.
Визначення сталих c(i)k , i = 1, n, k = 0,m завершує побудову векторного виразу
(5), який задовольняє крайову задачу (1), (2) з точнiстю O(εm+1).
Методами роботи [4] можна показати, що за виконання накладених умов цей
вираз є асимптотичним зображенням єдиного точного розв’язку x(t, ε) даної задачi.
При цьому має мiсце оцiнка
‖xm(t, ε)− x(t, ε)‖ ≤ cε
m+2
p
−2−h
,
де c – стала, що не залежить вiд ε.
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Пiдсумком наведених викладок є наступна теорема.
Теорема. Якщо виконуються умови 1◦−6◦, а також (19), (27), (23), то край-
ова задача (1), (2) має єдиний розв’язок, який виражається асимптотичною фор-
мулою
x(t, ε) =
n−1∑
i=1
u(i)m (t, ε) exp(ε
−h
∫ t
0
(λ0(t) + λ(i)m (t, ε))dt)+
+vm(t, ε) exp(ε−h−1
∫ t
0
ξ−1m (t, ε)dt) + v˜m(t, ε) +O(ε
m+2
p
−h−2),
де вектор-функцiї u(i)m (t, ε), i = 1, n− 1, vm(t, ε), v˜m(t, ε) i скалярнi функцiї λ(i)m (t, ε),
i = 1, n− 1, ξm(t, ε) зображаються розвиненнями (6), (7), коефiцiєнти яких знахо-
дяться за формулами (16), (22), (25), (21), (24).
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