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ABSTRACT
This thesis discusses the details of research conducted in order to contribute towards the 
development of a generic model that predicts multichannel audio quality. The review in this thesis 
evaluated the existing objective models that predict audio quality. It was concluded from the review that 
most objective models that exists today are not capable of predicting multichannel audio quality in their 
current form. Therefore, important multichannel audio quality attributes were identified and an attempt was 
made to predict some of them using features derived from the recordings themselves.
The project was completed in two phases. The selected attributes in the first phase were basic audio 
quality, timbral fidelity, frontal spatial fidelity and surround spatial fidelity since they were the most 
frequently reported. Envelopment was selected in the second phase since it was reported as an important 
attribute of multichannel audio in several elicitation experiments. The listening tests in the first phase were 
conducted according to ITU-R BS 1534-1 recommendation. A novel test paradigm was employed for 
evaluating envelopment.
The models were calibrated by employing regression analysis techniques. The models in the first 
phase were of double-ended type and features IACC measurements, spectral centroid, spectral rolloff and 
centroid of coherence were proved to be useful for the predictions. The model for predicting envelopment 
was of single-ended type and features IACC measurements, spectral rolloff, area of sound distribution, 
inter-channel coherence and extent of coverage angle was proved to be important for prediction.
The calibrated models were validated using the scores obtained from independent listening tests. 
The predicted scores from validation experiments showed high correlation with the actual scores and the 
accuracy of the models were comparable to the inter-listener errors encountered in typical listening tests. 
The developed models could either be used as independent applications or act as building blocks of a 
generic model that predicts multichannel audio quality.
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As the title of this thesis depicts, a number of objective models that predict the subjective scores 
obtained from listening tests evaluating multichannel audio quality attributes are presented in this thesis. 
During this project, objective models found in literature were carefully analysed so as to identify the 
underlying deficiencies with respect to the assessment of multichannel audio quality. The analysis revealed 
that the existing objective models are not suitable for predicting multichannel audio quality. Following this, 
a number of perceptual attributes that differentiate multichannel audio from monophonic recordings were 
identified. Finally, objective models were developed and validated for a selected number of attributes of 
multichannel audio quality. The objective models were developed using the identified signal descriptors (or 
features) corresponding to perceptual attributes found in literature. The results from these studies are useful 
for improving the existing models. Moreover, they can lead to the development of a universal objective 
model for predicting the multichannel audio quality.
This chapter provides necessary background information needed for understanding the details of the 
project presented in this thesis. This chapter has four sections. The first section introduces the context and 
terminologies related to this project. Following this, Section 1.2 discusses specifically the aims and 
objectives of this thesis. Finally, the structure of this thesis is provided in Section 1.3.
1.1 C ontext and Term inologies
The focus of this study is the development of objective quality assessment models1 for predicting
2
multichannel audio quality attributes . The aim of this section, before delving into die intricate details of 
this project, is to introduce the related context and terminologies to the reader. The section starts with the 
rationale for choosing this context in Subsection 1.1.1. The contexts that come under the scope of this 
thesis are provided in the subsequent subsections. Since the applicability of this project is limited to the 
context of sound reproduction systems, brief descriptions of audio reproduction systems, digital surround 
sound systems and audio codecs are provided in Subsections 1.1.2 and 1.1.3 respectively. Following this,
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discussions on .subjective quality assessment schemes and objective quality assessment schemes are 
provided in 1.1.4 and 1.1.5 respectively.
1.1.1 Context of this research and reasons for choosing the context
As described earlier, the focus of this study is to predict selected multichannel audio quality 
attributes using features extracted from commercially available multichannel audio recordings. In the past 
ten years, multichannel audio with more than two channels has received a high level of support from 
consumers of film and music entertainment. Multichannel audio systems became popular in home 
entertainment as well. The number of products and services based on multichannel audio is increasing 
across the world; an example of this is the recent developments in perceptual audio encoders [Herre et al, 
2007]. This suggests that the future audio technologies are likely to involve perceptual encoders since they 
may provide perceptually “transparent” audio quality at low bit rates. The developments of many of these 
products or services have to pass through listening test phases in order to evaluate the quality of their 
delivered audio. However, in the audio manufacturing industry, listening tests are not always an ideal 
solution when tight deadlines are approaching. In most situations, there will be a release date for launching 
a product and if problems are encountered, the delay in receiving results from a listening test could force 
manufacturers to extend the launch date. It is a well accepted fact that the listening tests are time- 
consuming, expensive and context dependent [Bech and Zacharov, 2006], Therefore, a quick method that 
would help manufacturers to avoid lengthy time delays between the marketing and the manufacturing 
processes is required. The results from objective models are quick and easy to obtain and they avoid a great 
deal of effort. Therefore, objective models that predict subjective scores of multichannel audio quality 
would help manufacturers during product development.
3
The related areas of the current project are audio reproduction systems, subjective assessment of 
audio quality and objective assessment of audio quality. From the literature review (presented later in 
Chapter 2) it is clear that not much study had been done in order to address the issue of predicting 
multichannel audio quality attributes. Most of the works done for the prediction of spatial audio quality 
attributes are done in the context of concert hall acoustics. The nature of multichannel reproduced sound is
3 See Glossary: subjective quality
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slightly different from the sound in concert halls although they can evoke similar listening impression 
observed in concert halls. This is because multichannel audio is created by a number of direct (dry sources) 
and indirect (recorded ambience or reverberant content) sound sources across the reproduction channels. 
Some researchers attempted to incorporate multichannel audio into existing quality prediction models, but 
they were either unsuccessful or had limited capabilities. For this reason, it was decided to predict selected 
attributes of multichannel audio quality using extracted features from commercially available recordings. 
The results could be useful for developing a generic objective model for predicting multichannel audio 
quality.
1.1.2 Multichannel audio reproduction systems
4
A multichannel audio system (or stereophonic systems) has more than one channel. Any sound 
system that conveys multi-dimensional sound images is categorised under the word ‘stereophonic’ 
[Rumsey, 2001]. There can be up to hundreds of audio reproduction channels for a multichannel audio 
system. Brief descriptions of important multichannel audio systems are given below.
The conventional 2-channel (2/0 stereo) stereophonic reproduction system (commercially known as 
stereo) could be considered as the most popular multichannel audio system. A 2/0 stereo system has two 
channels in the front and no surround channels although it can deliver some spatial impression of sound. 
Secondly, the binaural audio system that delivers sound to the listeners using two reproduction channels 
over headphones could also be categorised under multichannel audio system. The binaural audio system 
uses a dummy head or a pair of microphones spaced apart by the distance between the ears of a listener to 
capture the original source signal that a listener would have experienced at the source environment.
Another category of multichannel audio could be classified under surround sound systems, which 
are sound systems with reproduction channels surrounding the listener. There are two types of surround 
sound systems. The first type is known as matrix surround system in which the original audio content is 
represented using few channels and recovered during reproduction. The systems such as Dolby Surround, 
Dolby Prologic, Dolby EX, Circle Surround, Lexicon Logic 7 etc. are examples of matrix surround sound
4 The phrase “multichannel audio” (system or signals) in this thesis refers to any audio system with more than one 
reproduction channels. The phrase “surround audio” in this thesis refers to 3/2 stereo.
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systems. The second type is known as digital surround sound system (such as Dolby Digital, Digital 
Theater System etc.) and it support discrete reproduction channels unlike the matrix surround sound 
systems.
The most popular surround sound system is 3/2 stereo (5.1 channel surround if a low frequency 
effect channel is included) and it has been standardised for several applications including cinema, television 
and consumer applications. The original intention of surround channels in 3/2 stereo system was to support 
ambient effects or room impression. Also, tire surround channels are used for presenting sound sources to 
the side or behind the listener [Shirley and Chaffey, 2007]. The 3/2 stereo system does not support 360° 
image localisation unless a signal processing or recording technique is employed as described by Rumsey
[2001], The loudspeaker layout of 3/2 stereo surround system is specified by ITU-R Recommendation 
BS.775-1 [1994]. The left and right channels are located at ±30° for compatibility with 2-channel stereo 
reproduction. The surround loudspeaker locations are ±110°. These loudspeaker locations are a compromise 
between the need for effects of panning behind the listener and lateral energy, which is important for good 
envelopment. Other multichannel configurations proposed recently, such as 6.1,7.1, 10.2 and 22.2 systems, 
might become popular in future and could be considered as improved systems over the basic 5.1 surround 
sound system [Hamasaki et al, 2005] [Robert and Miller, 2006].
In addition to the systems described above, Ambisonics and Wave Field Synthesis (WFS) systems 
could also be categorised under multichannel audio systems, but considered as higher order multichannel 
audio systems. They are beyond the theme of this thesis and therefore there are not described here. The 
locus of this study is limited to the quality of digital surround sound systems having five full bandwidth 
reproduction channels. The next subsection briefly discusses digital surround sound systems.
1.1.3 Digital surround sound and audio codecs
As mentioned earlier, digital surround sound formats are more popular than matrix formats. The 
important high bit rate digital surround sound formats are Dolby Digital, DTS (Digital Theater System), 
SDDS (Sony Dynamic Digital Sound), MPEG (Moving Picture Experts Group) audio and MLP (Meridian 
Lossless Packing). DTS and Dolby Digital are equally popular in cinema and home entertainment systems.
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Dolby Digital or AC3 encoding is a digital coding technique intended for data reduction and it codes 
the surround sound signals. It is capable of reducing data rates down to 32 kbps for a mono signal from 
768 kbps sampled at 48 kHz with 16 bits resolution. Its bit rates for coding surround signals (with 6 
channels) range down to 640 kbps from 4608 kbps sampled at 48 kHz with 16 bits resolution [Rumsey, 
2001]. It can support up to 8 channels and can operate at different sampling frequencies. DTS can 
accommodate a wide range of bit rates ranging from 32 kbps to 4.096 mbps and supports up to eight 
channels [Rumsey, 2001], The latest format DTS-HD is able lo provide ‘bit-for-bit’ (lossless) recreation of 
original recording, but with higher bit rates up to 24.5 Mbps on Blu-ray discs and 18,0 Mbps on HD-DVDs 
[DTS Online, 2008]. SDDS uses Sony’s ATRAC data reduction system and supports a 7.1 system rather 
than a 5.1 system.
MPEG standards are widely used for representing audio and video at low bit rates. The first audio 
coding standard based on MPEG is ISO/IEC 11172-3: 1993 standard, which employed psychoacoustics 
models for data reduction. The MPEG-1 Layer-3 (mp3) based on the aforementioned standard is very 
popular even nowadays. The popular surround audio encoding formats based on MPEG are MPEG-2 BC 
(Backward Compatible, ISO/IEC 13818-3: 1998) and MPEG-2 AAC (ISO/IEC 13818-7: 2004). Meridian 
Lossless Packing (MLP) is another data reduction technique, but it is categorised under lossless data 
reduction technique unlike Dolby Digital, DTS and MPEG. It is used in DVD-Audio and supports sampling 
rates up to 192 kHz with bit resolution of 16 or 24.
The recent advancements in lossy encoding of multichannel audio has enabled the reduction of bit 
rate of surround audio to the level that is comparable to that used for encoding conventional 2/0 stereo 
audio signals. The most popular one being MPEG SURROUND in which the surround recordings are 
down-mixed to two or one channel and transmitted or stored along with binaural spatial cues to recover the 
surround audio signal during decoding [Breebaart et al, 2007]. A schematic diagram of an MPEG 
SURROUND system is given in Fig. 1.1. The MPEG SURROUND systems can reduce the bit rates down 
to 64 kbps. DTS and Dolby also have recently released low bit rate codecs to compete with the MPEG 
SURROUND. Other low bit rate surround codecs such as Aud-X [Administrator, 2008], Microsoft 
Windows Media Surround Sound [Microsoft, 2008] etc. are also in use. A list of available low bit rate 
surround sound encoders with details is given in Appendix A.
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This subsection provides a brief introduction to subjective methods for assessing the quality of audio 
signals. The subsection is divided into two small subsections that discuss the need for listening tests and 
explain how the listening tests differ from other signal quality assessment schemes.
1.1.4 Subjective assessment of audio quality
Encoder Decoder
Spatial parameter bit stream Spatial parameter bit stream
Fig. 1.1: Encoding/decoding scheme employed in MPEG Surround [Breebaart et al, 2007]
1.1.4.1 The need for listening tests
Perceptual encoders (such as mp3 or MPEG SURROUND) can significantly reduce the bit rate of an 
audio signal by removing perceptual irrelevancy (using a model of human auditory perception) and 
statistical redundancy of the audio signal. These algorithms analyse audio signals using an artificial human 
auditory system and reduce the bit rates by allowing lower bit resolutions to audio samples depending on 
the characteristics of signal [Pohlmann, 2005]. For perceptually encoded signals, objective measures such 
as Signal-to-Noise ratio (SNR) measured in a conventional way may vary from a few dBs to a hundred dBs 
depending on the signal and, at the same time, no noise is audible. Hence traditional objective quality 
measurements like SNR are not suitable for the evaluation of recordings that are encoded by perceptual 
encoders. The solution to tins problem to some extent is to conduct listening tests asking human subjects to 
evaluate the quality of audio [Bech and Zacharov, 2006].
1.1.4.2 Difference between listening tests and other signal quality measurement methods
The listening tests and conventional signal quality measurement methods such as SNR and THD5 
(Total Harmonic Distortion) are fundamentally different. In conventional signal quality measurement
5 See Glossary: Total Harmonic Distortion
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methods, the objective measures describe the properties of signals. They are computed mathematically 
from signals directly. In the past, for analogue audio systems, they were well correlated with the perceived 
audio quality although they do not describe any perceptual properties of the signal. But, this is not true for 
the modern digital audio systems, particularly for those involving perceptual encoding. Therefore, listening 
tests are conducted in order to measure the quality of audio signals that are encoded with perceptual 
encoders since the traditional objective methods fail to describe its quality. The audio signal quality from 
listening tests is deduced mathematically by analysing scores obtained from listeners. Several statistical 
measures such as mean opinion scores (MOS), confidence intervals, scatter plots, ANOVA, etc. are 
employed do this analysis. In order to represent the quality as a single value, MOS values are calculated 
[Bech and Zacharov, 2006], The objective quality assessment methods are developed using these MOS 
values. A brief introduction to objective quality assessment methods are given in the following subsection.
1.1.5 Objective audio quality assessment
An objective model can act as an alternative solution to listening tests in certain situations. 
Depending on the input information, the objective quality assessment methods could be divided into four 
categories -  media-layer objective models, packet-layer objective models, parametric models, and hybrid 
models [Yamagishi, 2007], All these models estimate the quality perceived by the human subjects. Media- 
layer objective models use media-signals such as speech, broadband audio, video etc. whereas packet-layer 
objective models use information from IP (internet protocol) packets. Parametric models use other system 
parameters (for example, bandwidth of transmission channel) and hybrid models use a combination of 
media signals, IP packets, and system parameters. The objective models developed during the study 
reported in this thesis can be classified under media-layer objective models since the prediction of quality 
was made directly from audio signals. Therefore, the term ‘objective quality evaluation’ in this thesis refers 
to media-layer objective models only, unless explicitly stated otherwise.
Objective quality evaluation methods are classified into two types -  ‘double ended’ (intrusive 
models) and ‘single ended’ (unintrusive models), based on the way they compute features. An intrusive 
objective model uses both reference and test signals while predicting audio quality. They operate by 
comparing two signals -  a reference signal and a test signal. Throughout this report, the term reference
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signal or recording refers to the original unprocessed programme material whereas test signal or recording 
refers to the programme material to be evaluated. A schematic diagram of an intrusive system is given in 
Fig. 1.2. Unlike intrusive models, unintrusive objective models do not have access to an original signal. 
That means, it has access to information derived from the signal taken from the output of the device under 
test only. Therefore, unintrusive methods do not compare the test recording with its corresponding 
reference recording while predicting audio quality. They extract objective measures from test recordings 
only and therefore the degradation in signals is difficult to measure since there is no reference signal to 
compare with. For this reason, the development of unintrusive objective models is more difficult than that 
of intrusive models. Few unintrusive objective methods (such as ITU-T Recommendation P.563 and 
ANIQUE [Kim, 2005]) had been proposed recently. Nevertheless, no unintrusive methods are proposed so 
far for multichannel audio quality assessment [Rix et al, 2006]. A schematic diagram of unintrusive model 
is given in Fig. 1.3. This thesis discusses the development of an unintrusive model and a number of 
intrusive models.
Fig. 1.2: Schematic diagram of intrusive model
recording Device under
Processed
Recording Objective
MOS
test Model .1^
Fig. 1.3: Schematic diagram of unintrusive model
1,1.5.1 Need for objective quality measurement algorithms
In Subsection 1.1.4, the reasons for not avoiding listening tests for evaluating the quality of audio 
signals were discussed. However, it is well known that conducting listening tests for evaluating audio
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quality is time consuming, expensive, tedious, and context-dependent and often requires significant 
knowledge of a number of different disciplines such as audio engineering, psychophysics, signal 
processing, experimental psychology etc. [Toole, 1985][Berg and Rurasey, 2006]. A successful listening 
test depends on the thoroughness of the experimenter and completeness of the existing theory [Toole, 
1985], Objective methods allow an experimenter to get a mean quality score associated with a particular 
type of a listening test within a very short time without mastering a number of related disciplines [Bech and
Zacharov, 2006]. Therefore, as discussed earlier, an alternative solution to conducting listening tests is an
objective model that predicts audio quality. Objective methods normally model human auditory system and 
extract physical measures by passing audio signals through an artificial human auditory system. Such 
models are available in the form of computer programs that analyse sound files in order to predict 
subjective scores [Bech and Zacharov, 2006]. There are a number of objective algorithms in existence 
today and an overview of them is given in Chapter 2.
1.2 About this thesis and aims of this research work
1.2.1 Scope and aims of the thesis
There are several attempts to predict basic audio quality6 (BAQ) of multichannel audio, such as 
those proposed by [Torres-Guijarro et al, 2004] and [Choi et al, 2007 and 2008], They attempt to predict 
BAQ directly. This study however does not attempt to provide a complete solution to predict BAQ but 
paves the way for developing a generic model that predicts BAQ or other high level attributes of 
multichannel audio quality. As made clear at the beginning, the aim of this study is to develop objective 
models for predicting selected multichannel audio quality attributes. The aims and objectives of the project 
are described in the following bullet points. The subsequent description given after each bullet point 
explains the steps to be involved for achieving each objective.
o To identify the deficiencies o f  the existing objective models with respect to the assessment o f  
multichannel audio quality
6 BAQ is a global attribute of audio quality. See Chapter 3 for more details.
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As mentioned earlier, there are several objective models that predict audio quality. The most important aim 
of this study is to critically analyse the existing methods and verify whether any of them address the issue 
of predicting the quality of multichannel audio efficiently. This goal can be achieved by reviewing the 
existing literature.
o To identify the perceptual attributes that differentiate multichannel audio from  existing 
monophonic audio signals
As mentioned earlier, one of the aims of this project is to contribute towards the future developments of a 
generic objective model that predicts a multichannel audio quality. One way to achieve this goal is to 
develop objective models or find signal descriptors associated with attributes that differentiate multichannel 
audio from monophonic sound. Achieving this goal would help to choosing appropriate attributes of 
multichannel audio for detailed study. This goal could be achieved by analysing the results of elicitation 
experiments and reviewing other descriptive studies on multichannel audio.
o To identify signal descriptors, called features in the thesis, that could be used to extract 
information from  multichannel audio recordings and subsequently use them in objective models 
predicting the quality
This is an important aim of this project for developing objective models that predicts multichannel audio 
quality. Such an action would help future developments of objective models for predicting multichannel 
audio quality attributes. This goal can be achieved by following two routes: First is to look at literature 
either in the area of objective audio quality assessment or other audio information retrieval projects; 
second, using common sense and applying some signal processing knowledge.
o To calibrate and validate objective models fo r  predicting selected attributes o f  multichannel 
audio quality
The first step for achieving this goal is to collect subjective scores of selected multichannel audio quality 
attributes. For this, it is necessary to choose or develop appropriate grading scales and prepare appropriate
7
stimuli for listening tests. The calibration of objective models can be done by employing mathematical
7 See Glossary: calibration
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modelling techniques with features extracted from the recordings and subjective scores. The validation of 
objective models can be done with a completely different set of subjective scores and stimuli.
1.2.2 What is this thesis not about
The goal of this project is not to develop a complete system or objective models that could be used 
to predict the quality of any multichannel audio system (such as Ambisonics or WFS systems). The scope 
of the project is limited to predicting the quality attributes of the standard 3/2 stereo recordings as per ITU- 
R Recommendation BS.775-1 and a fixed listening position.
It is not the goal to develop a generic objective model that could predict the quality changes caused 
by any signal processing type. As mentioned at the beginning of this subsection it is difficult to develop 
such a generic objective model. The scope of the first pail of the project (Chapter 4) is limited to the 
prediction of audio quality of the surround audio recordings whose quality was affected by low-pass 
filtering or down-mixing algorithms. In the second part of the project (Chapter 5) the capabilities of the 
developed model was extended, in addition to die above two degradations, to predict the quality changes 
due to low bit-rate surround audio codecs. Hence, it is unknown whether the developed objective models 
would perform satisfactorily when other types of impairments due to signal drop-outs, channel miss- 
alignment, non-linear distortions etc. are present.
It is known that different listening test methods may produce different data due to some inherent 
biases [Poulten, 1989] [Zielinski et al, 2007a and 2007b], The aim of this project is not to develop objective 
models capable of predicting the data obtained using any listening test method. The developed objective 
models were calibrated using the data obtained from the subjective tests based on the MUSHRA paradigm 
(first part of the project) and the novel multi-stimulus test with a standard scale (second part of the project). 
It is unknown whether the developed objective models would perform satisfactorily if the models are used 
to predict the data obtained from the listening tests executed using different test methodologies to those 
mentioned above.
The objective models reported in this thesis were calibrated using scores obtained from expert 
listeners of a certain age group (less than 40 years). It is not known whether they could predict scores 
obtained from naive or aged listeners. Also, the models reported here are developed in the context of home
II
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entertainment systems and therefore, it is not known whether they are applicable to other contexts, say for 
example gaming audio with surround sound. Also, it is not known whether the objective models perform 
satisfactorily to predict scores obtained from a listening test with a different listening position.
Finally, there are some limitations in general for all objective methods that evaluate audio quality 
irrespective of the types. Those limitations are applicable to the objective models reported here as well. 
Objective audio quality measurement methods give a single value that corresponds to the MOS values of 
audio signals obtained from listening tests. This is because they are calibrated using the mean opinion 
scores obtained from listening tests. This is an advantage when the problem of measuring audio quality is 
approached from an engineer’s perspective. An engineer may be interested in a single value that 
corresponds to quality rather a number of responses as obtained from listening tests. The results from 
objective models provide a single value and hence they are useful in engineering applications where an 
assessment of quality is necessary within a relatively short time duration. However, this may not be 
advantageous for somebody who wants a detailed analysis. The popular objective methods such as PEAQ 
and PESQ also have the limitation of predicting mean subjective scores. The results from listening tests 
allow one to analyse the responses from a group of listeners in detail. Objective methods do not allow such 
flexibility since their output for a particular signal is single valued.
1.2.3 Novelty of this work
This study identified signal descriptors related to low level attributes of multichannel sound. For 
example, the author modified the computation of objective measures relating to brightness, listener 
envelopment, apparent source width etc. to suite to the requirements of multichannel audio.
During the first phase of the project, intrusive objective models predicting basic audio quality 
(BAQ), timbral fidelity (TF), frontal spatial fidelity (FSF) and surround spatial fidelity (SSF) were 
developed using the identified features. The study unearthed several useful features for predicting the 
quality attributes of multichannel audio when impairments occurred due to bandwidth limitation and down- 
mixing.
The aim of the second phase of the project was to predict envelopment arising from multichannel 
audio recordings using an unintrusive objective model. To enable the model to differentiate two different
12
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program materials unlike in a typical multi-stimulus paradigm, a novel listening test paradigm was 
proposed. In the new methodology, the test recordings were compared against two known references 
(audible anchors) that defined the grading scale. In addition, ecologically valid audible anchors were 
designed and successfully employed in listening tests. Following this, tire unintrusive model for predicting 
perceived envelopment of multichannel audio quality has been developed. There are a few unintrusive 
models for predicting speech quality scores (such as ITU T. P.563 Recommendation), but no such model 
exists for predicting the sensation of envelopment arising from commercially available multichannel audio.
1.3 Structure of the thesis
Before providing the details of the project, it is necessary to review the existing objective methods 
that predict audio quality and analyse whether they are suitable for multichannel audio quality prediction. 
Since this project involves subjective assessment of audio quality, it was necessary to cover the important 
methods of subjective quality assessment methods relevant to this project. These two aspects are discussed 
in Chapter 2.
As mentioned earlier, this project attempts to predict selected attributes of multichannel audio 
quality. An understanding of those attributes that distinguish multichannel audio from monophonic audio 
was needed in order to select useful and important attributes for developing objective models. The 
knowledge of these attributes would also help to find or develop relevant features. A detailed discussion on 
the attributes of multichannel audio and rationale for choosing attributes used in this project are given in 
Chapter 3. Chapter 4 discusses the details of a series of experiments conducted in order to develop 
objective models for predicting BAQ, TF, FSF and SSF. The details of validated objective models and the 
specific features designed for building objective models are also discussed in the chapter.
Chapter 5 starts with the discussion on the development of a grading scale used for evaluating 
envelopment defined by audible anchors. Following this, a detailed discussion on the listening tests for 
evaluating envelopment is given. The chapter continues with details of specific features designed for 
developing the unintrusive model for predicting perceived envelopment. The chapter concludes with 
directions for future work. Chapter 6 provides the overall summary, conclusions and directions for future 
work.
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assessment
The aim of this chapter is to provide discussions on two contexts of this project -  subjective and 
objective quality assessment schemes. A literature review on subjective quality assessment schemes was 
necessary in order to choose appropriate listening test methodologies for evaluating the multichannel audio 
quality attributes described in this thesis. The quest during the literature review on objective quality 
prediction algorithms was mainly to find a) whether there is an objective model that can predict quality 
scores of multichannel audio; b) whether some hints about features related to multichannel audio quality 
attributes are available in the literature.
2.1 Introduction
The important contexts of this thesis are objective and subjective quality assessment methods. 
Before proceeding with the detailed discussion of these, a general overview and scope of these two contexts 
are needed. It can be said that each objective quality assessment method is associated with a specific 
subjective quality assessment schemes. It is because the former is calibrated using mean subjective scores 
obtained from latter. Further, subjective audio quality assessment methods (and thus objective quality 
assessment schemes) vary depending on the type of audio signal -  for example, speech or broadband audio. 
The International Telecommunication Union (ITU) categorised the audio signals into three types on the 
basis of bandwidth [Bech and Zacharov, 2006]. The first type is known as Narrowband (or Narrow 
Bandwidth), which usually covers audio signals with frequencies in the range of 300-3400Hz. The second 
type is Wideband (Wide Bandwidth) that covers audio signals with frequency range I50-7000Hz. Finally 
Broadband (Broad Bandwidth) covers all audible frequencies ranging from 20-20000Hz. The ITU has 
standardised subjective quality assessment methods into two categories -  ITU-T (for telephonic
g
communication) and ITU-R (for radio communication) . ITU-T standards cover the methods for evaluating 
narrowband and wideband audio (speech) whereas ITU-R standards are exclusively for broadband audio. 
However, due to the advancement in technologies, the frequency bandwidth of audio communication is
8 The concern here is only about audio signal, not about any other types of signals that come under telephonic or radio 
communication.
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becoming wider. As a result it is anticipated that the frequency bandwidth of radio and telecommunication 
will increasingly overlap in future [Bech and Zacharov, 2006].
Telephonic communication mainly involves the transmission of speech signals whereas radio 
communication involves the transmission of broadband audio such as music. Therefore, the author likes to 
categorise the subjective audio quality assessment methods into two -  1) speech quality measurement and 
2) broadband audio quality measurement. The similarity between the two categories is that both use human 
subjects for the evaluation of quality. Differences are numerous but the major difference is basically the 
strategy followed for conducting the listening tests. A comparison between two types is listed in Table 2.1.
Table 2.1 Comparison of listening test features for speech and broadband audio signal
Speech signal Broadband audio signal
Listening tests are conducted in a quiet room with a 
controlled noise level
In a standard listening room
Subjects listen through a telephone handset with a 
standard frequency response
Either headphone or loudspeakers
Recordings are typically 8 sec long and consist of a pairs 
of unrelated sentences
Typically music up to 20 sec
Simulated telephonic conversation Passive listening test
Single stimulus tests are common Single stimulus listening tests were found to be 
inadequate to extract the listener opinion. 
Multiple-stimulus tests are common
In general, listeners involved in tests are non-experts. Listeners involved in tests are expert listeners.
High quality reference signals are not always provided 
for comparison
High quality reference signals are provided for 
comparing with test signals
The focus of this study is on the assessment of quality associated with multichannel audio having 
full-bandwidth. Therefore, the discussions in this chapter concentrate mainly on schemes to evaluate 
broadband audio signal quality (both subjective and objective). For this reason, speech quality assessment 
schemes are not covered in detail in this thesis. At the end of this chapter, the author aims to determine 
what existing listening test standards can be used for evaluating multichannel audio quality, as well as what 
existing objective methods are available for predicting it. Furthermore the drawbacks of existing methods 
were evaluated and determined the features used in the existing methods that predict multichannel audio 
quality. From the review done in this chapter, the author also intends to find whether there exist any
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unintrusive methods for predicting broadband audio quality, particularly for multichannel audio. Some of
9
these research questions to be answered in this chapter are similar to the concerns raised by ITU recently .
This chapter is divided into three sections. Section 2.2 provides a discussion on the important 
listening test standards relevant to this research. Objective quality assessment schemes are reviewed in 
Section 2.3. Finally in Section 2.4, the summary and conclusions are provided.
2.2 Listening test standards
There are several standards related to audio quality assessment proposed by the Audio Engineering 
Society (AES), American National Standards Institute (ANSI), European Broadcasting Union (EBU) and 
International Telecommunication Union (ITU). However, the standards used for calibrating current 
objective models for broadband audio are based on ITU recommendations and hence the focus in this 
section is only on ITU standards. ITU-T standards (such as ITU-T Recommendation P.800) are designed in 
such a way that the evaluation of speech signals is done by simulating telephonic conversations as seen in 
Table 2.1. There are two types of frequently employed methods for evaluating speech quality specified in 
the ITU-T Recommendation P.800 [1996] -  absolute category rating (ACR) and degradation category 
rating (DCR). Both employ simulated telephonic conversation as test signals during the evaluation of 
quality. Typically, each original recording used in ITU-T based listening tests consists of speech sentence 
pairs of around 5 to 8 seconds duration from a single talker. Recordings from two male and two female 
talkers are used to evaluate each condition under test. The original signals are processed through a filter 
that models the signal losses in the handset send path, speech encoder and other processes (for example, 
packet loss that can occur in the network). In addition, noise may be added to model a noisy environment. 
Finally, the signal is presented to naive subjects (usually 24 to 32) using a standardised telephone receiver 
for their voting. The ACR method uses a listening quality opinion scale whereas DCR method uses an 
annoyance scale and a quality reference signal before each test signal to be evaluated. Evaluating high 
quality audio processes is a challenging task since the distortions are often much more difficult to detect 
than those arising from speech codecs in a simulated telephonic conversation [Rix et al, 2006]. Therefore,
9 What are the characteristics of perceptual models which correlate well with perceived audio quality for multichannel 
signals? (Question 2inITU-RQ 122/6)
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the subjective assessment standards for speech signals are not suitable for the evaluation of music or 
broadband audio signals in their current form and so further discussion on ITU-T standards is not provided 
here. The following two subsections (subsections 2.2.1 and 2.2.2) discuss the two ITU-R standards relating 
to subjective quality assessment methods for broadband audio signals.
2.2.1 ITU-R Recommendation BS.1116-1
It is difficult to detect small impairments introduced by some processes such as perceptual encoders 
if standards based on ITU-T recommendations are used. Therefore, a more rigorous control of experimental 
conditions and appropriate statistical analysis is required. The purpose of ITU-R Recommendation 
BS.l 116-1 [1997] is to provide a reliable solution to this problem. The main concern of this review is to 
discuss the test method (to check whether it is suitable for the current study) and the attributes (to check 
whether the suggested attributes are .suitable for the current study) used in subjective evaluations.
2.2.1.1 Test Method: ITU-R Recommendation BS.1116-1
The method followed in ITU-R Recommendation BS.l 116-1 [1997] is “double-blind triple-stimulus 
with hidden reference”. The method is found to be both sensitive, stable and permits accurate detection of 
small impairments. The subjects are given three stimuli named ‘A’, ‘B’ and ‘C \ The reference signal is 
assigned as stimulus ‘A’. Stimuli ‘B’ and *C' are assigned randomly to a hidden reference and an impaired 
recording respectively. The subjects are asked to evaluate the impairments on stimulus ‘B’ and ‘C’ 
compared to stimulus ‘A’ according to the continuous impairment scale given below with verbal 
descriptors.
Impairment Grade
Imperceptible 5.0
Perceptible, but not annoying 4.0 
Slightly annoying 3.0
Annoying 2.0
V ery annoying 1.0
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One of either ‘ET or ‘C’ (the hidden reference) should be rated as imperceptible from stimulus ‘A' and the 
other one may reveal impairments. Thus, the perceived difference detected is referred to as the difference 
between the scores obtained for reference and the other stimulus.
The test method consists of two parts: a familiarisation or training phase, and a grading phase. The 
familiarisation phase is to let the subject become familiar with the test facilities, the test environment, the 
grading process, artefacts under study, the grading scales and the methods of their use. During the grading 
phase, the subjects evaluate the stimuli under test based on test instructions given to them.
The subjects involved in listening tests based on the ITU-R Recommendation BS.l 116-1 should 
have acute hearing ability (contrary to that recommended by ITU-T Recommendation P.800) and should be 
trained or experienced since the task involves the detection of codec distortion such as pre-echo [Rix et al, 
2006]. Unlike listening tests based on the ITU-T Recommendation P.800, tests based on the ITU-R 
Recommendation BS.l 116-1 involve repeated listening. The original and degraded signals are 
synchronously looped and subjects are provided with a mechanism to switch between original and test 
recordings. The resultant quality score is called subjective difference grade (SDG).
The five-category continuous rating scale of the ITU-R Recommendation BS.l 116-1 is similar to 
that of the ACR or DCR method described in the ITU-T Recommendation P.800. The only difference is the 
verbal descriptors associated with the grading scales, although they may be interpreted to have similar 
meanings. For example, the ‘imperceptible’ (of ITU-R BS.l 116-1) and ‘degradation is inaudible’ (of DCR 
in ITU-T P.800) might be interpreted similarly. However, it should be noted that the verbal descriptors 
associated with the grading scale can have a significant influence on listeners’ responses. It can also be 
seen that the test strategy is similar to that described in the DCR method since the listeners take their 
decisions by comparing original and test recordings.
2.2.1.2 Attributes; ITU-R Recommendation BS.l 116-1
The ITU-R Recommendation BS.l 116-1 defines attributes to be evaluated exclusively for 
monophonic, 2/0 stereo and surround sound systems. The standard encourages experimenters to evaluate 
basic audio quality (BAQ), which is a global attribute that is used to judge all or any differences between 
the reference and test recordings. The standard specifies only BAQ in the case of monophonic recordings
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whereas 2/0 stereo recordings have an additional attribute called stereophonic image quality, which refers 
to the differences between the reference and test recording in terms of sound image locations, sensations of 
depth and reality of the sound event. For surround sound systems, two additional attributes, front image 
quality and impression of surround quality, are defined in addition to BAQ. Front image quality is related 
to the localisation of the frontal sound sources and includes stereophonic image quality and losses of 
definition. Impression of surround quality is related to spatial impression, ambience, or special directional 
surround effects.
The ITU-R Recommendation BS.1116-1 describes an efficient method that can be used when 
differences between test and original stimuli are to be evaluated. However, the capability of listening tests 
based on ITU-R Recommendation BS. l 116-1 to provide the inter-stimuli relationships is limited since the 
test allows the listener to have access to only one test signal at a time. Since the stimuli are presented to the 
listeners in pairs, tests based on ITU-R Recommendation BS.1116-1 are time consuming and more 
expensive than those based on a multi-stimulus paradigm such as the one described in the following 
paragraphs.
2.2,2 ITU-R Recommendation BS.1534-1
The ITU-R recommendation BS.1116-1 is useful for evaluating high quality audio systems with 
small impairments in signal. However, there are several applications that involve lower quality audio and 
they are unavoidable in online streaming applications or in Internet audio distribution businesses. The test 
method given in ITU-R recommendation BS.1116-1 is not ideal for evaluating these lower quality audio 
systems since it is incapable of discriminating between small impairments in quality at the bottom of the 
scale and therefore the ITU proposed a method "Multi Stimulus test with Hidden Reference and Anchor 
(MUSHRA)” in the ITU-R Recommendation BS.1534-1 [2001]. The recommended test method is intended 
to give reliable and repeatable results for ‘intermediate quality’ levels. In the MUSHRA test methodology, 
a high quality reference signal is compared against test recordings having significant impairments. The 
standard recommends experimenters to use other test methods if the systems under test can improve the 
subjective quality of a signal. The following paragraphs describe the test method and attributes 
recommended.
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2.2.2.1 Test method: ITU-R Recommendation BS.I534-1
In addition to the use of a high quality reference signal, the standard requires a mandatory anchor 
being a low-pass filtered version of the original recording (having a cut-off frequency 3.5 kHz) in addition 
to all signals under test and a hidden reference signal. The puipose of the anchor is to make sure that minor 
artefacts are not rated as having very low quality. The standard also recommends the optional usage of 
additional anchors in addition to the mandatory hidden anchor depending on the context of the experiment. 
The anchors can be signals with bandwidth limitation to 7 kHz or 10 kHz, reduced stereo image (in the case 
of two-channel stereo systems), additional noise, drop outs, packet losses etc. The purpose of the additional 
anchors is to provide an indication of how the systems under test compare to well-known audio quality 
levels. They should not be used for rescaling results between different tests. The standard insists that the 
listeners should give the highest score for the hidden reference. The standard reports that the MUSHRA 
paradigm gives accurate and reliable results.
The standard recommends using expert listeners for listening tests. The standard also recommends a 
mandatory training session prior to the test. Another recommendation of the standard to the experimenter is 
to provide a user interface (see Fig. 2.1) that enables subjects to switch between the reference signal and 
any test recording. During a test, the subject is presented with a sequence of test pages with reference and 
test recordings that are synchronously looped. In each test page, the subject is presented with the reference 
signal and all or some versions of test signals. For example, if an experiment contains 8 versions of 
processed recordings, the subjects are presented with 11 signals (1 reference + 8 impaired + 1 hidden 
reference + 1 hidden anchor) on a test page and are allowed to switch instantly among them.
The subjects are given a Continuous Quality Scale (CQS), typically 10 cm long or more during tests 
for evaluating test stimuli as given in Fig. 2.2. As seen in the figure, the CQS is divided into five equal 
intervals. The MUSHRA method enables a subject to carry out direct comparison between any stimuli 
present oil a test page. The duration of a MUSHRA based listening test is significantly shorter compared to 
that of a test based on ITU-R Recommendation BS.l 116-1 because of the multi-stimulus evaluation in a 
test page.
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Fig. 2.1: User interface of a typical listening test based on MUSHRA paradigm
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Fig. 2.2: The grading scale recommended by ITU-R BS 1534-1 methodology
2 2 2 .2  Attributes: ITU-R Recommendation BS.1534-1
The attributes proposed in the MUSHRA paradigm are identical to those given in ITU-R BS.l 116-1 
recommendation (BAQ, front image quality and impression of surround described in Subsection 2.2.1.2).
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The paragraphs given above have discussed the important listening test standards for evaluating the 
quality of broadband audio signals. The discussion helped to understand some similarities between the 
verbal descriptors used to define the grading scales used for evaluating speech and broadband audio 
signals. However, they differ in test methodologies, acoustical conditions, type of listeners and equipment 
used etc. The review enabled to identify two ITU-R standards (BS.1116-1 and BS.1534-1) that recommend 
the method to evaluate multichannel audio quality. Of these, ITU-R BS.1116-1 recommendation is 
relatively more time consuming, expensive and is not suitable for evaluating lower quality audio systems. 
Therefore, it appears that the ITU-R BS.1534-1 recommendation is more suitable for this project as its 
grading scale has flexibility to accommodate a wider range of quality.
2.3 Objective quality prediction algorithms
The review provided here starts with a summary of early objective models in Subsection 2.3.1. A 
brief discussion on the details of PEAQ, a recommendation by ITU-R that predicts audio quality is given in 
Subsection 2.3.2. Subsection 2.3.3 describes the modifications that several authors have proposed to the 
PEAQ model after it was standardised by ITU. The models developed for predicting multichannel audio 
quality attributes are discussed in Subsection 2.3.4. Finally, Subsection 2.3.5 very briefly discusses the 
important standards for objective assessment models of speech quality.
2.3.1 Early objective models
The history of objective models starts with the model that has been developed by Schroeder et al 
[1979]. Since then, authors such as Kaijalainen [1985], Soumagne et al [1986] proposed models that 
predict audio quality. The early models were developed for predicting the distortions that occurred on 
speech signals due to speech encoders. In the second half of the 1980s, encoding schemes for broadband 
audio signals has emerged. The first perceptually motivated model that predicts the quality of encoded 
broadband audio signal has been proposed by Brandenburg [1987].
In early 1990s, the ITU invited proposals separately for objective models applicable to speech and 
broadband audio signals. The divergence of objective models for speech and broadband audio signals 
appears to have started after the invitation by ITU. Seven methods that attempted to predict the quality of 
broadband audio signals were submitted to ITU for consideration. They are [Brandenburg, 1987],
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[Beerends and Stemerdink, 1992], [Paillard et al, 1992], [Colonies et al, 1995], [Thiede et al, 1996], 
[Sporer, 1997] and an unpublished method called Toolbox.
All models submitted to ITU-R for consideration attempted to predict the quality differences due to 
the presence of noise/distortions inserted by perceptual encoders. However, few authors attempted to 
incorporate objective measures to model spatial quality degradations. Thiede et al modelled binaural 
masking level difference (BMLD) and sound localisation but reported that there was no significant 
improvement due to BMLD in the accuracy of predicting listening test scores. The unimportance of a 
feature that models spatial quality changes is not surprising- as they used subjective scores obtained from 
recordings that have prominent timbral changes than spatial changes. Beerends and Stemerdink reported 
that their model was unable to solve the impairments in stereo imaging or any type of spatial changes.
None of the aforementioned models satisfied the benchmarks set by ITU-R. Hence, a collaborative 
development involving these proponents enabled to develop a model called PEAQ (Perceptual Evaluation 
of Audio Quality). PEAQ has an improved performance over its predecessors. This model is available from 
ITU as ITU-R recommendation BS. 1387-1 [1998]. A brief description of PEAQ is given in the following 
subsection.
2.3.2 Details of the P E A Q  model
A discussion of PEAQ model is given in this thesis for two reasons. 1) PEAQ is one of the 
important objective models that exist today that evaluates the audio quality differences due to the presence 
of noise/distortions. Most surround encoders proposed recently insert distortions and/or noise like 
conventional perceptual encoders do. Therefore, the objective measures that employed in PEAQ could be 
useful to model quality differences caused due to perceptual encoders. 2) A number of authors attempted to 
improve the capabilities of PEAQ model to predict multichannel audio quality. A discussion on PEAQ 
model might help in understanding the details of these modifications.
PEAQ uses two types of artificial auditory system (ear- model) while predicting audio quality -  the 
auditory system based on a filter bank or FFT. In addition to the difference in the ear model, there are 
mainly two differences in the strategy followed to differentiate between a test and reference signal -  these 
being a comparison based on the masked threshold and a comparison of internal representations. The early
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objective models, such as those reported by Schroeder et al [1979] and Brandenburg [1987] used the 
masked threshold concept. In this approach, the difference between original and processed signal was 
compared to the masked threshold c*f the original signal. An error at a particular time and frequency was 
considered to be inaudible if it was less than precomputed masked threshold.
The concept of comparing the internal representations was introduced by Karjalainen [1985], The 
methods proposed by Thiede et al [1996], Beerends and Stemerdink [1992], etc. employed this concept for 
comparing test and reference signals. This method models the human auditory system by simulating the 
signal transformations performed in the ear. The quality measurements were taken by comparing these 
internal representations of reference and test signals. This method is superior to the masked threshold 
concept because the physiological aspects of the auditory model are modelled more accurately.
The model output variables (MOVs) employed in PEAQ were not only computed from tire artificial 
auditory system, but also computed by comparing linear spectra without passing through the ear models. 
Before applying signal to the ear model, the playback level of the model was set to that of the test signal. 
When the exact playback level of the test signal was not known the playback level of the test signal was set 
to 92dB SPL. Also, the original and the processed signals were time aligned before applying them to the 
model. A schematic diagram of the PEAQ is given in Fig. 2.3.
PEAQ has two versions depending how the MOVs are generated. The first version is known as the 
basic version, which is intended for applications where a high processing speed is essential and the second 
version is an advanced model that can give the highest achievable accuracy at the cost of processing speed. 
The details of basic and advanced PEAQ models are given in the following paragraphs.
24
Chapter 2: Subjective and objective methods of audio quality assessment
Playb ack levels Refe renc e and imp aire d Playb ack levels
Excitation pattern, specific loudness patterns, Excitation pattern, modulation patterns, error
modulation patterns, error signals signals
Calculate Model Output Variables
't 'f 1r 'r 'r 'r \ i
Calculate Quality Measure (Artificial Neural Network.)
. .
Distortion index Objective difference grade
Fig. 2.3: Schematic diagram of the PEAQ
2.3.2.1 PEAQ -  Basic Version
The basic version of PEAQ only uses the FFT-based ear model and employs both the concept of 
comparing the internal representations and the concept of masked threshold for computing MOVs. The 
basic PEAQ model uses 11 MOVs and the poor temporal resolution due to the limitation of FFT approach 
had been partly solved by using a larger number of MOVs. The MOVs used in basic PEAQ model is given 
in Table 2.2. It can be seen from table that basic PEAQ model considers only the spectral changes due to 
the presence of a noise signal in the audio. Not a single MOV attempts to model the spatial changes or 
stereo image differences between the reference and the test signals.
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Table 2.2 The Model Output Variables (MOVs) used Basic version of PEAQ (from ITU-R. BS
Recommendation 1387-1 [1998])
No MOV name Description
i. WinModDifflB Windowed averaged difference in modulation (envelopes) between 
reference signal and signal under test
2. AvgModDifflB Averaged modulation difference
3. AvgModDiff2B Averaged modulation difference with emphasis on introduced modulations 
and modulation changes where the reference contains little or no 
modulations
4. RmsNoiseLoudB RMS value of the averaged noise loudness with emphasis on introduced 
components
5. BandwidthRefB Bandwidth of the reference signal
6. BandwidthTestB Bandwidth of the output signal of the device under test
7. Total NMRb Logarithm of the averaged total noise to mask ratio
8. RelDistFramesB Relative fraction of frames for which at least one frequency band contains a 
Significant noise component
9. MFPDb Maximum of the probability of detection after low pass filtering
10. ADBb Average distorted block, taken as the logarithm of the ratio of the total 
distortion to the total number of severely distorted frames
11. EHSb Harmonic structure of the error over time
"The subscriptsa mean that the MOVs are derived from FFT part of the PEAQ model
1.3.2.2 PEAQ -  Advanced Version
The advanced version of PEAQ uses the FFT-based and filter bank based ear models for generating 
the MOVs. The advanced version of PEAQ has five MOVs. The MOVs derived from the filter bank 
measured the loudness of the nonlinear distortions, the amount of linear distortions and disruptions of the 
temporal envelope. The variables based on the FFT included an NMR and a cepstrum-like measure of 
harmonic structure in the error signal. The MOVs used in Advanced PEAQ model is listed in Table 2.3. 
Again, the MOVs in Advanced PEAQ model did not consider the spatial changes or stereo image 
differences between the reference and the test signals.
The listening test employed during the development of PEAQ was according to ITU-R BS. 1116-1 
Recommendation. Thiede et al [2000] reports that the scale used for the listening tests was a five-grade 
impairment scale and the grading given by the listeners was a global attribute that reflected all detected 
differences between the reference and test signal. An artificial neural network was used in order to map the 
MOVs (of basic and advanced versions of PEAQ) and subjective scores obtained from the listeners. The 
listening test scores were transformed to a single score (according to ITU-R Recommendation BS. 1116-1) 
for the analysis of the results as given below:
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SDG = SGrade,eference -  SGradetesl, (2.1)
where SGradereference and SGrade,es, are the subjective scores obtained from the listening test for reference 
and test recording respectively.
In a similar way, the predicted scores from the model were computed as:
ODG = OGradereference -  OGradelest, (2.2)
where OGradereference and OGrade,esl are tlie predicted scores by PEAQ model for reference and test 
recordings respectively. ODG is equivalent to SDG as defined in ITU-R Recommendation BS.l 116-1. 
Upon validation, the basic and advanced versions of PEAQ showed a correlation of 0.837 and 0.851 
respectively. The absolute error score (AESJ0) for basic and advanced versions were 1.57 and 1.61 on a 5- 
point scale respectively.
Table 2.3 The Model Output Variables (MOVs) used Advanced version of PEAQ (from ITU-R. BS
Recommendation 1387-1 [1998])
No MOV name Description
1. RMSModDiffA Rms value of the modulation difference
2. RMSNoiseLoudAsymA RmsNoiseLoudA + 0.5RmsMissingComponentsA
3.. RmsMissingComponentsA Rms value of the noise loudness of missing frequency components
4. AvgLinDistA A measure for the average linear distortions
5. Segmental NMRB The segmentally Averaged logarithm of the Noise to Mask Ratio
6. EHSb Harmonic structure of the error over time
-The subscripts^  mean that the MOVs are derived from FFT part of the PEAQ model 
**The subscriptsA mean that the MOVs are derived from filter bank part of the PEAQ model
2.3.3 Objective models derived from the P E A Q  model
Several modifications were proposed for improving the performance of PEAQ after its 
standardisation and it has been reported that modified PEAQ models have a better performance than the 
original PEAQ. Kozlowski et al [2004a and 2004b] attempted to improve the performance of PEAQ model 
by replacing a filter bank at critical band rate with a filter bank at ERB rate (Equivalent Rectangular 
Bandwidth, according to Moore [2003], is widely regarded as a measure of critical bands). They also 
modified the parameters (such as frame length, frame overlap rate etc.) used in computing MOVs and 
reported that the accuracy of modified PEAQ was better than that of original PEAQ. Barbedo et al [2004]
10 See Glossary: Absolute Error Score
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not only modified the parameters used while computing MOVs but also removed those MOVs that 
provided the least contribution to the prediction. They recalibrated the model and reported that tire modified 
PEAQ model has better performance than the original.
Torres-Guijarro et al [2004] proposed a method to evaluate the quality of multichannel audio by 
using the binaural signal generated by filtering each channel with the impulse response obtained from a 
KEMARJ1. They incorporated this technique in the PEAQ model to evaluate the quality of multichannel 
audio and this can be considered as the first attempt to predict multichannel audio quality. However, the 
binaural implementation of PEAQ was not sufficient to evaluate the quality of multichannel audio since the 
MOVs in PEAQ were not designed to evaluate degradations in spatial quality. Therefore, the binaural 
‘front end’ to the PEAQ algorithm cannot solve the problem of predicting the multichannel audio quality 
scores. PEAQ do not have any MOVs that model the spatial changes in a recording. The MOVs in PEAQ 
were designed to detect the distortions occurring in the spectral domain only.
According to Vanam et al [2005], the original PEAQ algorithm is poor for predicting the quality of 
low bit rate codecs due to its calibration to ITU-R Recommendation BS.1116-1, which was used to 
evaluate the quality of mid to high bit rate audio (i.e. small impairments). They showed that both basic and 
advanced version of PEAQ were poor in performance when low bit rate signal was applied. Both these 
models performed worse than a model based on the so-called energy equalisation approach (EEA). They 
showed that adding a MOV based on EEA improved the performance of advanced PEAQ. As a result of 
this modification, the correlation between their subjective scores and the objective scores has improved 
from 0.33 to 0.83.
Feiten et al [2004 and 2005] argued that the scores of basic audio quality from a listening test based 
on ITU-R BS.1534-1 recommendation are unreliable since the listeners consider different aspects of 
quality. In order to solve this problem, Feiten et al proposed a methodology to assess the quality of audio in 
terms of dimensions brightness, cleanness, and width. According to them, the brightness is defined as the 
ratio of the averaged bandwidth of impaired signal to that of reference signal. The cleanness is defined to 
be the so-called windowed modulation difference (WinModDiffB) in basic PEAQ. Neither of these papers
11 See Glossary: KEMAR
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gave any parameter for objective measures that represent spatial information in a multichannel audio 
recording. However a suggestion was made that the cross correlation between binaural channels could be 
used as a parameter to represent width. Feiten et al identified the need for evaluating the audio quality in a 
multidimensional manner. They proposed that an objective measure for the stereo image quality as inter- 
aural cross correlation (IACC) and suggested that similar measure could be used for predicting 
multichannel audio quality.
It can be seen from tlie above discussion that only Torres-Guijarro et al [2004] have attempted to 
predict multichannel audio quality scores or extend the capability of PEAQ model for multichannel audio 
recordings. They provided a solution by incorporating a binaural ‘front end’, but it is not sufficient to 
model the spatial changes since the MOVs of PEAQ are designed exclusively for modelling timbral 
changes due to the presence of noise in the signal. Feiten et al provided some suggestions for evaluating 
multichannel audio quality. Their suggestions included the usage of objective measure based on IACC and 
the idea of quality assessment in a multidimensional manner. Some researchers attempted to predict the 
quality scores or preference scores of multichannel audio during the past few years. A review of those 
works is given in the following subsection.
2.3.4 Other objective models that predict multichannel audio quality
Zielinski et al [2004b] describe a method (called Quality Advisor -  QA) for predicting the basic 
audio quality of a multichannel audio system based on the bandwidth of the front, centre and surround 
channels, the presence of dialogue in the centre channel and the audio scene parameters. This algorithm 
comes under tire heading of a parametric objective model, but can be modified as a media-layer objective 
model that can predict multichannel audio quality scores. A media-layer objective model based on QA (if it 
is developed) could be considered as an unintrusive model and the advantage of such a model is that it can 
be useful in broadcasting applications for monitoring the audio quality. It is understood from their paper 
that the QA uses a look-up table created from a listening test scores database for predicting BAQ of down- 
mixed recordings. The author believes that an objective model should be based on features directly 
extracted from recordings rather than based on a look-up table. Therefore, in effect, the applications of such
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a model based on QA would be restricted to predict the quality of recordings processed with low pass 
filters.
Mason and Rumsey [2000] described that a feature based on inter-aural cross correlation (IACC) 
was found correlated well with subjective scores of three spatial attributes -  apparent source width, listener 
envelopment and depth. They used a filter bank based on octave band while measuring IACC values 
employed for the experiment. Their results are encouraging for the current study although the experiment 
was conducted in the context of virtual surround systems using specifically designed stimuli.
Mason et al [2004] reported about a model that attempted to predict perceived source width of a 
range of specifically developed stimuli based on suppressed-carrier amplitude modulated sine tones (see 
[Mason et al, 2004] for more details). The results helped to understand relationships between inter-aural 
cross correlation (IACC), inter-aural time difference (ITD) and perceived source width. Although the 
model was not constructed from commercially available recordings, the concept of using IACC and ITD 
for predicting perceived source width would be useful while considering features to be developed in the 
current project.
Karjalainen [1996] and Mason [2006] described the design of artificial human auditory systems that 
could be used for calculating a number of objective measures (such as IACC, ITD, ILD-inter-aural level 
difference etc.). The models might be useful for developing features to predict multichannel audio quality 
scores. However, they did not attempt to predict any scores from listening tests.
Choisel et al [2006] described an objective model for predicting preference scores of multichannel 
audio. They first attempted to relate preference scores with lower level quality attributes of multichannel 
audio such as width, spaciousness, envelopment, distance, brightness, elevation and clarity (these lower 
level attributes will be discussed later in Chapter 3). The second step of their work was to calculate relevant 
objective measures related to the above lower level attributes of multichannel audio quality. For this, they 
have calculated objective measures such as inter-aural cross correlation (corresponds to width), Lateral 
Energy Fraction (a measure of spatial impression), energy from simulated sound fields and spectral 
centroid (corresponds to brightness). However, they attempted only to show that aforementioned objective 
measures were related to the preference scores obtained from listeners. The model they developed did not
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use objective measures directly. Their model was based on the first and second factor of a principal 
component analysis (PCA) calculated from the array of objective measures. Also, they have applied higher 
order transformations to the PCA factors and for this reason such a methodology prevents one from using 
the same regression equation for further studies. Also, since they used factors of PCA in multiple linear 
regression, the relative importance of objective measures was not evident. Choisel et al did not explain the 
type of their model (intrusive or non-intrusive), but the author understands that it was of the intrusive type. 
The work done by them has, however, given some insight to the objective measures that can be calculated 
for predicting multichannel audio quality attributes.
Choi et al [2007] present an objective model for predicting BAQ scores obtained for multichannel 
audio recordings processed with several surround encoders. Their objective model was based on six 
selected timbral features from PEAQ in addition to IACC and ILD based features calculated from the 
synthesised binaural recordings created from the recordings used in their listening tests. The timbral 
features (see Table 2.2 and 2.3) used in the model were ADBb (average distorted block, taken as the 
logarithm of the ratio of the total distortion to the total number of severely distorted frames). Segmental 
NMRb (the segmentally averaged logarithm of the Noise to Mask Ratio), EHSB (harmonic structure of the 
error over time), AvgModDifflB (averaged modulation difference) and RmsNoiseLoudB (RMS value of the 
averaged noise loudness with emphasis on introduced components). Choi et al [2007] calculated ILDs and 
IACCs of reference and test recordings and created features by comparing them (like George et al [2006a 
and 2006b] did). They acquired quality scores from a listening test based on ITU-R Recommendation 
BS. 1534-1 for calibrating the model. They did not provide the details of the codecs used or the listening 
test database. It can be seen from their scatter plots that the scores lay between 50 and 100 on the grading 
scale. According to their description, no 3.5 kHz anchor was used in their listening test (or may be they did 
not show it). A 3.5 kHz anchor or a low quality anchor is mandatory according to ITU-R BS.l534-1 
Recommendation. The absence of a low quality anchor recording can affect scores significantly. This 
means that the scores obtained from the listening tests of Choi et al [2007] did not span the whole range of 
the scale. It was already reported in [EBU, 2007] that many surround encoders were graded as ‘Excellent’ 
on MUSHRA scale at low bit rates. This means that they would be graded better than a down-mixed 
recording. A down-mixed mono recording has nearly no spatial information compared with the original
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reference when considering surround content extracted from a high quality movie or music in 5.1 formats. 
Also, the listening test scores databases used for the calibration and validation were obtained from the same 
listening test. For these reasons, it can be said that the model proposed by Choi et cd [2007] is not properly 
validated to verify its generalisability. However, their model showed a moderately high correlation 
coefficient of 0.77 between measured and predicted quality scores. The prediction errors were less than 
6 %. They recently improved their prediction model as reported in Choi et cd [2008].
Choi et al [2008] reported an improved model over the one proposed in [Choi et al, 2007], In this 
model, they incorporated an ITD based feature as well (in addition to IACC and ILD based features) while 
calibrating their objective model. The timbral features used were the MOVs used in the basic model of 
PEAQ excluding EHSB (see Table 2.2). They proposed three models and they differed in the number of 
timbral features used during calibration. It appeals that the listening test scores databases used in the two 
studies were the same. Therefore, their improved model also has the proposed drawbacks seen in the 
previous paragraph. However, the model improved the correlation between predicted and actual scores to 
0.79 (for linear estimator with 13 features) and 0.85 (neural network with 13 features) with an overall error 
less than 6 % for both. From the results of Choi et a l's experiment, it is difficult to draw out a conclusion 
on the relationship between the novel features that they have designed and lower level spatial audio quality 
attributes. However, the ones reported in the following paragraphs might help.
Supper [2005] developed an algorithm to predict tire location of the sounds based on an on-set 
detection algorithm and a tool for determining lateral angle. The lateral angle tool was based on ITD and 
ILD. He used a mapping function in which weighting combinations of ITD and ILD were used in order to 
resolve the lateral angle. Later Dewhirst [2008a] improved Supper's model and developed models that 
predict directional localisation and source width. These attributes are of lower abstraction and the models 
and/or the features used for predicting them could be useful for predicting high level spatial quality 
attributes.
Conetta [2007a] (and Dewhirst [2008a]) reported about a model to predict a subjective attribute 
called envelopment in the context of multichannel audio. Conetta used subjective scores obtained from 
listening tests conducted with an 8-channel loudspeaker set up. He used synthesised program materials
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constructed from eight mono anechoic voice recordings in his listening tests. He used two definitions of
12 12 envelopment -direct envelopment and indirect envelopment '-during listening tests. The collected
subjective scores were predicted using five features (important one being IACC measurements at different
head orientations) based on acoustical measurements of the sound field. His models showed a good
correlation (> 0.90) with the subjective scores. His models were calibrated using 8-channel recordings and
hence the context is slightly different from that of the current project. He had access to the impulse
responses and had knowledge about the processes involved while creating the stimuli. He recognised the
need for a hybrid model (like the one presented in Chapter 5) that predicts envelopment as a single
attribute.
2.3.5 Objective assessment standards for speech quality
The objective assessment schemes for predicting speech signal quality are not directly related with 
the theme of this thesis, but a brief mention of their progress in prediction given below is useful.
A number of standards and methodologies exist for objective assessment of speech quality in 
different application areas such as speech codecs, network echo cancellers etc. The ITU telecommunication 
sector standardised several methods for objective quality assessment of speech signal. The first of its kind, 
PSQM (perceptual speech quality measure) was developed by Beerends and Stemerdink [1994]. PSQM is 
an intrusive objective model and was standardised by ITU as ITU-T Recommendation P.861 [1996]. The 
scope of PSQM is limited to the assessment of speech codecs used in the telecommunication sector only. 
The ITU-T study group continued their research and proposed several significant improvements to cope 
with the drawbacks of PSQM during 1997-2000 [Beerends et al, 2002]. Following this, an integrated 
method based on PSQM99 (an unpublished method by Beerends and Hekstra that improves PSQM [Rix,
2004]) and PAMS (perceptual analysis measurement system proposed by Rix et al [2000]) was capable of 
meeting all the requirements set forth by ITU-T. This method is called PESQ (perceptual evaluation of 
speech quality) and is standardised as ITU-T Recommendation P.862 [Beerends et al, 2002], Hie method is 
double-ended and can be considered as an improvement to ITU-T P.861 Recommendation. The final PESQ 
score is obtained using two objective measures only and is a linear combination of the average disturbance
12 Sensation of envelopment experienced when surrounded by dry sources.
13 Sensation of envelopment experienced when surrounded by reverberant sound or acoustic reflections.
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value and the average asymmetrical disturbance value (see [Beerends et al, 2002] for more details). The 
method showed a correlation14 of 0.935 between the subjective and objectively predicted scores.
A model proposed by Malfait et al [2006] is unintrusive and was standardised as ITU-T 
Recommendation P.563 in 2004. His model is based on three basic principles for evaluating distortions. 
The first principle focuses on the human voice production system. For this, Malfit et al modelled the human 
vocal tract as a series of tubes. Abnormal variations of the tubes’ sections were considered as degradation. 
The second principle is to reconstruct a clean reference by removing the disturbance from the test signal. 
This reconstructed reference signal and test signals are compared and features were generated based on 
ITU-T recommendation P.862 [2001], The features generated from reconstructed reference and test signal 
is not accurate because of the lack of an original signal. Therefore, the third idea was incorporated to 
overcome with this limitation, in which some distortion-specific parameters were calculated. The model 
showed an average correlation of 0.888 between subjective and predicted scores. There is another single­
ended model called ANIQUE exists for predicting speech quality and more details can be found in [Kim,
2005].
2.4 Summary and Conclusions
2.4.1 Summary
The emphasis in this chapter was to review the existing objective models for its suitability to predict 
multichannel audio quality. The review also provided an overview of subjective assessment standards used 
for broadband audio signal quality evaluation.
The review gave insight to the existing objective models for predicting broadband audio quality 
scores. The review of the ITU-R Recommendation BS.l387-1 for predicting the quality scores of 
broadband audio signal enabled to understand the development details of MOVs. The chapter also 
discussed important objective standards existing for assessing the quality of speech signals. A brief 
summary of the existing standards is given in Table 2.4.
14 See Glossary: Correlation
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Table 2.4: List of important objective models
Standard/Model name Type of 
model
Applicable to Correlation Error
ITU-T P.862 Recommendation Intrusive Speech signals 0.935 Not available
ITU-T P.563 Recommendation Unintrusive Speech signals 0.888 Not available
ANIQUE Unintrusive Speech signals 0.907 Not available
ITU-R BS 1387-1 Recommendation 
-  Basic version
Intrusive Broadband audio 
signals
0.837 31.4°%
ITU-R BS 1387-1 Recommendation 
-  Advanced version
Intrusive Broadband audio 
signals
0.851 32.2 % :
The modifications done to (lie PEAQ model were also discussed in this chapter. The chapter 
concluded with the review of the recent objective models that attempted to predict multichannel audio 
quality attr ibutes. A summary of important objective models developed after the standardisation of PEAQ 
for predicting quality scores of multichannel audio is given in Table 2.5.
Table 2.5: Objective models that predict multichannel audio quality
Author Attribute
predicted
Type Correlation Error
Torres-Guijarro et al [2004] BAQ PEAQ MOVs based Not
available
Not
available
Choisel et al [2006] Preference Independent objective 
measures
0.81 Not
available
Choi et al [2007] BAQ Independent objective 
measures + PEAQ MOVs
0.77 6%
Choi et al [2008] BAQ Independent objective 
measures + PEAQ MOVs
0.85 6%
2.4.2 Conclusions
Two standards (ITU-R recommendations BS.l 116-1 and 1534-1) are available to evaluate the 
subjective quality of broadband audio signals. They are also suitable for multichannel audio recordings. 
They propose three attributes as well for the evaluation of quality associated with surround audio -  basic 
audio quality, front image quality and impression of surround quality. It appears that ITU-R 
recommendation BS. 1534-1 is more suitable for evaluating multichannel audio quality because the grading 
scale employed in it can accommodate wider range of quality.
A number of objective methods for evaluating broadband audio quality exist. The most important 
one is ITU-R BS.l387-1 Recommendation (PEAQ). The review helped to understand that PEAQ and its
15 Tliis value cannot be compared with RMSE since the calculation of this quantity involved confidence intervals in the 
denominator.
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predecessors are designed to model the spectral changes caused by the noise/distortions inserted by 
perceptual encoders and did not use any features that model any spatial changes or distortions of stereo 
image. Hence they are not applicable for predicting multichannel audio quality scores in their current 
forms.
The modifications done after tire standardisation of PEAQ did not address the issue of predicting the 
quality scores of multichannel audio effectively. However, Feiten et al [2004 and 2005] identified a few 
problems associated with the quality evaluation of multichannel audio. Torres-Guijarro et al [2004] 
attempted to address the issue, but such a method (based on a binaural ‘front-end’) is inadequate to solve 
the problem of predicting multichannel audio quality since the MOVs in PEAQ were only designed to 
model the spectral distortions or presence of noise due to perceptual encoders. Choi et al [2007 and 2008], 
Chiosel et al [2006a] and Zielinski et al [2004b] provided objective models for evaluating multichannel 
audio quality scores, but none of them except the improved model of Choi et al effectively addressed the 
issue. However, the capability of their model is limited to those recordings processed by surround encoders 
and thus they are not generalisable. There are several other forms of audio processing that commonly occur 
in the context of home entertainment systems, and a complete objective model should be capable of 
predicting impairments caused by these. Their work was not capable to describe a relationship between 
spatial quality attributes and features.
Some hints about the features (such as IACC for perceived source width and ITD and ILD for lateral 
angle etc.) can be given based on the reviews of [Karjalainen, 1996], Mason et al [2004], [Mason, 2006], 
[Supper, 2005], [Conetta, 2007] and [Dewhirst, 2008a], The reviews show that objective measures 
proposed by them related to low level attributes of multichannel audio quality could be used for predicting 
subjective scores associated with multichannel audio. Some authors such as Choisel et al [2006], and Choi 
et al [2007 and 2008] successfully incorporated objective measures such as IACC, ILD, ITD, spectral 
centroid, lateral fraction etc. in their models. These features also could be useful for predicting the quality 
scores of multichannel audio. The review in this chapter also helped to understand that an unintrusive 
model for predicting broadband audio quality does not exist.
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The conclusions drawn from this literature review are similar to the concerns of ITU-R study group 
described in ITU-R Q 122/6. Some questions raised by the study group match (especially the concern for 
predicting the multichannel audio quality scores) with the research questions of this project.
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This chapter provides a discussion on various attributes that differentiate multichannel audio from 
monophonic audio. A description of these attributes is necessary because of two reasons mainly: 1) to 
justify why certain attributes are selected in this study for prediction and 2) to find appropriate objective 
measures in order to predict the selected attributes.
3.1 Introduction
As described earlier in this thesis, this project aims to predict a selection of multichannel audio 
quality attributes by employing objective measurements. The scope of developing an objective model for 
predicting multichannel audio quality scores is vast since a wide variety of changes can occur in the 
multichannel audio reproduction chain. The overall quality differences in multichannel audio reproduction 
can be caused by changes in timbral and spatial aspects of reproduction. For example, a change in timbral 
quality can occur due to the application of low pass filtering or perceptual encoders. Similarly, spatial 
quality changes can occur due to the application of down-mixing, up-mixing, low pass filtering or 
perceptual encoding algorithms. A generic model should be able to predict the quality differences due to 
any such processing algorithm. How can such an objective model be developed? Some suggestions are 
given in the following paragraphs.
A method that could be followed for developing a generic model is to decompose multichannel 
audio quality into different low level attributes as proposed by Feiten et al [2005]. The idea of 
decomposing sound quality into separate subjective attributes is not in itself novel, but predictive metrics 
for those attributes are not necessarily evident. According to Letowski [1989], sound quality evaluation 
cannot be adequately described by global assessment alone. Global assessment is too general to answer any 
question; it enables only the identification of the degree to which a particular object satisfies the perceptual 
needs of a product or service. Bech [1999] also underlined this fact in his paper. In his opinion, a 
multidimensional assessment method is needed in order to assess sound quality efficiently. Zacharov and
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Koivuniemi [2001a] explained that dividing the high level sensory attributes16 into sub-attributes is useful 
for understanding a subjective phenomenon.
A similar strategy can be seen in other areas of sensory evaluation as well. Zacharov and 
Koivuniemi [2001b] reported that such an approach is widely known in the area of food science. Keelan
[2002] also describes such a terminology of decomposing quality attributes in the context of image quality 
evaluation. Also, Hands [2004] describes a multimedia quality model in which he predicts the overall 
quality (or multimedia quality) by using two separate attributes (video quality and audio quality). 
Therefore, it can be concluded that decomposing a global attribute into its sub-attributes is not a new idea.
Bech [1999] proposed a framework (see Fig. 3.1) for predicting the overall quality of multichannel
audio in which the idea of decomposing a global attribute is incorporated. From the figure it can be seen
that the first step in designing an objective model is the identification and evaluation of the low level 
17attributes of multichannel audio quality. The second step may be finding objective measures that
correspond to several low level attributes of audio quality. The prediction of a global audio quality attribute
can be done in two different ways according to Bech’s framework. The first methodology could be to
predict it directly using objective measures without evaluating sub-attributes independently. This is
illustrated in Fig. 3.2. However, such a method cannot elucidate the relationship between lower level
attributes and objective measures. In the second methodology, the prediction can be achieved by mapping
18the predicted low level attributes into a global quality attribute by employing multivariate analysis L as 
shown in Fig. 3.3. Following the second methodology may help in understanding the relationship between 
objective measures and low level attributes in a better way than that is possible with the first methodology.
The emphasis in this chapter is to identify those attributes that differentiate multichannel audio from 
monophonic audio. This would help to select a number of attributes for detailed study and identify features 
related them. The review also shows how other researchers evaluated selected attributes in the past.
This study employs quality and fidelity attributes for detailed study. One may ask whether there is 
any difference in the way quality and fidelity attributes are evaluated. Therefore, it is necessary to
16 See Glossary: High level attributes
17 See Glossary: Low level attributes
18 See Appendix D
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differentiate between quality and fidelity attributes. The review in this chapter starts with a discussion to 
clarify this point in Section 3.2. Section 3.3 covers the attributes of multichannel audio quality from a 
generic point of view. Followed by this, the definitions and terminologies of the attributes selected in this 
project for detailed study are introduced in Section 3.4. Finally, a summary and conclusions from this 
chapter are given in Section 3.5.
Fig. 3.1: Framework objective prediction of multichannel audio quality (from [Bech 1999])
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Fig. 3.2: A methodology that can be followed for predicting a global multichannel audio quality directly
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Fig. 3.3: A methodology that can be followed for predicting a global multichannel audio quality indirectly
3.2 Discussion on fidelity and quality scales
According to Cox et al [2002], there are two different types of perceptual judgement, viz. fidelity 
and quality, no matter whether it is audio, image or some other type of signal. Fidelity is the measure of 
similarity between two signals [Cox et al, 2002]. In the context of audio quality evaluation, fidelity is the 
measure of perceived similarity between the original signals and the signals that have undergone any
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processing. Furht and Kirovski [2005] also give a similar description for fidelity. A high fidelity audio 
reproduction means that the reproduction is very similar to that of the original. Similarly, a low fidelity 
audio reproduction means that the reproduction is strongly dissimilar or distinguishable from the original. 
One difficulty, however, is that examples can be found where fidelity and quality have not been sufficiently 
differentiated, as mentioned below.
In simple terms a high quality audio or image reproduction means that it sounds or looks very good. 
Theoretically, quality is an absolute integrative measure of perceptual judgement [Cox et al, 2002], [Furht 
and Kirovski, 2005]. But practically, absolute judgements are not always possible due to the biases 
encountered in existing perceptual judgement methodologies and the context-dependency of quality ratings. 
Without any reference point for comparison, or a clear definition of the task, quality judgements are likely 
to be relatively meaningless and hard to make. In practice sound quality is often evaluated within a frame 
of reference that enables subjects to make a more narrowly-defined relative judgement of the ‘goodness’ or 
‘badness’ of certain changes to the stimulus. Quality scales, either implicitly or explicitly, therefore tend to 
contain a hedonic component (preference, liking, disliking, etc.), and are often related to a reference quality 
of some kind.
The next point to be discussed about quality and fidelity is their mutual relationship. Silverstein and 
Farrell [1996] attempted to find the relationship between fidelity and quality in the context of image quality 
evaluation. Their results show only a moderate correlation between the subjective scores obtained for 
fidelity and quality of images. It is not known how much this is true for the evaluation of audio quality and 
fidelity.
Toole [1985] states that a fidelity rating is intended to reflect the extent to which the reproduced 
sound resembles an ideal sound. According to him, the fidelity rating is regarded as the single number that 
sums up the opinion of a listener on the sound that is presented to him. The fact that lie uses terms such as 
‘worse’ and ‘better’ on his scale labels suggests the involvement of an affective or hedonic component to 
the judgement. According to Letowski [1989], fidelity (or accuracy) is the perceptual measurement of the 
degree of resemblance of the auditory images produced by two sounds (a reference and an impaired). He 
added that fidelity is the similarity between the original sound and the sound that is processed by a device,
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codec or transmission system. As introduced in Chapter 2, all broadband audio signal evaluation standards 
involve judgements of the difference between ail impaired item and a reference item. For example, Basic 
Audio Quality (defined by ITU-R recommendations BS.l 116-1 and BS.1534-1) is always evaluated by 
comparing an impaired version to an original recording. However, the evaluation scales normally have the 
characteristics of quality scales when one considers the nature of the verbal descriptors (or labels) used on 
the grading scale Zielinski et al [2005a], Therefore, it could be said that the existing methodologies for the 
evaluation of broadband audio quality have the characteristics of both fidelity scales and quality scales.
The above discussion helped to illustrate the typical differences and similarities between fidelity 
and quality scales and how some researchers defined fidelity scales in the context of audio quality 
evaluation. Clearly the distinction between the two has not been consistently interpreted to date. It cannot 
be stated with certainty that the low level attributes underlying fidelity and quality judgements are the 
same. It is assumed, however, that while evaluating fidelity or quality, perceptual differences of low level 
attributes between original and impaired signals are compared and a global judgement is made. In the 
absence of evidence to the contrary, and for the puipose of the experiments conducted during this project, a 
working assumption was made that the low level attributes underlying fidelity and quality of audio are the 
same.
3.3 The attributes of multichannel audio quality
This section provides discussions on basic audio quality and its high level attributes, the low level 
attributes that differentiate multichannel audio from mono recordings and hierarchy of multichannel audio 
quality attributes.
3.3.1 Basic audio quality and higher level attributes
In Chapter 2, it was explained that in ITU-R standards, BAQ is used as an attribute that describes 
the overall quality of an audio signal. The standards also specify several other high level attributes 
depending on the signal type of the audio to be evaluated, for instance, the ‘front image quality’ and 
‘impression of surround quality’ for surround audio. In audio quality evaluation, the signal can be of any 
type -  speech or music signals in mono, 2-channel stereo or other multichannel audio formats. However, 
depending on the type of recordings, the number and dimensions of attributes that influence overall quality
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may vary. For example, the important aspects to be considered while evaluating the quality of a music 
signal in mono format might be brightness, fullness of frequency components present in the signal, degree 
of noise and/or distortions present in the signal etc., or in short, timbral attributes of sound quality as 
described in Appendix B. When it comes to multichannel audio quality evaluation, spatial attributes of 
sound also come into consideration in addition to the aspects considered for mono recordings since a 
multichannel audio system can render spatial impression as well. Therefore, it can be said that the overall 
quality of multichannel audio is composed of a spatial quality component and a timbral quality component 
[Letowski, 1989], This might be the reason why the ITU-R standards proposed additional high level 
attributes for consideration while evaluating signals other than mono. Letowski’s proposal of sound quality 
decomposition is illustrated in Fig. 3.4. The sound quality in the figure is a global attribute (equivalent to 
BAQ in ITU-R standards) that is composed of all lower level attributes. The timbral quality in the figure 
refers to an integrative judgement of all attributes that relate to the timbre of the sound. Similarly, spatial 
quality refers to an integrative judgement of all attributes that relate to the spatial characteristics of sound.
Fig. 3.4: A simplified form of sound quality attributes proposed by Letowski [1989]
Letowski [1989] explored the hierarchical relationship between high level attributes and lower level 
attributes of audio quality beyond the level shown on Fig. 3.4. He proposed that a global quality assessment 
scenario should be mutually linked and hierarchically organised. He designed a hierarchical system of 
sound quality called MURAL (See Fig, 3.5). He categorised the lower level attributes of audio quality 
based on two sets -  the attributes related to timbral quality and those related to spatial quality as shown 
schematically in the MURAL circle. It can be seen that the level of abstraction lowers down as one moves 
out from the centre of MURAL circle. Examples of low level attributes of spatial quality described in 
MURAL are depth and directional sensitivity. Brightness and sharpness could be considered as examples of
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timbral quality proposed in MURAL circle. It should be noted that some low level attributes come directly 
under an attribute that is one level up in the hierarchy. Such an example is colouration and brightness as 
they are directly under timbre balance in MURAL circle. However, some other attributes have an 
overlapping relationship (for e.g. ambience is related to reverberance and stereophonic impression) with the 
attributes further up in the hierarchy. For this reason, efficient evaluation of all low level attributes using 
this scheme is not easy.
Berg and Rumsey [2003] decomposed the attributes of multichannel audio quality into three high 
level attributes -  timbral, spatial and technical attributes as shown in Fig. 3.6. It should be noted that the 
so-called technical attributes relate to the quality of equipment (perhaps spectral and harmonic distortions, 
presence of noise, etc.) used for reproduction. The majority of these technical attributes primarily affect the 
timbral quality of reproduced sound, and therefore can be considered as a sub-category within timbral 
quality. Considering this, the classification of Berg and Rumsey is very similar to the initial classification 
(see Fig. 3.4) of Letowski.
45
Chapter 3: Multichannel audio quality attributes
S p a tia l a ttr ib u tes
Fig. 3.6: Relations between total audio quality, and its subsets and attributes [Berg and Rumsey, 2003]
As seen in Chapter 2, ITU-R recommendations BS.1534-1 and BS.l 116-1 suggested the division of 
quality assessment of multichannel audio (with 3/2 stereo recordings in which the front channels create 
localisable stereo image and rear channels add spatial effects, thus making a clear distinction between the 
roles of front and rear channels) into three, viz. basic audio quality, front image quality and impression of 
surround quality. In an experiment that compared the effects of down-mixing and bandwidth limitation on 
multichannel audio quality, Zielinski et al [2005a] used a similar terminology for decomposing the global 
audio quality of multichannel audio into a limited number of sub-attributes. However, they used an attribute 
to explain the overall timbral quality in addition to those specified by ITU. By considering the 
aforementioned studies, a simplified hierarchy for sound quality evaluation can be proposed as shown in 
Fig. 3.7.
This type of decomposition can further be continued and a set of lower level attributes can be 
obtained. This decomposition is complicated and several researchers conducted elicitation experiments to 
find out the lower level attributes of multichannel audio. The next section discusses the most important 
lower level attributes of multichannel audio quality.
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Fig. 3.7: A simplified hierarchy for sound quality evaluation based on Zielinski et al [2005a]
3.3.2 Low level attributes of multichannel audio quality
It has been suggested in the previous subsection that the two high level attributes of multichannel 
audio quality are timbral quality and spatial quality. When it comes to multichannel audio, the attributes of 
timbral quality are unlikely to be different from those of conventional mono recordings and several authors 
such as Toole [1985], Gabrielson et al [1985] etc. have already discussed them. Therefore, a detailed 
discussion of low level timbral quality attributes is not provided here. However, an overview of tire 
important timbral attributes is provided in Appendix B.
Tire high level attribute drat distinguishes multichannel audio from monophonic audio is spatial 
quality as shown earlier. In concert hall acoustics, the high level attribute that refers to spatial quality is 
called spatial Impression. A multichannel audio system can provide different types of spatial impressions in 
addition to those perceived in a concert hall. Therefore, some attributes found in concert hall acoustics nray 
overlap with those in the context of multichannel audio. Morinroto [1997] studied tire attributes of spatial 
impression in tire context of multichannel audio having rear loudspeakers although he used the definition of 
spatial impression used in concert hall. He reported that spatial impression comprises at least two 
components -  apparent source width (ASW) and listener envelopment (LEV). These attributes match with 
those reported by Bradley and Soulodre [1995a] in conceit hall acoustics. Rumsey [2002] proposes that 
ASW and LEV are not sufficient to describe the spatial sensations in the context of reproduced audio. Also, 
recent perceptual elicitation experiments show that the spatial quality of multichannel audio does not only 
comprise the attributes that Morinroto [1997] proposed. An elicitation experiment is one of several methods
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designed to find out the sub-attributes that constitute a high level multidimensional attribute, based on 
verbal descriptions of perceived sensory dimensions by one or more subjects. Since sound quality is 
multidimensional in nature, elicitation experiments allowed researchers to understand the attributes of 
audio quality. The emphasis in this section is to discuss those low level attributes that differentiate 
multichannel audio from mono recordings. However, the author conducted no elicitation experiments or 
studies in order to unearth the attributes of multichannel sound quality. The following paragraphs 
summarise the important elicitation experiments conducted in the context of multichannel audio.
Berg and Rumsey [1999a, 1999b, 2000a, 2000b, 2001, 2003 and 2006] conducted a number of
experiments and employed Repertory Grid Technique (RGT) to extract attributes of spatial audio from the
verbal responses obtained from various listeners. The study considered several audio excerpts recorded
with different microphone techniques and reproduced them with a number of reproduction systems. In a
similar way Zacharov and Koivuniemi [2001a, 2001b, and 2001c] attempted to find the attributes of spatial
audio by employing Quantitative Descriptive Analysis. They used a wide range of acoustic events,
recording environments and sound reproduction systems in their experiments. Choisel and Wickelmaier
[2005] also reported their elicitation experiment in which they used 5-channel audio recordings either
down-mixed or up-mixed using a variety of algorithms. They used RGT and Perceptual Structure Analysis
to extract the attributes from the verbal results obtained from listeners. Guastavino and Katz [2004]
conducted few elicitation experiments for studying the multiple spatial dimensions based on sound systems 
19having 1-D , 2-D and 3-D loudspeaker arrays. They reported that the attributes derived from the analysis 
of their listeners’ descriptions were similar to those obtained by Berg and Rumsey and Zacharov and 
Koivuniemi.
Prior to the elicitation experiments mentioned above, researchers such as Gabrielson et al [1985] 
and Toole [1985] have conducted elicitation experiments in the context of loudspeaker quality evaluation. 
They also compiled a list of spatial attributes that are similar to those reported by Zacharov and 
Koivuniemi, Berg and Rumsey, and so forth. But it should be noted that these researchers sometimes used 
different terminologies to describe a particular attribute. Also, they did not always mean the same tiling.
19 -D stands for ‘dimensional’
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The work by Berg and Rumsey [2006] helps in comprising a list of multichannel audio quality attributes. 
Based on this, the author compiled a list of important attributes (for convenience to refer to them later in 
this thesis) that differentiate multichannel audio from monophonic audio. They are provided in Table 3.1. 
The attributes provided in the first column from left refers to the names of the attribute that author 
compiled based on the review of existing literature. It is not necessary to provide descriptions of all these 
attributes here since they are not studied in detail in this thesis. However, brief overviews of these attributes 
lire given in Appendix B. A detailed discussion on the sensation of envelopment is given in Subsection
3.4.1.5 since envelopment is one of the chosen attribute in this thesis.
Table 3.1: A comparison of important elicited attributes by several researchers
Attribute Toole [1985] Berg and Rumsey 
[2006]
Zacharov and 
Koivuniemi [2001]
Choisel and
Wickelmaier
[2005]
Perception of 
location
Definition of 
Sound images
Localisation Sense of direction
Perception of 
width
Left-right display 
of sound images
Width Broadness Width
Sensation of 
Envelopment
Perspective Envelopment Broadness Envelopment
Perception of 
Distance and 
Depth
Impression of 
distance or depth
Distance and depth Distance to events distance
Space Perception Reproduction of 
ambience, 
spaciousness and 
reverberation
Room perception Sense of space Spaciousness
Naturalness Perspective Naturalness & 
presence
Naturalness Clarity and 
naturalness
3.3.3 Hierarchy of multichannel audio quality
Finally, it is necessary to hierarchically organise the aforementioned attributes of multichannel audio 
quality. The arrangement of a hierarchy can be prepared so that the overall quality is placed at the top and 
attributes with low abstraction from the signal characteristics and scene elements are placed at the bottom 
of the hierarchical tree. A definite hierarchical organisation of low level attributes is difficult to develop. 
Several authors attempted to do this, but they were from conceptual point of view, not based on any 
experiments. However, a better hierarchical organisation of high level attributes shown in Fig. 3.7 has been 
proposed in the form a regression equation by Rumsey et al [2005] based on limited set of stimuli.
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Rumsey [2002] proposed a hierarchical organisation of attributes based on sound scene using a 
concept called scene based paradigm. He proposed that the elements comprising a reproduced sound scene 
can be grouped according to their function within the scene. He defines two levels of abstraction -  macro 
and micro. The features of individual elements within a scene are described by micro attributes whereas 
entire scene or groupings of elements within it are described by macro attributes. Table 3.2 describes the 
macro and micro attributes of different attributes of multichannel sound. From Table 3.2, it can be seen that 
the attribute width can be divided into different types of widtli (individual source width, ensemble width, 
environment width and scene width) based o h  the decomposition scene. Of these, scene width could be 
considered as a global attribute that describes the apparent width of the entire scene. The level of 
abstraction given to the attributes lowers down from bottom to top of the column. A similar approach of 
decomposition can be followed for other attributes as well (see Table 3.2).
Rumsey [2001] presented a hierarchy of spatial audio attributes proposed by Mason (a personal 
communication cited in Rumsey [2001]). He termed the overall spatial quality the spatial impression as 
shown in Fig. 3.8. The figure shows that the lower level attributes are categorised into those from source 
and environment. The figure also shows that the elements in the lower part of the spatial attribute hierarchy 
are similar to those attributes placed at die outer part of the MURAL circle (See Fig. 3.5).
Table 3.2: A list of based on scene-based paradigm proposed by Rumsey [2002]
Width Depth and Distance Immersion
Individual source width (micro) Individual source distance (micro) Individual source envelopment (micro)
Ensemble width (macro) Ensemble distance (macro) Ensemble source envelopment (macro)
Environment width (macro) Individual source depth (micro) Environmental envelopment (macro)
Scene width (macro) Ensemble depth (macro) Presence (macro)
Environment depth (macro)
Scene depth (macro)
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Fig. 3.8: Hierarchy of spatial attributes from Rumsey [2001] 
3.4 Attributes used in this project
The previous section listed important low level attributes of multichannel audio sound. This section 
discusses the specific attributes used in the current study. The current project consisted of two phases. The 
first phase was to develop double-ended objective models for predicting the multichannel audio quality 
attributes basic audio quality (BAQ), timbral fidelity (TF), frontal spatial fidelity (FSF) and surround 
spatial fidelity (SSF), The second phase of the project was to develop a single-ended objective model for 
predicting perceived envelopment (ENV) arising from multichannel audio recordings. The first subsection 
(Subsection 3.4.1) provides brief descriptions of the BAQ, TF, FSF and SSF. A detailed discussion on 
envelopment is provided in the subsection since envelopment is one of the important attribute of 
multichannel audio. Also, it is necessary to distinguish how envelopment is described in the context of 
multichannel audio and concert hall acoustics. Subsection 3.4.2 discusses the rationale for choosing the 
aforementioned attributes.
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3.4.1 Brief description on the attributes used in this project
Brief descriptions on the chosen attributes mentioned above are given in this subsection, along with 
a short summary of methods that have been used for their evaluation.
3.4.1.1 Basic audio quality
As described previously, basic audio quality is the single global attribute of subjective audio quality. 
This attribute is used to judge any and all detected differences between a reference and an impaired 
recording. As this is a global attribute, it comprises all the spatial quality attributes described in previous 
sections and attributes of timbral quality as well.
Zielinski et al [2003] evaluated BAQ in the context of multichannel audio by employing a listening 
test methodology based on the MUSHRA paradigm. BAQ was also evaluated by Mason et al [2007] in the 
context of surround sound codecs using a modified MUSHRA based paradigm in which he used ‘spatial 
anchors’ and low quality anchor. Also, Marins et al [2008] employed a similar methodology for evaluating 
BAQ of surround sound codecs.
3.4.1.2 Timbral fidelity
Timbral fidelity is an attribute that describes any or all detected difference in timbre between a 
reference and test recording. This global attribute includes all low level timbral attributes described by 
Letowski [1989], Gabrielson et al [1985] and Toole [1985] etc. Zielinski et al [2005a] and Marins et al 
[2008] evaluated this attribute in the context of multichannel audio by employing a MUSHRA test 
paradigm.
3.4.1.3 Frontal spatial fidelity
Similar to the definition of timbral fidelity, frontal spatial fidelity can be considered as a global 
attribute that describes any and all detected differences in the ‘spatial impression’ between the reference 
and the processed recording. However the difference is restricted within the frontal arc (see non-shaded 
area in Fig. 3.9) of tire multichannel audio setup. This attribute can be considered as a global attribute to 
describe the spatial changes inside the frontal arc.
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Rumsey [1998] evaluated frontal image quality, an attribute similar to FSF, by following the ITU-R 
Recommendation BS.l 116-1. In addition, Zielinski et al [2005a] and Marins et al [2008] evaluated FSF in 
their experiments using MUSHRA paradigm.
Frontal Arc
Fig. 3.9: Description about the listening area considered by listeners while evaluating SSF and FSF 
3.4.1.4 Surround Spatial Fidelity
This is a global attribute that describes any and all detected differences in spatial impression outside 
the frontal arc (see shaded area in Fig. 3.9) of the multichannel audio setup, between the reference and the 
recording under evaluation.
Spatial impression, an attribute similar to SSF was evaluated by Rumsey [1998]. In addition, 
Zielinski et al [2005a] and Marins et al [2008] evaluated SSF in their experiments using MUSHRA 
paradigm.
It should be noted here that the boundaries of listening area defined for FSF and SSF are with 
respect to the loudspeaker layout. It was assumed that listeners should consider only the area inside or 
outside the boundary of loudspeakers (i.e., the area inside L and R for FSF and the area outside L and R for 
SSF, see Fig. 3.9) even when they are allowed to rotate their head during listening tests. It was also 
assumed that the front/back confusion was minimised since the listeners were allowed to rotate their head
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(mimicking a real-world situation where front/back confusions are relatively rare to occur or least 
reported). Finally, the definitions of FSF and SSF given above are valid only for a loudspeaker layout based 
011 standard ITU-R BS.775-1 recommendation. Appropriate modifications should be done to the definitions 
given above, when applying them in the context of higher order systems or a different loudspeaker layout 
with elevated loudspeakers (the one reported by Pulkki [1997] while he developed VBAP).
3.4.1.5 Envelopment
Envelopment is one of the important attribute that differentiate multichannel sound from 
monophonic sound. Envelopment, spaciousness" and spatial impression are three terminologies that have 
been interpreted differently by various researchers. Nakayama et al [1971] referred it as ‘fullness’. The 
term envelopment in this thesis is defined as an immersive attribute that describes the enveloping nature of 
the sound around the listener.
In concert hall acoustics, the attribute that refers to the sensation of envelopment is called listener 
envelopment (LEV). LEV in concert hall acoustics is primarily related to environmental spatial impression 
and the major cause behind this phenomenon is late reflected sound and not direct sound. It is a well known 
phenomenon in concert hall acoustics and Beranek [1996] describes it as the second attribute of 
“spaciousness”. Beranek [1996] describes that when late reverberant sound arrives at a person’s ears 
equally from all directions (forward, behind and overhead), LEV is judged the highest.
In reproduced sound, the envelopment can be evoked by two different ways. The first of them is to 
provide an illusion of concert hall listening experience by rendering recorded ambience or reverberant 
sound around the listener. In the second method, the feeling of ‘being enveloped’ can be created as a result 
of immersion by a number of direct (dry sources), provided they have certain temporal and spatial
21distributions. Conetta [2007a] calls these sensations ‘indirect envelopment’ and ‘direct envelopment’ . An 
illustration of the factors affecting envelopment according to his definitions is given in Fig. 3.10. Since 
multichannel audio can evoke different types of envelopment, some researchers argue that the so-called
20 The author considers spaciousness as a different attribute although several authors referred to the sensation of spatial 
impression or envelopment. See Appendix B for the description of spaciousness.
21 The difference between the recordings with reverberant content and direct sources around the listeners ate described 
in detail by Zielinski et al [2003]. The major two categories of multichannel recordings based on the content (Zielinski 
et al [2003] call it audio scene characteristics) are F-F and F-B (see Chapter 4 for the descriptions of F-F and F-B).
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direct envelopment in reproduced audio cannot be considered enveloping. This may be because they only 
consider the definition used in concert hall evaluations.
Dime! Envelopment indirect Envelopment
Fig. 3.10: Illustration of the factors that evoke the sensation of envelopment [Conetta et al, 2007b] 
From the experiments conducted by Conetta [2007a], it appears that the factors that influence the 
sensation of envelopment in the context of reproduced audio and concert hall are similar. According to 
Bradley and Soulodre [1995a], LEV in concert hall is related to physical factors such as the level, direction 
of arrival and temporal distribution of late arriving reflections from the walls. Conetta [2007a] has found 
that the indirect envelopment is related to coverage angle, location of channels/energy and playback level. 
He also found that temporal density is an additional factor related to direct envelopment. In all cases there 
is a relationship to interaural and interchannel correlation. From this, it can be suggested that the factors 
influencing envelopment in reproduced audio are not necessarily markedly different from those in concert 
hall acoustics although the nature of rendering sound in reproduced audio differs.
Berg and Rumsey [2006] propose that envelopment in the context of multichannel audio may be 
related to the width of the sound stage. They also propose envelopment as ‘extended width'. According to 
them width, envelopment, and location may not be orthogonal to one another. According to Rumsey
[2002], envelopment has a multidimensional definition -  viz. individual source envelopment (the sensation 
of envelopment created by a single source), ensemble envelopment (the sensation of envelopment created 
by a group of sources) and environmental envelopment (the sensation of envelopment created by 
reverberant sound or background content in reproduced audio). Several authors such as Rumsey [2002],
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Griesinger [1999], Soulodre et al [2003] and Morimoto et al [2001] provide further discussions on 
envelopment which helped to inform this study. A summary of those discussions are given in Appendix C.
Bradley and Soulodre [1995a] conducted several listening tests in which spatial impression was 
evaluated. They conducted their experiments by employing simulated sound fields in an anechoic chamber 
in order to investigate the factors that account for LEV. Their initial experiments were based on a paired 
comparison paradigm in which a 5-point grading scale was used. A score of LO indicated the same LEV 
between the reference and test recordings. Similarly, a score of 5.0 indicated the largest difference. The 
loudspeaker setup that they used was not conformant to any existing standards. Their loudspeakers were at 
0°, +35° and ±90° and therefore their study cannot be compared with that of a standard multichannel audio 
setup. Since the recordings involved in the study were based on the differences in acoustical parameters, 
few conclusions can be drawn from the results and related to multichannel reproduction.
Soulodre et al [2002, 2003, 2003a] continued the work of Bradley et al to investigate LEV in 
multichannel audio reproduction. In their experiments, a modified MUSHRA paradigm that enabled the 
listeners to compare different recordings at once was used for the listening test. The grading scale was a 
100-point scale and 0 represented the lowest LEV and 100 referred to the highest LEV. The experiments 
were conducted in a room that was conformant to ITU-R Recommendation BS.l 116-1 and the loudspeaker 
set up was according to ITU-R Recommendation BS.775-1. Again, the stimuli used in the experiment were 
based on modified acoustical conditions and used concert hall acoustics definitions for LEV as in the work 
of Bradley et al. This prevents one from making a comparison with all types of envelopment sensations 
evoked in the context of multichannel audio. The works of Bradley et al and Soulodre et al enabled them to 
conclude that the LEV was most influenced by level and angular distribution of late arriving lateral 
reflections.
Greisinger [1996] investigated the perception of reflections and reverberation using headphones. 
The stimuli used were pink noise, speech and music. The binaural recordings presented to the listeners 
were based on various conditions of level and time delay of lateral reflections and reverberation times. As a 
result of his studies, the three definitions for spatial impression were developed as described in Appendix
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C. Again as in the works of Bradley et al and Soulodre et al, his studies were not enough to provide the 
details of different type of envelopment sensations experienced in multichannel audio reproduction.
Morimoto [1997] describes an experiment that he conducted for investigating the role of rear 
loudspeakers in spatial impression. His experiment was based on 6 loudspeakers, but was not a standard set 
up as in the work of Soulodre et al. The results exhibit that the energy in rear channels accounts for the 
perception of LEV. He used paired comparison for his studies.
Conetta [2007a] evaluated envelopment in the context of 8-channel audio recordings. He employed 
a test methodology in which the grading scale was defined against two known references, similar to the 
methodology proposed by the author for evaluating envelopment (see Chapter 5). His experiments gave an 
understanding of the factors that influence the sensation of envelopment in the context of multichannel 
audio. He used two different definitions of envelopment in his experiments but identified the need for a 
single definition of envelopment.
3.4.2 The rationale for choosing the attributes to be predicted
It was already mentioned that the aim of this project was not to predict the basic audio quality of 
multichannel audio directly. The drawback of predicting BAQ directly is that such an approach cannot 
explain any underlying relationships between lower level attributes and features. For this reason, it was 
decided to follow the second route discussed earlier in Section 3.2 (See Fig. 3.3) proposed by Bech’s 
[1999] framework. However, the framework proposed by Bech [1999] did not provide any suggestions for 
choosing attributes. The following paragraphs discuss the rationale for choosing the attributes used for 
prediction in the current project.
3.4.2.1 Rationale for choosing attributes BAQ, TF, FSF and SSF
Feiten et al [2005] suggested decomposing the quality into components like brightness, cleanness 
and width as mentioned earlier in Chapter 2. However, the decomposition that Feiten et al [2005] suggested 
does not completely explain either basic audio quality or overall spatial audio quality. The attribute ‘width’ 
is only one aspect of spatial quality, for example. Also, the attributes that Feiten et al suggested were at a 
lower level of abstraction than those proposed by Zielinski et al [2005a] or the ones in the ITU standards. 
An attempt to complete the hierarchy (or to find the missing attributes) of Feiten et al according to their
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level of abstraction would end up in a large number of attributes and the task would be very expensive and 
time-consuming. For these reasons, it was decided not to use Feiten et al’s list of attributes.
ITU-R BS.l 116-1 and BS.1534-1 specifies attributes of relatively higher level of abstraction for 
evaluating multichannel audio quality. Both specified BAQ, Front Image Quality and Impression of 
Surround as attributes for multichannel audio. It can be seen from this list that a component for timbral 
quality is missing in the attributes proposed by ITU standards. As mentioned earlier, Rumsey [1998] and 
Zielinski et al [2005a] also employed attributes with similar descriptions in their experiment. However, 
Zielinski et al employed an attribute for timbral quality in addition to BAQ in their experiment.
When the current project stalled, the results from a number of elicitation experiments were 
available, but most of the research did not explain how the higher level attributes were related to lower 
level attributes. The elicitation experiments reported certain attributes as the components of spatial quality, 
but did not illustrate how much variance of spatial quality can be explained with a particular lower level 
attribute yielded from an elicitation experiment. A clear relationship in the form of a regression equation 
relating the attributes used by Zielinski et al [2005a] can be seen in Rumsey et al [2005]. For this reason, it 
was decided to use these attributes in the first phase of the current project.
The decision for choosing the attributes BAQ. TF, FSF and SSF was favoured for pragmatic reasons 
too. A large database of listening test scores was readily available from a project that studied the subjective 
quality trade-offs in consumer multichannel sound and video delivery systems as reported in [Zielinski et 
al, 2005a]. As seen in Chapter 2, the MUSHRA paradigm was found to be the most suitable paradigm for 
evaluating multichannel audio quality. The subjective scores were obtained from listening tests according 
to the MUSHRA paradigm. This also encouraged the author to use the available listening test scores 
database. However, the stimuli had been processed by low pass filtering and down-mixing algorithms only. 
In the long-term, a high level of abstraction may not be useful as a method for objectively evaluating spatial 
audio quality, since there is a need to find the objective features to represent individual attributes to do the 
prediction of a global quality attribute like BAQ. Since there was no other work in the area of multichannel 
audio quality prediction at the beginning of the current project, as a first step the stimuli with simple types
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of processing were considered useful to understand the relationship between measured features and 
perceptual attributes, although the attributes were still at a high level of abstraction.
Initially the intention was to include only FSF and SSF for prediction. However, it was decided to 
include BAQ and TF as well even though they were not unique for multichannel audio because, firstly, a 
large database of subjective scores was available from a previous project. Secondly, since the relationship 
between BAQ and other attributes was established, the author also anticipated that some primary 
conclusions about the validity of Bech’s [1999] framework conld be obtained from the results of prediction.
3.4.2.2 Rationale for choosing envelopment
One particularly important attribute that needed to be predicted was envelopment since it had been 
commonly reported in elicitation experiments of Zacharov and Koivuniemi [2001a], Berg and Rumsey
[2003], Choisel and Wickelmaier [2005] etc. as described earlier (see Table 3.1). Prior to these 
experiments, Nakayama et al [1971] reported that ‘fruitless’, used to describe envelopment, was an 
important attribute that contributed to listener preference. Bradley and Soulodre [1995b] reported that 
envelopment is an important attribute that accounts for spatial impression. Later, Soulodre et al [2003] 
described that Ute musical recordings in multichannel audio format (DVDs for e.g.) could deliver better 
approximation of concert halls. Envelopment is important in cinema sound as well. It is well accepted that 
one of the most prominent perceptual experiences that multichannel audio provides is the feeling of ‘being 
surrounded’ by sound (be it direct or reverberant). In addition, the author informally observed that naive 
listeners prefer to listen to recordings that are highly enveloping. The future audio-on-demand applications 
are likely to incorporate recordings with enveloping nature to satisfy the needs of this major group (i.e., 
naive listeners) of listeners. There have been only very few attempts to predict envelopment in the context 
of multichannel audio, and an automatic method for the prediction of envelopment may help service 
providers to give listeners an option to select programme items depending how enveloping they are. Also, 
the author believes that an envelopment predictor would help researchers to select their programme items 
for subjective experiments in the domain of spatial audio. Its evaluation can be done in a relatively 
emotion-free way [Zielinski et al, 2006b],
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The attributes TF, FSF and SSF have relatively high level of abstraction. It will be seen in Chapter 4 
that a one-to-one relationship between lower level attributes and features was not entirely clear: i.e. the 
aforementioned attributes cannot easily be explained with a small number of objective measures. For this 
reason, it was decided also to study the prediction of attributes with a lower level of abstraction in the 
hierarchy of multichannel audio quality. In this hierarchy, several attributes such as image width, 
envelopment, naturalness, distance, depth, etc. were discussed. It was regarded as difficult or next to 
impossible to develop objective models for all these lower level attributes due to time constraints. 
Therefore it was decided to pick the most important one (envelopment) for the duration of the current 
project.
3.5 Summary and Conclusions
The main aim of this chapter was to discuss the attributes of multichannel audio quality. The review 
started with a discussion on quality and fidelity attributes. Following this, a discussion on BAQ was 
provided. A review of the existing literature attest that the two high level attributes that compose the BAQ 
of multichannel audio are timbral quality and spatial quality. These two higher level attributes can further 
be decomposed into several low level attributes. The approach to evaluate the timbral quality of 
multichannel audio does not differ from that of a conventional mono recording, and therefore a detailed 
discussion of timbral quality attributes was not provided.
Another aim of this review was to identify the attributes that differentiate multichannel audio from 
monaural audio. It was found that the spatial attributes reported by the elicitation experiments conducted in 
the area of multichannel audio and the exploration studies conducted in the area of sound quality evaluation 
have similarity in their descriptions. The important attributes of multichannel audio are perception of width, 
perception of location, perception of distance and depth, sensation of envelopment, space perception and 
naturalness.
Discussions on the attributes used in the current study for prediction were provided. The current 
project is divided into two parts. In the first part, four attributes were chosen for developing the objective 
models associated with them. The attributes chosen in the first part of the study were BAQ, TF, FSF and 
SSF. The major reason for choosing the aforementioned attributes (except TF) was that they are specified
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by the ITU  standards for the evaluation of multichannel audio quality. TF was selected since a regression 
equation that relates BAQ. TF, FSF and SSF was available. The author anticipates that such a regression 
equation could be used for checking the methodology followed in the current project for predicting 
multichannel audio quality in longer term. Also, the selection of the aforementioned attributes was also 
done because a database of subjective scores was readily available from a previous project. Atuibutes 
similar to FSF and SSF were evaluated in the past by researchers such as Rumsey and Zielinski et al. 
Zielinski et al also evaluated BAQ and TF, the other two attributes used in this project. Their 
methodologies were based on ITU-R standards.
Following this, the rationale for choosing envelopment in the second part of the current study was 
discussed. One of the reasons for selecting envelopment as an attribute in the second phase of the current 
project was because of its popularity in elicitation experiments as one of the attribute of multichannel audio 
quality. Moreover, it is believed that envelopment is the driving force behind the surround audio systems 
since the additional reproduction channels in the rear created a better illusion of envelopment compared to 
2-channel stereo or mono reproduction systems. A number of researchers such as Soulodre et al and 
Griesinger have evaluated attributes similar to envelopment in the context of multichannel audio in tire 
past. However, they all used the description of envelopment in the context of concei t halls. Conetta studied 
about envelopment in the context of multichannel audio and identified the reasons for a single definition of 
envelopment.
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basic audio quality, timbral fidelity, frontal spatial fidelity and 
surround spatial fidelity
This chapter describes die experiments conducted during the first part of the current project. During 
the first part, objective models that predict basic audio quality (BAQ), timbral fidelity (TF), frontal spatial 
fidelity (FSF) and surround spatial fidelity (SSF) were developed. This chapter discusses the details of 
listening tests, theory, motivation and the details of exact computation behind the features. The results of 
prediction indicate that several timbral and spatial features extracted from the recordings were important 
for predicting the aforementioned attributes.
4.1 Introduction
The main aim of this study was to create objective models that predict aforementioned multichannel 
audio quality attributes using features extracted from multichannel audio recordings. To achieve this goal, 
it was necessary to discover the underlying relationships between the features and the subjective scores 
obtained from listening tests. The development of such models involves two main processes -  calibration 
and validation. Calibration is the fundamental process for achieving consistency in the prediction using a 
set of features and subjective scores. Once the calibration of the model is completed, it must be checked for 
generalisability using a new set of subjective scores -  this is called validation. In this study, the scores 
obtained from two independent listening tests were used for the calibration and validation of the objective 
models.
Before delving into the details of listening tests, specific features, method of prediction etc., it is 
necessary to understand the concept behind the mathematical modelling techniques -  i.e. the methods of 
calibration. A number of mathematical modelling techniques exist today such as artificial neural network 
(ANN), fuzzy logic (FL), regression analysis etc. It was decided to use regression analysis for calibrating 
the objective models reported in this chapter since it is a standard mathematical modelling technique 
compared to fuzzy logic for example. Moreover, the author had easy access to a number of software 
packages having regression analysis tools. The reviews of important regression analysis techniques are 
provided in Appendix D.
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This chapter is divided into seven sections. The target specifications of the objective models 
reported in this chapter are provided in Section 4.2. In Section 4.3, discussions on the details of subjective 
scores, such as the stimuli, experimental setup etc. used for calibration and validation are provided. In 
Section 4.4, discussions on the motivation and basic computation details of the features used for predicting 
BAQ, TF, FSF and SSF are provided. The details of the specific features used for predicting BAQ, TF, FSF 
and SSF are provided in Section 4.5. The results of calibration and validation are provided in Section 4.6 
and the chapter concludes with a summary and conclusions in Section 4.7.
4.2 Target specifications
An important point here to be discussed is the method to evaluate the accuracy of the models 
presented in this chapter. For this, two statistical measures were considered for checking the accuracy of 
the objective models. They are Pearson correlation coefficient (R) and root mean square error (RMSE). 
Descriptions of R and RMSE are provided in Appendix E. The following paragraphs provides the target 
specifications (or benchmark) of the aforementioned statistical measures that was set by the author in order 
to evaluate the objective models reported in this chapter.
The target specification for correlation coefficient was set to 0.90. This decision was taken on the 
basis of the correlations that were exhibited between the subjective and predicted scores of popular 
objective models standardised by ITU. From literature, it was found that the maximum correlation 
exhibited by an objective model standardised by ITU was 0.935 (for PESQ, the ITU-T Recommendation 
P.862). PESQ is an objective model that predicts speech quality. The accuracy of PEAQ (ITU-R  
Recommendation BS.1387-1), an objective model that predicts broadband signal quality, was considered as 
a reference for accuracy. PEAQ and its improved versions showed correlations from 0.85 up to 0.888 (see 
Table 2.4). However, as mentioned above it was decided to set the target specification as 0.90, slightly 
above the correlations exhibited by PEAQ and its derivatives.
It was decided to set the target specification for RMSE as 10% for the objective methods described 
in this chapter. The error measures exhibited by the PEAQ models was not based on RMSE and therefore 
the basis for 10% RMSE target specification was the typical values of inter-listener and intra-listener errors 
observed in listening tests. The hypothesis was that the objective models could be acceptable if RMSE lies
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within the capability of the human subjects. Zielinski et al [2005a] discusses that the inter-listener and 
intra-listener error values from a typical listening test are in the range of 10%. A summary of the target 
specifications for each metrics that evaluate the performance of an objective model are given in Table 4.1
In addition to the aforementioned measures, another factor considered was the number of features 
employed for predicting the subjective scores. The number of features is related to the number of degrees 
of freedom. It was seen in Subsection 2.3.5 that PESQ used only two objective measures to predict the 
subjective scores of speech signal, whereas PEAQ used 11 features for basic PEAQ model and five features 
for the advanced PEAQ model (refer Tables 2.2 and 2.3). Here also, the author takes PEAQ as a reference 
model for deciding about the target specifications of degrees of freedom. The author proposes the target 
specifications for his models as five. However, priority was given for achieving the target specifications for 
accuracy, not degrees of freedom, although the accuracy and degrees of freedom are not independent from 
each other.
Table 4.1: Target specifications of developed models
Attribute Correlation RMSE
BAQ >0.90 < 10%
TF >0.90 < 10%
FSF > 0.90 < 10%
SSF >0.90 < 10%
4.3 Details of subjective scores
This section discusses the details of subjective scores used in this study for developing the objective 
models reported in this chapter. It was discussed earlier that the development of an objective model 
involves calibration and validation. For developing the objective models reported here, two different sets of 
subjective scores were used for calibration and validation. The calibration databases were used in order to 
find the relationship between features and subjective scores. The generalisability of the calibrated models 
was verified with the validation databases. There are several validation methods, such as cross-validation, 
test set validation, leverage correction method etc. [Esbensen, 2002]. Of these, test set validation is the 
most efficient one and hence it was decided to use test set validation for verifying the generalisability of the
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objective models reported here. The following two subsections (4.3.1 and 4.3.2) discuss the details of the 
subjective scores used for calibration and validation of the objective models for predicting BAQ, TF, FSF 
and SSF.
4.3.1 Details of subjective scores used for calibration
The calibration database was obtained from the experiments conducted at the Institute of Sound 
Recording during the project for investigating subjective quality trade-offs in consumer multichannel sound 
and video delivery systems [Rumsey et al, 2005] [Zielinski et al, 2005a]. It should be noted here that the 
listening tests for obtaining the calibration databases were not conducted by the author. Therefore, a 
detailed analysis of the test scores is not provided here, but can be found in [Zielinski et al, 2005a]. The 
purpose of this subsection is only to provide the relevant details of the listening tests that resulted in 
obtaining the subjective scores used for calibrating the objective models for BAQ, TF, FSF and SSF. The 
details of stimuli, processing algorithms and experimental setup are provided in the following paragraphs.
4.3.2 Stimuli used for calibration listening tests
There were twelve programme items and they were selected from commercially available sources 
such as movies, music recordings, TV programme etc. A list of programme items is given in Table 4.2. 
Two types of recordings were used for listening tests -  recordings with ‘F-F' and ‘F-B! spatial audio scene 
characteristics. For a recording with ‘F-F’ audio scene characteristics, the front and rear channels contained 
clearly distinguishable audio sources. The listening impression from a recording with ‘F-F’ audio scene 
characteristics is similar to that when a listener is surrounded by a group of instruments in an orchestra. For 
recordings with ‘F-B’ audio scene characteristics, the front channels contain clearly distinguishable audio 
sources whereas surround channels contain mainly reverberant sounds and room responses. That is, the 
listening impression from a recording with ‘F-B’ audio scene characteristics is similar to that of the 
experience by a listener in a concert hall. An illustration of ‘F-F’ and ‘F-B’ audio scene characteristics is 
given in Fig. 4.1. However, there are a number of other possible audio scene characteristics (although not 
very common) such as ‘B-B’ and ‘B-F’ (see [Zielinski et al, 2002] for details). In addition, it can be 
possible to make recordings with audio scene characteristic that is equivalent to a hybrid combination of
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‘F-F’, ‘F-B’, ‘B-B’ or ‘B -F \ Therefore, it is not always easy to make a precise discrimination of audio 
scene characteristics.
F-F scene Foreground content
&  &
%  F. rJ L , $
a  a  a
F-B scene Foreground content
Background content
Fig. 4.1: Illustration of ‘F-F’ and ‘F-B’ audio scene characteristics (from [Zielinski et cd, 2002]) 
Table 4.2: Programme items used in the listening tests (from [Zielinski et al, 2003])
No. Type Comments Genre
1 F-B Typical orchestra music recording with pronounced violin and cello sections. Classical
2 F-B Orchestra music recording with pronounced brass and percussion instruments (high-frequency content).
3 F-B Live recording. Instruments balanced to front channels and reverberant content in rear channels. Pronounced high- 
frequency content. Pop
4
F-B Live recording. Instruments balanced to front channels and 
reverberant content in the rear channels. Centre channel: 
mainly leading vocal.
5
F-F Live recording. Instruments mixed to all channels. Centre 
channel: leading vocal and bass guitar. Rear channels: mainly 
percussion instruments. Pop
6
F-F Live recording. Instruments mixed to all channels. Centre 
channel: leading vocal, kick and snare drum. Rear channels: 
piano and a string section.
7
F-B Dialogue in the centre channel. Front left and right channels - 
some special audio effects. Orchestral music spread around all 
loudspeakers except the centre one. Front loudspeakers louder 
than the rear ones. Movie
8
F-B Dialogue and special effects in the centre channel. Orchestral 
music spread around all loudspeakers. Front loudspeakers 
louder than the rear ones.
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Table 4.2 (Contd.): Programme items used in the listening tests (from [Zielinski et al, 2003])
No. type Comments Genre
9
F-F “Tennis from Wimbledon”. Crowd effects in all channels. 
Commentary between the front left and the centre channel. 
Umpire’s voice between the centre and the front right 
channel. Sport / TV Show
10
F-F Typical TV show with audience (live). Audience laughter and 
applause in all channels. Centre channel: mainly voice of the 
presenter, also audience laughter.
11 F-F Applause in all channels. More or less equivalent to de­correlated pink noise. Ambience
12 F-F Sound of a heavy rain in all channels. More or less equivalent to de-correlated pink noise.
4.3.2.1 Processing algorithms employed in calibration listening tests
The programme items were processed so as to have two types of quality degradations -  bandwidth 
limitation, caused changes in spectral characteristics of the recordings and down-mixing, caused changes in 
the spatial characteristics of the recordings. The bandwidth limitation was done by following two different 
approaches. In the first approach, the bandwidths of the recordings were reduced by passing the signals 
through a low pass filter with equal cut-off frequencies in all the channels. The second approach used a 
hybrid method in which the low pass filters used in different channels were of different cut-off frequencies. 
The algorithms used for the bandwidth limitation is given in Table 4.3.
For down-mixing, mainly the algorithms presented in ITU-R Recommendation BS.775-1 were used. 
The algorithms used for down-mixing the recordings are presented in Table 4.4. Two types of processing 
resulted in 138 programme items in total (including reference recordings) for the listening tests.
4.3,2.2 Experimental setup used for calibration listening tests
The listening tests were conducted by following a double-blind multi-stimulus test method with a 
hidden reference and hidden anchors recommended by ITU-R Recommendation BS. 1584-1 (see Subsection 
2.2.2). According to [Zielinski, 2005b], the main reason for choosing such a strategy was that the ITU-R  
Recommendation BS.l584-1 was designed to accommodate intermediate and small impairments of audio. 
Also it allows the quick comparison and grading of a large number of recordings. The scale involved in the 
listening tests is given in Fig. 2.2.
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Table 4.3: Algorithms used in bandwidth limitation (for calibration experiment [Zielinski et al, 2005a])
No. Degradation
acronym
Low pass filter cut-off frequency Used for
1 All 3500Hz L, R, C, LS, RS -  3.5kHz F-B, F-F
2 All 8000Hz L, R, C, LS, RS -  8kHz F-B, F-F
3 All 12000 Hz L, R, C, LS, RS -  12kHz F-B, F-F
4 Hybrid A L, R -  20kHz; C -  10kHz; LS, RS -  5kHz F-B
5 Hybrid B L, R -  20kHz; C -  13kHz; LS, RS -  3.5kHz F-B
6 Hybrid C L, R -  18.25kHz; C -  3.5kHz; LS, RS -  10kHz F-F
7 Hybrid D L, R -  14.125kHz; C -3.5kH z; LS, RS -  14.125kHz F-F |
8 Hybrid E L, R -  13kHz; C -  7kHz; LS, RS -  3.5kHz F-B
9 Hybrid F L, R -  10kHz; C -  13kHz; LS, RS -  3.5kHz F-B
10 Hybrid G L, R -  11.25kHz; C -  3.5kHz; LS, RS -  7kHz F-F
11 Hybrid H L, R -  9.125kHz; C -  3.5kHz; LS, RS -  9.125kHz F-F
Table 4.4: Algorithms used in Down-mixing (for calibration experiment [Zielinski et al, 2005a])
No. Degradation
acronym
Algorithm Used for
1 3/0 The content of the surround channels is down-mixed to the 
three front channels according to [ITU-R Recommendation 
BS.775-1, 1994]
F-B, F-F
2 2/0 Down-mix to 2-channel stereo according to [ITU-R 
Recommendation BS.775-1,1994]
F-B, F-F
3. 1/0 Down-mix to mono according to [ITU-R Recommendation 
BS.775-1, 1994]
F-B, F-F
4 1/2 The content of the front left and right channels is down- 
mixed to the centre channel. The surround channels are kept 
intact, (according to [Zielinski et al, 2003])
F-F
Listeners evaluated the attributes by comparing the reference and test recordings. They were asked
to evaluate four attributes as mentioned earlier. The first of them was basic audio quality, a global attribute 
describing any and all detected differences between the reference and the test recording. While evaluating 
this attribute, listeners were instructed to consider all differences in timbre and spatial characteristics of the 
test and reference recordings. For evaluating timbral fidelity, the listeners were asked to grade each 
recording by taking into consideration of the changes (between the reference and test recordings) in timbre 
only. They were instructed to ignore any spatial changes. The instructions given to the listeners while 
evaluating the frontal spatial fidelity insisted them to grade each recording by considering the changes 
(between the reference and test recording) in spatial sound reproduction inside the frontal arc (between the 
left and right loudspeakers) -  see Fig. 3.9. They were requested to ignore all timbral changes and any
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spatial changes outside the frontal arc. The surround spatial fidelity was evaluated in a similar manner to 
that of frontal spatial fidelity. In this case, the listeners were instructed to evaluate the given audio 
recording by considering the spatial changes outside the frontal arc -  see Fig. 3.9. They were asked to 
ignore all timbral changes and any spatial changes inside the frontal arc.
A detailed analysis of tire listening test scores are given in [Zielinski et al, 2005a and 2005b]. The 
mean opinion scores obtained from the listening test were used in this study to calibrate the regression 
models for the prediction of multichannel audio quality attributes.
4.3.3 Details of subjective scores used for validation
As mentioned earlier, the validation database was to verify the generalisability of calibrated 
objective models. The subjective scores used for validating tire calibrated models were obtained from 
listening tests conducted by the author. The listening tests were conducted in an ITU-R Recommendation 
BS.l 116-1 compliant listening room at University of Surrey. The test methodology followed for the 
evaluation of all the attributes was according to ITU-R Recommendation BS.1534-1 (MUSHRA) as in the 
case of calibration listening tests. The listeners who participated in the test were final year Tonmeister and 
research students from Institute of Sound Recording. Hie following subsections provide the details of 
stimuli, processing algorithms and experimental setup associated with the listening that yielded the 
validation database of subjective scores.
4.3.3.1 Stimuli used for validation listening tests
The audio exceipts selected for the experiment were taken from various music recordings available 
at Institute of Sound Recording. The materials included in the listening tests are listed in Table 4.5. Two 
types of recordings were used for the experiment -  recordings with ‘F-F’ characteristics and 2-channel 
stereo recordings. The 2-channel stereo recordings were used as an alternative to ‘F-B’ recordings. They 
were included in the listening tests order to study FSF in detail.
4.3.3.2 Processing algorithms: validation listening tests
As in the case of calibration experiment, two processing algorithms -  bandwidth limitation and 
down-mixing were applied to ‘F-F’ recordings. For the 2-channel stereo recordings, degradations included
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MPEG-1 Layer 3 algorithms at different bit rates, bandwidth limitation and M/S coding*' with varied gains 
for S signal. In order to make the listeners’ task easier, it was decided to include seven recordings in one 
test page of the listening tests unlike in calibration experiments. Two filtered recordings (Hybrid G and 
Hybrid H) were removed and two additional down-mixed items (2/1 and 1/1) were included in the listening 
tests for validation, in comparison with the calibration experiment for ‘F-F’ recordings. The algorithms 
used for down-mixing were according to ITU-R Recommendation BS.775-1. The list of algorithms used in 
the listening tests is given in Tables -  4.6,4.7 and 4.8.
Table 4.5: List of recordings used for validation experiment
Genre Type Comments
Pop F-F
Excerpt from New Kid in Town, The Eagles, contained clearly 
distinguishable instruments in the front and rear channels. Rear 
channel contained guitar.
Blues F-F
An exceipt of Blues company; clearly distinguishable instruments 
in the front and rear channels. Rear channel contained snare 
drums.
Classical 2-channel Stereo An excerpt of Tchaikovsky, HF content and wide fr ontal image.
Hard Rock 2-channel Stereo An exceipt of Deep Purple, HF content and wide frontal image.
Table 4.6: Bandwidth limitation algorithms applied to ‘F-F’ recordings (validation experiment)
No. Name Low pass filter cut-off frequency
1 All 3500Hz L, R, C, LS, RS -  3.5kHz
2 All 12000 Hz L, R, C, LS, RS -  12kHz
3 Hybrid C L, R -  18.25kHz; C -  3.5kHz; LS, RS -  10kHz
4 Hybrid G L, R -  11.25kHz; C -  3.5kHz; LS, RS -  7kHz
Table 4.7: Down-mixing algorithms applied to ‘F-F’ recordings (validation experiment)
No. Degradation name Algorithm
1 3 /0 Down-mixed to 3 channels in front
2 2 /0 Down-mixed to 2 channels in front
3. 1 /0 Down-mixed to 1 channel in front
4 1 12 Down-mixed the L and R to C and LS and RS kept unchanged.
5 211 Down-mixed to 2 channels in front and 1 channel in rear
6 1 /1 Down-mixed to 1 channels in front and 1 channel in rear
22 See Glossary: M/S Coding
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Table 4.8: Processing algorithms applied to 2-channel stereo recordings (validation experiment)
No. Degradation name Algorithm Used for
1 MPEG-1 Layer 3 Bitrate of 128kbps 2 channel stereo
2 MPEG-1 Layer 3 Bitrate of 96kbps 2 channel stereo
3. MPEG-1 Layer 3 Bitrate of 64kbps 2 channel stereo
4 MPEG-1 Layer 3 Bitrate of 32kbps 2 channel stereo
5. MS coding Signal S reduced by -3 dB 2 channel stereo
6. MS coding Signal S reduced by -6 dB 2 channel stereo
7. MS coding Signal S reduced by -9 dB 2 channel stereo
8. LPF L ,R -  3500Hz 2 channel stereo
9. LPF L .R -  11025Hz 2 channel stereo
10. Mono Down-mixed to mono 2 channel stereo
The stimuli were equalised in loudness objectively using Moore et aTs [1997] model to 94 phons. 
After listening to them, the author found that tire loudness was not equalised and therefore, an expert 
listener equalised the loudness. Later, the author himself verified whether loudness of the stimuli were 
equalised.
4.3.3.3 Experimental setup used in validation listening tests
The validation listening tests were also conducted by following a double-blind multi-stimulus test
method with a hidden reference and hidden anchors recommended by ITU-R BS. 1584-1 Recommendation 
(see Subsection 2.2.2). The scale involved in the listening tests is given in Fig. 2.2.
Again, the attributes evaluated during the listening tests were BAQ, TF, FSF and SSF. A total of 15
listeners were participated in the listening tests to evaluate FSF and SSF. 13 listeners took part in the test 
for TF, however the scores from one listener were removed because of an error in the computer file saving 
process, resulting in data from 12 listeners in total. The listening tests for BAQ were completed by 14 
listeners.
The tests were conducted in two separate phases. The first phase comprised the tests to evaluate FSF 
and SSF and in the second phase the listeners evaluated BAQ and TF. Subjects were given two practice test 
pages -  one based on F-F recordings and the other based on 2-channel stereo recordings prior to the 
listening tests that evaluated BAQ, TF, FSF and SSF. This enabled them to become familiar with the test 
environment and allowed them to learn interpreting the grading scales. The training session also enabled 
them to discriminate between the attributes that they had to evaluate and the attributes that they were
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expected to ignore during the test. For example, in the first phase, the listeners were instructed to ignore 
any timbral changes during the evaluation of FSF and SSF. It was anticipated that they might get confused 
with the timbral and spatial fidelity changes if  they were provided only the tests for evaluating frontal and 
surround spatial fidelity before familiarising themselves with both types of changes. To avoid this problem, 
the listeners were given a small practice test for evaluating TF during the training session. In summary, 
during the training and practice session of the first phase, the listeners were given three small tests, one test 
per attribute, evaluating TF, FSF and SSF -  the attributes that they had to evaluate and ignore during the 
tests. Following the training and practice session of the first phase, two tests in two separate sessions and 
they evaluated either the frontal spatial fidelity or surround spatial fidelity. The instructions given to the 
listeners were similar to those used in the calibration experiment. A similar approach was followed for 
conducting the listening tests for BAQ and TF. The tests did not last more than 45 minutes and the listeners 
were permitted to take break whenever they want. A copy of the test instructions are given in Appendix F.
4.3,3,4 Analysis of subjective scores obtained from validation listening tests
Hie subjective scores obtained from validation listening tests were analysed. One of the important 
aspects considered was the distribution of scores along the grading scale given by various listeners. From 
the analysis of the distribution of scores, it was clear that most listeners were in agreement since they used 
the same or similar range on the grading scale. Fig. 4.2 shows an example of score distributions of FSF 
obtained for a family of original and processed F-F recordings. It can be seen that some recordings have 
more than one peaks compared to others. Feiten et al [2004] reported about this behaviour of distribution. 
He described that this phenomenon could be due to the complexity of the evaluated attribute as different 
listeners consider different aspects for the evaluation. A similar trend can be seen for other attributes as 
well as shown in the Figs G2, G4 and G6 in Appendix G. For comparison, the distribution scores from 
calibration experiment is also provided in Appendix G (see Figs. G I, G3 and G5).
The listening test scores for almost all the 2-channel recordings were scattered along the grading 
scale as seen in Fig. 4.3. This means that there was no agreement among the listeners for any of the 
recordings. One might question whether it was the case with ‘F-F’ recordings as well. But from Figs. 4.2 
and 4.3, it can be seen that the agreement among the listeners for 2-channel stereo items were poor
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compared to that of ‘F-F’ recordings. Therefore it was decided not to include any 2-channel stereo 
recordings in the validation database of subjective scores and for further analysis.
3o«erQ 2over1 2ouer0
Fig. 4.2: Distribution of the listening test scores for frontal spatial fidelity (validation experiment)
The reasons for an even distribution for the scores obtained for 2-channel stereo recordings might be 
two fold: I ) because of the absence appropriate low quality anchors in each test pages. For example, not all 
test pages contained those recordings processed with lowest bit rate encoders since it was poor in fidelity 
than 3.5 kHz anchors; 2) due to the complexity of the evaluated attribute as described by Feiten et at
[2004].
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Fig. 4.3: DivStribution of the listening test scores for frontal spatial fidelity for 2 channel stereo recordings 
In addition to BAQ, TF, FSF and SSF, the author conducted listening tests for evaluating overall 
spatial fidelity (OSF), an attribute that accounts for all differences in spatial quality attributes. The idea for 
evaluating OSF was to check its relationship with FSF and SSF. Initial idea during the first part of the 
current study was to create a calibration database for OSF by employing principal component analysis from 
the scores of BAQ, TF, FSF and SSF. However, the distribution of the scores obtained from the listening 
tests that evaluated OSF was also scattered on the grading scale as in the case of 2-channel audio 
recordings. Therefore it was decided to drop the idea of creating an objective model that predicts OSF. 
There were mainly two reasons for this decision. Firstly, as mentioned above, the listeners were not in 
agreement with the grading. Secondly, a proper calibration database was not available at the first place.
74
Chapter 4: Development of objective models for predicting BAQ, TF, FSF and SSF
4.4 Basic computation and inspirations behind the features
As discussed earlier, a global attribute of multichannel audio quality (BAQ) can be composed of
23timbral and spatial quality attributes. In a similar way, the objective measures (or features) can also be
classified into two types -  1) features that represent timbral quality attributes, 2) features that represent
spatial quality attributes. This section discusses the basic computation and inspirations behind the objective
measures related to timbral and spatial audio quality attributes. However, there are some objective
measures that cannot be connected directly to a timbral or spatial quality attribute or little information is
24available in the literature on their relationship to perceptual domain . The features used for predicting the 
objective models reported in this chapter was entirely based on existing literatures (with some 
modifications to make it applicable for multichannel audio) related to timbral or spatial aspects of sound 
quality. Also, the search for features was strongly influenced by the nature of degradations in the stimuli 
used for listening tests.
During the development of features, the only available resource was the multichannel audio files 
used in the listening tests. The author did not have access information such as the impulse response of the 
recording environment. Also, the details of processes happened to the signals on the production chain were 
not available. However, additional information on the listening test methodology, specification of listening 
room, listener location, loudspeaker setup etc. were available. These details, together with the information 
collected from the existing literature, played the role for selecting the objective measures described in the 
following subsections. It should be noted that the objective measures presented here were not used in its 
original form for predicting the aforementioned quality attributes. They were applied to several 
transformations based on the characteristics of the listening tests scores as described in the next section 
before the calibration process.
4.4.1 Timbral features
In order to find suitable timbral features, the author reviewed a number of literatures in connection 
to timbre perception. Several researchers such as Moore [2003], Grey [1977] and Pollard [1982] etc.
23 The phrases ‘objective measure’ and ‘features’ are interchangeably used here to refer to a mathematical expression 
related to a quality attribute.
24 The model presented in Chapter 5 uses some of them.
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described the multidimensional characteristics of timbre perception. They, in general, discussed about the 
aspects of timbre that enable one to differentiate between two sounds -  for example, how' two musical 
instruments or two voices are discriminated from each other. Several researchers such as Jensen [2002], 
Pollard [1982], etc. have attempted to model timbre from such a perceptual point of view (in the context of 
musical notes) using objective measures. Musical timbral models such as tristimulus model by Pollard 
[1982] or Jensen [2002] were intended for modelling the single note of an instrument and were based on 
fundamental frequency of a musical note. Such models are very useful for sound analysis applications. 
They may be useful for multichannel audio quality prediction as well. However, not many studies have 
done whether they are useful in predicting the timbral quality of reproduced audio. Also, they are not easy 
to implement because of the inherent characteristics of reproduced audio.
To develop features based on tristimulus model or a similar model having base in timbral 
perception, it is necessary to extract fundamental frequencies from signals. Most audio signals are 
polyphonic since it is resulted from several sound sources. Therefore, the polyphonic nature of the audio 
recording made the extraction of fundamental frequency to a difficult task. However, as cited by Barbedo 
and Lopez [2006], there exist several algorithms to extract fundamental frequency like those proposed by 
described by Klapuri [2003] or Tolonen et al [2000]. This is a vast topic and beyond the scope of the 
current study. Hence, further analysis is needed for considering timbral features inspired from models 
proposed by Pollard and Jansson [1982] or Jensen [2002] for predicting the multichannel audio quality 
attributes of interest to the current project. Moreover, the goal of this project is to predict the subjective 
scores and not to analyse the relevance of a particular objective measure.
Another possibility was to use the features used in PEAQ and its derivatives. It was not considered 
the top priority because of the reason that the stimuli in the current calibration database were not processed 
by any perceptual encoders. Therefore, the primary aim while choosing timbral features was to find 
features that suite the requirements of the current project.
The timbral features described here are designed in order to model the timbral differences caused 
due to the spectral changes that have taken place in the recordings as a result of die imposed degradations. 
Two of them (spectral centroid and spectral rolloff) were selected from the models for predicting music
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genre and the other was selected based on the a priori knowledge.
During the development of timbral features, all multichannel recordings were down-mixed to a 
mono recording, summing all the individual channels with equal gains. This simplification was made to 
reduce the complexity of the computation process. It was anticipated that such a simplification might cause 
a comb filtering effect and may affect the accuracy of results. But informal results showed that these 
approximations did not affect the accuracy of results significantly. The resulting mono recording after 
adding all individual channels was then passed through different algorithms to generate the features as 
described in the following paragraphs.
4.4.1.1 Spectral Centroid
Brightness is one of the timbral quality attributes (see Appendix B) reported by Toole [1985] and 
Gabrielson and Lindstrom [1985]. The spectral centroid reported here is the objective representation of the 
subjective attribute brightness. Beauchamp [1982] made an attempt to represent brightness by objective 
means. He proposed that centre of gravity of the spectrum could be considered to represent the brightness. 
Utter, Tzanetakis and Cook [1999 and 2002] used Beauchamp’s objective measure (they called it spectral 
centroid) for representing brightness in their timbre texture vector while creating an algorithm for 
automatic music genre classification. According to Tzanetakis and Cook [2002], spectral centroid is the 
centre of gravity of the magnitude spectrum of the STFT (short time Fourier transform of a signal) of an 
audio signal. It can be used as a measure of spectral shape, which is defined as the average frequency 
weighted by magnitudes divided by the sum of the magnitudes. Since the stimuli used for the listening tests 
contained processing algorithms that changed the spectral shape of the recordings, the author anticipated 
that such a simple feature might be correlated with the subjective scores.
In order to compute the spectral centroid, the down-mixed mono audio signals were split into frames 
of size (42.67ms) and a Fourier transform was applied to each frame. The selection of frame size was made 
on the basis of the frame size used for PEAQ. The FFT based ear model employed in PEAQ used 1024 
spectral lines, which means that the frame size was 2048 which is equal to 42.67ms at a sampling 
frequency of 48 kHz. The calculation of a spectral centroid on one frame (momentary spectral centroid) is 
as given below:
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where N is the total number of frames, Mfn] is the magnitude of the Fourier transform of the frame / and 
frequency index n. Magnitudes of Four ier transform were used for computing spectral centroid instead of 
energy (squared magnitudes) because in the initial research conducted by tire author, magnitude based 
computation showed better performance in terms of correlation and RMSE. Moreover, the original form of 
spectral centroid employed by Tzanetakis and Cook [1999 and 2002] used magnitudes, not energy.
An example of momentary spectral centroid is given in Fig. 4.4. Spectral centroid was also used by 
Choisel and Wickelmaier [2006a] for predicting preference scores of obtained from listening tests with 
multichannel audio recordings. Also the author used this feature for predicting FSF and SSF in [George et 
al, 2006a], The perceptual attribute ‘brightness’ refers to the high frequency content in a sound and 
therefore, higher the value of spectral centroid, tire brighter the sound.
4.4.1.2 Spectral rolloff
This feature was designed, again to represent tire changes occurred to the spectrum of the 
recordings. The inspiration behind this feature was again from the automatic music genre classification 
algorithm proposed by Tzanetakis and Cook [1999 and 2002], The author attempts to relate this feature to 
‘fullness’, an attribute that was reported as one of the low level attribute of timbral quality by Toole [1985]. 
According to Toole, ‘fullness’ accounts for tire presence of low frequency content in an audio signal. I f  the 
literal meaning of ‘fullness’ is taken, it accounts whether the frequency spectrum is complete or not. In 
signal processing, the term bandwidth refers to the difference between the upper and lower cut-off 
frequencies of a signal, communication channel or filter. In the context of the current study, bandwidth 
refers to the upper and lower cut-off frequencies of tire signal spectrum. From the description of bandwidth 
and fullness, it can be said that bandwidth may be considered as an objective representation of the 
subjective attribute fullness (based on its literal meaning). Or it could be said that bandwidth and fullness 
are related. Therefore, any objective measures that model the bandwidth of a signal may be a representation 
of fullness.
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Audio signal filtered to 8kHz
Frequency (kHz)
Fig. 4.4: A plot of the momentary spectral centroid 
In Chapter 2, it was discussed that the PEAQ model used bandwidth (see the description of 
BandwidthRefg and Band\vidthTestB in Table 2.2) as an objective measure for predicting quality scores. 
Spectral rolloff can be considered as a representation of fullness and thus bandwidth. Spectral rolloff was 
computed by dividing the entire down-mixed mono version of the audio signals into frames of size 42.67ms 
(this length of frames is the same as that used for computing spectral centroid). A Fourier transform was 
applied to each frame. The basic calculation of spectral rolloff is the point Rj determines where the 95% of 
the frame’s energy is achieved. Thus, P) is defined as the smallest value of Pj such that the inequality
2 > ; M & 0 . 9 5 f > , [ n ]  (4.2)
71—1 71=]
is satisfied. An example of momentary spectral rolloff is given in Fig. 4.5. Since spectral rolloff is the 
point on frequency spectra at which 95% of the total energy achieved, it can be considered as a 
representation of upper cut-off frequency of the signal. This means that spectral rolloff partly models the 
bandwidth of audio signal (assuming that the lower cut-off frequency is constant).
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Frequency (kHz)
Fig. 4.5: A plot of the momentary spectral rolloff
4.4.1.3 Spectral Coherence
Spectral coherence provides the relationship of two signals at various frequencies. Therefore, it can 
also be used to model the differences in spectrum as spectral centroid and spectral rolloff do. The spectral 
coherence (magnitude squared coherence function or coherence spectrum) [Benignus, 1969] between two 
signals (test and reference signals) at a given frequency / k can be calculated using the following expression 
[Carter et al, 1973]:
\PM)f
P r r ifk W fk ) '
(4.3)
where Pjfk) is the cross power spectral density estimate; Prr(fk) and P„(/k) ate the auto power spectral 
density estimate of down-mixed versions of reference recording /fn) and test recording /(n) respectively; n 
being the time index. A detailed description of the algorithm is given below.
For the calculation of coherence spectrum ( f k ) ,  the test and reference recordings (i.e., r(n) and 
/(n )) were first multiplied with a Hanning window function given by the following expression:
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(4.4)
where n and N being the time index and the number of samples the window of the window' respectively. 
Thus, both temporal sequences of test and reference recordings were divided into A] frames. Nf is given by:
where L is the total number of samples in the test and reference recordings assuming that they have the 
same length; N0, the overlapping factor. I f  No-0, the total number of frames will be:
In Equations (4.5) and (4.6), it is assumed that L is divisible by N. I f  not,
and the last frame is padded with zeros to make its length equal to N.
In this study, N was set to 2048 (=42.67 ms as in the computation of spectral centroid and spectral rolloff) 
and N0 was set to 1024, The temporal form of each frame is
where I represent the frame index; n represent the time index; a- being either test or reference signal. The 
computation until Equation (4.8) is known as “Welsh's [1967] averaged modified periodogram method”. 
Once the test and reference signals are divided into frames, FFT is performed over Nf number of frames. If  
Ri(fk) and Ti(fk) denote the FFT of the frame at frequency / k of the reference and test signals respectively, 
then cross-power density function is given by
(4.5)
Nf = floor (L,N) + 1 (4.7)
x, (n) = x(n) w(n), 1 < I < N f and 1 < n < N (4.8)
(4.9)
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Similarly, the auto-power density functions are computed using Equations (4.10) and (4.11) as given 
below:
a (/*)=^2K(/4 (4.10)
/ '=i
M
(4.11)
Using Equations (4.9), (4.10) and (4.11), the coherence spectrum given by Equation (4.3) is computed. In 
this study, the coherence spectrum between test and reference signals was computed using the ‘mscohere’, 
a function in the signal processing toolbox of MATLAB R14, An example of coherence spectrum obtained 
by comparing reference and test recording processed with a low pass filter of cut-off frequency 12kHz is 
given in Fig. 4.6. It can be seen that the value of coherence is equal to unity until 12 kHz frequency since 
the spectrum of the two recordings are similar until 12 kHz.
10 15
Frequency (kHz)
Fig. 4.6: The coherence spectrum of a recording with its bandwidth limited to 12 kHz 
As seen above, all timbral features employed frames of 42,67 ms during their computation. As 
described earlier, this value was adopted from the frame size used in PEAQ. However, it is not known 
whether the selected length is optimal. Also, it can be seen that the timbral features selected in the current 
study are based on the frequency spectrum of the signals. None of them were based on an artificial human
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auditory system and they did not measure the degree of noise and/or distortions present in the signal. A 
number of features such as those as seen in Tables 2.2 and 2.3 could be developed in order to measure the 
degree of distortion and/or noise in the signal. It was decided not to compute any timbral features based on 
artificial human auditory system because the informal predictions using the timbral features showed high 
correlation with subjective scores. The results of informal predictions supported the postulate of the author 
that relatively simple measures would perform the prediction of subjective scores.
4.4.2 Spatial features
When the current project started, the knowledge about the objective measures related to spatial 
attributes of reproduced audio was limited. However, several studies in the area of concert hall acoustics 
were available for consideration. According to many researchers (such as Beranek [1996]) spatial 
impression in the context of concert halls has at least two dimensions -  ASW and LEV. While designing 
the spatial features reported in this chapter, a similar terminology25 was considered since Morimoto [1997] 
proposed a similar hierarchy for reproduced audio as well. Few works, such as [Mason and Rumsey, 2000] 
-  for predicting ensemble width and [Supper, 2005] -  for predicting source location, in the context of 
reproduced audio were also available for consideration while designing spatial features. Mason and 
Rumsey [2000] and Supper [2005] concentrated on predicting low level attributes and not on high level 
quality attributes like BAQ. All these resources formed the basis for finding suitable objective measures 
described in this subsection.
As mentioned earlier, the purpose of the spatial features was to model the spatial quality differences 
of multichannel audio. The spatial features described in this subsection are mainly divided into two types 
depending on the method followed for the computation. The two types are 1) binaural processor based 
spatial features and 2) non-binaural processor based spatial features. The binaural processor based spatial 
features have a wider applicability, i.e., they can be applicable to higher order spatial audio systems like 
WFS. The non-binaural processor based spatial features are reproduction system specific, for example they 
can only be used with a reproductions system that they have been designed for. The details of both types of 
spatial features are given in the following two subsections.
25 In the context of multichannel audio the author refers ASW and LEV as ‘width' and ‘envelopment’.
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In this study, for the computing the binaural processor based spatial features, the signals in 
loudspeakers were filtered with head related transfer function (HRTF) of each loudspeaker location, i.e., 
the loudspeaker signal of L, R, C, LS and RS were filtered with HRTF at die left and right ears of dummy 
head obtained from 30°, 330°, 0°, 270° and 110° respectively. The HRTF database employed was created by 
Gardner and Martin [1994].
The binaural audio recordings were then passed through an artificial human auditory system for 
further computation. There are several artificial human auditory systems available such as those proposed 
by Karjalainen [1996], Harma [1999], Supper [2005], Mason [2006] etc. They all can be used for 
computing features related to spatial cues such as inter-aural time differences (ITD), inter-aural intensity 
differences (IID), inter-aural cross correlation (IACC) etc. Features based on IID  and IACC were 
computed. However, the objective models reported in this chapter used only IACC for predicting the 
subjective scores because the informal predictions showed that features based on IID  were unimportant. 
The following paragraphs discuss how IACC values were computed.
4.4.2.1 Inter-aural cross correlation (IACC)
As described earlier, IACC is a widely used objective measure concert hall acoustics for modelling 
apparent source width (ASW). According to Keet (cited in [Mason and Rumsey, 2000]), IACC is 
negatively related to ASW, Several researchers such as Hidaka et al [1995] and Sato and Ando [2002] 
described that IACC is the objective representation of ASW. Sato and Ando [2002] stated that ASW 
depends on the magnitude of IACC and the spectral content of the sound. Therefore, it can be said that 
IACC could be considered as an objective measure that represents the subjective attribute ASW. The IACC 
can be considered as a representation of width, the second dimension proposed by Feiten et al [2005], 
Mason and Rumsey [2000] have found that a feature based on IACC was correlated with depth, apparent 
source width and envelopment. Hence, it was decided to check the relevance of IACCs for predicting 
multichannel audio quality scores in the current context.
The binaural processor used in this project is based on [Karjalainen, 1996] and a schematic diagram 
is given in Fig. 4.7. He suggested that different applications could use different outputs from the binaural 
processor. He proposed that the outputs could be taken either from auditory filterbank or temporal dynamic
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processor (the block that models auditory behaviours such as post and pre-masking, temporal integration 
and various adaptation phenomena on auditory nerve level). The available binaural processors in its 
original form are computationally not optimised since they involve sophisticated algorithms that model the 
human hearing processes. Karjalainen [1996] proposed that they can be customised according to the 
requirements of the experimenter. As a starting point, it was decided to approach the problem of predicting 
quality attributes in simplistic way. Therefore, some simplifications were made to the binaural processor 
that Karjalainen [1996] proposed, on an assumption that they would not make a very big difference. Also, it 
was decided to upgrade to a complex model, if the models fail drastically to meet the target specifications 
provided at the beginning of this chapter.
Fig. 4.7: Binaural auditory model proposed by [Kaijalainen, 1996]
The first simplification made to tire binaural processor of Karjalainen was to remove the temporal 
dynamic processor from the artificial auditory model. In addition to this, another simplification was made 
to the auditory filterbank -  a simplified octave bands based filterbank was used instead of a filterbank 
based on critical band or ERB rate26. This was inspired by the results obtained from the work of Hidaka et 
al [1995], They found in the context of concert hall acoustics that IACC was most effective in predicting 
ASW in octave bands with centre frequencies 500Hz, 1000Hz and 2000Hz and those IACCs above 3000Hz 
made little contribution to ASW. Moreover, Mason and Rumsey [2000] have used IACC measurements 
based on octave band filter bank for predicting multichannel audio quality attributes in the context of
26 The original filter bank in the model was based on Gamma tone filter bank or a complex filter bank that has more 
resemblance to the human auditory system.
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virtual home theatre algorithms. Also, it was anticipated that such a modification could reduce the 
computational load of the filterbank significantly compared to that in an advanced filterbank. The filterbank 
employed was based on ANSI [1993] standard, implemented by Couvreur [1997] in MATLAB 5,5.
In order to compute IACC values, the outputs of the HRTF processor (see Fig. 4.7) were divided 
into frames of size 42.67 ms and passed through the octave bank filterbanks. The IACC values of each 
frame (momentary lACCs) were computed. IACC values were obtained by calculating the cross correlation 
function between the signals in the left and right channels of the binaural recording, using the following 
expression [Hidaka et al, 1995]:
where PL and PR represent the left and right channel signals of binaural recording; t is the time index; 
argument r is the time lag introduced between left and right channels; t{ and t2 are the boundaries of a time 
frame and the difference between f2 and ti was 2048 samples. In this study, the range of r was -1 to +1 
milliseconds. To obtain a single value of IACC that accounts for the maximum similarity between the two 
ears within the selected time frame and range of r, the maxima of cross-correlation function IACC(r ) was 
selected:
IACC = IIACC(r )imax for -1 < r<+l milliseconds (4.13)
Several features based on IACC were computed using Equations 4.12 and 4.13; the details are given in 
Subsection 4,5.2.
It was expected that the IACC values were modelled ‘width’, a dimension of multichannel audio 
quality proposed by Feiten et al [2005], but it cannot be considered as a complete representation of spatial 
impression (or a global spatial audio quality attribute) as proposed by Morimoto [1997], Therefore, the 
objective measures to model ‘envelopment’ also were developed. The following two objective measures -  
back-to-front difference and back-to-front ratio, can be considered as objective measures that model 
‘envelopment’ . They were not computed by employing a binaural processor.
jPL(t) PR(t + T)dt
IACC(t) = n (4.12)
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4.4.2.2 Back-to-front difference
The computation of back-to-front difference (BFD) was inspired by the work of Bradley and 
Soulodre [1995b] that modelled the subjective attribute LEV. Since envelopment is an important attribute 
of surround audio (and SSF), the author proposes that a feature for modelling envelopment is necessary.
According to Bradley and Soulodre, lateral gain (LG) can be considered as an objective 
measurement of listener LEV in concert hall acoustics. They showed that LG is well correlated with LEV, 
Since LEV is directly related to the sense of spatial impression, it was decided to check whether this feature 
could be used as a predictor for the quality attributes of interest to this project. Bradley and Soulodre 
computed LG using the following equation:
]ppt)dt
LG = lOlogiof!---------  , (4.14)
(.)
where Pf is the energy of a conceit hall impulse response measured through a figure-of-eight microphone 
and Pf is the energy of an impulse response measured through an omni directional microphone. They
have placed the figure-of-eight microphone with its null facing towards the front as shown in Fig. 4.8a in 
order to measure lateral sound energy. However, in the current study, the figure-of-eight microphone was 
placed as shown in Fig. 4.8b to measure the difference between the signals in front and rear channels.
In the current study, the figure-of-eight microphone and the omni-directional microphone were 
modelled using the following equation:
R(6) = ( l - ] j )  + pcos#, (4.15)
where 6 represents the angle of sound incidence and p is a coefficient depending on the type of a 
microphone (p = 0 for an omni-directional and p = 1 for a figure-of-eight microphone).
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Fig. 4.8a: The arrangement of figure-of-eight Fig. 4.8b: The arrangement of figure-of-eight
microphone during the computation of LG microphone during the computation of back-to-front
difference
Bradley and Soulodre used the room impulse responses for computing LG. But in the study reported 
in this chapter, the only available resource for developing the features was the final recordings and as 
mentioned earlier the author did not have access to the room impulse responses involved during production 
chain. Hence, the direct implementation of the Equation (4.14) was impossible in the current context since 
the signals available for the computation were continuous recordings rather than impulse responses. In 
addition, the numerator in the Equation (4.14) was originally intended to measure the energy of late lateral 
reflections (hence 80 ms used as a lower integration limit [Bradley and Soulodre, 1995]). In this study, the 
feature back-to-front difference was not to measure lateral energy. Hence, the original value of 80 ms used 
as a lower integration limit in the numerator was replaced by zero. Due to the significant modifications 
described above, it was decided to refer to this modified feature as a “back-to-front difference”27.
BFD was computed from the loudspeaker signals and the 6 values were selected as the 
corresponding speaker azimuths of the multichannel audio setup used in the listening tests (0°, 30°, 110°, 
330° and 250°). The upper limit of oo in Equation (4.14) was impractical to implement and hence the 
integration time was set to the duration of the recordings.
27 Tliis feature is erroneously referred to as Lateral Energy in George et al [2006a and 2006b]. However, if the 
arrangement of figure-of-eight microphone is as shown in Fig. 4.8a, the resultant feature could be called “Lateral 
Energy”.
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4.4,2.3 Back-to-front ratio
Many researchers, such as, Morimoto [1997] had shown the relationship between loudspeaker 
energies and spatial impression and its overall impact on a global quality attribute of multichannel audio 
systems. Morimoto et al [1993] showed that the envelopment arising from a sound field is affected by the 
energy ratio of reflections coming from the front of the listener to those coming from the back of the 
listener. Morimoto [1997] described such a relationship between the loudspeaker energies and spatial 
impression in a multichannel audio setup. His experiments showed that the ratio of the energies in the front 
and rear loudspeakers have a significant effect on the overall spatial impression experienced by listeners. 
He used the following expression to compute front-back ratio:
Ef
F/B ratio = 10 log io —  (4.16)
Eh
where Ej represents the sum of the energies of the signals in front reproduction channels and Eb represents 
the sum of the energies of the signals in the rear reproduction channels.
In this study, back-to-front energy ratio was selected instead of F/B ratio since it still can act as a 
descriptor of energy distribution in a multichannel audio soundfield. The decision to use back-to-front 
energy ratio instead of F/B ratio was to avoid a possibility of division by zero if there was zero energy in 
the rear channels since some recordings do not have any signals in the rear channels. Again, it was decided 
to simply keep the ratio without applying the logarithm to avoid the computation of the logarithms of zero. 
The back-to-front energy ratio in this study is defined as follows:
BFratio — — , (4.17)
Ef
where Ef and £j, represents the sum of energies of the signals in front and rear loud speakers.
The previous two subsections discussed about the basic computation and inspiration behind the 
selection of a number of features for predicting BAQ, TF, FSF and SSF. A number of features were 
designed in order to develop the objective models reported in this chapter. The following subsections 
discuss those specific features designed for predicting the subjective scores.
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4.5 Specific features designed for predicting BAQ, TF, FSF and SSF
The previous section provided the basic details and inspirations behind the objective measures used 
for the objective models reported in this chapter. This section discusses intricate details of each feature used 
for predicting BAQ, TF, FSF and SSF. This section is divided into two subsections. The Subsection 4.5.1 
discusses the transformations applied after the basic computation of objective measures. In addition, the 
rationale for each transformation is provided. Following this, a list of all features used for predicting the 
attributes is given in Subsection 4.5.2.
4.5.1 Transformations applied to objective measures
Montgomery et al [2001] describes that a regression model fitting has several implicit assumptions. 
They are described below:
1. The model’s errors have mean zero and constant variance and are uncorrelated.
2. The model errors have a normal distribution.
3. The form of the model, including the specification of the predictor variables is correct.
Data transformation is required when some of the above assumptions are violated. Mapping the features to 
a different domain is called data transformation. According to Montgomery et al [2001], the choice of 
transformation method is chosen on the basis of subject-matter knowledge. Transformations can be applied 
on the basis of a priori knowledge. But in most of the situations, this information may not be available. I f  
prior knowledge is not available, the data transformation can be chosen arbitrarily by analytical procedure. 
The transformation of data is done in order to achieve linearity, homogeneity of variance and normality. A 
transformation that achieves one of these goals often ends up in achieving all the three. The important 
transformations applied while computing features used for predictions are described in the following 
paragraphs.
4.5.1.1 Range equalisation bias and rescaling
As described earlier in this chapter, the strategy followed for the listening test was ITU-R  
Recommendation BS.l534-1 (MUSHRA). It has been shown recently by Zielinski et al [2007a and 2007b]
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that MUSHRA based listening tests, or multiple stimulus tests in general, are not free from biases. They 
showed that the scores from a MUSHRA based listening test are affected by range equalisation bias.
In listening tests with MUSHRA paradigm, listeners grade the difference between the reference and 
the test recording. In the listening tests described here, the grading scale ranged from 0 (bottom of tire scale 
corresponds to the worst quality) to 100 (top of the scale corresponds to the quality of reference recording). 
For this reason, the listeners used the top value of the scale to grade the reference recordings and bottom 
range of the scale to grade the anchors regardless of the absolute magnitudes of the attributes that they were 
grading. During the listening tests, the listeners graded the reference recordings using the top values (for 
most of the items) -  irrespective of the audio scene characteristics -  i.e., whether the original recording is 
‘F-F’ or ‘F-B’. Visual inspection (see Fig. 4.9) of the scores explains this property of listening test scores. 
This figure shows the mean scores of SSF obtained for hidden references and the mono anchors. It can be 
seen that the listeners used almost the entire range of the scale to evaluate the SSF although there were 
recordings with different spatial scene characteristics. This characteristic of responses from the subjects is a 
well known phenomenon in psychology known as range equalisation bias [Poulton, 1989]. According to 
Poulton, range equalisation bias can be of two types. The first type is known as stimulus range equalising 
bias, in which the observers (here the listeners) use roughly the same range of responses whatever the size 
of the range of stimuli. The second type is known as response range equalisation, in which the magnitude 
of responses depends on the size of the scale that is given to the observers.
In order to check the presence of range equalisation bias, it is necessary to know the characteristics 
of stimuli used in the tests. The I  ACCs plotted in Fig. 4.10 can explain the audio scene characteristics of 
the recordings to some extent. The Fig. 4.10 shows the scatter plot of the average of the momentary IACCs 
computed for the reference and the mono anchor. The scatter plot shows that the IACC for the mono 
anchors showed a constant value of 1 irrespective of the recordings. But it can be seen that the IACCs for 
the reference recordings varied widely. Some of them were near to 0 and there were recordings whose 
IACCs were close to unity as well. This means that the audio scene characteristics of the stimuli are 
different.
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Degradation V IffO Mono
Recordings
Fig. 4.9: Scatter plot of the SSF scores obtained for hidden reference and mono anchor plotted against the
recordings used in the listening test
O&gradjtion
Fig. 4.10: Scatter plot of the non-rescaled IACCs for hidden reference and mono anchor plotted against
the recordings used in the listening test
Since the listeners were not given any specific rules to do their grading of surround spatial fidelity, 
except for grading the hidden reference, it is clear from Fig. 4.9 and 4.10 that the type of biasing occurring 
in the listening test was stimuli range equalisation bias. Therefore, it was necessary to rescale (transform) 
the extracted features to a common range in order to mimic the range equalisation bias that occurred during 
the evaluation of SSF. Rescaling is the process of recalculating the features to a new value so that the upper 
limit (for the hidden reference) and lower limit (for anchors) of the features are in the same range
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irrespective of the recordings. The IACC without rescaling showed a correlation of 0.22 with the actual 
listening test scores of SSF and RMSE of 25%." It means that the IACC without rescaling was poor in 
predicting the SSF scores. The procedure for rescaling is given in the following paragraphs.
For rescaling, a general rule can be applied [Zielinski, 2006a]. A rescaled feature for a test recording 
was computed using the expression given below:
Brsc= ciB T + b ,  (4.18)
where Bt is the non-rescaled feature. The values of a and b can be found by solving the Equation (4.18) for 
two different conditions. An example of rescaling is provided below in which the upper limit is set as 100 
(for the reference recording) and lower limit as 20 (for a given anchor). The following equations are 
obtained upon substituting the aforementioned values in Equation (4.18).
100 =  a B r +  b , (4.19)
20 =  aBA +  b , (4.20)
where BR be the feature computed for the hidden reference and BA, the feature computed for the anchor. 
Solving Equations (4.19) and (4.20) yields the following:
80a - ------------  (4.21)
Br- B a
, 2 0 5 * -1 0 0 5 4
b = -----------------------, (4.22)
Br -  Ba
After substituting a and b in Equation (4.18), the following expression was obtained 
80Bt + 20Br + 100Ba
B = ---------------------------------- . (4.23)
Br- B a
To see the effect of rescaling on the predictive power of a feature, the raw IACC (IACC without rescaling) 
was rescaled using Equation (4.18). The IACCs were rescaled to a value between 1 (for mono anchor) and 
0 (for hidden reference anchor).
28 RMSE referred here is relative to the scale used for the listening test; i.e. on a 100-point scale. SE is the terminology 
used in SPSS for RMSE.
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Fig. 4.11 shows the rescaled IACCs and it is clear from the figure that the rescaled IACCs were in 
the same range irrespective of the recordings. The prediction of surround spatial fidelity with the rescaled 
IACC showed a correlation of 0.73 (from R = 0.22) with a standard error of 17.62% (from RMSE = 25%). 
This could be considered as a significant improvement in the prediction power of this feature. Hence it can 
be concluded that rescaling methodology employed was successful in reducing the effect of range 
equalisation bias inherent in the subjective scores obtained from a listening test based on MUSHRA test 
paradigm.
Recordings
Fig. 4.11: Scatter plot of the rescaled IACCs for hidden reference and mono anchor plotted against the
recordings used in the listening test.
It was found that the range equalisation bias was occurred in the case of other attributes as well, 
similar to the case of SSF. This phenomenon was confirmed for TF and BAQ as well when spectral 
features such as spectral rolloff, and spectral centroid used for prediction. Therefore, before finalising the 
strategy used for rescaling, the method used for rescaling was checked for spectral features as well. Figs. 
4.12. 4.13 and 4.14 shows the scatter plots of the TF, spectral centroid without rescaling and rescaled 
spectral centroid respectively plotted against the recordings used in the listening tests. After rescaling, the 
correlation was improved from 0.30 to 0.90 with a standard error of 22.50 and 10.27 respectively. The 
same rescaling strategy was applied to spectral rolloff as well and resulted in a significant improvement in 
the prediction power.
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Fig. 4.12: Scatter plot of the timbral fidelity scores for hidden reference and 3.5 kHz anchor plotted against
the recordings used in the listening test.
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Fig. 4. 13: Scatter plot of spectral centroid without rescaling for the hidden reference and 3.5 kHz anchor 
plotted against the recordings used in the listening test.
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Fig. 4.14: Scatter plot of rescaled spectral centroid for die hidden reference and 3.5 kHz anchor plotted 
against the recordings used in the listening test.
4.5.1.2 Other transformations
The previous paragraphs explained how the rescaling technique improved the prediction power of 
the features. For rescaling, a prior knowledge of range equalisation helped to decide about the 
transformations to be applied. The prediction power of a feature can be improved by using other types of 
transformations as well even if a prior knowledge of the transformations to be applied is not available by 
following a heuristic method as mentioned earlier.
The effect of transformation was tested by checking normality of the objective model using a 
transformed feature. The violation of normality can be detected by looking at a normal probability plot or 
scatter plot of the residuals and the predicted scores. Montgomery et al [2001] described a number of 
examples to show how the scatter plots can be used to find whether transformation is necessary for 
achieving aforementioned assumptions. The effect of transformation on a feature can be determined by 
looking at the scatter diagram of the variable to be predicted and the variable for prediction. If  the plots 
show a linear relationship along a diagonal line of the scatter plot, it can be concluded that no 
transformation is needed. However, if the plot exhibits a curvilinear tendency, it can be concluded that 
some form of transformation is required.
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SPSS provides a tool (curve estimation tool under regression menu) to find the underlying 
relationship between an independent variable and a dependent variable. By using this tool, one can 
determine whether any kind of transformations improve the prediction power of a variable. In this study, all 
the features were examined to determine whether some form of transformations improve the results of 
prediction. The results are provided at the end of the next subsection after describing the details of the 
features extracted.
4.5.2 Specific features used for the prediction of BAQ, TF, FSF and SSF
The following paragraphs in this section describe the exact computations behind each feature used 
for predicting the selected attributes of multichannel audio quality.
4.5.2.1 Averaged spectral features
The details of the computation behind the momentary spectral centroid and spectral rolloff were given in 
Subsection 4.4.1 (see Equations 4.1 and 4.2). The average of momentary values (spectral centroid or 
spectral rolloff on a frame) was computed and was taken as an objective measure to predict the spatial 
audio quality attributes. The average value of momentary spectral features were computed on an 
assumption that it could represent overall spectral characteristics in a meaningful way to predict the 
subjective scores.
4.5.2.2 Difference features
As mentioned earlier, according to ITU-R Recommendation BS.1534-1, listeners are expected to 
evaluate the perceptual differences between the reference and the test recordings. As a result, the scores 
obtained in the listening tests retain only information about the perceptual differences between the 
reference and the test items, not the absolute magnitude of the graded attribute. Consequently, in order to 
mimic the way the listeners evaluated the attributes, there was a need to introduce some form of 
normalisation of scores in the algorithm for the purpose of automatic prediction of the listening test scores. 
For example, the difference feature D was introduced to model the perceptual difference between the 
reference and test recording. This feature was defined as:
Difference feature D = Br- B t
Br
(4.24)
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where BR and BT are the averaged spectral centroid or spectral rolloff calculated for reference recording and 
test recording respectively. The purpose of this feature was to model a difference in the spectral changes 
between the reference and degraded recordings. Normalisation by the reference values caused the 
calculated feature to be in a common range.
45.2.3 Rescaled spectral features
The reasoning for the rescaling was already presented in Subsection 4.5.1. The average spectral 
centroid and spectral rolloff were rescaled to a range of 20 (for 3.5 kHz anchor) and 100 (for hidden 
reference). Therefore, a feature was generated by rescaling the averaged spectral centroid or spectral rolloff 
by applying Equation (4.18) and is reproduced below.
8 0 5 r  +  20Br +  1 0 0 5 a
5  = -----------------------------------, (4.25)
Br- B a
where BT, BR, BA are the averaged basic features computed for the test recording, reference recording and 
3.5kHz anchors respectively.
4.S.2.4 Centroid of coherence
In Subsection 4.4.1.3, a description of the computation behind the coherence spectrum (between the 
reference and test recording) was given. The coherence spectrum was then further processed to create a 
single value that predicts the multichannel audio quality attributes. From the coherence spectrum, the centre 
of gravity of the spectrum (COH) was computed using Equation (4.1). While computing COH, the
magnitudes Mj[n\ and n in the Equation (4.1) were replaced by coherence values, C2(fk) and frequency
indices5  respectively.
The correlation between centroid of coherence and the scores obtained for the four attributes was 
calculated for down-mixed and low pass filtered items separately. This was done in order to get insight into 
the prediction power of centroid of coherence with the subjective scores. The details are given in Table 12 
of Appendix I. From the table, it can be seen that the BAQ and TF scores obtained for the low pass filtered 
items have high correlation with COH. Interestingly, coherence values of down-mixed items also exhibited 
relatively high correlation with the four attributes. This means that the spectral changes caused by down-
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mixing (e.g., comb filtering effect) are also modelled by the centroid of coherence to some extent. To verify 
the observation from correlation analysis, an example of scatter plot, between centroid of coherence and 
BAQ scores (including low pass filtered and down-mixed items) in calibration database is given in Fig. 
4.15. From the graph, it can be seen that a major group of BAQ scores associated with stimuli in the 
calibration database is related to centroid of coherence positively since they are scattered close to target 
line. The graph shows that a number of stimuli (encircled items) have centroid of coherence within 10 and 
12kHz and some of them lie away from the target line. The items that lie away from the target line are 
down-mixed stimuli. The rest of the outlying stimuli are either hidden references or 3/0 down-mix stimuli 
with F-B spatial scene characteristics.
Fig. 4.15: Scatter plot of centroid of coherence and BAQ scores 
An example of the coherence spectrum (and centroid of coherence) calculated between the mono 
signals obtained from a reference and test recording limited in bandwidth by Hybrid C (18.25kHz for front 
left and right. 3.5kHz for centre and 10kHz for surround channels) strategy is given in Fig. 4.16. Each 
channel of the test recordings were applied to a time-alignment algorithm in order to compensate for the 
group delays caused by low pass filters. The delay caused due to the low pass filters affected the coherence 
spectrum. The coherence spectrum obtained after using a time alignment algorithm is provided in Fig. 4.17. 
One may ask why there are still some irregularities above 3.5 kHz point on the spectra. It was due to the 
inaccuracy of the time-alignment between the two recordings. The time-alignment was done by calculating
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the cross correlation between the two recordings. The delay was computed in terms of the number of 
samples. The time-alignment algorithm did not consider any delays less than a fraction of a sample. But the 
time-alignment did not improve the accuracy of prediction significantly. Hence it was decided to limit the 
level of accuracy to one sample.
Frequency (kHz')
Fig. 4.16: A coherence spectrum obtained for a reference recording and a test recording bandwidth limited
using Hybrid C strategy.
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Fig. 4.17: The coherence spectra after accurate calculation of delay
4.5.2.5 Broadband IACC measurements
The broadband IACC was computed by further simplifying the proposed binaural auditory model 
(see Fig. 4.7) in Subsection 4.4.2.1. The processing was done only using the HRTF processor, i.e., the 
binaural signal obtained from the HRTF processor was not passed through the auditory filter bank and 
temporal dynamic processor. The momentary IACC values were computed for each frame. It was found 
that the momentary IACC values were highly varying from frame to frame and hence it was decided to 
average the momentary IACCs. It should be noted that the IACC measured with music signals has different 
properties compared to that obtained from impulse responses. The measurement based on music signals 
depends on the average length of notes, the presence of vibrato, and also other factors like the direct-to- 
reverberant energy ratio. Measuring IACC with music has a basis in perception as it is related to the way 
humans perceive spatial information during a concert [Griesinger, 1996], [Mason et al, 2005].
4.5.2.6 Rescaled broadband IACC measurements
In Subsection 4.5.1.1, it was described how rescaling improved the prediction power of an IACC 
based measurement. Thus, a number of IACC features were computed by following the procedure 
described in Subsection 4.5.1.1 and rescaled the resultant value by using Equation (4.18).
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The upper and lower limits of rescaled IACCs were set between 1 and 0 respectively. It can be seen 
from Fig. 4.10 that the values of IACC obtained for mono recordings were equal to 1 for all the recordings. 
Therefore, BA in the equation for computing a and b was substituted to 1. Thus, after substituting BA = 1 
and simplification, the rescaled IACC, IKC can be expressed as follows:
where /R and /T were the IACCs calculated for reference and test recordings respectively.
Several researchers studied the role of head movements while humans localise sound sources. Head 
movements help in order to resolve the so-called “front-back confusion”. Young [1931] and Wallach 
[1940] have provided convincing empirical evidence of the relation between head movements and front- 
back confusion. Thurlow et al [1967] showed that rotation of head leads to clear changes in ITD and IID. 
Recent studies of Wightman and Kistler [1999] assessed the validity of earlier studies and confirmed the 
hypothesis of Wallach and Young. Pulkki et al [1999] showed that the ITD and ILD of real and virtual 
sources vary significantly when a dummy head was oriented towards 0°, 30° and 90°. This could be 
applicable to IACC as well. Hence measuring spatial cues at different head orientation provide additional 
information that is not obtainable when the head orient towards 0°. Therefore, it was decided to rotate the 
dummy head in order to model spatial changes in multichannel recordings more effectively. As a first step, 
the broad band IACC was computed for two head orientations: 0° and +90°. For the 0° calculation, the head 
was positioned at 0°, facing the centre channel as shown in Fig. 3.9. In the case of the +90° calculation the 
head was rotated clock-wise by 90° (i.e., the left ear of the listener facing the centre channel).
4.S.2.7 Rescaled octave frequency band IACC measurements
In order to compute an octave band IACC feature, the multichannel audio signals were first 
transformed into a binaural signal. The signals were then divided into frames of length 2048 samples. Each 
frame was then passed through an octave band filter bank. The IACC values for three octave bands (with 
centre frequencies 500Hz, 1000Hz and 2000Hz) were computed. This decision was made because of the 
findings of Hidaka et al [1995] as mentioned in Subsection 4.4.2.1. They found in the context of concert 
hall acoustics that IACC was most effective in predicting ASW in octave bands with centre frequencies
(4.26)
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500Hz, 1000Hz and 2000Hz and those IACCs above 3000Hz made little contribution to ASW. The IACC 
values associated with the above frequency bands for the klh time frame were computed using Equation
(4.12) as given below:
where MCC50o(t), /ACC]0oo(t) and IACC2ooofr) are the cross correlation functions computed using Equation
(4.12) for the frequency bands with centre frequencies of 500, 1000 and 2000Hz respectively; t  is the time 
lag introduced between the left and right ear signals and it ranges from -1 to +1 milliseconds. Let N be the 
total number of frames, then the momentary IACC values were computed for N frames. Once this is done, 
the average of momentary IACC values was computed across all N frames. Finally, the maxima from the 
three bands were selected. For example, the IACC value at 0° head orientation was computed as:
rau-0 “  UavgSOO ’ m’glOOO ’ avg2000 ) mux (4.30)
where /avg500. 4vgiooo and /avg2ooo are the averaged IACC values across all frames computed for frequency 
bands with centre frequencies 500Hz, 1000Hz and 2000Hz respectively.
Prior to the decision of selecting the maxima as given in Equation (4.30), three informal predictions 
of FSF were done. The first of them was using the average IACC from the three frequency bands. In the 
second one, the maxima were taken, and in the third one, IACC values correspond to each frequency band 
was selected for informal predictions. The selected IACC values were rescaled using the procedure as 
described in Subsection 4.5.1. The results from informal predictions showed that the rescaled IACC values 
calculated using maxima from the three frequency bands had higher correlations compared to that of other 
two types of IACC features. The rescaled IACC features based on the IACC maxima were calculated for 
seven head orientations: facing the dummy head at 0°, 30°, 60°, 90°, 120°, 150° and 180°, where 0° was 
facing the centre speaker. The rationale for computing IACC measurements with different head orientations 
are described in 4.5.2.6 and it is applicable here as well.
Lsoo — |/ACC,00 (4.27)
I max (4.28)
L-2000 — |£4CC2ooo (U|nm (4.29)
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As seen above, the dummy head was rotated beyond the limit of the human head rotation capability 
while computing IACC values. The models reported in this thesis are not entirely based 011 an artificial 
human auditory system. Several spectral features reported earlier in this chapter are derived directly from 
audio signals themselves and not from audio signals passed through an artificial human auditory system. 
Therefore, the author did not restrict himself to rotate the dummy head within the human head rotation 
capability. The resolution of these head orientations was decided heuristically. Since the results obtained 
were reasonably good, further analysis was not done on it. Hence this aspect needs to be analysed further 
and the analysis may result in features with better performance.
4.5.2.8 Back-to-front ratio based features
The back-to-front ratio (BFratio) was computed using the Equation (4.17). BFn11i0 was computed in 
two ways. In the first version of BFralio, the Ef equals the sum of the signal enegies of the front speakers; 
that is, the sum of the signal energies of the Left, Right and Centre channels and Eb equals the sum of the 
signal energies of rear channels. In the second feature, E/and Eb were replaced with the average energies in 
the front and rear speakers.
4.5.2.9 Back-to-front difference based features
It was decided to calculate three separate features based on back-to-front difference (BFD). The first 
feature (called BFDraw) was obtained using the equation given below:
I # * )
BFD= log10-“   (4.31)
E#(*)Jt=0
where N is the total number of samples, Pf (k) is the energy of the sample measured through a 
simulated figure-of-eight microphone using the Equation (4.15) and P j  (k) is the energy of the klh sample
measured through a simulated omni directional microphone using the Equation (4.15).
The second BFD feature was estimated as the difference between the BFDraw values for reference 
and test recordings (BFDdit). The third feature (BFDrsc) was computed using the rescaling strategy by 
substituting the value for BA as the BFDraw values obtained for mono anchor in Equation (4.18). Informal
104
Chapter 4: Development of objective models for predicting BAQ, TF, FSF and SSF
predictions using the BFD based features independently in a linear regression model showed that they were 
not important for the prediction of frontal and surround spatial fidelities. Hence, the usefulness of these 
new BFD-based features is questionable. However, it was decided to include these features in the pool in 
order to build interaction features (see below) since it was anticipated that some interaction features 
calculated using BFD (even if  BFD based features appear as unsuccessful on its own) and other features 
might help in predicting FSF or SSF.
The features reported in Subsections 4.5.2.1 -4.5.2.9 are listed in Table 4.9 (see below).
Table 4.9: List of extracted features (direct)
No. Name Description
1 Craw Average spectral centroid (ASC)
2 Crsc Rescaled ASC
3 Cdif Normalized ASC difference between reference and test recording
4 Rmw Average spectral rolloff (ARO)
5 R-rsc Rescaled ARO
6 Rdif Normalized ARO difference between reference and test recording
7 IbbO Broadband IACC at 0° head position
8 Ibb90 Broadband IACC at 90° head position
9 BFrolj0 Back-to-front energy ratio
10 BFmenn Ratio of average energies in the rear channels to front channels
11 Law Unsealed IACC at 0° head orientation
12 COH Centroid of spectral coherence
13 lo Maximum of the rescaled octave band IACC at 0° head position
14 I30 Maximum of the rescaled octave band IACC at 30° head position
15 Lo Maximum of the rescaled octave band IACC at 60° head position
16 Lo Maximum of the rescaled octave band IACC at 90° head position
17 I |20 Maximum of the rescaled octave band IACC at 120° head position
18 1150 Maximum of the rescaled octave band IACC at 150° head position
19 Il80 Maximum of the rescaled octave band IACC at 180° head position
20 BFDraw Raw back-to-front difference (BFD)
21 BFDjif BFD difference between reference and test recording
22 BFDrsc Rescaled BFD
4.5.2.10 Interaction features
Anderson [1981] reported that humans use three different integration rules in psychological studies 
to combine information - adding rules, averaging rules and multiplicative rules. Hands [2004] showed that 
the multimedia quality scores can be approximated using audio and video quality scores by following 
multiplicative rule. The author’s hypothesis is that the integration rules can be applicable in the physical 
domain as well. Therefore, it was decided to apply the multiplicative rule for selected features. The author 
calls the features generated by following multiplicative rules interaction features. Interaction features were
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calculated by multiplying any two direct features reported in the previous subsections. Not all combinations 
of interaction features were calculated because the author anticipated that some features could interact with 
others even if they failed to be useful predictors on their own. Therefore, interactions derived from BFDraw 
and BFraii0 were only selected in the pool of features. The tist of interaction featur es are given in Table 4.10.
Table 4.10: List of extracted features (selected interactions)
No. Name Description
1 COHbfr interaction COH x BFKltio
2 COHbfrm interaction COH x BFmMn
3 IObfr interaction I0 x BFrati0
4 I30Bfr interaction I30 x Brati0
5 I60BFR interaction I60 x BFra,io
6 I90bfr interaction Igo x BFrati0
7 11 20Bfr interaction I 120 x BFram,
8 I150bfr interaction I 150 x BFr;„io
9 00 © 1 interaction I I80 x BFrati0
10 lOfiFRM interaction 10 x BFnlean
11 BFRc interaction Craw x BFnitio
12 BFRr interaction Rraw x BFrati0
13 BFRcdif interaction Cdif x BFnUio
14 BFRRdif interaction Rdir x BFrati0
15 BFRjbbo interaction Ibb0 x BFratio
16 BFR[Bb9 interaction Ibll90 x BFrati0
17 BFDCraw interaction BFD x Craw
18 BFDcdif interaction BFD x Cdif
19 b f d r interaction BFD x Rraw
20 BFDR(]if interaction BFD x R^ m
21 BFDcoh interaction BFD x COH
22 BFDn,bo interaction BFD x I bb0
23 BFDibbao interaction BFD x Ibbgo
24 BFDbfr interaction BFD x BFratjo
25 BFDbfrm interaction BFD x BF„,ean
26 BFD[ravv interaction BFD x Irow
27 BFDiq interaction BFD x I0
28 BFDBo interaction BFD x I30
29 BFDko interaction BFD x I60
30 BFD190 interaction BFD x I90
31 BFD]120 interaction BFD x I J2o
32 BFD,i50 interaction BFD x I 150
33 BFDngo interaction BFD x I 180
4.5.2.11 Results of transformations
The effect of transformation on the features described above was analysed using Curve Estimation 
tool in SPSS. From the analysis, it was clear that no transformations except exponential transformations 
had improved the results significantly. Refer to Table 4.11 for the results after and prior to the application
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of exponential transformations. The highest improvement was obtained for rescaled IACC features when 
exponential transformation was applied to predict frontal spatial fidelity. From Table 4.11, it reflects that 
improvement is not very large compared with the improvement that was achieved with the application of 
rescaling strategy. Hence, it was decided not to apply any further transformations to the features.
The next section discusses the results of calibration using the features listed in Tables 4.9 and 4.10 
after process of mathematical modelling using ridge regression analysis.
Table 4.11: List of features showed significant improvement after transformation
No Feature name Correlation R
(Linear
regression)
Correlation R (for 
other type which 
gave maximum
R)
Type of 
transformation 
which gave 
maximum R
1 IbbO 0.775 0.866 Exponential
2 Ibb90 0.620 0.677 Exponential
3 lo 0.754 0.837 Exponential
4 Lo 0.701 0.800 Exponential
5 Ifio 0.447 0.564 Exponential
6 I90 0.338 0.418 Exponential
7 I 120 0.493 0.582 Exponential
8 Il50 0.734 0.833 Exponential
9 Il80 0.710 0.833 Exponential
4.6 Results of calibration and validation
The description of the objective models calibrated using the listening test scores are described in this 
section. For calibrating the objective models for predicting BAQ, TF, FSF and SSF, the features listed in 
Tables 4.9 and 4.10 were used as independent variables in a regression analysis tool. Prior to the regression 
analysis, the correlation between the features was analysed and it was found that the features listed in the 
tables were highly correlated among themselves; especially the IACC-based features (see Table I I  in 
Appendix I  for details). The situation when the independent variables are correlated in a regression analysis 
is called multicollinearity. The traditional multiple linear- regression technique fails when the independent 
variables exhibit multicollinearity problem. See Appendix D for more details about multicollinearity 
problem and its remedies. The regression methods such as partial least square regression (PLS), ridge
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regression (RR), principal component regression (PCR) etc. (see Appendix D) are some solutions to 
overcome the multicolinearity problem. Each regression method has its own advantages and disadvantages, 
but for developing the objective models reported in this chapter, method of ridge regression was employed. 
The decision to use ridge regression analysis was because it is a standard method rather that non-standard 
fuzzy logic method. The ‘RIDGE’ macro available in the SPSS was used to perform the ridge regression. 
The correlation coefficient and the RMSE (see Appendix E) were calculated for all the models. These were 
related to the original scale used in the evaluation of the current attributes (a 100-point scale as shown in 
Fig. 2.2). All RMSE values mentioned throughout this chapter are relative to this scale.
The selection of the features for the attributes to be predicted was done by following an iterative 
process. The more the features present in a regression model, the greater the cost of computation. I f  the 
number of features in a regression model is large, the degrees of freedom become large and consequently 
there is a danger of over fitting the model. Such a model will not perform well on a new set of data and 
work only with calibration data. Therefore, an iterative process was employed to obtain a simplified model 
with fewer features for prediction.
The process of finding a suitable model is a compromise between the number of features and the 
accuracy of prediction. The number of iterations may vary depending on the number of features used for 
the prediction and the criteria used for selecting the important features and hence several iterations may be 
required sometimes to produce a simplified and adequate model [Montgomery et al, 2001], The features 
were selected based on their importance in a regression model. The importance of a feature was decided 
based on the magnitude of the standardised coefficients and a number of other regression parameters as 
discussed in the following paragraph. During iterative process, features with small standardised coefficients 
(see below) were removed [Montgomery et al, 200lj.
4.6.1 Assessment of a regression model
The performance of features in regression models can be determined by looking at the regression 
model parameters like standardised coefficients (Beta), t-statistic values and 95% confidence intervals 
associated with features. These parameters are available from the output of SPSS. The output obtained from 
the regression models are presented in the sections describing about the prediction models. The parameters
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29presented in the tables (see the upcoming subsections) are un-standardised coefficients (B), standard error 
of estimate or RMSE (SE), standardised coefficients (Beta), t-statistic values and 95% confidence intervals. 
The description of the above regression parameters, the procedure and rules for assessing the performance 
of regression models are discussed below.
B values and Beta values are the two important parameters in a regression model that the researchers 
look at. The B value coefficients are used to deduce the regression equation. They are expressed in terms of 
the original units of analysis. I f  the independent variables used in a regression model are standardised, the 
magnitude of B values describe the importance of those variables in the regression model since they are 
equal to Beta values. I f  they are not standardised, the parameter to be looked at in order to find the 
importance of variables are Beta values. The Beta value coefficients by definition will have standard 
deviation of 1 and a mean of 0 irrespective of the original unit of measurement. According to Field [2005], 
the Beta values are directly comparable since they are measured in ‘standard deviation’ units. Therefore, a 
Beta value tells the number of standard deviation that the predicted variable deviate as a result of ‘unit 
standard deviation change’ in the predictor variable. Hence, the importance of a predictor variable can be 
determined by simply looking at Beta values. The sign (positive or negative) of B values tell the direction 
of relationship between the independent variable and dependent variable.
The 95% confidence intervals are the boundaries constructed such that in 95 % of these samples will 
contain the true values of B. A good model will have small confidence intervals and it indicate that the 
value of B in this sample is close to the true values of B in the population. If  the confidence interval of a 
variable crosses zero, it indicates that some samples in the predictor have negative relationship and some 
have positive relationship with the dependent variable. The sign of upper and lower boundary of a 95% 
confidence interval can be used to determine the statistical significance of an independent variable [Field, 
2005]. I f  the sign of the confidence intervals obtained for a variable is the same, the variable can be 
considered as statistically significant. For computing confidence intervals, the Equations D.6, D.7 and D .8 
provided in Appendix D are useful. Description about SE (B) and t-values are given in Appendix D.
29 It is the slope of the regression line obtained from least squares estimation
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In addition to all these, visual inspection of predicted and actual scores helps in analysing tire 
performance of the model. For this, a scatter plot of predicted and actual scores can be employed. A scatter 
plot is a basic graph used in statistics to visually display the relationship between two variables, each 
having a coordinate on a horizontal and a vertical axis. Through out in this chapter, the scatter plot is drawn
with the predicted values on X-axis and actual listening test scores on Y-axis.
4.6.2 Calibration models
Based on the above rules to select the appropriate features, the models for the prediction of three 
attributes -  TF, FSF and SSF -  were created and the details are presented in Subsections 4.6.2.1, 4.6.2.2 
and 4.6.23. There were three objective models for predicting BAQ and they were obtained by following 
different strategies. The three Subsections 4.6.2.4, 4.6.2.5 and 4.6.2.6 discuss the objective models created 
for predicting BAQ.
4.6.2.1 Calibration of the model for the prediction of frontal spatial fidelity
The calibration of the objective model for predicting FSF was carried out by using the mean
subjective scores of FSF (MFSF) as a dependent variable and the extracted features as independent 
variables. The initial model showed a correlation of 0.95 with RMSE = 8.79%. The values of R and RMSE 
are within the target specification set at the beginning of this chapter (see Section 4.2). But it is irrelevant to 
check whether the target specifications of an intermediate model are met as the performance of the model 
can be varied during the higher level iterations. However, a detailed analysis of the model suggests that not 
all of the features were important for predicting the MFSF scores. As described earlier, the model seeking 
for the prediction of FSF should be obtained as a result of the trade-off between the number of features in 
the model and the accuracy of prediction. Hence, only those features which exhibited relatively high 
importance in the prediction model were retained in the pool for further analysis.
The features with Beta values having absolute values greater than 0.08 were selected from the first 
iteration for further analysis (see Table 4.12). Only centroid of coherence (COH), broadband IACC at 90° 
(Lb9o), rescaled octave band IACC at 0° (I0), rescaled octave band IACC at 30° (I30), rescaled octave band 
IACC at 150° (Iuo), rescaled octave band IACC at 180° ( I1S0), rescaled back-to-front difference (BFDrsc), 
and the interaction of broadband IACC at 90° and back-to-front ratio (BFlbhg0) were retained after the first
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iteration. It was surprising that the feature BFDrsc became important in the first iteration although its 
prediction power was not convincing as described earlier since originally it was designed to model tire 
lateral reflections from the walls of a concert hall. All of the interaction features except BF[bb9o were found 
to be unimportant. It can be seen from the table that t-values have high magnitudes and confidence intervals 
have same sign. The confidence intervals relative to the standardised regression coefficients (Beta) are 
shown in Fig. 4.18, Hence, selected feature set for the prediction of frontal spatial fidelity was statistically 
significant at p < 0.05 as the 95% confidence intervals showed same sign at both the limits.
In the second iteration, the features found from the first iteration were used in ridge regression as 
independent variables. The features Ibb9o,130 and BFDrsc showed relatively lower Beta values and hence 
were removed from the pool of features considered for next round of iteration. The relatively low Beta 
value of BFDrsc in the second iteration confirmed its weak prediction power30. Again, the new set of 
features was applied to regression model in the third iteration. The results obtained from the third iteration 
are shown in Table 4.13. It was found that the reduced set obtained from the second iteration was important 
and statistically significant. The high Beta values, the one directional sign of the confidence intervals and 
high values of t-statistic in Table 4.13 support this observation.
Table 4.12: The selected features for Frontal Spatial Fidelity (first iteration)
Feature
Name B SE(B) Beta t=B/SE(B)
95 % confidence interval
Upper
Limit
Lower
Limit
IbbO -13.6106 1.30067 -0.186 -10.4643 -11.0613 -16.1599
Ibb90 -15.3029 2.06493 -0.18236 -7.41087 -11.2557 -19.3502
COH 0.00108 0.00017 0.15617 6.43155 0.00141 0.00075
lo -10.8727 1.00609 -0.15656 -10.8069 -8.90075 -12.8446
I30 -8.66538 1.03838 -0.11467 -8.34508 -6.63015 -10.7006
1150 -12.0741 1.28405 -0.15393 -9.40313 -9.55737 -14.5909
1180 -8.71493 1.02784 -0.12274 -8.47886 -6.70036 -10.7295
BFDrsc 0.00977 0.00171 0.15478 5.70063 0.01312 0.00641
BFRibb9o -49.8065 15.19116 -0.08999 -3.27865 -20.0319 -79.5812
30 It was found later that there was an error in the basic computation of BFD. The BFD feature after corrected 
computation was found moderately correlated to envelopment as seen in Chapter 5.
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Fig. 4.18: Selected features from the first iteration of the frontal spatial fidelity prediction
From the regression coefficient shown in Table 4.13, an expression for predicting the FSF was 
derived as shown below:
FSF = 0.0024 COH -  20.16 Ibb0 -  15.45 r0-  16.5811S0 -  10.70 lm -  89.73 BFIhb90 + 62.9 (4.32)
The predicted results showed a correlation of R = 0.90 with RMSE = 9.39%. These values of R and RMSE 
show that the target specifications set at the beginning of this chapter (see Section 4.2) was met since R > 
0.90 and RMSE < 10%. However, the target specification for the number of features (< 5) in the model was 
not met. It was decided not to improve this since further removal of features from the model deteriorated 
the accuracy of the model from the target specifications.
Fig. 4.19 shows the scatter plot of the FSF prediction obtained from calibration. From scatter plot it 
can be seen that the scores lie around the target line. This means that the errors between the predicted and 
actual scores are not too large. However, there are several outliers (the scores that lie far from the diagonal 
line) as well. This could be improved by incorporating additional features or improving the performance of 
the existing ones. Also, it should be noted that several scores are grouped above the mid point of fee scale. 
This is due to the characteristics exhibited by scores obtained for FSF. The subjects graded most test
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conditions provided for FSF during listening tests using the middle portion of the grading scale. It can be 
seen that several recordings are grouped near the bottom of the scale placed not too far from the target line. 
They are the down-mixed 1/0 recordings. This means that the FSF scores of 1/0 recordings were predicted 
without a large error in prediction.
Table 4.13: Frontal spatial fidelity model (final iteration)
Feature
Name B SE(B) Beta t=B/SE(B)
95 % confidence 
interval
Upper
Limit
Lower
Limit
Lbo -20.1626 1.84101 -0.27554 -10.9519 -16.5542 -23.771
COH 0.00243 0.00022 0.35164 11.28672 0.00285 0.00201
lo -15.4516 1.18841 -0.2225 -13.0019 -13.1223 -17.7809
1150 -16.5806 1.81397 -0.21139 -9.14051 -13.0253 -20.136
Lso -10.7092 1.34697 -0.15083 -7.95059 -8.06912 -13.3492
BFlbb90 -89.7337 16.38971 -0.16213 -5.475 -57.6099 -121.858
Constant 62.88221 1.84301 0 34.11935 66.4945 59.26991
Predicted Frontal Spatial Fidelity
Fig. 4.19: Scatter plot of the calibration results (frontal spatial fidelity prediction)
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In Equation (4.32) and Table 4.13, it can be seen that the magnitude of unstandardised regression 
coefficient obtained for the centroid of coherence (COH) is very small (0.00243) compared to that of the 
direct IACC-based features (between -10 and -21). It should be noted that the range of COH is between 
2300 and 12000 (the scale is in Hertz). On the other hand, the range of IACC based features is between 0 
and 1. From this, it is clear that the range of a feature is reflected by the magnitude of its unstandardised 
regression coefficient. Therefore, the relative importance of a feature should not be judged based on its 
unstandardised regression coefficient. Instead, standardised coefficients (Beta values) should be considered 
in order to analyse the relative importance of a feature in a regression model. As an example, compare the 
standardised (Beta values in Table 4.13) and unstandardised coefficients (B values in Table 4.13) of COH 
and I0. The unstandardised coefficient of COH is very small compared to that of I 0. However, from 
magnitudes of the standardised coefficients of COH and I0, it is clear that COH has more importance than I0 
in the regression model that predicts FSF scores. The aforementioned observation holds true for other 
prediction models described in the following subsections as well.
To illustrate the sensitivity of regression coefficients, take the example of confidence intervals 
computed for COH. The 95% confidence intervals calculated for COH are 0.00201 and 0.00285 (see Table 
4.13). Therefore, with 95% confidence, it can be said that the true-value of regression coefficient for COH 
(or best-fit regression line) is between 0.00201 and 0.00285. A positive change in the unstandardised 
regression coefficient of COH means that the predicted values would also increase. Conversely, a negative 
change of the regression coefficient means that the predicted values would decrease. In addition, for each 
value of unstandardised regression coefficient of COH within the 95% confidence interval, the predicted 
scores also vary within an interval. In other words, the regression line ‘floats’ between boundaries 
(prediction boundaries) drew at the exterior of actual regression line. See Fig. 4.20 for an illustration of this 
concept.
To analyse the effect of variation from the actual value of a regression coefficient of COH on the 
overall results, FSF scores were recomputed with the aforementioned boundary values of 95% confidence 
intervals (see Table 4.14). As seen in the table, the correlation and RMSE between recalculated scores and 
actual scores have not deviated significantly. When the scores were recomputed with unstandardised
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regression coefficients of COH beyond the 95% confidence intervals, a relatively large deviation of RMSE 
can be seen. Therefore, it can be said that a change within the 95% confidence intervals of an 
unstandardised regression coefficient cannot cause a significant change in the overall result of prediction, 
but it may not be the case if the regression values are beyond the boundaries.
Fig. 4.20: An illustration of possible regression lines (solid lines) if an unstandardised coefficient is varied 
within its confidence intervals (dashed lines corresponds to the prediction interval)
Table 4.14: Sensitivity of unstandardised regression equation of centroid of coherence
B c o h Performance metrics deviation of performance metrics from 
original
R RMSE AR ARMSE
0.00243 (original value) 0.902 9.393 0.0 0.0
0.00201 (lower boundary 
of 95% confidence 
interval)
0.891 10.188
- 0 .0 1 1 0.795
0.00285 (upper boundary 
of 95% confidence 
interval)
0.908 10.005
0.006 0.612
0.0014 (beyond the lower 
boundary of 95% 
confidence interval)
0.867 13.239
-0.035 3.846
0.0034 (beyond the upper 
boundary of 95% 
confidence interval)
0.907 12.534
0.005 3.140
4.6 J..2 Calibration of the model for the prediction of surround spatial fidelity
For calibrating objective model for predicting SSF. the approach followed was similar to that used 
for calibrating the FSF. The simplified subset of features for the prediction of SSF was obtained by
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selecting features with relatively high Beta values (IBeta! > 0.08) and the results after fee first iteration is 
given in Table 4.15. The Beta values and the confidence intervals are plotted in Fig. 4.21. The model after 
the farst iteration showed a correlation of 0.96 with 9.09 % standard error. Here also, fee values of R and 
RMSE are within the target specification set at the beginning of this chapter (see Section 4.2). As 
mentioned earlier, it is irrelevant to check whether the target specifications of an intermediate model are 
met as the performance of the model can be varied during the higher level iterations.
Four- iterations were completed and after the final iteration, fee features rescaled spectra] rolloff 
(Rrsc), centroid of coherence (COH), rescaled octave band IACC at 60° (I60), rescaled octave band IACC at 
90° (I90), rescaled octave band IACC at 120° (I12o), rescaled octave band IACC at 180° (I1S0) were found to 
be important and statistically significant. The relevant features were found to be statistically significant atp 
< 0.05 and important for the prediction of surround spatial fidelity during the second iteration. The high 
values of Beta values and t-values, same sign of confidence interval in the Table 4.16 support this fact.
Table 4.15: Selected features for Surround spatial fidelity (first iteration)
Feature
Name B SE(B) Beta t=B/SE(B)
Upper
Limit
Lower
Limit
Rrsc 0.08849 0.02 0.08487 4.42371 0.1277 0.04928
IbbO -9.76895 1.34555 -0.11011 -7.26018 -7.13167 -12.4062
Ibb90 -8.49443 2.13619 -0.08349 -3.97643 -4.30749 -12.6814
Iruw 8.28745 2.01562 0.0819 4.11162 12,23805 4.33684
COH 0.00081 0.00017 0.09637 4.65154 0.00115 0.00047
lo -7.65355 1.04081 -0.0909 -7.35347 -5.61356 -9.69353
I 30 -8.75552 1.07422 -0.09556 -8.15063 -6.65006 -10.861
160 -11.418 0.93879 -0.13947 -12.1625 -9.578 -13.258
I 90 -10.3955 1.13655 -0.15094 -9.14649 -8.16782 -12.6231
Il20 -13.728 1.18447 -0.16059 -11.59 -11,4064 -16.0495
1150 -7.85716 1.32836 -0.08262 -5.91491 -5.25357 -10.4608
I l8 0 -7.58651 1.06331 -0.08813 -7.13479 -5.50242 -9.6706
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Fig. 4.21: Selected features from the first iteration of the surround spatial fidelity prediction 
The regression coefficients obtained from the final iteration (see Table 4.16) were selected and an 
expression for the surround spatial fidelity was derived as given below:
SSF = 0.21 Rrsc + 0.0014 C O H -21.57 L o - 15.10190- 22.91 IJ20- 20.381180 + 49.92 (4.33)
Table 4.16: Surround spatial fidelity model (final iteration)
Feature
Name B SE(B) Beta t=B/SE(B)
95 % confidence 
interval
Upper
Limit
Lower
Limit
RfSC 0.20802 0.02189 0.19951 9.50195 0.25092 0.16511
COH 0.0014 0.00018 0.16721 8.02063 0.00174 0.00106
Lo -21.5721 1.17579 -0.2635 -18.3469 -19.2676 -23.8767
Lo -15.1017 1.40125 -0.21927 -10.7773 -12.3553 -17.8482
I 120 -22.9053 1.32831 -0.26795 -17.244 -20.3018 -25.5088
1)80 -20.3794 2.13152 -0.23674 -9.56096 -16.2016 -24.5572
Constant 49.919 2.16927 0 23.01194 54.17076 45.66725
The calibration model obtained for the prediction of SSF showed a correlation R = 0.95 with a 
RMSE = 8.87%. The values of R and RMSE show that the target specifications set at the beginning of this 
chapter (see Section 4.2) was met since R > 0.90 and RMSE < 10%. The scatter plot of the prediction 
between the actual scores of SSF and predicted scores is shown in Fig. 4.22. Here also, the target 
specification for the number of features (< 5) in the model was not achieved. From scatter plot it can be
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seen that the scores lie around the regression line. This means that the errors between the predicted and 
actual scores are not too large. On the other hand, there are several outliers (the scores that lie far from the 
diagonal line) as well. This could be improved by incorporating additional features or improving the 
performance of the existing ones. The grouping of predicted scores is relatively low with that of the FSF 
scores shown in Fig. 4.19.
Predicted Surround Spatial Fidelity
Fig. 4.22: Scatter plot of the calibration results (surround spatial fidelity prediction)
4.63.3 Calibration of the model for the prediction of timbral fidelity
For the prediction of TF, the extracted features were applied to ridge regression analysis. Again, the 
iterative process was employed to come up with a reduced set of features. After the final iteration, it was 
found that rescaled spectral centroid (Crsc), rescaled rolloff (R^) rolloff difference (R<i,f), and centroid of 
coherence (COH). were found to be important and statistically significant. No spatial features became 
relevant in the final iteration. This is not surprising as the attribute accounts for the timbral differences 
caused due to specific processing algorithms that alter the spectrum. Also, the number of low pass filtered 
recordings in the database was greater than that of dow'n-mixed recordings and the ridge regression 
algorithm employed might not have detected the need for a feature that models TF variation due to down-
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mixing. This might be one of the reasons why timbral features dominated during the iterative process. This 
model showed a poor correlation R = 0.67 and RMSE > 18% upon validation. Therefore it was decided to 
analyse the TF scores further.
According to [Zielinski et al, 2005a], the listeners graded the timbral fidelity of down-mixed 
recordings at a relatively lower position on the grading scale than hidden references (see Fig. 4.23). From 
this, it can be seen that the down-mixing caused timbral changes as well or TF scores had some effects due 
to down-mixing such as comb filtering. Some informal experiments using linear regression has made in 
order to check whether any of the spatial features showed any relationship with the listening test scores. 
The results suggest that the rescaled broadband IACC at 0° head orientation (Ibb0) had a high correlation 
with the timbral fidelity listening test scores although none of them emerged important in the iterative 
process. Hence a model has been built using ridge regression with the aforementioned timbral features 
(obtained from the iterative process) and Ibbo31. The correlation of predicted scores with actual scores after 
including an IACC feature has increased to 0.95. The RMSE has reduced to 7.72%. The model parameters 
are given in Table 4.17. The value of R and RMSE shows that the target specifications set at the beginning 
of this chapter (see Section 4.2) was met since R > 0.90 and RMSE < 10%. The target specification for the 
number of features (< 5) in the model was also met. The scatter plot for the timbral fidelity prediction is 
shown in Fig. 4.24. From the scatter plot, it can be seen that the most scores are uniformly distributed 
across the target line. This is a good indication of a regression model. It can also be seen that the regression 
model of TF is better than of that of FSF and SSF since scatter plot of TF has lesser the number of outliers 
than that of FSF and SSF and small RMSE with and high correlation between predicted and actual scores. 
Hie equation for predicting fee timbral fidelity was built from the regression coefficients given in Table 
4.17 and is given below:
TF = 0.22 + 0.25 Rrsc-  26.92 Rdit- + 0.0021 COH -  12.6297 Ibb0 + 20.29 (4.34)
3i The selection of IACC at 0° was done without analysing the importance of other IACC measurements. A detailed 
analysis may yield another IACC feature feat predicts TF with better accuracy.
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Table 4.17: Timbral fidelity model (calibration)
Feature
Name B SE(B) Beta t=B/SE(B)
95 % confidence 
interval
Upper
Limit
Lower
Limit
c 0.22287 0.01656 0.24594 -10.3241 0.25533 0.19041
Rrsc 0.2455 0.01636 0.25564 -7.40524 0.27756 0.21344
Rdif -26.916 3.59582 -0.16709 6.20462 -19.8682 -33.9638
COH 0.0021 0.00015 0.26962 -10.6547 0.0024 0.0018
LibO -12.6297 1.84936 -0.15456 -8.20397 -9.005 -16.2545
Constant 20.29091 2.37094 0 -9.25905 24.93795 15.64387
Low-pass Dovvn-mlxscJ Control
filtered Items item 3/0 items
o j ] ] j [ j
LPF 12 kHs Hybrid 13 LPF 3.8 kHz Hidden Reference 
Hybrid A  D-mlxtoStO D*rnix to Mono
Degradation
Fig. 4.23: Hie listening test scores obtained for timbral fidelity [Zielinski et al, 2005a]
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Predicted Timbral Fidelity
Fig. 4.24: Scatter plot of the calibration results (timbral fidelity)
4.62.4 Prediction of basic audio quality: method 1
The model proposed here is of unintrusive type. The quality advisor proposed by [Zielinski et al, 
2(X)4b] inspired the model. This model has some limitations, but the results, even with limited capability 
are promising. This model was not based on any of the features reported in Subsection 4.5.2. The model 
was based on the extraction of bandwidth information and detection of presence or absence of a dialogue 
component in the centre channel. This extracted information was then applied to regression equations of 
BAQ described in [Zielinski et al, 2004b]. A schematic diagram of the algorithm is given in Fig. 4.25. The 
model employed three features -  bandwidth of the channels, presence of dialogue in the centre channel and 
the spatial characteristics -  to predict the basic audio quality.
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spatial scene
Fig. 4.25: Schematic diagram of the Quality Adviser based predictor for BAQ (Method 1)
The bandwidth estimator determines the bandwidth of each audio channel present in multichannel 
audio recordings. Before starting the computation, the audio signal was divided into frames of duration 
42.67ms and the power spectra for each frame (momentary power spectra) was computed. An average 
power spectrum was built by averaging the momentary power spectra. The bandwidth estimator determines 
the largest attenuated region of frequency from the averaged power spectra. During the computation to find 
the largest attenuated region of frequency, the average power spectrum was smoothed by decimating the 
spectrum by adding the magnitudes of sub-frames with 8 samples (See Figs. 4.26 and 4.27). Since all fee 
recordings were low pass filtered, it was decided to find the cut-off frequency of the low pass filter applied. 
The bandwidth was considered to be the region at which fee highest difference in power occurred. This 
method for the determination of bandwidth was heuristically obtained. The accuracy of the model was very 
high compared to a simple method that was proposed by Thiede et al [2000] in which the bandwidth was 
considered as a point at which lOdB difference was occurred from the minimum value in the power spectra. 
However, Thiede et al's method can be followed to achieve lower computation cost.
1 2 2
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Frequency  Index
Fig. 4.26: An example of averaged spectra
Sub  fram e  num ber
Fig. 4.27: An example of smoothed spectra
For predicting the basic audio quality, the average bandwidths of left and right channels, bandwidth 
of the centre channel, and average bandwidth of left and right surround channels were calculated from the 
individual bandwidths of the channels. From the initial analysis that verified the performance of the model,
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it was found that the channels with similar bandwidths could be considered to be an equally bandwidth 
limited recording. Hence, if the magnitude of the differences between front, centre and surround channels 
did not exceed 1kHz, the recording was considered to be equally limited in bandwidth. The bandwidth for 
such a recording was therefore computed by averaging the three values.
Tire second feature for this model was the output from tire dialogue detector. According to [Zielinski 
et al, 2004a], the presence or absence of dialogue in centre channel can affect the perceived audio quality 
significantly for a given degradation type. The term ‘dialogue’ here means that the centre channel of the 
given multichannel recording has a highly distinguishable uncorrelated content in the left or right channels. 
Also, an assumption was made that a recording can be considered to be with dialogue, if the RMS level of 
the centre channel compared to that of other front channels was large. The flow chart of the dialogue 
detector proposed by Zielinski [2005d] is given in Fig. 4,28. The abbreviations CrCorr and MCorr 
represent the procedure used to compute the cross correlation between two channels within a lms time 
window and the procedure to find the maximum from the cross correlation array obtained from the CrCorr 
procedure respectively.
The wrong estimation of presence of dialogue could cause a large deviation from subjective scores 
of BAQ. The performance of the dialogue detector was excellent despite of its simplicity. The detection of 
the dialogue was accurate for the 96 recordings used in this study. The author noticed that sometimes it is 
difficult to make an accurate decision about the presence of dialogue as in the case of ‘F-B’ and ‘F-F’ 
discrimination. Hence, in order to handle those situations, the presence of dialogue could be represented in 
terms of probability rather than a binary value. Also, an algorithm (such as [Barbedo et al, 2006]) to 
discriminate between a speech and music signal would be of help in those circumstances when centre 
channel contains speech since most of the movie recordings are incorporated with speecli in the centre 
channels.
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Fig. 4.28: Flow chart of the dialogue detector algorithm [Zielinski, 2005d]
The BAQ estimator was designed to work with two types of audio scene characteristics. However, 
its full functionality was not used in this model because of the complexity involved in determining die 
audio scene characteristics from multichannel audio recordings themselves. Hence, as a simplification, in
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this model, irrespective of the actual audio characteristics of the recordings, the spatial scene was set to ‘F- 
B’ while doing the prediction of basic audio quality.
The BAQ estimator uses the regression equations (see Table 4.18) presented in [Zielinski et al, 
2004b] to compute the basic audio quality from fee extracted features as described above. The variables Ir, 
c and sue are the non-linear transformations of bandwidths associated with front (front left and front right), 
centre and surround (left surround and right surround) channels of the multichannel audio recordings 
respectively. The variable/in the last row of the table is the bandwidths of the channels (the algorithm 
assumed that the recordings have equal bandwidths).
Table 4.18: Regression equations used for BAQ prediction (method 1)
Sub-set No. Spatial
Scene
Dialogue in the 
centre channel
Equal Bandwidth in all 
channels
Regression
Equation
1 F-B No No BAQ = 3.26/r +0.24c 
+ O.SSsur + 18.9
2 F-B Yes No BAQ = 0.31/r +3.51c 
- QAsur + 27.7
3 F-F No No BAQ = 2.38//+0.15c 
+ 1.43 sur+ 17.8
4 F-F Yes No BAQ = 0.24/r+3.09c 
+ 0.32.mr+ 26.1
5 Any Either Yes BAQ = 5/
The results obtained for predicting the basic audio quality using this model showed a very high 
correlation witli the scores obtained during fee listening tests. It showed a correlation R = 0.971 with 
RMSE < 6 % .  These values of R and RMSE show that fee target specifications set at the beginning of this 
chapter (see Section 4.2) was met since R > 0.90 and RMSE < 10%. It was mentioned previously that in 
this model fee spatial scene was set to ‘F-B’, irrespective of the audio characteristics of the recordings. The 
effect of this assumption was negligible and the simplification did not cause significant difference in the 
results. The results of prediction without this simplification (tested manually) showed a correlation of 0.974 
with a similar standard error of estimate. The magnitude of the prediction error obtained in this experiment 
is considered to be small considering the fact that the error in the listening tests due to inter-listener 
variance is often in the order of 10%. Fig. 4.29 shows the scores obtained in the listening test plotted
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against the predicted scores obtained from this model. In this scatter plot, the scores are grouped since the 
listening test scores were not spanned across the scale.
Predicted Basic Audio Quality
Fig. 4.29: Scatter plot of tire actual and predicted Basic Audio Quality scores (model 1)
Although the prediction results of this model showed a very high correlation and low standard error 
of estimate, it has certain limitations. Primarily, its application is limited to recordings with bandwidth 
limitation in channels. The model is incapable to predict the basic audio quality for down-mixed or other 
types of degradations. Hence it is necessary to develop a model that is capable of predicting the BAQ of the 
recordings processed with down-mixing and other type of algorithms.
4.6.2.5 Prediction of basic audio quality: method 2
The method described in Subsection 6.6.2.4 is inefficient to predict the quality of multichannel 
recordings with degradations other than the bandwidth limitation of audio channels. The approach followed 
in the method presented here is straightforward and effective for overcoming the limitation for predicting 
the basic audio quality of down-mixed recordings. This method can be considered as the implementation of 
the first methodology proposed by Bech [1999] in his frame work (see Fig. 3.2). A schematic diagram of
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this model is presented in Fig. 4.30. The features used for the prediction were those described in Subsection 
6.5.2. The extracted features were applied to ridge regression and followed the iterative process to come up 
with a reduced set of features.
Fig. 4.30: A schematic diagram of the basic audio quality predictor (method 2)
In the first iteration, a set of features, exhibiting relatively high Beta values were selected as a first 
step of simplification. The first iteration showed a correlation of 0.96 with the actual listening test scores 
and a standard error of 8.37%. The values of R and RMSE are within the target specification set at the 
beginning of this chapter (see Section 4.2). But as mentioned earlier, it is irrelevant to check whether the 
target specifications of an intermediate model are met as the performance of the model can be varied during 
the higher level iterations. The features rescaled spectral centroid (Crsc), rescaled spectral rolloff (RfSC), 
rolloff difference (Rdif), centroid of coherence (COH), rescaled broadband IACC at 0° (IbW>), rescaled 
broadband IACC at 90° (Ibb9o), rescaled octave band IACC at 30° (I0), rescaled octave band IACC at 150° 
(1150) and rescaled back-to-front difference (BFDrsc) were selected from the first iteration for further 
analysis since their absolute values of Beta values were greater than the threshold (IBetal < 0.08). The 
selected features from the first iteration are presented in Table 4.19. A plot of Beta values with confidence 
intervals is given in Fig. 4.31. The high Beta values and same sign of confidence interval indicate that these 
features are important and statistically significant at p < 0.05.
In the second iteration, the features BFDrse, and It,b9o were found to be less important as they 
exhibited a relatively low Beta values compared to the other selected features of the first iteration. Hence 
they were removed from the pool of features. In the third iteration, the Beta value of Rdif was found to be 
relatively low and hence removed. In the final iteration, Crsc, R1SC, Ibb0, I30, and Ii50 were found to be 
important and statistically significant at p < 0.05. Again, the high t-values and confidence interval with 
same sign supports this fact. The resultant model from the final iteration is shown in Table 4.20. The
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expression to make the prediction of basic audio quality based on this method was derived from Table 4.19 
and is given below:
BAQ = 0.26 Crsc + 0.29 Rrc + 0.0024 COH -  15.17 Ibb0 -  12.65 I30 -  13.841150 + 7.26 (4.35)
Table 4.19: Selected features for basic audio quality (method 2 - first iteration)
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Feature
Name B SE(B) Beta t=B/SE(B)
95 % confidence 
interval
Upper
Limit
Lower
Limit
Crsc 0.1981 0.01618 0.22336 12.24174 0.22982 0.16638
Rrsc 0.21687 0.01842 0.23074 11.77407 0.25298 0.18077
Rdif -14.0807 2.69974 -0.08931 -5.21557 -8.78918 -19.3721
IbbO -7.26664 1.239 -0.09086 -5.86492 -4.8382 -9.69508
Ibh90 -8.69171 1.96703 -0.09477 -4.41869 -4.83633 -12.5471
COH 0.00201 0.00016 0.26578 12.55821 0.00232 0.00169
Lo -6.82531 0.98915 -0.08264 -6.90017 -4.88657 -8.76404
1150 -7.2546 1.22317 -0.08462 -5.93096 -4.85717 -9.65202
BFDfsc 0.00559 0.00163 0.08098 3.42198 0.00878 0.00239
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The scatter plot of the calibration is given in Fig. 4.32. From scatter plot it can be seen that the 
scores lie near the target line. The number of outliers are lesser compared to the models presented for FSF
_______l.................I________ 1________ i________ 1_______ J ________ I________ 1________ L _
Ckc Rise Rdif Ibi.o Im.90 COH Iso Iiso LEisc
Features
Fig. 4.31: Selected features from the first iteration of the BAQ prediction (method 2)
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and SSF. The predicted scores showed a correlation 0.95 with the actual scores and an RMSE of 7.37%. 
These values of R and RMSE show that the target specifications set at the beginning of this chapter (see 
Section 4.2) was met since R > 0.90 and RMSE < 10%.
Table 4.20: basic audio quality model (method 2 - final iteration)
Feature
Name B SE(B) Beta t=B/SE(B)
Upper
Limit
Lower
Limit
K - 0.25892 0.01613 0.29194 16.05405 0.29053 0.22731
Ksc 0.29348 0.01707 0.31225 17.19223 0.32694 0.26002
COH 0.00241 0.00015 0.31936 16.18597 0.0027 0.00212
IbbO -15.1654 1.55472 -0.18963 -9.75443 -12.1181 -18.2126
I30 -12.6521 1.37212 -0.15319 -9.22087 -9.96277 -15.3415
I ISO -13.8441 1.46123 -0.16149 -9.47431 -10.9801 -16.7081
Constant 7.26487 1.97126 0 3.68539 11.12853 3.4012
Predicted Basic Audio Quality
Fig. 4.32: Scatter plot of the actual and predicted BAQ scores (method 2)
4.6.2.6 Prediction of basic audio quality: method 3
In this method, an indirect approach was used to predict the basic audio quality as proposed by Bech 
[1999] in his framework (see Fig. 3.3). As described earlier in Chapter 3, Rumsey et al [2005] expressed 
BAQ using TF, FSF and SSF the scores in the calibration database used in the models reported in this
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section. They derived a regression equation to predict basic audio quality using the three attributes as 
independent variables. The regression equation is reproduced here again:
BAQ = 0.80 TF + 0.30 FSF + 0.09 SSF -  18.7 (4.36)
where BAO is the basic audio quality, TF is the timbral fidelity, FSF is the frontal spatial fidelity and SSF is 
the surround spatial fidelity. A schematic diagram of Ure model using the above regression equation is 
given in Fig. 4.33.
Fig. 4.33: A schematic diagram of the basic audio quality predictor (method 3)
In this method, BAQ was predicted using Equation (4.36). The predicted values of FSF, SSF and 
TF, obtained using Equations (4.32), (4.33) and (4.34) respectively, were substituted in Equation (4.36) to 
predict the BAQ. The prediction showed a correlation of 0.95 with RMSE = 8.22 %. These values of R and 
RMSE show that the target specifications set at the beginning of this chapter (see Section 4.2) were met 
since R > 0.90 and RMSE < 10%. Ten features were employed for predicting BAQ using this method. This 
number is double the number of features specified at the beginning as target. Fig. 4.34 shows the scatter 
plot of predicted scores of basic audio quality and actual listening test scores. The scatter plot obtained for 
tire aforementioned model is similar to that obtained from method 2 (see Fig. 4.32) in terms of the number 
of outliers and accuracy. Therefore, it can be concluded that both methods yielded similar predicted scores.
Now, the calibration of objective models are complete and the next step before finalising these 
models are to validate them using a different set of stimuli and listening test scores database obtained from
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a different group of listeners. For this, the scores obtained from the listening tests conducted by the author 
that evaluated BAQ. TF, FSF and SSF was used (see Subsection 4.3.2). The results of validations are given 
in the next section.
Predicted basic audio quality
Fig. 4.34: Scatter plot of the actual and predicted BAQ scores(method 3)
4.6.3 Results of validation
For validating an objective model, the important features selected after the final iteration of the 
calibration were extracted from the recordings used in validation listening tests. These values were then 
substituted in the equations obtained from calibration and the resulting values were compared against the 
subjective scores obtained from the validation experiments. The comparison was done by computing 
correlation coefficient and RMSE.
4.6.3.1 Validation of frontal spatial fidelity prediction model
The expression given in Equation (4.32) was used to predict the frontal spatial fidelity scores. The 
features generated from the recordings were substituted in the equation and the predicted frontal spatial 
fidelity was compared with the listening test scores obtained from the validation experiment. The analysis
132
Chapter 4: Development of objective models for predicting BAQ, TF. FSF and SSF
showed that the correlation between the predicted and the actual scores was equal to 0.88 with RMSE = 
15.45%. These values of R and RMSE show that the target specifications set at the beginning of this 
chapter (see Section 4.2) were not met since R < 0.90 and RMSE > 10%. Still, the results of validated 
model could be considered to be promising. The scores used for the validation did not use post-screening to 
eradicate unreliable listeners. The removal of unreliable listeners may yield a more accurate result. Fig. 
4.35 shows the scatter plot of the predicted results and the frontal spatial fidelity scores obtained from the 
validation listening test. The scatter plot shows that the most predicted scores lie away from the target line 
compared to that seen in the scatter plot of calibrated model. The model could be improved by developing a 
better calibration model by employing more efficient features or a different methodology for choosing 
features.
Predicted Frontal Spatial Fidelity
Fig. 4.35: Scatter plot of frontal spatial fidelity with the validation scores.
4.6.3.2 Validation of surround spatial fidelity prediction model
The strategy followed for the validation of surround spatial fidelity was the same as that for the 
frontal spatial fidelity validation. The predicted results showed a correlation of 0.87 and a standard error of
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14.19%. These values of R and RMSE show that the target specifications set at the beginning of this 
chapter (see Section 4.2) was not met since R < 0.90 and RMSE > 10%. The result showed that the model 
built from the calibration experiment was capable of predicting the actual listening test scores of SSF with 
relatively high accuracy than that of FSF. The scatter plot of the predicted surround spatial fidelity and 
those scores obtained for surround spatial fidelity from the validation experiment are shown in Fig. 4.36. 
The scatter plot has the same drawbacks as seen in the scatter plot of the model predicting FSF. The 
validation test for the SSF indicated an improved performance over the validation of FSF, as more 
predicted results lay closer to the target line. The model could be improved by developing a better 
calibration model by employing more efficient features or a different methodology for choosing features.
Predicted Surround Spatial Fidelity
Fig. 4.36: Scatter plot of surround spatial fidelity with the validation scores
4.6.3.3 Validation of timbral fidelity prediction model
A similar method for validating the model, as in the case of FSF and SSF, was followed for timbral 
fidelity. After validation, the timbral fidelity model showed a correlation of R = 0.92 with RMSE = 8.37%. 
These values of R and RMSE show that the target specifications set at the beginning of this chapter (see
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Section 4.2) was met since R > 0.90 and RMSE < 10%. The scatter plot of the actual scores and the 
predicted scores is given in Fig. 4.37. The scatter plot of the validated TF model is better than that of FSF 
and SSF since more predicted scores lie closer to the target line.
Predicted Timbral Fidelity
Fig. 4.37: Scatter plot of timbral fidelity with the validation scores
4.6.3.4 Validation of basic audio quality prediction model (method 2)
The model for the prediction of basic audio quality obtained from method 2, as described earlier in 
this chapter, was validated and showed a correlation R = 0.96, with a standard error of 5.39%. These values 
of R and RMSE show that the target specifications set at the beginning of this chapter (see Section 4.2) was 
met since R > 0.90 and RMSE < 10%. This could be considered as a good indication of the validity of the 
calibrated model for predicting basic audio quality. The scatter plot obtained from the validation of this 
model is shown in Fig. 4.38. The predicted scores on the scatter plot show the tendency of a good 
prediction model, because the scores lie closer to the target line.
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4.6.3.5 Validation of basic audio quality prediction model (method 3)
The model for the prediction of basic audio quality obtained from Method 3 was validated and 
showed a correlation of R = 0.96 with RMSE = 5.69%. These values of R and RMSE show that the target 
specifications set at the beginning of this chapter (see Section 4.2) was met since R > 0.90 and RMSE < 
10%. This could also be considered as a good indication that the calibrated model for predicting the basic 
audio quality performed well. The scatter plot obtained from the validation of this model is shown in Fig. 
4.39. The performance of this model was surprising since it exhibited a similar level of accuracy as in the 
case of method 2 for predicting basic audio quality. It was expected that the error of three attributes 
(timbral fidelity, frontal spatial fidelity and surround spatial fidelity) might transmit through and cause a 
large error on the predicted values of BAQ. The high correlation and low standard shows that it did not 
happen and for this reason, such an approach can be followed for the prediction of a global attribute by 
means of its sub-attributes. This result in turn is an indication that the method proposed by Bech [1999] has 
validity although the results presented here cannot be used for drawing out any final conclusions.
The validation for the objective model based on quality adviser was not performed due to three 
reasons: 1) a proper database of subjective scores was not available for validation, 2) the quality adviser 
algorithm was validated and hence it was necessary to validate the algorithms for dialogue detector and 
bandwidth estimator only, 3) informal validation of the algorithms for dialogue detector and bandwidth 
estimator was conducted and a positive result was obtained.
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Predicted Basic Audio Quality
Fig. 4.38: Scatter plot of BAQ (method 2) with the validation scores
Predicted Basic Audio Quality
Fig. 4.39: Scatter plot of BAQ (method 3) with the validation scores
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The next section provides a detailed discussion of the results, summary, conclusions and a prologue 
to the experiment that enabled the prediction of perceived envelopment.
4.7 Summary and Conclusions
This chapter discussed the developments of a number of objective models for predicting audio 
quality attributes. The prediction models were built using ridge regression technique. The results of 
calibrated models and the important features used for the prediction of BAQ, TF, FSF and SSF were 
presented. Three separate models for the prediction of BAQ were presented. The calibrated models were 
validated using the scores obtained from independent listening tests conducted by the author. The details of 
the validation experiment and the results of validation were also presented. The results from validation 
shows that the calibrated models predict subjective scores within the errors comparable to inter-listener or 
intra-listener error occur in a typical listening test. A discussion of the results (.Subsection 4.7.1), 
conclusions (Subsection 4.7.2), limitations of the reported objective models (Subsection 4.7.3) and the next 
step (Subsection 4.7.4) to be done are provided in this section.
4.7.1 Discussion on the results of prediction
It can be seen from Table 4.13 and 4.16 that the I ACC-based features have an important impact on 
the prediction of frontal spatial fidelity and surround spatial fidelity. For the prediction of frontal spatial 
fidelity, the two IACC-based features obtained with a head orientation of 0° had greater importance than 
those IACC values obtained with any other head orientations. The features, I60, 190 and I12o and I18o (IACC- 
based features outside the frontal arc or the IACCs inside the area of attention) were important features for 
the prediction of surround spatial fidelity. This suggests that measuring the IACC at different head 
orientations inside the region of attention would aid the prediction of frontal and surround spatial fidelity.
From the Tables 4.13 and 4.16, it can be seen that the spectral features also played an important role 
for the prediction of frontal and surround spatial fidelities. This suggests that spectral changes affect both 
frontal and surround spatial fidelities. Informal predictions carried out separately for tire bandwidth limited 
recordings and down-mixed recordings, showed that centroid of coherence (COH) was an important feature 
for bandwidth limited recordings but less important for down-mixed recordings. For frontal spatial fidelity, 
centroid of coherence (COH) exhibited higher Beta values than that for surround spatial fidelity. The
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frontal image of typical programme material is more complex than the surround image since it often 
contains more audio sources and the attention of the listener is likely to be biased towards the frontal 
image. Due to bandwidth limitation, the perceived location, distance and other spatial attributes of sound 
sources might have changed more significantly than those in the surround image.
The interaction feature between broadband IACC at 90° (Ii,b9o) and the back-to-front ratio (BFra,i0) 
also appeared to be important in the prediction of frontal spatial fidelity. The emergence of this feature in 
the model of FSF supports the assumption of the author that multiplicative rules could be applied in 
physical domain as well and this would help in predicting the subjective scores. It is likely that spatial 
fidelity does not depend only on the energy distribution around the listener but also on the level of the inter­
channel correlation of signals, which is explained by IACC.
The RMSE measures of the calibrated models to predict frontal and surround spatial fidelities were 
near to 10%. An inter-listener and infra-listener variation of 10% is common for a typical listening test and 
these models offer a similar level of accuracy. Considering the validation experiment for frontal and 
surround spatial fidelities in terms of correlation and standard error, it can be seen that both models 
performed well (correlation of 0.88 for frontal spatial fidelity and 0.87 for surround spatial fidelity and 
RMSE approximately 15% for both) although it did not meet the target specifications. The reason for the 
large magnitude of RMSE for FSF and SSF upon validation is unknown but the author suggests that it may 
be due the inaccuracies of listening test scores since there was no pre or post screening of subjects. 
Therefore, a ‘clean’ listening test scores database may improve the results of validation. Also, fee 
prediction accuracy could be improved by developing a better calibrated model by including more features 
that represent phantom image changes, such as changes in location and distance of individual sources or 
groups thereof. This suggests the need for a basic form of spatial scene decomposition. In summary, to 
predict the frontal spatial fidelity and surround spatial fidelity with more precision, more effective features 
are required that represent the changes perceived in the recordings arising from the introduced quality 
degradations. Another possibility is to improve the prediction power of the current features. For example, 
the present form of IACC measurements take into account of fee head orientations in the right hand side of 
fee listening area only. This could be extended to the left hand side of fee listening area as well. Also, 
features generated from fee binaural auditory model with advanced auditory filter (such as ERB or critical
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filter bank) might improve the results significantly. These improvements in effect may help in achieving 
the target specifications. Doing this might lead to models with fewer features (and therefore lesser degrees 
of freedom) for the prediction since the features might model the differences in spatial changes more 
efficiently. Table 4.21 summarises the results of calibrated and validated models. The table summarises that 
the target specifications set at the beginning of this chapter (R > 0.90 and RMSE < 10%) was achieved by 
the calibrated models for FSF and SSF. However, the models for FSF and SSF did not achieve the target 
specifications.
Since the degradations applied to the recordings were of two basic types (bandwidth limitation and 
down-mixing), the model is limited in its ability to predict other types of spatial fidelity changes such as 
changes in location of the sources when the overall width and envelopment remain unchanged. Hence, in 
order to make these models more universally applicable, further research is needed to include features that 
represent other degradation types.
In the model for predicting the timbral fidelity, most of the spectral features (the centroid of 
coherence, rescaled spectral rolloff, and rescaled spectral centroid) were found important. It was also found 
that adding a spatial feature improved the accuracy of the model for the prediction of timbral fidelity. The 
listeners graded timbral fidelity of down-mixed recordings as well at a relatively lower position of the scale 
than the hidden reference. The above outcome of the experiment confirmed that spatial degradations 
deteriorate not only spatial fidelity but also timbral fidelity, to a certain degree. This may be reason for the 
improvement of the prediction after including a spatial feature for timbral fidelity model. Table 4.21 shows 
that the target specifications set at the beginning of tins chapter (R > 0.90 and RMSE < 10%) for TF model 
was achieved for the calibrated and validated objective models for TF.
The first model for predicting BAQ was capable only to predict the BAQ of the recordings 
processed with low pass filtering algorithms. Practically, any type of degradation can occur to audio 
signals, such as down-mixing or degradations due to perceptual encoders. Nevertheless, the model showed 
a very high correlation between the actual and predicted scores. It also exhibited a small RMSE for the 
prediction of the listening test scores. This model would be suitable for broadcasters to monitor BAQ in 
real time although its current capability is limited (it cannot be used when other types of degradations are
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employed in such situations). This model therefore needs to be modified so that it can detect quality 
degradation due to other types of degradations such as down-mixing.
The second and third models attempted to predict the BAQ of down-mixed recordings in addition 
to bandwidth limited recordings. These models compare the test recordings with reference recordings to 
develop the features for prediction. In the second method, it can be seen that most of the direct spectral 
features were important. In the work of Rumsey et al [2005] it was reported that the most important 
attribute of BAQ is timbral fidelity' . The importance of the spectral features in this model supports this 
fact. The next important attribute of basic audio quality reported in [Rumsey et al, 2005] is frontal spatial 
fidelity. From Section 4.4, it can be seen that the IACC-based features at head orientations of 0° and 30° 
(Ibbo and Lo) were important and statistically significant for the prediction of BAQ. These two features 
could be considered to be a basic representation of the frontal spatial fidelity since they were computed at 
the head orientation inside the frontal arc, although the 30° angle is at the border of the frontal arc, but its 
importance is relatively low' compared with that of I0. The IACC feature computed at the 150 degree head 
orientation (I]5o) was found to be important and statistically significant for this model. The importance of 
this feature corresponds to the third attribute of BAQ, surround spatial fidelity, as reported by Rumsey et 
al. The second model show'ed a high correlation with the listening test scores. The validation also showed a 
high correlation and low error of estimation; this means that the significant features can be used for the 
prediction of basic audio quality.
The accuracy of the third method for predicting BAQ showed a similar trend to that of the second 
model. A similar set of features were found to be important for the three attributes (TF, FSF and SSF) of 
basic audio quality as seen in the previous paragraphs. Since the model showed high correlation and low 
RMSE, it can be said with caution that Bech’s [1999] framework is useful. It should be noted, however, 
that the experiments conducted here were not designed in order to check the validity of Bech's [1999] 
framework. Nevertheless, the results are encouraging since it means that Bech’s [1999] and Feiten et a/’s 
[2005] idea of decomposing the global attribute into lower level attributes have some credibility although 
the results cannot be generalised based on the findings here.
32 Note that it was true only for the context of that listening test. It may not be the case for other contexts.
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In summary, for predicting BAQ, method 1 showed a very high correlation with small RMSE; 
however it needs to be modified to enable the prediction of BAQ for recordings with a broader range of 
audio quality degradations. Methods 2 and 3 showed a similar trend in fee prediction because of the very 
close values of correlations and fee error of estimate obtained for the calibration and the validation.
Table 4.21: Summary of prediction models
Attribute No. of
Features
Used
Calibration Validation
R RMSE (%)
Target
Specification
Achieved? R RMSE (%)
Target
Specification
Achieved?
TF 5 0.95 7.72 Yes 0.92 8.37 Yes
FSF 6 0.90 9.39 Yes 0.88 15.17 No
SSF 6 0.95 8.87 Yes 0.87 14.25 No
BAQ 
(model I)
3
0.97 5.92
Yes
- -
N/A
BAQ 
(model 2)
6
0.95 7.37
Yes
0.96 5.31
Yes
BAQ 
(model 3)
10
0.95 8.22
Yes
0.97 7.31
Yes
From Table 4.21, it can be seen that the target specifications mentioned at the beginning of this 
chapter is achieved for all objective models that predicts BAQ. All objective models showed correlations 
and RMSE greater than the target specifications (R > 0.90 and RMSE < 10%) set at the beginning of this 
chapter upon calibration. Also, all objective models except FSF and SSF showed RMSE less than that of 
the target specifications mentioned above. From the table it can be seen that the target specification for fee 
number of features (<6) was achieved only for TF and BAQ (model 1 and model 2). In addition, the 
validity each features in the model was explained based on the statistical measures. Also, a meaningful 
explanation to the presence of each feature in the validated model was given. However, based on the results 
presented here, it is not possible to get a clear idea about the one-to-one relationship between each feature 
and a subjective attribute. This formed basis for the next phase of the experiments and is discussed in detail 
later in this chapter and in Chapter 5.
4.7.2 Conclusions
The results of the objective models presented in this chapter helped to find a number of features and 
their interactions extracted from multichannel audio recordings to predict the quality attributes of
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multichannel audio. The predicted results indicate the underlying relationships between the extracted 
features and basic audio quality as well as selected high-level fidelity attributes. The developed models 
performed satisfactorily in terms of accuracy upon validation and most of them met the target 
specifications. However since die predicted attributes were in a higher level of abstraction, die features 
used for the prediction did not reveal die one-to-one relationship between the lower level attributes. For 
example, the results were not adequate to tell whether there was a feature that shows the relationship with 
the subjective attribute envelopment. In order to develop an extended version of PEAQ that support 
multichannel audio recordings, it might be necessary to find meaningful features that represent low level 
attributes of multichannel audio quality.
The results also suggest that measuring IACC-based features at different head orientations (inside or 
outside the frontal arc) can be beneficial for the prediction of frontal and surround spatial fidelities. The 
study explored the relationship between selected features and perceptual attributes and hence these results 
can be useful to researchers seeking to choose features for die prediction of perceived spatial audio quality.
The study also allowed for the development of three methods for predicting the basic audio quality 
of multichannel audio recordings. The first model can be classified as an unintrusive method as it does not 
require comparison of tested recordings with a reference. It can therefore be used in broadcasting 
applications (with appropriate modifications) where real-time monitoring of audio quality is needed. The 
performance of the other two methods was very similar in terms of accuracy. These models unearthed the 
underlying relationship for different spectral features and IACC-based features between the basic audio 
quality and three sub-attributes: timbral fidelity, frontal spatial fidelity and surround spatial fidelity. The 
applicability of the developed predictor is limited to two types of audio processes: bandwidth limitation and 
down-mixing. Although additional investigation is required to check the generalisability of the models 
presented here, the results obtained so far may help towards the development of an extended PEAQ model 
for surround audio.
4.7.3 Limitations of prediction models
The models described in this chapter were calibrated and validated using the listening tests based 
on modified MUSHRA paradigm with hidden reference and two anchors: 3.5 kHz low-pass signal and 
mono signal. The listeners were instructed to assess the hidden reference using the top value of the scale.
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Although the listeners were not instructed as to how they should assess the anchors, it was observed that for 
the mono signal the listeners graded both frontal spatial fidelity and surround spatial fidelity using the 
bottom range of the scale (it is likely that this phenomenon can be attributed to so called range equalisation 
bias [Poulton, 1989]). In order to imitate the way the subject assessed the stimuli, the objective features 
derived in the model were normalised (or applied transformations) accordingly. This poses a significant 
limitation to the generalisability of the obtained results. The derived objective features and the developed 
model should be applied to the data obtained from the listening tests designed using a procedure similar to 
the one described above. Caution should be used when trying to apply the model to the data obtained from 
other types of listening tests. In such cases the proposed features could still prove to be valid, however the 
transformations employed may not be adequate and a different form of post-processing of features might be 
necessary.
As mentioned earlier, the models did not show which features represent low level attributes like 
envelopment. It would be a great advantage if it is possible to develop features associated with low level 
attributes of multichannel audio quality for the benefit of future researchers. In order to achieve that, the 
abstraction of the quality attributes to be evaluated should be further lowered; i.e. instead of SSF, FSF or 
TF, more low level attributes like ensemble width or envelopment should be employed.
The objective models were not able to differentiate between two original recordings. The 
capability of models were limited only to predict the listening test scores of a family of processed 
recordings; or they were incapable to distinguish between the quality attributes of two processed or 
unprocessed recordings from different sources; also, the models were not calibrated with complex 
algorithms like surround encoders.
4.7.4 The next step
The finished part of this study enabled to predict basic audio quality and selected high level fidelity 
attributes by extracting features from multichannel recordings. The degradation types used in the 
experiments were bandwidth limitation and down-mixing only. The next step can be to upgrade the 
capability of objective models to handle all sorts of degradation types that occur on multichannel audio 
reproduction chain.
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The relationship obtained from a multivariate analysis was used for obtaining the global attribute 
(BAQ) from individual attributes (TF, FSF, and SSF). The prediction of individual attributes was done 
using objective measures, but there were some limitations wife fee types of attributes involved. Firstly, the 
chosen attributes had a relatively high level of abstraction (in other words, they were holistic judgements of 
fidelity rather than uni-dimensional descriptive attributes of spatial or timbral quality). Secondly, as 
mentioned earlier, fee prediction did not reveal any specific relationship of the fidelity attributes to low 
level attributes. For example, the surround spatial fidelity ratings probably included ratings of changes in 
components like envelopment and source locations. The author believes that the prediction of audio quality 
attributes wife relatively lower abstraction could help in providing a meaningful explanation of the 
relationship between the features and attributes if relevant attributes are identified. This would allow one to 
identify what aspects of quality had changed, and which ones affect the holistic rating the most. If not it 
may be better to do it at a holistic level. Hence it was decided to select an attribute from the lower level of 
fee spatial audio quality hierarchy presented earlier in Chapter 3 for further study.
Due to the time constraints of the current project, it was not possible to develop objective models 
corresponding to ail fee lower level attributes. Therefore, it was decided to choose the most important one -  
envelopment. Some rationale choosing this attribute in the current study was described in Chapter 3 (see 
Subsection 3.3.2.2). Of these, the most important reason for its selection was its importance in multichannel 
audio hierarchy. Also, it was seen earlier in this chapter that the features developed to represent LEV or 
envelopment (BFD and BFroti0) did not emerge as important in the prediction models obtained at the final 
iteration. It was surprising that even for SSF, the objective features designed to model LEV were not 
successful. This is probably due to the inadequacy of the features used to model envelopment in the context 
of multichannel audio. In order to address this issue, it seemed important to develop more effective 
predictors for envelopment-related features of multichannel audio quality.
Initial idea was to employ a fidelity attribute similar to SSF for predicting envelopment, However, to 
predict such attribute, the most popular method employs original recordings for comparison. It was seen in 
this chapter that a multi-stimulus test paradigm with original recording for comparison exhibits some 
deficiencies: a) there are possibilities of range equalisation biasing effects b) difficult to differentiate 
between two original recordings and hence prediction of ‘absolute’ values next to impossible c) difficulty
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for employing unintrusive mode of prediction. Hence it was decided to develop an objective model that is 
free from the aforementioned limitations. The development of such a prediction algorithm involves mainly 
the following phases:
1. Development and validation of a scale for the evaluation of envelopment
2. Conducting a listening test to evaluate the envelopment
3. Development of an objective method to predict envelopment
4. Validation of the objective method using an independent listening test.
The next chapter discusses the above steps involved in creating an objective model for predicting perceived 
envelopment.
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This chapter discusses the development of an objective model for predicting perceived envelopment 
arising from multichannel audio recordings. This chapter discusses the design of a novel multi-stimulus 
listening test paradigm for evaluating envelopment. Following this, the listening tests that enabled the 
calibration and validation of the objective model are discussed. The specific features developed for the 
prediction of envelopment, the details of the developed model, along with the results of the calibration, and 
validation are also presented in this chapter.
5.1 Introduction
It was discussed in Chapter 3 that envelopment is an important attribute of surround audio. Because 
of its popularity, an un-intrusive method for the prediction of perceived envelopment may help service 
providers to enable real-time monitoring of this important attribute associated with the delivered audio. 
Also, such a model could give researchers an option to select programme materials depending how' 
enveloping they are. In addition, the developed algorithm could be applied in systems that do automatic 
indexing and retrieval of multichannel audio recordings (e.g., to search for the most enveloping 
recordings). The aim of this chapter is to discuss the development of such an objective model, called 
“Envelometer” that predicts envelopment.
This chapter is divided into six sections. Section 5.2 provides the target specifications of the
objective model to be developed. As seen in the previous chapter, the objective models reported earlier
33does not differentiate between programme materials' . In order to overcome this deficiency, a novel 
listening test methodology was proposed. Section 5.3 discusses the design of this listening test 
methodology in detail. In order to calibrate and validate the Envelometer, a series of listening tests were 
conducted that employed the aforementioned listening test paradigm. Section 5.4 discusses these listening 
tests. The specific features developed for calibrating the Envelometer and the results of calibration and
' An objective model is associated with a listening test methodology since they are calibrated using subjective scores 
obtained from a particular listening test methodology (e.g. ITU-R recommendations BS.l 116-1 or BS.1534-1). Hence 
the drawbacks or limitations of a particular listening test methodology are inherent in the predicted scores obtained 
from an associated objective model as well. Since the previous models were calibrated using the MUSHRA standard, 
the predicted scores exhibit the characteristics of the MUSHRA standard.
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validation are given in Section 5.5. The chapter concludes with summary and conclusions in Section 5.6 
along with the directions for future work.
5.2 Target specifications
The strategy for deciding about the target specification of the Envelometer was similar to that used 
in Chapter 4 while developing the objective models that predict BAQ, TF, FSF and SSF. The previous 
models had target specifications of R > 0.90 and RMSE < 10%. The author proposes the same target 
specifications for the Envelometer. Also the target specification for the degrees of freedom was set as 5, the 
same as that proposed for the models in Chapter 4, giving less priority than accuracy.
5.3 A novel listening test paradigm for evaluating envelopment
In order to enable the objective model to differentiate between different program materials, a novel 
listening test paradigm was designed in which two known references (audible anchors) were employed to 
define the grading scale. In the test paradigm, it was necessary to identify suitable audible anchors. A short 
experiment was conducted in order to choose them. The motivation behind the novel test paradigm and the 
details of this experiment are provided below.
5.3.1 The design of a novel listening test paradigm
The concept for the design was obtained from the idea of employing hidden reference and hidden 
anchors in a MUSHRA based listening test. In a listening test based on the MUSHRA paradigm, a high 
quality reference signal is used and the systems under test are expected to show a significant degradation of 
quality relative to this reference. The standard requires the use of a ‘hidden’ anchor which is a low-pass 
filtered version of the original recording (with a cut-off frequency 3.5 kHz) in addition to all signals under 
test and hidden reference signal. The standard also recommends that listeners give the highest score to the 
hidden reference. In a typical listening test based on the MUSHRA paradigm, the test recordings are likely 
to be evaluated with scores between that of the hidden reference and hidden anchor. This is because the 
listeners place the hidden reference at the top of the scale and the hidden anchor at the bottom of the scale, 
since it is likely to be of the lowest quality. It is not known to which extent the MUSHRA test paradigm is 
reliable when there are stimuli with worst quality than that of hidden anchor in the pool of evaluated items.
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The MUSHRA paradigm recommends that: "If the systems under test can improve the subjective quality of 
a signal then other test methods should be used". Considering all these, a requirement of tire listening test 
paradigm was to get reliable results even when the presented stimuli have higher or lower quality ratings 
than the anchors. Therefore, in the proposed listening test methodology, instead of giving hidden reference 
and hidden anchors to tire listeners for evaluation, it was decided to provide two known references for 
defining tire grading scale. Tire proposed user interface based on this idea is provided in Fig. 5.1.
A2
A
o
B
o
D
o
Fig. 5.1: Tire proposed GUI for evaluating perceived envelopment 
Tire figure shows two references called audible anchors, ‘A l’ (low anchor) and ‘A2’ (high anchor), 
on the left hand side of the grading scales. The idea is to allow tire listener's to compare their test stimuli 
with the audible anchors rather than comparing them against an original recording. Since two known 
references are provided for the listeners, a hidden anchor and other low quality anchors could be excluded 
from test pages. Since the aim of the listening tests was to evaluate perceived envelopment, the high anchor 
was defined as a recording that can provide a highly enveloping experience to the listeners. Similarly, since 
fee position of the low anchor is closer to the bottom of the grading scale, a recording that can provide a 
lower enveloping experience to the listeners was used as the low anchor. By doing this, it was expected that
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the scores would mainly span the area of the scale between the anchor points (the points where the anchor 
recordings are located).
In order to avoid an end-of scale effect (limitation or compression of scores at the ends of the scale), 
the anchors did not represent the extremes of the scale and thus the listeners would be able to scale above 
and below the audible anchors if necessary. Therefore ‘Al ’ and ‘A2’ are located at 15 and 85 points on the 
grading scale ranging from 0 to 100. A recording that can provide a higher level of envelopment than the 
low anchor and lower envelopment than the high anchor would be graded between 15 and 85 on the 
grading scale. Thus the audible anchors help listeners to interpret the middle range of the grading scale. 
This situation is similar to that in the MUSHRA based paradigm in which the scores of test recordings span 
between hidden references and hidden anchors.
By employing the novel listening test methodology, the author anticipates that the range equalisation 
bias (see Subsection 4.5.1.1 in Chapter 4) will be minimised. Since the audible anchors are fixed for all of 
the test stimuli, the listeners were given a fixed (calibrated) grading scale, irrespective of program material. 
Such a design would enable the listeners to give more consistent rating of the given attribute within the 
range of audible anchors. The author expects that scores obtained from the proposed methodology would 
allow different program materials to be differentiated.
Now, a question arises. What should be the content of the low and high anchors? The initial idea 
was to use two pink noise recordings, high anchor being four uncorrelated noise signals34 panned to the left 
(L), right (R), left surround (LS) and right surround (RS) loudspeakers and low anchor being a mono pink 
noise recording reproduced in centre (C) channel. The rationale for choosing four pink noise signals was 
gained from the work of Hiyama et al [2002]. They reported that the spatial impression of diffuse sound 
field can be reproduced by arranging two symmetrical pairs of loudspeakers with one pair of loudspeakers 
placed in front of the listener with an angle of about 60° and the other pair in the rear area with an angle of 
120° to 180°. The informal listening done by the author suggest that it is not possible to differentiate 
between 5-channel and 4-channel uncorrelated pink noise recordings.
34 Multichannel audio recordings could provide a highly enveloping experience to listeners if the inter-channel 
correlations are close to zero.
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The author concluded from informal listening that the pink noise recordings cannot be accepted as 
audible anchors without doing a study about their usability since the experience of envelopment provided 
by the pink noise recordings is different (artificial) from that experienced in the real world scenario or from 
commercially available surround recordings. Therefore, a qualitative study was conducted to discover 
whether a pair of pink noise anchors could be used in listening tests. The details of this qualitative study 
(usability test) are given in the next subsection.
5.3.2 Usability test and design of audible anchors
In order to check the usability of pink noise based audible anchors, it was decided to compare a pair 
of ecologically valid audible anchors against them. The idea was to conduct a short listening test to 
evaluate perceived envelopment with two types of audible anchors and give the listeners a questionnaire to 
collect their opinion.
In order to create an ecologically valid pair of stimuli, it was decided to mimic a real world scenario 
containing multiple sound sources. To do this, high anchor and low anchor recordings with speech babbles 
were created. The high anchor recording was created by panning ten anechoic excerpts of speech 
recordings extracted from “Music for Archimedes”, an audio CD published by Bang & Olufsen [Bang & 
Olufsen, 1992], to five channels along with reverb content. The speech babble recordings (numbered from 
speech babble 1 to 10) were divided into two groups consisting of five recordings in each group. The first 
five speech babble recordings (group 1 -  speech babbles numbered from 1 to 5) were panned to L, R, C, LS 
and RS channels independently. The second group of recordings (speech babbles numbered from 6 to 10) 
were amplitude panned between pairs of adjacent channels. For example, speech babble 6 was panned 
between C and L, speech babble 7 was panned between L and LS and so on.
In addition, four uncorrelated reverberation sounds were created for each speech babbie recording 
using a Lexicon 480L reverb unit (reverb program was a modified version of the “small wood room” 
program35) and panned across the channels. The reverberation sounds created from each speech babble 
were panned to every other channel. For example, the reverberation sounds created for the speech babble 
corresponding to the C channel were panned to L, R, LS and RS channels. Similarly reverberation sounds
35 Room size = 13 x 13 in. Reverb time = 0.61 sec. [Owners Manual 480L Digital Effects System]
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created for the speech babble reproduced by the LS channel were panned to L, C. R and RS channels. This 
procedure was repeated for reverberation sounds created from speech babbles panned independently to R, L 
and RS channels as well.
Ideally, a similar methodology as described above should be followed for panning the reverb sounds 
associated with the second group of speech babbles. However, the author followed a simplified panning 
technique in this case as the aim of the study was only to compare pink noise and an ecologically valid 
stimuli created with speech babble. Therefore, reverberation sounds created from the second group of 
speech babbles (in total 4 x 5 = 20 reverberation sounds) were summed up to four uncorrelated reverb 
sounds and they were panned independently to L, R, LS and RS channels in order to simplify the process. 
The low anchor was created by just adding ten speech babble signals without any reverb content. The 
added speech babble signals were then panned to the centre channel. The loudness of the two speech babble 
anchors were then equalised by a small panel of listeners.
After creating two types of low and high audible anchors (pink noise and speech babble based), a 
listening test was conducted in which the listeners were asked to evaluate perceived envelopment of 12 
unprocessed multichannel audio recordings. The user interface employed in the tests was similar to the one 
given Fig. 5.2 (there were six stimuli under assessment on one test page).
The experiment was divided into tliree parts. The first and second parts of the listening tests 
evaluated the perceived envelopment using pink noise or speech babble anchors. The listening tests were 
conducted in a listening room that is conformant with ITU-R recommendation BS.l 116-1 at the University 
of Surrey, UK. The test recordings used in listening tests were selected from commercially available DVDs 
in 5.1 surround format. Eight listeners took part in the experiment and they were either final year 
Tonmeister or postgraduate students from the Institute of Sound Recording, University of Surrey. In the 
third part of the study, the listeners were given a questionnaire in which the focus was to ask which set of 
audible anchors was preferable to them. The questionnaire and its answers are given in Appendix J.
Out of 8 listeners, 5 reported that the evaluation of envelopment with speech babble anchors was 
easier. Two listeners reported that both types of anchors (pink noise and speech babble) were equally easy 
to use. One listener reported that the evaluation with pink noise anchors was easier. From this, it can be
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seen that a majority of listeners (seven) did not have any objections to using the speech babble as audible 
anchors, whereas only three favoured the use of the pink noise anchor.
hstawek Zieimski: Session t*----------------1 How enveloping are these recordings?
R l R2 R3 R4 R5
STOP NEXT
Fig. 5.2: Interface used for evaluating envelopment 
According to most listeners, the test based on the speech babble anchor was easier, since it was less 
annoying, very similar to a ‘real situation' and comparable to commercial recordings. Some listeners 
reported that the presence of the phantom sources in speech babble made the listening test based on speech 
babble anchors easier than pink noise anchors. Hence, it can be concluded that a stimulus matching a ‘real 
world scenario’ makes the task of a listener easier.
The results from usability test suggest that speech babble can be used as audible anchors in the 
listening test for evaluating perceived envelopment of multichannel recordings. However it has some 
practical coastraints for using it in listening tests. First of all, the author considered the difficulty for other 
researchers in repeating this experiment. For example, creating the same speech babble anchor recordings, 
with identical reverberation process and spatial sound distribution algorithm, could be problematic. The 
creation of speech babble described earlier in this paper is not easy for another researcher who does not
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have access to costly equipment like a mixing console, multichannel audio reverb unit and recording studio 
facilities. Also, detailed research would be needed in order to fine-tune the reverb level, panning algorithm 
etc. Therefore it was decided to find an alternative set of ecologically valid stimuli.
The search for ecologically valid stimuli was started by listening to various multichannel recordings 
available commercially. The search was for a recording that could form a suitable high anchor, since the 
author assumed that the low anchor could be derived from it by down-mixing. It was found that surround 
recordings with applause or rain as content could produce a relatively high enveloping experience for the 
listener. The author also found some music and movie recordings with perceived envelopment comparable 
to that of applause or rain recordings. An excerpt from recorded music or movie in surround format can be 
considered as the simulation of a ‘real world’ scenario in most situations, but envelopment sensations that 
arise from such recordings are unusual and far from reality. For example, an F-F recording is a simulation 
of the listener in the middle of an orchestra, but such a situation is unlikely to occur for many people. In 
that case, the listeners may consider the definition of envelopment as the feeling of immersion that is 
experienced from musical recordings, not from a more natural situation like a busy pub or town. Also, it is 
difficult to define its characteristics if someone wants to recreate it. Therefore, the author decided to use 
applause recordings since they can simulate a real world scenario, are widely available in commercial live 
recordings and more easily accessible than a rain recording. An applause recording exhibits similar 
properties to pink noise (since the claps occur at random and are wrapped around a listener). However, this 
of course, depends on the density of individual auditory events (claps) and on how the recording is mixed 
(e.g. the ratio of the direct-to-reverberant sound).
The author decided to create an artificial multichannel applause recording himself, due to copyright 
issues for using commercially available recordings. From the informal research that the author had done, it 
was concluded that a multichannel audio recording could provide a highly enveloping experience to 
listeners if the inter-channel correlations are close to zero. If a mono applause recording is delayed by 
multiples of 500 or 1000 milliseconds (arbitrary values), the correlation between the original and the 
resultant delayed mono recordings becomes very low. Therefore, it was decided to follow this approach for 
creating a surround applause recording.
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For this, the author auditioned several live applause recordings available at the Institute of Sound 
Recording. The criterion for selecting applause recording was based on the number of audience present 
(since it depends on the density of claps) at the recording venue and the absence of any non-applause 
content (such as speech, whistles, rambling noise etc.). The author found such an excerpt from a recording 
that was made by Hummersone [2006]. It was a live concert recorded straight-to-stereo. Hummersone’s 
recording was made at Turner Sims Concert Hall, University of Southampton, UK. The venue had 450 
audience members and the applause was recorded at a resolution of 48 kHz, 16 bit to DAT. The author 
found a clean portion from Hummersone’s recording. The applause was very dense and random. From this 
excerpt, 4 seconds was taken from the left channel and used for creating a multichannel applause recording. 
The extracted recording was then delayed by multiples of 500 milliseconds. The correlations between the 
five delayed recordings were in the range of ±0.0004 to ±0.0078. The five recordings (one original and four 
delayed applause recordings) were then panned independently to L, R, C, LS and RS channels respectively 
and thus the high anchor was created. The low anchor was created by panning the original version of the 
applause excerpt to the centre channel and thereby avoided effects of comb-filtering that might occur due to 
down-mixing of five applause recordings.
After creating the applause anchors, a small panel of listeners was invited to decide fee loudness 
level to be used in listening tests. Before presenting it to the listeners, the loudness of fee applause 
recording was equalised to approximately 94 phons36. The loudness was calculated objectively using Moore 
el a/'s [1997] model. The small panel of listeners reported that the presented recording was at a 
comfortable loudness level and therefore it was decided to use this as reference for equalising the loudness 
of other stimuli to be used in listening tests. The loudness of the low anchor applause recording was 
equalised to feat of anchor B subjectively by a small panel of listeners. Followed by the usability test, a 
series of listening tests were conducted to evaluate the perceived envelopment by employing applause 
recordings as anchors as described in the following section. The purpose of the listening tests was to collect 
subjective scores for the calibration and validation of Envelometer.
36 It was found from informal listening by fee author that 94 phons is a comfortable loudness level.
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5.4 Details of listening tests
The listening tests for calibration and validation were completed in two phases based on the type of 
stimuli employed in the tests -  Experiment-A and Experiment-B. Each experiment was divided into two 
parts -  one for calibration and the other for validation. Therefore, a total of four separate envelopment 
scores databases were obtained after the completion of the listening tests (Calibration-A, Calibration-B, 
Validation-A and Validation-B). The listening tests for calibration were conducted at the Institute of Sound 
Recording University of Surrey, Guildford, UK; the tests for validation were conducted at the automotive 
division of Bang & Olufsen, Striier, Denmark.
The definition of envelopment used in the experiments is provided in Subsection 5.4.1. The 
subsequent subsections provide descriptions on the experimental setup of listening tests, the details of 
Experiment-A and Experiment-B and analysis of scores obtained from calibration and validation 
experiments.
5.4.1 Description of envelopment given to the listeners
The discussion in Chapter 3 showed that some researchers have used the definition of LEV in 
concert hall acoustics during their experiments while evaluating envelopment in the context of 
multichannel audio reproduction. In concert halls, the sensation of envelopment is mainly due to the late 
lateral reflections from walls, and also tends lo create a sense of spaciousness. In order to study the 
acoustical properties of conceit halls, researchers often asked their subjects to ignore ASW when judging 
listener envelopment. This was because in the early days of such research there was sometimes confusion 
among listeners about these two types of spaciousness. As discussed earlier in this thesis, there may be 
some circumstances in which a sense of envelopment in multichannel audio can be evoked as a result of 
dry sources around the listener as well. However this sensation may not be identical to that experienced in 
concert halls. Therefore it was necessary to make an operational definition of envelopment to suit the 
context of reproduced sound for the purposes of these experiments.
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From the selected definitions of envelopment provided in Appendix C (Section C.2), it can be seen 
that irrespective of the context, the authors had used words such as ‘immersed’, ‘surrounded’, ‘wrapped’, 
‘enveloping’ etc. in the definition of envelopment37.
For this reason, the author provided the following description to the listeners before listening tests:
Envelopment is a subjective attribute o f audio quality that accounts for the enveloping nature o f the 
sound. A sound is said to be envelopine if  it wraps around the listener. Please keep in mind that the 
definition given here only concerns the envelopment experienced by the listener and NOT any envelopment 
that is perceived to be located around the sources.
The first and second sentences were inspired by those descriptions of envelopment given by various 
authors that seemed to be suitable for the judgement of reproduced multichannel programme material. The 
third sentence was given to the listeners to make sure that they only judged their own sensation of being 
enveloped, as opposed to any perceived spreading of individual sources. Moreover, the audible anchors 
provided to the listeners might have played a key role for the subjects to understand the verbal description 
given to them since most listeners were consistent in doing their task.
5.4.2 Experimental setup
The room used for listening tests at the University of Surrey conformed with ITU-R 
recommendation BS.l 116-1. The reverberation time of the listening room at Striier was not measured. The 
room was relatively dead in terms of its acoustical characteristics compared to the room at Surrey. The 
loudspeaker setup for both the listening tests was conformant with ITU-R recommendation BS.775-1 (see 
Fig. 5.3). Subwoofer channels were not used in the listening tests as the focus of the experiment was to 
study envelopment arising from the full-bandwidth reproduction channels. The dimensions of the listening 
rooms and loudspeaker configurations used in UK and Denmark are given in Fig. 5.4 and 5.5 respectively. 
The sound pressure level of the high anchor recording (79.3 dB SPL -  equivalent of 94 phons as mentioned 
earlier) was used as reference to calibrate the loudspeakers at Surrey and Strlier. Therefore, both rooms had 
the same loudness level while conducting listening tests. The listeners who took part in the UK listening
37 Later, the results of a survey conducted by Conetta [2007a] among the members of audio industry also revealed that 
the envelopment involves the sensation of being surrounded by the sound. His report reveals that the words, 
‘surrounded’, ‘immersed’, ‘inside’ or ‘wrapped’ were used to describe envelopment.
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tests were final year Tonmeister students and research students from the Institute of Sound Recording, and 
in Denmark were staff and trainees of the Acoustics Division and Automotive Division of Bang & Olufsen. 
The details of the listening tests such as the number of stimuli, the number of listeners and loudspeaker 
configuration are provided in Table 5.1. At both locations, the loudspeakers were visually masked using an 
acoustically transparent curtain. This was done to prevent listeners from knowing the loudspeaker 
configuration and consequently making a biased decision. The listeners were asked to close their eyes 
whilst entering the listening room at Surrey. The curtain inside the room at Strtier was extended to the 
entrance of the room. Therefore, at both locations, it was assumed that the listeners did not get visual clues 
about the loudspeaker configurations until their tests were finished.
Table 5.1: Details of the listening tests conducted in UK and Denmark
Listening Test No. of 
recordings
No. of 
listeners
Location Loudspeaker
inodel
Loudspeaker
configuration
Calibration-A 84 19
University of 
Surrey, UK
Genelec 1032 ITU-R 
BS.775-1Calibration-B 95 20
Validation-A 30 21
B & 0, Denmark Genelec 1030 ITU-R
BS.775-1Validation-B 35 21
Fig. 5.3: The loudspeaker configuration used for the Experiments A and B
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Fig. 5.4: Listening room setup at IoSR, University of Surrey, UK
B 8c O  listening room (All measurements in millimetres)
Fig. 5.5: Listening room setup at B & O, Struer, Denmark
The user interface used in Validation-A, Validation-B, and Calibration-B is given in Fig. 5.2. 
Calibration-A also used a similar interface to that shown in Fig. 5.2. However, it had six stimuli in one test 
page of the listening test. The stimuli were selected randomly and presented to the listeners in order to
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avoid learning effects. The listeners that took part in the listening test at Surrey had been paid 6 pounds per 
hour. The listeners at Strtier were not paid explicitly for taking part in listening tests since taking part in 
listening tests was part of their job at Bang & Olufsen. At Struer, fee Danish speaking listeners were given 
a copy of the instructions translated into Danish. A copy of the instructions given to fee listeners is given in 
Appendix G.
5.4.3 Details of Experiment-A
As shown in Table 5.1, Experiment-A was conducted in two parts: one for calibration (Calibration- 
A) and another for validation (Validation-A). The tests for calibration consisted of 84 recordings and the 
tests for validation consisted of 30 recordings. Both sets were extracted mainly from commercially 
available music recordings, movies, and live recordings in 5.1 formats (DVD-A; DTS or DOLBY 
encoded). The recordings collected from DVDs generally evoked a highly enveloping experience for the 
listeners. Since it was decided not to employ any processing algorithms in Experiment-A to modify the 
perceived envelopment, more recordings feat could evoke relatively low enveloping experience were 
needed. Therefore, it was decided to use extracts from commercially available audio CDs in 2/0 stereo and 
mono formats. As a result, the perceived envelopment evoked by the selected original recordings ranged 
from the lower to higher portion of the grading scale used in listening tests. A pilot listening test involving 
a small listening panel was conducted in order to confirm whether the selection was as intended.
Esbensen [2002] states feat the best method of validation is test set validation (i.e.. validation using 
a completely new dataset). It is possible feat an album (or a live recording) of an artist might be produced 
by employing the same recording techniques and processing algorithms. Therefore in order to avoid the 
possible similarity in the selected stimuli, the recordings used for Calibration-A and Validation-A were 
extracted from different sources. See Table 5.2 for fee basic details of fee recordings used. A complete list 
of stimuli is provided in Tables H.l and H.3 in Appendix H. According to Toole [1985], a repeat test can 
be used to check fee accuracy, reliability and consistency of listeners. Therefore, it was decided to repeat 
all test conditions.
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Table 5.2: The type and number of recordings used in Experiment-A
Recording Type
Number of Recordings
Calibration-A Validation-A
3/2 stereo (F-B) 31 8
3/2 stereo (F-F) 37 11
2/0 stereo 10 7
Mono 6 4
Total 84 30
5.4.4 Details of Experiment-B
Experiment-B also was conducted in two parts, one for calibration (Calibration-B) and another for 
validation (Validation-B). In contrast to Experiment-A, the stimuli used in Experiment-B included both 
unprocessed and processed recordings. As in the case of Experiment-A, the program material used was 
mainly selected from commercially available DVDs. An excerpt from an audio CD (referred to as CHI.wav 
in Experiment-A and sg_002.wav in Experiment-B later in this thesis) was included since it appeared 
relatively highly enveloping to the author. The author assumed that the excerpt was recorded with ‘near 
coincident’ pairs of directional microphones. Also, the recording appeared to the author to be with some 
out-of-phase effect too. Rumsey [2001] described that small additional timing differences introduced by the 
above microphone technique might help in increasing spaciousness of a recording. Since the 
aforementioned recording evoked high enveloping experience to the author without employing rear 
channels, the author considered it as a special case and decided to include in Experiment-B. 21 and 9 
unprocessed program materials were selected for Calibration-B and Validation-B respectively. The 
unprocessed original program material had either F-F or F-B spatial scene characteristics and evoked a 
relatively high enveloping experience for the listener. The author processed the selected recordings with the 
low pass filtering and down-mixing algorithms listed in Table 4.3 and Table 4.7. In addition, the program 
materials were processed with a number of surround encoders (Aud-X, AACPlus+MPEG SURROUND 
and AAC+MPEG SURROUND) with different bit rates ranging from 64kbps to 320kbps. The author 
listened to them and concluded that including all the processing algorithms was not practical. Therefore, the 
author selected 12 processing algorithms as shown in Table 5.3. The rationale for this selection was simply 
to pick those algorithms that changed the envelopment of programme materials significantly. As a result, 
most of the surround encoding algorithms stood out because the envelopment arising from encoded
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recordings was not changed. However, three algorithms that affected the envelopment have been chosen. 
They were Aud-X at 80kbps, Aud-X at 192kbps, and AACPlus+MPEG SURROUND at 64kbps. Of these, 
Aud-X at 80kbps and AACPlus +MPEG SURROUND at 64kbps were selected because they introduced so 
called “birdies” artefacts [Erne, 2001] and they gave rise to an increased inter-channel correlation. Also, 
since birdies in a surround recording can be considered as an additional source, it is likely that some spatial 
changes might occur. Some decoded signals from Aud-X at 192kbps showed an interesting change in 
envelopment. The signals appeared to the author more enveloping or a larger space was perceived than that 
in the original. The author analysed the signal and found that the level of the surround channels of those 
recordings was increased upon decoding, when compared to that of the original signals. The author 
anticipated that they would be evaluated as more enveloping by the subjects than the original versions.
It was decided to employ an incomplete factorial design in order to save the cost and time of the 
listening tests. According to ITU-R Recommendation BS.l 116-1, the duration of the listening test session 
should be within 20-30 minutes. The recommendation also suggests allowing a rest period that is equal to 
the listening test duration in order to avoid fatiguing the listeners. It was decided to repeat all test 
conditions in order to check the accuracy, reliability and consistency of listeners. With the aforementioned 
requirements, the hours that the listeners spent doing the listening tests would be too large and the author 
anticipated that the accumulated hours would reduce the enthusiasm of listeners. The purpose of the current 
study was not to analyse how different algorithms affect the envelopment but, to get subjective scores for 
predicting envelopment arising from multichannel recordings. Based on all these aspects, it was decided to 
limit the total number of recordings in Calibration-B to 95 (resulting in a total of 190 stimuli presentations 
including repetition).
To reduce the number of stimuli, an approach that Zacharov et al [2003] employed in their listening 
tests was adopted, with some modifications. In their experiment, not all processing algorithms were applied 
to all original recordings. In a similar fashion, the processing algorithms were selected for each original 
recording. However, this selection process was not done by employing a blind randomisation. The reason 
for this decision is described below.
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Zielinski et al [2007b] reported that scores from listeners in different listening tests can vary 
depending on the magnitude of the perceptual attribute associated with each recordings used in one test 
page of a listening test. In their opinion, this variation could be minimised if one test page of the listening 
test contained recordings wife scores ranging from fee top and bottom of the grading scale (spanning fee 
whole scale). If a blind randomisation approach is followed, there is a possibility for an unbalanced (in 
terms of perceived envelopment exhibited by the stimuli) set of stimuli per test page. For example, stimuli 
selected at random may provide only high enveloping experience to fee listeners. Also, the author wanted 
to include stimuli whose envelopment spread on the whole range of fee grading scale. For this reason, a 
semi-random selection process was employed in deciding the processing algorithms to be applied to each 
recording. The semi-random selection process is described below.
Firstly, it was decided to include an original recording and its variations that are processed by 
different algorithms in one test page of the listening tests. It was found that not all recordings were critical 
to the perceptual encoders (even with low bit rates) in terms of envelopment. Therefore it was decided to 
use only those critical recordings in the listening tests. The choice of down-mixing and low pass fdtering 
algorithms to be applied to each original recording was decided in a random fashion. The down-mixing and 
low pass filtering algorithms were numbered from 1 to 9 (after removing three audio codecs and fee 
reference recordings, nine processing algorithms remain, see Table 5.3). A random number generator 
program was used to select which down-mixing or low pass filtering algorithm should be applied to an 
original recording. Since not all processing algorithms to be applied to the original recordings were decided 
randomly (the perceptual encoding algorithms were selected based how critical they were affecting a 
particular recording), the author calls it a semi-random process.
After the semi-random process described above, a small panel of listeners listened to the recordings 
and concluded that the stimuli were unbalanced across the grading scale. According to them, the 
envelopment of the majority of recordings lied on the upper half of the grading scale. Only very few were 
below fee mid-point of fee grading scale. Therefore, it was decided to include more recordings that can 
produce less enveloping experience. To achieve this, either a recording processed wife 1/0 (mono) or 2/0 
(stereo) down-mixing algorithm was included in each test pages of fee listening test after removing some 
recordings feat produced higher enveloping experience.
163
Chapter 5: Development of an objective model for predicting envelopment
A similar strategy of randomisation was followed for selecting recordings to be used in Validation-B 
as well, but no attempt was made to replace high enveloping recordings with low enveloping recordings 
since the total number of recordings was relatively lower compared to that in Calibration-B.
The loudness of all the recordings (in Experiment-A and Experiment-B) were equalised first using 
Moore et al's [1997] model to 94 phons and then by a small panel of listeners.
Table 5.3: The processing algorithms applied to program materials in Experiment-B
Process
No.
Type Algorithm No. of Recordings 
(Calibration-B)
No. of Recordings 
(Validation-B)
1 Reference - 21 9
2
Low bit-rate 
audio coding
Aud-X codec at 80kbps 1 9 5
3
Low bit-rate 
audio coding
Aud-X codec at 192kbps 9 3
4
Low bit-rate 
audio coding
Coding Technologies algorithm 
at 64kbps (AAC Plus combined 
with MPEG Surround)
6 3
5
Bandwidth
limitation
L, R, C, LS, RS -  bandwidth in 
all channels limited to 3.5kHz
6 3
6
Bandwidth
limitation
L, R, C, LS, RS -  bandwidth in 
all channels limited to 10kHz
5 1
7
Bandwidth
limitation
Hybrid C: L, R -  18.25kHz; C -  
3.5kHz;
LS, RS -  10kHz
6 1
8
Bandwidth
limitation
Hybrid D: L, R -  14.125kHz; C -  
3.5kHz;
LS, RS-14.125kHz
5 2
9
Down-mixing 3/0 down-ntix. The content of the 
surround channels is down-mixed 
to the three front channels 
according to ITU-R BS.775-1 
Rec.
5 3
10
Down-mixing 2/0 down-mix according to ITU- 
R BS.775-1 Rec.
5 1
11
Down-mixing 1/0 down-mix according to ITU- 
R BS.775-1 Rec.
7 2
12
Down-mixing 1/2 down-mix, the content of the 
front left and right channels is 
down-mixed to the centre 
channel. The surround channels 
were unchanged.
6 1
13
Down-mixing 3/1 down-mix. The content of the 
rear left and right channels were 
down-mixed to mono and panned 
to LS and RS channels. The front 
channels were unchanged [ITU-R 
BS.775-1]
6 1
Total 95 35
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5.4,5 Analysis of subjective scores from validation and calibration listening tests
The scores obtained from Experiment-A and Experiment-B were analysed in order to check whether 
the newly devised listening test is useful and whether it could differentiate between different program 
materials (and to check whether there is any reduction in range equalisation bias). Before the analysis, it 
was decided to screen the data to remove outlying listeners in terms of consistency and reliability using the 
two sets of scores that they have provided during tests and repeats. A number of statistical measures were 
used in order to identify the outlying listeners. A detailed analysis of the screening is not covered here but 
is provided in Appendix K. Two types of comparison are given in this subsection. The first provides some 
example results obtained from the two locations, shows that the listeners understood the instructions and 
checks whether the methodology is successful. The second analyses the effectiveness of the new 
methodology in reducing range equalisation bias. The analyses were conducted after removing the scores of 
unreliable listeners.
5.4.5.1 Example results
Since the purpose of the listening tests were to create a database for developing the Envelometer, 
there was a small number of recordings (perhaps one or two) common to both groups (calibration and 
validation) in the listening tests conducted at the two locations. Therefore it was not possible to compare 
the responses of the listeners from two locations in an effective manner. However, a comparison between 
different types of recordings (for Experiment-A) and some processed recordings (for Experiment-B) is 
done here. For the comparison, the mean scores obtained for the recordings in Experiment-A and 
Experiment-B with similar characteristics were analysed. In Experiment-A, as seen from Table 5.2, three 
types of recordings were used. Fig. 5.6a shows that the mean envelopment scores of selected 3/2 stereo 
recordings in Calibration-A span between 25 and 85. From Fig. 5.6b, it is can be seen that the mean 
envelopment scores of 3/2 stereo recordings in Validation-A span approximately between 40 and 80. This 
phenomenon is due to the wide and varied audio scene characteristics of 3/2 recordings. In Fig. 5.6a, the 
recordings evaluated at the bottom of the grading scale contained speech in the centre channel with slight 
reverb content in the remaining channels and thus produced a less enveloping experience to listeners. In
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contrast, those recordings evaluated at the top of the grading scale were direct or reverberant sources 
panned across all channels and thus they produced a highly enveloping experience for the listener.
Figs. 5.7a and 5.7b show the envelopment scores of several 2/0 stereo recordings used in 
Calibration-A and Validation-A respectively. It can be seen from the graphs that the envelopment of 2/0 
stereo recordings, except CHI,wav, were evaluated around the middle range of grading scale. From Fig. 
5.7a, it can be seen that the mean envelopment score of CHI .wav was close to the score of fee high anchor 
recording. This means that even 2/0 stereo recordings could evoke relatively high enveloping experience to 
the listeners if specific recording or processing techniques are employed during production. The two 
excerpts Mozl.wav and Moz4.wav were graded relatively higher than some other 2/0 stereo recordings. 
The two recordings were orchestral pieces and feus they might have appeared wider or more enveloping to 
the listeners than pop or rock recordings.
Bach4.wav Dixie3.wav movies1.wav
Clapton16.wav Jean8.wav Sting7.wav
recording
Fig. 5.6a: Envelopment scores obtained for 3/2 
stereo recordings (Calibration-A)
ExpA_\AM_sgJM .wav Expj\Vyid_sgJD.wav
&pA_Vti!id_ag_p3.wav &  pA_\Alid_sg_16.wav
BcpA_Wid_sg_D8 .wav &pA_VMid_s g_17 .wav
recording
Fig. 5.6b: Envelopment scores obtained for 3/2 stereo 
recordings (Validation-A)
The plots given in Figs. 5.8a and 5.8b are the examples of mono recordings used in Calibration-A 
and Validation-A respectively (the recordings were male/female voice, solo instruments such as violin and 
guitar, wind/brass instruments and percussions). According to the graphs, the mono recordings have 
relatively low envelopment, since listeners evaluated them at fee bottom of fee grading scale. From Fig. 
5.8a, a recording MA21.wav appears to be evaluated lower than fee rest. The author analysed this recording
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and found that it was an excerpt of oboe solo. The oboe recording might have appeared less enveloping to 
the listeners due to difference in temporal structure of the oboe signal compared with that of other 
recordings. This may also happen if the loudness of the signal is lower than that of other recordings. This 
difference in loudness might have happened during the preparation of stimuli. Since the scores obtained for 
unprocessed recordings ranged from top to bottom of the grading scale, it can be concluded that this 
method can be used to differentiate between the different unprocessed program materials in terms of their 
envelopment.
The changes in perceived envelopment after applying processing algorithms to the original 
recordings in Experiment-B are program dependent. Since, in Experiment-B, an incomplete factorial design 
was employed, a complete set of listening test scores associated with each processing algorithms was not 
available. Therefore, only example results of some program materials and their associated processed 
recordings are provided. A few examples of the scores obtained for the original and the processed 
recordings are provided in Figs. 5.9-5.11.
recording
EtpA_\*lid_rg_I3 .uiav &pA_\&lid_sg_25.t!)av &pA_Vj!id_sg_33.ijj3v
E«pA_\6lid_sg_2‘l.ui3v &pAA*lid_s0 .wav
recording
Fig. 5.7a: Envelopment scores obtained for 2/0 Fig. 5.7b: Envelopment scores obtained for 2/0 stereo 
stereo recordings (Calibration-A) recordings (Validation-A)
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recording
96.00
90.00
70.00
60.00
>
Z  SO .00 
111
40.00
30.00
20.00 
to.oo
&pA_\*l!d_f 0_34.«av B p  AJvtilid_sgJS7 .irav
BpA_Vfclid_sg_35.wav Exp A_V<]lid_sg JSS .wav
recording
Error B a rs  sh o w  95.0% Cl of Mean
I
 ------------j------------     r
Fig. 5.8a: Envelopment scores obtained for mono Fig. 5.8b: Envelopment scores obtained for mono 
recordings (Calibration-A) recordings (Validation-A)
A similar trend as seen in the case of Experiment-A was observed in the results of Experiment-B. 
All original recordings used in Experiment-B were of F-F or F-B audio scene characteristics and therefore 
were able to produce a highly enveloping experience compared to typical mono or 2/0 stereo recordings 
although there were some exceptions. For this reason, as seen in Figs. 5.9a and 5.9b, the scores obtained for 
original recordings spanned from the top end to the mid-point of the grading scale. The recordings 
sg_002.wav and CHI.wav were the same and were evaluated using the higher portion of the grading scale 
as seen in Fig.5.7a and 5.9a. The envelopment of 1/0 down-mix of sg_002.wav (see sg_002_iover0.wav in 
Fig. 5.10a) was evaluated significantly lower. Its mean envelopment score was approximately 20 and the 
95% confidence interval appeal* similar to those shown in other graphs provided. However, it can be seen 
from Figs. 5.10a and 5.10b that the perceived envelopment of some recordings processed with down- 
mixing algorithms was relatively lower than their original version (e.g. sg_006_3over0.wav). Interestingly, 
the perceived envelopment of some recordings (e.g. sg_001_2over0) does not have a greater difference 
despite the fact that one was original and the other was processed with a down-mixing algorithm. This 
might be due to the difference in the audio scene characteristics between the unprocessed program 
materials. The former cases were F-B recordings whereas the latter cases were F-F recordings and these 
recordings might have responded differently to the processing algorithms. It can be seen from the graphs
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that the scores obtained for original recordings with different audio scene characteristics were graded at 
different positions on the grading scale and the effect of range equalisation bias might be minimised 
compared to that seen in MUSHRA based listening tests. If the test paradigm was based on MUSHRA, the 
scores of envelopment obtained for the unprocessed program materials would have been evaluated at the 
top of the scale (score 100) irrespective of the actual sensation of envelopment evoked.
Figs. 5.11 a and 5.1 lb show the envelopment scores obtained for two program items of Calibration-B 
and Validation-B. From these it can be seen that low pass filtering has some effect on envelopment since 
the recordings sg_005_10000Hz, sg_0l4_Hybrid_C (both from Calibration-B), sg_007_Hybrid_C and 
sg_020_Hybrid_C (both from Validation-B) have lower mean envelopment scores than their corresponding 
original recordings. Some frequency components or even sound sources might have disappeared due to low 
pass filtering and that might have affected the envelopment.
The graphs also show how the envelopment arising from some recordings processed with surround 
encoders were evaluated. Interestingly, the mean envelopment scores (although the 95% confidence 
intervals are overlapped) of some recordings processed with Aud-X 192kbps were greater than their 
originals (compare scores of sg_005, sg_014, sg_005_AudX_l92 and sg_014_AudX_192 in Fig.5.1 la and 
sg_007, sg_020, sg_007_AudX_192 and sg_020_AudX_192 in Fig.5.1 lb). However, the difference 
between the scores was smaller when the original recording was highly enveloping. This phenomenon can 
be observed in the scores of sg_005 and sg_005__AudX_192 in Fig. 5.11a. As mentioned earlier, this 
difference might be due to the increment in the absolute level in the rear channels.
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sg 001.wav sg_003.wav sg_008.wav sg_007.wav sg_0t8.wav sg_029.wav
sg_fl02.wav sg_004.wav sg_013.wav sgJ10.wav sg_028.wav sg_034.wav
recording recording
g. 5.9a: Envelopment scores obtained for original Fig. 5.9b: Envelopment scores obtained for original
recordings (Calibration-B) recordings (Validation-B)
80.00 
80.00
70.00
60.00 
60.00
40.00
30.00 
2000
10.00
sg_DD1_2ovet0.wav sg_003_1ovei0.wav sg_0O6_3overfJ.wav
sg_002_loxrai0.wav sg_004_2oveifi.wav sg_013_3ovei0.wav
recording
Error Bars show 95.0% Cl of Mean
T--------1--------1--------1--------1--------T
sg_016_3ovetfl.wav sg_028_1over0.wav sg_034_2ovei0.wav
recording
Fig. 5.10a: Envelopment scores obtained for down- Fig. 5,10b: Envelopment scores obtained for down- 
mixed (Calibration-B) mixed recordings (Validation-B)
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recording recording
Fig. 5.11a: Envelopment scores obtained for two Fig. 5.11b: Envelopment scores obtained for two
programme materials (Calibration-B) programme materials (Validation-B)
The graphs also show that the recordings processed with Aud-X 80kbps and AACPlus+MPEG 
SURROUND were evaluated differently to their associated original recordings. By looking at the scores of 
sg_005, sg_005_AudX_80, sg_014 and sg_014_64000_aac, it can be seen that the mean envelopment 
scores are lower than the originals. This conclusion is based on the observed tendency and the difference 
between the scores cannot be proved since the author did not check whether the differences are statistically 
significant. There might be three reasons that the aforementioned surround encoded recordings evoked poor 
envelopment. Firstly, it is well known that the high frequency components are removed when an audio 
signal is encoded with perceptual encoders [Erne, 2001], Absence of high frequency components means 
that some sound sources or instruments disappear from the audio scene and this in turn might reduce the 
degree of envelopment. Secondly, there might be a difference in envelopment due to the increase in inter­
channel correlation which in turn might increase the correlation between signals (refer Fig. 5.17) at the 
right and left ears of listeners. It is shown in Table 5.4 and 5.5 that the magnitudes of the inter-channel 
correlations of the recordings encoded with surround encoders was larger when compared to the original 
recordings. An increase in correlation between left and right ears might cause a reduction in perceived 
envelopment [Blauert, 2001]. Lastly, the listeners might have evaluated them lower than the actual
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envelopment sensations since birdies affected the quality to greater extent and this in turn biased or 
distracted the listeners.
Table 5.4: the inter-channel correlations of selected recordings used in Calibration-B
Correlation/
Recording sg_005
sg_005
(AudX80k)
Sg_005
(AudX192k) sg_014
sg_014
(MPS64k)
sg_014
(AudX192k)
L vs. R 0.5973 0.5672 0.474 0.5933 0.5899 0.5346
L vs. C 0.2266 0.4556 0.3299 0.7024 0.7676 0.6653
L vs. LS 0.1693 0.9502 -0.1901 0.0929 0.864 -0.065
L vs. RS 0.0167 0.5082 0.2285 0.1033 0.6058 0.1615
R vs. C 0.1406 0.3941 0.2723 0.7996 0.9095 0.757
R vs. LS 0.02 0.4657 -0.2222 -0.1477 0.7062 -0.2157
R vs. RS 0.1048 0.8971 0.337 -0.1047 0.9431 0.0544
C vs. LS -0.0164 0.417 -0.2247 -0.0934 0.8314 -0.2111
C vs. RS 0.015 0.4141 0.2344 -0.0449 0.9228 0.1068
LS vs. RS 0.2036 0.4655 -0.5437 0.9007 0.7442 0.049
Table 5.5: the inter-channel correlations of selected recordings used in Validation-B
Correlation/
Recording sg_007
sg_007
(AudX80k)
sg_007
(AudX192k) sg_020
sg_020
(MPS64k)
sg_020
(AudX80k)
sg_020
(AudX192k)
L vs. R 0.6146 0.6301 0.5685 -0.0346 0.3331 0.6728 0.0484
Lvs. C -0.0058 0.1454 0.0412 0.6448 0.5082 0.617 0.5403
L vs. LS 0.5741 0.9641 0.2711 -0.0089 0.2247 0.9828 -0.2341
L vs. RS 0.501 0.6404 0.4166 0.6251 0.3004 0.6805 0.4185
R vs. C -0.0237 0.1281 0.0249 0.6827 0.8975 0.7537 0.5677
R vs. LS 0.4589 0.6246 0.2181 -0.0126 0.1995 0.642 -0.1486
R vs. RS 0.6208 0.9483 0.5282 -0.6796 0.7583 0.9863 -0.093
C vs. LS -0.0074 0.1459 -0.1064 -0.0157 0.3013 0.5794 -0.2931
C vs. RS 0.0084 0.1457 0.1242 -0.0644 0.8122 0.7434 0.2702
LS vs. RS 0.6546 0.6601 -0.133 -0.0009 0.1886 0.6572 -0.6271
In Figs. 5.6a-5.11b, 95% confidence intervals are also plotted. The 95% confidence intervals of
Calibration-A and Validation-A are approximately within 10% of the maximum range of the grading scale. 
This magnitude of the confidence intervals is typical for a listening test in which an original recording is 
given for comparison during the tests [Zielinski et al, 2005a], Similarly, it can be seen from the figures that 
the 95% confidence intervals of Calibration-B and Validation-B are also within 10% of the maximum range 
of the grading scale and is comparable to that of Experiment-A.
From the examples given above, an insight into the way that the listeners used grading scale has 
been obtained. It may be said, with reservations, that the proposed method of introducing audible anchors
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in listening tests instead of hidden anchors is useful since the confidence intervals are comparable to that of 
a typical listening test.
It was seen from the above analysis that the novel listening test methodology can differentiate 
between different original program items. However, the author does not mean that MUSHRA methodology 
used in Chapter 4 for evaluating other attributes is poor in identifying the perceptual differences between 
the recordings. It should be noted that the MUSHRA methodology was designed to evaluate higher level 
quality attributes like BAQ, which is difficult to evaluate in its absolute sense. The proposed methodology 
was designed exclusively for evaluating perceived envelopment, which is more unidimensional in character 
compared to BAQ. This methodology can be adapted for evaluating other low level attributes (for example, 
ensemble width), provided that appropriate anchors are chosen.
5.4.5.2 Effect of range equalisation in the new methodology of listening tests
In Chapter 4 (subsection 4.5.1.1). it was demonstrated that the scores obtained from MUSHRA 
based listening test paradigm can be affected by range equalisation bias. The author showed in Figs. 4.9 
and 4.10 that all the original recordings used in the listening tests were given the best score (100) 
irrespective of the spatial scene characteristics. A similar analysis was carried out on envelopment scores. 
The scores obtained from Calibration-B were considered for the analysis. The mean envelopment scores 
(MES) obtained for the original recordings (in 3/2 stereo format) and mono down-mix recordings were 
used for analysis. The scatter plots of original (unprocessed) and down-mixed mono recordings are 
provided in Fig. 5.12a. From the scatter plot, it is clear that the down-mixed mono recordings were 
evaluated using the bottom portion of the grading scale. All of them were within the range 15 to 25. The 
scores obtained for the unprocessed recordings (with different spatial scene characteristics) shown in Fig. 
5.12a vary on the grading scale unlike the scores of the down-mixed recordings (and unlike the case of a 
listening test based on MUSHRA paradigm as shown in Fig. 4.9 for SSF) on the bottom of the graph. This 
means that the observed variation in scores indicates the changes in level of perceived envelopment evoked 
by different original recordings.
173
Chapter 5: Development of an objective model for predicting envelopment
C 60-
eO. SO
io 30-
f 'i"
J ? o i"
1"!'
9 i 
: o
1 1 1 I ‘I
-6-6-
: 6
Process Unprocessed 
1 DownMix_1/0
1 2 3 4 5 6 7 8 9  10 11
Recordings
—iT -r~i13 14 IS 16 17 18 19 20 21
O °-9°- *3 (0■g 0.60-
.ffi
O 0.70-
•n
V 0.60- 
0o
4-1 o .so-ts
Qj 0.40-
(J 0.20-
~i~6- -0-0
9 j j i
A 1 i*
~i—i" i i I1 -r-t-
-o-
Procass * O Unprocessed 
ODownMxJfl
T"r
.6,1.
i  1 i" i i I I M-1 2 3 4 S 6 7 8 9 10 11 12 13 14 15 IG 17 18 19 20 21
Recordings
Fig. 5.12a: MES of unprocessed and mono 
recordings
Fig. 5.12b: IACC values calculated at 0° head 
orientation of the unprocessed and mono recordings
Fig. 5 .12b shows the scatter plot of IACC measurements (Iraw) calculated with the dummy head at 0° 
head orientation for the original and down-mixed recordings used in Calibration-B. From the graph, it can 
be seen that the IACC values for the down-mixed recordings are equal to unity, as seen for those down- 
mixed recordings in Chapter 4 (see Fig. 4.11). The IACC measurements of the original recordings are also 
scattered on the grading scale in a similar manner to the corresponding MES values presented in Fig. 5.12a. 
From this, it can be said that the range equalisation bias in the novel listening test methodology is reduced. 
However, a conclusive statement about the extent to which the range equalisation bias was reduced cannot 
be made. From the above discussion, the author anticipates that the envelopment scores of the current 
project can be predicted without applying any rescaling strategy to the features (this is similar to the 
strategy proposed in Subsection 4.5.1.1). Remember that the rescaling methodology employed for 
developing some features presented in Chapter 4 required the use of original recording and hidden anchors 
for computing the features used in the models. If it is possible to develop features without employing 
original recordings, the author speculates that an unintrusive model could be built.
5.4.6 Calibration and validation databases
The envelopment scores after screening were averaged across the stimuli (MES) and formed the 
databases for calibration and validation. The database for calibration was created by combining the scores
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obtained from Calibration-A and Calibration-B experiments (conducted at the University of Surrey) 
resulting in a total of 179 recordings. In addition, the applause recordings (A2 -  the high anchor and Al -  
the low anchor) were also included in the calibration database. Since the anchor recordings were not 
evaluated by listeners during the listening tests, the values corresponding to their position on the grading 
scale (15 and 85 for Al and A2 respectively) were assigned to them while including them in the calibration 
database. The database for validation was created by combining the scores obtained from Validation-A and 
Validation-B experiments (conducted at Bang & Olufsen, Striier) resulting in a total of 65 recordings.
5.5 Features extracted for predicting envelopment
The author uses five types of features for predicting the envelopment scores obtained front the 
listening tests reported in the previous section. The first type is based on IACC measurements and its 
purpose is to inode! the width of perceived sound sources. The second type is based on Karhunen-Loeve 
Transform (KLT) and involves features that model inter-channel correlation (or coherence), area of sound 
distribution and coverage angle of sound around the listener. Thirdly, features based on the ratio of signal 
energies were introduced in order to model the influence of signal energies in envelopment. The fourth 
feature was designed to model spectral shape of the signals. Finally, a fifth feature was employed to model 
the temporal structure of the signal. The following subsections discuss the details of the features developed 
for predicting envelopment scores.
5.5.1 Features based on IACC measurements
As mentioned earlier, researchers such as Mason et al [2004] used IACC for modelling perceived 
source width. In addition, Hiyama et al [2002] proposes that IACC is closely related to spatial impression. 
Since the description of envelopment and spatial impression has some similarity [Griesinger, 1999], the 
author considers that IACC could be useful for predicting envelopment. Also, the author successftilly 
employed a number of features based on IACC measurements in Chapter 4 while predicting SSF (see 
[George et al, 2006a]). Zielinski et al [2005a] reports that envelopment may be an attribute that contributes 
to SSF. If IACC based features were successfully employed in predicting SSF, the author hypotheses that it 
could be useful for predicting envelopment. For these reasons, the author proposes that IACC-based 
features could be helpful in predicting envelopment scores.
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Berg and Rumsey [2006] reported that envelopment can be considered as ‘extended width' in the 
context of multichannel audio reproduction. The author proposes that IACC measurements at different head 
orientations could model such a concept of envelopment as ‘extended width’. The following subsections 
discuss the IACC-based features developed for predicting envelopment.
5.5.2 Features based on broadband IACC
As a first step, it was decided to check whether a simple feature based on IACC measurements 
(called broadband IACC) could help in predicting envelopment scores. The computation procedure of 
broadband IACC in this study is the same as that of the broadband IACC feature (Iraw) used in the first 
phase of the current project reported in Chapter 4. As in the previous study, this feature was developed 
using a simplified form of binaural processor proposed by Karjalainen [1996] as shown in Fig. 4.7. The
inputs to the binaural processor were synthetic binaural recordings created using the HRTF impulse
38response database of Gardner and Martin' [1994]. The synthetic binaural recordings were then divided 
into frames of size 2048 samples and momentary IACC values were computed using Equations (4.12) and 
(4.13) and the resultant values were averaged across the frames. A raw broadband IACC was calculated 
only for 0° head orientation (Ibbo)- The computed values were then analysed (using correlation analysis and 
a scatter plot) to establish whether there is any relation with envelopment scores. The analysis showed a 
negative correlation (R = -0.6) between the above feature without any transformation and envelopment 
scores. A negative correlation coefficient means that the feature is inversely related to envelopment scores. 
The RMSE of a regression model using this feature was relatively low. The author visually examined the 
scatter plots for broadband IACC at 0° head orientation and envelopment scores to verify the observation 
(see Fig. 5.13a).
It is evident from Fig. 5.13a that an inverse relationship between the envelopment scores and 
broadband IACC exists as the IACC values for recordings with high envelopment are low. The scatter plot
38 The HRTF impulse responses of Gardner and Martin [1994] were measured using dummy heads at a distance of 
1.4m from the loudspeakers. The listening tests of the author were conducted with loudspeakers 2.2m away from the 
listener. One may ask whether this make any difference in calculated values of IACC with actual values. In practice, 
such a difference in distance between the ears of a listener and sound source creates larger intensity of sound at the 
entrance of the ears. It can also create differences in perceived distance and width of the sound sources. Supper [2005] 
employed an algorithm to compensate this difference while attempting to predict source location of reproduced sounds. 
Hie author hypothesises that this discrepancy in distance between loudspeakers and dummy head would not make 
significant difference and can be considered as an adequate approximation.
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of IACC values and envelopment scores follow a reasonably good linear path on the graph. This supports 
the results from the correlation analysis (moderate correlation). Additionally, it can be seen from the scatter 
plot that the recordings with low envelopment scores -  mainly those recording having content only in 
centre channel -  are clustered. The shape of fee scatter plot supports the results obtained from the 
correlation analysis and regression model, even though some recordings were not predicted well. It can be 
seen from Fig. 5.13a that some scores and IACC values follow a logarithmic path on the scatter plot. This 
shows the possibility of a logarithmic transformation.
It was discussed in Chapter 4 that a cubic transformation on Iraw has shown significant improvement 
in performance with FSF scores. Inspired by this, it was decided to check fee effect of cubic and other 
transformations on Ibbo- For this, the Curve Estimation Tool (CET) in SPSS 13.0 was used. The results (see 
Table L2 in Appendix L) show that a logarithmic transformation was not successful as the correlation 
between predicted envelopment scores and actual envelopment scores was reduced when compared to the 
correlation obtained from a feature without any transformation applied. The results also show that a 
regression model built with a cubic transformed IACC feature has the highest improvement in performance 
as the correlation of predicted vs. actual envelopment scores improved from 0.6 to 0.78 (approximately 
29% improvement) upon modification. It is not surprising that the performance of IACC-based features 
improved with a nonlinear transformation, since fee human auditory system is nonlinear in its 
characteristics. Researchers such as Cabot [1977], Palomaki et al [1999], Venegas [2006] etc. have used 
nonlinear transformations for predicting spatial attributes like source location. However, without inspecting 
scatter plots, it cannot be said whether the transformation can be used. Therefore it was decided to inspect 
fee scatter plot (see Fig. 5.13b) of cubic transformed Ibbo and envelopment scores. From tiie scatter plot, it 
can be seen that the scores based on IACC features without the cubic transformation (see Fig. 5.13a) were 
distributed more uniformly than the scores based on cubic transformed features. Also, fee scores based on 
cubic transformed features form two distinct groups o f data points as encircled in Fig. 5.13b. These 
groupings of data in the scatter plot are not the characteristics of a good regression model. Consequently, 
the author was not convinced about the improvement in performance of fee cubic transformed IACC in fee 
current context and therefore decided not to apply any transformation to the IACC features.
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IBBO IBBO cubic
Fig. 5.13a: Scatter plot of broadband IACC values Fig. 5 .13b: Scatter plot of the predicted scores based
at 0° head orientation vs. MES values (calibration 
database)
on cubic transformed IACC feature at 0° head 
orientation vs. MES values (calibration database)
5.5.2.1 Features based on octave frequency band IACC
It was already shown in Chapter 4 that several features based on IACC measurements computed 
from an octave-band filterbank were useful for predicting spatial fidelity attributes. In addition. Mason and 
Rumsey [2000] showed that a feature based on octave band IACC measurements were correlated to 
envelopment. Therefore, it was decided to apply the same principle of measuring IACC from the output of 
an octave-band filterbank.
The first step for computing the octave-band IACC features was to divide the synthetic binaural 
signal into frames of 2048 samples. Following this, the signal was passed through an octave-band 
filterbank. The average IACC values across the frames were computed using Equation (4.12) for frequency 
bands with centre frequencies of 500Hz, 1000Hz and 2000Hz. It was shown in Chapter 4 that IACC 
measurements from the above frequency bands were highly correlated to the spatial fidelity scores. This 
idea was obtained from the experiments of Hidaka et al [1995], They proposed that IACC values from the 
above frequency bands are most useful for predicting ASW. The author proposes that the same would be 
true for predicting envelopment arising from multichannel audio recordings. The aforementioned IACC 
values were then averaged across the octave-bands to form a single value as per the suggestion of Beranek 
[1996],
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It was decided to measure IACC at different head orientations because of the reasons mentioned in 
Chapter 4 (see Subsection 4.5.2.6). The technique o f turning the dummy head was previously employed by 
Pulkki eta! [1999] while they attempted to analyse virtual sound source attributes. The reason for this was 
to model the effect of head movements of a listener during listening. Thurlow et al [1967] state that rotation 
of head leads to clear changes in ITD and IID. Recent studies of Kim et al [2007] support this theory. In 
addition, Kim et al [2008] reported that head movements are most effective for the perception of 
envelopment. Hence the author hypothesises that the IACC measurements at different head orientations 
would help in predicting envelopment. Typical head movements by a listener are normally limited to 
several degrees, but the author explored the possibility of rotating the head movements beyond the limit of 
typical values (ranging from 0°, to 330° in 30° steps measured clockwise) since they essentially provide 
more information about the spatial characteristics of the recording. Thus, the average of IACC 
measurements from three octave bands were computed for the above head orientations and resulted in 11 
IACC values (IACCobo> IACCob30i - • • •!ACCobsoo tuid IACCob33o)-
In order to reduce the number of features o f similar characteristics and to combine information from 
both sides of the listener, the IACC values from two symmetric head orientations were combined by 
averaging them. An example of this is I0bo formed by averaging the IACC values computed from 30° and 
330° (-30° if measured anticlockwise) head orientations. A flowchart for computing I0bo. the average of 
IACC values at 0° and 180° head orientation is given in Fig. 5.14. The motivation behind averaging IACC 
measurements was that an averaged IACC value I0bo showed an increased correlation than a direct IACC 
measurement (IACC at 0° head orientation) upon informal prediction. The correlation has increased from 
0.62 to 0,65. In the figure, the IACC processor computes the average IACC across all frames. A similar 
procedure was followed for computing IACC values for other head orientations. Thus six features, I0bo> 
Iob3o» Iob6o, Iob9o< Iobi20 and Iobi5o were obtained from the average of the head orientations at ±0° (0° and 
180°), ±30° (30° and 330°), ±60° (60° and 300°), ±90° (90° and 270°), ±120° (120° and 240°) and ±150° 
(150° and 210°) respectively.
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Fig. 5.14: Procedure for computing averaged IACC
The aforementioned values of IACC measurement were analysed further to check whether they are 
useful for predicting envelopment scores; the results are summarised in Table 5.6, Figs. 5.15a and 5 .15b. It 
can be seen that there is a reasonably good linear relationship between envelopment scores and IACC 
values, since they show high correlation. Also, a regression model using only one averaged octave-band 
IACC measurement shows low RMSE (<15%). From Table 5.6, it can be seen that the correlation between 
envelopment scores and some IACC measurements (at head orientations 60°, 120° etc.) are slightly higher 
than that between envelopment scores and IACC measurements at 0° head orientation. From the scatter plot 
given in Fig. 5.15a, it can be seen that the recordings having low envelopment scores (those recordings 
only having content in centre channel) are grouped. Also, the envelopment scores o f recordings that 
showed intermediate values were poorly predicted as the scores are scattered all over the graph. From the 
scatter plot given in Fig. 5.15b, it can be seen that the scores are less scattered compared to that shown in 
Fig. 5.15a. Tills means that the averaged octave-band IACC measurement at 60° head orientation was 
slightly better in predicting the envelopment scores than the averaged octave-band IACC measurement at 0° 
head orientation.
The effect of transformations was also analysed using CET and scatter plots -  see Table L2 in 
Appendix L for results. From the example scatter plots given in Figs. 5.16a and 5.16b, it can be seen that 
the IACC features without cubic transformations (see Figs. 5.15a and 5.15b) have better performance than
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the IACC features with cubic transformation since the predicted scores for non-transformed IACC features 
are uniformly scattered on the graph (Fig. 5.15b). Therefore, it was decided not to apply any 
transformations to the octave band IACC features as the scatter plot did not show the characteristics of a 
good regression model.
Table 5.6: Results of transformation (averaged octave band IACC features)
Name Correlation (linear) RMSE (linear) Correlation (after cubic 
transformation)
Percentage increment 
in correlation
loBO 0.653 14.81 0.794 21.59
IoB30 0.694 14.09 0.810 16.71
h)BbO 0.764 12.63 0.855 11.91
IoB<X> 0.706 13.84 0.804 13.88
IoBI20 0.733 13.30 0.819 11.73
loBI50 0.625 15.27 0.758 21.28
IOBO IOB60
Fig. 5.15a: Scatter plot of averaged octave band Fig. 5.15b: Scatter plot of averaged octave band
IACC measurements at 0° head orientation vs. MES IACC values at 60° head orientation vs. MES values 
values (calibration database) (calibration database)
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IBBO_cubic
Fig. 5.16a: Scatter plot of cubic transformation 
applied to averaged octave band IACC values at 0° 
head orientation vs. MES values (calibration 
database)
5.5.3 Features based on KLT
IBB60_cubic
Fig. 5.16b: Scatter plot of cubic transformation 
applied to averaged octave band IACC values at 60° 
head orientation vs. MES values (calibration 
database)
The Karhunen-Loeve Transform (KLT), which is similar to principal component analysis, is an 
optimal transform in the sense of mean-square-error and is useful in a variety of applications such as data 
compression, image processing and pattern recognition [Zhu et al, 1994]. Yang et al [2003] showed that 
KLT can be used for removing the inter-channel redundancy of multichannel audio. Later, Henning et al 
[2006] and Jiao et al [2007a] studied the perceptual importance of KLT in 5-channel audio and reported 
that the order of KL-transformed signals (eigen channels) are hierarchical according to their spatial 
perceptual importance. A number of features were computed based on KLT as described in the following 
subsections.
5.5.3.1 KLT for modelling inter-channel correlations
Blauert [2001: p.272] discusses that summing localisation occurs when more than a number of 
sound sources are placed around the listener regardless of their position. He showed that the location of the 
auditory event can vary, depending on the coherence (or correlation) o f the signal components. A few 
examples given by him are reproduced in Fig. 5.17. The figure shows that the auditory event appears wider 
when the coherence between the signals is smaller (closer to zero). It was seen earlier that the envelopment 
of those recordings processed with surround encoders was evaluated lower than their associated original
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recordings. This observation might be true even for the unprocessed recordings if the observation of 
Blauert is considered and therefore a feature that models the inter-channel correlation could help in 
predicting envelopment scores. This is done by computing the correlation coefficient between pairs of 
loudspeaker signals. However, this means that for 5-channel audio signals 10 different combinations of 
correlation coefficients would have to be calculated, as seen previously in Tables 5.4 and 5.5. Ideally, it 
would be desirable to have a single metric, or a few metrics, rather than 10 separate ones, accounting for an 
overall level of inter-channel correlation. This can be achieved by using a metric based on the percentage of 
variance explained by the first KLT eigen channel. The computation of percentile variance is described 
below.
> ' A  ,
k-1 k~=0.5 k~=0.2
Fig. 5.17: Locations of auditory events for 4 bandpass-filtered noise signal with different degrees of 
coherence, where k is the degree of coherence [Blauert, 2001]
For computing percentile variance, KLT39 was performed on 5-channel audio signals. The method 
used for computing KLT was similar to the one that employed by Henning et al [2006] (see Fig. 5.18). The 
quantities e l ,  e2 etc. are the eigen channels obtained after KL-transforming the 5-channel recordings. The 
eigen channels are a linear combination of original signals. By definition, the first eigen channel (e l)  
explains the greatest variance. The second eigen channel explains the next largest variance and so on. If the 
variance of e l has a high magnitude when compared with the others, it means that the original signals are 
highly correlated. The KLT variance of a classical recording having F-B spatial scene characteristics 
(clearly distinguishable sound sources in front channels are reverb sounds in rear channels) is given in Fig. 
5.19. It can be seen that approximately 82% of the variance was explained using the first two eigen 
channels. In contrast, if the variance of the eigen channels is equally distributed, the inter-channel 
correlation is low. This means that all eigen channels are required in order to approximate the original 
signals. The KLT variance of the high anchor (uncorrelated applause recording) is shown in Fig. 5.20. It
See Appendix M for an algorithm that computes the KL transform.39
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am be seen that the variance o f the eigen channels are equally distributed and only 20% of the variance is 
explained by the first eigen channel. This is indicative o f a recording that exhibits highly uncorrelated 
signals in individual channels. From the discussion above, it can be deduced that the higher the percentile 
variance of the first KLT eigen channel, the larger the correlation between the individual signals in a 
multichannel audio recording. The algorithm used for computing percentile variance of the first eigen 
channel is given in Fig. 5.21. In a similar way, the variances o f other KLT eigen channels can be computed.
The percentile KLT variances were analysed for a set of recordings used in the calibration 
experiment to see whether there was a correlation between tire actual scores from the listening tests and the 
predicted scores. The analysis showed correlations of 0.658 and 0.489 with RMSE values 14.73% and 
17.06% between envelopment scores and percentile variances o f first and second KLT eigen channels 
respectively. The correlation coefficients of lower order KLT eigen channels (e3-e5) and envelopment 
scores in the calibration database were also analysed. Lower order KLT coefficients showed poor 
correlation with the envelopment scores (their performance was worse than that of the percentile variance 
of the second KLT eigen channel). The scatter plot was also inspected and a moderate linear relationship 
between envelopment scores was observed. It was decided to keep only the percentile variance of the first 
eigen channel (KLTvi) since it showed the highest correlation with envelopment scores of tire calibration 
experiment. The numerous transformations (see Table LI in Appendix L) for KLTvi were analysed and 
only the cubic transformation showed a significant improvement (from 0.658 to 0.777), but the scatter plots 
of transformed feature were not uniformly distributed and therefore the author decided to retain the 
untransformed data.
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gi-gs
Eigen Channel
Fig. 5.19: KLT variance of eigen channels for typical Classical recording with lF-B’ characteristics
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3
Eigen Channel
Fig. 5.20: KLT variance of eigen channels for the high anchor
5-Channel recordings
L^ r |  c |  L s |  R s |
KLT algorithm
171 LI LI Q  LI 
KLT coefficients
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Fig. 5 .21: The flowchart o f  tlte algorithm  fo r computing tire variance o f  the first K L T  eigen channel
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5.5.3.2 “Area” of sound distribution
It is well known that the degree of distribution of sound sources around a listener has an important 
impact on evoked enveloping experience. Conetta [2007a] found that the location o f sound sources and the 
coverage angle of the sound have effect in the creating enveloping experience to the listeners. Pulkki and 
Hirvonen [2005] have proposed an auditory model for predicting the direction o f virtual sound sources. 
Later, Dewhirst [2008a] has implemented this idea for predicting overall spatial quality using Supper’s 
[2005] model. The “area” of sound distribution (ASD) was inspired by the above works; however a 
different methodology as mentioned below (based on KLT) was employed in this thesis. ASD was 
computed in order to model the distribution of sound around a listener. The ASD of a recording that only 
has content in the centre channel has a zero or very small area o f sound distribution, whereas a recording 
that can evoke a highly enveloping experience to the listener has a relatively larger value o f ASD.
ASD was computed using the spatial analyser tool (SAT), an algorithm based on KL transform, 
proposed by Jiao [2007b]. The spatial analyser tool is capable of locating the direction of the audio signal 
represented by each eigen channel. Hence, the spatial analyser was used to calculate the extent of audio 
content inside the listening area. A description o f the SAT algorithm is provided in Appendix M. The 
algorithm for computing ASD is described below.
The first step for computing ASD is to divide the 5-channel recordings into frames o f 2048 samples. 
The output o f the SAT consisted of five angular directions (in degrees) corresponding to the five eigen 
channels. Each frame was passed through the SAT and therefore five angles were obtained from each frame 
at the output o f spatial analyser. To understand the outputs from the spatial analyser, a few examples are 
given below. The output of the spatial analyser when the input was the low anchor recording is given in 
Fig. 5.22a. As previously discussed, the low anchor is a mono recording of applause panned to the centre 
channel. However, from Fig. 5.22a it can be seen that five angles40 were reported by the KLT based spatial 
analyser despite the fact that the four remaining channels contained no signal.
40 SAT gives five angles since they are based on the number of KLT eigen channels. A signal with five channels would 
produce five eigen channels and thus five angles.
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The variance explained by each eigen channel depends on the correlation between the input signals. 
If fee first eigen channel explains 100% of the variance, all the angles reported by the SAT are not 
necessary (i.e. direction of signal to eigen channels e2-e5 are not needed to compute ASD). Therefore, in 
practice it is necessary to resolve the angles that correspond to a relevant eigen channel. In order to identify 
the relevant angles from the SAT, the percentile variances of the eigen channels computed using the 
algorithm shown in Fig. 5.21 were analysed. A histogram plot of percentile variances is given in Fig. 5.23. 
From the histogram, it can be seen feat 100% of the variance is explained by the first eigen channel. That 
is, all eigen channels e2-e5) do not explain any additional variances. This means that fee output of the SAT 
corresponding to fee eigen channel with 0% variance can be ignored. Therefore, they were removed from 
the pool of angles. The angles corresponding to fee relevant eigen channels of each frame are provided in 
Fig. 5.22b (angles for all frames are equal to 0° in this case). From this figure it is clear that fee recording 
only has content in the centre channel, as fee arrow from SAT is pointing towards 0°.
o o
Fig. 5.22a: Raw output of spatial analyser with low Fig. 5.22b: Reduced output of spatial analyser after 
anchor recording selecting relevant eigen channels (low anchor
signal)
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Fig. 5.23: Histogram plot o f the percentile variances (low anchor recording)
The example shown above is an extreme scenario where tire (mono) sound is produced only by tire 
centre loudspeaker. An example of a 2/0 stereo recording is given in Fig. 5.24a. The percentile variance of 
KLT channels are plotted in Fig. 5.25. From this figure, it is clear that two eigen channels are required in 
order to explain 100% variance and therefore angles corresponding to the 3rd, 4!h and 5th eigen channels 
were removed (see Fig. 5.24b).
—.........1 90
Fig. 5.24a: Raw output o f spatial analyser with 2- Fig. 5.24b: Reduced output of spatial analyser after
channel stereo recording selecting relevant eigen channels (2-channel stereo)
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It is easy to resolve the angles corresponding to the eigen channels reported by the SAT for a mono 
or 2/0 stereo recording as the rear channels contain no signal. Therefore, a simple technique for measuring 
variance is sufficient. However, for a five channel recording, this may not be the case. Consider a typical 
film soundtrack having dialogue in the centre channel and some content in the left and right channels. The 
rear channels may have a significantly lower level of ambience or reverb content (e.g. a recording with F-B 
+ dialogue in centre channel). The spatial distribution graph of such a recording is provided in Fig. 5.26a. 
From the graph, it could be erroneously concluded that the sound is “evenly” distributed all around the 
listener. However, art analysis of envelopment scores revealed that the listeners used the bottom portion of 
the grading scale for grading the envelopment. The author listened to this recording and concluded that the 
rear channels contain nothing other than reverberant sound. The analysis of the percentile variance (see Fig. 
5.27) revealed that the 4m and 5th eigen channels explain less than 10% of the total variance. Hence the 
spatial distribution angles corresponding to the 4th and 5lh eigen channels were removed. The spatial 
distribution diagram after removing the less important eigen channels is shown in Fig. 5.26b. The decision 
regarding eigen channels to be removed was based on a threshold of the cumulative sum of variances 
correspond to each eigen channel. This threshold (= 90%) was decided based on a heuristic approach which
Eigen Channel
Fig. 5.25: Histogram plot of the percentile variances (2-channel stereo)
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is explained below. However, an explanation of the method employed for converting information in the 
spatial distribution graph into a single feature is needed before a discussion of the aforementioned threshold 
heuristic can take place. The following paragraphs discuss these in the order mentioned above.
Fig. 5.26a: Raw output o f spatial analyser with F-B Fig. 5.26b: Reduced output of spatial analyser after 
3/2 stereo recording selecting relevant eigen channels (F-B 3/2 stereo)
Eigsn Channel
Fig. 5.27: Histogram plot o f the percentile variances (with F-B 3/2 stereo)
Once tire reduced spatial distribution graph (such as those seen in Figs. 5.26b, 5,24b and 5.22b) was 
obtained, the maximum angular distance (6max) from the pool of angles was selected. 0mas is the maximum 
of angles selected from the reduced set output obtained from spatial analyser. Following this, an arc was
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created with an angular distance 0im<x. To simplify the calculation of the spatial distribution area, a 
symmetrical sound distribution around the listener was assumed. Therefore, the maximum angle obtained 
from the right hand semicircle or left hand semicircle was used for creating the arc. The next step computes 
the area subtended by the arc. The area o f the arc was computed using the equation below:
where r was the radius of the arc subtended by the angle 0max in radians and was obtained using the 
following equation:
where ej was the variance of the jth eigen channel and the value of N ranges from 1 to 5 and was determined 
by the minimum number of components required to explain at least 90% of the variance. A flowchart 
illustrating fee algorithm that computes the area of sound distribution is provided in Fig. 5.28.
The threshold of variance was decided based on the heuristic mentioned earlier. For this, fee 
subtended area of the arc was computed with several threshold values star ting at 50%. Depending on the 
threshold value 0nm, the radius o f the arc was varied and therefore the area computed also varied. The 
correlation between the ASD values (with different threshold values) and the envelopment scores obtained 
from the calibration experiment were checked. The areas calculated with a threshold of 90% variance 
showed the highest correlation and therefore it was decided to keep 90% as the threshold. The computed 
values of ASD for the high and low anchors were equal to 0 and 3.14 respectively.
A regression model that used only ASD as the independent variable and envelopment scores (using 
the calibration database) as dependent variable, showed a high correlation of 0.77 and a low RMSE of 
12.5%. However, the scatter plot did not show a clear linear relationship (see Fig. 5.29). Therefore, the 
suitability of applying transformations was investigated (see Table LI in Appendix L for details). A cubic 
transformation has improved fee performance in ASD slightly (correlation and RMSE improved to 0.833 
and 10.81% respectively from the aforementioned values). It should be noted here that some 
transformations (e.g. logarithmic and inverse) are not applicable to ASD because of some zero values. 
Since ASD without any transformation showed a high correlation wife envelopment scores and low RMSE, 
it was decided to use this feature directly for predicting envelopment scores.
ASD = 7D‘26mw. , (5.1)
A'
(5.2)
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Fig. 5.28: Flowchart of the algorithm that computes the area of sound distribution around the listener
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Fig. 5.29: Scatter plot o f ASD and envelopment scores
5.S.3.3 Centroid of coverage angle (CCA)
The author proposes that CCA has characteristics similar to that of ASD (both model the same 
aspect of envelopment) since the computation of CCA relies on the output angles provided by SAT. CCA 
was computed in order to model the extent o f  coverage angle that corresponds to the reproduced sound 
around the listener. To compute this, a reduced set of angles (such as those seen in Figs. 5.26b, 5,24b and 
5.22b) that correspond to the important eigen channels of the KL-transformed signal were created using the 
KLT based spatial scene analyser. Once the reduced set of angles were obtained, a histogram was plotted 
for angular bin intervals 0°-5°, 6°-10°, l l o-15o,....176o-180° (the intervals are inclusive of the boundaries). 
The histograms corresponding to low anchor and high anchor recordings are shown in Figs. 5.30 and 5.31 
respectively. Following this, the centre of gravity of the coverage angles was computed from the histogram 
using the following equation:
7=1
where C,- is the angular bin o f the intervals mentioned above ( 6y\ and 6-}, for example 0° and 5°). The 
flowchart of the algorithm that computes centre o f gravity o f coverage angles is given in Fig. 5.32. The
CCA = — 36 (5.3)
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values of CCA corresponding to the low and high anchors are 1.0 and 43.93 respectively.
The computed values of CCA were then analysed further to investigate their effect before and after 
the transformations. The initial results without transformations showed a correlation o f 0.65 with an RMSE 
of 14.81%. The author inspected the scatter plot(s) o f CCA and envelopment scores and found the 
possibility for a logarithmic transformation (see Fig. 5.33a). The results from CET (see Table LI in 
Appendix L for details) revealed that several other transformations (such as S-Curve and inverse 
transformations) also improved the performance in terms o f correlation. However, the scatter plots did not 
reveal a promising relationship between features and envelopment scores since they were not uniformly 
scattered on the graph. However, a logarithmic transformation improved the performance o f CCA as the 
correlation has increased to 0.83 and RMSE decreased to 11.05% and resulted in a better scatter plot (see 
Fig. 5.33b). Conetta [2007a] reported that the coverage angle o f the sound sources around the listener has a 
logarithmic relationship to the perceived envelopment arising from multichannel audio recordings. This 
might be the reason for the higher correlation of logarithmic transformation with CCA. Since the 
logarithmic transformation showed an improvement in the performance, it was decided to keep the 
transformed feature rather than fee non-transformed feature.
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Fig. 5.30: Histogram of the coverage angles corresponding to the low anchor recording
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Fig. 5.33a: Scatter plot of CCA and envelopment Fig. 5.33b: Scatter plot of logarithmically transformed 
scores CCA and envelopment scores
5.5.4 Features based on signal energies
Morimoto [1997] has already shown that the energy content in the reproduction channels has an 
important role in creating a good listening experience. He showed that the total energy in the sound field 
and the spatial impression are related. A number of features can be developed based on the energy of the 
reproduction channels such as the ‘total energy’, as used by Conetta [2007a] and the energy o f signals 
reproduced by rear channels etc. (all of these depend on playback level). The author decided not to use any 
features based on the playback level, since playback level was not included as an experimental factor 
during the listening tests. However, it was decided to use the features based on the ratio o f energies, as 
described below. The basic computations for these features are similar to those for features used for 
predicting BAQ and other fidelity attributes reported in Chapter 4. The rationale for choosing these features 
is described in the subsequent subsections.
5.5.4.1 Back-to-front ratio
Morimoto et al [1993] showed that the envelopment arising from a sound field is affected by the 
energy ratio of reflections coming from the front o f the listener to those coming from the rear of the 
listener. Later, Morimoto [1997] proposed a measure called front-to-back ratio (see Equation (4.16) in 
Section 4.4.2.3) to model LEV in the context of multichannel audio reproduction system. In Chapter 4, it
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was shown how the idea of Morimoto was implemented for predicting BAQ and other fidelity attributes in 
the form of a feature called back-to-front ratio (BFR). As mentioned earlier, BFR is the ratio of Et (average 
energy o f rear channels) to % (average energy of front channels) computed using Equation (4.17) by 
following the same procedure employed in the experiment reported in Chapter 4.
A regression model using only BFR showed a correlation of 0.64 (and RMSE < 15%) with 
envelopment scores obtained from calibration experiment, although the scores on the scatter plot were not 
uniformly scattered. Also, the results of possible transformations (see Table LI in Appendix L for details) 
from CET were not promising since there was no significant improvement in performance o f the feature. 
However, it was decided to keep this feature for predicting envelopment scores as the author anticipated 
that some interactions involving BFR could be helpful.
5.S.4.2 Back-to-front difference
The computation of back-to-front difference (BFD) was inspired by the objective measure “lateral 
gain” proposed by Bradley and Soulodre [1995b] as seen in Chapter 4 earlier. The purpose of lateral gain is 
to model the subjective attribute LEV; it is reasonable to expect that this feature would also help to predict 
envelopment in the current study. Its computation was based on room impulse responses, but in Chapter 4, 
it was shown how “lateral gain” was modified and re-named to “back-to-front difference” to suit the 
context of multichannel audio. The computation of back-to-front difference designed for predicting 
envelopment is identical to BFDraw, It is computed using Equation (4.31) in Chapter 4, except that a
mistake in computing P f (k) and P j (k) was corrected (see Subsection 4.5.2.9).
Informal predictions using BFDraw shows a correlation of 0.50 (and RMSE < 16%) between 
predicted and actual envelopment scores. The scatter plot o f BFDraw and envelopment scores shows a 
moderate linear relationship with envelopment scores. The results of the transformations (see Table LI in 
Appendix L for details) from CET were not promising as there was no significant improvement in 
performance of the feature. It was decided to keep this feature for predicting envelopment scores for two 
reasons 1) the author anticipated that some interactions involving features BFDraw could be helpful 2) an 
informal regression model showed a moderate level o f correlation with the envelopment scores.
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5.5.5 Spectral features
One may ask how spectral features could be useful for predicting envelopment, a spatial attribute. 
The author believes that envelopment is frequency dependent. Soulodre et al [2003] presented a method in 
which they used a frequency dependant objective measure for predicting LEV arising from multichannel 
audio recordings. Although the method was entirely based on room impulse responses, the results indicated 
that a relationship between frequency and envelopment exists. Griesinger [1999] discusses that all 
frequencies contribute to the sensation of envelopment. Moreover, the author observed that a low pass 
filtered surround sound recording is less enveloping titan its original as it is likely that number of high 
frequency components or even sound sources may vanish because o f the filtering. It can be seen in Figs.
5.1 la and 5.11b that low pass filtered recordings have lower mean envelopment scores than their original 
recordings. This motivated the author to include some features based on the spectrum of the signal. 
Therefore, the author computed two features -  one based on spectral centroid and another based on spectral 
rolloff. Both features were inspired by automatic music genre classification algorithms reported by 
Tzanetakis and Cook [2002], The aforementioned features measure how wide the spectrum is.
The computation of the aforementioned spectral features was exactly the same as those features 
created for predicting BAQ (Craw and Rraw) and the fidelity attributes (see Subsection 4.5.2.1 in Chapter 4). 
The first step of computation was to down-mix 5 channels of audio signals into a mono signal. Following 
this, the resultant signal was divided into frames of 2048 samples and momentary spectral centroid and 
spectral roll-off o f each frame were calculated. The averaged spectral centroid (Craw) was computed using 
Equation (4.1). Similarly, averaged spectral rolloff (Rraw) was computed using Equation (4.2).
Informal predictions using Craw and Rraw showed poor correlation (R <0 .15) between predicted and 
actual scores of envelopment and large RMSE (>20%) with envelopment scores. This did not stop the 
author to include them in the list of features, since a reasonably good correlation (0.57 for Rn,w and 0.40 for 
Qwv) and low RMSE (<10% for both) was found when envelopment scores of those recordings processed 
either with low pass filters or surround encoders were predicted. An analysis to check the possibility of any 
transformations using CET in SPSS was also done, but no transformations have improved the performance 
of the spectral feature significantly (see Table L l in Appendix L for details).
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5.5.6 Features to model temporal structure of the signal
Conetta [2007a] reported that temporal structure of the signals has an impact on the envelopment 
evoked by multichannel audio recordings. In order to model the temporal structure o f the signals, two 
features were computed, as described below.
5.5.6.1 Features based on entropy
The idea of using entropy was introduced by Conetta [2007a] for predicting envelopment scores 
obtained from, listening tests that studied the perceptual phenomena behind envelopment in the context of 
multichannel audio. Dewhirst et al [2008b] also used a feature based on entropy while predicting overall 
spatial quality. Conetta reported that features based on entropy were used to represent the “busyness” 
(temporal density) of tire recordings and the motivation for this was obtained from information theory. He 
proposed feat fee perceived envelopment is associated with increasing the temporal density of the binaural 
signal. Conetta stated that the subjects reported larger envelopment experience when there were a number 
of voice sources in only one channel. Conversely, they reported that recordings with a single voice source 
were less enveloping. In order to model this perceptual phenomenon, theory o f entropy was applied. In 
information theory, entropy is a measure of information content [Haykin, 1994]. By combining information 
theory and the observation of Conetta, it could be said that from a perceptual point of view, more 
information is present in an audio recording if it has several sound sources. As the number o f sound sources 
increased, fee busyness of the signal also increases. Therefore, the expression for computing entropy in 
information theory was used as a measure of busyness in audio recordings. For computing entropy, the 
algorithm proposed by Moddemeijer [2001] was used; more details of this algorithm can be found in 
Moddemeijer et al [1989].
For computing features based on entropy, the multichannel audio recordings were convolved into 
synthetic binaural recordings using Gardner and Martin’s [1994] HRTF impulse responses. Following this, 
each binaural signal was passed through the algorithm of Moddemeijer [2001] and two features (entropyL 
and entropyR) were computed. The regression models using the entropy features showed poor correlation 
(R < 0.1) with predicted and actual envelopment scores. Also, the scores on scatter plots were not 
uniformly distributed. However, it was included in the pool of features because it was successfully used by
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Conetta [2007a] and Dewhirst et al [2008b]. Also, the author hoped that the features might help in the form 
of interactions.
5.5.6.2 Time Domain Flatness
The purpose for choosing time domain flatness (TDF) was again to model temporal structure of the 
signals. The computation of TDM was inspired by the description of audio spectrum flatness (ASF) 
reported by Burred and Lerch [2004] for automatic audio signal classification. They reported that ASF can 
be used as a measure of the deviation of the spectral form from that of a flat spectrum. The expression used 
by Burred and Lerch for computing ASF o f frequency band b for a particular time frame r is given below:
where il[b] and ih[b] denote the first and last frequency bins for that band, respectively. Pr [k] denotes the 
power spectrum of the signal. The author speculates that a similar feature in the time-domain could be used 
to model the temporal structure of the signals. In order to compute time domain flatness, a simplified 
expression derived from Equation (5.4) was used as given below:
The performance of a regression model based on TDF was not very encouraging but was better 
than that of entropy-based features. The possibility o f applying transformations was also analysed (see 
Table LI in Appendix L for details), but no transformations improved the performance of the features 
significantly. The author decided to include TDF in the pool o f features as he anticipated the possibility of 
some interactions based on TDF.
ASFr[b] = (5.4)
(5.5)
where N is the number of samples in a frame, .vr[k] is the kth sample of the r,h frame in time domain.
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The final list of features that are employed for predicting envelopment scores are provided in 
Table 5.7.
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5.5.7 Final list of features
Table 5.7: List of direct features used for predicting MES values
No. Feature Name Description
1 KLTyj Percentile variance of the first eigen channel of KLT
2 TDF Time domain flatness
3 c'-'raw Spectral centroid of mono down-mixed signal
4 Rraw Spectral rolloff of mono down-mixed signal
5 entropyL Entropy o f the left ear signal calculated from binaural recording
6 entropyR Entropy o f the right ear signal calculated from binaural recording
7 I bbo Broadband IACC values computed for head orientation 0°
8 IoBO Average of octave-band IACC values calculated at 0°and 180°
9 IoB30 Average of octave-band IACC values calculated at 30° and 330°
10 I0 B6O Average of octave-band IACC values calculated at 60° and 300°
11 IoB90 Average of octave-band IACC values calculated at 90° and 270°
12 IOB120 Average of octave-band IACC values calculated at 120° and 240°
13 Job iso Average of octave-band IACC values calculated at 150° and 210°
14 BFR Ratio o f the average energy in rear channels and front channels
15 BFDraw Back-to-front difference
16 ASD Area based on dominant angles (threshold = 0.90)
17 CCA)0g Logarithm of the centroid o f the histogram plotted for dominant angles 
(threshold = 0.90)
In addition to the above features, the author computed a number of interaction features as he did in 
Chapter 4 for predicting BAQ and other fidelity attributes. The rationale for this decision was gained from 
the idea of Anderson [1981] and Hands [2004] as previously described (see Subsection 4.5.2.10), Here 
also, the author did not use all combinations of interactions as he hypothesised that only some features 
could be useful when applied to interactions. Therefore, selected interactions derived from KLTvi, BFDraw 
and BFR were retained in the pool of interaction features. The above three features were selected because 
they represented energy or inter-channel correlation of the signal.
It was shown earlier that tire IACC-based features showed high correlation with envelopment scores. 
Conetta [2007a] successfully employed an interaction o f IACC based features computed at 0° and 90° head 
orientations for predicting envelopment. This means that two-way interaction of IACC-based features also 
could be useful. The author checked the usefulness of interaction features based on IACC measurements
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and found that some of them were successful. Therefore, it was decided to include all possible interactions 
of octave-band IACC features. A summary of tire individual performance of the IACC-based interaction 
features are given in Table L4 (see Appendix L). The final list of interaction features selected for this study 
are given in Tables 5.8 and 5.9.
Table 5.8: Interaction features based on IACC measurements
No Features Description
1 IoB0_IoB30 Interaction I0bo x Iobso
2 IoB0_IoB60 Interaction I0 bqX Iobso
3 IoB0_JoB90 Interaction IoboXIobqo
4 IoB0l_JoB120 Interaction IoboX I0 B120
5 IoB0_IoB150 Interaction Iqbo x Iobiso
6 IoB30_IoB60 Interaction Iobso x  Iobso
7 IoB3l)uJoB90 Interaction I0 B3 0X Ioboo
8 I0 B30J 0 B 520 Interaction Iobso x  I0 B120
9 IoB30_IoB150 Interaction I0 B3oXI0 bi5o
10 IoB6oJoB90 Interaction IOB6o x  Ioboo
11 IoB60_IoB120 Interaction Iobso x  IOB120
1 2 IoB60_IoBlS0 Interaction IOBso x  IOBiso
13 IoB9oJoB120 Interaction IOB90 x Iobijo
14 IoB90_JoBi50 Interaction Ioboox Iobiso
15 IqB 120-JoB 150 Interaction IqbisoX Iobiso
Table 5.9: List of remaining interaction features used for predicting envelopment
No Features Description
I KLTvi_Iobo Interaction KLTVi x  IOBo
2 KLTvi_Iob3o Interaction KLTVi x  IOBo
3 KLTvj_Iobso Interaction KLTvi x  I0bo
4 KLTviJ oboo Interaction KLTVi x  I0bo
5 KLTv,_Iobj20 Interaction KLTVi x Iqbo
6 KLTV, J oBI50 Interaction KLTvi x  IOBo
7 KLTV1_BFR Interaction KLTvi x  BFR
8 KLTvi_Craw Interaction KLTyi x  Craw
9 KLTv 1 _Rraw Interaction KLTyi x  Rraw
10 KLTVi_LEraw Interaction KLTyi x  BFDraw
11 KLTV]_entropyR Interaction KLTV] x  entropyR
12 KLTyj _entropyL Interaction KLTyi x  entropyL
13 KLTV1_TDF Interaction KLTV1 x TDF
14 KLTvi_CCAi0E Interaction KLTV] x  CCA]0B
15 BFD raw IOB0 Interaction BFDraw x IOBO
16 BFDraw IOB30 Interaction BFDraw x IOB30
17 BFDraw_IOB 60 Interaction BFDraw x IOB60
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Table 5.9 (Contd.): List o f remaining interaction features used for predicting envelopment
No Features Description
18 BFDmw_IoB90 Interaction BFDraw x Iob9o
19 BFDraw_IoBi20 Interaction BFDraw x Iobi2o
20 BFDrilw_IoBi5o Interaction BFDraw x Iobiso
21 BFDmw_BFR Interaction BFDraw x BFR
22 BFDraw_Craw Interaction BFDraw x Cn,w
23 B FDraw_Rra\v Interaction BFDrilw x  Rraw
24 BFDraw_entropyL Interaction BFDraw x  entropyL
25 BFDraw_entropyR Interaction BFDraw x entropyR
26 BFDraw_TDF Interaction BFDraw x  TDF
27 BFDmw_.CCA,OP Interaction BFDraw x  CCAloc
28 B F R Jobo Interaction BFR x  I0bo
29 BFR_Iob3o Interaction BFR x  I0B3o
30 B FR Jobgo Interaction BFR x I0B6o
31 BFR_IOb90 Interaction BFR x IOB90
32 B FR Jobizo Interaction BFR x I0 B120
33 BFR_IOBi5o Interaction BFR x Iobiso
34 BFR_Cmw Interaction BFR x Craw
35 BFR_Rraw Interaction BFR x Rraw
36 BFR_entropyL Interaction BFR x entropyL
37 BFR_entropyR Interaction BFR x entropyR
38 BFR TDF Interaction BFR x TDF
39 BFR_CCA[0fi Interaction BFR x CCAioe
5.6 Development of the Envelometer
The development of an objective model involves two steps: 1) calibration and 2) validation. For 
calibration, an iterative process using regression analysis was used. It was described earlier how the 
databases for calibration and validation were constructed (see Section 5.4.6). The following paragraphs 
discuss the development o f the Envelometer using the features described above and the collected subjective 
scores of envelopment.
For predicting the MES values, PLS regression was used. The features described above were 
correlated to each other and therefore they were not free from multicolinearity problem as in the case of 
those features presented in Chapter 4. For this reason, it was decided to use a regression method that is 
capable o f handling the multicolinearity problem and this time, the decision was in favour of PLS 
regression (see Appendix D for the description of PLS regression) instead of ridge regression or PCA
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regression. The PLS regression technique is a more efficient solution to a multicolinearity problem than 
ridge regression, as the prediction is based on principal components.
Like PCR algorithms, a PLS regression algorithm also decomposes the independent variables (here 
features) into principal components. The algorithm then attempts to predict the dependent variable (in this 
context, envelopment scores) using those components. However, PLS regression finds components from 
independent var iables that are also relevant to dependent variables [Abdi, 2007],
The author did have access to Unscrambler 9.6, a software package in which a tool for carrying out 
PLS regression is included. The Unscrambler provides the results in a graphical way and this makes the 
analysis and optimisation of the regression models easier. This also was another reason for choosing PLS 
regression algorithm for modelling.
5.6.1 Calibration of the Envelometer
An iterative process (similar to the one discussed in Chapter 4) was followed for developing an 
objective model for predicting envelopment scores. During the iterative process, a number of graphs 
(scatter plots, loading plots, variance plot, RMSE plot etc.) were used to interpret the results and to make 
necessary adjustments to the prediction model. The related terms and the methodology followed for 
interpreting the graphs are provided in the Glossary.
In order to predict the envelopment scores, the aforementioned 71 features (17 direct features + 54 
interaction features, see Tables 5.7, 5.8 and 5.9) were used as X variables (independent variables) and the 
vector of mean envelopment scores was used as the Y variable (dependent variable). The Unscrambler does 
not allow removing a direct feature from the model if  an associated interaction feature exists in the model. 
This in turn makes the task of getting a simplified model difficult. Therefore, interaction features were 
computed manually using ‘compute variable’ option (by multiplying individual features) in SPSS 13.0 and 
stored in the Unscrambler file.
Since there were 71 features in total, the iteration started with 71 principal components (hereinafter 
referred to as PCs). In order to analyse the initial model, four plots are provided in Fig. 5.34a, Fig. 5.34b, 
Fig. 5.34c and 5.34d. The first plot shows the explained variance against the number of PCs included in the 
regression model. The plot shows that the explained variance increases with the number of PCs. But as seen
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from the graph, even 71 PCs were not enough to explain 100% variance. This reflects the fact that the 
information represented by all extracted features included in the initial mode! was not sufficient to explain 
100% variance in the envelopment scores. A model with 71 PCs showed correlation of 0.97 between 
predicted and actual scores mid RMSE 4.96%. The scatter plot in Fig. 5.34b shows that the target line 
(black) and regression lines are close to each other and the scores are close to the target line. This indicates 
the characteristics of a good calibrated model. Fig. 5.34c shows the RMSE of the calibrated model with 
respect to the number of PCs. The graph shows that the RMSE of calibrated models decreases with the 
increase in the number of PCs employed in the model. The initial model with 71 PCs and 71 features fits 
the data very well and its performance exceeds the target specifications. However, it is likely that due to a 
large number of degrees-of-freedom, this model “over-fits” the calibration data and may fail to predict any 
new data. In other words, there is a risk that models with a large number of degrees of freedom may not be 
generic in terms of predicting new data but can only be very good at explaining the calibration data. Hence, 
it is likely that a model developed using 71 PCs (large number of PCs) might fail upon validation. It can be 
seen from Fig. 5.34d that the RMSE after cross-validation4* was not consistent as the number of PCs 
increases. Therefore, it was decided to use only few PCs in the model. In order to decide the number of PCs 
to be used, the author inspected the graphs given in Figs. 5.34a and 5.34c. The criteria for this decision was 
to find the number of PCs required to meet the target specifications (i.e., RMSE < 10% and R > 0.9042). 
Hie author started his iterative process with eight PCs since a model using 8 number of PCs were well 
above the target specifications (see Figs. 5.34a and 5.34c). An overview of the iterative process is provided 
in Table 5.10, but a detailed discussion of iterative step 7 onwards is given in the following paragraphs.
41 The plot shown is from cross-validation, but author presumes that the results would be similar or even worse for test 
set validation as well.
42 R2 (Variance) > 0.81 was set as the equivalent o f R >  0.9.
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Fig. 5.34a: Variance plot (iteration 1) -  the plot shows that more than 80% of the variance could be
explained with three PCs.
Actual envelopment scores
Fig. 5.34b: Scatter plot (iteration 1)
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Fig. 5.34c: RMSE of Calibration (iteration 1) -  fee graph shows that RMSE decreases as the number of 
PCs increase and remains almost constant from around 48 PCs onwards
Fig. 5.34d: RMSE of cross validation (iteration 1) -  the graph shows that RMSE is not constant as fee 
number o f  PCs increase and remains almost constant from around 48 PCs onwards
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Table 5.10: An overview of the iterative process during the development o f objective model that predicts
envelopment
Iteration Resultant parameters 
from the previous 
iteration
Changes made Justification for changes Target
specifications
met?
1. No. of features = 71 
No. of PCs = 71
No. of PCs reduced to 8 from 
71.
8 PCs were enough to meet 
or exceed the target 
specifications (i.e., RMSE < 
10% and R >  0.90).
Yes
2. No. of features = 71 
No. o f PCs = 8
No. of PCs reduced from 8 to 
4.
4 PCs were enough to explain 
more than the target 
specifications (i.e., RMSE < 
10% and R >  0.90). Also, 
adding more number of 
features would result in an 
unreliable model upon 
validation.
Yes
3. No. offeatures = 71 
No. of PCs = 4
No. of features has selected 
with a threshold o f ! Beta 1 > 
0.015. Reason: to include the 
most important features for 
further iteration.
The more the number of  
features in a model, the larger 
the degrees of freedom (Df). 
A model with larger D f could 
result in an unreliable model. 
Therefore, the number of 
features was reduced.
The variance explained by 
the 4lh PC was not 
significantly large. Therefore, 
4 PC was removed.
Yes
4. No. o f features = 37 
No. o f PCs = 3.
No, of features has selected 
with a threshold of I Beta 1 > 
0.025.
Reason: to include the most 
important features for further 
iteration.
The number of features was 
reduced in order to simplify 
the model and to get a 
reliable model upon 
validation.
The variance explained by 
the 3rd PC was not 
significantly large. Therefore 
3 PC was removed.
Yes
5. No. of features = 22 
No. of PCs = 2.
Features were inspected by 
the visual inspection of Beta 
values. Five features with the 
lowest Beta values were 
removed.
The number of features was 
reduced in order to simplify 
the model and to get a 
reliable model upon 
validation.
Yes
6. No. of features = 17 
No. of PCs = 2.
Features were inspected by 
the visual inspection of Beta 
coefficients. Four features 
having the lowest value of 
Beta was removed.
As above Yes
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Table 5.10 (Contd): An overview of the iterative process during the development o f objective model that
predicts envelopment
Iteration Resultant parameters 
from the previous 
iteration
Changes made Justification for changes Target
specifications
met?
7. No. o f features = 13 
No. of PCs = 2.
Features were inspected by the 
visual inspection o f Beta 
coefficients. Four features 
having the lowest value of 
Beta was removed.
Nine retained features are as 
follows:
1) Rraw
2) ASD
3) CCA|0g
4) IoB6Q_IoB150
5) KLTvl_IOB60
6) KLTV|_CAA,0g
7) BFDrawJoB60
8) B FDnlw_CCAiog
9) BFRi0g_CCAi0g
(see Tables 5 .7 ,5 .8  and 5.9 for 
description of these features)
As above Yes
8. No. of features = 9 
No. o f PCs = 2.
BFDraw_CCA)0g and 
BFRiog_CCAiog were removed 
since they exhibited the lowest 
Beta values
As above Yes
9. No. of features = 7 
No. of PCs = 2.
CCAi0g was removed, since 
CCAl0g and ASD explained the 
same perceptual phenomenon
As above Yes
10. No. o f features = 6 
No. o f PCs = 2.
CCAi0g was included back, 
then ASD was removed just to 
analyse the performance of the 
resultant model.
As above Yes
11. No. of features = 6 
No. of PCs = 2.
ASD was included back and 
CCA,oe was removed
As above Yes
12. No. of features = 5 
No. of PCs = 2.
BFDraw_IoB6o was removed As above Yes
13. No. o f features = 4 
No. o f PCs = 2.
- - No
From Table 5.10, it can be seen that a model with nine features and two PCs resulted after seven 
iterations. The author verified whether the model achieved the target specifications and the result was 
positive. The nine features yielded are given in Table 5.10. The model with these features showed a 
correlation of 0.91 with RMSE = 8.15%. The author believed that the model could be simplified again, thus 
the iterative process was continued.
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From iteration 7 onwards the author analysed not only the Beta values of the regression coefficients 
but also the loading plots in order to take a decision regarding the removal of a feature from the model in 
order to simplify the model. The Beta values and loading plots obtained from Iteration 7 are provided in 
Figs. 5.35a and 5.35b respectively. The plot of Beta values helps to understand the importance of each 
feature in the objective model. The information provided by the Beta values obtained from a PLS 
regression algorithms are identical to that obtained from a ridge regression, as introduced earlier in Chapter 
4 -  a positive value indicates a direct relationship and a negative value indicates an inverse relationship. 
Also, magnitude of Beta values tells how important the features in the model are in terms of their predictive 
power. From Fig. 5.35a, it can be seen that spectral rolloff (Rnivv) was the most important. In contrast, two 
interaction features derived from BFRraw, BFR and CCAiog were the least important, since the magnitude of 
their Beta values were the lowest.
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A loading plot can be viewed as the "bridge” between the variable space and PCA space. The 
loading plot shows how much each feature contributes to each of the PCs (recall that each PC is 
represented as a linear combination of features, and each feature can play a part in more than one PC -  see 
Appendix D). The relationships between the features (the similarities) can be interpreted from a loading 
plot [Esbensen. 2002]. In Fig. 5.35b. a loading plot for the first two PCs is provided. The x-axis denotes the 
correlation coefficients of all the features that comprise PCI and the y-axis denotes the correlation
F eatures
Fig. 5.35a: The important features yielded from iteration 7
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coefficients that define all features that comprise PC2. From the loading plot, it can be seen that the two 
different groups of features on the left had side and right hand side of the x-axis explain the same 
phenomena associated with envelopment, but in a converse manner. In other words, one group o f features 
was related to envelopment positively and the other group negatively. This can be verified using Fig. 5.35a. 
The first group of features (BFDmw_IoB6o> KLTVi_Iob6o» Iob6oJobiso) had negative Beta values and the 
second group o f features (KLTvi_CCAjog, BFDraw_CCA|„g, ASD, CCAiog) had positive Beta values. Also, it 
can be seen that Rraw was independently located on the top o f y-axis (PC2) and is much less related to any 
other feature. Therefore, it is likely that PCI and PC2 explain two different phenomena. The closeness of 
envelopment (ENV) and features such as ASD and CCAlog on the loading plot indicates that they are 
directly related to envelopment.
Step7,X-exp|- 59%,11% Y-expi: 77%,5%
Fig. 5.35b: Loadings plot (iteration 7)
In iteration 8, BFDraw_CCAlog and BFR_CCAlog were removed as the magnitudes of their Beta 
values are the lowest. The resultant model with seven features from iteration 8 met the target specifications 
(RMSE < 10% and R > 0.90). A plot of Beta values and the corresponding loading plot obtained after 
iteration 8 are given in Figs. 5.36a and 5,36b respectively. From the graphs it can be seen that the features 
that contribute to PCI and PC2 have not changed from that seen in the plots obtained from iteration 7. It 
appears from the loading plot that PCI and PC2 account for spatial aspects and timbral aspects of sound
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respectively. Large magnitudes of Beta values show that the features are important in the model. 
Informally, the author attempted to remove the interaction feature KLTvt_CCA)og that had the lowest 
magnitude of Beta value and analysed the result from Unscrambler with six features, but the resultant 
model did not achieve the target specifications. Therefore, the author inspected the loading plots and made 
several attempts to get a model that meets the target specifications by removing features having similar 
characteristics (those features that were grouped on the loading plot). Few such attempts were successful 
(see iterations 9 and 10 in Table 5.10), in which the author removed CCAlog or ASD from the pool of 
features. The resultant models with six features met the target specifications on calibration scores. The 
author then continued the iterative process to reduce the number of features, but most attempts failed to 
meet the target specifications, although one of them met the target specifications (see step 11 in Table 
5.10). The Beta values and loading plots of the model with five features are given in Fig. 5.37a and 5.37b 
respectively. From the graph of Beta values given in Fig.5.37a, it is clear that two interaction features based 
on IACC values computed at 60° head orientation were the most important to the model since they showed 
larger magnitudes of Beta values. The author attempted to simplify the model further by removing features 
lying in similar loading spaces (see Fig. 5.37b). but this resulted in models that did not meet the target 
specifications. Therefore, the author terminated the iterative process.
Features
Fig. 5.36a: The important features yielded from step 8 of the iterative process
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Fig. 5.37a: The important features yielded from iteration 11 of the iterative process
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Fig. 5.37b: Loadings plot (iteration 11)
The regression equation for predicting perceived envelopment obtained using the final model is 
given below:
ENV = 0.0016 Rraw+ 4.31 A S D -27.19I0b6oJ obi5o- 0.23 KLTViJ omo+ 0.13 KLTvl_CCAlog+51.75 (5.6)
The scatter plot o f the predicted and actual scores of envelopment is provided in Fig. 5.38. From the 
scatter plot it can be seen that the number of predicted scores that deviate from the diagonal tar get line of 
the scatter plot is small. It was found that approximately 73 % of the recordings were within 10% of the 
error margin. The envelopment scores of high and low anchor recordings were predicted as 81.87 and 23.03 
respectively (the expected values were equal to 85 and 15 respectively). The largest magnitude of error 
(21.69%) was exhibited by a F-F electronic music recording. Also, out of the 84 recordings in the 
Calibration-A database, 28 recordings (25%) showed a magnitude of error greater than 10%. Interestingly, 
tire predicted score of CHI.wav deviated from the actual score by 20.53%. Also, 21 recordings from 
Calibration-B (22%) had magnitudes o f error greater than 10%. An overview of the number of outliers is 
provided in Table L5 and L6 in Appendix L. It should be noted that out of these 21 recordings, 12 (more 
than half of the total outliers) were either recordings processed with a low pass filtering algorithm or 
surround encoder. There were only six recordings encoded with AACPlus at 64kbps. Considering this fact,
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the model performed poorly for predicting envelopment scores associated with recordings that are encoded 
with AACPlus at 64kbps. This might be due to the absence of a feature that accounts for the presence of 
noise or distortions due to low bit rate encoding. It is also possible that the listeners were biased by the 
presence of noise or distortions and evaluated those recordings with low scores. To verify this, the author 
inspected whether the errors were positive or negative and found that out of six recordings processed, five 
recordings were over-estimated. The author also performed this test with recordings that had an error 
magnitude of less than 10% and found that out of 24 recordings. 14 had positive error and 8 had negative 
error. Considering this, the possibility o f listener bias to the presence of noise or distortions cannot be ruled 
out. In any case, if the accuracy of the model needs to be improved, one or more features that account for 
the presence of noise or distortions are required. On the other had. if the error was due to the bias occurring 
during listening tests, those features would only help in modelling the bias.
Predicted en velopm ent sc o res
Fig. 5.38: Scatter plot of the predicted (calibration) vs. actual envelopment scores (final model)
An overview of the iterative process involved during the calibration of the Envelometer is provided 
in Table 5.11. A graphical representation of the overview is given in Figs. 5.39a and 5.39b. From the 
graphs and the table, it can be seen that the performance of the models in terms of correlation and RMSE
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did not significantly deviate from that of initial model and target specifications (R > 0.90 and RMSE < 
10%) were either met or exceeded. The iteration started with 71 PCs and 71 features. The initial model 
showed a correlation of 0.97 with predicted and actual scores of envelopment and RMSE less than 5%. It 
should be noted that, during the iterative process, the number of PCs and features have changed 
significantly and yet the deviation of correlation and RMSE was not substantial. The correlation has 
reduced to 0.90, approximately 7% from that of the initial model. The RMSE o f the final model has 
increased to 8.54% from 4.96% (approximately 58%), but was still in the limit of target specifications. 
Overall, the final model was obtained without significantly degrading the performance.
Table 5.11: Overview of the iterative regression analysis (calibration)
Iteration No Correlation RMSE No. of Features No. of PCs
0 0.97 4.96 71 71
1 0.93 7.27 71 8
2 0.91 8.12 71 4
3 0.91 8.19 37 3
4 0.91 8.18 22 2
5 0.91 8.12 17 2
6 0.91 8.24 13 2
7 0.91 8.19 9 2
8 0.90 8.38 7 2
9 0.90 8.38 6 2
10 0.90 8.52 6 2
11 0.90 8.54 5 2
Fig. 5.39a: Iteration Overview (Correlation)
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0 1 2 3 4 5 6 7 8 9  10 11
Iteration No.
Fig, 5.39b: Iteration Overview (RMSE)
5.6.2 Results of validation
To validate the objective model for predicting envelopment, the features obtained from the final 
iteration of regression analysis were computed for those recordings used in the validation listening tests. 
The values of the aforementioned features were then applied to Equation (5.7), presented above. Upon 
validation, the model showed a correlation of 0.90 between actual and predicted envelopment scores and an 
RMSE of 7.75 %. The accuracy of the validation also met the target specifications (R > 0.90 and RMSE < 
10%). The scatter plot of the validation scores are provided in Fig. 5.40. It was estimated that 
approximately 75 % of the predicted scores did not exceed 10% of the error. There were 7 and 9 outliers in 
the databases of envelopment scores obtained from Validation-A and Validation-B respectively. An 
overview of the number of outliers is provided in Table L5 and L6 in Appendix L.
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P re d ic te d  en velopm ent sc o res
Fig. 5.40: Scatter plot of the predicted (validation) vs. actual envelopment scores (final model)
5.6.3 Discussion
The important features in the final model as described in the previous subsection are ASD (area of 
sound distribution), I0 B60J 0 B150 (interaction of IACC measurements at 60° and 150° head orientations), RrdW 
(spectral rolloff), KLTVi_Iob60 (interaction o f the percentile variance explained by the first KLT eigen 
channel and IACC measured at 60° head orientation) and KLTVi_CCA|0g (interaction of the percentile 
variance explained by the first KLT eigen channel and logarithm of the centroid of coverage angle). In the 
following paragraphs, the author attempts to provide a meaningful explanation for the features found in the 
final model for predicting envelopment.
The importance o f ASD in the final model was not a surprise as it is well known that the 
envelopment depends on the degree of sound distributed around the listener. Since the aim of ASD is to 
model the area of sound distribution around the listener, it can be concluded that ASD was successful as it 
has showed relatively high Beta value in the model.
It was seen earlier that the envelopment scores o f the recordings processed with a low pass filter and 
surround encoder algorithm are lower than that of their associated original recordings. Since both of these
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types of recordings have an absence of high frequency components, the spectral roll-off of the mono down- 
mixed signal (Rraw) contributed to modelling the absence of high frequency components.
In the previous section, the author hypothesised that multiplicative rules of features could also be 
useful in the physical domain. Since three interaction features were found to be important in the final 
model, it can be said that the author’s hypothesis o f multiplicative rules could be proved as correct.
Berg and Rumsey [2006] reported that envelopment in the context of multichannel audio could be 
considered as ‘extended width’. An IACC feature may model ‘extended width’. Therefore, it is not 
surprising that an interaction feature (1ob6oJobiso) based on IACC is found to be important in the model. It 
was shown earlier that inter-channel coherence accounts for the spatial impression of the listeners [Blauert, 
2001]. If the hypothesis of inter-channel coherence reported by Blauert [2001] is correct, a sound cannot be 
considered as enveloping if five loudspeakers around the listener reproduce the same signal. This means 
that the degree o f envelopment depends not only on the distribution of sound sources around the listener, 
but also on how correlated they are. Perhaps this is the reason why KLTVi_Iob6o and KLTvi_CCA]og were 
found to be important in the final model that predicts envelopment.
5.6.4 Lim itations of the current version of Envelometer
As described earlier, the deviation of predicted scores associated with the recordings processed with 
the low bit-rate surround sound encoders were larger than the rest of the recordings. Adding a feature that 
accounts for the presence o f noise or distortions created by surround sound encoders might help in 
improving the results.
The current model is not efficient in predicting the envelopment scores of 2/0 stereo recordings that 
are recorded with ‘near coincident’ microphones and/or envelopment arising due to out-of-phase effects. 
Also, it is not known whether the model could predict the envelopment scores that were not equalised to a 
loudness level of 94 phons.
The model was constructed using features that are computed directly from signals; an artificial 
human auditory system was not consistently employed. An example of this is the ASD computed from the 
spatial analyser. For this reason, the model cannot be considered as an artificial listener that predicts 
envelopment.
221
Chapter 5: Development of an objective model for predicting envelopment
5.6.5 The development of a demonstrator
In order to demonstrate the developed version of the Envelometer a real-time prototype has been 
developed. The prototype Envelometer can be used to playback the recordings used in calibration and 
validation experiments (246 recordings) and show the associated predicted and actual scores of 
envelopment, as illustrated in the screenshot of the user interface given in Fig. 5.41.
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Fig. 5.41: Interface of fee prototype Envelometer
5.7 Summary and Conclusions
A novel listening test paradigm with audible anchors to define the grading scale was proposed to 
evaluate envelopment of 5-channel audio recordings. A qualitative experiment was conducted in order to 
identify the appropriate audible anchors. The results from this experiment revealed the preference for an 
ecologically valid set of audible anchors for listening tests. Based on this conclusion, a set of stimuli were 
constructed using recorded applause.
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The listening tests for the calibration and validation of the Envelometer were conducted in two 
phases at two different locations. A series of listening tests were conducted with a wide variety o f  
commercially available recordings, processed with algorithms that could be encountered in home 
entertainment systems. The limitation of a conventional multi-stimulus listening test paradigm to 
differentiate between different program material was overcome by the proposed test methodology. Also, 
range equalisation was minimised in the novel test paradigm. The low intra-listener errors (see Appendix 
K) among the listeners point to the fact that they understood the verbal and audible descriptions of 
envelopment provided to them during listening tests. The analysis of 95% confidence intervals associated 
with subjective scores revealed that the methodology is useful, since the confidence intervals are 
comparable to that of a typical listening test that uses an unprocessed original signal as the reference (10% 
of the maximum range of the grading scale).
In order to develop the Envelometer, a number of features were extracted from the recordings used 
for the listening tests, modelling perceived width, inter-channel coherence, area o f sound distribution 
around the listener, extent o f sound distribution around the listener, energy ratios, spectral shape of the 
signals and the temporal structure of the signals. Additionally, a number o f interactions between these 
features were investigated. The development o f the Envelometer was performed by following an iterative 
process using PLS regression analysis; an objective model with five features was built. Features based on 
IACC, KLT and signal spectra were found to be important for prediction of the sensation of envelopment 
evoked by multichannel audio recordings. The results o f this model are promising because, upon validation 
the model showed a high correlation with the actual envelopment scores (R = 0.90) and a low RMSE 
(RMSE < 8%), comparable to the inter-listener error observed during the listening tests. A summary of the 
developed model is given in Table 5.12.
Table 5.12: Summary of prediction model
Attribute Calibration Validation
R RMSE (%)
Target
Specification
Achieved? R RMSE (%)
Target
Specification
Achieved?
Envelopment 0.90 8.54 Yes 0.90 7.75 Yes
223
Chapter 5: Development of an objective model for predicting envelopment
5.7.1 Future Work
The first step in the future work could be to improve the performance of the model by reducing the 
number o f outliers. To that end, it is necessary to identify the physical attributes of the badly predicted 
stimuli which are not modelled by the current list o f features. Author proposes that a feature that models the 
temporal structure of the signals could be useful since two such features (TDF and entropy) employed in 
this thesis was not successful.
The current model is not capable of handling any type of sound field resulting from processing 
algorithms like level misalignment, channel routing error, missing channels etc. The developed model 
could be upgraded to support the above degradation types as well. In such a case, the calibration has to be 
done with additional stimuli that are processed with algorithms such as those described above.
The current model is developed without employing a LFE. channel. It is not known whether LFE 
channel has a significant impact on the envelopment evoked by a 5.1 system. The effect of a LFE channel 
on envelopment needs to be researched in detail and if LFE channel has significant effect on envelopment, 
the model needs to be modified in order to modify the model accordingly.
The developed model could be used as a ‘building block’ of a more complex model predicting 
overall quality o f surround audio. It was shown earlier in Chapter 4 how BAQ was predicted using lower 
level attributes. Similarly, the predicted scores of envelopment and other low level attributes could be used 
to predict BAQ or overall spatial quality. The developed model could be used in broadcasting applications, 
for example as an aid for a real-time monitoring o f perceived envelopment of broadcast program material. 
In this case, it is necessary to develop a real-time version of the Envelometer.
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In this thesis, a number o f objective models for predicting quality and fidelity attributes of 
multichannel audio were presented. The aim o f this chapter is to summarise the key outcomes of the thesis 
and draw out conclusions to pave the way for the future developments.
6.1 Summary and Conclusions
6.1.1 Chapter 1: Summary and Conclusions
Discussions on the context of this thesis in terms o f audio reproduction systems, subjective 
assessment of audio quality and objective audio quality assessment schemes were provided in Chapter 1. It 
was concluded that listening tests are unavoidable especially when evaluating the quality of audio signals 
from perceptual encoders. Since listening tests are time consuming, expensive and context dependent, 
alternative solutions are needed. An objective model that predicts audio quality could be used as an 
alterative solution to some extent although they cannot replace listening tests.
The chapter also discussed the importance of the chosen theme of this thesis along with the rationale 
for choosing it. Delivering multichannel audio at low bit rates has increasing popularity. Therefore 
developing objective models for predicting multichannel audio quality would help future development of 
products or services that employ multichannel audio.
In addition, the chapter discussed the scope of tire current research, the research questions to be 
answered, the aims and objectives of the thesis, and a summary of the novel contributions. At the outset of 
the project, it was decided that the scope of this thesis would be limited to the prediction of multichannel 
audio quality at the optimal listening position due to time constraints. It was also decided to limit the 
studies to only one surround sound loudspeaker layout (3/2 stereo), again due to time constraints.
6.1.2 Chapter 2: Summary and Conclusions
One of the aims o f Chapter 2 was to discuss the subjective methods used for the purpose of audio 
quality assessment. Differences between tire subjective quality assessment schemes for broadband audio
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and speech signals were highlighted. Standards for listening tests were reviewed and two ITU-R standards 
that recommend listening test paradigms to evaluate multichannel audio quality were identified.
Another aim of Chapter 2 was to review existing objective models and their suitability for the 
prediction of multichannel audio quality. Discussions on early objective models that attempted to predict 
sound quality were provided. It was concluded that early objective quality models were designed to assess 
quality degradations due to the presence of noise and distortions introduced by perceptual encoders. They 
did not take into account any characteristics related to spatial characteristics of 2-channel stereo or 
multichannel audio recordings.
Chapter 2 also provided discussions on PEAQ (the ITU-R recommendation which describes tire 
method for predicting audio quality) and its predecessors. When considering PEAQ and its predecessors, it 
was concluded that most modifications done to PEAQ models were to improve its performance and not to 
upgrade its capability to support multichannel audio. The chapter also discussed the details o f recently 
developed objective models that attempted to predict BAQ of multichannel audio quality. The review 
concluded that some recent works attempted to predict BAQ of multichannel audio recordings by 
extracting features based on IACC and ILD along with the features already present in the PEAQ model. 
These models were calibrated to predict BAQ of recordings mainly encoded with surround encoders. It was 
difficult to draw out conclusions on the relationships between their features and spatial quality. Also, these 
models lacked the ability to predict quality degradations arising from other processing algorithms than the 
low bit rate encoding.
The first objective of this thesis was to identify the deficiencies of current objective models with 
respect to assessment of multichannel audio quality. The review in Chapter 2 helped to conclude that 
existing objective models in their current form are not advanced enough to support multichannel audio 
quality prediction.
The discussions in Chapter 2 also focussed on finding useful features for modelling spatial quality 
degradations. For this, reviews o f objective models that attempted to predict perceived sound source width, 
perceived sound source location and envelopment were provided, although some o f these objective models 
employed synthesised sound signals during calibration. The chapter concluded with the necessity for
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finding signal descriptors for predicting the quality of surround sound recordings and suggested some 
potential candidates such as IACC, ILD to model perceived sound source location and sound source width, 
spectral centroid for modelling brightness and a number of features from PEAQ for modelling the presence 
of noise and distortions in the signal.
6.1.3 Chapter 3: Summary and Conclusions
The purpose of Chapter 3 was mainly to identify the attributes of audio quality that differentiate 
multichannel sound from monophonic sound and to justify the selection o f attributes for the current study. 
Initial discussions to address the above goal focused on differentiating the factors that contribute to a global 
audio quality attribute called BAQ for mono and multichannel audio recordings. It was shown that 
multichannel audio quality could be decomposed into two relatively high level sub-attributes -  timbral 
quality and spatial quality. No clear evidence was found of differences between the timbral attributes of 
multichannel recordings and mono recordings. Therefore an extensive review on the low level attributes of 
timbral quality was not provided in the chapter. The review also enabled the author to categorise spatial 
quality further into two high level attributes specific to multichannel audio -  FSF and SSF.
A list of important low level attributes of spatial audio quality were provided in the light of 
elicitation experiments that explored the attributes of multichannel audio quality and other existing 
literature. Important low level attributes o f multichannel audio were identified; they are perception of 
location, perception o f distance and depth, perception of width, sensation of envelopment, space perception 
and naturalness.
In Chapter 3, a discussion of the differences between quality and fidelity was provided and it was 
concluded that the attributes applicable to quality evaluation could be applied to fidelity evaluations as 
well.
The discussions helped the author to select five attributes -  BAQ, TF, FSF, SSF and envelopment 
for detailed study. The first four attributes were selected for three main reasons: 1) BAQ, FSF and SSF (or 
attributes with similar descriptions) were already reported in ITU-R recommendations mid other existing 
literature; 2) a regression equation was available relating TF, FSF and SSF to BAQ; 3) a large database of 
subjective scores was readily available from a previous project. Envelopment was selected as an example
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of another important lower level attribute of spatial audio quality. Envelopment was found in all elicitation 
experiments that studied attributes of multichannel audio quality. Moreover, it was assumed that enhanced 
envelopment is the driving force behind all surround sound systems.
6.1.4 Chapter 4: Summary and Conclusions
The aim of Chapter 4  was to describe the development of objective models for predicting BAQ, TF, 
FSF and SSF. The chapter started with the target specifications to be considered for assessing the 
performance o f objective models. Details of listening tests scores, features designed for calibration and the 
results of calibration and validation were then presented.
The listening tests scores used for calibration were obtained from a previous project [Rumsey et al, 
2005] [Zielinski et al, 2005a]. Therefore the author conducted listening tests only for validating his 
objective models. The databases used for calibration and validation were composed o f mean subjective 
scores o f BAQ, TF, FSF and SSF. The stimuli used for the listening tests were selected from commercially 
available multichannel audio recordings and processed with two algorithms -  1) low pass filtering and 2) 
down-mixing. The listening tests were conducted according the ITU-R BS.1534-1 recommendation 
(MUSHRA).
A number of spatial and timbral features inspired from concert hail acoustics and automatic music 
genre classification algorithms with appropriate modifications were employed during the development of 
objective models. The features included IACC, back-to-front difference, spectral centroid, spectral rolloff 
and centroid of spectral coherence. It was found that appropriate transformations could improve the 
prediction power of selected features since a rescaling method has improved the accuracy of prediction. 
The designed features were used as independent variables and the mean subjective scores were used as 
dependent variables in an iterative regression analysis. In order to avoid multicollinearity problem, the 
objective models were calibrated by employing ridge regression.
Double-ended objective models for predicting BAQ, TF, FSF and SSF were developed. The features 
used for the prediction of these attributes are provided in Tables 6.1 and 6,2. The features for each objective 
model are listed in the tables in their order importance (i.e., magnitude of Beta values).
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Table 6.1: Im portant features used fo r predicting FS F and SSF
FSF SSF
Feature
Acronym Description
Feature
Acronym Description
COH Centroid of spectral coherence Il20 Octave band IACC at 120° head orientation
LbO Broadband IACC at 0°head orientation Lo Octave band IACC at 60° head orientation
lo Octave band IACC at 0°head orientation Ijso Octave band IACC at 180° head orientation
1150 Octave band IACC at 150° head orientation Lo Octave band IACC at 90° head orientation
BFibb9o
Interaction between back-to-front ratio and 
Broadband IACC at 90° head orientation Rrsc Rescaled spectral rolloff
I ISO Octave band IACC at 180° head orientation COH Centroid of spectral coherence
Table 6.2: Important features used for predicting TF and BAQ
TF BAQ
Feature
Acronym Description
Feature
Acronym Description
COH Centroid of spectral coherence Rrsc Rescaled spectral rolloff
Rrsc Rescaled spectral rolloff COH Centroid of spectral coherence
Qrsc Rescaled spectral centroid C™ Rescaled spectral centroid
Rdif Difference spectral rolloff LbO Broadband IACC at 0° head orientation
LhO Broadband IACC at 0°head orientation Lo Octave band IACC at 30° head orientation
1150 Octave band IACC at 150° head orientation
The regression coefficients of these models are provided in Tables 4.13,4.16, 4.17 and 4.20 (Chapter 4).
The results revealed that the overall contribution of spatial features (IACC measurements) was 
larger than timbral features while predicting FSF and SSF. Also, it was found that while predicting TF, 
timbral features (spectral centroid, spectral rolloff and centroid of spectral coherence) had more 
contribution than spatial features. An objective model for predicting BAQ showed that it is possible to 
predict BAQ (a high level attribute) using the predicted values of its low level components: TF. FSF and 
SSF.
All objective models met the target specifications upon calibration. The models for FSF and SSF did 
not meet the target specifications upon validation. However, the results could be considered as promising 
since the)' helped to identify features related to multichannel audio quality. An overview of the developed 
models is given in Table 6.4. The developed models are capable of predicting subjective scores of 
multichannel audio recordings processed with low pass filters and down-mixing algorithms.
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It was possible to achieve a reasonably good accuracy for the predicted models without employing a 
single feature that measures the degree of noise or distortions present in the signal. It is due to fact that in 
the listening tests used to derive the calibration and validation data, only stimuli processed with low pass 
filters and down-mixing algorithms were used. The stimuli in the listening tests did not include any 
recordings that were processed using algorithms that introduce noise or distortions, such as low bit rate 
encoders. This reveals that the timbral features to be employed while predicting multichannel audio quality 
depend on the type of processing algorithms that modify the spectrum o f the signal.
Hie main outcome from Chapter 4 is the identification of a number of useful timbral and spatial 
features and the development of the objective models, as mentioned above. However, the objective models 
presented there have some limitations -  1) they are incapable of predicting the quality attributes of 
recordings processed with other complex processing algorithms such as surround encoders; 2) they are 
capable only to predict the quality o f a family o f reference and processed recordings; i.e., they are not 
capable to distinguish the quality difference between two different program materials, 3) the models are 
double-ended and therefore it is not practical to use them in broadcasting applications for real-time 
monitoring.
6.1.5 Chapter 5: Summary and Conclusions
In Chapter 5, an objective model to predict envelopment (termed Envelometer) arising from 
multichannel audio recordings was presented. A novel listening test paradigm in which two known 
references called ‘audible anchors’ were used to define the grading scale was proposed for evaluating 
envelopment. It was expected that some limitations of previously developed objective models could be 
avoided for the new objective model with the help o f the proposed test paradigm. A pilot study conducted 
while designing audible anchors revealed that the listeners prefer ecologically valid stimuli as audible 
anchors. Since the scores from the novel test paradigm showed 95% confidence interval comparable to that 
seen in other test paradigms, it can be concluded that the method exhibits the same magnitude of the 
experimental error. The test paradigm could be extended for other low level attributes as well if appropriate 
audible anchors are defined. However, fee methodology proposed here is unlikely to be appropriate for
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evaluating high level quality or fidelity attributes since it is hard to define explicit audible anchors for high 
level attributes.
The listening tests for the calibration and validation of the Envelometer were conducted at two 
different locations. In order to predict mean envelopment scores, a number o f new features were designed 
in addition to those described in Chapter 4. The features employed during the development of Envelometer 
attempted to model sound source width, inter-channel coherence, area of sound distribution around the 
listener, signal energies, spectral shape and temporal structure associated with the recordings. The 
calibration of the Envelometer was done by employing an iterative PLS regression analysis technique. As a 
result, an unintrusive model with five features was obtained. The important features used for predicting 
envelopment are listed in Table 6.3. The regression equation for predicting envelopment is given in 
Chapter 5 (see Equation 5.6).
Table 6.3: Important features used for predicting envelopment
Feature Acronym Description
KLTviJ obgo
Interaction feature formed with percentile variance of first KLT eigen 
channel and octave band IACC measurement at 60° head orientation
IoB60_IoBI50
Interaction feature formed octave band IACC measurements at 60° and 
150° head orientation
ASD Area of sound distribution around the listener
k l t v,_c c a 1ob
Interaction feature formed with percentile variance of first KLT eigen 
channel and centroid o f coverage angle
Rraw Spectral rolloff
Table 6.4: Summary of prediction models
Attribute No. of
Features
Used
Type of 
Predictor
Calibration Validation
R RMSE (%)
Target
Specification
Achieved?
R RMSE (%)
Target
Specification
Achieved?
TF 5 Intrusive 0.95 7.72 Yes 0.92 S.37 Yes
FSF 6 Intrusive 0.90 9.39 Yes 0.88 15.17 No
SSF 6 Intrusive 0.95 8.87 Yes 0.87 14.25 No
BAQ (model 1) 3 Unintmsive 0.97 5.92 Yes - - N/A
BAQ (model 2) 6 Intrusive 0.95 7.37 Yes 0.96 5.31 Yes
BAQ (model 3) 10 Intrusive 0.95 8.22 Yes 0.97 7.3J Yes
ENV 5 Unintmsive 0.90 8.42 Yes 0.90 7.75 Yes
The accuracy of the model for predicting envelopment is comparable to the inter-listener error
observed in a typical listening test in which reference recordings are given to the listeners for comparison.
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This is promising since the model was of unintrusive type and employed only five features for prediction 
and despite its simplicity met the target specifications upon calibration and validation.
6.2 Applicability and limitations of the developed models
Seven objective models were proposed in this thesis. Two of them were of an unintrusive type and 
the rest were intrusive in terms of their architecture. The author does not claim that all of them can find 
applications in their current form. The first model for predicting BAQ was validated only with recordings 
processed using low pass filters and down-mix algorithms and hence this model may not be capable of  
handling recordings processed with any algorithms other than low pass filtering. Since a number of 
complex processing algorithms are in use these days, the model needs to be upgraded and re-validated in 
order to make it capable for more generic applications. Further work is required to identify the way of 
upgrading the model.
If the aforementioned models need to be applicable for other processing algorithms like surround 
encoders, they should be re-calibrated with databases of subjective scores obtained from listening tests with 
stimuli processed with surround encoders. During the re-calibration, more features to model the timbral 
differences due to presence of noise/distortions might be required. All or at least some features reported in 
Chapter 2 that modelled the presence of noise/distortions (even those from early objective models) have 
applicability in such a situation. Such a model resulting from re-calibration could be considered as an 
‘extended PEAQ* model or ‘multichannel PEAQ’ model.
The third model for predicting BAQ (see Table 6.4) is computationally more demanding compared 
to the other models. Hence, the author suggests using the second model for prediction BAQ, since it is 
computationally less demanding and at the same time it provides a similar level of accuracy compared to 
the third model. Although, as mentioned above, the third model is computationally complex, its advantage 
is that the model predicts scores of lower level attributes (TF, FSF and SSF) to calculate BAQ. Hence, this 
model could be used in applications where the user, in addition to prediction of the BAQ, would also like to 
monitor attributes such as TF, FSF and SSF.
The model for predicting envelopment could be used for real-time monitoring of surround audio in 
broadcasting applications. The developed model might also be able to act as a ‘building block’ of a more
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complex model predicting overall quality o f surround audio. Further, the model can be useful in automatic 
music information retrieval applications to select recordings based on the enveloping experience that they 
can deliver.
It should be noted that envelopment in multichannel audio are also evoked due to dry sources 
around the listener. It is contrary to that observed in concert halls as the main cause of envelopment in 
concert hall is due to the late lateral sound and many authors does not consider the envelopment from direct 
sources as enveloping. Since the author used a simplified definition o f envelopment during his listening 
tests, it should be noted that the model is assumed to predict envelopment according to the definition that 
the author has given to the listeners.
One o f the limitations of the models reported in this thesis is that they were calibrated and validated 
for only one level of audio signals loudness (94 phons). Therefore it is recommended that users of the 
models reported in this thesis should follow a similar method for equalising the loudness of the recordings 
before feeding the signals to the objective models.
6.3 Original contribution to the field
Identification of a number of features for predicting multichannel audio quality attributes
The author identified a number of features from concert hall acoustics, automatic music genre 
classification, and speech signal processing and modified them to suit the prediction o f multichannel audio 
quality. A list of important features found during the research in its order of importance is provided in 
Table 6.5. The author established which features are related to a particular quality attribute of multichannel 
audio and they could be useful in future while designing objective models for predicting multichannel 
audio quality with appropriate modifications.
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Table 6.5: A  list o f im portant features found during the research
No.
Feature
Naine/Acronym Description Important for prediction of:
1 Octave band IACC
Average of octave band IACC values calculated 
at several head orientations BAQ, FSF, SSF, ENV
2 Broadband IACC
Broadband IACC values at several head 
orientations TF, FSF
3 ASD Area of sound distribution around listener ENV
4 CCAioa Extent o f sound distribution around listener ENV
5 COH
Centroid o f spectral coherence between test and 
reference recording BAQ, TF, FSF, SSF
6 Crsc Spectral centroid of mono down-mixed signal ENV
7 Rraw, RdifOr Rrsc Spectral Rolloff of mono down-mixed signal BAQ, SSF, TF, ENV
8 KLTvi
Variance of the first eigen vector of KLT 
(normalised) ENV
9 BFR
Ratio o f the average RMS level in rear channels 
and front channels FSF, ENV
10 BFDmw Back-to-front difference ENV
Calibration and validation of objective models for predicting BAQ, TF, FSF and SSF
Prior to the beginning o f this project, there was not a single objective model that attempted to 
predict attributes of multichannel audio quality by extracting features from real program materials 
themselves. The author identified potential signal descriptors that are associated with the aforementioned 
attributes and has done the calibration and validation of the objective models that predicts them. Other 
researchers could consider using them while developing objective models for predicting multichannel audio 
quality to upgrade the capabilities of existing models.
Design of a grading scale for evaluating envelopment
Most of the existing multi-stimulus test paradigms defines the grading scale using verbal descriptors 
and ask subjects to compare an unprocessed reference recording with test stimuli during listening tests. The 
novel multi-stimulus test paradigm for scaling the sensation o f envelopment proposed in this thesis used 
two known auditory references (anchor recordings) to define the grading scale. In this method listeners 
were instructed to compare the test stimuli with audible anchors in terms of the perceived envelopment and 
assess them with respect to the anchors. The anchor recordings were constructed based oil the results from 
a qualitative study.
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It is believed that this methodology could also be useful in evaluating other low level spatial audio 
attributes such as apparent source width, if  appropriate anchor recordings to define the grading scale are 
constructed.
Calibration and validation of objective models for predicting envelopment (see Table 6.4)
The existing objective models for predicting envelopment are based on the definition of 
envelopment in concert hall acoustics. The author developed an unintrusive objective model for predicting 
the envelopment in the context of reproduced audio using a simplified definition o f envelopment. The 
model could be considered as the first unintrusive model that predicts an attribute o f audio quality 
associated with broadband audio signals, captured from commercially available multichannel audio 
program material.
6.4 Future Work
The scope o f future work includes improving the developed objective models and upgrading the 
current models for higher order systems.
6.4.1 Improving performance of the developed models
The accuracy of the developed models could be improved either by incorporating new features or by 
improving the performance of the existing ones. The performance of the developed models could be 
improved by selecting optimal parameters during the computation of the identified features. For example, 
the frame length43 used in the models was selected without studying it in detail. Therefore, further study is 
required in order to further optimise the selected features. This is applicable to filterbanks used in the 
models as well. Currently the models use an octave band filterbank and it is possible that one might get 
better results using filterbanks that approximate the human auditory system more accurately. Conetta 
[2008] incorporated an auditory developed by Mason [2006] and reported that his models showed only 
slight improvement after upgrading from a model based on octave bands. The computational time of his 
model was very large compared to those reported by the author here.
43 Kozlowski e t al [2004a] and [2004b] attempted to improve the performance of PEAQ model by finding optimised 
frame length overlap length etc. The same kind of optimisation in the presented models in this thesis might improve 
their performance.
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The developed objective models have several limitations in addition to those mentioned earlier. 
Their capability is limited to predicting subjective scores for a fixed multichannel audio system (5-channel 
recordings) at a single listening position. A generic objective model should be able to predict the quality of  
any system (such as 2-channel stereo, 5-channel stereo, 7.1/10.2/22.2 surround and WFS system) at any 
listening position and with any possible signal change that can occur in a reproduction chain -  be it due to 
processing algorithms or modifications in a sound field. The objective models reported in this thesis are not 
advanced to that level and therefore further work is required in order to develop a more generic model. The 
aim o f the studies reported by Dewhirst et al [2008b], for example, is to develop such a generic model. 
Their model can handle recordings processed with a number of processing algorithms and can predict the 
quality degradation due to changes in sound field as well. Some features reported in this thesis would help 
in building such a generic model.
The author attempted to design features that do not depend on absolute loudness o f the recordings 
during the development of aforementioned objective models. However, he did not validate this assumption. 
Therefore a future work might be required to include an automatic loudness equalisation technique in order 
to account for loudness differences in audio stimuli.
6.4.2 Universal applicability of useful objective features
In general, all features reported in this thesis could be useful in predicting the quality of a higher 
order multichannel audio system with appropriate transformations or scaling. The author anticipates that 
the basic computations o f the features could be kept intact. It was seen in Chapters 4 that the features 
became highly correlated to tire subjective scores when appropriate scaling methodology was employed. 
This means that appropriate scaling or transformations may need to be applied to the features depending on 
the type of listening test methodology employed.
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Table A l : The most popular surround sound encoders
Multichannel Coding 
Format
Lowest bit 
rates 
supported
Multichannel Coding Technique
M PEG-2  BC 384 Matrixed Downmix
MPEG - 2 AAC 320 Joint Stereo Coding
MPEG -  4 aacPlus 128 AAC, Parametric Stereo and Spectral Band Replication
MP3 Surround 128 Binaural Cue Coding
MPEG Surround 64 Spatial Audio Coding
Dolby Digital (AC-3) 128 Global bit pool and channel/high frequency coupling
DTS (Coherent Acoustics) 192 Subband Coding and Differential Coding
WM A9 128 Matrixed Fold-Down
Aud-X 80 MP3 stereo/mono down-mix plus surround differential 
information
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A P P E N D I X  B :  D e s c r i p t i o n  o f  s e l e c t e d  a u d i o  q u a l i t y  a t t r i b u t e s
Bl. Attributes of timbral quality
The important timbral attributes feat arose from the experiments of Toole [1985] and Gabrielson et 
al [1985] are given below. It can be said feat there are two types of research related to timbral quality. This 
categorisation is schematically shown in Fig. E l.
Fig. B l: Types of timbre quality research.
The first category o f this may be called technical timbral quality. The research done by Gabrielson
[1985], Toole [1985] etc. belong to this category. Their research is relevant for sound quality evaluations in 
the context of hi-fldelity loudspeakers and amplifiers. For example, fee quality differences due to a 
MOSFET and junction FET based power amplifier comes under this category. Similarly, the quality 
differences due the presence of a ribbon tweeter and cone tweeter also come under this category. In both 
cases, a listener evaluates fee changes in timbre. Also, fee changes that occur due to the application of 
perceptual encoders on audio signal could also changes in timbre. Gabrielson et al [1985] and Toole [1985] 
defined a number of timbral attributes and they are relevant for multichannel audio quality as well.
The second category of research into timbral quality has mainly been related with musical timbre. 
This research tells how humans perceive two sounds differently, i.e., how humans identify fee difference 
between two musical instruments. Research in this topic has been going on since fee second half of the 19th 
century [Plomp, 1971], Researchers like Plomp [1971] and Grey [1977] have done extensive work on this 
subject. However, the author is not aware o f  any research relating music timbral quality to technical timbral
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quality. This project has an interest in attributes related to technical timbral quality only and therefore 
further discussion o f musical timbre quality is omitted.
Gabrielson [1985] defined six attributes that clearly com e under timbral quality research. They are 
clarity, fullness, brightness, softness and absence o f  extraneous sounds (definitions o f  these attributes are 
given below). In addition, he defined two attributes called spaciousness and fidelity that cannot be 
categorised under timbral quality. Similarly, Toole [1985] also provided a list o f sound quality attributes. 
He provided a list o f  spatial quality attributes separately. The attributes that he categorised under sound 
quality can be considered as timbral quality (at least in the context o f  the current project) and are similar to 
those attributes given by Gabrielson et al [1985]. H is attributes are clarity/definition, softness, fullness, 
brightness and pleasantness.
The following paragraphs give a bit more detailed description o f  the technical timbre quality 
attributes (as categorised by the author) described by Toole [1985] and Gabrielson et al [1985].
B l.l  Clarity/Definition
Clarity means that the sound reproduction is clear, distinct and pure; i.e., a listener can clearly hear 
and distinguish different voices and instruments without any distortions and perceive onsets, transients and 
other details o f  music [Gabrielson, 1985], Toole [1985] refers it as the ability to hear and distinguish the 
instruments and voices in a complex orchestration. The individual notes should be distinguishable, should 
have well defined attacks, and should not be diffused or muffled.
B1.2 Fullness
Fullness44 refers to the fullness o f  the sound. This means that the entire sound spectrum is 
reproduced without any limitations in frequency spectra, not the least the bass range. The opposite 
phenomenon is thin, in which the sounds o f  bass range lacks [Gabrielson, 1985]. Toole [1985] refers to it as 
the quantity o f  low frequency sounds and their balance with respect to mid and high frequency sounds. 
Good sound should be neither full nor too thin.
44 Nakayama et al [1971] defined ‘fullness’ as an attribute that accounts for the degree of sound enveloping around a 
listener.
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Brightness refers to the balance o f high frequency sound with respect to middle and low frequency 
sounds [Toole, 1985]. Gabrielson [1985] did not provide a specific definition as Toole given. The opposite 
phenomenon is dull dark, or rumbling according to Gabrielson [1985], Toole describes that a good sound 
should be neither too bright nor too dull.
B1.4 Softness
Softness refers to the quality o f  high frequency sounds [Toole, 1985]; i.e., the high frequency sounds 
should be smoothly natural and neither overly subdued and mild, nor excessively hard, shrill, strident or 
sharp. Gabrielson [1985] also give a similar description but he did not specifically define it for high 
frequency sounds.
B1.5 Pleasantness
This attribute is an overall attribute that concentrates on pleasantness or lack o f aggravations or 
annoyances in the reproduced sound [Toole, 1985]. Gabrileson [1985] refers it to as absence o f extraneous 
sounds (meaning that the absence o f noise, hissing, hum, rattling), i.e., all kinds o f extraneous sounds 
originating from reproduction sound (they do not appear in original sound).
B2 Descriptions on important spatial attributes
B2.1 Perception of location
In a monophonic system, the auditory events emerge from a single location. In a multichannel audio 
system, the auditory events can be placed within a scene and if  so they can appeal- to be originated from 
different locations within the scene. For example, a multichannel audio system can render a sound event so 
as that it occurred behind a listener. This cannot be possible with a typical monophonic sound system. 
Hence it can be said that an important aspect o f  multichannel audio reproduction is its ability to deliver an 
impression o f source or event location more convincingly (be it similar to the original event or artificial) 
than that is possible with a monophonic system. According to Supper [2005], perception o f location can be
B1.3 Brightness
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considered as the primary attribute o f  a multichannel audio system. He considered any other attributes (like 
those one described below) o f spatial sound as secondary attribute.
B2.2 Perception of distance and depth
Distance tells the listener how far away an individual source appears and depth describes the overall 
front-back distance o f  a scene and creates a sense o f  perspective. A monophonic system also can provide 
the illusion o f distance depth, but from a fixed location only. Multichannel audio systems can render 
perception o f reverberant sound or reflective environment (or the factors that affect distance and depth). 
Therefore, it can be said that a multichannel audio system can provide a better illusion o f  the distance and 
depth o f the sound events compared to that rendered by monophonic system.
According Rumsey’s [2002] scene based paradigm, impression o f  depth may be possible for 
individual sources as well (see Fig. B2). In a spatial audio reproduction system, distance and depth have 
importance as they attempt to recreate the three-dimensional cues inherent in natural environments.
Fig.B2: Distance and depth attributes [Rumsey, 2002]
B2.3 Perception of width
This subjective phenomenon has been studied widely in the context o f  concert hall acoustics. 
Perceived width in concert hall acoustics is referred to as auditory or apparent source width (ASW ). In
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reproduced audio, width is considered to be related with the dimensions o f sources and the environment. 
Morimoto [1997] defines width (he refers it as ASW ) as the width o f a sound image fused temporally and 
spatially with a direct sound image. The sound reproduced by a typical monophonic system can be 
considered as narrow whereas a multichannel audio system can deliver wider sound images because o f the 
amplitude and/or time differences between the reproduction channels associated with each sound source. A  
simple illustration o f  ASW  is given in Fig. B3.
There are four types o f  width attributes according to Rumsey’s [2002] scene based paradigm. They 
are individual source width (describes the width o f  sound source individually), ensemble width (width o f  a 
group o f sources), environment width (related with the reverberant content or background sound sources in 
a scene) and scene width (an attribute that describe the entire scene). Depending on the dimensions, the 
width can be narrow or wide. Illustrations o f  these concepts are given in Fig. B 4 and B5.
Fig. B3: An illustration o f  Apparent Source Width (ASW ) [Rumsey, 2001]
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Fig. B4: Dimensions o f width [Rumsey, 2002] 
Relatively narrow source Broad, diffuse source
Listener Listener
Fig. B5: Illustration o f sources with narrow and wide width [Rumsey, 2002]
E2.4 Space perception
This is an attribute that corresponds to the perception o f space. The word “spaciousness” is used 
most often to describe the sense o f open space or ‘room ’ in which the listener is located, usually as a result 
o f some sound sources such as musical instruments playing in that space. The author considers it as an 
attribute that accounts for the dimensionality o f  the space that a sound originates. Berg and Rumsey [2006] 
refer an attribute called room perception, which could be considered as an alternative name for this
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attribute. This attribute could be referred also as presence by some authors -  meaning that a feeling o f  
presence in an environment that the sound event occurred.
E2.5 Naturalness
This attribute appears to be relatively independent o f  the other factors, relating to a listener’s 
perception o f the degree o f  realism or trueness to nature o f the spatial experience. In an experiment 
conducted by Mason and Rumsey [2000], it was found that naturalness was an important factor that 
contributed to overall preference. Rumsey [2001] describes that the perception o f  spatial attributes like 
ASW  and LEV are only some factor that makes the reproduced sound natural. Rumsey [2001] also states 
naturalness as an emotive judgement which may have strong timbral component and be highly context 
dependent. Therefore, this attribute and some timbral attributes overlap to some extent.
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C.1 How different authors described envelopment
Rumsey [2002] proposed that envelopment is a multidimensional in nature and can be subdivided 
into the sub-attributes individual source envelopment, ensemble source envelopment and environmental 
source envelopment. He reports that the envelopment arises due to direct sound sources or due to the reverb 
sounds in the environment which the sound sources are located.
Berg and Rumsey [2003] also assert that envelopment is a multidimensional attribute. Their 
experiments revealed that overall envelopment consists o f  source envelopment (the feeling immersion due 
the surrounded sources) and room envelopment (the feeling immersion arise due to the reverb sound).
Griesinger [1996, 1997a, 1997b and 1999] has done extensive research on envelopment. He reports 
that there exist three types o f  spatial impressions -  continuous spatial impression (CSI), background spatial 
impression (BSI) and early spatial impression (ESI).
Griesinger [1999] reported that interference o f  lateral reflected energy with a continuous sound 
source such as pink noise causes CSI to occur. W hen CSI occurs, the sound seems to com e from all around 
the listener even if there is only a single lateral reflection and therefore it can be said that CSI is fully 
enveloping. The ratio o f  medial sound to the lateral sound has influence on CSI. The time delay o f  the 
reflections that give rise to CSI can be anything greater than 10ms. The spatial impression arises due to 
multichannel audio recordings such as an orchestral music with ambience or dry sources in rear channels 
are typical examples. CSI is fully enveloping attribute since it has sound events all around the listener. An 
illustration o f  CSI is given in Fig, C l.
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Fig. C l: An Illustration o f  Continuous Spatial Impression [Griesinger, 1996]
BS1 arises when the sound source consists o f  a series o f  short notes or a sequence o f phonemes from 
speech and is fully enveloping as CSI. The brain organises the notes or phonemes into a foreground 
perceptual stream and therefore the sound resulted from BS1 is heard as separate perception from the note 
or phonemes that created it. An illustration o f BS1 is given in Fig. C2.
ESI results from lateral reflected energy that arrives within 50ms o f the end o f  an impulsive sound 
or a sound that consists o f discrete notes. ESI is not fully enveloping unlike BSI or CSI. An illustration o f  
ESI is given in Fig. C3. From the illustration given in the figure it can be seen that ESI is similar to ASW.
Bradley and Soulodre [1995a] described listener envelopment as an attribute o f spatial impression. 
Their experiments showed that listener envelopment was affected by the level and the angular and temporal 
distributions o f the late arriving energy. Their studies were conducted in the context o f  concert hall 
acoustics.
It can be seen above that Rumsey [2002] and Berg and Rumsey [2003] describe two types o f  
envelopment that can occur in reproduced audio -  a) due to direct sources b) due to environment or indirect 
source like reverb sound. Griesinger’s work primarily focuses on the psychoacoustic phenomena behind the 
perception o f envelopment. Bradley and Soulodre [1995a] discussed the physical aspects o f  sound that 
affect the perception o f  envelopment.
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Fig. C2: Illustration o f Background Spatial Impression [Griesinger. 1996]
Fig. C3: Illustration o f Early Spatial Impression [Griesinger, 1996]
C.2 Definitions of envelopment by different authors
The following paragraphs provide an overview o f  the definitions o f  envelopment given by several 
authors. The texts in italics were quoted from the respective publications.
Soulodre et al [2003] defines listener envelopment (LEV) as an attribute that refers to the listener’s 
sense o f being surrounded or enveloped by sound.
Griesinger [1999] reports that Barron has described envelopment as given below: Barron described 
a perception he called spatial impression, or SI, with a quote from Marshall, "The sensation o f spatial
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impression corresponds to the difference between feeling 'inside' the music and looking 'at' it, as through a 
window." This description would seem to apply to the sense of envelopment, the perception o f beins 
enveloped bv the music.
Griesinger made an interesting note for ASW  as: ASW and the desirable spatial aspects o f musical 
acoustics - whether we call them spaciousness, envelopment, or reverberance - appear to be independent. 
We argue here that ASW is not a spatial impression at all -  it is an obser\>able property o f the source 
image, but does not directly imply a space. This means that he does not consider spatial impression due to 
direct sound sources as enveloping.
Choisel and Wickelmaier [2007] defined envelopment as follows: a sound is enveloping when it 
wraps around you. A very enveloping sound will give you the impression of being immersed in it, while a 
non-enveloping one will give you the impression o f being outside o f it.
Morimoto et al [2001] do not consider the sound image that constitutes ASW  as enveloping 
similarly to the argument raised by Griesinger. His definition o f  listener envelopment (LEV) is: the degree 
of fullness o f sound images around the listener, excluding a sound image composing ASW.
He provides an alterative definition to envelopment as: An alternative view is that ASW and LEV are 
an identical sense and that the difference between them is simply a matter o f degree depending on the size. 
In other words, spatial impression is a one-dimensional sense. For instance, a small degree o f spatial 
impression could be termed as ASW and a large one as LEV. But the border between them is fuzzy.
Becker and Sapp [2001] defined envelopment as LEV leads to the feeling to be enveloped bv the 
sound. For LEV the test persons had to judge the amount o f sound coming from the whole sphere which 
could not be directly associated with the sound source and which causes to feel inside the sound field  and 
not looking at a sound through a window.
Furuya et al [2001] defined LEV as the listener's sensation o f the space beins filled with sound 
images other than the apparent sound source.
Hanyu and Kimura [2001] described listener envelopment to their subjects as the sense o f feeling 
surrounded bv the sound or immersed in the sound.
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APPENDIX D: Regression analysis techniques
Dl. Mathematical modelling techniques
A mathematical model is a set o f  equations that describes the desired operation o f  a process. There 
are many measuring instruments to monitor a process (either natural or artificial), no matter how small or 
how straightforward the process is. For example, the pressure in a boiler can be predicted using the ideal 
gas equation i f  one knows the temperature and volume. A  thermometer can monitor the temperature 
variations and predict the pressure, provided the other variables are kept unchanged. This is possible 
because o f the a priori knowledge o f  the relationship between pressure, temperature and volume. But, how  
is such a prediction possible i f  the relation between two variables is unknown? According to Datta et al 
[2006], numerous mathematical modelling techniques that exist today can provide solutions to this. They 
describe that mathematical modelling techniques can be loosely classified into two categories -  1) 
observation-based model and 2) physics-based model.
The observation-based model uses experimental data (obtained from several sources such as 
measurement devices or human subjects) from which a model is built. Observation-based models are 
primarily empirical in nature. In physics-based models, the starting point is the universal physical laws that 
describe a physical phenomenon to be modelled [Datta et al, 2006]. The choice o f an observation-based or 
a physics-based model depends on a number o f  factors, such as the requirements o f  the project and 
available resources for collecting experimental data.
Clearly, the objective model to be developed in this study can be considered as observation-based 
model since the project attempts predict scores collected from human subjects. A number o f  observation- 
based modelling techniques exist today. Datta et al [2006] provides an extensive review on them. Some 
important ones are fuzzy logic modelling, regression analysis and artificial neural network modelling. 
During the project described in this thesis, a number o f  software packages that include regression analysis 
techniques were available. Therefore it was decided to use regression analysis for development o f objective 
models reported in this thesis. However, it was decided to choose other mathematical modelling techniques 
if  regression analysis happened to fail at the first place.
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A  number o f  regression techniques exist, such as simple linear regression, multiple linear regression 
(MLR), partial least square (PLS) regression, PCA based regression, logistic regression and ridge 
regression [Steven, 2002]. In this project, two types o f  regression technique were employed -  ridge 
regression (for predicting BAQ, TF, FSF and SSF) and PLS regression (for predicting envelopment). The 
following paragraphs describe the basic theory behind regression analysis.
D2. Regression analysis
Regression analysis is one o f  the several methods used to explain the relationship between a set of 
variables [Draper et al, 1981]. Mainly, there are two types o f  variables involved in regression analysis -  
independent variables or predictor variables (X) and dependent variables or response variables (Y). 
Independent variables (in this case, the features extracted from the audio recordings) are used to predict the 
dependent variables (i.e. listening test scores). Regression analysis finds the relationships hidden or implied 
between two variables. That is, regression analysis allows the prediction o f variable, Y using a single
variable, X  or a set o f  variables X \, X2, ......   X n. There can be simple or more com plex functional
relationships between the variables.
The basic theory behind the any regression method mentioned above is the same. Therefore, a 
description o f  the theory behind linear regression is provided below. The theory behind linear regression 
can be easily explained with the help o f  matrix algebra. The basic theory for linear regression is to fit a set 
o f data to a straight line. According to Draper et al [1981], it involves the following steps,
Set down the model (for calibration) in the form Y = XB + E, (D .l)
where Y is the vector for a dependent variable, X, the vector for an independent variable X], B , the vector o f  
parameters to be estimated and £, a vector o f  errors.
Find B = = (XTX)'* X tY, (D.2)
to obtain the least squares estimate o f B  (or regression coefficients) provided by the data, where XT is the 
transpose o f the vector X , and b„ the parameters to be estimated.
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Ypred = XB (D.3)
Since X  =  [xff,
Ypred =  x jbi + b0 (D.4)
In the case o f  multiple linear regression, more than one independent variable is used;
i.e. if  matrix X  = [x1# x2,...,x„.i, x„].
Yp1Cd =  xnb„ + x„.ibn.i + ...........+  x2b2 + xfoi +  b0 (D.5)
Thus the values o f  Y  can be predicted with the computed values o f B , and X. An illustration o f MLR is 
given in Fig. D l.
D2.1 Evaluating the reliability of a regression model
To evaluate a regression model, several measures are used. The first o f  these is correlation 
coefficient (R), a measure o f  the degree o f  linear relationship between the actual data set and fee predicted 
dataset. The range o f correlation coefficient can vary from -1 to +1. A  value o f  -1 demonstrates a perfect 
negative relationship, 0 shows no relationship and +1 reveals a perfect positive relationship. The second 
measure is root mean square error (RMSE) or standard error o f prediction, the standard deviation o f  
residuals. The lower the standard error, the better would be the accuracy o f prediction. Appendix E 
describes the details o f  calculating RMSE and correlation coefficient.
X
Fig. D l:A n  illustration o f  MLR [Esbensen, 2002]
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The following paragraphs describe the parameters used in Chapter 4 for evaluating a regression 
model. Before proceeding, refers to any regression model (e.g. Table 4.12) reported in Chapter 4.
Beta values are used to evaluate the relative importance o f an independent variable in a regression 
model. I f the independent variables used in a regression model are standardised, the magnitude o f B values 
(un-standardised coefficients or regression coefficients) describe the importance o f  those variables in the 
regression model. I f  they are not standardised, the parameter to be looked at in order to find the importance 
o f variables are Beta values. According to Field [2005], the Beta values are directly comparable since they 
are measured in ‘standard deviation’ units. Therefore, a Beta value tells the number o f standard deviation 
that the predicted variable deviate as a result o f  ‘unit standard deviation change’ in the predictor variable. 
Hence, the importance o f a predictor variable can be determined by simply looking at Beta values. If the 
absolute magnitude o f  Beta value associated with an independent variable is relatively low , it means that it 
is not an important contributor in the regression model and hence can be removed from the model. If Beta 
value associated with a variable is positive, it means that the variable is positively related to the variable to 
be predicted. Conversely, if  Beta value associated with a variable is negative, it means that the variable is 
negatively related to the variable to be predicted.
SE (B) is the standard error for a particular feature. It is used for hypothesis testing and for 
calculating o f  confidence intervals. Standard error is an indicator o f the extent to which the predictor 
variable varies across different samples. They are used to determine whether the B values significantly vary 
from zero. The values o f  t-statistic tell whether B values are significantly different from zero. The larger 
the magnitude o f  t-value for a predictor, the greater would be the contribution o f  that predictor in a 
regression model.
The 95% confidence intervals are the boundaries constructed such that in 95 % o f  the samples will 
contain the true values o f  B . A  good model will have small confidence intervals and it indicate that the 
value o f B in this sample is close to true value o f B in the population. As mentioned earlier as in the case o f 
Beta values, the sign (positive or negative) o f  B values tell the direction o f relationship between the 
independent variable and dependent variable. However, if  the confidence interval o f  a variable crosses zero, 
it indicates that som e samples in the predictor have negative relationship and som e have positive
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relationship with the dependent variable. The sign o f  upper and lower boundary o f  a 95% confidence 
interval can be used to determine the statistical significance o f an independent variable [Field, 2005]. I f the 
sign o f  the confidence intervals obtained for a variable are the same, the variable can be considered as 
statistically significant. The upper and lower limits o f  the 95% confidence intervals are calculated by using 
the following equations [Diamantopoulos et al, 1997]:
Upper limit = B + w (D.6)
Lower limit = B -  w (D.7)
where B is the regression coefficient and w is given by the following equation [Diamantopoulos et al, 
1997],
w = 1.96 SE(B) (D.8)
If the independent variables used in the regression are highly correlated to each other, the model 
exhibits multicolinearity. In such circumstances, the model cannot be generalised and often fail in the 
validation phase. Field [2005] explains how multicolinearity can be detected. According to him, a 
substantially high VIF -  variance inflation factor (typically 10) indicates the unreliability o f  the model. 
Hence, when a model exhibits multicolineaiity, a sim ple multiple linear regression method fails to provide 
a reliable model. There are many regression techniques that are robust against multicolinearity such as 
partial least square regression, principal component analysis regression and ridge regression [Montgomery 
et al, 2001]. The theories behind the above regression methods are given in the following paragraphs.
D2.3 Ridge regression
Multicolinearity is the degree o f  coiTelation between the independent variables. If the correlations 
between the independent variables (features, in the context o f this thesis) are closer to 1, the model obtained 
from the regression could not be considered reliable. M ulticolineaiity can be dealt by using ridge regression 
-  a form of biased estimation in place o f  simple multiple linear regression method. For consuucting a 
model based on ridge regression, a shrinkage value has to be specified. Ridge regression shrinks the 
regression coefficients by imposing a penalty on their size [Hastie et al, 2001], Thus, for ridge regression, 
after applying shrinkage, the Equation (D.2) becom es
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B =  (XTX  + Id)'1 XTY, (D.9)
where X = [Xj, X2,...,x„.i> xn]» k > 0 is a constant -  the shrinkage value [Montgomery et al, 2001] and I is 
the identity matrix.
The selection o f a shrinkage value for ridge regression is a hade-off between the biased coefficients 
and the magnitude o f  standard error. If the shrinkage value is chosen to be very small, the model would 
have a high correlation and low standard error, but the coefficients would be biased. This situation would 
be similar to that o f a multiple linear regression with multicolinearity and thus the model would not 
normally pass a validation test. Hence, the selection o f  the shrinkage value must be made as a compromise 
to minimise the standard error o f estimate and to minimise bias so as to obtain a stable model [Hansen, 
2006], [Wright, 2006]. A  more detailed theoretical background o f  the ridge regression can be found in 
[Montgomery et al, 2001] and [Hastie et al, 2001 ].
D2.4 Principle Component Regression (PCR)
PCR is also a type regression analysis designed to overcome the problem o f multicolinearity. It is 
based on principle component analysis (PCA). The PCA identifies the patterns in a set o f  data and 
expresses them so that their similarities and differences are highlighted. MLR method combines a set o f  
variables (X variables) in the form o f  linear equations. The PCR decomposes the X  variables into 
mathematically orthogonal components (PCs -  principle components) and uses them in MLR for predicting 
dependent variable (Y  variables). A  schematic diagram o f  the PCR is given in Fig. D2. The PCR cannot 
solve the problem o f  choosing an optimum subset o f  predictors since each PC have an association with X  
variables. However, an optimum subset o f  predictors could be achieved to some extent by retaining only a 
few components in the final model. Since in PCA the selection o f  the optimum number o f  components is 
only based on X variables rather than Y variables, the selected components might not necessarily be 
relevant for explaining Y variable. PCR can be considered as a two step procedure; see Fig. D2 for an 
illustration o f  PCR. The first step transforms X  variables into its principle components called T-matrix. The 
resulting T-matrix is then employed in M LR and predicted Y  variable is obtained by substituting X  in 
Equation D. 1.
Y = TB + p, (D.10)
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where Y is dependent variable, T, principle components, B, regression coefficients and p, prediction error.
D2.5 Partial Least Square Regression
PLS regression is also a regression analysis technique that attempts to overcome a multicolinearity 
problem. Like PCR, PLS regression also combines the features from PCA and MLR. In contrast to the 
PCR, PLS regression finds components from X  variable that are also relevant for Y  [Abdi, 2007], In order 
to understand the operational details o f  PLS regression, higher level statistical exposition or a discussion on 
PLS regression algorithm is required. Therefore, a simplified explanation is covered below, but a detailed 
description can be found in [Bsbensen, 2002].
A  simplified illustration o f  PLS regression is given in Fig. D3. The PLS regression algorithm 
performs PCA 011 X  and Y variables independently. T-matrix and U-matrix shown in the figure are 
principle components o f X-variables and Y-variables respectively. However, T-matrix shown in the figure 
is not computed directly from X-variables, but instead from W-loadings which are influenced by U-matrix, 
the principle components o f Y variables. Now, T-matrix is used in an MLR to predict Y-variable. The 
crucial point here to be noted is that the decomposition o f  X-variables is influenced by U-matrix, the 
principle components o f  Y-variable. In this way, the structure o f  Y-variable influences the decomposition 
o f  X-variable.
X
Fig. D2:An illustration o f  PCR [Esbensen, 2002]
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Fig. D3: An illustration o f  PLS regression [Esbensen, 2002]
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APPENDIX E: Performance evaluation metrics
ITU-T D .123 proposed four metrics for evaluating the relative performance o f an objective m o d el., 
but two are employed in this study for evaluating the performance o f die developed objective models. First 
o f Uiese is Pearson Correlation coefficient (R). It measures the linear relationship between die predicted and 
mean subjective scores calculated using the follow ing expression:
Z S X i ~ X  x  Yi -  Y >
R =  , ,   „ (E.1)2 2
S ( x , - X  ) ^L(YrY  )
where X-t denotes die mean subjective scores, Y, the predicted scores and N  represents die total number o f  
stimuli. X  and Y  represents the average value o f  subjective scores and predicted scores respectively.
The accuracy o f  die objective model is evaluated using die root mean square error (RMSE). RMSE or 
standard error is calculated using the follow ing formula:
1 N
RMSE = ,1 S  PEi (E.2)
\ N-I  i=l
where N represents the total number o f stimuli and PEt is the difference between predicted and subjective 
scores and are evaluated using the follow ing equation:
P E t ~  X i ~ Y i (E.3)
where PE-, is defined as the absolute prediction error, X-, denotes the mean subjective scores, Y, the predicted 
scores and i denotes the index o f  number o f stimuli.
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APPENDIX F : Instructions given to listeners
I n s t r u c t i o n s  f o r  e v a l u a t i n g  f r o n ta l  s p a t i a l  f i d e l i t y
Please evaluate the Frontal Spatial Fidelity o f  the sound recordings labelled 1, 2. 3, 4, 5. 6, 7 (see the 
figure in this page). Please do your grading o f  each recording by taking into account o f  the changes in the 
‘spatial impression’ inside the frontal arc (between the left and right loud speakers) o f the reference and test 
recording (see the figure in next page). Please IGNORE any timbral changes and any spatial changes 
outside the frontal arc.
The grading scale (see the figure in this page) is subdivided into categories from ‘Excellent’ to ‘Bad’. The 
grade 100 on the scale corresponds to the perfect fidelity (Frontal Spatial Fidelity is exactly the same as o f  
the reference recording). One or more recordings M UST be given a grade o f  100 because the reference 
recording is included at least once on each page.
Please Evaluate the FRONTAL SPATIAL FIDELITY
_ R E F E R E N C E  _
Grading Scale and User Interface
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Frontal Arc in multichannel audio setup
Changes in Frontal Spatial Fidelity of the recordings may include changes in:
•  Image width,
•  Image depth,
•  Ensemble width,
•  Ensemble depth,
•  Source distances,
•  Source widths.
•  Source depths.
•  Source focuses,
•  Source locations etc.
Please feel free to ask any questions, preferably before the test. Thank you for taking part in this 
experiment. Enjoy the listening!
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Please evaluate the Surround Spatial Fidelity of the sound recordings labelled 1. 2. 3, 4, 5, 6, 7 (see the 
figure in this page). Please do your grading o f each recordings by taking into account o f  the changes in the 
‘spatial impression’ outside the frontal arc (not between the left and right loud speakers) the reference and 
test recording (see the figure in next page). Please IGNORE any timbral changes and any spatial changes 
inside the frontal arc.
The grading scale (see the figure in this page) is subdivided into categories from ‘Excellent’ to 'Bad'. The 
grade 100 on the scale corresponds to the perfect fidelity (surround spatial fidelity is exactly the same as o f  
the reference recording). One or more recordings M UST be given a grade o f  100 because the reference 
recording is included at least once on each page.
Instructions for evaluating surround spatial fidelity
Please Evaluate the SURROUND SPATIAL FIDELITY
R E F E R E N C E ____
1 2 3 4  |
j
5 6 7
i
L.............
IOOi
80a
60a
20i
Excellent
Good
Fair
Poor
Bad
»0 MS
0  o
100 .100 ISO
0 O’ D
S«0 MS
SC cs
T.«e . *o
___ STOP___
Grading Scale and User Interface
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Non-Surround Arc in a multichannel audio setup
Changes in Surround Spatial Fidelity o f  the recordings may include changes in:
•  Room / Environment Impression
•  Envelopment
•  Source locations
•  Source focuses
•  Source depths
•  Source widths
•  Source distances etc.
Please feel free to ask any questions, preferably before the test. Thank you for taking part in this 
experiment. Enjoy the listening!
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Please evaluate the Timbral Fidelity o f the sound recordings labelled 1. 2, 3. 4, 5, 6. 7 (see figure). 
Compare the test and reference recordings and do your grading by taking into account o f the timbral 
changes only. Please IGNORE any spatial changes in the sound reproduction.
Instructions for evaluating timbral fidelity
Please Evaluate the TIMBRAL FIDELITY
R E F E R E N C E
Grading Scale and User Interface
The grading scale (see figure) is subdivided into categories from ‘Excellent’ to 'Bad*. The grade 100 on the 
scale corresponds to the perfect fidelity (timbral fidelity is exactly the same as o f the reference recording). 
One or more recordings MUST be given a grade o f 100 because the reference recording is included at least 
once on each page.
Please feel free to ask any questions, preferably before the test. Thank you for taking part in this 
experiment. Enjoy the listening!
********************
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Please evaluate the Basic Audio Quality (BAQ) o f  the sound recordings labelled 1, 2, 3, 4, 5, 6. 7 (see 
figure). Please do your grading of each recording by comparing it with the reference recording.
Instructions for evaluating basic audio quality
100i
80a
60a
40*
201
Excellent
Good
Fair
Poor
Bad
Grading Scale and User Interface
BASIC AUDIO QUALITY is defined as the global attribute that describes ANY and ALL detected 
differences between the reference and the evaluated excerpt. This may include
•  differences in timbre,
•  differences in spatial characteristic,
•  differences in number o f active channels,
•  balance,
•  dynamic range,
•  changes in front image,
•  changes in localisation o f audio sources,
•  changes in envelopment.
•  occurrence o f any type of linear and/or non-linear distortion,
•  any kind o f noise and distortion.
•  distortion caused by compression algorithms,
•  phase distortion
The grading scale (see Fig. F .l)  is subdivided into categories from 'Excellent’ to ‘Bad’. The grade UK) on 
the scale corresponds to the perfect BAQ (i.e. BAQ is exactly the same as o f the reference recording). One
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or more recordings M UST be given a grade o f 100 because the reference recording is included at least once 
on each page.
Please feel free to ask any questions, preferably before the test. Thank you for taking part in this 
experiment. Enjoy the listening!
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Evaluate the Spatial Fidelity o f  the sound recordings labelled 1, 2, 3. 4, 5. 6, 7. 8 (see Fig. G. 1 below). 
Spatial Fidelity is defined as the global attribute that describes any and all detected differences in the 
‘spatial impression’ between the reference and the evaluated recording. Please ignore any timbral 
differences.
m - ■ ■■' ■      ■ n . . !      , ,,,     _................ ................................................... .............. ....................................................................
Please Evaluate the SPATIAL FIDELITY
_____________ R E F E R E N C E _____________
Instructions for evaluating overall spatial fidelity
1 2 3 *
*1
6 7 8
n x 100 iso 3C3 390 339 103 100
] S3
'
S3 , S3 , -sc SO
j
,
ec - 53 ' •SO : ‘ SO V ' S3 - S3 so
G> 1> > >
- 40 ...•SO -40 -43 •40 -40
> 5*0 as
- ■
I 25 ■20
20
~o 0 -5 -. c -0 -3 -0 • c
________ STOP__
Grading Scale and User Interface
The grading scale (see figure) is subdivided into categories from ‘Excellent’ to ‘Bad’. The grade 100 on the 
scale corresponds to the perfect fidelity (spatial impression is exactly the same as o f  the reference 
recording). One or more recordings MUST be given a grade o f  100 because the reference recording is 
included at least once on each page.
P le a se  f e e l  fr e e  to  a sk  a n y  q u e s t io n s ,  p r e fe r a b ly  b e fo r e  th e  te st . T h a n k  y o u  fo r  ta k in g  part 
in  th is  e x p e r im e n t . E n jo y  th e  l is te n in g !
********************
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In this listening test, you will be asked to evaluate the perceived envelopment o f a number o f  audio 
recordings. Envelopment is a subjective attribute o f audio quality that accounts for the enveloping nature o f 
the sound. A sound is said to be enveloping if it wraps around the listener. Please keep in mind that the 
definition given here only concerns the envelopment experienced by the listener and NOT any envelopment 
that is perceived to be located around the sources.
Instructions for evaluating envelopment
’Slawek 'i«linski: Session 1* How enveloping are these recordings?
R l R 2 R 3 R 4 R 5
S T O P N E X T
Interface and Grading Scale for the evaluation of envelopment
This experiment has four sessions. Each session has two parts. The first part is to familiarise you with the 
interface and the methodology used in this study for evaluating envelopment. The familiarisation part is a 
small test that resembles the actual test. The second part is the actual test. The instruction to be followed in 
during the tests is described in the following paragraphs.
In each test, you are requested to evaluate how enveloping are the recordings labelled R 1. R2. R3, R4, and 
R5 (see figure). You will need to do the evaluation o f  envelopment by comparing each recording with each 
other and with the two reference recordings (A and B). Reference recording A is intended to give rise to a 
highly enveloping listener experience and recording B is intended to give rise to a relatively unenveloping 
listener experience.
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The short cut keys for the recordings R l- 5  are assigned as ‘1 \  ‘2 ’, ‘3 ’, ‘4 ’, and ‘5 ’ respectively on tire 
keyboard o f  the computer. The UP ( f )  button and DOW N ( | )  button can be used for switching to 
recordings A  and B respectively. The short cut key for STOP is space bar.
There will be 130 recordings to be evaluated and you will need to complete it in four separate sessions. 
Each session will take approximately 20 -  30 minutes.
P le a s e  f e e l  tr e e  to  a sk  a n y  q u e s t io n s ,  p r e fe r a b ly  b e fo r e  th e  te s t . T h a n k  y o u  fo r  ta k in g  part 
in  th is  e x p e r im e n t. E n jo y  th e  l is te n in g !
NOTE: The evaluation of the recordings R l-5  MUST be done by comparing them to the reference 
recordings A and B.
* * ** * * *** * * * * * * * * * * *
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APPENDIX G: Distribution of listening test scores
Distribution of the listening test scores for surround spatial fidelity
 LPF 8 kHz_______ LPF 12 kHz   Hybrid C
25 J .
2D*
1S-j
n  2S sa t s  io o  o  a s  s o  ?s i t n  □ as s d  t s  id d
Surround Spatial Fidelity Surround Spatial Fidelity Surround Spatial Fidelity
Fig. GI Distribution o f the listening test scores for surround spatial fidelity (calibration experiment)
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Fig. G2 Distribution o f tlie listening test scores for surround spatial fidelity (validation experiment)
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LPF 8 kHz LPF 12 kHz Hybrid C
D mix to 1/2
Timbral Fidelity Timbral Fidelity Timbral Fidelity
Fig. G3 Distribution o f  the listening test scores for timbral fidelity (calibration experiment)
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3over0 2over1 2ouer0
Fig. G4 Distribution o f  the listening test scores for timbral fidelity (validation experiment)
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LPF 8 kHz LPF 12 kHz
D-mix to Stereo
Basic Audio Quality Basic Audio Quality Basic Audio Quality
Fig.G5 Distribution o f the listening test scores for basic audio quality (calibration experiment)
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Fig. G6 Distribution o f  the listening test scores for basic audio quality (validation experiment)
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APPENDIX H: List of stimuli used for evaluating envelopment
Appendix H
Table H i: List o f  stimuli used in Calibration-A
No. Filename Description Process
l Bach4.wav J S Bach, Brandenberg concerto DVD 1 Unprocessed
2 B eegeesl6 .w av Beegees One Night Only Live Unprocessed
3 Beethovanl 1 .wav Berlin Symphony orchestra Live DVD Unprocessed
4 Beethovanl3.wav Berlin Symphony orchestra Live DVD Unprocessed
5 Beetho van25 .wav Berlin Symphony orchestra Live DVD Unprocessed
6 CHI. wav Crowded house, Together Alone ACD Unprocessed
7 CH2.wav Crowded house, Together Alone ACD Unprocessed
8 Claptonl6.wav Eric Clapton, Unplugged DVD Unprocessed
9 Clapton25.wav Eric Clapton, Unplugged DVD Unprocessed
10 Clapton4.wav Eric Clapton, Unplugged DVD Unprocessed
11 DaveKoz9.wav Dave K oz D V D -A Unprocessed
12 D ixiel.w av Dixie Chicks Live DVD Unprocessed
13 Dixie3.wav Dixie Chicks Live DVD Unprocessed
14 Eagles4.wav Eagles, Hotel California D V D -A Unprocessed
15 EaglesHFOl 1 .wav Eagles, Hell Freezes Over DV D Unprocessed
16 EaglesHF02.wav Eagles, Hell Freezes Over DVD Unprocessed
17 Gabriell6.wav Peter Gabriel Live DVD Unprocessed
18 Gabriel3.wav Peter Gabriel Live DV D Unprocessed
19 Gabriel5.wav Peter Gabriel Live DV D Unprocessed
20 Game.wav Noel's Party Unprocessed
21 Indian3.wav Concert for George Harrison Unprocessed
22 Indian8.wav Concert for George Harrison Unprocessed
23 Insanel.wav DTD Dem o DV D Unprocessed
24 lnsane2.wav DTD Dem o DVD Unprocessed
25 Jeanl 3.wav Jean Michael Jarre DVD Unprocessed
26 Jeanl6.wav Jean Michael Jarre DVD Unprocessed
27 Jeanl7.wav Jean Michael Jarre DV D Unprocessed
28 Jean22.wav Jean Michael Jane DVD Unprocessed
29 Jean26.wav Jean M ichael Jarre DVD Unprocessed
30 Jean46.wav Jean Michael Jarre DVD Unprocessed
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Table Hi (Contd.): List of stimuli used in Calibration-A
No. Filename Description Process
31 Jean8.wav Lee Ritenour Unprocessed
32 L eel.w av Lee Ritenour Unprocessed
33 L eel0.w av Lee Ritenour Unprocessed
34 Lee3.wav Lee Ritenour Unprocessed
35 Lee8.wav Lee Ritenour Unprocessed
36 LTJ3.wav LTJ Unprocessed
37 MAI .wav Music for Archimedes ACD Unprocessed
38 M A16.wav M usic for Archimedes ACD Unprocessed
39 M A20.wav M usic for Archimedes ACD Unprocessed
40 M A21.wav M usic for Archimedes ACD Unprocessed
41 M A25.wav M usic for Archimedes ACD Unprocessed
42 M A5.wav
M usic for Archimedes ACD, Double 
mono Unprocessed
43 M etallical 1 .wav M etallica Collection DV D Unprocessed
44 M etallica2.wav Metallica Collection DVD Unprocessed
45 Metallica4.wav Metallica Collection DV D Unprocessed
46 M oviesl7.w av The Mummy Unprocessed
47 M oviesl.w av The Mummy Unprocessed
48 M o v iesll.w a v The Mummy Unprocessed
49 M oviesl2.w av The Mummy Unprocessed
50 M oviesl8.w av The Mummy Unprocessed
51 M ovies4.wav The Mummy Unprocessed
52 M ovies5.wav Currently not available Unprocessed
53 M ovies8.wav Currently not available Unprocessed
54 M ozl.w av Mozart ACD Unprocessed
55 M oz4.wav Mozart ACD Unprocessed
56 N irvanal.wav Nirvana Nevermind ACD Unprocessed
57 N orahl2.wav Norah Jones Live DVD Unprocessed
58 Norah5.wav Norah Jones Live D V D Unprocessed
59 Orff24.wav
Berlin Symphony orchestra Live 
recording DV D Unprocessed
60 Orff25.wav
Berlin Symphony orchestra Live 
recording D V D Unprocessed
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Table HI (Contd.): List of stimuli used in Calibration-A
No. Filename Description Process
61 Orff29.wav
Berlin Symphony orchestra Live 
recording DVD Unprocessed
62 PinkFloydl.wav Pink Floyd Live D V D Unprocessed
63 PinkFloydl 1 .wav Pink Floyd Live DVD Unprocessed
64 PinkFloydl6.wav Pink Floyd Live DVD Unprocessed
65 PinkFloyd4.wav Pink Floyd Live DVD Unprocessed
66 Queen35.wav Queen Greatest Hits DVD Unprocessed
67 Queen5.wav Queen Greatest Hits DVD Unprocessed
68 Queen50.wav Queen Greatest Hits DV D Unprocessed
69 Queen9.wav Queen Greatest Hits DV D Unprocessed
70 Ramallal .wav Ramalla concert DV D Unprocessed
71 Ramallal0.wav Ramalla concert DVD Unprocessed
72 Ramalla4.wav Ramalla concert DVD Unprocessed
73 Ramalla9.wav Ramalla concert DV D Unprocessed
74 Rea5.wav Chris Rea Live DV D Unprocessed
75 Rea9.wav Chris Rea Live DVD Unprocessed
76 RH CPl.wav
Red Hot Chilli Peppers 
Californification ACD. Unprocessed
77 RHCP2.wav
Red Hot Chilli Peppers 
Californification ACD. Unprocessed
78 Sting 1 .wav Sting Documentary DVD. Unprocessed
79 Stingl0.w av Sting Documentary DVD Unprocessed
80 Stingl4.wav Sting Documentary DV D Unprocessed
81 Sting7.wav Sting Documentary D V D Unprocessed
82 Suzannal6.wav Suzanna Vega Live DVD Unprocessed
83 Suzanna5.wav Suzanna Vega Live DV D Unprocessed
84 Tennis.wav W imbledon, BBC Unprocessed
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Table H2: List of stimuli used in Calibration-B
No. F ilenam e D escription Process
1 sg_001 .wav Berlin Symphony orchestra Live DVD Unprocessed
2 sg _001 _1 over2.wav Berlin Symphony orchestra L ive DVD 1/2 Down-m ix
3 sa 001 _J2over0.wav Berlin Symphony orchestra Live DVD 2/0 Down-mix
4 sg_001 _AudX_ 192.wav Berlin Symphony orchestra Live DVD AudX 192kbps
5 sg_001 _Hybrid_C. wav Berlin Symphony orchestra Live DVD
LPF: Hybrid C L, R -  18.25kHz; C -  
3.5kHz; LS, RS -  10kHz
6 sg_002.wav Crowded house, Together A lone CD Unprocessed
7 sg_002_l over0.wav Crowded house, Together A lone CD 1/0 Down-mix
8 sg_003.wav Eric Clapton, Unplugged DV D Unprocessed
9 sg_003_l over0.wav Eric Clapton, Unplugged D V D 1/0 Down-m ix
10 sg__003_l over2.wav Eric Clapton, Unplugged DV D 1/2 Down-mix
11 sg_003_3500H z.wav Eric Clapton, Unplugged DV D LPF: 3.5kHz
12 sg_003_A udX_l 92.wav Eric Clapton, Unplugged DV D AudX 192kbps
13 sg_004.wav Dave Koz D V D -A Unprocessed
14 sg_004_2over0.wav Dave Koz D V D -A 2/0 Down-m ix
15 sg_004_A udX _l 92.wav Dave Koz D V D -A AudX 192kbps
16 sg_005 .wav Dixie Chicks Live DVD Unprocessed
17 sg_005_l 0000Hz.wav Dixie Chicks Live D V D LPF: 10kHz
18 sg_005_l over0.wav D ixie Chicks Live D V D 1 /0 Down-mix
19 sg_005_AudX_ 192. wav Dixie Chicks Live D V D AudX 192kbps
20 sg_005_AudX_80.wav D ixie Chicks Live DV D AudX 80kbps
21 sg_006.wav Eagles, Hell Freezes Over DV D Unprocessed
22 sg_006_3over0.wav Eagles, Hell Freezes Over DV D 3/0 Down-m ix
23 sg_006_A udX _l92.w av Eagles, Hell Freezes Over DV D AudX 192kbps
24 sg_006_AudX_80.wav Eagles, Hell Freezes Over D V D AudX 80kbps
25 sg_006_Hybrid_D.wav Eagles, Hell Freezes Over DV D
LPF: Hybrid D L, R - 1 4 .1 25kHz; 
C -  3.5kHz; LS, RS -  14.125kHz
26 sg_008.wav Insane Clown Posse Unprocessed
27 sg_008_l over0.wav Insane Clown Posse 1/0 Down-m ix
28 ssL_008_3500Hz.wav Insane Clown Posse LPF 3.5kHz
29 sg_008_3over 1 .wav Insane Clown Posse 3/1 Down-m ix
277
Appendix H
Table H2 (Contd.): List of stimuli used in Calibration-B
No. Filenam e Description Process
30 sg_008_64000_aacPl usMPS .wav Insane Clown Posse
AACPlus+MPEG Surround 
64kbps
31 sg_009.wav Jean Michael Jarre DV D Unprocessed
32 sg 009_2over0.wav Jean Michael Jarre D V D 2/0 Down-mix
33 sg_009„64000_aacPlusM PS .wav Jean Michael Jarre D V D
AACPlus+MPEG Surround 
64kbps
34 sg_009_AudX_80.wav Jean Michael Jane DVD AudX 80kbps
35 sg_009_Hybrid_D. wa v Jean Michael Jarre DVD
LPF: Hybrid D L, R -  
14.125kHz; C -  3.5kHz; LS, RS -  
14.125kHz
36 sg_010.wav Jean M ichael Jarre DV D Unprocessed
37 sg_010_1 over2.wav Jean Michael Jarre D V D 1/2 Down-mix
38 sg 010. 2over0.wav Jean Michael Jarre DVD 2/0 Down-m ix
39 sg_010_AudX_80.wav Jean Michael Jarre DV D AudX 80kbps
40 sg _ 0 10_Hybrid_C.wav Jean Michael Jarre DVD
LPF: Hybrid C L, R -  18.25kHz; 
C -3 .5 k H z; LS, R S -lO k H z
41 s.g_011.wav
Lee Ritenour, Papa was a Rolling 
Stone Unprocessed
42 sg_01 l_10000H z.w av
Iree Ritenour, Papa was a Rolling 
Stone LPF: 10kHz
43 sg_01 l_ lover0.w av
Lee Ritenour, Papa was a Rolling 
Stone 1/0 Down-mix
44 sg_01 l_3overl .wav
I^ee Ritenour, Papa was a Rolling 
Stone 3/1 Down-mix
45 sg_01 l_64000_aacPlusM PS.wav
Lee Ritenour, Papa was a Rolling 
Stone
AACPlus+MPEG Surround 
64kbps
46 sg_013.wav Metallica, Sad but true DV D Unprocessed
47 sg_013_lover0.w av Metallica, Sad but true DV D 1/0 Down-mix
48 sg_013_3over0.wav Metallica, Sad but true DV D 3/0 Down-mix
49 sg_013_AudX_192.wav Metallica, Sad but true DVD AudX192kbps
50 sg_013_Hybrid_D.wav Metallica, Sad but true DVD
LPF: Hybrid D  L, R -  
14.125kHz; C -  3.5kHz; LS, RS -  
14.125kHz
51 sg_0l4 .w av The Mummy Unprocessed
52 sg_014_2over0.wav The Mummy 2/0 Down-mix
53 sg _ 0 14_64000_aacPlusM PS .wav The Mummy
AACPlus+MPEG Surround 
64kbps
54 sg_014_A udX_l 92.wav The Mummy AudX 192kbps
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No. Filenam e D escription Process
55 sg_014_Hybrid_C- wav The Mummy
LPF: Hybrid C L. R -  18.25kHz; 
C -3 .5 k H z ; LS, R S -lO k H z
56 sg 015.wav War field Unprocessed
57 sg_015_lover0.w av War field 1/0 Down-m ix
58 sg_0l5_3500H z.w av War field LPF: 3.5kHz
59 sg_015_3over0.wav War field 3/0 Down-mix
60 sg _ 0 15_Hybrid_D.wav War field
LPF: Hybrid D L, R -  
14.125kHz; C -  3.5kHz; LS, RS -  
14.125kHz
61 sg 017.wav The Queen, W e will rock you Unprocessed
62 sg_017_10000Hz.wav The Queen, W e will rock you LPF: 10kHz
63 sg_017_2over0.wav The Queen, W e will rock you 2/0 Down-mix
64 sg_017_64000_aacPlusM PS.wav The Queen, W e will rock you
AACPlus+MPEG Surround 
64kbps
65 sg_017_AudX_80.wav The Queen, W e will rock you AudX80kbps
66 sg_018.wav Ramalla concert DV D Unprocessed
67 sg_018_lover0.w av Ramalla concert D V D 1/0 Down-mix
68 sg_018_3500Hz.wav Ramalla concert DVD LPF: 3.5kHz
69 sg_018_3overl .wav Ramalla concert D V D 3/1 Down-mix
70 sg_018_AudX_l 92. wav Ramalla concert DVD AudX192kbps
71 sg_026.wav LTJ Unprocessed
72 sg_026_l over0.wav LTJ 1/0 Down-mix
73 sg_026_3overl .wav LTJ 3/1 Down-mix
74 sg_026_AudX_80.wav LTJ AudX 80kbps
75 sg_026_Hybrid_D.wav LTJ
LPF: Hybrid D  L, R -  14,125kHz; 
C -  3.5kHz; LS, RS -  14.125kHz
76 sg_030.wav Wimbledon Tennis, BBC Unprocessed
77 sg_030_l over2.wav W imbledon Tennis, BBC 1/2 Down-m ix
78 sg_030_3over0.wav Wimbledon Tennis, BBC 3/0 Down-mix
79 sg_030_64000_aacPlusM PS .wav Wimbledon Tennis, BBC
AACPlus+MPEG Surround 
64kbps
80 sg _030_AudX_80.wav Wimbledon Tennis, BBC AudX 80kbps
81 sg 033.wav Bach Brandenburg concerto DV D 2 Unprocessed
82 sg_033_l 0000Hz.wav Bach Brandenburg concerto DVD 2 LPF: 10kHz
1 83 sg_033_2over0.wav Bach Brandenburg concerto D V D  2 2/0 Down-m ix
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Table H2 (Contd.): List of stimuli used in Calibration-B
N o. Filenam e Description Process
84 sg 033j3overl.w av Bach Brandenburg concerto DVD 2 3/1 Down-mix
85 sg_033_Hybrid_C.wav Bach Brandenburg concerto DVD 2
LPF: Hybrid C L. R -  18.25kHz; 
C -3 .5 k H z ; LS, R S -lO k H z
86 sg_035.wav Fanfare. Panasonic DVD Unprocessed
87 sg_035_l 0000Hz.wav Fanfare, Panasonic DVD LPF: 10kHz
88 sg_035_ 1 over0.wav Fanfare, Panasonic DV D 1/0 Down-mix
89 sg_035_l over2.wav Fanfare, Panasonic D V D 1/2 Down-mix
90 sg_035_2over0. wav Fanfare, Panasonic DV D 2/0 Down-mix
91 sg_038.wav Artificial Sound from CATT Acoustics Unprocessed
92 sg_038_l over0.wav Artificial Sound from CATT Acoustics 1/0 Down-m ix
93 sg_038_3500H z.wav Artificial Sound from CATT Acoustics LPF: 3.5kHz
94 sg_038_AudX_80.wav Artificial Sound from CATT Acoustics AudX 80kbps
95 sg_038_Hybrid_C. wav Artificial Sound from CATT Acoustics
LPF: Hybrid C L, R -  18.25kHz; 
C -3 .5 k H z; LS, R S -lO k H z
Table H3: List o f stimuli used in Validation-A
No. F ilenam e D escription Process
1 ExpAJV alid_sg_01. wa v K ing’s college orchestra DVD Unprocessed
2 ExpA_V alid_sg__02.wav Blue Notes DVD Unprocessed
3 ExpA_V al id_sg_03. wav Blue Notes DVD Unprocessed
4 ExpAJValid_sg_04.wav Phil Collins, Live D V D Unprocessed
5 ExpA_Valid_sg_05.wav Ramalla Concert DV D Unprocessed
6 ExpA Valid sg 06.wav Fleetwood Mac Unprocessed
7 ExpAJV a lid _ sg j)7 . wav Panasonic DV D Unprocessed
8 ExpA_V alid_sg_08.wav George M ichael Collection DV D Unprocessed
9 ExpAJV alid_sg_09.wav George Michael Collection DVD Unprocessed
10 ExpA_Vatid_sg_l 0.wav George Michael Collection DVD Unprocessed
11 ExpA_VaIid_sg_l l.w av Panasonic DV D Unprocessed
12 ExpA_Valid_sg_l 4.wav Led Zeppelin Live DV D Unprocessed
13 ExpAJV alid_sg_l 5 .wav Bach Brandenburg concerto D V D  1 Unprocessed
14 ExpA_V alid_sg_l 6.wav Andrew Lloyd Webber Unprocessed
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Table H3 (Contd.): List of stimuli used in Validation-A
No. Filename Description Process
15 ExpA_Valid_sg_ 17.wav Andrew Lloyd Webber Unprocessed
16 ExpA_Valid_sg_l 8.wav Berlin Symphony Orchestra D V D Unprocessed
17 ExpA_Valid_sg_19.wav Currently not Available Unprocessed
18 ExpA_Valid_sg_23.wav Panasonic DV D Unprocessed
19 ExpA_Valid_sg_24.wav Panasonic DVD Unprocessed
20 ExpA_V alid_sg_25.wav Currently not Available Unprocessed
21 Exp A_V alid_sg_26. wav Currently not Available Unprocessed
22 ExpA_V alid_sg_27.wav Currently not Available Unprocessed
23 ExpA_V alid_sg_28.wav Currently not Available Unprocessed
24 ExpA_V alid_sg_30.wav Deep purple Collection ACD Unprocessed
25 ExpA„V alid_sg_33.wav Currently not Available Unprocessed
26 ExpA_V alid_sg_34.wav E B U C D Unprocessed
27 ExpA_V alid_sg_35. wa v EBU CD Unprocessed
28 ExpA_V alid_sgJ36.wav E B U C D Unprocessed
29 ExpA_V alid_sg_37.wav E B U C D Unprocessed
30 ExpA_V alid_sg_3 8.wav E B U C D Unprocessed
Table H4: List o f  stimuli used in Validation-B
No. Filename Description Process
1 sg_007.wav Peter Gabriel Live DVD Unprocessed
2 sg_007_l over0.wav Peter Gabriel Live DV D 1/0 Down-mix
3 sg_007_A udX_l 92.wav Peter Gabriel Live DVD AudX192kbps
4 sg_007_AudX_80.wav Peter Gabriel Live DV D AudX 80kbps
5 sg_007_Hybrid_C.wav Peter Gabriel Live DVD
LPF: Hybrid C L , R -  18.25kHz; 
C -  3.5kHz; LS, RS -  10kHz
6 sg_016.wav
Berlin Symphony orchestra Live 
DV D Unprocessed
7 sg_016_10000Hz.wav
Berlin Symphony orchestra Live 
DVD LPF: 10kHz
8 sg_016_3over0.wav
Berlin Symphony orchestra Live 
DV D 3/0 Down-mix
9 sg_016_A udX_l 92. wav
Berlin Symphony orchestra Live 
DV D A udX192kbps
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Table H4 (Contd.): List of stimuli used in Validation-B
No. Filenam e D escription Process
10 sg_016_AudX_80.wav
Berlin Symphony orchestra Live 
D V D AudX 80kbps
11 sg_019.wav Sting Documentary DV D Unprocessed
12 sg_019_3500Hz.wav Sting Documentary DV D LPF: 3.5kHz
13 sg_019_3over0.wav Sting Documentary DVD 3/0 Down-m ix
14 sg_020.wav Suzanna V ega Live DVD Unprocessed
15 sg_020_64000_aacPlusM PS.wav Suzanna V ega Live DVD
AACPlus+MPEG Surround 
64kbps
16 sg_020_A udX_l 92.wav Suzanna V ega Live D V D AudX 192kbps
17 sg_020_AudX_80.wav Suzanna Vega Live DV D AudX 80kbps
18 sg_020_Hybrid_C-wav Suzanna Vega Live DV D
LPF: Hybrid C L, R -  18.25kHz; 
C -3 .5 k H z ; LS, R S -lO k H z
19 sg_028.wav Pink Floyd Live DV D Unprocessed
20 sg_028_l over0.wav Pink Floyd L ive DV D 1/0 Down-mix
21 sg_029.wav Queen greatest Hits D V D Unprocessed
22 sg_029_3500H z.wav Queen greatest Hits D V D LPF: 3.5kHz
23 sg_029_3over0.wav Queen greatest Hits DV D 3/0 Down-mix
24 sg_031.wav Andrew Lloyd Webber DV D Unprocessed
25 sg_031 _64000_aacPIusMPS .wav Andrew Lloyd Webber DVD
AACPlus+MPEG Surround 
64kbps
26 sg_034.wav Panasonic DVD Unprocessed
27 sg_034_l over2.wav Panasonic DV D 1/2 Down-mix
28 sg_034_2over0.wav Panasonic DV D 2/0 Down-mix
29 sg_034_AudX_80.wav Panasonic D V D AudX 80kbps
30 sg_034_Hybrid_D.wav Panasonic DVD
LPF: Hybrid D  L , R -  
14.125kHz; C -  3.5kHz; LS, RS -  
14.125kHz
31 sg_036.wav Freedom 90, George Michael Unprocessed
32 sg_036_3overl .wav Freedom 90, George Michael 3/1 Down-mix
33 sg_036_64000_aacPl usMPS .wav Freedom 90, George Michael
AACPlus+MPEG Surround 
64kbps
34 sg_036_AudX_80.wav Freedom 90, George Michael AudX 80kbps
35 sg_036_H ybri d_D .wav Freedom 90, George Michael
LPF; Hybrid D  L . R -  
14.125kHz; C -  3.5kHz; LS, RS -  
14.125kHz
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APPENDIX I: Correlation analysis of selected features and
attributes
II: Correlation between IACC-based features and attributes
Table 11: Correlation between the selected features used for the prediction o f BAQ, TF, FSF and SSF
Features IbbO Ibb90 lo bo bo I90 I120 Iiso Iiso
IbbO 1 .787 .955 .938 .775 .657 .793 .938 .943
Ibb90 .787 1 .810 .855 .847 .769 .831 .820 .829
lo .955 .810 1 .959 .806 .699 .814 .960 .980
bo .938 .855 .959 1 .889 .771 .880 .967 .972
IfiO .775 .847 .806 .889 1 .952 .983 .849 .860
bo .657 .769 .699 .771 .952 1 .948 .733 .753
I 120 .793 .831 .814 .880 .983 .948 1 .855 .853
Iiso .938 .820 .960 .967 .849 .733 .855 1 .962
Iiso .943 .829 .980 .972 .860 .753 .853 .962 1
Table 12: Correlation o f  centroid o f  coherence with BAQ, TF, FSF and SSF scores
A ttribute Correlation R
F iltered item s D ow n-m ixed item s
BAQ 0.92 0.62
TF 0.93 0.54
FSF 0.71 0.55
SSF 0.66 0.77
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APPENDIX J: Questionnaire and answers from usability test
Appendix J
Table J1: The questionnaire used in the usability test and its answers given by the subjects.
L Did the stimuli presented to you have played back at a comfortable level?
Subject 1 Yes
Subject2 Yes, may be a little bit louder would be better
Subject3 Yes
Subject4 Too quite, applause was slightly quieter than others
Subjects Yes
Subject6 Yes
Subject7 Possibly could have
Subject8 Yes
2. Was it difficult to evaluate envelopment using this method? If  so, why?
Subjectl N o
Subject2 Yes, the noise was very difficult to use as a reference. It is too disconnected for 
comparison
Subject3 N o, it was nice to have a grading scale between two extremes to compare each stimuli 
with.
Subject4 No, because the level o f envelopment could be judged from the loudspeakers that were 
dissipating the sound.
Subjects No, but I thought this stimuli were too quite which lowers the perception o f  envelopment 
(or masks).
Subject6 No
Subject7 No, this was an effective method
Subject8 N o
3. On the left-hand side of the screen you had two recordings labelled A and B used as anchors to 
calibrate the range of the scale. In one part of the test these recordings contained noise. In the second 
part they contained speech. Which was easier for making comparisons with the test stimuli? 
a) Pink noise part b) Speech babble part
Subjectl About the same
Subject2 Speech babble
Subject3 Pink noise
Subject4 Speech babble
Subject5 Both were easy. Anchor A  with pink noise was more enveloping than with speech 
babbles. Pink noise gives rise to a slightly different situation (like a wash). With babble you 
do feel surrounded.
Subject6 Speech babble
Subject7 Speech babble
Subject8 Speech babble
4. Did you experience any problems while evaluating envelopment when recordings A and B 
contained noise? If  yes, what were they?
Subjectl Musical content more difficult to evaluate compared with noise
Subject2 Trying to refer to them was difficult as they were too far removed from the stimuli.
Subject3 No
Subject4 N o
Subject5 N o
Subject6 N oise can be annoying, therefore it is not comfortable
Subject7 Using noise is problematic for two reasons. 
No relation to a ‘real’ situation.
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N o phantom images -  the noise is not capable o f fully enveloping the listener.
Subject8 Noise is good for applause. For some recordings noise is good, but for others speech 
babble is good.
5. Did you experience any problems while evaluating envelopment when recordings A and B 
contained speech babble? I f yes, what were they?
Subject 1 Ambient programme is more difficult to evaluate with babble
Subject2 No
Subjects Yes, I was put o ff by perceiving point sources as opposed to how much it is 'wrapped’ 
around me.
Subject4 No
Subjects No
Subject6 No, but I’d prefer to have music instead.
Subject7 No, this was better because it had more relation to ‘real’ situation. Also, phantom images 
created more envelopm ent
Subject8 Speech is better for others (stimuli other than applause)
6. Did you get confused when using the UP (j )  and DOWN (J.) buttons to switch between the lower 
envelopment anchor and the higher envelopment anchor? If Yes, do you have any suggestions to resolve 
this?
Subjectl No
Subject2 No -  this was good.
Subject3 N o probs
Subject4 No
Subject5 No
Subject6 No, I just thought that the highest level o f  the scale was the line that starts from A  ( the 
line that is touching the button for anchor A).
Subject7 No
Subject8 No
7. Please give any suggestions for improving GUI.
Subjectl Number buttons -  when repress same no. it turn o ff  rather than restarting.
Subject2 May be provide markings on the scale
Subject3
Subject4 It could be better to switch the screen to a blank one or something different from tire 
evaluation page, after the fourth page is finished.
Subject5 GUI is good
Subject6 I don’t think that it is necessary to show tire grading numbers since there is no number in 
the grading scale.
Subject7 When ‘FINISHED’ it would be nice if  the scales and buttons were removed from view  or 
perhaps a message was shown to acknowdedge the completion.
Subject8 No
8. Please give any other comments or suggestions to improve the methodology used in this test.
Subjectl No comments
Subject2
Subject3 Perhaps compare the envelopment between the anchors.
Subject4 H ow about screening so that the loudspeakers are hidden
Subject5 I didn’t think stimuli coursed a wide range o f envelopment, I scaled most in the middle of 
the scale. Certainly there were one below B or above A.
Subject6 There is no recording worse than B in terms o f  envelopment. So I don’t think it is 
necessary to allow the grading scale go beyond B
Subject7 The noise was less enveloping than the speech. Therefore, stimuli with same 
envelopment would be rated differently for each anchor.
Subjects Give the questionnaire before the listening test
285
Appendix K
APPENDIX K: Post-screening of listeners who evaluated 
envelopment
This Appendix discusses the screening procedure employed for removing the inconsistent listeners 
from the database o f  listening test scores obtained from listening tests that evaluated perceived 
envelopment arising from multichannel audio recordings.
As mentioned in Chapter 5, there were four different listening tests (Calibration-A, Calibration-B, 
Validation-A and Validation-B). The first step in removing the inconsistent listeners was to calculate the 
difference between the scores obtained for the test and repeat. The magnitude o f the typical intra-listener 
error could be around 10% [Zielinski, 2005a]. Therefore it was decided to keep all listeners whose 
magnitude o f the difference between test and repeat was less than 10% (with respect to the range o f the 
scale). This procedure was applied both for calibration and validation scores. Histograms o f  the intra­
listener RMS error across the listeners are provided in Figs. K la. K lb , K lc  and K id  for comparison.
RMSE (intra) vs. Listeners
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
Listeners
Fig. Kla: Histogram o f RMSE (Calibration-A)
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RMSE (intra) vs. Listeners
Fig. K lb: Histogram o f  RMSE (Calibration-B)
RMSE (intra) vs. Listeners
Fig. K lc: Histogram o f RMSE (Validation-A)
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RMSE (intra) vs. Listeners
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
Listeners
Fig. K id: Histogram o f RMSE (Validation-B)
From the histograms o f RMSE obtained from calibration experiments (Figs K la  and K lb), it can be 
seen that only one listeners was marked as outlier for Calibration-A and eight listeners for Calibration-B. 
Figs K lc  and K id  reveal that there were eight and ten outlying listeners for Validation-A and Validation-B 
respectively. The scores o f  the marked listeners were removed from the database and the remaining scores 
were analysed further for the consistency and listener agreement.
In order to analyse the degree o f  agreement among the listeners, the inter-listener correlation 
(correlation o f  each listener’s scores with the average scores o f all other listeners) and inter-listener RMS 
error were calculated. The summary o f inter-listener correlation and inter-listener RMSE are provided in 
Tables K la . K lb , K lc  and K id. From the tables it can be seen that the inter-listener RMS error o f  certain 
listeners (see the shaded rows) is relatively large compared to the other listeners. The scores o f  those 
listeners who showed large inter-listener RMS error showed relatively poor inter-listener correlation 
compared to that o f other listeners. The low intra-listener errors seen in the tables show that most listeners 
were able to evaluate envelopment consistently. This means that the listeners were able to understand the 
verbal and audible descriptions given to them during listening test.
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Table Kla: Comparisons of listener’s (Calibration-A)
No.
Correlation
(inter-listener)
Correlation
(intra-listener)
RMSE (inter­
listener)
RMSE (intra- 
listener)
Partial Eta 
Square F-Statistic
1 0.93 0.80 4.88 7.64 0.94 16.97
2 0.92 0.92 5.90 8.99 0.90 9.23
3 0.94 0.86 4.35 7.61 0.93 13.14
4 0.94 0.85 5.09 9.21 0.93 13.48
5 0.82 0.78 10.35 6.54 0.95 20.11
6 0.93 0.86 5.60 8.87 0.92 11.98
7 0.92 0.85 5.68 7.22 0.92 10.97
8 0.91 0.91 5.09 9.55 0.88 7.17
9 0.94 0.92 6.14 8.94 0.92 12.14
10 0.89 0.91 8.11 8.16 0.95 14.91
11 0.95 0.90 4.72 8.70 0.88 7.78
12 0.94 0.84 3.47 8.13 0.95 13.75
13 0.94 0.90 4.28 8.36 0.91 10.35
14 0.90 0.85 7.63 6.47 0.96 23.53
15 0.87 0.88 6.66 5.95 0.94 17.25
16 0.91 0.86 6.67 6.94 0.94 15.28
17 0.91 0.81 8.17 8.59 0.93 12.86
18 0.90 0.84 7.44 6.93 0.96 21.81
Table Klb: Comparisons o f listener's (Calibration-B)
No.
Correlation
(inter-listener)
Correlation (intra­
listener)
RMSE (inter­
listener)
RMSE
(intra­
listener)
Partial Eta 
Square F-Statistic
1 0.91 0.90 5.04 6.90 0.95 18.16
2 0.91 0.84 6.61 9.76 0.92 11.43
3 0.95 0.89 5.01 6.70 0.95 17.68
4 0.89 0.72 6.62 8.78 0.85 5.56
5 0.95 0.90 4.79 8.13 0.94 17.22
6 0.90 0.83 6.10 9.43 0.91 10.08
7 0.93 0.76 4.11 9.65 0.88 7.33
8 0.93 0.82 5.33 9.90 0.91 9.97
9 0.82 0.85 12.05 8.96 0.92 11.94
10 0.87 0.89 5.66 5.86 0.95 17.76
11 0.90 0.82 6.35 9.17 0.90 9.55
12 0.93 0.73 5.30 8.92 0.93 12.09
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Table Klc: Comparisons of listener's (Validation-A)
No.
Correlation
(inter-listener)
Correlation
(intra-listener)
RMSE (inter­
listener)
RMSE (intra­
listener)
Partial Eta 
Square
F-
Statistic
1 0.93 0.96 6.16 5.46 0.97 38.73
2 0.90 0.78 4.44 9.00 0.89 8.08
3 0.91 0.89 6.23 7.98 0.95 17.89
4 0.79 0.79 6.15 6.27 0.89 8.20
5 0.90 0.89 7.28 9.41 0.91 10.74
6 0.89 0.87 8.17 9.18 0.92 12.50
7 0.89 0.86 6.35 9.74 0.91 10.05
8 0.94 0.95 4.67 5.24 0.97 38.09
9 0.94 0.91 4.10 6.12 0.95 20.98
10 0.93 0.88 4.22 7.06 0.94 15.46
11 0.97 0.84 5.18 9.37 0.92 12.22
12 0.64 0.67 9.91 9.15 0.83 5.13
13 0.95 0.88 4.33 7.75 0.94 16.59
Table Kid: Comparisons o f listener’s (Validation-B)
No.
Correlation
(inter-listener)
Correlation
(intra-listener)
RMSE (inter­
listener)
RMSE (intra- 
listener)
Partial Eta 
Square
F-
Statistic
1 0.86 0.88 6.21 9.04 0.91 9.98
2 0.84 0.60 5.70 8.84 0.79 3.90
3 0.86 0.90 6.26 6.51 0.95 17.83
4 0.88 0.81 6.63 9.52 0.87 6.81
5 0.90 0.90 6.11 7.78 0.93 14.24
6 0.86 0.77 5.23 8.98 0.88 7.53
7 0.89 0.81 4.84 8.30 0.89 8.06
8 0.59 0.70 10.17 8.26 0.85 5.88
9 0.86 0.83 7.87 9.92 0.91 10.42
10 0.85 0.76 6.16 9.81 0.88 7.38
11 0.85 0.87 6.15 7.44 0.93 14.44
The scatter plots o f the envelopment scores o f the listeners having large inter-listener RMS error and 
small inter-listener correlation provide the additional information about the performance o f the selected 
listeners in a graphical form. From the scatter plots it can be seen that the scores o f outlying listeners (Figs. 
K2c and K2d) are not as uniformly distributed as the other listeners (see Figs. K2a and K2b). The 
instructions given to the listeners were based on a simple definition o f  envelopment. For this reason, if'can 
only be said that the deviation o f  the outlying listeners from the mean scores obtained by the remaining 
listeners might be due the fact that they used different criteria for evaluating envelopment. Since the intra­
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listener RMSE o f  outlying listeners were comparable to that o f the other listeners, it was decided to keep 
the outlying listeners in the database o f envelopment scores.
Fig. K2a: Scatter plot o f the scores obtained from 
Listener 1 and the average scores o f other listeners
Fig. K2b: Scatter plot o f the scores obtained from 
Listener 3 and the average scores o f  other listeners
Fig. K2c: Scatter plot o f the scores obtained from Fig. K2d: Scatter plot o f the scores obtained from
Listener 5 and the average scores o f  other listeners Listener 10 and the average scores o f other listeners
In addition, the discriminatory power o f  each listener was measured using the Partial Eta Square 
values as obtained from the ANOVA analysis o f each listener’s responses. Calculating the Partial Eta 
Square allows the assessment o f each listener's importance in relation to the overall results o f  the test. This 
is an indication o f  the discrimination power o f listeners. Partial Eta Square value equal to unity means that 
listener has ‘perfect’ effect on the results. From tables, it can be seen that none o f the Partial Eta Square 
values from listeners deviate substantially from unity.
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Table LI: Results o f  Transformations
R R R R R R R R R R
T ransform ation* (K LTV1) (BFR) (LEniw) (Craw) (Rraw (entropyL) (entrop.Vn) (TDF) (ASD) (CCA)
Linear 0.66 0.64 0.50 0.11 0.09 0.05 0.03 0.31 0.77 0.65
Logarithmic 0.60 - 0.44 0.11 0.09 - - 0.31 - 0.83
Inverse 0.51 0.04 0.37 0.09 0.08 0.08 0.07 0.31 - 0.83
Quadratic 0.73 0.72 0.66 0.12 0.10 0.14 0.13 0.31 0.81 0.74
Cubic 0.78 0.72 0.75 0.13 0.10 0.15 0.14 0.31 0.83 0.78
Compound 0.66 0.66 0.51 0.05 0.03 0.00 0.01 0.39 0.73 0.60
Power 0.59 - 0.44 0.05 0.02 - - 0.39 - 0.82
S 0.49 0.03 0.36 0.04 0.01 0.03 0.03 0.39 - 0.88
Growth 0.66 0.66 0.51 0.05 0.03 0.00 0.01 0.39 0.73 0.60
Exponential 0.66 0.66 0.51 0.05 0.03 0.00 0.01 0.39 0.73 0.60
* See Table L3 for description o f each transformation
Table L2: Results o f  Transformations
Transform ation* R (Iqbo) R  (IoB3o) R  (loBfio) R  (loiMfl) R  (lorsno) R  (Iqbiso) R  (Ibbo)
Linear 0.65 0.69 0.76 0.71 0.73 0.62 0.60
Logarithmic 0.58 0.63 0.70 0.66 0.67 0.58 0.54
Inverse 0.48 0.54 0.60 0.60 0.59 0.52 0.45
Quadratic 0.74 0.78 0.84 0.79 0.81 0.74 0.69
Cubic 0.79 0.81 0.85 0.80 0.82 0.76 0.78
Compound 0.68 0.72 0.75 0.69 0.72 0.67 0.62
Power 0.60 0.64 0.67 0.63 0.65 0.62 0.55
S 0.48 0.54 0.57 0.57 0.56 0.55 0.45
Growth 0.68 0.72 0.75 0.69 0.72 0.67 0.62
Exponential 0.68 0.72 0.75 0.69 0.72 0.67 0.62
* See Table L3 for description o f  each transformation
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Table L3: Description of Transformations
T ransform ation D escription
Linear Y = b, x  X  + b0
Logarithmic Y  =  x log10(X) + b0
Inverse
1
Y  =  b , x (  — ) + b0
A
Quadratic Y = b , x X 2 + b j x X  +b„
Cubic Y  =  b3x X 3 + b2 x  X 2 + b j x X  + b 0
Compound Y  =  b o x  ( 6 ,x b i )
Power 1! cr o X H 'w
'
S
*< 1! +
Growth Y  =
Exponential Y =
where Y is the dependent variable and X is the independent variable.
Table L4: Interaction features based on IACC measurements
No Features R RM SE D escription
1 Uvg0_30 0.726 13.448 Interaction iaccO x  iacc30
2 I;ivp0_60 0.781 12.225 Interaction iaccO x  iacc60
3 fivp0_90 0.761 12.680 Interaction iaccO x  iacc90
4 fwg0_J2Q 0.759 12.743 Interaction iaccO x  iacc!20
5 IavP0_J50 0.694 14.074 Interaction iaccO x  ia cc l50
6 Iavg30_60 0.794 11.889 Interaction iacc30 X iacc60
7 Iavp30_90 0.779 12.262 Interaction iacc30 x  iacc90
8 f>vg30_120 0.772 12.423 Interaction iacc30 x  ia cc l20
9 Iavg30_150 0.716 13.661 Interaction iacc30 x  iacc l50
10 IavR60_,90 0.793 11.927 Interaction iacc60 x  iacc90
11 Iavg60_120 0.796 11.849 Interaction iacc60 x  iacc l20
12 Iuvb60_150 0.783 12.166 Interaction iacc60 x  iacclSO
13 IaYp90_120 0.777 12.322 Interaction iacc90 x  ia cc l20
14 Iavg90_150 0.759 12.736 Interaction iacc90 x  ia cc l50
15 favj>120_l50 0.757 12.785 Interaction iacc l20  x  iacc l50
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Table L5: Overview of outliers (Experiment-B)
Algorithm Calibration-B Validation-B
Total Outliers Total Outliers
Unprocessed 21 3 9 2
Aud-X codec at 
80kbps
9 1 5 1
Aud-X codec at 
192kbps
9 1 3 0
AACPlus codec at 
64kbps
6 4 3 0
LPF3.5kHz 6 1 3 2
LPFlOkHz 5 3 1 0
Hybrid C 6 2 1 1
Hybrid D 5 0 2 0
3/0 down-mix. 5 0 3 2
2/0 down-mix 5 4 1 0
1/0 down-mix 7 1 2 0
1/2 down-mix 6 1 1 0
3/1 down-mix 6 0 1 1
Total 95 21 35 9
Table L6: Overview o f outliers (Experiment-A)
Recording Type Calibration-A Validation-A
Total Outliers Total Outliers
3/2 stereo (F-F) 31 8 8 2
3/2 stereo (F-B) 37 16 11 2
2/0 stereo 10 2 7 2
mono 6 2 4 1
Total 84 28 30 7
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APPENDIX M: Karhunen-Loeve Transform (KLT)
KLT is a method that transforms a set o f  data into components through orthogonal transformation. 
Some authors have referred KLT as principle component analysis (PCA). The following paragraphs explain 
how KL transformation o f  a data set was performed during the computation o f  KLT-based features in this 
thesis.
Let X  be the data set that needs to be KL transformed. The first step in computing KLT transform of  
X  is to find the covariance matrix o f  X . The covariance matrix o f a variable X  is defined as the matrix that 
consists o f the variances o f  the variables along the main diagonal and the covariances between each pair o f  
variables in the other matrix positions. If X  =  [X u X 2....X„], where Xj, X2,.. . .  X„ are column matrices, the 
covariance o f two variables X) and X 2 are defined as
Cov(Xi, X 2) = E[(Xj - p ,).(X 2 - p2 )] (M .l)
where pj and g 2 are the respective means o f  the variables X t and X2 respectively. E represents the 
mathematical expectation. The covariance matrix o f  X  when N = 4 is represented as:
Cx = Cov (X) = (M.2)
where C (ij) represents the covariance between ith and j th variable. i.e. C (l,2 ) =  Cov (Xj, X 2).
Followed by the computation o f covariance matrix, the eigenvalues and eigenvector o f the 
covariance matrix Cx are computed. A  vector o f  dimension N  is said to be the eigenvector o f X  if  and only 
if  the follow ing condition is satisfied.
Cxv -  X\> (M.3)
where v is the eigenvector o f  Cx and A, is a scalar value called eigenvalue.
If X  represents the multichannel audio signals, v is the KL transformed signal and X represents the eigen 
values associate with each channels o f  the audio signal.
V(1) C(l,2) C(l,3) C(l,4)
C( 2,1) V(2) C(2,3) C(2,4)
C( 3,1) C(3,2) V(3) C(3,4)
C(4,l) C(4t2) C(4,3) V(4)
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The spatial scene analyser reported in this thesis em ployed KLT for computing the direction o f each 
component. For this the direction o f  each loudspeakers were represented in complex plane as given below:
CL= r].(sin(-7t/6)+j.cos(-7t/6)); (M.4)
Cr=  i'2.(sin(7i/6)+j.cos(Tr/6)); (M.5)
Cc=r3.(sin(0)+j.cos(0)); (M.6)
CLS=r4.(sin(-2 it /3)+j.cos(-2 jr /3)); (M.7)
CRS=r5.(sin(2 it /3)+j.cos(2 n /3)); (M.8)
where Cl, Cr, Cc , Cls and Crs are the direction loudspeaker directions o f  L, R, C, LS and RS loudspeakers 
on com plex plane. The variables rt, r2, r3, r4 and r5 are the coefficients in eigenvector associated with the 
respective eigen channels.
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An exact definition o f  the phrase ‘objective model’ or ‘objective method' is difficult. A  broad meaning o f  
objective method is that a method which does not need the involvement human subjects for evaluation o f  
an aspect -  whether it is quality, taste or temperature. Thermometer is an example objective method that 
measures temperature. If the definition o f  the word ‘objective’ in psychology is considered, objective 
methods are those methods that are uninfluenced by emotions or personal prejudices or something that 
exists outside and independently o f  human consciousness. The definition o f  ‘objective method5 in this 
report is that a system that is based on physical measures based on human auditory system or any other
physical characteristics o f  audio signal for predicting perceptual audio quality attributes.
G2. Attribute
According to Rumsey [1998], an attribute is referred to as a descriptor that symbolises the sensations or 
perceptual constructs.
G3. High Level Attribute
High level attribute is an attribute that is com posed o f  several other attributes. Or, a high level attribute is 
composed o f  several uni-dimensional or multi-dimensional attribute. In the case o f audio quality, BAQ is 
considered as a high level attribute. Spatial quality and timbral quality also could be considered as high 
level since they are composed o f  several other uni-dimensional or multi-dimensional attributes.
G4. Low Level Attribute
The definition o f low  level attribute in this thesis is that an attribute that act as one o f  the several dimension 
o f  an attribute higher to it. Considering this, spatial quality and timbral quality are two low level attributes 
that accounts for BAQ.
Glossary
Gl. Objective models
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Total Harmonic Distortion (THD) measures the level differences in harmonic frequencies between fee 
input and output signals o f  a device (an amplifier or pre-amplifier for example). The difference is called 
total harmonic distortion.
G6. Calibration
Calibration is fee fundamental process used to achieve consistency o f prediction using a set o f  variables 
and a desired output. In simple terms, calibration refers to the process o f  determining fee relation between 
two variables.
G7. Euclidean distance
Euclidean distance is a standard distance measure calculated using the equation
G5. THD -  Total Harmonic Distortions
G8. Correlation
The correlation coefficient is the measure feat is used to represent fee strength o f  linear relationship 
between two variables. In fee context o f  objective quality prediction models, fee two variables are the 
scores obtained from subjects and predicted scores obtained from objective models. It is calculated using 
the follow ing equation:
where X, denotes fee mean subjective scores, l \  the predicted scores and N represents fee total number o f  
stimuli. X  and Y  represents the average value o f subjective scores and predicted scores respectively.
KEMAR is an acronym for Knowles Electronic Manikin for Auditor}' Research, a dummay head originally 
manufactured by Knowles Electronics.
(G .l)
Correlation, R —
f / X i ~ X  X Y i ~ Y  )
(G.2)
G 9. K E M A R
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An excitation pattern is the distribution o f  neural activity as a function o f characteristic frequency. The 
excitation pattern shows how much energy com es through each filter in a bank o f  auditory filters. Or, the 
excitation pattern o f  a sound can be considered as the representation o f  its spectrum in the human auditory 
system.
G il. Absolute Error Score
Absolute error score is a measure that was used to relate the accuracy o f  the model to the scores obtained 
from listening tests. It is computed by applying the equation
G10. Excitation Pattern
where ODG is the objective difference grade, SDG, the subjective difference grade and Cl, the confidence 
interval o f  the listening test.
G12. M/S Coding
M/S coding is a technique employed for encoding the stereo pair signals. It transforms the left (L) and right 
(R) channels into a mid channel (M) and a side channel (S) and they are represented as given below:
M =  L + R and
S = L -  R.
G13. Loading plot
A loading plot is the plot o f loading vectors associated with two principle components (PCs). A  loading 
vector is considered to be the bridge between variable space and principle component space. A  loading plot 
shows how much each variable in contributes to each PC.
G14. Scatter plot
A scatter plot is a graph that shows the scores o f  two variables plotted against X and Y  axes.
(G3)
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Target line is a line drawn on a scatter plot from its origin with an angle o f 45° subtended to X  and Y axes. 
G16. Regression line
A  line drawn through a scatter plot o f  two variables is termed regression line. The line is chosen so that it 
comes as close to the points as possible.
G17. Variance plot
A variance plot is the histogram o f  variances associated with PCs obtained from PCA or PLS regression. 
G18. Beta values
Tire Beta values tell the importance o f the variable in a regression model. If the magnitude o f  Beta value is 
high, the variable has high importance in the model. If the Beta value is positive, then there is a positive 
relationship between the independent variable and dependent variable. Conversely, if  the Beta value is 
negative, then there is a negative relationship between the independent variable and dependent variable.
G19. Ainbisonics
The goal o f Ainbisonics system is to recreate a valid approximation o f  the original sound field in the 
neighbourhood o f listener’s ears rather than trying to recover the discrete loudspeaker signals. Ambisonic 
reproduction requires four or more loudspeakers depending on the reproduction types (such as horizontal 
surround-sound, full periphonic, size o f area etc.). For horizontal only reproduction, a minimum o f four 
loudspeakers are required and eight i f  height information is also needs to be included.
G20. Wave Field Synethesis
W ave Field Synthesis (W FS) is a reproduction technique designed to create spatial sound fields in 
an extended area using loudspeaker arrays. The resultant virtual sound field can have characteristics close 
to that o f  a real sound field. In a W FS system the sound field is captured by an array o f  microphones and 
the recorded microphone signals are reproduced through an equally arranged array o f loudspeakers. The 
listener could perceive the virtual sound source at any place inside the listening area. The listener can move
G15. Target line
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around freely, whilst the virtual sound source remains correctly localised in terms o f its direction [Thiele. 
2004].
Glossary
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1 Sunish George, Slawomir Zielinski, Francis Rumsey, Robert Conetta, Martin Dewhirst, Philip 
Jackson, Spren Bech and David Meares "An Unintmsive Objective Model for Predicting the Sensation of  
Envelopment Arising from Surround Sound Recordings", presented at 125,h AES convention at San 
Francisco, October 2-5, 2008, Convention Paper 7595.
2 Sunish George, Slawomir Zielinski, Francis Rumsey and Spren Bech. "Evaluating the sensation o f  
envelopment arising from 5-channel surround sound recordings", presented at 1.24th AES convention at 
Amsterdam, May 17-20, 2008, Convention Paper 7382.
3 Sunish George, Slawomir Zielinski and Francis Rumsey: "Feature Extraction for the Prediction o f  
Multichannel Spatial Audio Fidelity", IEEE Transactions on Audio, Speech, and Language Processing, 
Vol. 14, No. 6, pp. 1994-2005, November, 2006.
4 Sunish George, Slawomir Zielinski and Francis Rumsey: “Initial developments of an objective 
method for the prediction of basic audio quality for surround audio recordings”, presented at 120th AES 
convention at Paris, 20-23 May 2006, Convention Paper 6686.
5 Sunish George, Slawomir Zielinski and Francis Rumsey: "Prediction of Basic Audio Quality for 
multichannel audio recordings: Initial developments". Poster presentation at DMRN Workshop, London, 
December 2005.
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