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Abstract
It is well known that, whenever k divides n, the complete k-uniform hypergraph on n vertices can be
partitioned into disjoint perfect matchings. Equivalently, the set of k-subsets of an n-set can be parti-
tioned into parallel classes so that each parallel class is a partition of the n-set. This result is known
as Baranyai’s theorem, which guarantees the existence of Baranyai partitions. Unfortunately, the
proof of Baranyai’s theorem uses network flow arguments, making this result non-explicit. In partic-
ular, there is no known method to produce Baranyai partitions in time and space that scale linearly
with the number of hyperedges in the hypergraph. It is desirable for certain applications to have an
explicit construction that generates Baranyai partitions in linear time. Such an efficient construction
is known for k = 2 and k = 3. In this paper, we present an explicit recursive quadrupling construc-
tion for k = 4 and n = 4t, where t ≡ 0, 3, 4, 6, 8, 9 (mod 12). In a follow-up paper (Part II), the
other values of t, namely t ≡ 1, 2, 5, 7, 10, 11 (mod 12), will be considered.
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1. Introduction
A hypergraph is a pair G = (V, E), where V is a set of elements, called vertices, and E is a set of non-
empty subsets of V, called hyperedges or edges. The size of the vertex set is called the order of the hyper-
graph. A k-uniform hypergraph is a hypergraph such that all edges in E have size k. A 2-uniform hyper-
graph is also called a graph. Let (Vk ) denote the set of all k-subsets of V. A hypergraph (V, (
V
k )) is called
a complete k-uniform hypergraph. A one-factor or a parallel class in a k-uniform hypergraph is a set of
disjoint edges that partition the set of verticesV. A one-factorization of a hypergraph G = (V, E) is a pair
(V, F), where F is a set of parallel classes that partition the set of edges E.
Given a complete k-uniform hypergraph of order n, all of its its edges can be partitioned into parallel
classes. Of course, this requires that k divides n, and the number of parallel classes is (nk)/
n
k = (
n−1
k−1).
This result is well known as Baranyai’s theorem; the resulting partitions are called Baranyai partitions.
More precisely, given a set V of cardinality n, an (n, k)-Baranyai partition of V, denoted BP(n, k),
is a one-factorization of the complete k-uniform hypergraph G = (V, (Vk )). The existence of BP(n, 2) is
known since the 19th century; extensive study of related one-factorizations can be found in [21]. Explicit
and efficient recursive constructions of BP(n, 3), for every n divisible by 3, were given by Peltesohn [18]
in her doctoral thesis from 1936. Bermond proved the existence of BP(n, 4) in the early 1970s, using col-
oring techniques from graph theory, but his result was never published [19, p. 537]. In fact, after almost
fifty years, it does not appear possible to reconstruct the proof in its entirety [2], and it is not completely
clear which values of n have been solved. Moreover, it seems that the techniques used by Bermond
would not lead to a construction whose complexity scales linearly in the number of hyperedges.
The general case was resolved by Baranyai [1] in 1975, using network flowmethods. Specifically, Ba-
ranyai [1] established the following existence result.
Theorem 1. If k and n are positive integers, then BP(n, k) exists whenever k | n.
The proof of the foregoing theorem of Baranyai involves several iterations of a network flow algorithm.
Unfortunately, even today, the best-known algorithm [17] for computing the maximum flow in a network
G = (V, E) requires O(|V|·|E|) time. The complexity of producing Baranyai partitions is even higher.
For example, the iterative implementation given by Brouwer and Schrijver [3], based on network flow
techniques, has complexity O(n3k−2) for a fixed k. However, for certain applications, it would be desir-
able to generate Baranyai partitions in time and space that scale linearly with the number of hyperedges.
Hence, we say that a construction of BP(n, k) is efficient if its complexity is O
(
(nk)
)
. Our goal herein
is to provide an explicit and efficient construction of Baranyai partitions for k = 4. Our results also lead,
via enumerative coding, to efficient algorithms for generating a specific parallel class inBP(n, 4) or a spe-
cific hyperedge in the parallel class. The complexity of these algorithms is O(n).
To this end, we introduce efficient recursive quadrupling constructions for BP(4t, 4). Specifically, we
will show how to construct BP(4t, 4), given BP(t + δ1, 4) and BP(t + δ2, 3), where 0 ≤ δ1 ≤ 3 and
0 ≤ δ2 ≤ 2. In this paper, we provide such recursive constructions for t ≡ 0, 3, 4, 6, 8, 9 (mod 12). In
other words, we prove the following theorem.
Theorem 2. If t ≡ 0, 3, 4, 6, 8, 9 (mod 12) and there exists an efficient construction for BP(t + δ, 4),
where 0 ≤ δ ≤ 3, then there exists an efficient construction for BP(4t, 4).
In a follow-up paper [4] we consider the remaining cases, namely t ≡ 1, 2, 5, 7, 10, 11 (mod 12). To-
gether with Theorem 2, this makes it possible to efficiently construct BP(n, 4) for every n divisible by 4.
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The rest of this paper is organized as follows. We begin in Section 2 with some background on com-
binatorial designs, which is necessary for our constructions. The discussion in Section 2 briefly covers
Steiner systems, large sets of Steiner systems, resolvable Steiner systems, one-factorizations, near-one-
factorizations, and Latin squares. In Section 3, a doubling construction for BP(2t, 4) from BP(t, 4) is pre-
sented for the case where t ≡ 4 or 8 (mod 12). This construction is based on resolvable Steiner quadru-
ple systems and one-factorizations of the complete graph Kt. In Section 4, the ingredients for our quad-
rupling constructions are discussed. First, the set of quadruples is partitioned into five groups. Then the
parallel classes of the Baranyai partitions we construct are classified into five types, depending upon
which groups take part in the parallel class. In Section 5, we present constructions for each of the five
types of parallel classes introduced in Section 4. For three of the five types, the construction depends on
whether t is even or odd. For one type, the construction depends on the value of t modulo 4. Finally,
for one of the types we will restrict ourselves, in this section, to values of t that are divisible by 3. In
Section 6, we summarize the results from Section 5 to present a quadrupling construction of BP(4t, 4) for
t ≡ 0, 3, 4, 6, 8, 9 (mod 12). The case t ≡ 9 (mod 12) is more involved and requires further modifica-
tion of the constructions given in Section 4. Section 7 is devoted to complexity analysis of several prob-
lems associated with Baranyai partitions and constructions thereof. As an example of our methods, we
present in Section 7 an efficient enumerative-coding algorithm for constructing BP(2n, 4) for all n ≥ 2.
We conclude with a brief discussion in Section 8.
Note on terminology. For the sake of brevity, in what follows, whenever we say there exists a BP(n, k)
we mean that there also exists an efficient construction for it with complexity O
(
(nk)
)
.
2. Background on Combinatorial Designs
Our constructions will make use of some well-known combinatorial designs which will be described in
the following subsections.
2.1. Steiner Systems, Large Sets, and Resolvable Designs
A Steiner system S(t, k, v) is a pair (Q, B), where Q is a v-set of points and B is a set of k-subsets
(called blocks) of Q, such that each t-subset of Q is contained in exactly one block of B. The literature
on Steiner systems is very rich (many book chapters and surveys, see for example [5]). Our interest is
only in Steiner systems S(k − 1, k, v), Steiner systems S(1, k, v), and Steiner systems S(k, k, v). Note,
that S(k, k, v) is equivalent to the complete k-uniform hypergraph on v vertices.
A large set of Steiner systems S(t, k, v) is a partition of all the (vk) k-subsets of Q into Steiner sys-
tems S(t, k, v). In our context, a BP(n, k) is a large set of Steiner systems S(1, k, v). Large sets were
extensively studied during the years. For example, a large set of S(2, 3, v) is known for each v ≡ 1
or 3 (mod 6) [12, 15, 16, 20]. No large set of S(3, 4, v) is known, but many pairwise disjoint sets of
S(3, 4, v) were found, e.g. [7, 8].
A Steiner system S(k− 1, k, v) is resolvable if its block set B can be partitioned into subsetsB1,B2, . . .,
such that each subset Bi is a Steiner system S(1, k, v), i.e. each Bi is a subset of disjoint blocks whose
union is the point set Q. It is important to note that BP(n, k) is a resolvable Steiner system S(k, k, n). Of
special interest in our exposition are two types of resolvable Steiner systems. A Steiner system S(3, 4, v)
is called a Steiner quadruple system and it is denoted by SQS(v). Such a system exists if and only if
3
v ≡ 2 or 4 (mod 6) [10]. It is known that there exists an efficient construction for resolvable SQS(v) if
and only if v ≡ 4 or 8 (mod 12) [11, 13].
The number of parallel classes in a BP(n, k) will be used in our exposition to prove the correctness
of the constructions which follow. The total number of k-subsets of an n-set is (nk) and a parallel class
contains nk k-subsets. This implies the following theorem.
Theorem 3. The number of parallel classes in a BP(n, k) is (n−1k−1).
Finally, we will use a BP(n, 2) which is a resolvable Steiner system S(2, 2, n), also called one-
factorization of the complete graph Kv. This structure is discussed in the next subsection.
2.2. One-Factorization and Near-One-Factorization
A one-factorization of the complete graph Km, m even, is a partition of the edges of Km into perfect
matchings. In other words, the set
F = {F0,F1, . . . ,Fm−2}
is a one-factorization of Km if each Fi, 0 ≤ i ≤ m− 2, is a perfect matching (called a one-factor), and
the Fi’s are pairwise disjoint. The
m
2
pairs of Fi are ordered arbitrarily, Fi,0,Fi,1, . . . ,Fi,(m−2)/2.
If m is odd, then there is no perfect matching in Km and we define a near-one-factorization
F = {F0,F1, . . . ,Fm−1}
to be a partition of the edges in Km into sets of
m−1
2
pairwise disjoint edges, where each Fi has one
isolated vertex. Each Fi is called a near-one-factor. In the sequel we assume that the set of vertices of
Km is Zm and in the near-one-factor Fi, 0 ≤ i ≤ m− 1, the vertex i is isolated. The
m−1
2
pairs of Fi
are ordered arbitrarily, Fi,0,Fi,1, . . . ,Fi,(m−3)/2.
As was noted before, there has been done extensive study on one-factorizations and near-one-factor-
ization and an excellent book for this is [21].
Example 1. For m = 3 there are three near-one-factors in a near-one-factorizationF = {F0,F1,F2},
where F0 = {{1, 2}}, F1 = {{0, 2}}, and F2 = {{0, 1}}. For m = 4, this yields a one-factorization
F ′ = {F ′0,F
′
1,F
′
2}, where F
′
0 = {{1, 2}, {0, 3}}, F
′
1 = {{0, 2}, {1, 3}}, and F
′
2 = {{0, 1}, {2, 3}}.
The examples for m = 3 and m = 4 are special cases of a general construction. Let m > 1 be a
positive odd integer. We define the near-one-factor Fk, 0 ≤ k ≤ m− 1, as follows.
Fk , {{x, y} : x, y ∈ Zm, x 6= y, x + y ≡ 2k (mod m)} .
The one-factorization F ′ of Km+1 is defined from the near-one-factorization F of Km as follows
F ′k , Fk ∪ {{k, m}}.
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2.3. Latin Squares
All the designs which were previously discussed consist of blocks and hence they are also called block
designs. The last combinatorial design which will be used in our constructions is not a block design, but
it is heavily used in constructions of various types of block designs including Steiner systems.
A Latin square of order n is an n× n matrix, say M, with entries from a given n-set Q such that each
row and each column of M is a permutation of the elements of Q. An important result in our discussion,
which can be proved for example by using the well-known Hall’s marriage Theorem [9] is given next.
Theorem 4. If a k × n matrix Mˆ has rows which are permutations of an n-set Q and columns with
distinct elements of Q, then Mˆ can be completed to an n× n Latin square.
3. A Doubling Construction for t ≡ 4 or 8 (mod 12)
Let n = 2t, where t ≡ 4 or 8 (mod 12), and let S be a BP(t, 4) on the point set Zt. Furthermore, let T be
a resolvable SQS(t) and let F = {F0,F1, . . . ,Ft−2} be a one-factorization of Kt on the point set Zt.
We form a BP(n, 4) P on the point set Zt ×Z2. The parallel classes of P will be of three types, Type S ,
Type T , and Type F . A quadruple {(x1, i1), (x2, i2), (x3, i3), (x4, i4)} is in a parallel class of Type S if
|{x1, x2, x3, x4}| = 4, in a parallel class of Type T if |{x1, x2, x3, x4}| = 3, and in a parallel class of
Type F if |{x1, x2, x3, x4}| = 2. Each type does not have any quadruple with a different structure.
3.1. Parallel Classes of Type S
For a given parallel class R of S form eight sets Ri, i ∈ Z8, in P. For each i ∈ Z8, given a block
{x1, x2, x3, x4} ∈ R we form the following two blocks inRi.
{(x1, 0), (x2, j2), (x3, j3), (x4, j4)}, {(x1, 1), (x2, j2 + 1), (x3, j3 + 1), (x4, j4 + 1)},
where (j2 j3j4) is the binary representation of i.
The following result can be easily verified.
Lemma 1. Given a parallel class R of S, each set Ri, i ∈ Z8, is a parallel class, of Type S , on the
point set Zt ×Z2. Each two parallel classes Ri and R
′
j, 0 ≤ i, j ≤ 7, where R 6= R
′ or i 6= j, are
disjoint. The number of parallel classes of Type S in P is 8(t−13 ).
Proof. SinceR is a parallel class of S on the point set Zt, it follows thatRi forms a parallel class on the
point set Zt ×Z2 for each i ∈ Z8. If B = {(x1, ℓ1), (x2, ℓ2), (x3, ℓ3), (x4, ℓ4)} is a block of a defined
parallel class Ri, then {x1, x2, x3, x4} is a block of the parallel class R. Hence, |{x1, x2, x3, x4}| = 4
which implies that B is a block in a parallel class of Type S .
Suppose that Ri and R
′
j are two parallel classes which are not disjoint and let
B = {(x1, ℓ1), (x2, ℓ2), (x3, ℓ3), (x4, ℓ4)} ∈ Ri ∩ R
′
j. By the definition of Ri and R
′
j, we have that
{x1, x2, x3, x4} ∈ R ∩R
′. Since both R and R′ are parallel classes of S, in which each two different
parallel classes are disjoint, it follows thatR = R′. Moreover, the value of ℓ1 implies that either ℓ2ℓ3ℓ4
or (ℓ2 + 1)(ℓ3 + 1)(ℓ4 + 1) is the binary representation of i and j which implies that i = j, that is
Ri = R
′
j, a contradiction. Thus,Ri ∩R
′
j = ∅ ifR 6= R
′ or i 6= j.
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By Theorem 3, the number of parallel classes in S is (t−13 ). Each parallel class of S induces eight
parallel classes of Type S in P. Hence, the number of parallel classes of Type S in P is 8(t−13 ).
Example 2. For t = 8 there are 35 parallel classes in a unique BP(8, 4), where a parallel class
has two quadruples of the form {X, Z8 \ X}, where X is a quadruple of Z8. For the parallel class
R = {{0, 1, 2, 3}, {4, 5, 6, 7}} form the eight parallel classes R0,R1,R2,R3,R4,R5,R6,R7 for P
as follows.
R0 = {{(0, 0), (1, 0), (2, 0), (3, 0)}, {(0, 1), (1, 1), (2, 1), (3, 1)}, {(4, 0), (5, 0), (6, 0), (7, 0)}, {(4, 1), (5, 1), (6, 1), (7, 1)}},
R1 = {{(0, 0), (1, 0), (2, 0), (3, 1)}, {(0, 1), (1, 1), (2, 1), (3, 0)}, {(4, 0), (5, 0), (6, 0), (7, 1)}, {(4, 1), (5, 1), (6, 1), (7, 0)}},
R2 = {{(0, 0), (1, 0), (2, 1), (3, 0)}, {(0, 1), (1, 1), (2, 0), (3, 1)}, {(4, 0), (5, 0), (6, 1), (7, 0)}, {(4, 1), (5, 1), (6, 0), (7, 1)}},
R3 = {{(0, 0), (1, 0), (2, 1), (3, 1)}, {(0, 1), (1, 1), (2, 0), (3, 0)}, {(4, 0), (5, 0), (6, 1), (7, 1)}, {(4, 1), (5, 1), (6, 0), (7, 0)}},
R4 = {{(0, 0), (1, 1), (2, 0), (3, 0)}, {(0, 1), (1, 0), (2, 1), (3, 1)}, {(4, 0), (5, 1), (6, 0), (7, 0)}, {(4, 1), (5, 0), (6, 1), (7, 1)}},
R5 = {{(0, 0), (1, 1), (2, 0), (3, 1)}, {(0, 1), (1, 0), (2, 1), (3, 0)}, {(4, 0), (5, 1), (6, 0), (7, 1)}, {(4, 1), (5, 0), (6, 1), (7, 0)}},
R6 = {{(0, 0), (1, 1), (2, 1), (3, 0)}, {(0, 1), (1, 0), (2, 0), (3, 1)}, {(4, 0), (5, 1), (6, 1), (7, 0)}, {(4, 1), (5, 0), (6, 0), (7, 1)}},
R7 = {{(0, 0), (1, 1), (2, 1), (3, 1)}, {(0, 1), (1, 0), (2, 0), (3, 0)}, {(4, 0), (5, 1), (6, 1), (7, 1)}, {(4, 1), (5, 0), (6, 0), (7, 0)}}.
3.2. Parallel Classes of Type T
For a given parallel class R of T form 24 sets Ri,j,k, i ∈ Z6, j, k ∈ Z2, in P. Given a block
{x1, x2, x3, x4} ∈ R we form the following two blocks inR0,j,k:
{(x1, 0), (x1, 1), (x2, j), (x3, k)}, {(x2, j + 1), (x3, k + 1), (x4, 0), (x4, 1)}.
The following two blocks are constructed inR1,j,k, j, k ∈ Z2:
{(x1, 0), (x1, 1), (x2, j), (x4, k)}, {(x2, j + 1), (x3, 0), (x3, 1), (x4, k + 1)}.
The following two blocks are constructed inR2,j,k, j, k ∈ Z2:
{(x1, 0), (x1, 1), (x3, j), (x4, k)}, {(x2, 0), (x2, 1), (x3, j + 1), (x4, k + 1)}.
The following two blocks are constructed inR3,j,k, j, k ∈ Z2:
{(x1, j), (x2, 0), (x2, 1), (x3, k)}, {(x1, j + 1), (x3, k + 1), (x4, 0), (x4, 1)}.
The following two blocks are constructed inR4,j,k, j, k ∈ Z2:
{(x1, j), (x2, 0), (x2, 1), (x4, k)}, {(x1, j + 1), (x3, 0), (x3, 1), (x4, k + 1)}.
The following two blocks are constructed inR5,j,k, j, k ∈ Z2:
{(x1, j), (x2, k), (x3, 0), (x3, 1)}, {(x1, j + 1), (x2, k + 1), (x4, 0), (x4, 1)}.
The following result can be easily verified.
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Lemma 2. Given a parallel classR of T, each setRi,j,k, i ∈ Z6, j, k ∈ Z2, is a parallel class, of Type
T , on the point set Zt × Z2. Each two parallel classes Ri,j,k and R
′
m,r,s, i, m ∈ Z6, j, k, r, s ∈ Z2,
where R 6= R′ or (i, j, k) 6= (m, r, s), are disjoint. The number of parallel classes of Type T in P is
4(t − 1)(t − 2).
Proof. It is easy to verify that since R is a parallel class of T on the point set Zt, it follows that
Ri,j,k forms a parallel class on the point set Zt × Z2 for each i ∈ Z6, j, k ∈ Z2. Moreover, if
B = {(x1, ℓ1), (x2, ℓ2), (x3, ℓ3), (x4, ℓ4)} is a block of a defined parallel class, one can easily verified
that |{x1, x2, x3, x4}| = 3 which implies that B is a block in a parallel class of Type T .
Suppose that Ri,j,k and R
′
m,r,s are two parallel classes which are not disjoint and
B = {(x1, ℓ1), (x2, ℓ2), (x3, ℓ3), (x4, ℓ4)} ∈ Ri,j,k ∩ R
′
m,r,s. Since |{x1, x2, x3, x4}| = 3 and T is an
SQS(t), one can easily verify from the construction that B ∈ Ri,j,k ∩R
′
m,r,s can only happen if i = m.
Assume, for example, that i = 0, {y1, y2, y3, y4} ∈ T, and B = {(y1, 0), (y1, 1), (y2, α), (y3, β)} ∈
R0,j,k ∩ R
′
0,r,s. It implies that (α, β) = (j, k) = (r, s). Moreover, it implies that {y1, y2, y3, y4} ∈
R ∩ R′ and hence R = R′, that is Ri,j,k = R
′
m,r,s, a contradiction. Thus, Ri,j,k ∩ R
′
m,r,s = ∅ if
R 6= R′ or (i, j, k) 6= (m, r, s).
Simple counting arguments show that the number of parallel classes in an SQS(t) is (t−1)(t−2)
6
. Each
parallel class of T in an SQS(t) induces 24 parallel classes of Type T in P. Hence, the number of
parallel classes of Type T in P is 4(t − 1)(t − 2).
3.3. Parallel Classes of Type F
For each one-factor Fi, 0 ≤ i ≤ t− 2, form the following set Rˆi in P.
Rˆi , {{(x, 0), (y, 0), (x, 1), (y, 1)} : {x, y} ∈ Fi}
The following result can be easily verified.
Lemma 3. For each one-factor Fi, 0 ≤ i ≤ t− 2, the set Rˆi is a parallel class of size t/2 on the point
set Zt ×Z2. Each two parallel classes Rˆi and Rˆj, 0 ≤ i < j ≤ t− 2, are disjoint. Each defined block
{(x1, i1), (x2, i2), (x3, i3), (x4, i4)} of a parallel class Rˆ of Type F satisfies |{x1, x2, x3, x4}| = 2. The
number of parallel classes of Type F in P is t− 1.
3.4. Conclusion for t ≡ 4 or 8 (mod 12)
The constructions of the blocks of Type S , Type T , and Type F imply the following theorem.
Theorem 5. If there exists a BP(t, 4), where t ≡ 4 or 8 (mod 12), then there exists a BP(2t, 4).
Proof. By Lemmas 1, 2, and 3, all the defined parallel classes of Type S , Type T , and Type F , are
pairwise disjoint and there are
8
(
t− 1
3
)
+ 4(t − 1)(t − 2) + (t − 1) =
(
2t− 1
3
)
such parallel classes. This implies by Theorem 3 that each quadruple of Zt ×Z4 is contained in exactly
one of the parallel classes.
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4. Ingredients for the Quadrupling Construction
Let n = 4t, where t is a positive integer, t + δ1 is divisible by 4, and t + δ2 is divisible by 3, where
0 ≤ δ1 ≤ 3, and 0 ≤ δ2 ≤ 2. Assume that S is a BP(t + δ1, 4) on the point set Zt ∪ {Ω1, . . . , Ωδ1}.
Assume T is a BP(t + δ2, 3) on the point set Zt ∪ {Ω1, . . . , Ωδ2}. The constructed BP(4t, 4), P, in
the following sections is on the point set Zt × Z4. In a quadruple {y0, y1, y2, y3} ∈ S and a triple
{x0, x1, x2} ∈ T, where y0, y1, y2, y3, x0, x1, x2 ∈ Zt we assume that the elements are ordered in
increasing order, i.e. y0 < y1 < y2 < y3 and x0 < x1 < x2. The number of quadruples in Zt ×Z4
is (4t4 ), the number of quadruples in a parallel class of P is t, and the number of parallel classes in P is
(4t−1
3
).
4.1. Configurations, Groups, and Types of Parallel Classes
Each quadruple X of the point set Zt ×Z4 is written as X = {(x0, i0), (x1, i1), (x2, i2), (x3, i3)}. Let
j0 = |X ∩ Zt × {0}|, j1 = |X ∩ Zt × {1}|, j2 = |X ∩ Zt × {2}|, and j3 = |X ∩ Zt × {3}|. We
say that X is a quadruple from configuration (j0, j1, j2, j3). There is a total of 35 possible configurations.
For ji, i ∈ Z4, there is a configuration (j0, j1, j2, j3) if j0 + j1 + j2 + j3 = 4. There are ∏
3
i=0 (
t
ji
)
distinct quadruples in configuration (j0, j1, j2, j3). The 35 configurations are partitioned into five groups
as follows:
Group 1: In this group there are four configurations (4, 0, 0, 0), (0, 4, 0, 0), (0, 0, 4, 0), and (0, 0, 0, 4).
Group 2: In this group there are twelve configurations (3, 1, 0, 0), (1, 3, 0, 0), (3, 0, 1, 0), (1, 0, 3, 0),
(3, 0, 0, 1), (1, 0, 0, 3), (0, 3, 1, 0), (0, 1, 3, 0), (0, 3, 0, 1), (0, 1, 0, 3), (0, 0, 3, 1), and (0, 0, 1, 3).
Group 3: In this group there are six configurations (2, 2, 0, 0), (2, 0, 2, 0), (2, 0, 0, 2), (0, 2, 2, 0), (0, 2, 0, 2),
and (0, 0, 2, 2).
Group 4: In this group there are twelve configurations (2, 1, 1, 0), (2, 1, 0, 1), (2, 0, 1, 1), (1, 2, 1, 0),
(1, 2, 0, 1), (0, 2, 1, 1), (1, 1, 2, 0), (1, 0, 2, 1), (0, 1, 2, 1), (1, 1, 0, 2), (1, 0, 1, 2), and (0, 1, 1, 2).
Group 5: The only configuration contained in this group is (1, 1, 1, 1).
The construction which will be described in the sequel has five types of parallel classes.
• In Type 1, most of the quadruples in each parallel class are from Group 1. There might be some
quadruples from Group 2, Group 3, or Group 5.
• In Type 2, if t is divisible by 3 then all the quadruples in each parallel class are from Group 2. If t
is not divisible by 3, then there might be some quadruples from Group 3 or Group 4.
• In Type 3, if t is even then all the quadruples in each parallel class are from Group 3. If t is odd,
then t − 1 of the quadruples in each parallel class are from Group 3 and one quadruple in each
parallel class is from Group 5, i.e. from configuration (1,1,1,1).
• In Type 4, if t is even then all the quadruples in each parallel class are from Group 4. If t is odd
then t − 1 of the quadruples in each parallel class are from Group 4 and one quadruple in each
parallel class is from Group 5, i.e. from configuration (1,1,1,1).
• In Type 5, all the quadruples in each parallel class are from Group 5.
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5. Parallel Classes for the Quadrupling Construction
5.1. Parallel Classes of Type 1
Given any parallel class R in S, construct a parallel class R′ in P. For any given B ∈ R we form a
subset of quadruples inR′ which will be defined in the sequel. We distinguish between the four different
residues of t modulo 4.
5.1.1. Type 1 for t divisible by 4
The set S is a BP(t, 4) on Zt andR a parallel class in S. If B = {x0, x1, x2, x3} ∈ R, then construct the
following set with four quadruples inR′.
B′i , {{(x0, i), (x1, i), (x2, i), (x3, i)} : i ∈ Z4}.
Lemma 4.
1. The subsetR′ is a parallel class on the point set Zt ×Z4.
2. Each quadruple of Group 1 is contained in exactly one such parallel class.
3. The number of parallel classes of Type 1 when t is divisible by 4 is (t−1
3
). Each such parallel class
contains t quadruples from Group 1.
Proof. SinceR is a parallel class in S, it follows that
R′ =
⋃
B∈R,i∈Z4
B′i
forms a parallel class on the point set Zt ×Z4.
For each i ∈ Z4, each quadruple {(x0, i), (x1, i), (x2, i), (x3, i)} is contained in exactly one parallel
class in P since any block {x0, x1, x2, x3} is contained in exactly one parallel class in S.
By Theorem 3, the number of parallel classes in a BP(t, 4) is (t−13 ). Each parallel class of S corre-
sponds to exactly one parallel class of Type 1 in P, and hence the number of parallel classes of Type 1
in P is also (t−1
3
). Clearly, each such parallel class contains t quadruples from Group 1.
5.1.2. Type 1 for t ≡ 3 (mod 4)
The set S is a BP(t + 1, 4) on the point set Zt ∪ {Ω1} and R is a parallel class in S. For each block
B ∈ R construct a set of quadruplesR′ as follows.
1. If Ω1 /∈ B = {x0, x1, x2, x3} then construct the following four quadruples inR
′:
{(x0, i), (x1, i), (x2, i), (x3, i)}, i ∈ Z4.
2. If B = {x0, x1, x2, Ω1}, then construct the following three quadruples inR
′:
{(x0, i), (x1, i), (x2, i), (xi, 3)}, i ∈ {0, 1, 2}.
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Lemma 5. The subset of quadruples from Group 2 contained in the parallel classes of Type 1 when
t ≡ 3 (mod 4) is
{{(x, 0), (y, 0), (z, 0), (x, 3)}, {(x, 1), (y, 1), (z, 1), (y, 3)}, {(x, 2), (y, 2), (z, 2), (z, 3)} : x, y, z ∈ Zt}.
This subset contains exactly (t − 2)( t2) quadruples from Group 2.
Proof. In a BP(t + 1, 4), any four different points from Zt ∪ {Ω1} occurs as a block exactly once.
Hence, the point Ω1 occurs with any three points, of Zt, in some block exactly once. Therefore, the
number of quadruples containing Ω1 is (
t
3
). Each such quadruple induces three quadruples from Group 2
defined above. Thus, this set contains exactly 3(t3) = (t− 2)(
t
2) quadruples from Group 2.
Lemma 6.
1. The subsetR′ is a parallel class on the point set Zt ×Z4.
2. Each quadruple of Group 1 is contained in exactly one such parallel class.
3. The number of parallel classes of Type 1 when t ≡ 3 (mod 4) is ( t3). Each such parallel class
contains t− 3 quadruples from Group 1 and three quadruples from Group 2.
Proof. The first two claims of the lemma are readily verified. For the third claim, note that each parallel
class of S corresponds to a unique parallel class of P. By Theorem 3 there are ( t3) parallel classes in
a BP(t + 1, 4) and hence the number of parallel classes of Type 1, in P when t ≡ 3 (mod 4), is ( t
3
).
Clearly, each such parallel class contains t − 3 quadruples from Group 1 and three quadruples from
Group 2.
5.1.3. Type 1 for t ≡ 2 (mod 4)
The set S is a BP(t + 2, 4) on the point set Zt ∪ {Ω1, Ω2} andR is a parallel class in S. For each block
B ∈ R define the following blocks inR′.
1. If Ω1, Ω2 /∈ B = {x0, x1, x2, x3} then construct the following four quadruples inR
′.
{(x0, i), (x1, i), (x2, i), (x3, i)}, i ∈ Z4.
2. If Ω2 /∈ B = {x0, x1, x2, Ω1}, then construct the following three quadruples inR
′.
{(x0, i), (x1, i), (x2, i), (xi, 3)}, i ∈ Z3.
3. If Ω1 /∈ B = {x0, x1, x2, Ω2}, then construct the following three quadruples inR
′.
{(x0, i), (x1, i), (x2, i), (xi+1, 3)}, i ∈ Z3.
4. If B = {x0, x1, Ω1, Ω2}, then construct the two quadruples inR
′.
{(x0, 0), (x1, 0), (x0, 1), (x1, 1)}}.
{(x0, 2), (x1, 2), (x0, 3), (x1, 3)}}.
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Recall, that there is an order between the elements of each block of S which implies that there is no
ambiguity in the definitions of the blocks of P.
Lemma 7.
1. The subset of quadruples from Group 2 contained in the parallel classes of Type 1 when t ≡
2 (mod 4) is
{{(x, 0), (y, 0), (z, 0), (x, 3)}, {(x, 1), (y, 1), (z, 1), (y, 3)}, {(x, 2), (y, 2), (z, 2), (z, 3)} : x, y, z ∈ Zt}
∪{{(x, 0), (y, 0), (z, 0), (y, 3)}, {(x, 1), (y, 1), (z, 1), (z, 3)}, {(x, 2), (y, 2), (z, 2), (x, 3)} : x, y, z ∈ Zt}.
This subset contains exactly t(t − 1)(t − 2) quadruples from Group 2.
2. The subset of quadruples from Group 3 contained in the parallel classes of Type 1 when t ≡
2 (mod 4) is
{{(x, i), (y, i), (x, i + 1), (y, i + 1)} : x, y ∈ Zt, i = 0, 2} .
This subset contains exactly (t − 1)t quadruples from Group 3.
Proof. The structure of the quadruples in P when t ≡ 2 (mod 4) is an immediate consequence from the
definition of the blocks in the construction.
It is easily to verify that Ω1 (without Ω2) is contained (
t
3) quadruples in S and the same is true for
Ω2 (without Ω1). Hence, there are exactly 2 · 3 · (
t
3
) = t(t − 1)(t − 2) quadruples from Group 2 in P.
Since the pair {Ω1, Ω2} is contained in (
t
2) quadruples of S, it follows that there are exactly 2(
t
2) =
(t − 1)t quadruples from Group 3 in P.
Lemma 8.
1. The subsetR′ is a parallel class, of Type 1, on the point set Zt ×Z4.
2. Each quadruple of Group 1 is contained in exactly one such parallel class.
3. The number of parallel classes of Type 1 when t ≡ 2 (mod 4) is (t+13 ). There are (
t
2) parallel
classes, in which each parallel class contains t − 2 quadruples from Group 1 and two quadru-
ples from Group 3. There are ( t3) parallel classes, in which each parallel class contains t − 6
quadruples from Group 1 and six quadruples from Group 2.
Proof. The first two claims of the lemma are readily verified. For the third claim, note that Ω1 (Ω2,
respectively) without Ω2 (Ω1, respectively) occurs in exactly (
t
3) parallel classes of S. Each such parallel
class of S (which contains one block with Ω1 and another block with Ω2) induces one parallel class of
Type 1 in P, which contains t− 6 quadruples from Group 1 and six quadruples from Group 2. Similarly,
the pair {Ω1, Ω2} occurs in exactly (
t
2) parallel classes of S. Each such parallel class induces one parallel
class of Type 1 in P, which contains t− 2 quadruples from Group 1 and two quadruples from Group 3.
Thus, the total number of parallel classes of Type 1 is ( t3) + (
t
2) = (
t+1
3 ).
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5.1.4. Type 1 for t ≡ 1 (mod 4)
The set S is a BP(t + 3, 4) on the point set Zt ∪ {Ω1, Ω2, Ω3} and R is a parallel class in S. For each
block B ∈ R construct the following blocks inR′ ∈ P.
1. If Ω1, Ω2, Ω3 /∈ B = {x0, x1, x2, x3} then construct the following four quadruples inR
′.
{(x0, i), (x1, i), (x2, i), (x3, i)}, i ∈ Z4.
2. If Ω1, Ω2 /∈ B = {x0, x1, x2, Ω3}, then construct the following three quadruples inR
′.
{(x0, i), (x1, i), (x2, i), (xi, 3)}, i ∈ Z3.
3. If Ω1, Ω3 /∈ B = {x0, x1, x2, Ω2}, then construct the following three quadruples inR
′.
{(x0, i), (x1, i), (x2, i), (xi+1, 3)}, i ∈ Z3.
4. If Ω2, Ω3 /∈ B = {x0, x1, x2, Ω1}, then construct the following three quadruples inR
′.
{(x0, i), (x1, i), (x2, i), (xi+2, 3)}, i ∈ Z3.
5. If Ω1 /∈ B = {x0, x1, Ω2, Ω3}, then construct the following two quadruples inR
′.
{(x0, 0), (x1, 0), (x0, 1), (x1, 1)},
{(x0, 2), (x1, 2), (x0, 3), (x1, 3)}.
6. If Ω2 /∈ B = {x0, x1, Ω1, Ω3}, then construct the following two quadruples inR
′.
{(x0, 0), (x1, 0), (x0, 3), (x1, 3)},
{(x0, 1), (x1, 1), (x0, 2), (x1, 2)}.
7. If Ω3 /∈ B = {x0, x1, Ω1, Ω2}, then construct the following two quadruples inR
′.
{(x0, 0), (x1, 0), (x0, 2), (x1, 2)},
{(x0, 1), (x1, 1), (x0, 3), (x1, 3)}.
8. If B = {x0, Ω1, Ω2, Ω3}, then construct the following quadruple inR
′.
{(x0, 0), (x0, 1), (x0, 2), (x0, 3)}}.
Lemma 9.
1. The subset of quadruples from Group 2 contained in the parallel classes of Type 1 when t ≡
1 (mod 4) is
{{(x, i), (y, i), (z, i), (x, 3)}, {(x, i), (y, i), (z, i), (y, 3)}, {(x, i), (y, i), (z, i), (z, 3)} : x, y, z ∈ Zt, i = 0, 1, 2}.
This subset contains exactly 9( t
3
) quadruples from Group 2.
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2. The subset of quadruples from Group 3 contained in parallel classes of Type 1 when t ≡ 1 (mod 4)
is
{{(x, 0), (y, 0), (x, 1), (y, 1)} : x, y ∈ Zt} ∪ {{(x, 2), (y, 2), (x, 3), (y, 3)} : x, y ∈ Zt}
∪{{(x, 0), (y, 0), (x, 2), (y, 2)} : x, y ∈ Zt} ∪ {{(x, 1), (y, 1), (x, 3), (y, 3)} : x, y ∈ Zt}
∪{{(x, 0), (y, 0), (x, 3), (y, 3)} : x, y ∈ Zt} ∪ {{(x, 1), (y, 1), (x, 2), (y, 2)} : x, y ∈ Zt} .
This subset contains exactly 3(t − 1)t quadruples from Group 3.
3. The subset of quadruples from Group 5 contained in the parallel classes of Type 1 when t ≡
1 (mod 4) is
{{(i, 0), (i, 1), (i, 2), (i, 3)} : i ∈ Zt} .
This subset contains exactly t quadruples from Group 5 which form a parallel class.
Proof.
1. When t ≡ 1 (mod 4), for each i ∈ Z3 and B = {x, y, z, Ωi} ∈ R, the subset of quadruples from
Group 2 contained in the parallel classes of Type 1 contains the following set with three quadruples
{{(x, i), (y, i), (z, i), (x, 3)}, {(x, i), (y, i), (z, i), (y, 3)}, {(x, i), (y, i), (z, i), (z, 3)}}
In addition, for each i ∈ Z3, Ω1 (without Ω2 or Ω3) is contained in (
t
3) quadruples of S. The
same is true for Ω2 (without Ω1 or Ω3) and Ω3 (without Ω1 or Ω2). Hence, there are exactly
3 · 3 · ( t3) = 9(
t
3) quadruples from Group 2 in P.
2. For any 1 ≤ i < j ≤ 3 and B = {x, y, Ωi, Ωj} ∈ R, the subset of quadruples from Group 3
which are used in Type 1 contains two of the quadruples defined above. Since the pair {Ωi, Ωj} is
contained in ( t2) quadruples of S, there are exactly 3 · 2 · (
t
2) = 3(t− 1)t quadruples from Group 3
in P.
3. For any quadruple {x, Ω1, Ω2, Ω3} ∈ R in S, the corresponding quadruple from Group 5 con-
tained in the parallel classes of Type 1 is {(x, 0), (x, 1), (x, 2), (x, 3)}. Since the triple {Ω1, Ω2, Ω3}
is contained in t quadruples of S, it follows that there are exactly t quadruples from Group 5 in P.
The claims in the following lemma are proved similarly to the ones in previous lemmas and hence
we omit the proof and leave it to the interested reader.
Lemma 10.
1. The subsetR′ is a parallel class on the point set Zt ×Z4.
2. Each quadruple of Group 1 is contained in exactly one such parallel class.
3. The number of parallel classes of Type 1 when t ≡ 1 (mod 4) is (t+23 ). There are t parallel
classes, where each parallel class contains t− 1 quadruples fromGroup 1 and one quadruple from
Group 5. There are 3( t2) parallel classes, in which each parallel class contains t − 5 quadruples
from Group 1, three quadruples of Group 2, and two quadruples from Group 3. There are ( t
3
)− ( t
2
)
parallel classes, in which each parallel class contains t − 9 quadruples from Group 1 and nine
quadruples from Group 2.
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5.2. Parallel Classes of Type 2 for t divisible by 3
Given any parallel class R in T, a few parallel classes are defined for P. The construction heavily
depends on the residue of t modulo 4.
Let M be a t × t Latin square on the point set Zt, where the rows and the columns are indexed
by Zt. Given any parallel class R in T, construct 4t, 4t − 1, 4t − 2, or 4t − 3, parallel classes in P,
depending if t (mod 4) equals 0, 3, 2, or 1, respectively. The first 3t parallel classes will be denoted by
Ri,j, i ∈ Zt, j ∈ {0, 1, 2}. For a given j ∈ {0, 1, 2}, let φ : {0, 1, 2, 3} \ {j} −→ {0, 1, 2} be any
bijection. Let B0, B1, . . . , B(t−3)/3, be the blocks of R. For a given i ∈ Zt, j ∈ {0, 1, 2}, define the
following t quadruples inRi,j.
{(x0, s), (x1, s), (x2, s), (M(i, 3m+φ(s)), j)}, {x0, x1, x2} ∈ Bm, 0 ≤ m ≤
t− 3
3
, s ∈ {0, 1, 2, 3} \ {j}.
For the last t, t− 1, t− 2, t− 3 parallel classes, we distinguish now between four cases which have
similar solutions, where we define 0, 1, 2, or 3, respectively, rows of the following matrix M. If t ≡ 1
or 2 or 3 (mod 4) and if Bm = {xm0 , xm1 , xm2}, 0 ≤ m ≤
t−3
3
, then M(0, 3m + i) = xmi , for i ∈ Z3.
If t ≡ 1 or 2 (mod 4) and if Bm = {xm0 , xm1, xm2}, 0 ≤ m ≤
t−3
3
, then M(1, 3m + i) = xmi+1 , for
i ∈ Z3. If t ≡ 1 (mod 4) and if Bm = {xm0 , xm1 , xm2}, 0 ≤ m ≤
t−3
3
, then M(2, 3m + i) = xmi+2,
for i ∈ Z3. For each congruence, we complete M to be a Latin square (see Theorem 4). Each one of the
rows of M, which was not predetermined corresponds to a parallel class denoted byRi, i ∈ Zt, i ≥ 0 if
t is divisible by 4; i ≥ 1 if t ≡ 3 (mod 4); i ≥ 2 if t ≡ 2 (mod 4); and i ≥ 3 if t ≡ 1 (mod 4). Each
parallel class has t quadruples as follows.
{(x0, s), (x1, s), (x2, s), (M(i, 3m + s), 3)}, {x0, x1, x2} ∈ Bm, 0 ≤ m ≤
t− 3
3
, s ∈ {0, 1, 2}.
Remark 1. We can avoid Theorem 4 and define the completion of M to a t × t Latin square. We have
not done this to restrict the length of this section.
Lemma 11. Each set (Ri,j or Ri) of Type 2 defined for t divisible by 3 is a parallel class on the point
set Zt ×Z4 in P. Moreover,
1. If t is divisible by 4, then there are 4t parallel classes of Type 2. These parallel classes contain all
the quadruples of Group 2. There are 2t(t − 1)(t − 2) = 4t(t−12 ) such parallel classes, in which
each parallel class contains t quadruples from Group 2.
2. If t ≡ 1 (mod 4), then there are 4t − 3 parallel classes of Type 2. Each quadruple of Group 2
is contained in either one of these parallel classes or in the parallel classes of Type 1. There
are (4t − 3)(t−12 ) such parallel classes, in which each parallel class contains t quadruples from
Group 2.
3. If t ≡ 2 (mod 4), then there are 4t − 2 parallel classes of Type 2. Each quadruple of Group 2
is contained in either one of these parallel classes or in the parallel classes of Type 1. There
are (2t − 1)(t − 1)(t − 2) = (4t − 2)(t−12 ) such parallel classes, in which each parallel class
contains t quadruples from Group 2.
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4. If t ≡ 3 (mod 4), then there are 4t − 1 parallel classes of Type 2. Each quadruple of Group 2
is contained in either one of these parallel classes or in the parallel classes of Type 1. There
are (4t − 1)(t−12 ) such parallel classes, in which each parallel class contains t quadruples from
Group 2.
Each such parallel class of Type 2 contains only quadruples from Group 2.
Proof. If t is divisible by 4, then by Lemma 4, no quadruples of Group 2 are contained in the parallel
classes of Type 1. Hence, for each parallel class of BP(t, 3), there are 4t parallel classes of Type 2 in
P. By Theorem 3, there exist (t−12 ) parallel classes in a BP(t, 3). Thus, there are 4t(
t−1
2 ) such parallel
classes in P, where each parallel class contains t quadruples from Group 2.
Claims 2, 3, and 4 are proved in a similar way.
5.3. Parallel Classes of Type 3
For the definition of the parallel classes of Type 3 in P we distinguish between even t and odd t.
5.3.1. Type 3 for even t
For even t a one-factorization F = {F0,F1, . . . ,Ft−2} of Kt is required. For each 0 ≤ i, s ≤ t − 2,
0 ≤ r ≤ t−2
2
, and a, b, c, d ∈ Z4, where |{a, b, c, d}| = 4, the following set is defined in P:
{{(x, a), (y, a), (z, b), (v, b)}, {(x, c), (y, c), (z, d), (v, d)} : {x, y} = Fi,j, {z, v} = Fs,j+r, 0 ≤ j ≤ (t− 2)/2} .
Note that there are three options for a, b, i.e., {a, b} = {0, 1}, {a, b} = {0, 2} and {a, b} = {0, 3}
and {c, d} = {0, 1, 2, 3} \ {a, b}.
Lemma 12.
1. For each 0 ≤ i, s ≤ t− 2, 0 ≤ r ≤ t−2
2
, and a, b, c, d ∈ Z4, where |{a, b, c, d}| = 4, the t defined
quadruples form a parallel class with t quadruples from Group 3.
2. If t is divisible by 4, then each quadruple from the configurations of Group 3 appears only in one
of the defined parallel classes.
3. If t ≡ 2 (mod 4), then each quadruple from the configurations of Group 3 appears either in one of
the defined parallel classes or in the parallel classes of Type 1.
4. The number of defined parallel classes of Type 3 for even t is 3(t − 1)( t
2
).
Proof. Combining Lemma 4 and Lemma 8, the first three claims are readily verified from the definition
of the blocks in the construction. Since, in the definition of the construction, there are three options for
a, b, c, d and for each such option the triple (i, s, r) has (t − 1)2 t
2
different choices, it follows that there
are 3(t− 1)( t2) defined parallel classes of Type 3 in the construction of P.
Lemma 13. The set of quadruples from Group 3 which are used in Type 1 when t ≡ 2 (mod 4),
{{(x, i), (y, i), (x, i + 1), (y, i + 1)} : x, y ∈ Zt, i = 0, 2} ,
form t− 1 parallel classes of Type 3.
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Proof. The number of all the pairs {x, y} with x, y ∈ Zt, x 6= y, is (
t
2). Consider a one-factorization F
of Kt and a given one-factor Fj, 0 ≤ j ≤ t − 2, one can form one parallel class
{{(x, i), (y, i), (x, i + 1), (y, i + 1)} : {x, y} ∈ Fj, i = 0, 2} ,
Hence, the t− 1 one-factors of F induce t− 1 parallel classes of Type 3.
5.3.2. Type 3 for odd t
For odd t a near-one-factorization F = {F0,F1, . . . ,Ft−1} of Kt is required. Let G1, G2, G3 be
three pairwise disjoint sets, each one of size t−1
2
t2, of quadruples from configuration (1,1,1,1) with the
following properties. Each pair {(x, 0), (y, 1)} and each pair {(x, 2), (y, 3)}, x, y ∈ Zt, is contained
in exactly t−1
2
quadruples of G1. Each pair {(x, 0), (y, 3)} and each pair {(x, 1), (y, 2)}, x, y ∈ Zt,
is contained in exactly t−1
2
quadruples of G2. Each pair {(x, 0), (y, 2)} and each pair {(x, 1), (y, 3)},
x, y ∈ Zt, is contained in exactly
t−1
2
quadruples of G3.
For a quadruple B = {(i, 0), (j, 1), (k, 2), (m, 3)} of G1, assume that B contains the r-th appearance
of the pair {(i, 0), (j, 1)} in G1 and the s-th appearance of the pair {(k, 2), (m, 3)} in G1. Define the set
of quadruples which contains B and the quadruples of the following sets.
{{(x, 0), (y, 0), (z, 1), (v, 1)} : {x, y} = Fi,p, {z, v} = Fj,p+r, 0 ≤ p ≤
t− 3
2
} .
{{(x, 2), (y, 2), (z, 3), (v, 3)} : {x, y} = Fk,p, {z, v} = Fm,p+s, 0 ≤ p ≤
t− 3
2
} .
For a quadruple B = {(i, 0), (j, 1), (k, 2), (m, 3)} of G2, assume that B contains the r-th appearance
of the pair {(i, 0), (m, 3)} in G2 and the s-th appearance of the pair {(j, 1), (k, 2)} in G2. Define the set
of quadruples which contains B and the quadruples of the following sets.
{{(x, 0), (y, 0), (z, 3), (v, 3)} : {x, y} = Fi,p, {z, v} = Fm,p+r, 0 ≤ p ≤
t− 3
2
} .
{{(x, 1), (y, 1), (z, 2), (v, 2)} : {x, y} = Fj,p, {z, v} = Fk,p+s, 0 ≤ p ≤
t− 3
2
} .
For a quadruple B = {(i, 0), (j, 1), (k, 2), (m, 3)} of G3, assume that B contains the r-th appearance
of the pair {(i, 0), (k, 2)} in G3 and the s-th appearance of the pair {(j, 1), (m, 3)} in G3. Define the set
of quadruples which contains B and the quadruples of the following sets.
{{(x, 0), (y, 0), (z, 2), (v, 2)} : {x, y} = Fi,p, {z, v} = Fk,p+r, 0 ≤ p ≤
t− 3
2
} .
{{(x, 1), (y, 1), (z, 3), (v, 3)} : {x, y} = Fj,p, {z, v} = Fm,p+s, 0 ≤ p ≤
t− 3
2
} .
The following result can be readily verified.
Lemma 14.
1. For each block B = {(i, 0), (j, 1), (k, 2), (m, 3)} in G1, G2 or G3, the t defined quadruples form a
parallel class with t− 1 quadruples from Group 3 and one quadruple from Group 5.
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2. If t is odd, then each quadruple from the configurations of Group 3 appears either in one of the
defined parallel classes or in the parallel classes of Type 1.
3. The number of defined parallel classes of Type 3 for odd t is 3t( t
2
).
Lemma 15. The set of quadruples from Group 3 contained in the parallel classes of Type 1 when t ≡
1(mod 4),
{{(x, i), (y, i), (x, i + 1), (y, i + 1)} : x, y ∈ Zt, i ∈ Z4} ,
{{(x, i), (y, i), (x, i + 2), (y, i + 2)} : x, y ∈ Zt, i ∈ {0, 1}} ,
form 3t parallel classes of Type 3. Each one of these 3t parallel classes contains exactly one quadruple
from configuration (1, 1, 1, 1).
Proof. By Lemma 9, when t ≡ 1(mod 4), the quadruples from Group 3 contained in the parallel classes
of Type 1 are
{{(x, i), (y, i), (x, i + 1), (y, i + 1)} : x, y ∈ Zt, i ∈ Z4} ,
{{(x, i), (y, i), (x, i + 2), (y, i + 2)} : x, y ∈ Zt, i ∈ {0, 1}} .
Consider a near-one-factorization F of Kt and a given near-one-factor Fj of F , 0 ≤ j ≤ t− 1, we can
form three parallel classes
{{(x, 0), (y, 0), (x, 1), (y, 1)}, {(x, 2), (y, 2), (x, 3), (y, 3)} : {x, y} ∈ Fj, }∪{{(j, 0), (j, 1), (j, 2), (j, 3)}}
{{(x, 0), (y, 0), (x, 2), (y, 2)}, {(x, 1), (y, 1), (x, 3), (y, 3)} : {x, y} ∈ Fj, }∪{{(j, 0), (j, 1), (j, 2), (j, 3)}}
{{(x, 0), (y, 0), (x, 3), (y, 3)}, {(x, 1), (y, 1), (x, 2), (y, 2)} : {x, y} ∈ Fj, }∪{{(j, 0), (j, 1), (j, 2), (j, 3)}}
Hence, the related t near-one-factors induce 3t parallel classes of Type 3 and each one of these 3t parallel
classes contains exactly one quadruple from configuration (1, 1, 1, 1).
5.4. Parallel Classes of Type 4
For Type 4, the configurations of Group 4 are partitioned into six subsets,M1,M2,M3,M4,M5, and
M6, whereM1 = {(2, 1, 1, 0), (0, 1, 1, 2)},M2 = {(2, 1, 0, 1), (0, 1, 2, 1)},M3 = {(2, 0, 1, 1), (0, 2, 1, 1)},
M4 = {(1, 2, 0, 1), (1, 0, 2, 1)},M5 = {(1, 2, 1, 0), (1, 0, 1, 2)}, andM6 = {(1, 1, 2, 0), (1, 1, 0, 2)}.
In the construction we distinguish between even t and odd t.
5.4.1. Type 4 for even t
Let F = {F0,F1, . . . ,Ft−2} be a one-factorization of Kt. For M1, let U1 be a set with (t − 1)t
2
quadruples defined by
U1 , {{(x, 0), (y, 1), (z, 2), (x, 3)} : x ∈ Zt−1, y, z ∈ Zt}.
For each x ∈ Zt−1 and each pair {(y, 1), (z, 2)} ∈ Zt × {1, 2} there is exactly one quadruple
{(x, 0), (y, 1), (z, 2), (x, 3)} ∈ U1 which contains the triple {(x, 0), (y, 1), (z, 2)} and exactly one
quadruple {(x, 0), (y, 1), (z, 2), (x, 3)} ∈ U1 which contains the triple {(y, 1), (z, 2), (x, 3)}.
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Given a quadruple X = {(i, 0), (j, 1), (k, 2), (i, 3)} of the set U1 we form the following set Ri,j,k in
P, i ∈ Zt−1, j, k ∈ Zt, which contains t quadruples
{{(x, 0), (y, 0), (j+ r, 1), (k + r, 2)}, {(x, 3), (y, 3), (j− r− 1, 1), (k− r − 1, 2)} : {x, y} = Fi,r, 0 ≤ r ≤
t− 2
2
}.
ForMi, 2 ≤ i ≤ 6 a set Ui is defined similarly as follows.
U2 , {{(x, 0), (y, 1), (x, 2), (z, 3)} : x ∈ Zt−1, y, z ∈ Zt}.
For each x ∈ Zt−1 and each pair {(y, 1), (z, 3)} ∈ Zt × {1, 3} there is exactly one quadruple
{(x, 0), (y, 1), (x, 2), (z, 3)} ∈ U2 which contains the triple {(x, 0), (y, 1), (z, 3)} and exactly one
quadruple {(x, 0), (y, 1), (x, 2), (z, 3)} ∈ U2 which contains the triple {(y, 1), (x, 2), (z, 3)}.
U3 , {{(x, 0), (x, 1), (y, 2), (z, 3)} : x ∈ Zt−1, y, z ∈ Zt}.
For each x ∈ Zt−1 and each pair {(y, 2), (z, 3)} ∈ Zt × {2, 3} there is exactly one quadruple
{(x, 0), (x, 1), (y, 2), (z, 3)} ∈ U3 which contains the triple {(x, 0), (y, 2), (z, 3)} and exactly one
quadruple {(x, 0), (x, 1), (y, 2), (z, 3)} ∈ U3 which contains the triple {(x, 1), (y, 2), (z, 3)}.
U4 , {{(y, 0), (x, 1), (x, 2), (z, 3)} : x ∈ Zt−1, y, z ∈ Zt}.
For each x ∈ Zt−1 and each pair {(y, 0), (z, 3)} ∈ Zt × {0, 3} there is exactly one quadruple
{(y, 0), (x, 1), (x, 2), (z, 3)} ∈ U4 which contains the triple {(y, 0), (x, 1), (z, 3)} and exactly one
quadruple {(y, 0), (x, 1), (x, 2), (z, 3)} ∈ U4 which contains the triple {(y, 0), (x, 2), (z, 3)}.
U5 , {{(y, 0), (x, 1), (z, 2), (x, 3)} : x ∈ Zt−1, y, z ∈ Zt}.
For each x ∈ Zt−1 and each pair {(y, 0), (z, 2)} ∈ Zt × {0, 2} there is exactly one quadruple
{(y, 0), (x, 1), (z, 2), (x, 3)} ∈ U5 which contains the triple {(y, 0), (x, 1), (z, 2)} and exactly one
quadruple {(y, 0), (x, 1), (z, 2), (x, 3)} ∈ U5 which contains the triple {(y, 0), (z, 2), (x, 3)}.
U6 , {{(y, 0), (z, 1), (x, 2), (x, 3)} : x ∈ Zt−1, y, z ∈ Zt}.
For each x ∈ Zt−1 and each pair {(y, 0), (z, 1)} ∈ Zt × {0, 1} there is exactly one quadruple
{(y, 0), (z, 1), (x, 2), (x, 3)} ∈ U6 which contains the triple {(y, 0), (z, 1), (x, 2)} and exactly one
quadruple {(y, 0), (z, 1), (x, 2), (x, 3)} ∈ U6 which contains the triple {(y, 0), (z, 1), (x, 3)}.
Similarly to the definition of Ri,j,k for a quadruple {(i, 0), (j, 1), (k, 2), (i, 3)} ∈ U1, a related set of
quadruple is defined for each element of U2 (also U3, U4, U5, and U6), where the definition is changed
related to the positions of the 2’s in the configurations ofM2 (M3,M4,M5, andM6, respectively).
Lemma 16.
1. Each setRi,j,k defined by U1 is a parallel class of Type 4.
2. Each quadruple from configurations (2, 1, 1, 0) and (0, 1, 1, 2) is contained in exactly one of the
defined parallel classes.
3. The total number of parallel classes of Type 4 (for
⋃6
i=1 Ui) is 6(t− 1)t
2. Each such parallel class
contains only quadruples from Group 4. It contains t quadruples from Group 4.
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Proof. Claim 1 and 2 can be easily verified.
For Claim 3, given any quadruples X = {(i, 0), (j, 1), (k, 2), (i, 3)} of the set U1 where i ∈ Zt−1
and j, k ∈ Zt, one-factor of Fi of Kt is used to form a set Ri,j,k in P. It is easy to verify that Ri,j,k is
a parallel class of Type 4 in P. Hence, there are (t − 1)t2 parallel classes of Type 4 obtained from the
set U1. Similarly, for each Ui, 2 ≤ i ≤ 6, there are (t − 1)t
2 parallel classes of Type 4. Thus, there are
6(t − 1)t2 parallel classes of Type 4.
Example 3. For t = 4 the set U1 contains the following 48 quadruples
{(0, 0), (0, 1), (0, 2), (0, 3)}, {(0, 0), (0, 1), (1, 2), (0, 3)}, {(0, 0), (0, 1), (2, 2), (0, 3)}{(0, 0), (0, 1), (3, 2), (0, 3)},
{(0, 0), (1, 1), (0, 2), (0, 3)}, {(0, 0), (1, 1), (1, 2), (0, 3)}, {(0, 0), (1, 1), (2, 2), (0, 3)}{(0, 0), (1, 1), (3, 2), (0, 3)},
{(0, 0), (2, 1), (0, 2), (0, 3)}, {(0, 0), (2, 1), (1, 2), (0, 3)}, {(0, 0), (2, 1), (2, 2), (0, 3)}{(0, 0), (2, 1), (3, 2), (0, 3)},
{(0, 0), (3, 1), (0, 2), (0, 3)}, {(0, 0), (3, 1), (1, 2), (0, 3)}, {(0, 0), (3, 1), (2, 2), (0, 3)}{(0, 0), (3, 1), (3, 2), (0, 3)},
{(1, 0), (0, 1), (0, 2), (1, 3)}, {(1, 0), (0, 1), (1, 2), (1, 3)}, {(1, 0), (0, 1), (2, 2), (1, 3)}{(1, 0), (0, 1), (3, 2), (1, 3)},
{(1, 0), (1, 1), (0, 2), (1, 3)}, {(1, 0), (1, 1), (1, 2), (1, 3)}, {(1, 0), (1, 1), (2, 2), (1, 3)}{(1, 0), (1, 1), (3, 2), (1, 3)},
{(1, 0), (2, 1), (0, 2), (1, 3)}, {(1, 0), (2, 1), (1, 2), (1, 3)}, {(1, 0), (2, 1), (2, 2), (1, 3)}{(1, 0), (2, 1), (3, 2), (1, 3)},
{(1, 0), (3, 1), (0, 2), (1, 3)}, {(1, 0), (3, 1), (1, 2), (1, 3)}, {(1, 0), (3, 1), (2, 2), (1, 3)}{(1, 0), (3, 1), (3, 2), (1, 3)},
{(2, 0), (0, 1), (0, 2), (2, 3)}, {(2, 0), (0, 1), (1, 2), (2, 3)}, {(2, 0), (0, 1), (2, 2), (2, 3)}{(2, 0), (0, 1), (3, 2), (2, 3)},
{(2, 0), (1, 1), (0, 2), (2, 3)}, {(2, 0), (1, 1), (1, 2), (2, 3)}, {(2, 0), (1, 1), (2, 2), (2, 3)}{(2, 0), (1, 1), (3, 2), (2, 3)},
{(2, 0), (2, 1), (0, 2), (2, 3)}, {(2, 0), (2, 1), (1, 2), (2, 3)}, {(2, 0), (2, 1), (2, 2), (2, 3)}{(2, 0), (2, 1), (3, 2), (2, 3)},
{(2, 0), (3, 1), (0, 2), (2, 3)}, {(2, 0), (3, 1), (1, 2), (2, 3)}, {(2, 0), (3, 1), (2, 2), (2, 3)}{(2, 0), (3, 1), (3, 2), (2, 3)}.
The first 8 quadruples of U1 with the one-factorization F = {F0,F1,F2}, where F0 = {F0,0 =
{1, 2},F0,1 = {0, 3}}, F1 = {F1,0 = {0, 2},F1,1 = {1, 3}}, F2 = {F2,0 = {0, 1},F2,1 = {2, 3}},
yield the following 8 parallel classes.
From the quadruple {(0, 0), (0, 1), (0, 2), (0, 3)} we form the parallel class
{{(1, 0), (2, 0), (0, 1), (0, 2)}, {(0, 0), (3, 0), (1, 1), (1, 2)}, {(1, 3), (2, 3), (3, 1), (3, 2)}, {(0, 3), (3, 3), (2, 1), (2, 2)}}.
From the quadruple {(0, 0), (0, 1), (1, 2), (0, 3)} we form the parallel class
{{(1, 0), (2, 0), (0, 1), (1, 2)}, {(0, 0), (3, 0), (1, 1), (2, 2)}, {(1, 3), (2, 3), (3, 1), (0, 2)}, {(0, 3), (3, 3), (2, 1), (3, 2)}}.
From the quadruple {(0, 0), (0, 1), (2, 2), (0, 3)} we form the parallel class
{{(1, 0), (2, 0), (0, 1), (2, 2)}, {(0, 0), (3, 0), (1, 1), (3, 2)}, {(1, 3), (2, 3), (3, 1), (1, 2)}, {(0, 3), (3, 3), (2, 1), (0, 2)}}.
From the quadruple {(0, 0), (0, 1), (3, 2), (0, 3)} we form the parallel class
{{(1, 0), (2, 0), (0, 1), (3, 2)}, {(0, 0), (3, 0), (1, 1), (0, 2)}, {(1, 3), (2, 3), (3, 1), (2, 2)}, {(0, 3), (3, 3), (2, 1), (1, 2)}}.
From the quadruple {(0, 0), (1, 1), (0, 2), (0, 3)} we form the parallel class
{{(1, 0), (2, 0), (1, 1), (0, 2)}, {(0, 0), (3, 0), (2, 1), (1, 2)}, {(1, 3), (2, 3), (0, 1), (3, 2)}, {(0, 3), (3, 3), (3, 1), (2, 2)}}.
From the quadruple {(0, 0), (1, 1), (1, 2), (0, 3)} we form the parallel class
{{(1, 0), (2, 0), (1, 1), (1, 2)}, {(0, 0), (3, 0), (2, 1), (2, 2)}, {(1, 3), (2, 3), (0, 1), (0, 2)}, {(0, 3), (3, 3), (3, 1), (3, 2)}}.
From the quadruple {(0, 0), (1, 1), (2, 2), (0, 3)} we form the parallel class
{{(1, 0), (2, 0), (1, 1), (2, 2)}, {(0, 0), (3, 0), (2, 1), (3, 2)}, {(1, 3), (2, 3), (0, 1), (1, 2)}, {(0, 3), (3, 3), (3, 1), (0, 2)}}.
From the quadruple {(0, 0), (1, 1), (3, 2), (0, 3)} we form the parallel class
{{(1, 0), (2, 0), (1, 1), (3, 2)}, {(0, 0), (3, 0), (2, 1), (0, 2)}, {(1, 3), (2, 3), (0, 1), (2, 2)}, {(0, 3), (3, 3), (3, 1), (1, 2)}}.
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5.4.2. Type 4 for odd t
Let F = {F0,F1, . . . ,Ft−1} be a near-one-factorization of Kt and let {Hi : 1 ≤ i ≤ 6} be a set with
six pairwise disjoint subsets from Group 5, i.e. configuration (1,1,1,1), where the subsetHi is associated
with the subsetMi, for 1 ≤ i ≤ 6. For exampleH1 is a set with t
3 quadruples defined by
H1 , {{(i, 0), (j, 1), (k, 2), (i + j + k, 3)} : i, j, k ∈ Zt}.
For each i, j, k ∈ Zt there is exactly one quadruple {(i, 0), (j, 1), (k, 2), (ℓ, 3)} ∈ H1 which contains the
triple {(i, 0), (j, 1), (k, 2)} and exactly one quadruple {(i, 0), (j, 1), (j, 2), (ℓ, 3)} ∈ H1 which contains
the triple {(j, 1), (k, 2), (ℓ, 3)}.
Related subsetsHi’s of quadruples are defined for eachMi, for each 2 ≤ i ≤ 6.
Remark 2. The Hi’s have similar properties as the Ui’s. But, the Hi’s are pairwise disjoint, while the
Ui’s might not be disjoint as they were defined.
Given a quadruple X = {(i, 0), (j, 1), (k, 2), (ℓ, 3)} of the subsetH1 we form a setRi,j,k in P which
contains X and the following set with t− 1 quadruples
{{(x, 0), (y, 0), (j + r + 1, 1), (k + r + 1, 2)} : {x, y} = Fi,r, 0 ≤ r ≤
t− 3
2
}
⋃
{{(j − r − 1, 1), (k − r− 1, 2), (x, 3), (y, 3)} : {x, y} = Fℓ,r, 0 ≤ r ≤
t− 3
2
}.
Related subsets of quadruples are defined for eachHi andMi, for each 2 ≤ i ≤ 6.
The following lemma has a proof similar to the one of Lemma 16.
Lemma 17.
1. Each setRi,j,k defined byH1 is a parallel class of Type 4.
2. Each quadruple from configurations (2, 1, 1, 0) and (0, 1, 1, 2) is contained in exactly one of the
defined parallel classes.
3. The total number of parallel classes of Type 4 (for
⋃6
i=1Hi) is 6t
3. Each such parallel class
contains t− 1 quadruples from Group 4 and one quadruple from Group 5.
5.5. Parallel Classes of Type 5
Type 5 contains quadruples only from Group 5 which has the unique configuration (1, 1, 1, 1). There
are t4 quadruples in this configuration. Each parallel class contains t quadruples and hence there are
t3 possible pairwise disjoint parallel classes which contain all the quadruples from Group 5. They can
be easily constructed in a few ways. But, some of them might have been used with quadruples from
other configurations in Type 1, Type 3, or Type 4. Hence, our construction will take into account the
quadruples which are used with the configurations in other types. We start with the following four
subsets of quadruples from configuration (1, 1, 1, 1).
A , {{(i, 0), (i, 1), (i, 2), (i, 3)} : i ∈ Zt},
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B , {{(i, 0), (0, 1), (i, 2), (0, 3)} : i ∈ Zt},
C , {{(i, 0), (i, 1), (0, 2), (0, 3)} : i ∈ Zt},
D , {{(i, 0), (0, 1), (0, 2), (0, 3)} : i ∈ Zt}.
For X = {(x0, 0), (x1, 1), (x2, 2), (x3, 3)} and Y = {(y0, 0), (y1, 1), (y2, 2), (y3, 3)} the addition
X + Y is defined by
X + Y , {(x0 + y0, 0), (x1 + y1, 1), (x2 + y2, 2), (x3 + y3, 3)}.
Recall that the computation in the first coordinate is performed modulo t.
For two subsets of quadruples S1 and S2 from configuration (1, 1, 1, 1), the addition S1 + S2 is
defined by
S1 + S2 , {X + Y : X ∈ S1, Y ∈ S2}.
Lemma 18. The set of quadruples
A+ B + C +D = {X + Y + Z + V : X ∈ A, Y ∈ B, Z ∈ C, V ∈ D}
consists of all the t4 quadruples of Zt × Z4 from configuration (1, 1, 1, 1).
Proof. First, assume for the contrary that two quadruples of Zt × Z4 are generated in two different
ways in A+ B + C +D. Assume that there exist eight parameters i1, i2, i3, i4, and j1, j2, j3, j4 such that
(i1, i2, i3, i4) 6= (j1, j2, j3, j4) and the two quadruples
{(i1, 0), (i1, 1), (i1, 2), (i1, 3)}+ {(i2, 0), (0, 1), (i2, 2), (0, 3)}+ {(i3, 0), (i3, 1), (0, 2), (0, 3)}+ {(i4, 0), (0, 1), (0, 2), (0, 3)}
and
{(j1, 0), (j1, 1), (j1, 2), (j1, 3)}+ {(j2, 0), (0, 1), (j2, 2), (0, 3)}+ {(j3, 0), (j3, 1), (0, 2), (0, 3)}+ {(j4, 0), (0, 1), (0, 2), (0, 3)},
are equal. This implies that
i1 + i2 + i3 + i4 ≡ j1 + j2 + j3 + j4 (mod t),
i1 + i3 ≡ j1 + j3 (mod t),
i1 + i2 ≡ j1 + j2 (mod t),
i1 ≡ j1 (mod t).
This set of equations has exactly one solution which is (i1, i2, i3, i4) = (j1, j2, j3, j4), a contradiction.
Hence, all the t4 quadruples formed by X + Y + Z + V, where X ∈ A, Y ∈ B, Z ∈ C, and V ∈ D are
distinct, which implies the claim of the lemma.
The following lemma can be easily verified.
Lemma 19. The set of quadruples in A forms a parallel class and for any quadruple X from configura-
tion (1, 1, 1, 1) the set
X +A , {X + Y : Y ∈ A}
of t quadruples forms a parallel class from configuration (1, 1, 1, 1).
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We are now in position to define the parallel classes of Type 5, i.e. the parallel classes with quadruples
only from configuration (1, 1, 1, 1). For even t, this is rather simple since there are no quadruples from
configuration (1, 1, 1, 1) in Types 1, 2, 3, and 4. Since by Lemma 18, A + B + C + D contains all
the quadruples from configuration (1, 1, 1, 1), it follows from Lemma 19 that for each quadruples X ∈
B + C +D, the set X +A is a parallel class. This implies that
Lemma 20. For even t, the set of quadruples from configuration (1, 1, 1, 1) can be partitioned into t3
parallel classes, each one of size t.
5.5.1. Type 5 for odd t
The situation is more complicated in the definition of the quadruples of Type 5 for odd t. We partition
the t4 quadruples from configuration (1, 1, 1, 1) into five subsets, L1, L2, L3, L4, L5, as follows.
L1 , {{(i, 0), (0, 1), (0, 2), (0, 3)} : 1 ≤ i ≤ 6}+A+ B + C
and it is partitioned into six subsetsH1,H2,H3,H4,H5,H6, where
Hi , {(i, 0), (0, 1), (0, 2), (0, 3)}+A+ B + C, 1 ≤ i ≤ 6.
L2 , {{(i, 0), (i, 1), (0, 2), (0, 3)} : 1 ≤ i ≤
t− 1
2
}+A+ B,
L3 , {{(i, 0), (i, 1), (0, 2), (0, 3)} :
t + 1
2
≤ i ≤ t− 1}+A+ B,
L4 , {{(i, 0), (0, 1), (0, 2), (0, 3)} : 7 ≤ i ≤
t + 11
2
}+A+ C,
L5 , (A+ B + C +D) \
4⋃
i=1
Li.
Lemma 21.
1. The subsets L1, L2, L3, L4, and L5 are pairwise disjoint.
2. The subset L5 can be partitioned into parallel classes.
Proof. By Lemma 18 we have that
Zt ×Z4 = A+ B + C +D = {{(i1, 0), (i2, 1), (i3, 2), (i4, 3)} : 0 ≤ i1, i2, i3, i4 ≤ t− 1}. (1)
It is easy to verify that each one of quadruples in Zt ×Z4 is contained in exactly one of the four subsets
of quadruples
A+ B + C, L1, A+ B + C +D1, A+ B + C +D2, (2)
whereD1 , {{(i, 0), (0, 1), (0, 2), (0, 3)} : 7 ≤ i ≤
t+11
2
},D2 , {{(i, 0), (0, 1), (0, 2), (0, 3)} :
t+13
2
≤
i ≤ t− 1}, and as defined before L1 = {{(i, 0), (0, 1), (0, 2), (0, 3)} : 1 ≤ i ≤ 6}+A+ B + C.
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Similarly by the definition of L2 and L3 we have that
A+ B + C = (A+ B) ∪ L2 ∪ L3 . (3)
Similar arguments and the definitions of D1 and L4 imply that
A+ B + C +D1 = L4 ∪ (A+ {{(i, 0), (0, 1), (i, 2), (0, 3)} : 1 ≤ i ≤ t− 1}+ C +D1). (4)
Therefore, by Equations (1), (2), (3), and (4), we have
L5 = Zt ×Z4 \ (L1 ∪ L2 ∪ L3 ∪ L4)
= (A+ B) ∪ (A+ {{(i, 0), (0, 1), (i, 2), (0, 3)} : 1 ≤ i ≤ t− 1}+ C +D1) ∪ (A+ B+ C +D2).
Hence L5 = S +A for some subset S of quadruples from configuration (1, 1, 1, 1) which implies by
Lemma 19 that L5 can be partitioned into pairwise disjoint parallel classes.
Lemma 22. For any integer r, the subset S , {(r, 0), (0, 1), (0, 2), (0, 3)}+A+ B + C of configura-
tion (1, 1, 1, 1) contains t3 quadruples and each triple {(x1, i), (x2, j), (x3, k)}, where |{i, j, k}| = 3 is
contained in exactly one quadruple of S .
Proof. Consider the matrix
G =

 1 1 1 11 0 1 0
1 1 0 0

 ,
and the set of codewords in the code Cˆ , {(i1, i2, i3)G : i1, i2, i3 ∈ Zt}. Note that A+ B + C =
{{(j0, 0), (j1, 1), (j2, 2), (j3, 3)} : (j0, j1, j2, j3) ∈ Cˆ}. The claim follows now from the observation that
the matrix defined by any three columns of G is nonsingular.
Corollary 1. The subsets H1,H2,H3,H4,H5,H6 satisfy the properties required for Type 4 when t is
odd. These subsets of quadruples from Group 5 contained in the parallel classes of Type 4 form 6t2
parallel classes defined for Type 5 (configuration (1, 1, 1, 1)).
Lemma 23.
1. Each pair {(y, 0), (z, 1)}, y, z ∈ Zt, is contained exactly
t−1
2
times in the quadruples of L2. Each
pair {(y, 2), (z, 3)}, y, z ∈ Zt, is contained exactly
t−1
2
times in the quadruples of L2.
2. Each pair {(y, 0), (z, 3)}, y, z ∈ Zt, is contained exactly
t−1
2
times in the quadruples of L3. Each
pair {(y, 1), (z, 2)}, y, z ∈ Zt, is contained exactly
t−1
2
times in the quadruples of L3.
3. Each pair {(y, 0), (z, 2)}, y, z ∈ Zt, is contained exactly
t−1
2
times in the quadruples of L4. Each
pair {(y, 1), (z, 3)}, y, z ∈ Zt, is contained exactly
t−1
2
times in the quadruples of L4.
Proof. First note that in A there are t quadruples and for any given x ∈ Zt and i ∈ Z4, the element
(x, i) is contained in exactly one of the quadruples of A. In B each pair {(y, 0), (0, 1)} is contained in
exactly one of the quadruples. Hence, each pair {(y, 0), (z, 1)}, y, z ∈ Zt, is contained in exactly one
quadruple of A+ B. Therefore, each pair {(y, 0), (z, 1)}, y, z ∈ Zt, is also contained in exactly one
quadruple of {(j, 0), (j, 1), (0, 2), (0, 3)} + A + B, for any j ∈ Zt. Thus, each pair {(y, 0), (z, 1)},
y, z ∈ Zt, is contained in exactly
t−1
2
times in the quadruples of L2.
The other claims in the lemma are proved in exactly the same way.
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Corollary 2. The subset L2 has the properties required for G1 in Type 3 for odd t, the subset L3 has the
properties required for G2 in Type 3 for odd t, and the subset L4 has the properties required for G3 in
Type 3 for odd t. These subsets of quadruples from Group 5 contained in the parallel classes of Type 3
form 3( t2) parallel classes of configuration (1, 1, 1, 1).
Remark 3. The definitions of D1 and D2 given in Lemma 21 imply that the construction for odd t works
only if (t + 13)/2 ≤ t− 1 which implies that t ≥ 15.
6. Proof of the Main Result
In this section we will prove Theorem 2, i.e., the existence of a quadrupling construction whenever
t ≡ 0, 3, 4, 6, 8, 9 (mod 12). For each residue modulo 12 a separate proof will be given.
Case 1: t ≡ 0 (mod 12).
In this case the parallel classes are taken exactly as defined in Section 5. By Lemma 4 there are
(t−1
3
) parallel classes of Type 1. By Lemma 11 there are 2t(t − 1)(t − 2) parallel classes of Type 2. By
Lemma 12 there are 3(t − 1)( t2) parallel classes of Type 3. By Lemma 16 there are 6(t − 1)t
2 parallel
classes of Type 4. By Lemma 20 there are t3 parallel classes of Type 5. All these parallel classes together
imply that there are a total of
(
t− 1
3
)
+ 2t(t − 1)(t − 2) + 3(t− 1)
(
t
2
)
+ 6(t − 1)t2 + t3 =
(
4t− 1
3
)
parallel classes as required for BP(4t, 4). Thus, if there exist a BP(t, 4) and a BP(t, 3), then there exists
a BP(4t, 4).
Case 2: t ≡ 3 (mod 12).
In this case the parallel classes are taken exactly as defined in Section 5, except for the parallel classes
of Type 5. By Lemma 6 there are ( t
3
) parallel classes of Type 1. By Lemma 11 there are (4t − 1)(t−1
2
)
parallel classes of Type 2. Lemma 5, Lemma 6, and Lemma 11, imply that each quadruple from Group
1 and Group 2 is contained in exactly one of the parallel classes of Type 1 or Type 2. By Lemma 14
there are 3t( t
2
) parallel classes of Type 3. In these 3t( t
2
) parallel classes there are 3t( t
2
) quadruples from
Group 5. By Lemma 17 there are 6t3 parallel classes of Type 4. In these 6t3 parallel classes there are 6t3
quadruples from Group 5. By Lemma 14, Lemma 17, Lemma 21, Corollary 1, and Corollary 2, there are
t3 − 3( t2)− 6t
2 parallel classes of Type 5. All these parallel classes together imply that there are a total
of (
t
3
)
+ (4t− 1)
(
t− 1
2
)
+ 3t
(
t
2
)
+ 6t3 + t3 − 3
(
t
2
)
− 6t2 =
(
4t− 1
3
)
parallel classes as required for BP(4t, 4). Thus, if there exist a BP(t + 1, 4) and a BP(t, 3), then there
exists a BP(4t, 4).
Case 3: t ≡ 4 (mod 12).
By Theorem 5, if there exists a BP(t, 4) then there exists a BP(2t, 4), and since 2t ≡ 8 (mod 12),
Theorem 5 also implies that there exists a BP(4t, 4).
Case 4: t ≡ 6 (mod 12).
In this case the parallel classes are taken exactly as defined in Section 5, except for the parallel
classes of Type 3. By Lemma 8 there are (t+13 ) parallel classes of Type 1. By Lemma 11 there are
(2t − 1)(t − 1)(t − 2) parallel classes of Type 2. Lemma 7, Lemma 8, and Lemma 11, imply that each
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quadruple from Group 1 and Group 2 is contained in exactly one of the parallel classes of Type 1 or
Type 2. By Lemma 12 there are 3(t − 1)( t2) parallel classes of Type 3, from which by Lemma 13, the
quadruples of t− 1 parallel classes are already contained in the parallel classes of Type 1. By Lemma 16
there are 6(t − 1)t2 parallel classes of Type 4. By Lemma 20 there are t3 parallel classes of Type 5. All
these parallel classes together imply that there are a total of
(
t + 1
3
)
+ (2t− 1)(t − 1)(t − 2) + 3(t − 1)
(
t
2
)
− (t − 1) + 6(t − 1)t2 + t3 =
(
4t− 1
3
)
parallel classes as required for BP(4t, 4). Thus, if there exist a BP(t + 2, 4) and a BP(t, 3), then there
exists a BP(4t, 4).
Case 5: t ≡ 8 (mod 12).
By Theorem 5, if there exists a BP(t, 4) then there exists a BP(2t, 4), and since 2t ≡ 4 (mod 12),
Theorem 5 also implies that there exists a BP(4t, 4).
Case 6: t ≡ 9 (mod 12).
This case is the most complicated one. For this case we will have to change the definitions of the
parallel classes of Type 5 for odd t. More precisely, we will have to change the definition of the partition
of the t4 quadruples from configuration (1, 1, 1, 1) into five subsets. We define the following five subsets,
where A, B, C, and D are defined as in Section 5.5.
Remark 4. The following definition can also be used for other values of odd t. But, the previous defini-
tion is much simpler to verify and can also be seen as an introduction for the more complicated defintion
considered in the next few paragraphs.
Partition the t4 quadruples from configuration (1, 1, 1, 1) into five subsets, L′1, L
′
2, L
′
3, L
′
4, L
′
5, as
follows.
L′1 , {{(i, 0), (0, 1), (0, 2), (0, 3)} : 1 ≤ i ≤ 6}+A+ B + C
and it is partitioned into six subsetsH1,H2,H3,H4,H5,H6, where
Hi , {(i, 0), (0, 1), (0, 2), (0, 3)}+A+ B + C, 1 ≤ i ≤ 6.
L′2 , {{(i, 0), (i, 1), (0, 2), (0, 3)} : 1 ≤ i ≤
t− 1
2
}+A+ B,
Remark 5. These definitions are the same one as were defined in Section 5.5.1.
L′3 , {(−1, 0), (0, 1), (0, 2), (0, 3)}+ {{(i, 0), (i, 1), (0, 2), (0, 3)} :
t + 1
2
≤ i ≤ t − 1}+A+ B,
L′4 , ({{(i, 0), (0, 1), (i, 2), (0, 3)} : 1 ≤ i ≤
t− 1
2
}+A)
∪{(7, 0), (0, 1), (0, 2), (0, 3)}+ {{(i, 0), (i, 1), (0, 2), (0, 3)} : 1 ≤ i ≤ t− 1 and i 6= −7}
+{{(i, 0), (0, 1), (i, 2), (0, 3)} : 1 ≤ i ≤
t− 1
2
}+A
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∪{(7, 0), (−7, 1), (0, 2), (0, 3)}+ {{(i, 0), (0, 1), (i, 2), (0, 3)} : 1 ≤ i ≤
t− 1
2
}+A
L′5 , (A+ B + C +D) \
4⋃
i=1
L′i.
Lemma 24.
1. The subsets L′1, L
′
2, L
′
3, L
′
4, and L
′
5 are pairwise disjoint.
2. The subset L′5 can be partitioned into parallel classes.
Proof. By Lemma 18 we have that
Zt ×Z4 = A+ B + C +D = {{(i1, 0), (i2, 1), (i3, 2), (i4, 3)} : 0 ≤ i1, i2, i3, i4 ≤ t− 1}. (5)
First, we have to show that the four subsets L′1, L
′
2, L
′
3, and L
′
4 are pairwise disjoint. To see that note
that
L′1 = {{(i, 0), (0, 1), (0, 2), (0, 3)} : 1 ≤ i ≤ 6}+A+ B + C,
L′2 = {(0, 0), (0, 1), (0, 2), (0, 3)}+A+ B + {{(i, 0), (i, 1), (0, 2), (0, 3)} : 1 ≤ i ≤
t− 1
2
},
L′3 = {(−1, 0), (0, 1), (0, 2), (0, 3)}+A+ B + {{(i, 0), (i, 1), (0, 2), (0, 3)} :
t + 1
2
≤ i ≤ t− 1},
L′4 = D1 ∪D2 ∪D3, where
D1 ⊆ {(0, 0), (0, 1), (0, 2), (0, 3)}+A+ B + {(0, 0), (0, 1), (0, 2), (0, 3)},
D2 ⊆ {(7, 0), (0, 1), (0, 2), (0, 3)}+A+B+ {{(i, 0), (i, 1), (0, 2), (0, 3)} : 1 ≤ i ≤ t− 1 and i 6= −7},
D3 ⊆ {(14, 0), (0, 1), (0, 2), (0, 3)}+A+ B + {(−7, 0), (−7, 1), (0, 2), (0, 3)}.
With this representation it is readily verified that these four subsets are pairwise disjoint. It follows that
the five subsets L′1, L
′
2, L
′
3, L
′
4, and L
′
5 are pairwise disjoint.
Now, it is readily verified that each subset L′1, L
′
2, L
′
3, L
′
4, and L
′
5 can be written as S + A for
some subset S of quadruples from configuration (1, 1, 1, 1) which implies by Lemma 19 that L′5 can be
partitioned into pairwise disjoint parallel classes.
The structure of the quadruples in L′1, L
′
2, L
′
3, and L
′
4 implies the following result.
Corollary 3. The quadruples of the subset A are contained in L′5 and form the quadruples from config-
uration (1, 1, 1, 1) which are used in Type 1 when t ≡ 1 (mod 4).
Lemma 25.
1. Each pair {(y, 0), (z, 1)}, y, z ∈ Zt, is contained exactly
t−1
2
times in the quadruples of L′2. Each
pair {(y, 2), (z, 3)}, y, z ∈ Zt, is contained exactly
t−1
2
times in the quadruples of L′2.
2. Each pair {(y, 0), (z, 3)}, y, z ∈ Zt, is contained exactly
t−1
2
times in the quadruples of L′3. Each
pair {(y, 1), (z, 2)}, y, z ∈ Zt, is contained exactly
t−1
2
times in the quadruples of L′3.
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3. Each pair {(y, 0), (z, 2)}, y, z ∈ Zt, is contained exactly
t−1
2
times in the quadruples of L′4. Each
pair {(y, 1), (z, 3)}, y, z ∈ Zt, is contained exactly
t−1
2
times in the quadruples of L′4.
Proof. The proof for L′2 and L
′
3 is exactly as in the proof of Lemma 23. Hence, we concentrate in the
proof of the claim for L′4.
First note that in A there are t quadruples and for any given x ∈ Zt and i ∈ Z4, the element (x, i) is
contained in exactly one of the quadruples of A. Next, we consider the subset
{{(i, 0), (0, 1), (i, 2), (0, 3)} : 1 ≤ i ≤
t− 1
2
}+A.
Each pair {(i, 0), (i, 2)} and each pair {(j, 1), (j, 3)}, where i, j ∈ Zt, is contained in exactly
t−1
2
quadruples of this subset. Consider now the subset
{{(j, 0), (j, 1), (0, 2), (0, 3)} : j ∈ Zt}+ {{(i, 0), (0, 1), (i, 2), (0, 3)} : 1 ≤ i ≤
t− 1
2
}+A.
In this subset each pair {(i, 0), (j, 2)}, i, j ∈ Zt, and each pair {(k, 1), (m, 3)}, k, m ∈ Zt, is contained
in exactly t−1
2
quadruples. The same is true for the subset
{(7, 0), (0, 1), (0, 2), (0, 3)}+ {{(j, 0), (j, 1), (0, 2), (0, 3)} : j ∈ Zt}
+{{(i, 0), (0, 1), (i, 2), (0, 3)} : 1 ≤ i ≤
t− 1
2
}+A.
Consider now the two subsets
{(7, 0), (0, 1), (0, 2), (0, 3)}+ {(0, 0), (0, 1), (0, 2), (0, 3)}+ {{(i, 0), (0, 1), (i, 2), (0, 3)} : 1 ≤ i ≤
t− 1
2
}+A
and
{(7, 0), (0, 1), (0, 2), (0, 3)}+ {(−7, 0), (−7, 1), (0, 2), (0, 3)}+ {{(i, 0), (0, 1), (i, 2), (0, 3)} : 1 ≤ i ≤
t− 1
2
}+A.
These two subsets contain the same pairs {(i, 0), (j, 2)}, {(k, 1), (m, 3)}, i, j, k, m ∈ Zt, and their
multiplicity as in the two subsets
{{(i, 0), (0, 1), (i, 2), (0, 3)} : 1 ≤ i ≤
t− 1
2
}+A
and
{(7, 0), (−7, 1), (0, 2), (0, 3)}+ {{(i, 0), (0, 1), (i, 2), (0, 3)} : 1 ≤ i ≤
t− 1
2
}+A.
Thus, each pair {(y, 0), (z, 2)}, y, z ∈ Zt, is contained in exactly
t−1
2
times in the quadruples of L′4.
Similarly, each pair {(y, 1), (z, 3)}, y, z ∈ Zt, is contained in exactly
t−1
2
times in the quadruples of
L′4.
Corollary 4. The subset L′2 has the properties required for G1 in Type 3 for odd t, the subset L
′
3 has the
properties required for G2 in Type 3 for odd t, and the subset L
′
4 has the properties required for G3 in
Type 3 for odd t. These subsets form 3( t
2
) parallel classes of configuration (1, 1, 1, 1).
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Lemma 26.
1. In L′2 there exists a subset S with exactly t quadruples and the following properties. The quadru-
ples of S have the form {(i, 0), (i, 1), (j, 2), (j, 3)}. For each i ∈ Zt, S has exactly one quadruple
of the form {(i, 0), (i, 1), (j, 2), (j, 3)}. For each j ∈ Zt, S has exactly one quadruple of the form
{(i, 0), (i, 1), (j, 2), (j, 3)}.
2. In L′3 there exists a subset S with exactly t quadruples and the following properties. The quadru-
ples of S have the form {(i, 0), (j, 1), (j, 2), (i, 3)}. For each i ∈ Zt, S has exactly one quadruple
of the form {(i, 0), (j, 1), (j, 2), (i, 3)}. For each j ∈ Zt, S has exactly one quadruple of the form
{(i, 0), (j, 1), (j, 2), (i, 3)}.
3. In L′4 there exists a subset S with exactly t quadruples and the following properties. The quadru-
ples of S have the form {(i, 0), (j, 1), (i, 2), (j, 3)}. For each i ∈ Zt, S has exactly one quadruple
of the form {(i, 0), (j, 1), (i, 2), (j, 3)}. For each j ∈ Zt, S has exactly one quadruple of the form
{(i, 0), (j, 1), (i, 2), (j, 3)}.
Proof. We define the subset S for each one of the subsets L′2, L
′
3, and L
′
4. For L
′
2 let
S , {(1, 0), (1, 1), (0, 2), (0, 3)}+A.
For L′3 let
S , {(−1, 0), (0, 1), (0, 2), (0, 3)}+ {(
t + 1
2
, 0), (
t + 1
2
, 1), (0, 2), (0, 3)}
+{(
t + 1
2
, 0), (0, 1), (
t + 1
2
, 2), (0, 3)}+A = {(0, 0), (
t + 1
2
, 1), (
t + 1
2
, 2), (0, 3)}+A.
For L′4 let
S , {(1, 0), (0, 1), (1, 2), (0, 3)}+A.
It is readily verified that each subset S is contained in the related set L′2, L
′
3, and L
′
4, and also S satisfy
the requirements of the claim.
Corollary 5. The subsets L′2, L
′
3, and L
′
4, without the subset S (of each one separately), satisfy the
properties required for Type 3 when t ≡ 1 (mod 4). These subsets of quadruples from Group 5 which
are used in Type 3 form 3( t2)− 3 parallel classes of configuration (1, 1, 1, 1) defined in Type 5.
We continue with this case, where the parallel classes are taken as defined in Section 5, with several
exceptions. These exceptions occur since quadruples from Groups 3 and 5 are used in Type 1. Further-
more, quadruples of Group 5 are also used in Type 3 and in Type 4. Hence, our enumeration should be
made carefully. By Lemma 10 there are (t+2
3
) parallel classes of Type 1. By Lemma 9 these parallel
classes contain 3(t − 1)t quadruples from Group 3 and t quadruples from Group 5. By Lemma 11 we
have (4t − 3)(t−1
2
) parallel classes of Type 2. Lemma 9, Lemma 10, and Lemma 11, imply that each
quadruple from Group 1 and Group 2 is contained in exactly one of the parallel classes of Type 1 or
Type 2. By Lemma 14 there are 3t( t
2
) parallel classes of Type 3. By Lemma 15, the 3(t− 1)t quadruples
of 3t parallel classes were already used in Type 1. By Lemma 14 each one of these 3t( t2)− 3t parallel
classes contains one quadruple from Group 5. By Lemma 17 there are 6t3 parallel classes of Type 4 and
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each one contains one quadruple from Group 5. There are t3 parallel classes of Type 5, from which by
Corollary 3 implies that one parallel class is used in Type 1. Combining this with Lemma 24, Corollary 1,
and Corollary 5, imply that there are t3 − 1− 3( t
2
) + 3− 6t2 parallel classes of Type 5. Taking all these
parallel classes together, there are a total of
(
t + 2
3
)
+ (4t − 3)
(
t − 1
2
)
+ 3t
(
t
2
)
− 3t + 6t3 + t3 − 1− 3
(
t
2
)
+ 3− 6t2 =
(
4t− 1
3
)
parallel classes as required. Thus, if there exist a BP(t+ 3, 4) and a BP(t, 3), then there exists a BP(4t, 4).
The last part of the proof is to give some required initial conditions for our recursive quadrupling
constructions. The only part of our proof that required some initial values for t is for t ≡ 3 which works
only from t ≥ 15. Hence, an initial condition is required are for BP(12, 4). There are several ways to
construct BP(12, 4). These constructions are left as an exercise for the interested reader.
Thus, we have completed the proof of Theorem 2.
7. Efficiency of the Constructions
Recall the general definition of the Baranyai partition problem. Let X be a finite set of size n and k be
an integer, where 0 ≤ k ≤ |X|. We are interested in a BP(n, k), P1 ⊔ P2 ⊔ · · · ⊔ P(n−1k−1)
, where Pi is a
parallel class and ⊔ is used to denote disjoint union. Such a partition is represented by an (n/k)× (n−1k−1)
matrix M, where the i-th column of M contains the n/k blocks in Pi. We call M an (n, k)-Baranyai
matrix.
There are several algorithmic problems which can be considered for Baranyai partitions.
LISTING PROBLEM: Given n and k, output an (n, k)-Baranyai matrix.
COLUMN GENERATION PROBLEM: Given n, k, and 1 ≤ i ≤ (n−1k−1), output the i-th column, COL(n, k, i),
of an (n, k)-Baranyai matrix.
ENTRY PROBLEM: Given n, k, 1 ≤ i ≤ (n−1k−1), and 1 ≤ j ≤ n/k, output the (i, j)-th entry,
ENT(n, k, i, j), of an (n, k)-Baranyai matrix.
It is clear that the computational complexity is highest for the LISTING PROBLEM, followed by the
COLUMN GENERATION PROBLEM, and then the ENTRY PROBLEM. But we also have
LISTING PROBLEM ≤P COLUMN GENERATION PROBLEM ≤P ENTRY PROBLEM,
where ≤P denotes polynomial-time Turing reduction. For general fixed k, linear-time algorithms (in
the number of k-subsets) for the LISTING PROBLEM is not known. The known proofs of Baranyai’s
theorem requires solving network flow problems and the implementation for Baranyai partition is of
a high degree polynomial (O(n3k−2) for the implementation presented in [3]; see also [19, pp. 536
– 542]). The COLUMN GENERATION PROBLEM and the ENTRY PROBLEM were not considered in
previous works and it is unclear how the network flow algorithm can provide more efficient solutions
these problems. Our methods are more efficient than the solutions via the network flow techniques for
these problems. Our solution to the LISTING PROBLEM problem is linear in the number of 4-subsets,
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i.e. its complexity is O(n4) compared to O(n10) using network flow. Our solution to the COLUMN
GENERATION PROBLEM has complexity O(n) and the same for the ENTRY PROBLEM. The efficiency
of our constructions is based on the enumerative coding of Cover [6].
We demonstrate the enumerative coding on a BP(2n, 4) for any n ≥ 2. This Baranyai’s partition has
(2
n−1
3
) parallel classes, each one with 2n−2 quadruples. The construction of this Baranyai’s partition is
presented and analysed in Section 3. The construction has three types of parallel classes, Type S , Type T ,
and TypeF . In Type S there are 8(2
n−1−1
3 ) parallel classess, in Type T there are 4(2
n−1− 1)(2n−1 − 2)
parallel classes, and in Type F there are 2n−1 − 1 parallel classes. These numbers of parallel classes
will be taken into account in the enumerative coding.
We distinguish now between the three algorithmic problems.
The COLUMN GENERATION PROBLEM:
Assume we look for COL(2n, 4, β). We distinguish between three cases.
1. 1 ≤ β ≤ 8(2
n−1−1
3
).
In this case the parallel class is of Type S (see Section 3.1). For this type the recursion generates
eight parallel classes for each parallel class of BP(2n−1, 4). Hence, we compute COL(2n−1, 4, ⌈ β
8
⌉)
and assume that with this recursion we obtain the quadruples X1, X2, . . . , X2n−3 . If β = i +
8(⌈ β
8
⌉ − 1) + 1, then COL(2n, 4, β) is obtained by applying the i-th parallel class (i ∈ Z8 - see
Section 3.1), in the construction for Type S , on the quadruples X1, X2, . . . , X2n−3 as presented in
Section 3.1.
2. 8(2
n−1−1
3 ) < β ≤ 8(
2n−1−1
3 ) + 4(2
n−1 − 1)(2n−1 − 2).
In this case the parallel class is of Type T (see Section 3.2). For this an efficient construction for
resolvable SQS(2n−1) is required. Such a construction is not difficult to find and in general it can
be obtained by considering the constructions in [11, 13]. In general the complexity for the con-
struction of the parallel class of the resolution for SQS(t) is O(t). The number of parallel classes
in such a resolution of SQS(2n−1) is (2
n−1−1)(2n−2−1)
3
. For this type the recursion generates twenty
four parallel classes for each parallel class of SQS(2n−1). The parallel class which is required is
number ⌈
β−8(2
n−1−1
3 )
24
⌉. Assume that this parallel class contains the quadruples X1, X2, . . . , X2n−3 .
If β = i + 24(⌈
β−8(2
n−1−1
3 )
24
⌉ − 1) + 1, then COL(2n, 4, β) is obtained by applying the i-th par-
allel class (i ∈ Z24, where a translation from Rα,β,γ should be made - see Section 3.2), in the
construction for Type T , on the quadruples X1, X2, . . . , X2n−3 as presented in Section 3.2.
3. 8(2
n−1−1
3 ) + 4(2
n−1 − 1)(2n−1 − 2) < β.
In this case the the parallel class is of Type F (see Section 3.3). If i = β− 8(2
n−1−1
3
)− 4(2n−1 −
1)(2n−1 − 2)− 1, then COL(2n, 4, β) is the following set of blocks.
{{(a, 0), (b, 0), (a, 1), (b, 1)} : {a, b} ∈ Fi},
where {F0,F1, . . . ,F2n−1−2} is any one-factorization of K2n−1 .
The complexity of this enumerative coding of the COLUMN GENERATION PROBLEM for BP(t, 4)
is O(t). This immediately implies that an algorithm for the ENTRY PROBLEM can be given with the
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same complexity or even a better one. The algorithm can be simpler for the LISTING PROBLEM, but
by applying the COLUMN GENERATION PROBLEM for all the columns of Baranyai matrix to obtain a
solution for the LISTING PROBLEM implies complexity O(n4) which cannot be improved since this is
the size of the list (matrix).
8. Conclusions and Future Work
We have presented a few explicit and efficient recursive quadrupling constructions for BP(4t, 4), where
t ≡ 0, 3, 4, 6, 8, 9 (mod 12). In a follow-up paper [4] we provide a quadrupling construction for the re-
maining cases, i.e., when t ≡ 1, 2, 5, 7, 10, 11 (mod 12). Once a construction for t ≡ 1, 5, 7, 11 (mod 12)
will be presented, Theorem 5 can be used to apply a quadrupling construction for the last two cases when
t ≡ 2 or 10 (mod 12). A future intriguing work is to present an efficient construction for BP(n, 5) for a
sequence of infinite values of n.
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