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Abstract
Let G = (V,E) be a connected finite graph and C(V ) be the set of functions
defined on V . Let ∆p be the discrete p-Laplacian on G with p > 1 and L = ∆p − k,
where k ∈ C(V ) is positive everywhere. Consider the operator L : C(V )→ C(V ). We
prove that −L is one to one, onto and preserves order. So it implies that there exists
a unique solution to the equation Lu = f for any given f ∈ C(V ). We also prove that
the equation ∆pu = f − f has a solution which is unique up to a constant, where f
is the average of f . With the help of these results, we finally give various conditions
such that the p-th Kazdan-Warner equation ∆pu = c − he
u has a solution on V for
given h ∈ C(V ) and c ∈ R. Thus we generalize Grigor’yan, Lin and Yang’s work [2]
for p = 2 to any p > 1.
1 Introduction
Let g˜ = e2ϕg be a conformal deformation of a smooth metric g on a 2-dimensional compact
Riemannian manifold M without boundary. To find a smooth function K˜ as the Gaussian
curvature of g˜, one needs to solving the nonlinear elliptic equation
∆gϕ = K − K˜e
2ϕ. (1.1)
By a parameter transformation of ϕ to u, the equation (1.1) takes the following form
∆gu = c− he
u, (1.2)
where c is a constant, and h is some prescribed function, with neither c nor h depends on
the geometry of (M,g). Kazdan and Warner [1] had given satisfying characterizations to
the solvability of the equation (1.2).
Grigor’yan, Lin and Yang [2] first studied the corresponding finite graph version of
the Kazdan-Warner equation (1.2), that is, ∆u = c − heu, where ∆ is a discrete graph
Laplacian, c ∈ R, and h is a function defined on the vertices.
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The smooth Laplace-Beltrami operator ∆ : C∞ → C∞ is defined as ∆f = −div(∇f).
Those f with ∆f = 0 (called harmonic function) are critical points of the Dirichlet energy∫
M |∇f |
2dvg. For any p > 1, one can define a smooth p-Laplacian ∆p : C
∞ → C∞ as
∆pf = −div(|∇f |
p−2∇f).
Those f with ∆pf = 0 (often called p-harmonic function) are critical points of the p-th
Dirichlet energy
∫
M |∇f |
pdvg. Similarly, one can define a p-th discrete Laplacian ∆p on a
graph. In this paper, we study the following equation on a finite graph
∆pu = c− he
u,
which is called the p-th Kazdan-Warner equation on graph in the paper.
We shall generalize Grigor’yan, Lin and Yang’s results [2] for p = 2 to any p > 1.
The difficulties for the generalizations mainly come from the fact that ∆p is a nonlinear
operator when p 6= 2. We first prove some very important theorems (Theorem 2.1-2.2)
related to the discrete p-Laplacian ∆p. With the help of these theorems, we give satisfying
characterizations (Theorem 2.3-2.6) to the solvability of the p-th Kazdan-Warner equation
on a finite graph. The main theorems in the paper are proved using variational principles
and the method of upper and lower solutions. The main idea of the paper comes from
reading of Grigor’yan, Lin and Yang [2], Kazdan and Warner [1]. We follow the approach
pioneered by Kazdan and Warner [1].
The paper is organized as follows. In section 2, we state the main theorems of the paper.
In section 3, we give some useful lemmas, namely, a Liouville-type theorem, the Sobolev
embedding and the Trudinger-Moser embedding. In section 4-9, we prove Theorem 2.1-2.6
respectively.
2 Settings and main results
Let G = (V,E) be a finite graph, where V denotes the vertex set and E denotes the edge
set. Fix a vertex measure µ : V → (0,+∞) and an edge measure ω : E → (0,+∞) on G.
The edge measure ω is assumed to be symmetric, that is, ωij = ωji for each edge i ∼ j.
Denote C(V ) as the set of all real functions defined on V , then C(V ) is a finite
dimensional linear space with the usual function additions and scalar multiplications. For
any p > 1, the p-th discrete graph Laplacian ∆p : C(V )→ C(V ) is
∆pfi =
1
µi
∑
j∼i
ωij|fj − fi|
p−2(fj − fi)
for any f ∈ C(V ) and i ∈ V . If p 6= 2, then ∆p(f+g) 6= ∆pf+∆pg for general f, g ∈ C(V ).
For λ ∈ R, let sgn(λ) = 1, 0 or −1 if λ > 0, = 0 or < 0, then ∆p(λf) = sgn(λ)|λ|
p−1∆pf .
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For any f ∈ C(V ), denote f as the average value of f with respect to the vertex measure
µ. Throughout this paper, all graphs are assumed to be connected.
The following two results are useful in the study of the p-th Kazdan-Warner equations
on finite graphs. We state them as theorems since they are also important as themselves.
Theorem 2.1. Let G = (V,E) be a finite graph, and k ∈ C(V ) is positive everywhere.
Consider the operator L = ∆p − k : C(V ) → C(V ). Then L is one to one and onto.
Moreover, −L−1 preserves order, that is, if −Lf ≤ −Lg, then f ≤ g.
Theorem 2.2. Let G = (V,E) be a finite graph. For any given f ∈ C(V ), there exists
a solution to the equation ∆pu = f − f . Moreover, if u
′ is also a solution, then u′ differs
from u by a constant.
Rewrite the p-th Kazdan-Warner equation on the graph G as follows:
∆pu = c− he
u in V, (2.1)
where c ∈ R is a constant, and h ∈ C(V ) is a function. We summarize various conditions
such that (2.1) has a solution as the following four theorems.
In case c = 0, we have:
Theorem 2.3. Let G = (V,E) be a finite graph. Consider the equation (2.1) with c = 0.
Assume h 6≡ 0, then (2.1) has a solution if and only if h changes sign and h < 0.
Remark 1. If h ≡ 0, then the equation (2.1) changes to ∆pu = c. By Lemma 3.1, we
know the equation ∆pu = c have solutions if only if c = 0. In this case, the only solutions
are constant functions.
In case c > 0, we have:
Theorem 2.4. Let G = (V,E) be a finite graph. Consider the equation (2.1) with c > 0.
Then (2.1) has a solution if and only if h is positive somewhere.
In case c < 0, we have:
Theorem 2.5. Let G = (V,E) be a finite graph. Consider the equation (2.1) with c < 0.
If (2.1) has a solution, then h < 0. On the contrary, if h < 0, then there exists a constant
c−(h) ∈ [−∞, 0) depending only on h such that (2.1) has a solution for any c ∈ (c−(h), 0),
but has no solution for any c < c−(h).
If h is non-positive and not identically zero, we can show more:
Theorem 2.6. Let G = (V,E) be a finite graph. Consider the equation (2.1) with c < 0.
Assume h ≤ 0 and h 6≡ 0, then c−(h) = −∞ and hence (2.1) always has a solution, where
c−(h) is given as in Theorem 2.5.
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3 Preliminaries and some useful lemmas
Throughout this paper, denote q as the conjugate number of p, that is, 1p +
1
q = 1. For
any f ∈ C(V ), denote fM (or fm) as the maximum (or minimum) value of f , and denote
Cp,f,G as some positive constant depending only on the information of f , p and G. Note
that the information of G contains V , E, µ and ω. The following lemma can be considered
as a Liouville-type theorem on a finite graph:
Lemma 3.1. Given f ∈ C(V ), if ∆pf ≥ 0 (or ≤ 0), then f equals to a constant.
Proof. Suppose ∆pf ≥ 0. Choose i ∈ V , such that fi = max
j∈V
fj. Then
0 ≤ ∆pfi =
1
µi
∑
j∼i
ωij|fj − fi|
p(fj − fi) ≤ 0.
Hence fj = fi for all j ∼ i. Since G is connected, f equals to a constant. If ∆pf ≤ 0, then
∆p(−f) ≥ 0, and hence f also equals to a constant. 
For any f ∈ C(V ), we define an integral of f over V with respect to the vertex weight
µ by ∫
V
fdµ =
∑
i∈V
µifi.
Thus f =
∫
V fdµ
/ ∫
V dµ. Set Vol(G) =
∫
V dµ. Similarly, for any function g defined on
the edge set E, we define an integral of g over E with respect to the edge weight ω by∫
E
gdω =
∑
i∼j
ωijgij .
Specially, for any f ∈ C(V ), ∫
E
|∇f |pdω =
∑
i∼j
ωij|fj − fi|
p,
where |∇f | is defined on the edge set E, and |∇f |ij = |fj − fi| for each edge i ∼ j. Next
we consider the Sobolev space W 1, p on the graph G. Define
W 1, p(G) = {u ∈ C(V ) :
∫
E
|∇ϕ|pdω +
∫
V
|ϕ|pdµ < +∞},
and
‖u‖W 1, p(G) =
(∫
E
|∇ϕ|pdω +
∫
V
|ϕ|pdµ
) 1
p
.
Since G is a finite graph, then W 1, p(G) is exactly C(V ), a finite dimensional linear space.
This implies the following Sobolev embedding:
4
Lemma 3.2. Let G = (V,E) be a finite graph. The Sobolev space W 1, p(G) is pre-
compact. Namely, if {ϕn} is bounded in W
1, p(G), then there exists some ϕ ∈ W 1, p(G)
such that up to a subsequence, ϕn → ϕ in W
1, p(G).
Remark 2. The convergence in W 1, p(G) is in fact pointwise convergence.
As a consequence of Lemma 3.2, we have the following p-th Poincare´ inequality:
Lemma 3.3. Let G = (V,E) be a finite graph. For all functions ϕ ∈ C(V ) with ϕ = 0,
there exists some positive constant Cp,G depending on G and p such that∫
V
|ϕ|pdµ ≤ Cp,G
∫
E
|∇ϕ|pdω.
Proof. If the conclusion is not true, we can choose a sequence of functions {ϕn}
satisfying ϕn = 0,
∫
V |ϕn|
pdµ = 1, but
∫
E |∇ϕn|
pdω → 0 as n → +∞. Thus ‖ϕn‖W 1, p(G)
is bounded. By Lemma 3.2, there exists some ϕ ∈ C(V ) such that up to a subsequence,
ϕn → ϕ in W
1, p(G). We may well denote this subsequence as ϕn. Hence∫
E
|∇ϕ|pdω = lim
n→∞
∫
E
|∇ϕn|
pdω = 0.
This implies that ϕ is a constant and hence
ϕ ≡ ϕ = lim
n→∞
ϕn = 0,
which contradicts with ∫
V
|ϕ|pdµ = lim
n→∞
∫
V
|ϕn|
pdµ = 1.

Lemma 3.4. Let G = (V,E) be a finite graph. Fix any β ∈ R and any α ≥ 0. Then
there exist a constant Cp,G and a constant Cα,β,p,G, such that for all functions ϕ ∈ C(V )
with
∫
E |∇ϕ|
pdω ≤ 1 and ϕ = 0, there holds
‖ϕ‖∞ ≤ Cp,G
and ∫
V
eβ|ϕ|
α
dµ ≤ Cα,β,p,G.
Proof. By the Ho¨lder inequality and Lemma 3.3, we get
µm‖ϕ‖∞ ≤ µm
∑
i∈V
|ϕ|i ≤
∫
V
|ϕ|dµ
≤
(∫
V
1qdµ
) 1
q
(∫
V
|ϕ|pdµ
) 1
p
≤Cp,G
(∫
E
|∇ϕ|pdω
) 1
p
≤ Cp,G.
5
Hence ‖ϕ‖∞ ≤ µ
−1
m Cp,G = Cp,G. If β ≤ 0, then obviously∫
V
eβ|ϕ|
α
dµ ≤
∫
V
1dµ ≤ CG.
If β ≥ 0, then ∫
V
eβ|ϕ|
α
dµ ≤
∫
V
eβ‖ϕ‖
α
∞dµ ≤
∫
V
eβC
α
p,Gdµ ≤ Cα,β,p,G.
4 Proof of Theorem 2.1
4.1 L is one to one
Suppose (∆p − k)f = (∆p − k)g, we need to show f = g. For each i ∈ V , we have
∆pfi −∆pgi = ki(fi − gi).
Hence ∑
j∼i
ωij
(
|fj − fi|
p−2(fj − fi)− |gj − gi|
p−2(gj − gi)
)
= µiki(fi − gi).
For any u, v ∈ C(V ), denote
A(u, v) =
∑
i∼j
ωij|uj − ui|
p−2(uj − ui)(vj − vi),
then for the above f and g, we have
|A(f, g)| ≤
∑
i∼j
ωij|fj − fi|
p−1|gj − gi|
=
∑
i∼j
(
ω
1/p
ij |gj − gi|
)(
ω
1/q
ij |fj − fi|
p−1
)
≤
(∑
i∼j
ωij|gj − gi|
p
) 1
p
(∑
i∼j
ωij|fj − fi|
(p−1)q
) 1
q
≤
1
p
∑
i∼j
ωij|gj − gi|
p +
1
q
∑
i∼j
ωij|fj − fi|
p
=
1
q
∫
E
|∇f |pdω +
1
p
∫
E
|∇g|pdω.
Note we have used the inequality a
1
p b
1
q ≤ ap +
b
q for any a, b ≥ 0. Similarly, we can prove
|A(g, f)| ≤
1
q
∫
E
|∇g|pdω +
1
p
∫
E
|∇f |pdω.
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This leads to
0 ≤
∑
i∈V
µiki(fi − gi)
2
=
∑
i∈V
(fi − gi)
∑
j∼i
ωij
(
|fj − fi|
p−2(fj − fi)− |gj − gi|
p−2(gj − gi)
)
=
∑
j∼i
ωij
(
(fi − gi)− (fj − gj)
) (
|fj − fi|
p−2(fj − fi)− |gj − gi|
p−2(gj − gi)
)
=
∑
i∼j
ωij|fj − fi|
p−2(fj − fi)(gj − gi) +
∑
i∼j
ωij|gj − gi|
p−2(gj − gi)(fj − fi)
−
(∑
i∼j
ωij|fj − fi|
p +
∑
i∼j
ωij|gj − gi|
p
)
=A(f, g) +A(g, f)−
(∫
E
|∇f |pdω +
∫
E
|∇f |pdω
)
≤ 0,
which implies f = g.
4.2 L is on to
For any given f ∈ C(V ), we need to show the equation ∆pu − ku = f has a solution u.
Denote
E(ϕ) =
1
p
∫
E
|∇ϕ|pdω +
1
2
∫
V
kϕ2dµ +
∫
V
fϕdµ, ϕ ∈ C(V ).
Consider the Euler-Lagrange equation of E(ϕ). By calculation, we get
d
dt
∣∣∣
t=0
E(ϕ + tφ) = −
∫
V
(∆pϕ− kϕ− f)φdµ.
Hence ∇E(ϕ) = 0 if and only if ∆pϕ−kϕ = f . Next we show E(ϕ)→ +∞ as ‖ϕ‖ → +∞,
and hence E(ϕ) attains its minimum in C(V ), which is a finite dimensional linear space.
Since ∣∣∣∣
∫
V
fϕdµ
∣∣∣∣ ≤ ‖f‖2‖ϕ‖2 = Cf,G‖ϕ‖2,
then
E(ϕ) ≥
1
p
∫
E
|∇ϕ|pdω +
1
2
∫
V
kϕ2dµ −Cf,G‖ϕ‖2
≥
1
2
∫
V
kϕ2dµ− Cf,G‖ϕ‖2
≥
km
2
(
‖ϕ‖22 − Cf,G‖ϕ‖2
)
→ +∞
as ‖ϕ‖ → +∞. Suppose E(ϕ) attains its minimum at u ∈ C(V ), then ∇E(u) = 0, which
implies ∆pu− ku = f .
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4.3 −L−1 preserves order
We first give a lemma, the proof of which is elementary.
Lemma 4.1. Assume a, b ∈ R, a ≤ b and p > 1, then |a|p−2a ≤ |b|p−2b.
Proof. We can easily see that the conclusion above is valid under three complete
cases, that is, a ≤ b ≤ 0, a ≤ 0 ≤ b and 0 ≤ a ≤ b. We leave out the details. 
Next suppose Lf ≥ Lg, we need to prove f ≤ g. If not, then there is a vertex i ∈ V
such that
fi − gi = max
j∈V
(fj − gj) > 0.
Hence fi − gi ≥ fj − gj and then fj − fi ≤ gj − gi. Then by Lemma 4.1, we get
|fj − fi|
p−2(fj − fi) ≤ |gj − gi|
p−2(gj − gi).
Since Lfi ≥ Lgi, or say ∆pfi − kifi ≥ ∆pgi − kigi, we have
0 < µiki(fi − gi) ≤∆pfi −∆pgi
=
∑
j∼i
ωij
(
|fj − fi|
p−2(fj − fi)− |gj − gi|
p−2(gj − gi)
)
≤ 0,
which is a contradiction. Thus −Lf ≤ −Lg implies f ≤ g, and −L preserves order.
5 Proof of Theorem 2.2
We can prove the uniqueness (up to a constant) of the equation ∆pu = f − f following
similar process in subsection 4.1. The details are some what tedious and are omitted
here. We mainly concentrate to the solvability of the equation ∆pu = f − f for any
given f ∈ C(V ) in this subsection. If f equals to a constant, then any constant function
is a solution. Hence in the following we suppose f is not a constant. Define an energy
functional F (ϕ) for any ϕ ∈ C(V ) as
F (ϕ) =
1
p
∫
E
|∇ϕ|pdω +
∫
V
(f − f)ϕdµ.
Consider the Euler-Lagrange equation of F (ϕ). For any φ ∈ C(V ), by calculation, we get
d
dt
∣∣∣
t=0
F (ϕ+ tφ) =
∫
V
(−∆pϕ+ f − f)φdµ.
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Hence ∇F (ϕ) = 0 if and only if ∆pϕ = f − f . Next we estimate F (ϕ). By Lemma 3.3,∣∣∣∣
∫
V
(f − f)(ϕ− ϕ)dµ
∣∣∣∣ ≤
(∫
V
|f − f |qdµ
) 1
q
(∫
V
|ϕ− ϕ|pdµ
) 1
p
.
≤Cp,f,G
(
Cp,G
∫
E
|∇(ϕ− ϕ)|pdω
) 1
p
=Cp,f,G
(∫
E
|∇ϕ|pdω
) 1
p
.
Then it follows
F (ϕ) =
1
p
∫
E
|∇ϕ|pdω +
∫
V
(f − f)(ϕ− ϕ)dµ +
∫
V
(f − f)ϕdµ
=
1
p
∫
E
|∇ϕ|pdω +
∫
V
(f − f)(ϕ− ϕ)dµ
≥
1
p
∫
E
|∇ϕ|pdω − Cp,f,G
(∫
E
|∇ϕ|pdω
) 1
p
.
Since p > 1, then for any positivie constant a, x− ax
1
p > 12x if x > 0 is big enough (such
as, x > (2a)
p
p−1 ). Using this fact and Lemma 3.3, we know
F (ϕ) ≥
1
2p
∫
E
|∇ϕ|pdω ≥ Cp,G
∫
V
|ϕ− ϕ|pdµ
if
∫
V |ϕ− ϕ|
pdµ is big enough (such as, bigger than some constant Cp,f,g).
Look at the linear space C(V ) with inner product 〈ϕ, φ〉 =
∫
V ϕφdµ. Let Λ be the
hyperplane orthogonal to the constant function 1 ∈ C(V ). Obviously ϕ = 0 for any ϕ ∈ Λ.
Moreover, ϕ− ϕ ∈ Λ for any ϕ ∈ C(V ). Thus if ϕ ∈ Λ and ‖ϕ‖ → +∞, then∫
V
|ϕ− ϕ|pdµ =
∫
V
|ϕ|pdµ→ +∞
and hence F (ϕ)→ +∞. This implies that F |Λ attains its minimum at some u ∈ Λ. Recall
the Euler-Lagrange equation of F , we know for any φ ∈ Λ:∫
V
(−∆pu+ f − f)φdµ = 0.
Next we show the above formula is still valid for any φ ∈ C(V ), hence −∆pu+f−f = 0,
and u is a solution to the equation ∆pu = f − f . In fact, for any f ∈ C(V ), it is easy to
see
∫
V ∆pfdµ = 0 and
∫
V (f − f)dµ = 0. For any φ ∈ C(V ), note φ− φ ∈ Λ, then∫
V
(−∆pu+ f − f)(φ− φ)dµ = 0.
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Since ∫
V
(−∆pu+ f − f)φdµ = φ
∫
V
(f − f)dµ− φ
∫
V
∆pudµ = 0,
then it follows ∫
V
(−∆pu+ f − f)φdµ = 0.
6 Proof of Theorem 2.3
6.1 Necessary condition
Assume u is a solution to the equation ∆pu = −he
u. Then∑
i∼j
ωij|uj − ui|
p−2(uj − ui) = −µihie
ui .
Using the following formula ∑
i∈V
∑
i∼j
aij =
∑
i∼j
(aij + aji)
for any function a defined on the directed edges, we see
0 =
∑
i∈V
∑
i∼j
ωij|uj − ui|
p−2(uj − ui) = −
∑
i∈V
µihie
ui ,
which implies that h changes sign. Moreover,
−
∫
V
hdµ = −
∑
i∈V
µihi =
∑
i∈V
e−ui
∑
i∼j
ωij|uj − ui|
p−2(uj − ui)
=
∑
i∼j
ωij|uj − ui|
p−2(uj − ui)(e
−ui − e−uj ) ≥ 0.
Hence
∫
V hdµ ≤ 0. If
∫
V hdµ = 0, then uj = ui for each edge i ∼ j. This implies that
u equals to a constant since the graph is connected. Then 0 = ∆pu = −he
u, which
contradicts with h 6≡ 0.
6.2 Sufficient condition
Now assume h changes sign and h < 0. Set
B1 =
{
f ∈W 1, p(G) :
∫
V
fdµ = 0,
∫
V
hefdµ = 0
}
.
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Consider the p-th Dirichlet energy functional
D(f) =
∫
E
|∇f |pdω,
and let
a = inf
f∈B1
D(f)
Since B1 is not empty (this is proved in section 4 of [2] by Grigor’yan-Lin-Yang), a ∈ R
is well defined. Choose fn ∈ B1, such that D(fn) → a as n → ∞. By Lemma 3.3, fn is
bounded in W 1, p(G). Then by Lemma 3.2, there exists some fˆ ∈ C(V ) such that up to a
subsequence, fn → fˆ in W
1, p(G). We may well denote this subsequence as fn. It’s easy
to see fˆ ∈ B1 and D(fˆ) = a. Based on the method of Lagrange multipliers, we calculate
the Euler-Lagrange equation of D(f) under constriant conditions as in B1 as follows. For
any φ ∈W 1, p(G), there holds
0 =
d
dt
∣∣∣
t=0
(
D(fˆ + tφ)− λ
∫
V
hefˆ+tφdµ− γ
∫
V
(fˆ + tφ)dµ
)
=− p
∫
V
(
∆pfˆ +
λ
p
hefˆ +
γ
p
)
φdµ.
Hence we get
∆pfˆ = −
λ
p
hefˆ −
γ
p
. (6.1)
Integrating the above equation, we get γ = 0. Next we show λ > 0. By the equation (7.6),
we have ∆pfˆi = −
λ
phe
fˆi and then
−
λ
p
∫
V
hdµ =−
λ
p
∑
i∈V
µihi
=
∑
i∈V
e−fˆi
∑
i∼j
ωij|fˆj − fˆi|
p−2(fˆj − fˆi)
=
∑
i∼j
ωij|fˆj − fˆi|
p−2(fˆj − fˆi)(e
−fˆi − e−fˆj )
≥0.
This implies λ ≥ 0. If λ = 0, then ∆pfˆ = 0 and hence fˆ is a constant by Lemma 3.1. Note
we have already proved fˆ ∈ B1. From
∫
V fˆ dµ = 0, we know fˆ = 0. From
∫
V he
fˆdµ = 0,
we further know h ≡ 0. This contradicts with h 6≡ 0. Hence λ > 0. Now set
u = fˆ + ln
λ
p
,
then u satisfies ∆pu = −he
u.
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7 Proof of Theorem 2.4
7.1 Necessary condition
Assume u is a solution to the equation ∆pu = c−he
u with c > 0. Integrating this equation,
we get ∫
V
heu = cVol(G) > 0.
Hence h must be positive somewhere on V .
7.2 Sufficient condition
Now assume h is positive somewhere on V . Set
B2 =
{
f ∈W 1, p(G) :
∫
V
hefdµ = cVol(G)
}
.
B2 is not empty (this is proved in section 5 of [2] by Grigor’yan-Lin-Yang). Consider the
following energy functional
I(f) =
1
p
D(f) + c
∫
V
fdµ, f ∈ B2.
We shall prove I(f) ≥ −Cp,h,G for all f ∈ B2. For any f ∈ B2, by∫
V
hef−fdµ = e−f
∫
V
hefdµ = e−fcVol(G) > 0,
we can rewrite I(f) as
I(f) =
1
p
D(f)− cVol(G) ln
∫
V
hef−fdµ+ cVol(G) ln(cVol(G)).
Set g = (f − f)
(
D(f − f)
)− 1
p = (f − f)D(f)−
1
p , then
∫
V gdµ = 0 and D(g) = 1. Then by
Lemma 3.4, we get ∫
V
eβ|g|
α
dµ ≤ Cα,β,p,G.
Using an elementary inequality
ab ≤
ǫp
p
ap +
ǫ−q
q
bq,
we have for any ǫ > 0,∫
V
hef−fdµ ≤
∫
V
|h|Me
|g|D(f)
−
1
p
dµ ≤|h|M
∫
V
e
ǫp
p
D(f)+ ǫ
−q
q
|g|q
dµ
=|h|Me
ǫp
p
D(f)
∫
V
e
ǫ−q
q
|g|q
dµ
≤Cǫ,p,h,Ge
ǫp
p
D(f)
.
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Thus
I(f) ≥
1
p
D(f)− cVol(G) ln
(
Cǫ,p,h,Ge
ǫp
p
D(f))+ cVol(G) ln(cVol(G))
≥
1
p
D(f)
(
1− cVol(G)ǫp
)
− Cǫ,p,h,G.
Choosing ǫ =
(
2cVol(G)
)− 1
p , we obtain for all f ∈ B2,
I(f) ≥
1
2p
D(f)− Cp,h,G. (7.1)
Therefore,
b = inf
f∈B2
I(f) ∈ R
is well defined. Choose fn ∈ B2, such that I(fn)→ b as n→∞. We may well suppose
I(fn) ≤ b+ 1
for each n. Then by the estimate (7.1), we have
D(fn) ≤ 2p(b+ 1 + Cp,h,G) = Cb,p,h,G. (7.2)
Since fn ∈ B2, we have∣∣fn∣∣ = Vol(G)∣∣∣ ∫
V
fndµ
∣∣∣ =Vol(G)c−1∣∣∣I(fn)− 1
p
D(fn)
∣∣∣
≤(1 + b)Cp,h,G = Cb,p,h,G.
(7.3)
Since
∫
V (fn − fn)dµ = 0, then by Lemma 3.3,
‖fn − fn‖
p
p ≤ Cp,G
∫
E
∣∣∇(fn − fn)∣∣pdω = Cp,G ∫
E
∣∣∇fn∣∣pdω = Cp,GD(fn). (7.4)
By the estimates (7.3) and (7.4), we obtain
‖fn‖p ≤ ‖fn − fn‖p + ‖fn‖p ≤ Cb,p,h,G. (7.5)
Therefore fn is bounded in W
1, p(G) by the estimates (7.2) and (7.5). By Lemma 3.2,
there exists some fˆ ∈ C(V ) such that up to a subsequence, fn → fˆ in W
1, p(G). We may
well denote this subsequence as fn. It’s easy to see fˆ ∈ B2 and I(fˆ) = b. We calculate the
Euler-Lagrange equation of I(f) under constraint conditions as in B2 as follows. For any
φ ∈W 1, p(G), there holds
0 =
d
dt
∣∣∣
t=0
{
I(fˆ + tφ)− λ
(∫
V
hefˆ+tφdµ− cVol(G)
)}
=
∫
V
(
−∆pfˆ + c− λhe
fˆ
)
φdµ.
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Hence we get
∆pfˆ = c− λhe
fˆ . (7.6)
Integrating the above equation, we get λ = 1. Then fˆ is a solution to the equation (2.1).
8 Proof of Theorem 2.5
8.1 Necessary condition
Assume u is a solution to the equation ∆pu = c− he
u with c < 0. Then for each i ∈ V ,
cµi − µihie
ui =
∑
j∼i
ωij|uj − ui|
p−2(uj − ui).
This leads to
c
∑
i∈V
µie
−ui −
∑
i∈V
µihi =
∑
i∈V
e−ui
∑
j∼i
ωij|uj − ui|
p−2(uj − ui)
=
∑
j∼i
ωij|uj − ui|
p−2(uj − ui)(e
−ui − e−uj ) ≥ 0.
Because c
∑
i∈V
µie
−ui < 0, so
∑
i∈V
µihi < 0, that is
∫
V hdµ < 0, and hence h < 0.
8.2 Sufficient condition
Now assume h < 0. We shall prove the Theorem 2.4 by using the method of upper and
lower solutions. We call a function u− a lower solution to the equation (2.1), if for all
i ∈ V there holds
∆pu− − c+ he
u− ≥ 0.
Similarly, u+ is called an upper solution to the equation (2.1), if for all i ∈ V there holds
∆pu+ − c+ he
u+ ≤ 0.
Lemma 8.1. Consider the equation (2.1) with c < 0 and h < 0. Then for any given
function f ∈ C(V ), there exists a lower solution u− to (2.1) with u− ≤ f .
Proof. Note ∆p(−A) − c + he
−A = −c + he−A ≥ 0 if the constant A > 0 is big
enough, hence u− = −A is a lower solution, which can be chosen smaller than any f . 
Lemma 8.2. Consider the equation (2.1) with c < 0 and h < 0. Assume (2.1) has a lower
solution u− and an upper solution u+, moreover, u− ≤ u+. Then (2.1) has a solution u
satisfying u− ≤ u ≤ u+.
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Proof. Set k1 = max{1,−h} and k = k1e
u+ > 0. Set u0 = u+, and for each n ≥ 0,
un+1 = L
−1(c− heun − kun).
By Theorem 2.1, all un ∈ C(V ), n ≥ 0 are well defined. We claim that
u− ≤ un+1 ≤ un ≤ · · · ≤ u1 ≤ u0 = u+.
To prove the above claim, we just need to prove
Lu− ≥ Lun+1 ≥ Lun ≥ · · · ≥ Lu1 ≥ Lu0 = Lu+
by the “preserve order” property of L in Theorem 2.1. We prove this by method of
induction. It’s easy to see Lu1−Lu0 = c−he
u+−∆pu+ ≥ 0. By the mean value theorem,
Lu− − Lu1 =(∆pu− − ku−)− (c− he
u+ − ku+)
≥k(u+ − u−) + h(e
u+ − eu−)
=k1e
u+(u+ − u−) + he
ξ(u+ − u−)
≥k1(e
u+ − eξ)(u+ − u−) ≥ 0,
where u− ≤ ξ ≤ u+. Hence we obtain Lu− ≥ Lu1 ≥ Lu0 = Lu+. Suppose
Lu− ≥ Lun ≥ Lun−1 ≥ Lu+
for some n ≥ 1. Then
Lun+1 − Lun =k1e
u+(un−1 − un) + he
ξ(un−1 − un)
≥k1(e
u+ − eξ)(un−1 − un) ≥ 0,
where un ≤ ξ ≤ un−1 ≤ u+. Similarly,
Lu− − Lun+1 =(∆pu− − ku−)− (c− he
un − kun)
≥k(un − u−) + h(e
un − eu−)
=(k1e
u+ + heξ)(un − u−)
≥k1(e
u+ − eξ)(un − u−) ≥ 0,
where u− ≤ ξ ≤ un ≤ u+. Hence we obtain Lu− ≥ Lun+1 ≥ Lun ≥ Lu+. By induction,
we prove the claim above, which implies that there is a u ∈ C(V ), such that un → u as
n→∞. Note
∆pun+1 − kun+1 = Lun+1 = c− he
un − kun,
then let n→∞, we get
∆pu = c− he
u.
hence u is a solution to the equation (2.1). 
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Lemma 8.3. Consider the equation (2.1) with c < 0 and h < 0. Then there is a constant
Ch > 0, such that for any c with −Ch ≤ c < 0, (2.1) has an upper solution u+.
Proof. By 2.2, we can choose v ∈ C(V ), which is a solution to the equation
∆pv = h− h. Choose a constant a > 0, such that
|eav − 1| ≤
−h
2|h|M
=
−h
2max
i∈V
|hi|
.
Set u+ = av + (p− 1) ln a and Ch =
−h
2 a
p−1, then for any c with −Ch ≤ c < 0, we obtain
∆pu+ − c+ he
u+ ≤ap−1h(eav − 1) +
h
2
ap−1
≤ap−1|h|(eav − 1) +
h
2
ap−1
≤ap−1|h|M
−h
2|h|M
+
h
2
ap−1 = 0.

Now we define
c−(h) = inf
{
c < 0 : ∆pu− c+ he
u = 0 has an upper solution
}
. (8.1)
By Lemma 8.3, −∞ ≤ c−(h) < 0. For any c with c < c−(h), (2.1) has no upper solutions
by the definition of c−(h). Since every solution is also an upper solution, (2.1) has no
solutions either for this c. For any c with c−(h) < c < 0, it’s easy to see that (2.1) has at
least an upper solution u+. By Lemma 8.1, we can find a lower solution u− to (2.1) with
u− ≤ u+. Then by Lemma 8.2, the equation (2.1) has a solution for this c. Thus we finish
the proof of Theorem 2.5.
9 Proof of Theorem 2.6
Consider the equation (2.1) with c < 0, h ≤ 0 and h 6≡ 0. We need to find a solution to
(2.1). By 2.2, we can choose v ∈ C(V ), which is a solution to the equation ∆pv = h− h.
Since h < 0 under the assumption of h, we can choose a > 0, such that ap−1h < c. Fix
any b ∈ R with b > (p − 1) ln a− av, and set u+ = av + b, then e
u+ > ap−1. Hence
∆pu+ − c+ he
u+ =ap−1h− c+ heu+ − hap−1
≤h(eu+ − ap−1) ≤ 0,
which shows u+ is an upper solution to (2.1). By Lemma 8.1, we can find a lower solution
u− to (2.1) with u− ≤ u+. Then by Lemma 8.2, the equation (2.1) has a solution.
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