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Abstract
In this paper we present a geometric proof of the following fact. Let D be a
Jordan domain in C, and let f be analytic on cl(D). Then there is an injective
analytic map φ : D → C, and a polynomial p, such that f ≡ p ◦ φ on D (that is, f
has a polynomial conformal model p).
1 HISTORY AND OVERVIEW
It is a well known fact that if G ⊂ C is an open set, and f : G→ C is analytic, and z ∈ G
is a zero of f with multiplicity k, then there is a Jordan domain G0 ⊂ G which contains
z, and an injective analytic map φ from G0 onto some disk centered at the origin, such
that f ≡ φk on G0. Of course if cl(G0) ⊂ G, then ∂G0 is contained in a level curve of f
(ie a connected set on which |f | is constant).
In fact we can generalize this as follows.
Theorem 1.1. If λ is any level curve of f in G, and G0 is a bounded face of λ such that
G0 ⊂ G, and G0 contains a single distinct zero z of f with multiplicity k, then there is
an injective analytic map φ from G0 onto a disk D centered at zero such that f ≡ φk on
G0.
To see this fact, one need only pull the restriction of f to G0 back to the unit disk
D via a Riemann map φG0 for G0, and observe that the resulting function on D is a
constant multiple of a finite Blaschke product, which has a single zero with multiplicity
k. By tweaking φG0 in the natural way we can obtain the result of Theorem 1.1.
Theorem 1.1 may be seen as the simplest instance of a problem which is at the core
of the recently developing study of the conformal equivalence of meromorphic functions.
There are two basic questions here.
∗Email: richardst@wlu.edu
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Question 1. Find necessary and sufficient conditions on the function pairs (f1, D1) and
(f2, D2) (where Di is a domain in C, and fi is meromorphic on Di) for there to exist a
conformal map φ : D1 → D2 satisfying f1 ≡ f2 ◦ φ on D1.
In this case we say that the functions f1 and f2 are conformally equivalent. In the
special case that each domain Di is a Jordan domain, and each fi satisfies 1)fi
′ 6= 0 on
∂Di and 2) |fi| = 1 on ∂Di, the author has given a solution in [5] to this problem in
terms of the configurations of the critical level curves of f1 and f2 in D1 and D2.
The second and better trod basic question concerns the existence of a rational (or
polynomial) conformal model to a function on a domain.
Question 2 (Conformal modeling question). Let D be a domain in C, and let f be
meromorphic on D. Find necessary and sufficient conditions for there to exist a rational
function (or polynomial) r and an injective analytic map φ : D → C satisfying f ≡ r ◦ φ
on D.
In this case we would say that r is a rational conformal model for f on D. We will
now outline the known partial answers to the conformal modeling question and discuss
the various methods which different authors have taken to approach the question.
The first generalization of Theorem 1.1 comes by removing the assumption f contains
a single distinct zero in G0 as in the following Theorem 1.2. In this case the conclusion
“f ≡ φk” is replaced by the more general functional equation “f ≡ p ◦ φ for some degree
k polynomial p ∈ C[z]”.
Theorem 1.2. If λ is any level curve of f in G, and G0 is some bounded face of λ such
that G0 ⊂ G, and k is the number of zeros of f in G0 counting multiplicity, then there
is an injective analytic map φ from G0 onto a Jordan domain D ⊂ C, and a degree k
polynomial p ∈ Z such that f ≡ p ◦ φ on G0.
To see this, we again pull f back to the unit disk via a Riemann map for G0. The
resulting function on D is again a constant multiple of a finite Blaschke product (this time
with possibly several distinct zeros). The desired result now follows from the following
Theorem 2.4.
Theorem 2.4. Given any finite Blaschke product B, there is an injective analytic map
φ : D→ C, and a polynomial p ∈ C[z] such that B ≡ p ◦ φ on D.
Theorem 2.4 has at least four fundamentally different proofs [1, 3, 5, 7], and at the
end of this section we will briefly discuss each proof.
In 2013 on the internet mathematics forum math.stackexchange.com, the author posted
the following generalization of Theorem 2.4 as a conjecture, and received a proof [3]
(though not yet published in a peer reviewed journal) from users George Lowther and
David Speyer. This conjecture (which in light of the proof posted on math.stackexchange.com
we now refer to as a theorem) may be reformulated as follows.
Theorem 1.3. If D ⊂ C is open and bounded, and f is meromorphic on cl(D), then
there is an injective analytic map φ : D → C, and a rational function r ∈ C(z) such that
f ≡ r ◦ φ on D.
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Our main goal in this paper is to employ the geometric level curve methods used in [5]
to prove the following analytic and simply connected case of Theorem 1.3.
Theorem 3.1. If D ⊂ C is a Jordan domain, and f is analytic on cl(D), then there is
polynomial p ∈ C[z] and an injective analytic map φ : D → C such that f ≡ p ◦ φ on D.
We will prepare for the proof of Theorem 3.1 in Section 2 by constructing a set
PCa which parameterizes the possible critical level curve configurations of a complex
polynomial. This set was introduced in [5], where the following theorem was proved.
Theorem 2.3. Given any critical level curve configuration in PCa, there is a polynomial
p ∈ C[z] which has this configuration.
In Section 3, we bootstrap Theorem 2.3 to a proof of Theorem 3.1. Finally, in Sec-
tion 4, we identify some directions for future work in the area.
1.1 The proof of Ebenfelt, Khavinson, and Shapiro
In their paper, Ebenfelt et. al. do not discuss the notion of conformal equivalence directly,
but rather prove a theorem for fingerprints of smooth curves which may be reinterpreted
as the statement of Theorem 2.4.
For a smooth shape Γ, we let φ− and φ+ denote normalized Riemann maps from D
and Ĉ \ D to the bounded and unbounded faces of Γ respectively. Then we define the
fingerprint of Γ to be the diffeomorphism kΓ = φ+
−1 ◦ φ− : T → T. If Γ′ = T (Γ) where
T (z) = az + b for some a > 0 and b ∈ C, then kΓ′ = kΓ ◦ ψ for some conformal map
ψ : D→ D (ie for some degree 1 finite Blaschke product ψ).
It is known (as a result of some work of Pfluger [4] in the area of quasiconformal
mappings) that the map F : Γ 7→ kΓ from the collection of smooth shapes Γ (modulo
translation and scaling) to the diffeomorphisms of T (modulo precomposition with a
conformal self-map of the disk) is in fact a bijection. Ebenfelt et. al. show that if
one restricts F to the collection of smooth shapes Γ which arise as proper polynomial
lemniscates (ie lemniscates of a polynomial p such that all zeros of p are contained in
the bounded face of Γ), then the restricted map F is a bijection onto the collection of
diffeomorphisms S : T → T of the form S = B1/n for some degree n Blaschke product
(where n is any positive integer).
Observing that, if Γ is a proper lemniscate for a degree n polynomial p, then the
map φ+
−1 = p1/n, the surjectivity claim for the function F restricted to proper polyno-
mial lemniscates in the preceding paragraph may easily be seen to be equivalent to our
Theorem 2.4. Their method of proof, then, consists of parameterizing the collection of
proper degree n polynomial lemniscates by a certain subset of Cn−2, and the collection of
degree n finite Blaschke products by another subset of Cn−1. Viewing now the function
F as mapping the first set to the second, they use Koebe’s continuity method to show
that the range of F is a clopen subset of the connected codomain, and thus equal to the
entire thing, establishing the surjectivity result.
1.2 The approach of Younsi
Younsi simplified the picture substantially by bringing the machinery of conformal welding
to bear on the problem. Given a degree n finite Blaschke product B, one conformally
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welds a copy of the function z 7→ zn on the region Ĉ \ D to the function B restricted
to D. The resulting function is conformally equivalent to a proper polynomial, which is
conformally equivalent to B on the bounded face of its lemniscate.
This approach has application to a wider setting than just finite Blaschke products. As
with Ebenfelt et. al., Younsi approaches the problem from the standpoint of fingerprints of
shapes, and uses it to characterize the fingerprints of proper rational lemniscates (proper
in the sense that all zeros of the rational function are in the bounded face, and all poles
are in the unbounded face). Moreover, an identical welding argument as described above
can be used to show that the conclusion of Theorem 2.4 holds when the finite Blaschke
product B is replaced by a ratio of finite Blaschke products B/A (subject to the constraint
that (B/A)′ 6= 0 on T) and “polynomial” is replaced by “rational function”.
Recently Younsi [6] (working jointly with the author) has applied these conformal
welding techniques to provide a positive answer to the conformal modeling question for
meromorphic functions on psuedo-tracts. That is, it has been shown that if D is a
Jordan domain with smooth boundary, and f is meromorphic on cl(D), and f(∂D) is a
Jordan curve, then f may be conformally modeled by a rational function r on D. One
of the major advantages of this approach is that in the case described above the rational
function r may be taken to have the smallest degree possible (namely the maximal number
of preimages under f of any point, counted with multiplicity).
1.3 The approach of Lowther and Speyer
Users George Lowther and David Speyer took a classical complex analysis aproach to the
proof of Theorem 1.3. While the proof given on math.stackexchange.com applies only to
analytic functions on the disk, it readily extends to prove the full strength of Theorem 1.3,
and this extension is what I will describe here. One first uses a generalization of Runge’s
theorem to find a sequence of rational functions {rn} which converge uniformly to the
function f on the closure of the domain cl(D), and such that the rational functions match
the derivative data of f at the critical points of f . From there, one uses the the open
mapping theorem to show that for sufficiently large n, there is an injective analytic map
φn : D → C such that f = rn ◦ φn.
This approach has the immediate advantage of answering in the affirmative the confor-
mal modeling question for the largest class of functions of any of the approaches discussed
here, namely functions meromorphic on a compact set. The only apparent downside to
this approach is that it does not appear to have any hope of giving information about the
degree of the conformal model attained, as the degrees of the rational functions found
using Runge’s theorem approach infinity.
1.4 The approach of the author
The author has taken a very different and geometric approach to the subject. In [5],
we constructed a set PC which parameterized the possible level curve configurations (a
purely geometric concept) of a ratio of finite Blaschke products (again not having a critical
point on T). (This construction will be repeated in Section 2.) We then showed that
any two such ratios whose critical level curve configurations are represented by the same
memberm of PC are conformally equivalent. Finally, we showed that for every possible
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configuration of critical level curves, there is some polynomial having this configuration,
which gives the desired result.
Our approach to Theorem 2.4 has two main advantages. First, as we will see in this
paper, it has the advantage of extendability. While the approach of Younsi does end up
giving an answer to the conformal mapping question for a class of functions which our
approach at present does not handle (namely, ones with poles) it does not appear that
the approach either of Ebenfelt et. al. or of Younsi is likely to have any application
to the setting under consideration in this paper in which the only boundary condition
imposed on the function f is analyticity (ie. f must be analytic across the boundary of
the domain D).
Second, our approach demonstrates the rigidity of analytic functions. The critical
level curve configuration of a finite Blaschke product B acts as a sort of skeleton for
B. This geometrical object is a conformal invariant of B, and the conformal equivalence
result referred to above says that, for a given geometric configuration of critical level
curves for B, there is only one way for the rest of B to fill in analytically around this
configuration. This dependence of the analytic on the geometric is not seen in any of the
approaches mentioned above.
Finally, in the proof of Theorem 2.4 in [5], the degree of the polynomial conformal
model p of the finite Blaschke product B may be taken to be equal to the degree of B.
As we will discuss in Section 4, the level curve approach also seems to have some hope
of giving a similar result in the setting of Theorem 3.1 at some point in the future.
2 CONSTRUCTION OF PCa.
In order to introduce our proof of Theorem 3.1, we will first define the class of functions
which were studied in [5], namely the generalized finite Blaschke products.
Definition For G ⊂ C and f : G→ C, we say that the pair (f,G) is a generalized finite
Blaschke product if the following requirements hold.
• G is a Jordan domain.
• f may be extended to an analytic function on cl(G).
• |f | = 1 on ∂G.
• f ′ 6= 0 on ∂G.
In fact it is not hard to show that such a pair (f,G) is a generalized finite Blaschke
product if and only if the composition f ◦φ is a finite Blaschke product, where φ : D→ G
is any Riemann map for G (since any ramified covering from D to D is a finite Blaschke
product).
Definition Let Ha
′ denote the set of all generalized finite Blaschke products. For two
members (f1, G1), (f2, G2) ∈ Ha′, we say that (f1, G1) and (f2, G2) are conformally equiv-
alent, and write (f1, G1) ∼ (f2, G2), if there is some bijective analytic map φ : G1 → G2
such that f1 ≡ f2 ◦ φ on G1.
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It is easy to see that ∼ is an equivalence relation on Ha′, so we make the following
definition.
Definition Define Ha to be the set of ∼-equivalence classes of Ha′.
Our proof of Theorem 3.1 uses critically Theorem 2.3 that, given any possible critical
level curve configuration of a generalized finite Blaschke product, there is a polynomial
whose critical level curves (ie the level curves which contain critical points) are in that
configuration. In order to make rigorous this notion of a “possible critical level curve
configuration” for a generalized finite Blaschke product, we will repeat a construction
introduced in [5] of a set which parameterizes these configurations, and which we will call
PCa. (In the original construction of this set, a larger set PC was constructed which also
contained the possible critical level curve configurations of more general meromorphic
functions. The a-subscript used throughout denotes that the functions whose critical
level curve configurations we are capturing with the members of PCa are analytic on
their respective domains.) We begin by defining the basic building blocks of a member
of PCa, namely analytic level curve type sets.
Definition A set Γ ⊂ C is said to be of analytic level curve type if it is either a single
point, a simple closed path, or a connected finite graph which satisfies the following
requirements.
• There are evenly many, and more than two, edges of Γ incident to each vertex of Γ
(where we count an edge twice if both of its end points are at a given vertex).
• Each edge of Γ is incident to the unbounded face of Γ.
Moreover, an analytic level curve type set which has vertices (ie is not a single point
or a simple closed path) is said to be of analytic critical level curve type.
It is easy to see (using, for example, the maximum modulus theorem and the open
mapping theorem) that any level curve of a generalized finite Blaschke product has the
properties which define an analytic level curve type set. Throughout this paper we will
view two analytic level curve type sets Γ1 and Γ2 as equivalent if there is an orientation
preserving homeomorphism φ : C→ C which maps Γ1 to Γ2.
We now define a set Pa whose members will represent the individual zeros and critical
level curves of a generalized finite Blaschke product. As we describe the features and
auxiliary data ascribed to a member of Pa (and later of PCa) we will parenthetically
remark on the data for a level curve of a given generalized finite Blaschke product (f,G)
which those features and auxiliary data are meant to represent.
There are two types of members of Pa, namely those meant to represent zeros of
(f,G) (which we will call “single point members of Pa”) and those meant to represent
critical level curves of (f,G) (which we will call “graph members of Pa”). We will begin
by describing the single point members of Pa.
A single point member 〈w〉Pa of Pa consists of the graph consisting of a single vertex
w with no edges, to which we add the following pieces of auxiliary data.
• We define H(〈w〉Pa) := 0. (This represents the value |f | takes on w.)
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• We define Z(〈w〉Pa) := k for some k ∈ {1, 2, . . .}. (This represents the multiplicity
of w as a zero of f .)
The resulting object, with the above auxiliary data, we denote 〈w〉Pa .
A graph member 〈λ〉Pa of Pa consists of an analytic critical level curve type graph λ,
to which we add the following pieces of auxiliary data.
• We define H(〈λ〉Pa) =  for some value  ∈ (0,∞). (This represents the value |f |
takes on λ.)
• For each bounded face D of λ, we choose an integer z(D) ∈ {1, 2, . . .}. (This
represents the number of zeros of f in D.) If D1, D2, . . . , Dk denote the bounded
faces of λ, we define Z(〈λ〉Pa) :=
k∑
i=1
z(Di).
• We distinguish a finite number of points in λ in such a manner that for each bounded
face D of λ, there are z(D) distinct distinguished points in ∂D. (This represents
the points in λ at which f takes non-negative real values).
• For each vertex x of λ, we designate a value a(x) ∈ [0, 2pi). (This represents the
argument of f at x.) We require that this assignment obeys the following rules.
– a(x) = 0 if and only if x is a distinguished point of λ.
– If D is a bounded face of λ, and x1 and x2 are distinct vertices of λ in ∂D such
that a(x1) ≥ a(x2), then there is some distinguished point z ∈ ∂D such that
x1, z, x2 is written in increasing order as they appear with respect to positive
orientation around ∂D. (This reflects the fact that since f is analytic, arg(f)
is increasing as ∂D is traversed with positive orientation.)
The resulting object, with the above auxiliary data, we denote 〈λ〉Pa , and we define
Pa to be the set of all such 〈λ〉Pa and 〈w〉Pa .
Throughout this paper, 〈w〉Pa will be used to refer to single point members of Pa,
〈λ〉Pa will be used for graph members of Pa, and 〈ξ〉Pa will be used when we do not wish
to distinguish between the two types of members of Pa.
Each member of PCa consists of a collection of members of Pa arranged in different
ways with respect to each other. There are two aspects of this. First, which graphs are
in which bounded faces of which other graphs, and second, the rotational orientation of
each graph with respect to the others.
We do this recursively. To initialize our recursive construction, a level 0 member of
PCa will be a single point member 〈w〉Pa of Pa viewed as a member of PCa, with no
additional data (now written 〈w〉PCa).
Let n > 0 be given. Choose some graph member 〈λ〉Pa of Pa. We will now construct
a level n member 〈λ〉PCa of PCa as follows. We have two steps.
1. For each bounded face D of λ, we choose some level k < n member 〈ξD〉PCa of PCa
and assign it to D. These assignments must satisfy the following restrictions.
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• Z(〈ξD〉Pa) = z(D). (This represents the fact that if λ is a level curve of f
in G, then either f has a single distinct zero in D, or all zeros of f in D are
contained in the bounded faces of some single critical level curve ξD of f in D.
This fact was proved by the author in [5], and will be discussed further at the
end of this section.)
• H(〈ξD〉Pa) < H(〈λ〉Pa). (This follows for level curves of analytic functions in
view of the maximum modulus theorem.)
• At least one of the 〈ξD〉PCa ’s is a level n− 1 member of PCa (This is to ensure
that 〈λ〉PCa was not constructed at any earlier recursive level.)
This determines recursively which graphs may lie in which bounded faces of which
other graphs.
2. For each bounded face D of λ, we choose a map gD (which we will call a “gradient
map”) from the distinguished points of λ in ∂D to the distinguished points in ξD.
(In the context of level curves of an analytic function f , gD(y) = x means that y
and x are connected by a gradient line of f .) This map must satisfy the following
restriction.
• gD must preserve the orientation of the distinguished points. That is, if
y(1), . . . , y(z(D)) are the distinguished points of λ in ∂D listed in order of their
appearance about ∂D, then the order in which the critical points in ξD appear
around ξD is exactly gD(y
(1)), . . . , gD(y
(z(D))). (This represents the fact that if
λ is a level curve of a function f with bounded face D, and ξD is the critical
level curve of f in D which contains all the zeros of f in its bounded faces, and
D̂ denotes the portion of D which is exterior to ξD, then the gradient lines of
f in D̂ cannot cross, since D̂ contains no critical points of f .)
We let 〈λ〉PCa denote the resulting object. The collection of all such level 0 objects
〈w〉PCa , and level n > 0 objects 〈λ〉PCa , we call PCa, and we call PCa the set of possible
level curve configurations.
We adopt the same convention of w, λ or ξ for members of PCa as we did for members
of Pa, namely that level 0 members of PCa we denote by 〈w〉PCa , level n > 0 members
of PCa we denote by 〈λ〉PCa , and if we do not wish to specify the level of a member of
PCa we will denote it by 〈ξ〉PCa .
Example Following is a visual example of how a member of PCa is constructed. We
begin with a graph member 〈λ〉Pa of Pa (here with vertex z and bounded faces D1 and
D2) which has auxiliary data such as H(〈λ〉Pa) = 12 , a(z) = pi4 , z(D1) = 4 and z(D2) = 2,
and the marked distinguished points in λ.
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Figure 1: Member of Pa
We then assign a member of PCa to each face of λ. (Dashed lines represent the action
of the gradient maps.)
Figure 2: Assignment of members of PCa to the D1 and D2
Finally, we designate a gradient map from the distinguished points in λ to the distin-
guished points in the assigned members of PCa.
Figure 3: Designation of Gradient Maps
The resulting object we denote 〈λ〉PCa .
In [5], the author proved the following Theorem 2.1.
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Theorem 2.1. If (f,G) is a generalized finite Blaschke product, and L1 and L2 are level
curves of f in G, each of which is in the unbounded face of the other, then there is a
critical point w ∈ G such that L1 and L2 are contained in different bounded faces of the
level curve of f containing w.
Theorem 2.1 implies that if λ is a level curve of a generalized finite Blaschke product
(f,G), and D is a bounded face of λ, then either D contains a single distinct zero z of f ,
or there is some unique critical level curve λD of f in D such that each zero and critical
point of f in D is either in λD, or in one of the bounded faces of λD (in the latter case we
call λD the maximal critical level curve of f in D). If D contains a single distinct zero of
f , then each level curve of f in D consists of simple smooth closed curve containing z in
its bounded face. If f has a maximal critical level curve λD in D, then each level curve
of f in D which is exterior to λD consists of a simple smooth closed curve containing
λD in its bounded face. In view of these facts which are implied by Theorem 2.1, we
conclude that the critical level curves of a generalized finite Blaschke product (f,G) form
a member of PCa, which we will denote by Π(f,G).
It was further shown in [5] that the map Π respects conformal equivalence of gener-
alized finite Blaschke products, as described below in Theorem 2.2.
Theorem 2.2. For any generalized finite Blaschke products (f1, G1) and (f2, G2), (f1, G1) ∼
(f2, G2) if and only if Π(f1, G1) = Π(f2, G2).
Note that Theorem 2.2 shows that, on the one hand, Π viewed as acting on the ∼-
equivalence classes of generalized finite Blaschke products in Ha is well defined and, on
the other hand, Π : Ha → PCa is injective. It was also shown in [5] that each member of
PCa represents the critical level curve configuration for some polynomial as follows.
Theorem 2.3. Given any critical level curve configuration 〈ξ〉PCa ∈ PCa, there is a
polynomial in C[z] whose critical level curves form the configuration 〈ξ〉PCa.
Combining Theorem 2.2 with Theorem 2.3, we obtain the fact that each generalized
finite Blaschke product is conformally equivalent to a polynomial.
Theorem 2.4. Given any generalized finite Blaschke product (f,G), there is a polynomial
p ∈ C[z] and an injective analytic map φ : G→ C such that f ≡ p ◦ φ on G.
In the next section we will give the proof of Theorem 3.1.
3 PROOF OF THEOREM 3.1
We now proceed to the proof of our main result.
Theorem 3.1. If D ⊂ C is open and bounded, and f is meromorphic on cl(D), then
there is an injective analytic map φ : D → C, and a rational function r ∈ C(z) such that
f ≡ r ◦ φ on D.
First a topological lemma.
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Lemma 3.2. Let K ⊂ C be compact, such that K and Kc are both connected, and
let U ⊂ C be an open set containing K. Then there is a simply connected open set O
containing K such that cl(O) ⊂ U , and such that ∂O is smooth.
This follows from elementary properties of compactness, along with the theorem of
Hilbert [2] that the boundary of a simply connected domain may be approximated arbi-
trarily well by a polynomial lemniscate.
Proof of Theorem 3.1. To say that h is analytic on the compact set cl(D) is to say that
h is analytic on some bounded, open set O containing cl(D). We wish to replace D with
some larger open set D2 containing D such that, while maintaining the properties of D
mentioned in the statement of the theorem, in addition the boundary of D2 has certain
nice properties. The properties which we wish to preserve in D2 are:
1. cl(D2) ⊂ O.
2. cl(D2) is simply connected.
Since the zeros of h and of h′ are isolated in O, we may expand D slightly to D2 so
that h and h′ are non-zero on ∂D2.
3. h and h′ are non-zero on ∂D2.
By Lemma 3.2, we may expand D2 slightly so that Properties 1-3 still hold, and now
∂D2 is smooth. Since h
′ is non-zero on ∂D2, at each point w on or near ∂D2 the sets
{z : |h(z)| = |h(w)|} and {z : arg(h(z)) = arg(h(w))} are locally perpendicular to each
other at w. Therefore we may again expand D2 in O slightly so that Properties 1-3 hold,
and additionally:
4. ∂D2 is piecewise smooth, and on each smooth segment of ∂D2, either |h| is constant
or arg(h) is constant.
We will call these segments “level curve segments” and “gradient line segments” of
∂D2 respectively. Moreover, since ∂D is compact, we may assume that ∂D2 consists of
only finitely many of these segments, and since h′ is non-zero on ∂D2, no two level curves
or gradient lines of h intersect on ∂D2, so the level curve and gradient line segments of
∂D2 alternate around ∂D2.
If ∂D2 consists of a single level curve of h, then the pair (h,D2) is a generalized finite
Blaschke product, and the desired result follows directly from Theorem 2.4. Otherwise
the critical level curves of h in D2 will likely not form a member of PCa. Our strategy of
proof for Theorem 3.1 will be to extend the level curves of h in D2 outside of D2 to form
members of Pa, and further so that the configuration of these extended level curves form
a member 〈λ〉PCa of PCa. Theorem 2.3 will then supply us with a polynomial p whose
configuration of critical level curves is exactly 〈λ〉PCa . If we then restrict the domain of p
appropriately, we will see that h is conformally equivalent to the restricted polynomial p.
Before making this construction rigorous, we will illustrate this process by the following
example.
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Figure 4: The domain D Figure 5: The domain D2
Example Define h(z) = sin(z). All of the critical points of h are contained in a single
level curve. Figure 4 depicts the zeros of h along with the critical level curve of h, and we
let D denote the shaded region in that figure. Our first step is to expand D slightly to
the set D2 depicted in Figure 5, so that the portions of ∂D2 alternate between stretches
of level curve and gradient line of h, and disregarding all data about h outside of D2.
We then extend the critical level curves of h out of D2 to form analytic level curve
type sets, and extend the level curve segments of ∂D2 similarly, as in Figure 6. In each
bounded face F of one of these extended graphs which does not contain a zero of h
already, we identify some point to be an implied zero of h in F . Since two of the level
curves are external to each other without any critical level curve separating them, we
introduce an implied critical point outside of D2 to account for this. The implied zero
and critical point are depicted in Figure 7. Finally we find the polynomial whose critical
level curves are identical to the configuration we have formed in Figure 7, in this case
p(z) = z2 − √3.4z. Figure 8 depicts the critical level curves of p, and if we restrict the
domain of p to the shaded region E in that figure, which is the region where p takes the
same values that h takes on D2, then h on D2 is conformally equivalent to p on H (ie
there is a conformal map φ : D2 → E such that h = p ◦ φ on D2).
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Figure 6: Extending the level curve seg-
ments of ∂D2
Figure 7: The implied zero and critical
point of h
Figure 8: Region for p(z) = z2 −√3.4z
Returning to the proof of Theorem 1.3, our extension of the level curves of h will occur
in three phases. First we will extend (if necessary) the level curves of h which contain the
critical points of h in D2 (we will call these level curves the explicit critical level curves
of h in cl(D2)). Second we will extend the level curves of h in cl(D2) which contain level
curve segments of ∂D2. Finally, by inspecting the already extended (and unextended)
level curves of h in cl(D2), we will extend some level curves of h in cl(D2) to account for
any “implied critical points” of h. In order to explain this notion of an implied critical
point of h, consider the following. Suppose that h has several distinct zeros in D2, but no
critical points in D2. Suppose further that we extend the level curves of h in cl(D2) to
form some member of PCa, 〈λ〉PCa . Theorem 2.3 implies that 〈λ〉PCa = Π(p,Gp) for some
polynomial p (where Gp is the set {z : |p(z)| < } for some  > 0), and this polynomial
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p must in turn have at least as many distinct zeros in Gp as h has in D2. However, it
is not hard to show that any polynomial p with several distinct zeros must have critical
points which are not also zeros of p. Therefore the configuration 〈λ〉PCa must contain
critical points (ie. vertices of graph members of Pa) which are not zeros (ie. single point
members of Pa), and thus in our extension of the level curves of h in cl(D2), we must, in
some sense, produce these critical points. These critical points which we produce with
our level curve extensions outside of D2 will be called implied critical points of h.
In order to make rigorous the notion of the extension of a level curve of h outside of
D2, we will need several definitions. We begin by categorizing the gradient line and level
curve segments of ∂D2 as follows.
Definition Let E be one of the gradient line segments of ∂D2.
• If arg(h(z)) is increasing as z crosses E from inside D2 moving outwards, then we
call E a left edge of ∂D2.
• If arg(h(z)) is decreasing as z crosses E from inside D2 moving outwards, then we
call E a right edge of ∂D2.
Now let E be one of the level curve segments of ∂D2.
• If |h(z)| is increasing as z crosses E from inside D2 moving outwards, then we call
E a top edge of ∂D2.
• If |h(z)| is decreasing as z crosses E from inside D2 moving outwards, then we call
E a bottom edge of ∂D2.
We also categorize the corners of ∂D2 as follows.
Definition For u ∈ ∂D2, we say that u is a corner of ∂D2 if u is contained in both a
gradient line segment of ∂D2 and a level curve segment of ∂D2. In this case, we make
the following definition.
• If cl(D2) is locally convex at u, then we call u an outside corner of ∂D2.
• If cl(D2) is not locally convex at u, then we call u an inside corner of ∂D2.
For a point u in one of the gradient line segments of ∂D2, which is not an inside
corner of ∂D2, we wish to have a well-defined way of selecting the other end point of a
prospective extension out of cl(D2) of the level curve of h which contains u, so we make
the following definition.
Definition Let u ∈ ∂D2 be a point in one of the gradient line segments of ∂D2 which
is not an inside corner of ∂D2. Let E denote this segment of ∂D2 and let  > 0 denote
the value |h(u)|. If E is a right edge of ∂D2 (respectively left edge of ∂D2), let v denote
the first point in ∂D2 after u in the negative (respectively positive) direction such that
|h(v)| = . We call v the neighbor of u, and write v = N (u).
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In the definition of left and right edges of ∂D2 above, one might equivalently have
said that a gradient line segment E of ∂D2 is a left edge of ∂D2 if |h| is decreasing as E
is traversed with positive orientation around ∂D2, and E is a right edge of ∂D2 if |h| is
increasing as E is traversed with positive orientation around ∂D2. With this equivalent
definition in mind it is not hard to see that, if u is in a gradient line segment E of ∂D2,
and u is not an inside corner of ∂D2, then the following holds.
• If E is a left edge (respectively right edge) of ∂D2, then N (u) is in a right edge
(respectively left edge) of ∂D2.
• N (u) is not an inside corner of ∂D2.
• N (N (u)) = u.
Definition Let u ∈ ∂D2 be any point in a gradient line segment of ∂D2 which is not an
inside corner of ∂D2. If u is in a left edge of ∂D2, let Lu denote the segment of ∂D2 with
initial point u and final point N (u) (with respect to positive orientation around ∂D2).
If u is in a right edge of ∂D2, let Lu denote the segment of ∂D2 with initial point N (u)
and final point u (with respect to positive orientation around ∂D2).
Note that by the symmetry of the definition of a neighbor point, Lu = LN (u). Also,
by the maximum modulus theorem and the open mapping theorem, if  = |f(u)|, then
for all z ∈ Lu, |f(z)| < . We will now define the way that, for a level curve Λ of h in
D2 which intersects ∂D2 in a gradient line segment, but not at an inside corner, we will
extend Λ out of D2 to form an analytic level curve type set.
Definition Let u ∈ ∂D2 be any point in a gradient line segment of ∂D2 which is not an
inside corner of ∂D2. We define γu (up to homotopy) to be the simple path with initial
point u and final point N (u) which is contained in cl(D2)c (except of course at its end
points) such that Lu is not adjacent to the unbounded face of cl(D2)∪ γu. We call γu an
extension path and, in particular, we say that γu extends the level curve of h in cl(D2)
which contains u.
Again note that, by symmetry, γu = γN (u). We will now construct the full extension
of a given level curve of h in cl(D2). Let Λ be any level curve of h in cl(D2), and let
 ≥ 0 denote the value |h| takes on Λ. If Λ does not contain any point in a gradient line
segment of ∂D2 which is not an inside corner of ∂D2, then by the full extension of Λ we
just mean Λ itself. To make it easier to refer to different level curves of h in cl(D2), we
make the following definition.
Definition For any point u in cl(D2), define Λu to be the level curve of h in cl(D2) which
contains u.
Suppose that Λ contains some point u in ∂D2 which is in a gradient line segment of
∂D2, which is not an inside corner of ∂D2, and to which we have not already attached an
extending path. We now replace Λ with Λ∪ γu ∪ΛN (u). That is, we extend Λ with γu as
well as with the level curve of h in cl(D2) which contains the other end point of γu. Since
there are only finitely many points in gradient line segments of ∂D2 at which |h| takes
the value , if we iterate this process it will terminate in finitely many steps. That is,
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after finitely many steps Λ will not contain any point in a gradient line segment of ∂D2
which is not an inside corner, and to which we have not already attached an extending
path. The graph obtained at the final step in this process we call the full extension of Λ.
For any points u and u′ contained in a gradient line segment of ∂D2, by the definition
of a neighbor point, u′ is contained in Lu if and only if N (u′) is contained in Lu, and
if u′ is contained in Lu, then Lu′ ⊂ Lu. Therefore we may always select γu and γu′ so
that they do not intersect, and therefore while extending Λ as described above, we may
choose our extension paths so that none of the extension paths intersect each other and,
moreover, if Λ′ is any other level curve of h in cl(D2), the full extensions of Λ and Λ′ are
either equal or non-intersecting.
We will now show that the full extension Λ of any level curve of h in cl(D2) has the
following properties.
1. Λ is a connected finite graph.
2. There are evenly many, and more than two, edges of Λ incident to each vertex of Λ
(where we count an edge twice if both of its end points are at a given vertex).
3. Each edge of Λ is incident to the unbounded face of Λ.
That is, we wish to show that Λ is an analytic level curve type set. Item 1 should
be immediately obvious from the construction of Λ. In order to show Item 2, let v be
a vertex of Λ (if Λ has any vertices). By the construction of a full extension, there are
no vertices of Λ outside of cl(D2), so v ∈ cl(D2). Moreover, if v were in ∂D2, by the
construction of a full extension above, all but one of the edges of Λ which are incident to
v must extend into D2. This would imply that v is a critical point of h, since level curves
of h are smooth away from critical points of h. This cannot occur however, as h′ 6= 0 on
∂D2. We conclude therefore that v ∈ D2, and that v is a critical point of h. Let k > 0
denote the multiplicity of v as a zero of h′. Since h is (k+ 1)-to-1 in a neighborhood of v,
there are 2(k + 1) edges of Λ meeting at v (counting an edge twice if both its end points
are at v). This establishes Item 2.
Let E denote one of the edges of Λ. As discussed above, the vertices of Λ (and thus the
end points of E) are critical points of h in D2, so there are points in E which are contained
in D2. Let w denote one of these points. The open mapping theorem implies that there
are points arbitrarily close to w at which |h| takes values greater than . Therefore if we
show that |h(z)| <  for each point z in cl(D2) which is also contained in a bounded face
of Λ, that implies that E is adjacent to the unbounded face of Λ.
Let Λ0 denote the original level curve which was extended to form the full extension
Λ. Let N ≥ 0 denote the number of steps required to form Λ from Λ0, and for each
i ∈ {1, . . . , N}, let Λi denote the graph obtained after the ith step (thus the fully extended
graph Λ equals ΛN). We will prove the desired result by induction on i. That is, by
applying induction to the statement J (i) below.
J (i) : For each z ∈ cl(D2) which is contained in a bounded face of Λi, |h(z)| < .
We first show J (0). Let F denote one of the bounded faces of Λ0. Since Λ0 consists
only of a level curve of h in cl(D2), F is contained entirely in cl(D2), so the maximum
modulus theorem implies that |h(z)| <  for each z ∈ F . This establishes J (0).
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Now select i ∈ {1, . . . , N}, and suppose that J (i − 1) holds. Let ui be the point
(or one of the points) in Λi−1 such that γui is the extension path added to Λi−1 in the
formation of Λi. Let F1 denote some bounded face of Λi, and let F2 denote one of the
components of F1 ∩ cl(D2). Observe first that if F1 is a bounded face of Λi−1 alone, then
the desired result follows from the induction assumption, and if F1 is a bounded face of
ΛN (ui) alone, then the desired result follows from the same reasoning found in our proof
of the base case (ie J (0)). Therefore let us suppose that ∂F1 is not contained entirely in
either Λi−1 or ΛN (ui).
By definition of a level curve of an analytic function, the maximum modulus theorem,
and the induction assumption, either ΛN (ui) ⊂ Λi−1 or ΛN (ui) and Λi−1 are mutually
exterior (that is, each is contained in the unbounded face of the complement of the
other). However, since γui is a simple path with end points in Λi−1 and ΛN (ui), if Λi−1
and ΛN (ui) are mutually exterior then γui is not incident to any bounded face of Λi. But
F1 is not a bounded face of Λi−1 or of ΛN (ui) alone, so F1 must be incident to γui . We
conclude that Λi−1 and ΛN (ui) cannot be mutually exterior, and thus ΛN (ui) ⊂ Λi−1, and
thus Λi = Λi−1 ∪ γui .
If F2 (the component of F1 ∩ cl(D2)) were contained in a bounded face of Λi−1, the
desired result would hold by the induction assumption. Thus F2 is contained in the
unbounded face of Λi−1. The only segment of ∂D2 contained in a bounded face of Λi but
in the unbounded face of Λi−1, is Lui . Since ∂F2 ⊂ Λi∪∂D2, it follows that ∂F2 ⊂ Λi∪Lui .
Since |h| <  on Lui , and |h| =  at any point in Λi ∩ cl(D2), |h| ≤  on ∂F2. The desired
result now follows from the maximum modulus theorem. This establishes Item 3, and we
thus conclude that the full extension Λ is an analytic level curve type set.
We will now select certain of the level curves of h in cl(D2) to fully extend. Let A
denote the collection of the full extensions of the following level curves h in cl(D2).
• Full extensions of all explicit critical level curves of h in cl(D2).
• Full extensions of level curves of h in cl(D2) which intersect a level curve segment
of ∂D2.
• Zeros of h in cl(D2).
Since there are only finitely many of each of these classes of level curves of h in cl(D2),
A is a collection of finitely many analytic level curve type sets.
If Λ is one of the full extensions in A, and γ is one of the extension paths used to
construct Λ, we will now define a notion of the change in arg(h) along γ, which we will
call ∆arg(γ). Of course since γ extends outside of cl(D2), h need not be defined on γ.
The idea is to ask, if h were defined on γ, what would the change in arg(h) along γ be
assuming that h is as simple as possible (ie. h does not have any zeros outside of D2
whose presence are not already implied in some way by facts about h in D2). We will
then define ∆arg(γ) to be this quantity.
To begin with, for any segment L ⊂ ∂D2, let ∆arg(L) denote the change in arg(h(z)) as
z traverses L with positive orientation with respect to ∂D2. We will define the quantities
∆arg(γ) for the different extension paths γ used to construct the members of A recursively,
working “inside out” as follows.
Let Λ be a member of A which contains a point u which is in a gradient line segment of
∂D2, and which is not an inside corner of ∂D2. Since γu = γN (u), we may assume without
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loss of generality that u is in a left edge of ∂D2. Let Fu denote the bounded component
of (cl(D2) ∪ γu)c. We begin by assuming that Fu does not contain any extension path
used to construct any other member of A (the “base case” of our recursive definition of
∆arg(γ)). The boundary of Fu consists of γu and Lu, so we define ∆arg(γu) ∈ (0,∞) to be
the least number such that ∆arg(γu)−∆arg(Lu) ≥ 0 and ∆arg(γu)−∆arg(Lu) is an integer
multiple of 2pi. (Note that since Fu ⊂ cl(D2)c, the change in arg(h) along Lu as Lu is
traversed with positive orientation with respect to Fu is −∆arg(Lu).) ∆arg(γu) has been
chosen to be the smallest number so that, if h could be extended to an analytic function
on Fu, with arg(h) increasing along γu, then the net change in arg(h) along γu might be
∆arg(γu).
Now let us suppose that Fu contains some extension paths which were used in the
construction of members of A. Let γ1, . . . , γM denote these extension paths. Suppose
recursively that ∆arg(γi) has been defined for each 1 ≤ i ≤ M − 1. Let Fu′ ⊂ Fu denote
the bounded face of
(
cl(D2) ∪ γu ∪
M⋃
i=1
γi
)c
to which γu is adjacent. Let L denote the path
∂Fu
′\γu, and let ∆arg(L) denote the total change in arg(h(z)) as z traverses L with positive
orientation (with respect to Fu
′), using ∆arg(γi) when calculating ∆arg(L) if γi ⊂ L. We
now define ∆arg(γu) ∈ (0,∞) to be the least number such that ∆arg(γu) − ∆arg(L) ≥ 0
and ∆arg(γu)−∆arg(L) is an integer multiple of 2pi.
With the quantity ∆arg(γ) defined for all extension paths γ used in the construction
of the members of A, we can now determine the locations of any implied zeros and critical
points of h. Let F denote one of the bounded components of the set
(
cl(D2) ∪
⋃
Λ∈A
Λ
)c
.
F is of course contained in cl(D2)
c, and thus does not contain any zero of h in cl(D2).
However the members of A are meant to represent the possible level curve structure of
an analytic function which has the same level curve structure as that of h in cl(D2). Let
(f,G) denote a generalized finite Blaschke product whose level curve structure extends
the level curve structure of h in cl(D2), and such that the extension paths which we
have used to make the full extensions found in A are also level curves of f in G (if
such a generalized finite Blaschke product (f,G) exists). Then ∆arg(∂F ), the change in
arg(f(z)) as z traverses ∂F with positive orientation, should be equal to 2pi times the
number of zeros of f in F . Therefore we say that there are ∆arg(∂F )/2pi implied zeros
of h in F . Define n := ∆arg(∂F )/2pi.
If n = 0, then we leave F alone. Suppose now that n > 0. Since the members of
A have extended all level curve segments of ∂D2, either ∂F consists of a single level
curve portion of ∂D2 along with a single extension path γ, or ∂F consists alternatingly
of exactly two level curve segments of ∂D2 and two gradient line segments of ∂D2.
Suppose that ∂F consists of a single portion of ∂D2 and a single extension path. Then
we choose some point fixed point in F which we call an implied zero of f with multiplicity
n.
Suppose now that the second possibility obtains, that ∂F alternates between exactly
two level curve segments of ∂D2 and two gradient line segments of ∂D2. (If ∂F contains
an extension path γ, then we view γ as a level curve segment, as it is meant to represent
a possible segment of level curve of h extending out of D2.) It follows that of the two
gradient line segments of ∂D2 which form ∂F , one is part of a left edge of ∂D2 and one
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is part of a right edge of ∂D2.
Select some point u in the left edge gradient line segment of ∂D2 which forms part
of ∂F such that u is not a corner of ∂F . Since the extension path γu may be selected
so as not to intersect any other extension path already used to form the members of
A, it follows that N (u) is contained in the other gradient line segment of ∂D2 which
forms ∂F . Define  := |h(u)|. γu dissects F into two pieces. Let F1 denote the piece of
F \ γu such that |h(z)| ≤  on ∂F1, which is the left piece as γu is traversed from u to
N (u) since h is analytic. Let L denote the segment of ∂F with beginning point N (u)
and end point u (with respect to positive orientation around F ) which is contained in
∂F1. Let ∆arg(L) denote the change in arg(h(z)) as z traverses L from u to N (u). Then
we define ∆arg(γu) := ∆arg(L). Thus the net change in arg(h(z)) as z traverses ∂F1 is
∆arg(γu)−∆arg(L) = 0. Let F2 denote the other component of F \ γu. We still have that
the net change in arg(h(z)) as z traverses ∂F2 equals 2pin, which we will now account for
with an implied zero of h in F2.
Select some point u′ in γu which is not an end point of γu. Choose some fixed value
α ∈ (arg(h(u)), arg(h(u)) + ∆arg(γu)), and define arg(h(u′)) to be the number α. Join a
circle C contained in F2 to γu at u
′. In the bounded face of this circle select some fixed
point which we will now call an implied zero of h of multiplicity n. Include this implied
zero of h in A. Define ∆arg(C) to be 2pin, and replace γu with γu ∪ C. Let F3 denote
the bounded face of C, and let F4 denote the segment of F2 outside of C. We now have
that F is decomposed into F1, F3, and F4. The net change in arg(h(z)) as z traverses
∂F1 or ∂F4 is 0, and these regions contain no zeros of h. The net change in arg(h(z)) as
z traverses ∂F3 (which equals C) is 2pin, and this region now contains an implied zero
of h of multiplicity n. Form the rest of the full extension of the level curve of h which
contains the point u in the usual way and include it (along with the joined arc C) in A.
It is worth noting here that since the circle C was chosen to reside in the region F2
such that |h| ≥  on ∂F2, the maximum modulus theorem implies that C resides in the
unbounded face of the the full extension of Λu. Therefore since this full extension is an
analytic level curve type set, the graph obtained by joining C to this full extension is an
analytic critical level curve type set as well.
By performing this selection of implied zeros for each face F of cl(D2) ∪ A for which
∆arg(∂F ) 6= 0, we account for all the implied zeros of h. That is, having done this process,
if F is a face of cl(D2) ∪ A, then ∆arg(∂F ) = 2pin for some non-negative integer n, and
if n > 0 then F contains a single distinct implied zero of h with multiplicity n.
We now describe the phenomenon of implied critical points of h, and describe how we
take account of them by adding certain extended level curves to A. We begin by defining
an ordering on the members of A.
Definition For any Λ1,Λ2 ∈ A, if Λ1 is contained in one of the bounded faces of Λ2 then
we write Λ1 ≺ Λ2. For any domain G in C, if Λ1 ∈ A with Λ1 ⊂ G, and there is no other
Λ2 ∈ A such that Λ1 ≺ Λ2 ⊂ G, then we say that Λ1 is ≺-maximal in G.
In view of Theorem 2.1, if the extensions of the level curves of h in cl(D2) are to form
a member of PCa, then for each Λ ∈ A, and bounded face G of Λ, there should be a
unique member of A in G which is ≺-maximal in G. From our work above accounting
for implied zeros of h, it follows that each such G contains at least one member of A, and
thus (because A is finite) at least one ≺-maximal member of A.
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If some such G contains several ≺-maximal members of A, then in order to ensure
that the result of Theorem 2.1 holds for the members of A, we will extend one of the level
curves of h in G to form an analytic critical level curve type set such that several of the
≺-maximal members of A in G are contained in different of its faces. The vertex of this
new extension will represent an implied critical point of h in cl(D2).
Suppose that G is some fixed bounded face of a member of A which contains several
≺-maximal members of A. Let  > 0 denote the value that |h| takes on Λ. Let Λ1, . . . ,ΛN
denote the members of A which are ≺-maximal in G. For each i ∈ {1, . . . , N}, define i to
be the value |h| takes on Λi, and assume that Λ1, . . . ,ΛN are ordered so that 1 ≤ · · · ≤ N .
Then, again for each i ∈ {1, . . . , N}, if ˜ ∈ (N , ), then ˜ ∈ (i, ) so, by the continuity
of |h|, there is some level curve of h in G whose full extension contains Λi in its bounded
face, and on which |h| takes the value ˜. By the maximum modulus theorem this level
curve is unique, and we denote its full extension by Λ˜i (which, we note, does depend on
the choice of ˜ ∈ (N , )). (Note that it may be that Λ˜i = Λ˜j even if i 6= j.) Since the
level curves of h vary continuously in cl(D2), and by the definition of the of extension
paths, if ˜ ∈ (N , ) is sufficiently close to N , then Λ˜N approximates ΛN , and consists
of a single simple closed path in G containing ΛN in its bounded face and each Λi (for
i ∈ {1, . . . , N − 1}) in its unbounded face. On the other hand, again by the continuity
of the level curves of h in D2 and the definition of extension paths, if ˜ ∈ (N , ) is
sufficiently close to , then Λ˜N approximates ∂G, and contains Λi in its bounded face for
each i ∈ {1, . . . , N}.
Therefore if we begin ˜ ∈ (N , ) close to N , and allow ˜ to increase towards ,
eventually Λ˜N will collide with some Λ˜i with i 6= N . If this collision were to happen in
cl(D2), then the collision point of the level curves would be a vertex of a level curve of
h in cl(D2), and thus an explicit critical point of h in cl(D2). However this is impossible
because all explicit critical level curves of h in cl(D2) are in A, and ΛN is ≺-maximal in
G. Therefore the collision point must come in some face of G \ cl(D2). That is, there is
some face F of G \ cl(D2), and some ˜ ∈ (N , ) such that for some i ∈ {1, . . . , N − 1}, Λ˜i
and Λ˜N both intersect F . Since F ⊂ cl(D2)c, this means that there are some extension
paths γi and γN contained in Λ˜i and Λ˜N respectively which are contained in F .
Again since Λi and ΛN are ≺-maximal in G, there is no member of A in G which
contains both Λ˜i and Λ˜N in its bounded faces, and thus γi and γN are not separated in
G by any member of A. Therefore γi and γN are in the boundary of some common face
F0 of G \
(
cl(D2) ∪
⋃
Λ∈A
Λ
)
.
F0 contains no zeros (explicit or implit) of h, so the net change of arg(h) along ∂F0
is 0. Since arg(h) is constant on any gradient line segment of ∂F0, it follows that the
total change in arg(h) along the bottom edges of ∂F0 is equal in magnitude to the total
change in arg(h) along the top edges of ∂F0. Select some initial point u0 in a gradient
line portion of ∂F0, and parameterize ∂F0 by a map ψ : [0, 1]→ ∂F0. Define α0 to be the
choice of arg(h(u0)) in [0, 2pi), and define α : [0, 1] → R by α(t) = arg(h(ψ(t))), chosen
so that α is continuous. If we collapse the parameterization so that it ignores gradient
line segments of ∂F0 (ie we mod out ∂F0 by gradient lines), then α alternates between
strictly increasing and strictly decreasing. Now, ∂F0 alternates between top and bottom
edges (after modding out by gradient lines), and ∂F0 has several distinct bottom edges
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(ie the γi and γN), thus we have a continuous function α on [0, 1] which alternates finitely
many times between strictly increasing and strictly decreasing (strictly increasing twice
or more and strictly decreasing twice or more) and α(0) = α(1) (since the net change in
arg(h) around ∂F0 is 0). It follows then that there are two distinct intervals [a1, b1] and
[a2, b2] such that 0 ≤ a1 < b1 < a2 < b2 ≤ 1 such that α is increasing on (a1, b1) and
(a2, b2), and α is decreasing on (b1, a2), and there are some t1 ∈ (a1, b1) and t2 ∈ (a2, b2)
with α(t1) = α(t2). Let E1 denote the full extension containing the point ψ(t1) and E2
the full extension containing the point ψ(t2). We now join E1 and E2 at the points ψ(t1)
and ψ(t2) respectively. We include the resulting graph in A. This point ψ(t1) (which
now equals ψ(t2)) represents one of the implied critical points of h in cl(D2). In this
case we define arg(h(ψ(t1))) to be the value α(t1). Note that since E1 and E2 are each
analytic level curve type sets, and are each contained in the unbounded face of the other,
the graph obtained by joining the two at a single point is again an analytic critical level
curve type set.
We have already shown that full extensions of level curves of h in cl(D2) are analytic
level curve type sets. We will now show that each member of A forms a member of Pa.
Let Λ be some member of A. Define H(〈Λ〉Pa) to be the value |h| takes on Λ.
We say that any point in Λ ∩ cl(D2) at which h takes a positive real value a distin-
guished point of Λ. If γu is any extension path used to construct Λ, let α0 denote any
choice of arg(h(u)). Let n denote the number of integer multiples of 2pi in the interval
(α0, α0 + ∆arg(γu)). Then we distinguish n distinct points in γu. If γu is joined to some
other extension path just choose these distinguished points to be distributed in a way
that coincides with the value of arg(h) at the join point.
For each vertex v of Λ, we may define a(v) := arg(h(v)).
If F is a bounded face of Λ, then we define z(F ) to be the number of distinguished
points in ∂F . If F1, . . . , Fn is an enumeration of the bounded faces of Λ, we define
Z(〈Λ〉Pa) :=
n∑
i=1
z(Fi).
Again let F be one of the bounded faces of Λ. The only thing to verify before
concluding that 〈Λ〉Pa , with the auxiliary data we have just defined, is a member of Pa
is that if x1 and x2 are distinct vertices of Λ in ∂F such that a(x1) ≥ a(x2), then there
is some distinguished point z ∈ ∂F such that x1, z, x2 is written in increasing order as
they appear in ∂F . Assume that x1 and x2 are as described. Let L denote the segment
of ∂F with end points x1 and x2 such that x1 is the initial point of L if L is traversed
with positive orientation around ∂F . If L is contained entirely in cl(D2), the desired
result follows directly from the fact that h is analytic on cl(D2) (since arg(h) will be
strictly increasing as L is traversed). Suppose now that there is some single extension
path γ which forms a part of L, and L \ γ ⊂ cl(D2). Let u denote the initial point of γ
as γ is traversed with positive orientation. Suppose that there is no distinguished point
in L \ γ. Let ∆1 denote the total change in arg(h(z)) as z traverses L from x1 to u.
Let ∆2 denote the total change in arg(h(z)) as z traverses L from N (u) to x2. Then
arg(h(x2)) = arg(h(x1)) + ∆1 + ∆arg(γ) + ∆2. Since the choice of arg(h(x2)) in [0, 2pi) is
less than the choice of arg(h(x1)) in [0, 2pi), it follows that there is at least one multiple
of 2pi in the interval (arg(h(x1)), arg(h(x1)) + ∆1 + ∆arg(γ) + ∆2). If this multiple occurs
in (arg(h(x1)), arg(h(x1)) + ∆1) or in (arg(h(x1)) + ∆1 + ∆arg(γ), arg(h(x1)) + ∆1 +
∆arg(γ) + ∆2), then there would be a point in L \ γ at which h takes a positive real
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value, and thus L has a distinguished point at that point. If it occurs in the interval
(arg(h(x1)) + ∆1, arg(h(x1)) + ∆1 + ∆arg(γ)), then by the definition of distinguished
points above, γ contains a distinguished point, which establishes the desired result. (If
L contains several extension paths, make the appropriate minor changes.) Therefore we
conclude that the full extension of any level curve of h in cl(D2) gives rise naturally to a
member of Pa.
We now wish to show that the members of A together form a member of PCa. We
do this recursively. Of course the single point members of A are members of PCa on
their own. Let Λ be some non-single point member of A, and let G denote one of the
bounded faces of Λ. By our construction of the implied critical points of h, there is a
unique ≺-maximal member ΛG of A in G. Assume recursively that we have formed a
member 〈ΛG〉PCa of PCa from ΛG. If Λ is a simple closed path (so G is the only face of
Λ), we just define 〈Λ〉PCa to be 〈ΛG〉PCa . Otherwise, we assign 〈ΛG〉PCa to G, and the
only remaining thing left to do is determine gradient maps from the distinguished points
in ∂G to the distinguished points in ΛG. This may easily be done by just selecting a map
which harmonizes with any actual gradient lines of h in cl(D2) which connect ∂G to ΛG.
We conclude finally that the members of A form a member of PCa. Let 〈Λcl(D2)〉PCa
denote this member. By Theorem 2.3, we may find some polynomial p ∈ C[z] with critical
level curve configuration equal to 〈Λcl(D2)〉PCa . Define Gp := {z ∈ C : |p(z)| < 1}. The
furthest outside full extension of a level curve of h in cl(D2) (ie the one on which |h|
is maximal) is a simple closed path. Let this full extension be denoted Λwhole. Let D3
denote the bounded face of Λwhole. Remove the members of A from D3. Let F denote one
of the components of the remaining set (ie one of the components of D2 \ A), and let F̂
denote one of the components of F ∩ cl(D2). Let F̂p denote the corresponding portion of
Gp. It is not hard to show (by, for example, an extension of the corresponding argument
in [5]) that there is an bijective analytic map φ : F̂ → F̂p such that h = p ◦ φ on F̂ . This
is because the image of F̂ under h (or F̂p under p) is a polar rectangle.
Having defined this on each component of the set remaining from cl(D2) after the
members of A have been removed, it may easily be seen that the map φ extends contin-
uously to the points in cl(D2) which are in members of A by choice of the polynomial p.
By the Schwartz reflection principle this now gives us the desired result.
4 DIRECTIONS FOR FUTURE WORK
As mentioned in Section 2, the original construction of PCa (in [5]) parameterized also
the possible critical level curve configurations for function pairs (f,G), where f is allowed
to be meromorphic in G (which we then call a generalized finite Blaschke ratio, since f
would pull back to a ratio of finite Blaschke products on the disk), and the result of
Theorem 2.2 applies to generalized finite Blaschke ratios. However there is at present no
meromorphic version of Theorem 2.3. It would be desirable to develop such a generaliza-
tion of Theorem 2.3, and apply the methods found in this paper to obtain the following
simply connected version of Theorem 3.1 for meromorphic functions.
Theorem 3.1b. If D ⊂ C is a Jordan domain, and f is meromorphic on cl(D), then
there is an injective analytic map φ : D → C, and a rational function r ∈ C(z) such that
f ≡ r ◦ φ on D.
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Finally, it appears that the level curve approach to the proof of Theorem 3.1 has
some hope of finding the rational conformal model of the function f which has the lowest
degree of any rational conformal model. The way in which one would proceed would
be to show that the extended critical level curve configuration which we constructed in
Section 3 is in some sense canonical, and that no critical level curve configuration of a
rational function with smaller degree can extend the configuration of level curves of f
found in D.
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