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GLOBAL SOLUTIONS TO THE INITIAL BOUNDARY PROBLEM OF 3-D
COMPRESSIBLE NAVIER-STOKES-POISSON ON BOUNDED DOMAINS
HAIRONG LIU1 AND HUA ZHONG2
Abstract. The initial boundary value problems for compressible Navier-Stokes-Poisson is consid-
ered on a bounded domain in R3 in this paper. The global existence of smooth solutions near
a given steady state for compressible Navier-Stokes-Poisson with physical boundary conditions is
established with the exponential stability. An important feature is that the steady state (except
velocity) and the background profile are allowed to be of large variation.
Keywords: Global regularity near boundaries, Navier-Stokes-Poisson systems, Exponential stabil-
ity, The initial boundary value problem.
AMS Subject Classifications. 35Q35, 35B40
1. Introduction
It is well-known that the compressible Navier-Stokes-Poisson (NSP) system consists of the Navier-
Stokes equations coupled with the self-consistent Poisson equations, which is used in the simulation
of the motion of charged particles (electrons or holes, see [29] for more explanations). In three
dimensional space, the NSP system of one carrier type takes the following form
ρt + div(ρu) = 0,
ρ (ut + (u · ∇)u)− µ∆u− (µ+ λ)∇divu+∇p = ρ∇Φ,
∆Φ = ρ− ρ¯,
(1.1)
where ρ > 0, u = (u1, u2, u3) and p denote the density, the velocity field of charged particles, the
pressure, respectively. The self-consistent electric potential Φ = Φ(x, t) is coupled with the density
through the Poisson equation. The pressure p is expressed by
p(ρ) = ργ , (1.2)
where γ ≥ 1 is a constant. As usual, the constant viscosity coefficients µ and λ should satisfy the
following physical conditions
µ > 0, λ+
2
3
µ ≥ 0.
And ρ¯ = ρ¯(x) > 0 is the background profile, the sum of the background ion density and the net
density of impurities, which is assumed to be given and immobile.
The object of this paper is to investigate the global existence and long-time behavior of the
solutions to the initial boundary value (IBV) problem of (1.1) in (t, x) ∈ [0,+∞) × Ω , where
Ω ⊂ R3 is a smooth bounded domain Ω ⊂ R3, with the following initial condition
(ρ, u)(x, t = 0) = (ρ0, u0)(x), (1.3)
and boundary condition
u|∂Ω = 0, ∇Φ · ν |∂Ω= 0, (1.4)
where ν is the unit outer normal to ∂Ω.
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The large-time behavior of solutions to compressible Navier-Stokes equations has been investi-
gated extensively in [2–5,7,8,14–17,25,26,28]. While for the Cauchy problem (initial value problem
without boundaries) of the above Navier-Stokes-Poisson system, recently the decay rate of solu-
tions was studied, see [9–13, 18, 19, 21, 30–33] for instance and the references therein, which has
been proved that the electric field plays an important role on the large time behavior of solution
and the solution will approach to constant state at an algebraic decay rate. For the compressible
Navier-Stokes-Poisson of self-gravitating fluids, free boundary problems are a very active research
subject, for which the gravitational force plays a different role, compared with the electric forces.
One may refer to [22–24] for this topic.
In the presence of physical boundaries, the regularity of solutions near boundaries is a very
subtle and important issue for fluids and plasma equations. For this, the classical global existence
of smooth solutions to the initial boundary value problem for 3-D compressible Navier-Stokes
equations was due to Matsumura & Nishida [28] for initial date being small perturbations of constant
states without convergence rate. Recently, [20] has shown that the radially symmetric solutions exist
globally to compressible Navier-Stokes-Poisson equations with the large initial data on a domain
exterior to a ball in any dimensional space, moreover, the global existence of smooth solution near a
given constant steady state for 3-D compressible NSP equations with damping term on an exterior
domain has been established with the exponential stability.
It should be noted that Guo & Strauss [6] established the asymptotic stability of the stationary
solution of Euler-Poisson equations for the general doping profile in a bounded domain. For the
initial boundary problem of Navier-Stokes-Possion equations considered in this paper, the viscous
term creates difficulties in the analysis in the presence of physical boundaries, compared with
the inviscid case considered in [6]. Inspired by [6, 20, 28], the steady states about space variable,
instead of the constant steady state, begin to be considered. Compared with [20], we prove in this
paper that the solution exists globally and stabilizes exponentially to the steady state without the
damping term for bounded domains.
Now we state the main result of this paper:
Theorem 1.1. Let Ω be a smooth bounded domain in R3 and ρ¯(x) > 0 be a smooth function on
Ω¯. Let ρ˜(x) > 0, u˜ ≡ 0 and Φ˜(x) be a smooth steady state solution of (1.1) such that ∂Φ˜∂ν |∂Ω = 0.
Then there exists a constant δ > 0 such that if the initial data (ρ0, u0) satisfies∫
Ω
(ρ0 − ρ¯)dx = 0 (1.5)
and
‖(ρ0 − ρ¯, u0)‖
2
3 ≤ δ
2,
then there exists a smooth global solution (ρ, u,Φ)(t, x) to the initial boundary value problem (1.1)-
(1.4). Moreover, there are positive constants C and σ such that{
‖(ρ− ρ˜, u,∇(Φ− Φ˜))‖23+ ‖ρt‖
2
2+ ‖ut‖
2
1
}
(t) ≤ Ce−σt
{
‖(ρ− ρ˜, u,∇(Φ− Φ˜))‖23+ ‖ρt‖
2
2+ ‖ut‖
2
1
}
(0).
Remark 1.2. An important feature of this paper is that the profile ρ¯(x) and steady state ρ˜(x), Φ˜(x)
are allowed to be of large variation.
Remark 1.3. The condition (1.5) persists in time, and is the necessary condition of solvability of
the Poisson equation with Neumann boundary.
The rest of this paper is organized as follows. In Section 2, some useful elliptic estimates have
been recalled firstly. Secondly, a steady state (ρ˜, u˜, Φ˜)(x) of (1.1) is established appropriately,
which help us to reconstruct the IBV problem for the perturbation veriables (q, u, φ)(t, x). Section
3 is devoted to show that the global existence and exponential convergence to the steady state of
smooth solutions. Different from the Navier-Stokes equations, the electric field ∇Φ, located at the
3momentum equation, should be taken into account. The key to this is to consider the quantity
∇(γρ˜γ−2q−φ) to use the Stokes equation in Lemma 3.10, and apply Lemma 2.1 to Poisson equation
(2.2)3 and (2.2)5 to obtain the corresponding elliptic estimates. On the other hand, we cannot
generally designate a coordinate system over all of Ω such that the directions are consistent with
the normal and tangential directions on the boundary ∂Ω. In order to overcome this difficult point,
we divide the estimates of the solution into two parts: over the region away from the boundary and
the near the boundary ∂Ω, see Lemmas 3.7-3.9. In particular near the boundary, the estimates are
quite involved. Using the local geodesic polar coordinates, we obtain the estimates for tangential
derivatives (Lemma 3.8), and then that for normal derivatives (Lemma 3.9).
Notations Throughout this paper, C will be used as a generic constant independent of time t.
(i) dfdt = ft + u · ∇f denotes the material derivative.
(ii) ∂xif =
∂f
∂xi
= Dif ,
∂2f
∂xi∂xj
= ∂
2f
∂xj∂xi
= Dijf ,
∂3f
∂xi∂xj∂xk
= Dijkf , i, j, k = 1, 2, 3. Moreover,
Dkf := {Dαf | |α| = k, k ∈ N}
where α = (α1, α2, α3) is a multi-index, D
α := ∂
|α|f
∂x
α1
1
∂x
α2
2
∂x
α3
3
, |α| = α1 + α2 + α3 and αi ≥ 0.
(iii) Hm is used to denote the Sobolev space with the following norm
‖f‖m ≡ ‖f‖Hm(Ω) =
(
m∑
l=0
‖Dlf‖2
)1/2
, and ‖f‖ ≡ ‖f‖L2(Ω).
(vi) The Einstein’s summation convention taken for i, j, k = 1, 2, 3 will be used sometimes in this
paper.
2. Preliminaries and the reformulation of the problem
In this section, we first recall some estimates of elliptic equations, which will be used in the
subsequent. Then we reformulate the problem in terms of perturbations.
The classical regularity theory for the Neumann problem of elliptic equation is as follows (see [1]).
Lemma 2.1. (Neumann problem) Given an f ∈ Hk(Ω)(k ∈ N) and a g ∈ Hk+1−1/2(∂Ω) such that∫
Ω
fdx =
∫
∂Ω
gdS,
then there exists a v ∈ Hk+2(Ω) satisfying ∆v = f, in Ω,∂v
∂ν = g, on ∂Ω,
and
‖∇v‖k+1 ≤ C
(
‖f‖k + ‖g‖k+1−1/2
)
.
A steady state
(
ρ˜(x), u˜(x), Φ˜(x)
)
of (1.1) can be obtained as:
Proposition 2.2. Let ρ¯(x) > 0 in Ω. Then there exists a smooth steady state solution (ρ˜(x), 0, Φ˜(x))
to the problem (1.1) such that ρ˜(x) > 0 in Ω¯.
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Proof. A steady state with u ≡ 0 must satisfy the following equations:
∇p(ρ)− ρ∇Φ = 0, ∆Φ = ρ˜− ρ¯
with the boundary condition ∇Φ · ν = 0 on ∂Ω. Hence, the proof is the same as that for the
Proposition 3 in [6] and is omitted. 
Let (ρ˜(x), 0, Φ˜(x)) be a given stead state solution by Proposition 2.2, that is
∇p(ρ˜)− ρ˜∇Φ˜ = 0, ∆Φ˜ = ρ˜− ρ¯ (2.1)
with
∇Φ˜ · ν|∂Ω = 0,
and ∫
Ω
(ρ˜(x)− ρ¯(x))dx =
∫
∂Ω
∇Φ˜ · νds = 0, ρ˜(x) > 0, x ∈ Ω.
Denote the perturbation (q, u, φ)(t, x) as
q(t, x) = ρ(t, x)− ρ˜(x), u(t, x) = u(t, x), φ(t, x) = Φ(t, x)− Φ˜(x).
Then the initial boudary value problem for (q, u, φ) is
qt + ρ˜divu+ u · ∇ρ˜ = f
0,
ρut − µ∆u− (µ+ λ)∇divu+∇(γρ˜
γ−1q)− ρ˜∇φ− q∇Φ˜ = f,
∆φ = q,
u|∂Ω = 0,
∇φ · ν|∂Ω = 0,
u(0, ·) = u0, q(0, ·) = q0 ≡ ρ0 − ρ˜,
(2.2)
where the nonlinear terms on the right-hand side are described as:
f0 = −div(qu),
f = −ρ(u · ∇)u+ q∇φ+∇h(q),
h(q) = (q + ρ˜)γ − ρ˜γ − γρ˜γ−1q = O(q2).
The equations of (2.2) are equivalent to the following equations:
L0 ≡
dq
dt
+ div(ρ˜u) = −qdivu ≡ g0, (2.3)
L ≡ ut − µ
1
ρ˜
∆u− (µ + λ)
1
ρ˜
∇(divu) +∇(γρ˜γ−2q)−∇φ = g, (2.4)
where the nonlinear terms are given by
g ≡ −(u · ∇)u+ µ
( 1
q + ρ˜
−
1
ρ˜
)
∆u+ (µ+ λ)
( 1
q + ρ˜
−
1
ρ˜
)
∇divu+ k(q),
and
k(q) =
 ∇
(
ln ρ− ln ρ˜− ρ˜−1
)
, if γ = 1,
∇
(
γργ−1
γ−1 −
γρ˜γ−1
γ−1 − γρ˜
γ−2q
)
, if γ > 1,
= O(1)q2 +O(1)q∇q
= γ(γ − 2)ρ˜γ−2q∇q +O(q2)∇q +O(q2)∇ρ˜.
5Next, we note some elliptic estimates of the elliptic system of equations for our domain. (2.2)2
is regarded as elliptic with respect to x, that is:
µ∆u+ (µ + λ)∇(divu) = ρut +∇(γρ˜
γ−1q)− ρ˜∇φ− q∇Φ˜− f,
u|∂Ω = 0.
Applying the standard elliptic estimates and the smoothness of ρ˜, Φ˜ on Ω, we have
Lemma 2.3. For k = 0, 1, it holds
‖Dk+2u‖2 ≤ C
{
‖ut‖
2
k + ‖qut‖
2
k + ‖∇q‖
2
k + ‖q‖
2
k + ‖∇φ‖
2
k + ‖f‖
2
k
}
.
Finally, an estimate about the stokes equations is given as follows:
Lemma 2.4. For k = 0, 1, 2, it holds
‖Dk+2u‖2 + ‖Dk+1(γρ˜γ−2q − φ)‖2 ≤ C
{∥∥∥∥dqdt
∥∥∥∥2
k+1
+ ‖u‖2k+1 + ‖g
0‖2k+1 + ‖ut‖
2
k + ‖g‖
2
k
}
. (2.5)
Proof. Set U = ρ˜−1u, then (2.3) and (2.4) can be rewritten as:
divU =ρ˜−2
(
−
dq
dt
− 2u · ∇ρ˜+ g0
)
,
−µ∆U +∇(γρ˜γ−2q − φ) =− ut + (µ+ λ)ρ˜
−1∇
(
ρ˜−1
(
g0 −
dq
dt
−∇ρ˜ · u
))
+ g
+ µ
(
2∇ρ˜−1 · ∇u+∆ρ˜−1u
)
,
U |∂Ω =0.
By the standard estimates of stoke equations, we have
‖Dk+2U‖2 + ‖Dk+1(γρ˜γ−2q − φ)‖2 ≤ C
{∥∥∥∥dqdt
∥∥∥∥2
k+1
+ ‖u‖2k+1 + ‖g
0‖2k+1 + ‖ut‖
2
k + ‖g‖
2
k
}
,
which implies (2.5) due to the smoothness of ρ˜. 
3. Proof of the main result
Theorem 1.1 will be proved in this section. The local-in-time well-posedness in the smooth norm
is quite standard, following the arguments in [27], therefore to prove Theorem 1.1, it suffices to
prove the following a priori estimates. For clarity, we introduce
E(t) = ‖(q, u,∇φ)‖23 + ‖qt‖
2
2 + ‖ut‖
2
1,
and
D(t) = ‖(q,∇φ)‖23 + ‖u‖
2
4 + ‖qt‖
2
2 + ‖ut‖
2
2.
Proposition 3.1. (a priori estimates) Let (q, u, φ) be a solution to the initial boundary value
problem (2.2) in time interval t ∈ [0, T ]. Then there exists positive constants C, δ and σ which are
independent of t, such that if
sup
0≤t≤T
E(t) ≤ δ2,
then there holds, for any t ∈ [0, T ],
E(t) ≤ CE(0)e−σt.
We will prove Proposition 3.1 in the following Lemmas. To begin with, we have the following
basic energy estimate which is quite standard.
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Lemma 3.2. Suppose that the conditions in Proposition 3.1 hold, there is a positive constant C
independent of t, such that
1
2
d
dt
∫
Ω
(
ρ|u|2 + γρ˜γ−2q2 + |∇φ|2
)
dx+ C
{
‖∇u‖2 +
∥∥∥∥dqdt
∥∥∥∥2
}
≤ CδD(t). (3.1)
Proof. Rewrite the momentum equation (2.2)2 as
ρ (ut + u · ∇u)− µ∆u− (µ + λ)∇divu+∇(γρ˜
γ−1q)− ρ˜∇φ− q∇Φ˜ = q∇φ−∇h(q). (3.2)
Multiplying (3.2) and (2.2)1 by u and γρ˜
γ−2q respectively, summing up them and integrating by
parts with u|∂Ω = 0, we obtain
1
2
d
dt
∫
Ω
(
ρ|u|2 + γρ˜γ−2q2
)
dx+ µ
∫
Ω
|∇u|2dx+ (µ+ λ)
∫
Ω
|divu|2dx
+
∫
Ω
γρ˜γ−2qu · ∇ρ˜dx−
∫
Ω
q∇Φ˜ · udx−
∫
Ω
ρ˜∇φ · udx
=
∫
Ω
{(
q∇φ−∇h(q)
)
· u+ γρ˜γ−2qf0
}
dx.
(3.3)
Noting that the first two terms on the second row of (3.3) can cancel each other because of equation
(2.1). Moreover, integrating by parts, using equations (2.2)1 and (2.2)3, we have
−
∫
Ω
ρ˜∇φ · udx =
∫
Ω
φdiv(ρ˜u)dx = −
∫
Ω
φqtdx+
∫
Ω
f0φdx
= −
∫
Ω
φ∆φtdx+
∫
Ω
f0φdx
=
1
2
d
dt
∫
Ω
|∇φ|2dx+
∫
Ω
f0φdx.
Putting the above equation into (3.3) yields the basic energy estimate
1
2
d
dt
∫
Ω
(
ρ|u|2 + γρ˜γ−2q2 + |∇φ|2
)
dx+
∫
Ω
(
µ|∇u|2 + (µ+ λ)|divu|2
)
dx =
∫
Ω
A0(x, t)dx, (3.4)
where
A0(x, t) = (q∇φ−∇h(q)) · u+
(
γρ˜γ−2q − φ
)
f0.
And it is clear that ∫
Ω
A0(x, t)dx ≤ CδD(t). (3.5)
Moreover,
dq
dt
= −ρdivu− u · ∇ρ˜,
and the Poincare´’s inequlity for u give∥∥∥∥dqdt
∥∥∥∥2 ≤ C(‖divu‖2 + ‖∇u‖2),
which together with (3.4) and (3.5) implies the desired result (3.1). 
The next lemma is L2-estimates for t-derivatives of (q, u,∇φ).
7Lemma 3.3. Under the assumptions in Proposition 3.1, there exists a constant C > 0 independent
of t such that
1
2
d
dt
∫
Ω
(
ρ|ut|
2 + γρ˜γ−2q2t + |∇φt|
2
)
dx+ C
{
‖∇ut‖
2 +
∥∥∥∥(dqdt
)
t
∥∥∥∥2
}
≤ CδD(t). (3.6)
Proof. Notice that differentiation of the system (2.2) with respect to t will keep the boundary
conditions (2.2)4 and (2.2)5. Estimating the integral for∫
Ω
{
∂t(2.2)1γρ˜
γ−2qt + ∂t(2.2)2 · ut
}
dx = 0,
and noting that ∫
Ω
∂t(ρut) · utdx =
1
2
d
dt
∫
Ω
ρ|ut|
2dx+
1
2
∫
Ω
ρt|ut|
2dx,
then, using the similar way as in Lemma 3.2 shows
1
2
d
dt
∫
Ω
(
ρ|ut|
2 + γρ˜γ−2q2t + |∇φt|
2
)
dx+ C
∫
Ω
(
|∇ut|
2 + |divut|
2
)
dx
= −
1
2
∫
Ω
ρt|ut|
2dx+
∫
Ω
A1(x, t)dx
where ∫
Ω
A1(x, t)dx =
∫
Ω
{
ft · ut + γρ˜
γ−2f0t qt − f
0
t φt
}
dx ≤ CδD(t),
which gives the desired result (3.3) by using the following estimate∥∥∥∥(dqdt
)
t
∥∥∥∥2 ≤ C (‖divut‖2 + ‖∇ut‖2 + δD(t)) .

Now, we would like to give the estimate spatial derivatives of (q, u,∇φ).
Lemma 3.4. Suppose that the conditions in Proposition 3.1 hold, there is a positive constant C
independent of t, such that
1
2
d
dt
∫
Ω
(
µ|∇u|2 + (µ + λ)|divu|2
)
dx−
d
dt
∫
Ω
(
ρ˜∇φ · u+ qu · ∇Φ˜ + γρ˜γ−1qdivu
)
dx
+ C
(
‖qt‖
2 + ‖ut‖
2
)
≤ C‖∇u‖2 + CδD(t).
(3.7)
Proof. Testing (2.2)1 and (2.2)2 with γρ˜
γ−2qt and ut respectively, summing up them, we obtain
1
2
d
dt
∫
Ω
(
µ|∇u|2 + (µ+ λ)|divu|2
)
dx+
∫
Ω
γρ˜γ−2q2t dx+
∫
Ω
ρ|ut|
2dx
+
∫
Ω
γρ˜γ−1divuqtdx+
∫
Ω
∇(γρ˜γ−1q) · utdx
+
∫
Ω
γρ˜γ−2u · ∇ρ˜qtdx−
∫
Ω
q∇Φ˜ · utdx−
∫
Ω
ρ˜∇φ · utdx
=
∫
Ω
{
γρ˜γ−2f0qt + f · ut
}
dx.
(3.8)
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Integrating by parts gives∫
Ω
∇(γρ˜γ−1q) · utdx = −
∫
Ω
γρ˜γ−1qdivutdx
= −
d
dt
∫
Ω
γρ˜γ−1qdivudx+
∫
Ω
γρ˜γ−1qtdivudx.
(3.9)
By equation (2.1), it indicates∫
Ω
γρ˜γ−2u · ∇ρ˜qtdx−
∫
Ω
q∇Φ˜ · utdx =
∫
Ω
qtu · ∇Φ˜dx−
∫
Ω
q∇Φ˜ · utdx
= −
d
dt
∫
Ω
q∇Φ˜ · udx+ 2
∫
Ω
qtu · ∇Φ˜dx.
In view of (2.2)1 and (2.2)3, one has
−
∫
Ω
ρ˜∇φ · utdx = −
d
dt
∫
Ω
ρ˜∇φ · udx+
∫
Ω
ρ˜∇φt · udx
= −
d
dt
∫
Ω
ρ˜∇φ · udx+
∫
Ω
∇φtqtdx−
∫
Ω
f0φtdx
= −
d
dt
∫
Ω
ρ˜∇φ · udx−
∫
Ω
|∇φt|
2dx−
∫
Ω
f0φtdx.
Putting all the above identities into (3.8), one obtains
1
2
d
dt
∫
Ω
(
µ|∇u|2 + (µ+ λ)|divu|2
)
dx−
d
dt
∫
Ω
ρ˜∇φ · udx−
d
dt
∫
Ω
q∇Φ˜ · udx
−
d
dt
∫
Ω
γρ˜γ−1qdivudx+
∫
Ω
γρ˜γ−2q2t dx+
∫
Ω
ρ˜|ut|
2dx
=
∫
Ω
(
|∇φt|
2 − 2qt∇Φ˜ · u− 2γρ˜
γ−1qtdivu
)
dx+
∫
Ω
(
γρ˜γ−2f0qt + f · ut + f
0φt
)
dx.
(3.10)
Now, the terms on the right-hand side of (3.10) will be estimated. By using the equation ∆φt =
−div(ρu) and Poincare´’s inequality for u with u|∂Ω = 0, we infer the following important estimate:
‖∇φt‖
2 ≤ C‖ρu‖2 ≤ C‖u‖2 ≤ C‖∇u‖2. (3.11)
Utilizing Cauchy’s inequality and Poincare´’s inequality yields∫
Ω
qt∇Φ˜ · udx ≤ ε
∫
Ω
q2t dx+ C
∫
Ω
|u|2dx
≤ ε‖qt‖
2 + C‖∇u‖2
and ∫
Ω
γρ˜γ−1qtdivudx ≤ ε‖qt‖
2 + C‖∇u‖2.
Finally, the following nonlinear term is controlled by∫
Ω
{
γρ˜γ−2f0qt + f · ut + f
0φt
}
dx ≤ CδD2(t).
Therefore, the proof of Lemma 3.4 is completed. 
9Lemma 3.5. Under the assumptions in Proposition 3.1, there exists a constant C > 0 independent
of t such that
1
2
d
dt
∫
Ω
(
µ|∇ut|
2 + (µ+ λ)|divut|
2
)
dx−
d
dt
∫
Ω
γρ˜γ−1qtdivutdx+ C
(
‖qtt‖
2 + ‖utt‖
2
)
≤ C
(
‖∇ut‖
2 + ‖∇u‖2 + ‖ut‖
2 + ‖qt‖
2
)
+ CδD(t).
(3.12)
Proof. Taking ∂t to (2.2)1, (2.2)2, multiplying the resulting identities by γρ˜
γ−2qtt and utt respec-
tively, and summing up them, the following equation is arrived:
1
2
d
dt
∫
Ω
(
µ|∇ut|
2 + (µ+ λ)|divut|
2
)
dx+
∫
Ω
γρ˜γ−2q2ttdx+
∫
Ω
ρ|utt|
2dx+
∫
Ω
ρtut · uttdx
+
∫
Ω
γρ˜γ−1divutqttdx+
∫
Ω
∇(γρ˜γ−1qt) · uttdx
+
∫
Ω
γρ˜γ−2ut · ∇ρ˜qttdx−
∫
Ω
qt∇Φ˜ · uttdx−
∫
Ω
ρ˜∇φt · uttdx
=
∫
Ω
(
γρ˜γ−2f0t qtt + ft · utt
)
dx.
(3.13)
The second row on the left-hand side of (3.13) becomes∫
Ω
[
γρ˜γ−1divutqtt +∇(γρ˜
γ−1qt) · utt
]
dx =
∫
Ω
γρ˜γ−1divutqttdx−
∫
Ω
γρ˜γ−1qtdivuttdx
= −
d
dt
∫
Ω
γρ˜γ−1divutqtdx+ 2
∫
Ω
γρ˜γ−1divutqttdx
≥ −
d
dt
∫
Ω
γρ˜γ−1divutqtdx− ε‖qtt‖
2 − C‖∇ut‖
2.
(3.14)
Different from that in Lemma 3.4, the third row on the left-hand side of (3.13) is bounded by∫
Ω
γρ˜γ−2ut · ∇ρ˜qttdx−
∫
Ω
qt∇Φ˜ · uttdx−
∫
Ω
ρ˜∇φt · uttdx
≤ ε
(
‖qtt‖
2 + ‖utt‖
2
)
+ C
(
‖ut‖
2 + ‖∇φt‖
2 + ‖qt‖
2
)
≤ ε
(
‖qtt‖
2 + ‖utt‖
2
)
+ C
(
‖ut‖
2 + ‖∇u‖2 + ‖qt‖
2
)
,
(3.15)
where we have used Cauchy’s inequality and the fact (3.11). Consequently, combining (3.13)-(3.15)
yields the desired result (3.12). 
We will use the momentum equation in view of (2.4) to get the H1-norm of q in the following
lemma.
Lemma 3.6. Under the conditions in Proposition 3.1, it holds that
‖∇φ‖2 + ‖q‖2 + ‖∇q‖2 ≤ C
(
‖ut‖
2 + ‖D2u‖2
)
+CδD(t). (3.16)
Proof. The momentum equation (2.4) could be rewritten as
−∇φ+∇(γρ˜γ−2q) = −ut +
µ
q + ρ˜
∆u+
µ+ λ
q + ρ˜
∇divu− (u · ∇)u+ k(q). (3.17)
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Taking the inner product of (3.17) with −∇φ, and using the boudary condition ∇φ · ν|∂Ω = 0, the
left-hand side becomes ∫
Ω
|∇φ|2dx+ γ
∫
Ω
ρ˜γ−2q2dx
due to
−
∫
Ω
∇(γρ˜γ−2q) · ∇φdx =
∫
Ω
γρ˜γ−2q∆φdx =
∫
Ω
γρ˜γ−2q2dx.
Therefore, we obtain
1
2
∫
Ω
|∇φ|2dx+ γ
∫
Ω
ρ˜γ−2q2dx ≤ C
(
‖ut‖
2 + ‖D2u‖2
)
+ C
(
‖(u · ∇)u‖2 + ‖k(q)‖2
)
≤ C
(
‖ut‖
2 + ‖D2u‖2
)
+ CδD(t)
by using (3.17) and Cauchy’s inequality. Furthermore,
‖∇q‖2 ≤ C
(
‖ut‖
2 + ‖D2u‖2
)
+ CδD(t),
by means of
∇(ρ˜γ−2q) = (γ − 2)ρ˜γ−3∇ρ˜q + ρ˜γ−2∇q,
and
‖∇(ρ˜γ−2q)‖2 ≤ C
(
‖∇φ‖2 + ‖ut‖
2 + ‖D2u‖2
)
+ CδD(t).
Hence, we have finished the proof of this lemma. 
From now on, we shall separate the estimates into that away from the boundary and that near
the boundary. Let χ0(x) be any fixed C
∞(Ω) cut-off function such that suppχ0 ≡ K ⊂⊂ Ω, and
χ0 ≡ 1 in K1 ⊂⊂ K. With the help of χ0(x), we have the estimates in the interior domain.
Lemma 3.7. Assume that the conditions in Proposition 3.1 hold, then for any positive ǫ, it holds
that
γ
2
d
dt
∫
Ω
χ20ρ˜
γ−4|Dq|2dx−
d
dt
{∫
Ω
χ20ρ˜
−2∇q · ∇φdx−
∫
Ω
χ20ρ˜
−2∇(γρ˜γ−2) · ∇qqdx
}
+ C
{
‖χ0D(γρ˜
γ−2q − φ)‖2 + ‖χ0D
2u‖2 +
∥∥∥∥χ0Ddqdt
∥∥∥∥2
}
≤ǫ‖Dq‖2 + C
{
‖qt‖
2 + ‖Du‖2 + ‖ut‖
2
}
+ CδD(t),
(3.18)
and the estimates of derivatives of high order:
γ
2
d
dt
∫
Ω
χ20ρ˜
γ−4|D2q|2dx−
d
dt
{∫
Ω
χ20ρ˜
−2DijqDijφdx
− 2
∫
Ω
χ20ρ˜
−2Di(γρ˜
γ−2) ·DijqDjqdx−
∫
Ω
χ20ρ˜
−2Dij(γρ˜
γ−2)Dijqqdx
}
+C
{
‖χ0D
2(γρ˜γ−2q − φ)‖2 + ‖χ0D
3u‖2 +
∥∥∥∥χ0D2dqdt
∥∥∥∥2
}
≤ǫ‖D2q‖2 + C
{
‖qt‖
2
1 + ‖D
2u‖2 + ‖Dut‖
2
}
+ CδD(t),
(3.19)
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and
γ
2
d
dt
∫
Ω
χ20ρ˜
γ−4|D3q|2dx−
d
dt
{∫
Ω
χ20ρ˜
−2DijkqDijkφdx− 3
∫
Ω
χ20ρ˜
−2Di(γρ˜
γ−2) ·DijkqDjkqdx
− 3
∫
Ω
χ20ρ˜
−2Dij(γρ˜
γ−2)DijkqDkqdx−
∫
Ω
χ20ρ˜
−2Dijk(γρ˜
γ−2)Dijkqqdx
}
+ C
{
‖χ0D
3(γρ˜γ−2q − φ)‖2 + ‖χ0D
4u‖2 +
∥∥∥∥χ0D3dqdt
∥∥∥∥2
}
≤ǫ‖D3q‖2 + C
{
‖qt‖
2
2 + ‖D
3u‖2 + ‖D2ut‖
2
}
+ CδD(t).
(3.20)
Proof. Testing ∇(2.2)1, (2.4) with (2µ+λ)χ
2
0ρ˜
−2∇(γρ˜γ−2q−φ) and χ20∇(γρ˜
γ−2q−φ) respectively,
then integrating over Ω, one obtains
(2µ + λ)
∫
Ω
χ20ρ˜
−2∇qt · ∇(γρ˜
γ−2q − φ)dx+
∫
Ω
χ20|∇(γρ˜
γ−2q − φ)|2dx
=
∫
Ω
µχ20ρ˜
−1
(
∆u−∇(divu)
)
· ∇(γρ˜γ−2q − φ)dx−
∫
Ω
χ20ut · ∇(γρ˜
γ−2q − φ)dx
− (2µ+ λ)
∫
Ω
χ20ρ˜
−2
(
∇ρ˜divu+∇(u · ∇ρ˜)
)
· ∇(γρ˜γ−2q − φ)dx
+
∫
Ω
χ20
{
(2µ + λ)ρ˜−2∇f0 + g
}
· ∇(γρ˜γ−2q − φ)dx.
(3.21)
The first term on the left-hand side of (3.21) has the following lower bound:
∫
Ω
χ20ρ˜
−2∇qt · ∇(γρ˜
γ−2q − φ)dx
=
γ
2
d
dt
∫
Ω
χ20ρ˜
γ−4|∇q|2dx+
d
dt
∫
Ω
χ20ρ˜
−2∇(γρ˜γ−2) · ∇qqdx−
∫
Ω
χ20ρ˜
−2∇(γρ˜γ−2) · ∇qqtdx
−
d
dt
∫
Ω
χ20ρ˜
−2∇q · ∇φdx+
∫
Ω
χ20ρ˜
−2∇q · ∇φtdx
≥
γ
2
d
dt
∫
Ω
χ20ρ˜
γ−4|∇q|2dx+
d
dt
∫
Ω
χ20ρ˜
−2∇(γρ˜γ−2) · ∇qqdx
−
d
dt
∫
Ω
χ20ρ˜
−2∇q · ∇φdx− ε‖∇q‖2 − C
(
‖qt‖+ ‖∇u‖
2
)
,
(3.22)
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where we have used the estimate ‖∇φt‖
2 ≤ C‖∇u‖2 in the last step. The first term on the right-
hand side (3.21) of can be estimated as
∫
Ω
µχ20ρ˜
−1
(
∆u−∇(divu)
)
· ∇(γρ˜γ−2q − φ)dx
= −µ
∫
Ω
∂xj
(
χ20ρ˜
−1(γρ˜γ−2q − φ)xi
)
uixjdx+ µ
∫
Ω
∂xj
(
χ20ρ˜
−1(γρ˜γ−2q − φ)xi
)
ujxidx
= −µ
∫
Ω
∂xj (χ
2
0ρ˜
−1)(γρ˜γ−2q − φ)xiu
i
xjdx+ µ
∫
Ω
∂xj (χ
2
0ρ˜
−1)(γρ˜γ−2q − φ)xiu
j
xidx
≤
1
4
∫
Ω
χ20|∇(γρ˜
γ−2q − φ)|2dx+ C
∫
Ω
|∇u|2dx.
Putting all the above inequalities into (3.21), it implies
γ
2
d
dt
∫
Ω
χ20ρ˜
γ−4|∇q|2dx+ γ(γ − 2)
d
dt
∫
Ω
χ20ρ˜
γ−5q∇q · ∇ρ˜dx
−
d
dt
∫
Ω
χ20ρ˜
−2∇q · ∇φdx+
1
4
∫
Ω
χ20|∇(γρ˜
γ−2q − φ)|2dx
≤ǫ‖∇q‖2 + C
(
‖qt‖
2 + ‖∇u‖2 + ‖ut‖
2
)
dx+ CδD(t)
(3.23)
after using Cauchy’s inequality.
Next, we deal with ∇(2.2)1 · χ
2
0∇(γρ˜
γ−2q − φ) + ∇(2.4)i · χ20∇(ρ˜u
i), and integrate the yeilding
result over Ω to have∫
Ω
χ20∇qt · ∇(γρ˜
γ−2q − φ)dx+
∫
Ω
χ20∇u
i
t · ∇(ρ˜u
i)dx
+
∫
Ω
{
χ20∇div(ρ˜u) · ∇(γρ˜
γ−2q − φ) + χ20∇∂xi(γρ˜
γ−2q − φ) · ∇(ρ˜ui)
}
dx
−
∫
Ω
{
µχ20∇(ρ˜
−1∆ui) · ∇(ρ˜ui) + (µ+ λ)χ20∇(ρ˜
−1∂xi(divu)) · ∇(ρ˜u
i)
}
dx
=
∫
Ω
χ20∇f
0 · ∇(γρ˜γ−2q − φ)dx+
∫
Ω
χ20∇g
i · ∇(ρ˜ui)dx.
(3.24)
By the same argument as (3.22), it showes us that
∫
Ω
χ20∇qt · ∇(γρ˜
γ−2q − φ)dx
≥
γ
2
d
dt
∫
Ω
χ20ρ˜
γ−2|∇q|2dx+
d
dt
∫
Ω
χ20∇(γρ˜
γ−2) · ∇qqdx
−
d
dt
∫
Ω
χ20∇q · ∇φdx− ε‖Dq‖
2 −C
(
‖qt‖
2 + ‖Du‖2
)
.
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It is easy to see that∫
Ω
χ20∇u
i
t · ∇(ρ˜u
i)dx =
1
2
d
dt
∫
Ω
χ20|∇u|
2dx+
∫
Ω
χ20∇u
i
t · ∇ρ˜u
idx
=
1
2
d
dt
∫
Ω
χ20|∇u|
2dx−
∫
Ω
uit∂xj
(
χ20∂xj ρ˜u
i
)
dx
≥
1
2
d
dt
∫
Ω
χ20|∇u|
2dx− C(‖Du‖2 + ‖ut‖
2).
by Cauchy’s inequality and Poincare´’s inequality. While for the following terms of (3.24), one has∫
Ω
{
χ20∇div(ρ˜u) · ∇(γρ˜
γ−2q − φ) + χ20∇∂xi(γρ˜
γ−2q − φ) · ∇(ρ˜ui)
}
dx
= −
∫
Ω
∂xiχ
2
0∇(γρ˜
γ−2q − φ) · ∇(ρ˜ui)dx
≥ −
1
8
∫
Ω
χ20|∇(γρ˜
γ−2q − φ)|2dx−C‖Du‖2
due to Cauchy’s inequality and Poincare´’s inequality. In the meantime, we have
−
∫
Ω
χ20∂xj(ρ˜
−1∆ui) · ∂xj (ρ˜u
i)dx ≥
1
2
∫
Ω
χ20|D
2u|2dx− C‖Du‖2,
by utilizing integration by parts, Cuachy’s inequality and the elliptic estimate for bounded domain
to have C−1‖D2u‖2 ≤ ‖∆u‖2 ≤ C‖D2u‖2. It is clear that
−
∫
Ω
χ20∂xj(ρ˜
−1∂xidivu) · ∂xj (ρ˜u
i)dx ≥
1
2
∫
Ω
χ20|Ddivu|
2dx− C‖Du‖2
≥ C
∫
Ω
χ20
∣∣∣∣Ddqdt
∣∣∣∣2 dx− C‖Du‖2.
Putting all the above inequalities into (3.24), it implies that
d
dt
∫
Ω
(
γ
2
χ20ρ˜
γ−2|∇q|2 +
1
2
χ20|∇u|
2 + γ(γ − 2)χ20ρ˜
γ−5q∇q · ∇ρ˜− χ20∇q · ∇φ
)
dx
+
∫
Ω
{
χ20|D
2u|2 + χ20|Ddivu|
2
}
dx
≤
1
8
∫
Ω
χ20|∇(γρ˜
γ−2q − φ)|2dx+ C
(
‖qt‖
2 + ‖∇u‖2 + ‖ut‖
2
)
+ CδD(t),
which together with (3.23) yields (3.18).
The estimate (3.19) for second-order derivatives could be obtained similarly, i.e., estimating the
following two integrals∫
Ω
{
Dij(2.2)1(2µ + λ)χ
2
0ρ˜
−2Dij(γρ˜
γ−2q − φ) +Dj(2.4)
iχ20Dij(γρ˜
γ−2q − φ)
}
dx = 0, (3.25)
and ∫
Ω
{
Djk(2.2)1χ
2
0Djk(γρ˜
γ−2q − φ) +Djk(2.4)
iχ20Djk(ρ˜u
i)
}
dx = 0. (3.26)
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Here, we only show how to handle with the following terms for the first integral (3.25). While other
terms for(3.25) and (3.26) could be controlled similarly as (3.18).
(2µ + λ)
∫
Ω
χ20ρ˜
−2DijqtDij(γρ˜
γ−2q − φ)dx+
∫
Ω
χ20|Dij(γρ˜
γ−2q − φ)|2dx
=
∫
Ω
µχ20Dj
(
ρ˜−1
(
∆ui −Di(divu)
))
Dij(γρ˜
γ−2q − φ)dx−
∫
Ω
χ20Dju
i
tDij(γρ˜
γ−2q − φ)dx
− (2µ + λ)
∫
Ω
χ20Dj
(
ρ˜−2
(
Diρ˜divu+Di(u · ∇ρ˜)
))
Dij(γρ˜
γ−2q − φ)dx
+
∫
Ω
χ20
{
(2µ+ λ)ρ˜−2Dijf
0 +Djg
i
}
·Dij(γρ˜
γ−2q − φ)dx
− (4µ + 2λ)
∫
Ω
χ20ρ˜
−2Dj ρ˜DidivuDij(γρ˜
γ−2q − φ).
(3.27)
The first term on the left-hand side of (3.27) becomes∫
Ω
χ20ρ˜
−2DijqtDij(γρ˜
γ−2q − φ)dx
≥
γ
2
d
dt
∫
Ω
χ20ρ˜
γ−4|D2q|2dx−
d
dt
∫
Ω
χ20ρ˜
−2Dijq ·Dijφdx
+ γ(γ − 2)
d
dt
∫
Ω
χ20ρ˜
γ−5qDijq ·Dij ρ˜dx+ 2γ(γ − 2)
d
dt
∫
Ω
χ20ρ˜
γ−5qDijq ·Diρ˜Djqdx
+ γ(γ − 2)(γ − 3)
d
dt
∫
Ω
χ20ρ˜
γ−6qDijq ·Diρ˜Dj ρ˜dx− ε‖D
2q‖2 − C
(
‖qt‖+ ‖∇qt‖
2
)
,
(3.28)
where we have used the elliptic estimate ‖D2φt‖
2 ≤ C‖qt‖
2. The first term on the right-hand side
of (3.27) could be bounded by
µ
∫
Ω
χ20Dj
(
ρ˜−1
(
∆ui −Di(divu)
))
Dij(γρ˜
γ−2q − φ)dx
=µ
∫
Ω
χ20ρ˜
−1Dj
((
∆ui −Di(divu)
))
Dij(γρ˜
γ−2q − φ)dx
+ µ
∫
Ω
χ20Dj ρ˜
−1
(
∆ui −Di(divu)
)
Dij(γρ˜
γ−2q − φ)dx
=− µ
∫
Ω
Dk(χ
2
0ρ˜
−1)(Djku
i −Diju
k)Dij(γρ˜
γ−2q − φ)dx
+ µ
∫
Ω
χ20Dj ρ˜
−1
(
∆ui −Di(divu)
)
Dij(γρ˜
γ−2q − φ)dx
≤
1
4
∫
Ω
χ20|D
2(γρ˜γ−2q − φ)|2dx+C
∫
Ω
|D2u|2dx.
At last, the third-order derivatives (3.20) can be proved similarly by estimating the following
integrals:∫
Ω
{
Dijk(2.2)1(2µ + λ)χ
2
0ρ˜
−2Dijk(γρ˜
γ−2q − φ) +Djk(2.4)
iχ20Dijk(γρ˜
γ−2q − φ)
}
dx = 0,
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and ∫
Ω
{
Djkl(2.2)1χ
2
0Djkl(γρ˜
γ−2q − φ) +Djkl(2.4)
iχ20Djkl(ρ˜u
i)
}
dx = 0.
Therefore, the proof is complete. 
Our next goal is to establish the estimates near the boundary ∂Ω. For this purpose, we choose
a finite number of bounded open sets {Ol}
N
l=1 in R
3 such that
∂Ω ⊂
N⋃
j=1
Oj ,
Following the idea of [28], local coordinates (ξ, ζ, r) will be seted up in each set Ol as follows:
(i) The boundary Ol ∩ Ω is the image of smooth functions z = z
i(ξ, ζ) satisfying
|zξ| = 1, zξzζ = 0, |zζ | ≥ τ˜ > 0,
where τ˜ is some positive constant independent of j = 1, 2, · · · , N.
(ii)Any x in Ol is represented by
xi = xi(ξ, ζ, r) = rni(ξ, ζ) + zi(ξ, ζ), (3.29)
where ni(ξ, ζ) is the external unit normal vector at the point of the boundary coordinate (ξ, ζ).
Here and in what follows we omit the suffix l for simplicity. Bases on zi, we introduce the unit
vectors ei1 and e
i
2 as e
i
1 = z
i
ξ, e
i
2 = z
i
ζ/|z
i
ζ |. Thanks to Frenet’s formula, there exists smooth functions
(m1,m2,m3,m
′
1,m
′
2,m
′
3) of (ξ, ζ) such that
∂
∂ξ
e1e2
n

i
=
 0 −m3 −m1m3 0 −m2
m1 m2 0

e1e2
n

i
,
∂
∂ζ
e1e2
n

i
=
 0 −m
′
3 −m
′
1
m′3 0 −m
′
2
m′1 m
′
2 0

e1e2
n

i
.
Hence the Jacobian J of the transformation (3.29) is given by
J = |xξ × xζ | = |zζ |+ (m1|zζ |+m
′
2)r + (m1m
′
2 −m2m
′
1)r
2. (3.30)
From (3.30), the transformation (3.29) is regular choosing r small if needed, which implies the
functions (ξ, ζ, r)xi(x) make senses and we have
ξxi =
1
J
(xζ × xr)i =
1
J
(Aei1 +Be
i
2),
ζxi =
1
J
(xr × xξ)i =
1
J
(Cei1 +De
i
2),
rxi =
1
J
(xξ × xζ)i = ni,
(3.31)
where A = |zζ | +m
′
2r, B = −m
′
1r, C = −m2r, D = 1 +m1r and J = AD − BC > 0. So (3.31)
gives us
∂xi =
1
J
(
Aei1 +Be
i
2
)
∂ξ +
1
J
(
Cei1 +De
i
2
)
∂ζ + n
i∂r.
Denote the tangential derivatives by ∂¯ = (∂ξ, ∂ζ), then the following estimate for the commutator
hold: ∥∥[∂xi , ∂¯]v∥∥2 ≤ C‖∇v‖2, for any function v. (3.32)
Let χl (1 ≤ l ≤ N) be any fixed cut-off function in C
∞
0 (Ol), we would like to derive the estimates
for tangential derivatives of order up to three.
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Lemma 3.8. Assume that the conditions in Proposition 3.1 hold, then for any positive ǫ, it holds
that
1
2
d
dt
{
γ
∫
Ω
χ2l ρ˜
γ−2|∂¯q|2dx+
∫
Ω
χ2l ρ˜|∂¯u|
2dx+
∫
Ω
χ2l |∂¯∇φ|
2dx
}
+
d
dt
∫
Ω
χ2l ∂¯(γρ˜
γ−2)q∂¯qdx+ C
{
‖χl∂¯∇u‖
2 +
∥∥∥∥χl∂¯ dqdt
∥∥∥∥2 }
≤ǫ
(
‖q‖2 + ‖∇q‖2 + ‖∇φ‖2
)
+ C
(
‖Du‖2 + ‖ut‖
2 + ‖qt‖
2
)
+ CδD(t),
(3.33)
1
2
d
dt
{
γ
∫
Ω
χ2l ρ˜
γ−2|∂¯2q|2dx+
∫
Ω
χ2l ρ˜|∂¯
2u|2dx+
∫
Ω
χ2l |∂¯
2∇φ|2dx
}
+
d
dt
{
2
∫
Ω
χ2l ∂¯(γρ˜
γ−2)∂¯q∂¯2qdx+
∫
Ω
χ2l ∂¯
2(γρ˜γ−2)q∂¯2qdx
}
+ C
{
‖χl∂¯
2∇u‖2 +
∥∥∥∥χl∂¯2dqdt
∥∥∥∥2 }
≤ǫ‖D2q‖2 + C
(
‖q‖21 + ‖Du‖
2
1 + ‖Dut‖
2 + ‖qt‖
2
1
)
+ CδD(t),
(3.34)
and
1
2
d
dt
{
γ
∫
Ω
χ2l ρ˜
γ−2|∂¯3q|2dx+
∫
Ω
χ2l ρ˜|∂¯
3u|2dx+
∫
Ω
χ2l |∂¯
3∇φ|2dx
}
+
d
dt
{
3
∫
Ω
χ2l ∂¯(γρ˜
γ−2)∂¯2q∂¯3qdx+ 3
∫
Ω
χ2l ∂¯
2(γρ˜γ−2)∂¯q∂¯3qdx+
∫
Ω
χ2l ∂¯
3(γρ˜γ−2)q∂¯3qdx
}
+ C
{
‖χl∂¯
3∇u‖2 +
∥∥∥∥χl∂¯3 dqdt
∥∥∥∥2 }
≤ǫ‖D3q‖2 +C
(
‖q‖22 + ‖∇u‖
2
2 + ‖D
2ut‖
2 + ‖qt‖
2
2
)
+ CδD(t).
(3.35)
Proof. Estimating the integral for∫
Ω
{
∂¯(L0 − g0)χ2l ∂¯(γρ˜
γ−2q) + ∂¯(Li − gi)χ2l ∂¯(ρ˜u
i)
}
dx = 0. (3.36)
The terms involved ut and qt become∫
Ω
χ2l ∂¯
dq
dt
∂¯(γρ˜γ−2q)dx ≥
∫
Ω
χ2l ∂¯qt∂¯(γρ˜
γ−2q)dx− CδD(t)
=
γ
2
d
dt
∫
Ω
χ2l ρ˜
γ−2|∂¯q|2dx+ γ
d
dt
∫
Ω
χ2l ∂¯(ρ˜
γ−2)q∂¯qdx−
∫
Ω
χ2l ∂¯(ρ˜
γ−2)qt∂¯qdx− CδD(t)
≥
γ
2
d
dt
∫
Ω
χ2l ρ˜
γ−2|∂¯q|2dx+ γ
d
dt
∫
Ω
χ2l ∂¯(ρ˜
γ−2)q∂¯qdx− ǫ‖∇q‖2 − C‖qt‖
2 − CδD(t),
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and
∫
Ω
χ2l ∂¯u
i
t∂¯(ρ˜u
i)dx =
1
2
d
dt
∫
Ω
χ2l ρ˜|∂¯u|
2dx+
∫
Ω
χ2l ∂¯ρ˜∂¯u
i
tu
idx
=
1
2
d
dt
∫
Ω
χ2l ρ˜|∂¯u|
2dx−
∫
Ω
uit∂¯(χ
2
l ∂¯ρ˜u
i)dx
≥
1
2
d
dt
∫
Ω
χ2l ρ˜|∂¯u|
2dx−C
{
‖∇u‖2 + ‖ut‖
2
}
.
Next, the following terms will be estimated by applying the inequality (3.32) for commutators,
integration by part, Cauchy’s inequality and Poincare´’s inequality. Firstly, we have
−
∫
Ω
χ2l ∂¯∂xiφ∂¯(ρ˜u
i)dx = −
∫
Ω
χ2l ∂xi ∂¯φ∂¯(ρ˜u
i)dx−
∫
Ω
χ2l [∂¯, ∂xi ]φ∂¯(ρ˜u
i)dx
≥
∫
Ω
χ2l ∂¯φdiv(∂¯(ρ˜u
i))dx− ǫ‖∇φ‖2 − C‖∇u‖2
≥
∫
Ω
χ2l ∂¯φ∂¯div(ρ˜u)dx− ǫ‖∇φ‖
2 − C‖∇u‖2
≥ −
∫
Ω
χ2l ∂¯φ∂¯qtdx− ǫ‖∇φ‖
2 − C‖∇u‖2 − CδD(t)
≥ −
∫
Ω
χ2l ∂¯φ∂¯∆φtdx− ǫ‖∇φ‖
2 − C‖∇u‖2 − CδD(t)
≥ −
∫
Ω
χ2l ∂¯φ∂xj ∂¯∂xjφtdx−
∫
Ω
χ2l ∂¯φ[∂¯, ∂xj ]∂xjφtdx− ǫ‖∇φ‖
2 −C‖∇u‖2 − CδD(t)
≥
∫
Ω
χ2l ∂xj ∂¯φ∂¯∂xjφtdx− ǫ‖∇φ‖
2 − C‖∇u‖2 − C‖qt‖
2 − CδD(t)
≥
1
2
d
dt
∫
Ω
χ2l |∂¯∇φ|
2dx− ǫ‖∇φ‖2 − C‖∇u‖2 − C‖qt‖
2 − CδD(t),
where we have used the fact
∥∥[∂¯, ∂xj ]∂xjφt∥∥2 ≤ C‖∇2φt‖2 ≤ C‖qt‖2. Similarly, one can get
∫
Ω
χ2l ∂¯div(ρ˜u)∂¯(γρ˜
γ−2q)dx+
∫
Ω
χ2l ∂¯∇(γρ˜
γ−2q) · ∂¯(ρ˜u)dx ≥ −ǫ(‖q‖2 + ‖∇q‖2)− C‖∇u‖2.
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While the principal terms could be dealt with as follows:
−
∫
Ω
χ2l ∂¯∆(ρ˜
−1ui)∂¯(ρ˜ui)dx
=−
∫
Ω
χ2l ∂xj ∂¯∂xj (ρ˜
−1ui)∂¯(ρ˜ui)dx−
∫
Ω
χ2l [∂¯, ∂xj ]∂xj (ρ˜
−1ui)∂¯(ρ˜ui)dx
≥
∫
Ω
χ2l ∂¯∂xj(ρ˜
−1ui)∂xj ∂¯(ρ˜u
i)dx+
∫
Ω
χ2l ∂xj(ρ˜
−1ui)[∂¯, ∂xj ]∂¯(ρ˜u
i)dx− ε‖χl∂¯∇u‖
2 − C‖∇u‖2
≥
∫
Ω
χ2l ∂¯∂xj(ρ˜
−1ui)∂¯∂xj(ρ˜u
i)dx−
∫
Ω
χ2l ∂¯∂xj (ρ˜
−1ui)[∂¯, ∂xj ](ρ˜u
i)dx
+
∫
Ω
χ2l ∂xj (ρ˜
−1ui)[∂¯, ∂xj ]∂¯(ρ˜u
i)dx− ε‖χl∂¯∇u‖
2 −C‖∇u‖2
≥
1
2
∫
Ω
χ2l |∂¯∇u|
2dx− C‖∇u‖2,
and
−
∫
Ω
χ2l ∂¯
(
ρ˜−1∂xidivu
)
∂¯(ρ˜ui)dx ≥
1
2
∫
Ω
χ2l |∂¯divu|
2dx− C‖∇u‖2
≥ C
∫
Ω
χ2l |∂¯
dq
dt
|2dx− C‖∇u‖2.
Finally, the rest of nonlinar terms for (3.36) could be dominated by CδD(t). Therefore, combining
the above inequalities with (3.36), it induces the desired result (3.33).
The proofs for (3.34) and (3.35) are achieved by estimating the following integrals
∫
Ω
{
∂¯2(L0 − g0)χ2l ∂¯
2(γρ˜γ−2q) + ∂¯2(L− g) · χ2l ∂¯
2(ρ˜u)
}
dx = 0,
∫
Ω
{
∂¯3(L0 − g0)χ2l ∂¯
3(γρ˜γ−2q) + ∂¯2(L− g) · χ2l ∂¯
3(ρ˜u)
}
dx = 0,
respectively, and utilizing the similar argument as (3.33). Thus, this lemma has been completed. 
Next, we estimate the normal derivatives and the mixed (tangential-normal) derivatives of the
solutions. for this purpose, in each Oj , rewriting the equations (2.3), (2.4) by local coordinates
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(ξ, ζ, r) as
L¯0 ≡
dq
dt
+
{ 1
J
(Aei1 +Be
i
2)(ρ˜u
i)ξ +
1
J
(Cei1 +De
i
2)(ρ˜u
i)ζ + n
i(ρ˜ui)r
}
= g0,
L¯i ≡uit − µ
1
ρ˜
{ 1
J2
(A2 +B2)uiξξ +
2
J2
(AC +BD)uiξζ +
1
J2
(C2 +D2)uiζζ + u
i
rr
}
+ first order and zero order terms of u
+ (µ+ λ)
1
ρ˜
{ 1
J
(Aei1 +Be
i
2)
(1
ρ˜
dq
dt
)
ξ
+
1
J
(Cei1 +De
i
2)
(1
ρ˜
dq
dt
)
ζ
+ ni
(1
ρ˜
dq
dt
)
r
}
+
{
1
J
(Aei1 +Be
i
2)
(
γρ˜γ−2q − φ
)
ξ
+
1
J
(Cei1 +De
i
2)
(
γρ˜γ−2q − φ
)
ζ
+ ni
(
γρ˜γ−2q − φ
)
r
}
=(µ+ λ)
1
ρ˜
(
1
ρ˜
g0
)
xi
+ gi, i = 1, 2, 3,
where we have used divu = ρ˜−1
(
g0 − u · ∇ρ˜− dqdt
)
.
One can rewrite ∂r(L¯
0 − g0) = 0 and ni(L¯i − gi) = 0 as:(
dq
dt
)
r
+
{ 1
J
(Aei1 +Be
i
2)ρ˜u
i
rξ +
1
J
(Cei1 +De
i
2)ρ˜u
i
rζ + n
iρ˜uirr
}
+ first order and zero order terms of u = g0r ,
(3.37)
and
niuit − µ
1
ρ˜
{ 1
J2
(A2 +B2)niuiξξ +
2
J2
(AC +BD)niuiξζ +
1
J2
(C2 +D2)niuiζζ + n
iuirr
}
+ first order and zero order terms of u
+ (µ + λ)
1
ρ˜
(1
ρ˜
dq
dt
)
r
+ (γρ˜γ−2q − φ)r = (µ + λ)
1
ρ˜
(
1
ρ˜
g0
)
r
+ nigi,
(3.38)
where we have used the following equality(
1
ρ˜
g0
)
xi
=
1
J
(Aei1 +Be
i
2)
(
1
ρ˜
g0
)
ξ
+
1
J
(Cei1 +De
i
2)
(
1
ρ˜
g0
)
ζ
+ ni
(
1
ρ˜
g0
)
r
.
Eliminating the term niuirr from (3.37) and (3.38), one has
(2µ + λ)
1
ρ˜2
(
dq
dt
)
r
+ (γρ˜γ−2q − φ)r
=− niuit +
µ
ρ˜
{ 1
J2
(A2 +B2)niuiξξ +
2
J2
(AC +BD)niuiξζ +
1
J2
(C2 +D2)niuiζζ
−
1
J
(Aei1 +Be
i
2)u
i
rξ −
1
J
(Cei1 +De
i
2)u
i
rζ
}
+ first order and zero terms of u+ µ
1
ρ˜2
g0r + (µ+ λ)
1
ρ˜
(
1
ρ˜
g0
)
r
+ nigi.
(3.39)
Lemma 3.9. Under the assumptions in Proposition 3.1, then for any positive ǫ, it holds that
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(i) the estimate of normal derivative:
γ
2
d
dt
∫
Ω
χ2l ρ˜
γ−4|qr|
2dx−
d
dt
{∫
Ω
χ2l ρ˜
−2qrφrdx−
∫
Ω
χ2l ρ˜
−2(γρ˜γ−2)rqrqdx
}
+ C
{
‖χl(γρ˜
γ−2q − φ)r‖
2 +
∥∥∥∥χl(dqdt
)
r
∥∥∥∥2
}
≤ǫ‖Dq‖2 +C
(
‖qt‖
2 + ‖Du‖2 + ‖ut‖
2 + ‖χl∂¯Du‖
2
)
+ CδD(t).
(3.40)
(ii) For k +m = 1, it holds that
d
dt
γ
2
∫
Ω
χ2l ρ˜
γ−4|∂¯k∂mr qr|
2dx−
d
dt
{∫
Ω
χ2l ρ˜
−2∂¯k∂mr qr∂¯
k∂mr φrdx
−
∫
Ω
χ2l ρ˜
−2∂¯k∂mr qr
(
∂¯k∂mr (γρ˜
γ−2)qr + (γρ˜
γ−2)r∂¯
k∂mr q + ∂¯
k∂mr (γρ˜
γ−2)rqdx
)}
+ C
{
‖χl∂¯
k∂mr (γρ˜
γ−2q − φ)r‖
2 +
∥∥∥∥χl∂¯k∂mr (dqdt
)
r
∥∥∥∥2
}
≤C
(∥∥∥∥(dqdt
)
r
∥∥∥∥2 + ‖q‖21 + ‖qt‖21 + ‖Dut‖2 + ‖Du‖21 + ‖χl∂¯k+1∂mr Du‖2
)
+ ǫ‖D2q‖2 + CδD(t).
(3.41)
(iii) For k +m = 2, it holds that
γ
2
d
dt
∫
Ω
χ2l ρ˜
γ−4|∂¯k∂mr qr|
2dx−
d
dt
{∫
Ω
χ2l ρ˜
−2∂¯k∂mr qr∂¯
k∂mr φrdx−
∫
Ω
Gk,mdx
}
+ C
{
‖χl∂¯
k∂mr (γρ˜
γ−2q − φ)r‖
2 +
∥∥∥∥χl∂¯k∂mr (dqdt
)
r
∥∥∥∥2
}
≤C
(∥∥∥∥(dqdt
)
r
∥∥∥∥2
1
+ ‖q‖22 + ‖qt‖
2
2 + ‖D
2ut‖
2 + ‖Du‖22 + ‖χl∂¯
k∂mr ∂¯Du‖
2
)
+ ǫ‖D3q‖2 + CδD(t),
(3.42)
where
G2,0 = χ
2
l ρ˜
−2∂¯2qr
{
(γρ˜γ−2)r∂¯
2q + 2∂¯(γρ˜γ−2)∂¯qr + ∂¯
2(γρ˜γ−2)qr + ∂¯(γρ
γ−2)r∂¯q + ∂¯
2(γρ˜γ−2)rqdx
}
,
G1,1 = χ
2
l ρ˜
−2∂¯qrr
{
∂¯(γρ˜γ−2)qrr2(γρ˜
γ−2)r∂¯qr + ∂¯(γρ˜
γ−2)rqr + (γρ
γ−2)rr∂¯q + ∂¯(γρ˜
γ−2)rrqdx
}
,
G0,2 = χ
2
l ρ˜
−2qrrr
{
3(γρ˜γ−2)rqrr + 3(γρ˜
γ−2)rrqr + (γρ˜
γ−2)rrrq
}
.
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For simply, we denote the estimate of normal-normal derivative (i.e. (3.41) with k = 0, m = 1)
by
d
dt
(H3 + F3) +C
{
‖χl(γρ˜
γ−2q − φ)rr‖
2 +
∥∥∥∥χl (dqdt
)
rr
∥∥∥∥2
}
≤C
(∥∥∥∥(dqdt
)
r
∥∥∥∥2 + ‖q‖21 + ‖qt‖21 + ‖Dut‖2 + ‖Du‖21 + ‖χl∂¯∂rDu‖2
)
+ ǫ‖D2q‖2 + CδD(t).
(3.43)
Denote the estimate of tangential-normal-normal derivative (i.e. (3.42) with k = 1, m = 1) by
d
dt
(H5 + F5) + C
{
‖χl∂¯(γρ˜
γ−2q − φ)rr‖
2 +
∥∥∥∥χl∂¯ (dqdt
)
rr
∥∥∥∥2 }
≤C
(∥∥∥∥(dqdt
)
r
∥∥∥∥2
1
+ ‖q‖22 + ‖qt‖
2
2 + ‖D
2ut‖
2 + ‖Du‖22 + ‖χl∂¯
2∂rDu‖
2
)
+ ǫ‖D3q‖2 + CδD(t),
(3.44)
and the estimate of normal-normal-normal derivative (i.e. (3.42) with k = 0, m = 2) by
d
dt
(H6 + F6) +C
{
‖χl∂
3
r (γρ˜
γ−2q − φ)‖2 +
∥∥∥∥χl∂3r (dqdt
)∥∥∥∥2 }
≤C
(∥∥∥∥(dqdt
)
r
∥∥∥∥2
1
+ ‖q‖22 + ‖qt‖
2
2 + ‖D
2ut‖
2 + ‖Du‖22 + ‖χl∂
2
r ∂¯Du‖
2
)
+ ǫ‖D3q‖2 + CδD(t).
(3.45)
Proof. Taking the inner product of (3.39) with χ2l (γρ˜
γ−2q − φ)r, then the left-hand side is
(2µ + λ)
∫
Ω
χ2l
1
ρ˜2
(
dq
dt
)
r
(γρ˜γ−2q − φ)rdx+ ‖χl(γρ˜
γ−2q − φ)r‖
2
≡ LHS1 + LHS2 + ‖χl(γρ˜
γ−2q − φ)r‖
2.
(3.46)
A simple calculation gives
LHS1 ≡
∫
Ω
χ2l
1
ρ˜2
(
dq
dt
)
r
(γρ˜γ−2q)rdx
=γ
∫
Ω
χ2l ρ˜
γ−4qtrqrdx+
∫
Ω
χ2l ρ˜
−2(γρ˜γ−2)rqtrqdx+
∫
Ω
χ2l ρ˜
−2(u · ∇q)r(γρ˜
γ−2q)rdx
≥
γ
2
d
dt
∫
Ω
χ2l ρ˜
γ−4|qr|
2dx+
d
dt
∫
Ω
χ2l ρ˜
−2(γρ˜γ−2)rqrqdx− ǫ‖∇q‖
2 − C‖qt‖
2 − CδD(t),
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and
LHS2 ≡−
∫
Ω
χ2l
1
ρ˜2
(
dq
dt
)
r
φrdx
=−
d
dt
∫
Ω
χ2l ρ˜
−2qrφrdx+
∫
Ω
χ2l ρ˜
−2qrφtrdx−
∫
Ω
χ2l ρ˜
−2(u · ∇q)rφrdx
≥−
d
dt
∫
Ω
χ2l ρ˜
−2qrφrdx− ǫ‖∇q‖
2 −C‖∇u‖2 − CδD(t),
where we have used (3.11) in the last inequality.
Putting the above two inequalities with (3.46), and using Cauchy’s inequality, one obtains that
d
dt
{γ
2
∫
Ω
χ2l ρ˜
γ−4|qr|
2dx+ γ(γ − 2)
∫
Ω
χ2l ρ˜
γ−5ρ˜rqrqdx−
∫
Ω
χ2l ρ˜
−2qrφrdx
}
+
1
2
‖χl(γρ˜
γ−2q − φ)r‖
2
≤ǫ‖∇q‖2 + C
(
‖qt‖
2 + ‖∇u‖2 + ‖ut‖
2 + ‖χl∂¯Du‖
2
)
+ CδD(t).
(3.47)
Meanwhile, taking the inner product of (3.39) with χ2l
(
dq
dt
)
r
, a similar argument as (3.47) gives the
desired estimate (3.40). Furthermore, the estimates (3.41) and (3.42) can be obtained in a similar
way as before, we thus omit the proof. 
At last, taking χl∂¯k(k = 1, 2) to equations (2.3), (2.4) in a similar manner to Lemma 2.4, one
obtains
Lemma 3.10. For k = 1, 2 and k +m = 1, 2, it holds
‖χlD
m+2∂¯ku‖2 + ‖χlD
m+1∂¯k(γρ˜γ−2q − φ)‖2
≤ C
(∥∥∥∥χl∂¯k dqdt
∥∥∥∥2
m+1
+ ‖g0‖2k+m+1 + ‖ut‖
2
k+m + ‖g‖
2
k+m + ‖Dq‖
2
k+m−1 + ‖Du‖
2
k+m
)
.
Now we are ready to prove Proposition 3.1 by the following steps.
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Proof of Proposition 3.1. Step 1. Adding the results of Lemma 3.2, Lemma 3.4, (3.18), (3.33),
and (3.40) with some small suitable constants, then one obtains that
1
2
d
dt
{∫
Ω
(
ρ|u|2 + γρ˜γ−2q2 + |∇φ|2
)
dx+
∫
Ω
(
µ|∇u|2 + (µ+ λ)|divu|2
)
dx+ γ
∫
Ω
χ20ρ˜
γ−4|∇q|2dx
+
γ
2
∫
Ω
χ2l ρ˜
γ−2|∂¯q|2dx+
∫
Ω
χ2l ρ˜|∂¯u|
2dx+
∫
Ω
χ2l |∂¯∇φ|
2dx+
γ
2
∫
Ω
χ2l ρ˜
γ−4|qr|
2dx
}
−
d
dt
{∫
Ω
ρ˜∇φ · udx+
∫
Ω
qu · ∇Φ˜dx+
∫
Ω
γρ˜γ−1qdivudx−
∫
Ω
χ20ρ˜
−2q∇q · ∇(γρ˜γ−2)dx
+
∫
Ω
χ20ρ˜
−2∇q · ∇φdx−
∫
Ω
χ2l ∂¯(γρ˜
γ−2)q∂¯qdx+
∫
Ω
χ2l ρ˜
−2(γρ˜γ−2)rqrqdx
+
∫
Ω
χ2l ρ˜
−2qrφrdx
}
+ C
{
‖Du‖2 + ‖qt‖
2 + ‖ut‖
2 +
∥∥∥∥dqdt
∥∥∥∥2
1
}
≤ǫ(‖q‖2 + ‖∇q‖2) + CδD(t).
(3.48)
Further, utilizing Lemma 2.4 with k = 0, Lemma 3.6 and Poincare´’s inequality, we have
‖q‖2 + ‖∇q‖2 + ‖∇φ‖2 ≤ C
{
‖D2u‖2 + ‖D(γρ˜γ−2q − φ)‖2 + δD(t)
}
≤ C
{∥∥∥∥dqdt
∥∥∥∥2
1
+ ‖u‖21 + ‖ut‖
2 + δD(t)
}
≤ C
{∥∥∥∥dqdt
∥∥∥∥2
1
+ ‖∇u‖2 + ‖ut‖
2 + δD(t)
}
.
Denoting the time derivative of (3.48) by ddtH1(t) +
d
dtF1(t), then for ǫ small enough, (3.48) gives
d
dt
(
H1(t) + F1(t)
)
+ C
{
‖q‖21 + ‖qt‖
2
1 + ‖∇φ‖
2 + ‖Du‖21 + ‖ut‖
2 +
∥∥∥∥dqdt
∥∥∥∥2
1
}
≤ CδD(t). (3.49)
Step 2. In view of Lemma 3.3, Lemma 3.7, Lemma 3.8 and Lemma 3.9 with k = 1, m = 0, one
has
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1
2
d
dt
{∫
Ω
(
ρ|ut|
2 + γρ˜γ−2q2t + |Dφt|
2
)
dx+ γ
∫
Ω
χ20ρ˜
γ−4|D2q|2dx
+ γ
∫
Ω
χ2l ρ˜
γ−2|∂¯2q|2dx+
∫
Ω
χ2l ρ˜|∂¯
2u|2dx+
∫
Ω
χ2l |∂¯
2Dφ|2dx+ γ
∫
Ω
χ2l ρ˜
γ−4|∂¯qr|
2dx
}
+
d
dt
{
−
∫
Ω
χ20ρ˜
−2Dijq ·Dijφdx+ 2
∫
Ω
χ20ρ˜
−2Di(γρ˜
γ−2) ·DijqDjqdx+
∫
Ω
χ20ρ˜
−2Dij(γρ˜
γ−2)Dijqqdx
+ 2
∫
Ω
χ2l ∂¯(γρ˜
γ−2)∂¯q∂¯2qdx+
∫
Ω
χ2l ∂¯
2(γρ˜γ−2)q∂¯2qdx−
∫
Ω
χ2l ρ˜
−2∂¯qr∂¯φrdx
+
∫
Ω
χ2l ρ˜
−2∂¯qr
(
∂¯(γρ˜γ−2)qr + (γρ˜
γ−2)r∂¯q + ∂¯(γρ˜
γ−2)rqdx
)}
+ C
{
‖Dut‖
2 +
∥∥∥∥(dqdt
)
t
∥∥∥∥2 + ‖χ0D2(γρ˜γ−2q − φ)‖2 + ‖χ0D3u‖2 + ∥∥∥∥χ0D2 dqdt
∥∥∥∥2
+ ‖χl∂¯
2Du‖2 + ‖χl∂¯
2 dq
dt
‖2 + ‖χl∂¯(γρ˜
γ−2q − φ)r‖
2 +
∥∥∥∥χl∂¯ (dqdt
)
r
∥∥∥∥2 }
≤ǫ‖D2q‖2 + C
{
‖q‖21 + ‖qt‖
2
1 + ‖Du‖
2
1 + ‖Dut‖
2 +
∥∥∥∥(dqdt
)
r
∥∥∥∥2 + ‖χl∂¯2Du‖2}+ CδD(t).
(3.50)
Denoting the time derivative of (3.50) by ddtH2(t) +
d
dtF2(t), then (3.50) and (3.49) infer that
d
dt
{
H1(t) + F1(t) + η2H2(t) + η2F2(t)
}
+ C
{
‖q‖21 + ‖qt‖
2
1 + ‖∇φ‖
2 + ‖Du‖21 + ‖ut‖
2
1
+
∥∥∥∥dqdt
∥∥∥∥2
1
+
∥∥∥∥(dqdt
)
t
∥∥∥∥2 + ‖χ0D2(γρ˜γ−2q − φ)‖2 + ‖χ0D3u‖2 + ∥∥∥∥χ0D2dqdt
∥∥∥∥2
+ ‖χl∂¯
2Du‖2 + ‖χl∂¯
2 dq
dt
‖2 + ‖χl∂¯(γρ˜
γ−2q − φ)r‖
2 +
∥∥∥∥χl∂¯ (dqdt
)
r
∥∥∥∥2 }
≤ǫ‖D2q‖2 + CδD(t).
(3.51)
Step 3. Lemma 3.9 with k = 0, m = 1, i.e. (3.43) tells that
d
dt
(H3(t) + F3(t)) + C
{
‖χl(γρ˜
γ−2q − φ)rr‖
2 +
∥∥∥∥χl(dqdt
)
rr
∥∥∥∥2 }
≤ ǫ‖D2q‖2 + C
{∥∥∥∥(dqdt
)
r
∥∥∥∥2 + ‖q‖21 + ‖qt‖21 + ‖Dut‖2 + ‖Du‖21 + ‖χl∂r∂¯Du‖2}+ CδD(t)
≤ ǫ‖D2q‖2 + C
{∥∥∥∥(dqdt
)
r
∥∥∥∥2 + ‖q‖21 + ‖qt‖21 + ‖Dut‖2 + ‖Du‖21}+ C ∥∥∥∥χl∂¯ dqdt
∥∥∥∥2
1
+ CδD(t)
(3.52)
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where we have used Lemma 3.10 with k = 1, m = 0 in the last inequality. Then (3.52) and (3.51)
imply that, for η3 small, it holds
d
dt
{
H1(t) + F1(t) + η2H2(t) + η2F2(t) + η3H3(t) + η3F3(t)
}
+ C
{
‖q‖21 + ‖qt‖
2
1 + ‖∇φ‖
2 + ‖Du‖21 + ‖ut‖
2
1 +
∥∥∥∥dqdt
∥∥∥∥2
1
+
∥∥∥∥(dqdt
)
t
∥∥∥∥2 + ‖χ0D2(γρ˜γ−2q − φ)‖2 + ‖χ0D3u‖2 + ∥∥∥∥χ0D2dqdt
∥∥∥∥2
+ ‖χl∂¯
2Du‖2 +
∥∥∥∥χl∂¯2 dqdt
∥∥∥∥2 + ‖χl∂¯(γρ˜γ−2q − φ)r‖2 + ∥∥∥∥χl∂¯(dqdt
)
r
∥∥∥∥2
+ ‖χl(γρ˜
γ−2q − φ)rr‖
2 +
∥∥∥∥χl(dqdt
)
rr
∥∥∥∥2 }
≤ǫ‖D2q‖2 + CδD(t),
that is
d
dt
{
H1(t) + F1(t) + η2H2(t) + η2F2(t) + η3H3(t) + η3F3(t)
}
+C
{
‖q‖21 + ‖qt‖
2
1 + ‖∇φ‖
2 + ‖Du‖21 + ‖ut‖
2
1 +
∥∥∥∥dqdt
∥∥∥∥2
2
+
∥∥∥∥(dqdt
)
t
∥∥∥∥2 }
≤ǫ‖D2q‖2 + CδD(t).
(3.53)
On the other hand, using Lemma 2.4 with k = 1, one has
‖D3u‖2 + ‖D2(γρ˜γ−2q − φ)‖2 ≤ C
{∥∥∥∥dqdt
∥∥∥∥2
2
+ ‖u‖22 + ‖g
0‖22 + ‖ut‖
2
1 + ‖g‖
2
1
}
,
which together with the elliptic estimate ‖D2φ‖2 ≤ C‖q‖2 gives
‖D2q‖2 ≤ C
{
‖D2(γρ˜γ−2q)‖2 + ‖q‖21
}
≤
{
‖D2(γρ˜γ−2q − φ)‖2 + ‖q‖21
}
≤ C
{∥∥∥∥dqdt
∥∥∥∥2
2
+ ‖u‖22 + ‖ut‖
2
1 + ‖q‖
2
1
}
+ CδD(t),
Therefore, for ǫ small enough, (3.53) becomes
d
dt
{
H1(t) + F1(t) + η2H2(t) + η2F2(t) + η3H3(t) + η3F3(t)
}
+C
{
‖q‖22 + ‖qt‖
2
1 + ‖∇φ‖
2 + ‖Du‖22 + ‖ut‖
2
1 +
∥∥∥∥dqdt
∥∥∥∥2
2
+
∥∥∥∥(dqdt
)
t
∥∥∥∥2 }
≤CδD(t).
(3.54)
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Step 4. Adding the results on Lemma 3.7, Lemma 3.8 and Lemma 3.9 with k = 2, m = 0, then
for η small, it holds that
1
2
d
dt
{∫
Ω
(
µ|Dut|
2 + (µ+ λ)|divut|
2
)
dx+ γ
∫
Ω
χ20ρ˜
γ−4|D3q|2dx
+ γ
∫
Ω
χ2l ρ˜
γ−2|∂¯3q|2dx+
∫
Ω
χ2l ρ˜|∂¯
3u|2dx+
∫
Ω
χ2l |∂¯
3Dφ|2dx+ ηγ
∫
Ω
χ2l ρ˜
γ−4|∂¯2qr|
2dx
}
+
d
dt
{
−
∫
Ω
γρ˜γ−1qtdivutdx−
∫
Ω
χ20ρ˜
−2Dijkq ·Dijkφdx
+ 3
∫
Ω
χ20ρ˜
−2Di(γρ˜
γ−2) ·DijkqDjkqdx+ 3
∫
Ω
χ20ρ˜
−2Dij(γρ˜
γ−2)DijkqDkqdx
+
∫
Ω
χ20ρ˜
−2Dijk(γρ˜
γ−2)Dijkqqdx+ 3
∫
Ω
χ2l ∂¯(γρ˜
γ−2)∂¯2q∂¯3qdx
+ 3
∫
Ω
χ2l ∂¯
2(γρ˜γ−2)∂¯q∂¯3qdx+
∫
Ω
χ2l ∂¯
3(γρ˜γ−2)q∂¯3qdx
−
∫
Ω
χ2l ρ˜
−2∂¯k∂mr qr∂¯
k∂mr φrdx−
∫
Ω
χ2l ρ˜
−2∂¯2qr
(
(γρ˜γ−2)r∂¯
2q + 2∂¯(γρ˜γ−2)∂¯qr
+ ∂¯2(γρ˜γ−2)qr + ∂¯(γρ
γ−2)r∂¯q + ∂¯
2(γρ˜γ−2)rqdx
)
dx
}
+ C
{
‖qtt‖
2 + ‖utt‖
2 + ‖χ0D
3(γρ˜γ−2q − φ)‖2 + ‖χ0D
4u‖2 +
∥∥∥∥χ0D3dqdt
∥∥∥∥2
+ ‖χl∂¯
3Du‖2 + ‖χl∂¯
3 dq
dt
‖2 + ‖χl∂¯
2(γρ˜γ−2q − φ)r‖
2 +
∥∥∥∥χl∂¯2(dqdt
)
r
∥∥∥∥2 }
≤ǫ‖D3q‖2 + C
{
‖Du‖22 + ‖ut‖
2
2 + ‖q‖
2
2 + ‖qt‖
2
2 +
∥∥∥∥(dqdt
)
r
∥∥∥∥2
1
}
+ CδD(t).
(3.55)
Denoting the t− derivative of (3.55) by ddtH4(t)+
d
dtF4(t), then putting (3.55) together with (3.54),
it implies that, for η4 small,
d
dt
{
H1(t) + F1(t) +
4∑
i=2
(ηiHi(t) + ηiFi(t))
}
+ C
{
‖q‖22 + ‖qt‖
2
1 + ‖Dφ‖
2 + ‖Du‖22 + ‖ut‖
2
1 + ‖qtt‖
2 + ‖utt‖
2 +
∥∥∥∥dqdt
∥∥∥∥2
2
+
∥∥∥∥(dqdt
)
t
∥∥∥∥2 }
+ ‖χ0D
3(γρ˜γ−2q − φ)‖2 + ‖χ0D
4u‖2 +
∥∥∥∥χ0D3dqdt
∥∥∥∥2 + ‖χl∂¯3Du‖2 + ‖χl∂¯3 dqdt ‖2
+ ‖χl∂¯
2(γρ˜γ−2q − φ)r‖
2 +
∥∥∥∥χl∂¯2(dqdt
)
r
∥∥∥∥2 }
≤ǫ‖D3q‖2 + CδD(t).
(3.56)
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Step 5. Lemma 3.9 with k = 1, m = 1 implies that
d
dt
(H5(t) + F5(t)) + C
{
‖χl∂¯∂r(γρ˜
γ−2q − φ)r‖
2 +
∥∥∥∥χl∂¯∂r (dqdt
)
r
∥∥∥∥2 }
≤ ǫ‖D3q‖2 + C
(∥∥∥∥(dqdt
)
r
∥∥∥∥2
1
+ ‖q‖22 + ‖qt‖
2
2 + ‖D
2ut‖
2 + ‖Du‖22 + ‖χl∂¯
2∂rDu‖
2
)
+ CδD(t)
≤ ǫ‖D3q‖2 + C
{∥∥∥∥(dqdt
)
r
∥∥∥∥2
1
+ ‖q‖22 + ‖qt‖
2
2 + ‖ut‖
2
2 + ‖Du‖
2
2 +
∥∥∥∥χl∂¯2dqdt
∥∥∥∥2
1
}
+ CδD(t),
(3.57)
where we have used Lemma 3.10 with k = 2, m = 0. Adding (3.57) and (3.56) implies that, for η5
small, it holds
d
dt
{
H1(t) + F1(t) +
5∑
i=2
(ηiHi(t) + ηiFi(t))
}
+ C
{
‖q‖22 + ‖qt‖
2
1 + ‖Dφ‖
2 + ‖Du‖22 + ‖ut‖
2
1 + ‖qtt‖
2 + ‖utt‖
2 +
∥∥∥∥dqdt
∥∥∥∥2
2
+
∥∥∥∥(dqdt
)
t
∥∥∥∥2
+ ‖χ0D
3(γρ˜γ−2q − φ)‖2 + ‖χ0D
4u‖2 +
∥∥∥∥χ0D3 dqdt
∥∥∥∥2 + ‖χl∂¯3Du‖2 + ∥∥∥∥χl∂¯3 dqdt
∥∥∥∥2
+ ‖χl∂¯
2(γρ˜γ−2q − φ)r‖
2 +
∥∥∥∥χl∂¯2(dqdt
)
r
∥∥∥∥2 + ‖χl∂¯(γρ˜γ−2q − φ)rr‖2 + ∥∥∥∥χl∂¯ (dqdt
)
rr
∥∥∥∥2 }
≤ǫ‖D3q‖2 + CδD(t).
(3.58)
Step 6. It is obvious to see that
d
dt
(H6(t) + F6(t)) + C
{
‖χl∂
3
r (γρ˜
γ−2q − φ)‖2 +
∥∥∥∥χl∂3r (dqdt
)∥∥∥∥2 }
≤ ǫ‖D3q‖2 + C
(∥∥∥∥(dqdt
)
r
∥∥∥∥2
1
+ ‖q‖22 + ‖qt‖
2
2 + ‖D
2ut‖
2 + ‖Du‖22 + ‖χl∂
2
r ∂¯Du‖
2
)
+CδD(t)
≤ ǫ‖D3q‖2 + C
{∥∥∥∥(dqdt
)
r
∥∥∥∥2
1
+ ‖q‖22 + ‖qt‖
2
2 + ‖ut‖
2
2 + ‖Du‖
2
2 +
∥∥∥∥χl∂¯2 dqdt
∥∥∥∥2
2
}
+ CδD(t),
(3.59)
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from Lemma 3.9 with k = 0, m = 2, where we have used Lemma 3.10 with k = 1, m = 1. Therefore,
(3.59) and (3.58) imply that, for η6 small, it holds
d
dt
{
H1(t) + F1(t) +
6∑
i=2
(ηiHi(t) + ηiFi(t))
}
+ C
{
‖q‖22 + ‖qt‖
2
1 + ‖∇φ‖
2 + ‖Du‖22 + ‖ut‖
2
1 + ‖qtt‖
2 + ‖utt‖
2 +
∥∥∥∥dqdt
∥∥∥∥2
2
+
∥∥∥∥(dqdt
)
t
∥∥∥∥2
+ ‖χ0D
3(γρ˜γ−2q − φ)‖2 + ‖χ0D
4u‖2 +
∥∥∥∥χ0D3 dqdt
∥∥∥∥2 + ‖χl∂¯3∇u‖2 + ∥∥∥∥χl∂¯3 dqdt
∥∥∥∥2
+ ‖χl∂¯
2(γρ˜γ−2q − φ)r‖
2 +
∥∥∥∥χl∂¯2(dqdt
)
r
∥∥∥∥2 + ‖χl∂¯(γρ˜γ−2q − φ)rr‖2 + ∥∥∥∥χl∂¯ (dqdt
)
rr
∥∥∥∥2
+ ‖χl∂
3
r (γρ˜
γ−2q − φ)‖2 +
∥∥∥∥χl∂3r (dqdt
)∥∥∥∥2 }
≤ǫ‖D3q‖2 + CδD(t),
which yields that
d
dt
{
H1(t) + F1(t) +
6∑
i=2
(ηiHi(t) + ηiFi(t))
}
+ C
{
‖q‖22 + ‖qt‖
2
1 + ‖∇φ‖
2 + ‖Du‖22 + ‖ut‖
2
1 + ‖qtt‖
2 + ‖utt‖
2 +
∥∥∥∥dqdt
∥∥∥∥2
3
+
∥∥∥∥(dqdt
)
t
∥∥∥∥2
+ ‖χ0D
3(γρ˜γ−2q − φ)‖2 + ‖χ0D
4u‖2 + ‖χl∂¯
3∇u‖2
+ ‖χl∂¯
2(γρ˜γ−2q − φ)r‖
2 + ‖χl∂¯(γρ˜
γ−2q − φ)rr‖
2 + ‖χl∂
3
r (γρ˜
γ−2q − φ)‖2
}
≤ǫ‖D3q‖2 + CδD(t).
(3.60)
On the other hand, using Lemma 2.4 with k = 2, one has
‖D4u‖2 + ‖D3(γρ˜γ−2q − φ)‖2 ≤ C
{∥∥∥∥dqdt
∥∥∥∥
3
+ ‖u‖3 + ‖g
0‖3 + ‖ut‖2 + ‖g‖2
}
,
which together with the elliptic estimate ‖D3φ‖2 ≤ C‖q‖21 gives
‖D3q‖2 ≤ C
{
‖D3(γρ˜γ−2q)‖2 + ‖q‖22
}
≤
{
‖D3(γρ˜γ−2q − φ)‖2 + ‖q‖22
}
≤ C
{∥∥∥∥dqdt
∥∥∥∥2
3
+ ‖u‖23 + ‖ut‖
2
3 + ‖q‖
2
2
}
+ CδD(t).
Therefore, for ǫ small enough, (3.60) is controlled as
d
dt
{
H1(t) + F1(t) +
6∑
i=2
(ηiHi(t) + ηiFi(t))
}
+C
{
‖q‖23 + ‖qt‖
2
1 + ‖∇φ‖
2 + ‖Du‖23 + ‖ut‖
2
1 + ‖qtt‖
2 + ‖utt‖
2 +
∥∥∥∥dqdt
∥∥∥∥2
3
}
≤ CδD(t).
(3.61)
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Step 7. Let
E˜(t) ≡ H1(t) + F1(t) +
6∑
i=2
(ηiHi(t) + ηiFi(t)) ,
and
D˜(t) ≡ ‖q‖23 + ‖qt‖
2
1 + ‖∇φ‖
2 + ‖Du‖23 + ‖ut‖
2
1 + ‖qtt‖
2 + ‖utt‖
2 +
∥∥∥∥dqdt
∥∥∥∥2
3
,
then we obtian
d
dt
E˜(t) + CD˜(t) ≤ CδD(t). (3.62)
Recalling the definitions of E(t), D(t), it is directly to see that
E(t) ≤ D(t). (3.63)
Now we claim that
D(t) ≤ CD˜(t) + CδD(t), (3.64)
which implies for δ small, it holds
D(t) ≤ CD˜(t). (3.65)
Indeed, we can show that
‖D2qt‖
2 ≤ C
{∥∥∥∥D2dqdt
∥∥∥∥2 + ‖D2(u · ∇q)‖2} ≤ CD˜(t) + CδD(t).
and
‖D2ut‖
2 ≤ C
{
‖utt‖
2 + ‖∇qt‖
2 + ‖∇φt‖
2 + ‖ut‖
2 + ‖ft‖
2 + ‖∇ut‖
2
}
≤ C
{
‖utt‖
2 + ‖∇qt‖
2 + ‖u‖2 + ‖ut‖
2 + ‖ft‖
2 + ‖∇ut‖
2
}
≤ CD˜(t) + CδD(t).
Therefore, the claim (3.64) is proved.
On the other hand, Ho¨lder’s inequality implies that
C−1E1(t) ≤ E˜(t) ≤ CE1(t). (3.66)
where
E1(t) = ‖q‖
2
3 + ‖qt‖
2 + ‖u‖21 + ‖ut‖
2
1 + ‖Dφ‖
2.
Notice that Lemma 2.1 yields that
‖∇φ‖24 ≤ C‖q‖
2
3.
By using Lemma 2.3, one has
‖D2u‖2 + ‖D3u‖2 ≤ CE1(t) + CδD(t).
Then, in view of the equation (2.2)1, we can obtain the estimate of ‖∇qt‖
2 and ‖D2qt‖
2. Therefore,
C−1E(t) ≤ E1(t) ≤ E(t).
Then, putting (3.63), (3.65) and (3.66) into (3.62), we obtain
d
dt
E˜(t) + σE˜(t) ≤ 0,
which gives
E˜(t) ≤ e−σtE˜(0).
Then
E(t) ≤ Ce−σtE(0).
The proof is completed. 
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