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DYNAMICAL HARTREE-FOCK-BOGOLIUBOV
APPROXIMATION OF INTERACTING BOSONS
JACKY JIA WEI CHONG
Abstract. We consider a many-body Boson system with pairwise par-
ticle interaction given by N3β−1v(Nβx) where 0 < β < 2
3
and v a non-
negative spherically symmetric function. Our main result is the exten-
sion of the local-in-time Fock space approximation of the exact dynamics
of the quasi-free state proved in [GM17] to a global-in-time approxima-
tion. The key ingredient in establishing the Fock space approximation
is our quantitative result on the uniform in N global wellposedness of
the 3D time-dependent Hartree-Fock-Bogoliubov (TDHFB) equations.
1. Introduction
We consider a system of N interacting spinless Bosons in three dimen-
sional space whose evolution is governed by the N -body linear Schro¨dinger
equation
1
i
∂
∂t
−
N∑
j=1
∆xj +
1
N
∑
i>j
vN (xi − xj)

ΨN (t, x1, . . . , xN ) = 0
where xi ∈ R3 and vN (x) = N3βv(Nβx). In particular, we work exclusively
in the setting of repulsive interaction.
One of the main interests of this paper is to study the effective dynam-
ics describing the evolution of the above many-body system and provide a
quantitative method for tracking the evolution of the many-body quantum
system in state space. Unfortunately, the problem of tracking the exact
dynamics of Bosonic systems in state space with arbitrary initial condition,
at least to the author’s knowledge, is still not tractable with the current
available tools. Nevertheless, if we restrict ourselves to a class of initial con-
ditions, which we will make precise later, we are able to obtain some positive
results in the direction of understanding the exact evolution in state space
via studying some effective dynamics of the system.
Another interesting question that one could study is the range of β as-
sociated to the interaction potential vN . In three dimensional space, the
analysis of the effective dynamics becomes more difficult as β approaches 1.
Physically, for 0 < β < 13 , we are in the regime of weakly interacting dense
gas. But once 13 ≤ β ≤ 1, we enter the self-interacting regime or sometimes
called the strongly-interacting diluted gas regime. Let us remark that in
three dimensional space the case β = 1 is the endpoint case in the heuristic
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energy analysis. More precisely, when β = 1 both kinetic and interaction
potential energy scale in a similar manner in N which suggests a more re-
fined analysis is needed since heuristically we cannot treat the interactions
as a mere perturbation of the non-interaction case, or, at the very least, not
a small perturbation.
In recent years, many have contributed to the studies of effective dynamics
for many particle systems. In the case of β = 0 with repulsive Coulomb
interactions, Erdo¨s and Yau in [EY01] prove the qualitative result, via the
method of BBGKY hierarchy, that the one-particle marginal density γ
(1)
N,t
associated to the wave function ΨN,t with asymptotically factorized initial
state, i.e. ΨN,0 → φ⊗N as N → ∞, converges to |φt〉〈φt| in trace norm in
the mean-field limit of N →∞ where φt satisfies the Hartree equation
1
i
∂
∂t
φ(t, x) −∆xφ(t, x) +
(
1
| · | ∗ |φt|
2
)
φ(t, x) = 0. (1)
Using the Fock space method introduced by Hepp in [Hep74] and subse-
quently extended by Ginibre and Velo in [GV79a, GV79b], Rodnianski and
Schlein in [RS09] provide a rate of convergence of the one-particle marginal
associated to the many-body quantum system towards the Hartree dynamics
in trace norm, that is1
Tr
∣∣∣γ(1)N,t − |φt〉〈φt|∣∣∣ . eKt√N .
The estimate was later improved to eKtN−1 in [ES09, CLS11]. Using a
second-order correction Fock space method introduced by Grillakis, Mache-
don and Margetis in [GMM10, GMM11], Kuz in [Kuz15b] provides a rate of
convergence of the many-body quantum system to the Hartree dynamics in
the sense of Fock space marginal density2. Consequently, Kuz shows that
Tr
∣∣∣γ(1)N,t − |φt〉〈φt|∣∣∣ .
√
1 + t
N1/4
which in turn establishes the validity of the approximation for time t of the
order
√
N . Similar results are derived in [FKS09, KP10] but the approaches
are completely different from the above methods.
For the case 0 < β ≤ 1, Erdo¨s, Schlein and Yau in a series of pa-
pers [ESY06, ESY07, ESY10, ESY09] show qualitatively that the many-
body dynamics with factorized initial data converges to the cubic nonlinear
Schro¨dinger dynamics when 0 < β < 1 or the Gross-Pitaevskii dynamics
1We adopt the standard notation A . B to mean there exists a constant, depending
on some parameters, such that A ≤ CB.
2One should note the main result in Rodnianski and Schlein’s paper is their result on
the rate of convergence of the one-particle Fock marginal towards the Hartree dynamics.
Whereas, the significance of Kuz’s paper is that she was able to show that the mean-field
estimate is actually valid for a much longer period of time then most proceeding results
had indicated.
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when β = 1. More precisely, they prove that γ
(1)
N,t → |φt〉〈φt| in trace norm
where φt satisfies
1
i
∂
∂t
φ(t, x)−∆xφ(t, x) =
{
− (∫ v) |φt|2φt if 0 < β < 1
−8pia|φt|2φt if β = 1
where a is the scattering length corresponding to the potential v. Results
on the rate of convergence of Fock space marginals can be can be found in
[KP10, BdOS15, Kuz15b].
After identifying the mean-field dynamics, it is natural to study the quan-
tum fluctuation around it. A natural setting to account for the fluctuation
is in the Bosonic Fock space
Fs(h) = C⊕
⊕
n≥1
Sym
(
h⊗
)
where h = L2(R3). Introducing Fs allows us to deal with states with vary-
ing number of particles, which in our model are the excitation and conden-
sate elements. Recent works on evolution of coherent state in Fock space
with quantum fluctuation can be found in [RS09, GMM10, GMM11, Che12,
GM13a, GM13b, Kuz15b, Kuz15a, BCS17, NN17, Cho16]. Hence, by ac-
counting for some quantum fluctuation, one is able to estimate the evolution
of the coherent state in Fock space norm, which in effect allows one to obtain
L2-norm approximation of the evolution of many-body quantum system with
factorized initial data. We refer the reader to [LSSY05, Gol16, GMM17] for
a complete survey of the subject.
2. Background and Main Result
2.1. Background and Earlier Results. In this section, we provide a brief
summary of the results obtained in [GM13a, GM17] along with relevant no-
tations and background materials necessary to capture the quantum fluctu-
ation dynamics about quasi-free states3.
Let us denote the one-particle base space by h := L2(R3, dx) endowed with
the inner product 〈·, ·〉h which is linear in the second variable and conjugate
linear in the first variable. We define the Bosonic Fock space over h to be
the closure of
Fs(h) = Fs := C⊕
∞⊕
n=1
Sym(h⊗n)
with respect to the norm induced by the Fock inner product
〈ϕ,ψ〉F = ϕ¯0ψ0 +
∞∑
n=1
〈ϕn, ψn〉h⊗n
where ϕ = (ϕ0, ϕ1, . . .), ψ = (ψ0, ψ1, . . .) ∈ Fs(h). The vacuum, denoted by
Ω, is defined to be the Fock vector (1, 0, 0, . . .) ∈ Fs.
3c.f. Ch 10 in [Sol14].
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For every field φ ∈ h we can define the associated creation and annihilation
operators on Fs, denote respectively by a†(φ) and a(φ¯), as follow
(a†(φ)ψ)n(x1, . . . , xn) :=
1√
n
n∑
j=1
φ(xj)ψn−1(x1, . . . , xˆj , . . . , xn)
(a(φ¯)ψ)n(x1, . . . , xn) :=
√
n+ 1
∫
dx φ¯(x)ψn+1(x, x1, . . . , xn)
on sector with the property that a(φ)Ω = 0. In particular, we could define
the corresponding creation and annihilation distribution-valued operators
denote by a†x and ax as follow
(a†xψ)n :=
1√
n
n∑
j=1
δ(x− xj)ψn−1(x1, . . . , xˆj, . . . , xn)
(axψ)n :=
√
n+ 1ψn+1(x, x1, . . . , xn).
Hence, we have the relations
a†(φ) =
∫
dx {φ(x)a†x} and a(φ¯) =
∫
dx {φ¯(x)ax}.
Let us note that creation and annihilation operators a(φ¯) and a†(φ) as-
sociated to the field φ are unbounded, densely defined, closed operators.
Moreover, one could formally verify that pair (a†x, ax) satisfies the canonical
commutation relation (CCR): [ax, a
†
y] = δ(x− y), [ax, ay] = [a†x, a†y] = 0, and
the number operator defined by
N :=
∫
dx a†xax
is a diagonal operator on Fs that counts the number of particles in each
sector; for instance, (Nψ)n = nψn.
For each φ ∈ h, we associate a skew-Hermitian operator operator
A(φt) = A(t) := a(φ¯)− a†(φ)
and define the Weyl operator to be the corresponding unitary e−
√
NA(φ).
Then the coherent state associated to φ is given by
ψ(φ) := e−
√
NA(φ)Ω.
Using the Baker-Campbell Hausdorff formula, one can show
ψ(φ) =
(
. . . , cnφ
⊗n, . . .
)
where cn =
(
e−N‖φ ‖
2
hNn/n!
)
.
In this context, φ is called the condensate wave-function and the Fock space
marginal associated to the scheme e−
√
NA(φt)Ω where φt satisfies the cubic
NLS offers a first-order (mean-field) approximation to exact evolution of
the coherent state in trace norm; see [RS09]. However, to track the exact
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dynamics in Fock space, we need to introduce the pair excitation function
k(x, y) = k(y, x) and its corresponding quadratic operator B(k) with kernel
B(kt)(x, y) = B(t)(x, y) =
∫
dxdy {k¯(t, x, y)axay − k(t, x, y)a†xa†y}.
From the pair excitation we concoct a new approximation scheme, which is
a second-order correction4 to the mean-field approximation, given by
ψapprox = e
iNχ(t)e−
√
NA(t)e−B(t)Ω (2)
where χ(t) is some phase factor to be determined. With some appropriate
choice of evolution equations for φ and k we will later see that (2) will indeed
allow use to track the exact dynamics of the evolution of quasi-free state in
Fock space.
For a fixed N ∈ N, we are interested in the time-evolution generated by
Fock Hamiltonian operator associated to N , which is a diagonal operator,
denoted by HN , on the Fock space defined by
(HNψ)n =

 n∑
j=1
∆xj −
1
N
n∑
i<j
vN (xi − xj)

ψn =: HN,nψn
where vN (x) = N
3βv(Nβx). Rewrite HN using creation and annihilation
operators we get
HN :=
∫
dxdy {∆xδ(x − y)a†xay} −
1
2N
∫
dxdy {vN (x− y)a†xa†yaxay}.
In light of the Fock Hamiltonian, we are interested in the solution to the
following Cauchy problem in Fock space
1
i
∂
∂t
ψ = HNψ with initial datum ψ0 = e−
√
NA(φ0)e−B(k0)Ω
which we shall formally write as
ψexact = e
itHN e−
√
NA(φ0)e−B(k0)Ω. (3)
Let M = e−
√
NAe−B. Following [GM13a, GM17], we work with the
reduced dynamic. More specifically, since M is unitary then it follows∥∥∥ψexact(t)− eiN ∫ t0 χ0(s) dsψapprox(t)∥∥∥F =
∥∥∥ e−iN ∫ t0 χ0(s) dsψred(t)− Ω ∥∥∥F
where
ψred = e
B(t)e
√
NA(t)eitHe−
√
NA0e−B0Ω.
4In the mathematical physics literature, eB is called the infinite dimensional Segal-
Shale-Weil representation of the double cover of the group of symplectic matrices of in-
tegral operators. The elements of the corresponding C∗-algebra are called Bogoliubov
transformations (cf. chapter 4 of [Fol89] and chapter 11 of [DG13]).
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Then by considering the evolution equation of ψred given by
1
i
∂
∂t
ψred = Hredψred where Hred = 1
i
(∂tM∗)M+M∗HM
we see that(
1
i
∂
∂t
−Hred +X0
)(
e−iN
∫ t
0
χ0(s) dsψred − Ω
)
= HredΩ−X0Ω
with
HredΩ = (X0,X1,X2,X3,X4, 0, 0, . . .).
Thus, to estimate the Fock space error, we need to be able to control HredΩ.
A direct calculation reveals that X3 and X4 are heuristically small since they
are proportional toN−1/2 andN−1, respectively. On the other hand,X1 and
X2 are proportional to N
1/2 and constant respectively. Hence, X1 = X2 = 0
are natural conditions to impose on φt and kt.
Following [GM17], we define the monomial Pn,m := a†x1 · · · a†xnay1 · · · aym
and consider the L-matrices whose kernels are defined by
Ln,m(t, x1, . . . , xn; y1, . . . , ym) = 1
N (n+m)/2
〈MΩ, Pn,mMΩ〉.
In particular, let us focus on the matrices L0,1,L1,1 and L0,2, which we will
denote by φ,Γ and Λ respectively. It is shown in [GM17] that the conditions
X1 = X2 = 0 is equivalent to the fact that (φ,Γ,Λ) forms a closed system
of coupled nonlinear equations{
1
i
∂
∂t
−∆x1
}
φ(x1) = −
∫
dy {vN (x1 − y)ρΓ(t, y)} · φ(x1) (4a)
−
∫
dy {vN (x1 − y)(Γ(y, x1)− φ¯(y)φ(x1))φ(y)}
−
∫
dy {vN (x1 − y)(Λ(x1, y)− ϕ(y)ϕ(x1))φ¯(y)}{
1
i
∂
∂t
−∆x1 +∆x2
}
Γ(x1, x2) (4b)
= −
∫
dy {(vN (x1 − y)− vN (x2 − y))Λ(x1, y)Λt(y, x2)}
−
∫
dy {(vN (x1 − y)− vN (x2 − y))Γ(x1, y)Γ(y, x2)}
−
∫
dy {(vN (x1 − y)− vN (x2 − y))ρΓ(t, y)Γ(x1, x2)}
+ 2
∫
dy {(vN (x1 − y)− vN (x2 − y))|φ(y)|2φ(x1)φ(x2)}
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1
i
∂
∂t
−∆x1 −∆x2 +
1
N
vN (x1 − x2)
}
Λ(x1, x2) (4c)
= −
∫
dy {(vN (x1 − y) + vN (x2 − y))ρΓ(t, y)Λ(x1, x2)}
−
∫
dy {(vN (x1 − y) + vN (x2 − y))Λ(x1, y)Γ(y, x2)}
−
∫
dy {(vN (x1 − y) + vN (x2 − y))Γ¯(x1, y)Λ(y, x2)}
+ 2
∫
dy {(vN (x1 − y) + vN (x2 − y))|φ(y)|2φ(x1)φ(x2)}
where ρΓ(t, x) = Γ(t, x, x). Note, we have suppressed the time dependence
to compactify the notation. We will refer to these equations as the time-
dependent Hartree-Fock-Bogoliubov (TDHFB) equations.
Independently and in a different frame work, Bach, Breteaux, Chen,
Fro¨hlich, and Sigal derived equations closely related to the above equations
in [BBCFS]. In particular, the two sets of equations are equivalent in the
case of pure states.
By direct calculation, it is shown in [GM17] that
Γ(t, x, y) = φ¯(t, x)φ(t, y) +
1
N
(
sh(k) ◦ sh(k)
)
(t, x, y)
Λ(t, x, y) = φ(t, x)φ(t, y) +
1
2N
sh(2k)(t, x, y)
where we have
sh(k) := k +
1
3!
k ◦ k¯ ◦ k + . . . and ch(k) := δ + 1
2!
k¯ ◦ k + . . .
The local wellposedness of (4) were established in [GM17] using techniques
from dispersive PDEs. Consequently, the authors were able to obtain Fock
space estimate for small time. The following theorem summarizes the results
of [GM17]
Theorem 2.1. Let 13 ≤ β < 23 and v ∈ S a nonnegative interaction potential
satisfying the condition that |vˆ| ≤ wˆ for some w ∈ S. Suppose (φt,Γt,Λt)
are solutions to the TDHFB equations with some smooth initial conditions
(φ0,Γ0,Λ0) satisfying the following regularity condition uniformly in N : for
some ε > 0 and 0 ≤ i ≤ 1, 0 ≤ j ≤ 2∥∥∥ 〈∇x〉1/2+ε∂it∇jxφ(t, ·)∣∣t=0
∥∥∥
L2(dx)
. 1∥∥∥ 〈∇x〉1/2+ε〈∇y〉1/2+ε∂it∇jx+yΓ(t, ·)∣∣t=0
∥∥∥
L2(dxdy)
. 1∥∥∥ 〈∇x〉1/2+ε〈∇y〉1/2+ε∂it∇jx+yΛ(t, ·)∣∣t=0
∥∥∥
L2(dxdy)
. 1∥∥∥∇jx+y sh(2k)(0, x, y)∥∥∥
L2(dxdy)
. 1.
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Then there exists constants δ = δ(ε), κ = κ(ε), C = C(ε, β), a phase function
χ(t), depending on N , and T0 (T0 ∼ 1) independent of N such that we have
the Fock space estimate
∥∥∥ eitHe−√NA(φ0)e−B(k0)Ω− eiχ(t)e−√N(φt)e−B(kt)Ω ∥∥∥
F
≤ C
N1/6
for all 0 ≤ t ≤ T0.
The main goal of this paper is to extend Theorem 2.1 to obtain a global
in time result. Let us state the main result of this paper
Theorem 2.2. Let 13 ≤ β < 23 and v ∈ S a nonnegative interaction potential
satisfying the condition that |vˆ| ≤ wˆ for some w ∈ S. Suppose (φt,Γt,Λt)
are solutions to the TDHFB equations with some smooth initial conditions
(φ0,Γ0,Λ0) satisfying the following regularity condition uniformly in N : for
some ε > 0 and 0 ≤ i ≤ 1, 0 ≤ j ≤ 2∥∥∥ 〈∇x〉1/2+ε∂it∇jxφ(t, ·)∣∣t=0
∥∥∥
L2(dx)
. 1∥∥∥ 〈∇x〉1/2+ε〈∇y〉1/2+ε∂it∇jx+yΓ(t, ·)∣∣t=0
∥∥∥
L2(dxdy)
. 1∥∥∥ 〈∇x〉1/2+ε〈∇y〉1/2+ε∂it∇jx+yΛ(t, ·)∣∣t=0
∥∥∥
L2(dxdy)
. 1∥∥∥∇jx+y sh(2k)(0, x, y)∥∥∥
L2(dxdy)
. 1.
Then there exists constants δ = δ(ε), κ = κ(ε), C = C(ε, β) and a phase
function χ(t), depending on N , such that we have the Fock space estimate
∥∥∥ eitHe−√NA(φ0)e−B(k0)Ω− eiχ(t)e−√N(φt)e−B(kt)Ω ∥∥∥
F
≤
C exp
(
κT 1+
1
δ
)
N1/6
for all 0 ≤ t ≤ T .
As remarked in §2 of [GM17], we need to first prove the following apriori
estimates
‖ 〈∇x〉1/2+ε〈∇y〉1/2+εΛ(t, ·) ‖L2(dxdy) . C(t)
‖∇1/2+εx ∇1/2+εy Γ(t, ·) ‖L2(dxdy) . 1
‖∇1/2+εx φ(t, ·) ‖L2(dx) . 1
and use them to obtain appropriate norm bounds on the solutions of the
TDHFB equations; see Proposition 4.3, 4.6, 4.9, 5.1. Afterward, by repli-
cating the proof of Theorem 2.1 in §9 and 10 of [GM17], one can obtain the
desired Fock space estimate.
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3. Global Estimates for the TDHFB Equations
In this section we prove, for a sufficiently small ε > 0, the following
estimates
‖ 〈∇x〉1/2+ε〈∇y〉1/2+εΛ(t, ·) ‖L2(dxdy) ≤ C(t) (5)
‖∇1/2+εx ∇1/2+εy Γ(t, ·) ‖L2(dxdy) ≤ C (6)
‖∇1/2+εx φ(t, ·) ‖L2(dx) ≤ C (7)
hold uniformly in N for any fixed time t. The proof of estimates (5)-(7)
relies on the conservation laws established in [GM13a]. Therefore, for the
convenience of the reader, we shall restate the conservation laws for the
TDHFB equations in the following proposition. Before stating the proposi-
tion, let us recall the total particle number and energy, denoted by N and
E respectively, can be evaluated explicitly:
N = N
{∫
dx |φ(x)|2 + 1
N
∫
dxdy | sh(k)(x, y)|2
}
(8)
and
E = N
{∫
dx |∇φ(x)|2 + 1
2N
∫
dxdy |∇x,y sh(k)(x, y)|2 (9)
+
1
2N
∫
dxdydz vN (x− y)|φ(x) sh(k)(y, z) + φ(y) sh(k)(x, z)|2
+
1
4
∫
dxdy vN (x− y)
{
2|Λ(x, y)|2 + |Γ(x, y)|2 + Γ(x, x)Γ(y, y)}}
Proposition 3.1 (Conservation Laws). Suppose (φt,Γt,Λt) solves the time-
dependent Hartree-Fock-Bogoliubov equations with nonnegative v ∈ L1(R) ∩
C∞(R). Then the total particle number and energy is conserved.
The reader should be aware of the fact that we are assuming, for N fixed,
N and E are proportional to N , i.e. N = N and E ∼ N or, equivalently,
N−1E ∼ 1. In other words, we are assuming the energy per particle is
constant and independent of N .
Now, as an immediate corollary of the conservation laws, we prove esti-
mate (6) and (7).
Corollary 3.2. Let φt and Γt be solutions to the TDHFB equations. Then,
for any |ε| ≤ 1/2, we have the estimates
‖∇1/2+εx ∇1/2+εy Γ(t, ·) ‖L2(dxdy) . 1
‖∇1/2+εx φ(t, ·) ‖L2(dx) . 1
which hold uniformly in N and independent of t.
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Proof. By the conservation laws and Cauchy-Schwarz, we obtain the esti-
mate
‖Γ(t, ·) ‖L2(dxdy) ≤ ‖φt ‖2L2(dx) +N−1‖ sh(kt) ◦ sh(kt) ‖L2(dxdy) (10)
≤ ‖φt ‖2L2(dx) +N−1‖ sh(kt) ‖2L2(dxdy) = 1
independent of t and N . Likewise, we see that
‖∇x∇yΓ(t, ·) ‖L2(dxdy) ≤ ‖∇xφt ‖2L2 +N−1‖∇x sh(kt) ‖2L2 . 1. (11)
Hence interpolating (10) and (11) yields the desired result. 
For the remainder of this section, we shall prove estimate (5) holds and
show that C(t) is a sublinear function. To this end, let us begin by making
the observation that to prove estimate (5) is equivalent to showing
N−1‖ 〈∇x〉1/2+ε〈∇y〉1/2+ε sh(2kt) ‖L2(dxdy) . C(t) (12)
holds for some sufficiently small ε > 0. Furthermore, to aid us in proving
estimate (12), we use the operator identity
sh(2k) = 2 sh(k) ◦ ch(k) = 2 sh(k) + 2 sh(k) ◦ p
and the triangle inequality to obtain a preliminary estimate
‖ 〈∇x〉1/2+ε〈∇y〉1/2+ε sh(2kt) ‖L2(dxdy)
. ‖ 〈∇x〉1/2+ε〈∇y〉1/2+ε sh(kt) ‖L2 + ‖ 〈∇x〉1/2+ε〈∇y〉1/2+ε sh(kt) ◦ pt ‖L2
=: I1(t) + I2(t).
Hence it remains to show N−1Ii(t) . C(t) for i = 1, 2.
To estimate I2(t) we use the following lemma
Lemma 3.3. We have the following estimates
N−1‖∇1/2x sh(kt) ◦ ∇1/2y pt ‖L2(dxdy) . 1 (13)
and
N−1‖∇x sh(kt) ◦ ∇ypt ‖L2(dxdy) . 1 (14)
which are independent of time t. In particular, by interpolating estimates
(13) and (14) we obtain the estimate
N−1‖∇1/2+εx sh(kt) ◦ ∇1/2+εy pt ‖L2(dxdy) . 1 (15)
for all 0 ≤ ε ≤ 1/2.
Proof. Using Plancherel identity, we establish the estimate
N−1‖∇1/2x sh(kt) ◦ ∇1/2y pt ‖L2(dxdy) (16)
. N−1 ‖∇x sh(kt) ◦ pt ‖L2(dxdy) +N−1 ‖ sh(k) ◦ ∇ypt ‖L2(dxdy)
. N−1‖∇x sh(kt) ‖L2‖ pt ‖L2 +N−1‖ sh(kt) ‖L2‖∇ypt ‖L2 .
Next, taking derivatives of the operator identity
sh(k) ◦ sh(k) = p ◦ p+ 2p
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gives us the identity
∇x sh(k) ◦ ∇y sh(k) = ∇xp ◦ ∇yp+ 2∇x∇yp.
In particular, we have that
‖∇x sh(k) ‖2L2(dxdy) = ‖∇xp ◦ ∇yp+ 2∇x∇yp ‖tr ≥ ‖∇xp ‖2L2(dxdy)
since both ∇x∇y(p ◦ p+2p) and 2∇x∇yp are positive trace class operators.
Hence combining estimate (16) with the conservation laws, we obtain the
estimate
N−1‖∇1/2x sh(kt) ◦ ∇1/2y pt ‖L2 . N−1‖∇x sh(kt) ‖L2‖ sh(kt) ‖L2 . 1.
Likewise, we have shown
N−1‖∇x sh(kt) ◦ ∇ypt ‖L2 . N−1‖∇x sh(kt) ‖2L2 . 1.

To estimate I1(t) we will need to prove a couple preliminary lemmas.
Lemma 3.4. We have the following estimates
‖∇x,yΛ(t, ·) ‖L2(dxdy) . 1 (17)
and
‖∇x,yΓ(t, ·) ‖L2(dxdy) . 1 (18)
which holds uniformly in N and independent of time t.
Proof. This is an immediate corollary of Lemma 3.3. 
Lemma 3.5. Let Λt be a solution to the TDHFB equations. Then we have
the following energy estimate
‖∇x∇yΛ(t, ·) ‖L2(dxdy) . ‖∇x∇yΛ0 ‖L2(dxdy) +N some powert. (19)
Proof. For convenience, let us restate the equation for Λt which is
(S+V) Λ = −(vNΛ) ◦ Γ− Γ¯ ◦ (vNΛ)
− (vN Γ¯) ◦ Λ− Λ ◦ (vNΓ)
+ 2(vN ∗ |φ|2)(x)φ(x)φ(y) + 2(vN ∗ |φ|2)(y)φ(y)φ(x) =: F
(20)
where vNΛ = vN (x− y)Λ(x, y) and
V =
1
N
vN + (vN ∗ TrΓ)(x) + (vN ∗ TrΓ)(y).
Differentiating equation (20) by ∇x∇y gives us the following equation
(S+V)(∇x∇yΛ) = [S+V,∇x∇y] Λ +∇x∇yF
and
[S+V,∇x∇y] = N−1(∇x∇yvN )Λ +N−1∇yvN∇xΛ +N−1∇xvN∇yΛ
+ [(∇yvN ) ∗ TrΓ(y)]∇xΛ+ [(∇xvN ) ∗ TrΓ(x)]∇yΛ.
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Using the energy method, we obtain the estimate
d
dt
‖∇x∇yΛt ‖2L2 = 2Re〈∂t∇x∇yΛt,∇x∇yΛt〉
= 2Re〈(S+V)(∇x∇yΛt),∇x∇yΛt〉
≤ 2 ‖ [S+V,∇x∇y] Λt +∇x∇yF ‖L2 ‖∇x∇yΛt ‖L2
which then leads to the energy estimate
‖∇x∇yΛ(t, ·) ‖L2(dxdy) ≤ ‖∇x∇yΛ0 ‖L2(dxdy) (21)
+
∫ t
0
ds ‖ [S+V,∇x∇y] Λ(s, ·) +∇x∇yF (s) ‖L2(dxdy) .
We are now ready to control the forcing terms. First, for the commutator
term we have the estimate
‖ [S+V,∇x∇y]Λ(t, ·) ‖L2
≤ N−1‖ (∇x∇yvN )Λ(t, ·) ‖L2 + 2N−1‖∇yvN∇xΛ(t, ·) ‖L2
+ 2‖ [(∇yvN ) ∗ TrΓ(y)]∇xΛ(t, ·) ‖L2
. N5β−1‖Λ(t, ·) ‖L2 +N4β−1‖∇xΛ(t, ·) ‖L2
+N4β−1‖Γ(t, x, x) ‖L1(dx)‖∇xΛ(t, ·) ‖L2 . N5β−1
The other forcing term in estimate (21) can be handled similarly. We shall
estimate only one of the terms since the proof is exactly the same for the
other terms. Observe, for the (vNΛ ◦ Γ) we have
‖∇x∇y(vNΛ ◦ Γ) ‖L2(dxdy)
≤ ‖∇x(vNΛ(t, ·)) ‖L2(dxdy)‖∇yΓ(t, ·) ‖L2(dxdy) . N4β.
Hence combining all the estimates yields the desired estimate. 
Lemma 3.6. There exists ε > 0 such that
N−1‖∇1/2+εx ∇1/2+εy sh(kt) ‖L2(dxdy) . C(t) (22)
where C(t) is a sublinear function.
Proof. Applying Lemma 3.5 gives us the estimate
N−1‖∇x∇y sh(kt) ‖L2(dxdy)
. N−1‖∇x∇y sh(2kt) ‖L2(dxdy) +N−1‖∇x sh(kt) ◦ ∇ypt ‖L2(dxdy)
. ‖∇φt ‖2L2 + ‖∇x∇yΛ(t, ·) ‖L2 +N−1‖∇x sh(kt) ◦ ∇ypt ‖L2
. 1 +N some powert.
Interpolating the above estimate with the estimate
1
N
‖∇1/2x ∇1/2y sh(kt) ‖L2(dxdy) .
1
N
‖∇x sh(kt) ‖L2(dxdy) .
1√
N
we have shown that there exists ε > 0 such that
N−1‖∇1/2+εx ∇1/2+εy sh(kt) ‖L2 . C(t)
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where C(t) is a sub-linear function. 
Remark 3.7. The indefinite usage of exponent in the statement of Lemma
3.5 is to de-emphasize the role that the exponent plays in the paper. Never-
theless, for the interested reader, it is not hard to see that the power should
be 4β and C(t) ∼ t 11+8β for t≫ 1, where 0 < β < 23 . Moreover, we also have
ε = 12(1+8β) .
4. Global Wellposedness of the TDHFB Equations
Let us define the norms which we shall use to prove the uniform in N
global wellposedness of the TDHFB equations as in [GM17] for 0 < β < 23 .
Fix ε as in Remark 3.7 and define
N[T0,T1](Λ) := sup
z
‖ 〈∇x〉1/2+εΛ(t, x+ z, x) ‖L2([T0,T1]×R3)
+ ‖ 〈∇x〉1/2+ε〈∇y〉1/2+εΛ(t, x, y) ‖L∞([T0,T1]×L2(R6))
N˙[T0,T1](Γ) := sup
z
‖ |∇x|1/2+ε|Γ(t, x+ z, x) ‖L2([T0,T1]×R3)
+ ‖ 〈∇x〉1/2+ε〈∇y〉1/2+εΓ(t, x, y) ‖L∞([T0,T1]×L2(R6))
N[T0,T1](φ) := ‖ 〈∇x〉1/2+εφ ‖L∞([T0,T1]×L2x) + ‖ 〈∇x〉1/2+εφ ‖L2([T0,T1]×L6x)
For convenience we shall denote the sum of the three norms by
N[T0,T1](X) := N[T0,T1](φ) + N˙[T0,T1](Γ) +N[T0,T1](Λ).
and if [T0, T1] = [0, T ] then we denote N[0,T ](X) := NT (X) (similarly for the
other norms). Moreover, we shall adopt the notation
N[T0,T1](DX) := N[T0,T1](Dφ) +N[T0,T1](DΓ) +N[T0,T1](DΛ)
where D is some differential operator.
The goal of this section is to prove the global wellposedness of solutions for
the TDHFB equations. However, it suffices to prove the an apriori estimate
of the form
NT (X) . F (T ) (23)
for some positive real-valued function F defined on all of [0,∞). We shall
begin by proving a couple lemmas to aid us in establishing the above apriori
estimate.
Lemma 4.1. Let (φt,Γt,Λt) be solutions to the TDHFB equations. Then
there exists δ > 0 such that we have the following estimate
N[T0,T1](X) . C(T0) + (T1 − T0)δC(T1)N[T0,T1](X) (24)
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where
C(T ) := ‖ 〈∇x〉1/2+εφ(T, ·) ‖L2(dx)
+ ‖ 〈∇x〉1/2+ε〈∇y〉1/2+εΓ(T, ·) ‖L2(dxdy)
+ ‖ 〈∇x〉1/2+ε〈∇y〉1/2+εΛ(T, ·) ‖L2(dxdy).
Proof. Recall the equation for φ is given by
Sφ = − (vNΛ) ◦ φ¯− (vN Γ¯) ◦ φ
− (vN ∗TrΓ) · φ+ 2(vN ∗ |φ|2)φ =: F
Then by Proposition 5.8 in [GM17] we have the estimate
N[T0,T1](φ) (25)
. ‖ 〈∇x〉1/2+εφ(T0, ·) ‖L2 + ‖ 〈∇x〉1/2+εF ‖L2−([T0,T1])L6/5+
. ‖ 〈∇x〉1/2+εφ(T0, ·) ‖L2 + (T1 − T0)δ‖ 〈∇x〉1/2+εF ‖L2([T0,T1])L6/5+ .
The symbol 6/5+ denotes a fixed number slightly bigger than 6/5 with
dependence on ε. Observe for the forcing term (vN ∗ TrΓ) · φ we have the
estimate
‖∇1/2+εx (vN ∗TrΓ) · φ ‖L2([T0,T1])L6/5+
. ‖∇1/2+εx TrΓ ‖L2([T0,T1])L2‖φ ‖L∞([T0,T1])L3+
+ ‖ TrΓ ‖L2([T0,T1])L3+‖∇1/2+εx φ ‖L∞([T0,T1])L2
. N˙[T0,T1](Γ).
Likewise, for the forcing term (vNΛ) ◦ φ we have the estimate
‖∇1/2+εx (vNΛ) ◦ φ ‖L2([T0,T1])L6/5+
.
∫
dy vN (y)‖∇1/2+εx Λ(x, x− y) ‖L2([T0,T1])L2‖φ ‖L∞([T0,T1])L3+
+
∫
dy vN (y)‖Λ(x, x − y) ‖L2([T0,T1])L3+‖∇1/2+εx φ ‖L∞([T0,T1])L2
. N[T0,T1](Λ).
The remaining nonlinear terms (vNΓ) ◦ φ and (vN ∗ |φ|2) · φ can be handled
in similar manners as above. Thus, we have shown
N[T0,T1](φ) . C(T0) + (T1 − T0)δN[T0,T1](X).
Next, recall the equation for Γ is given by
S±Γ¯ =− (vNΛ) ◦ Λ¯ + Λ ◦ (vN Λ¯)− (vN Γ¯) ◦ Γ¯ + Γ¯ ◦ (vN Γ¯)
− (vN ∗ TrΓ) · Γ¯ + Γ¯ · (vN ∗TrΓ)
+ 2(vN ∗ |φ|2) · Γ¯− 2Γ¯ · (vN ∗ |φ|2) =: G
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Again, by Proposition 5.8 in [GM17], we have
N˙[T0,T1](Γ) . ‖ 〈∇x〉1/2+ε〈∇y〉1/2+εΓ(T0, ·) ‖L2(dxdy)
+ (T1 − T0)δ‖ 〈∇x〉1/2+ε〈∇y〉1/2+εG ‖L2([T0,T1])L6/5+x L2y .
For the forcing term (vN ∗ TrΓ) · Γ, we use Young’s convolution inequality
to obtain the following estimate
‖∇1/2+εx ∇1/2+εy Γ¯ · (vN ∗TrΓ) ‖L2([T0,T1])L6/5+(dx)L2(dy)
. ‖∇1/2+εy Γ¯ ‖L2([T0,T1])L3+x L2y‖∇
1/2+ε
x TrΓ ‖L2([T0,T1])L2(dx)
+ ‖∇1/2+εx ∇1/2+εy Γ¯ ‖L2([T0,T1])L2(dxdy)‖ TrΓ ‖L2([T0,T1])L3+(dx)
. N˙[T0,T1](Γ).
Next, for the forcing term Λ ◦ (vN Λ¯) we apply the Λ-estimate from the
previous section to obtain the estimate
‖∇1/2+εx ∇1/2+εy Λ ◦ (vN Λ¯) ‖L2([T0,T1])L6/5+x L2y
.
∫
dz vN (z)‖∇1/2+εx Λ¯(x, x− z)∇1/2+εy Λ(x− z, y) ‖L2([T0,T1])L6/5+x L2y
.
∫
dz vN (z)‖∇1/2+εx Λ¯(x, x− z) ‖L2tL2x‖∇
1/2+ε
y Λ ‖L∞([T0,T1])L3+x L2y
≤ C(T1)N[T0,T1](Λ)
Hence it follows
N˙[T0,T1](Γ) . C(T0) + (T1 − T0)δC(T1)N[T0,T1](X).
Similarly, we could show
N[T0,T1](Λ) . C(T0) + (T1 − T0)δC(T1)N[T0,T1](X).
Combining all the above results yields the desired result. 
To obtain an apriori estimate of the form (23) we need to employ the
following elementary lemma.
Lemma 4.2. Let δ > 0 and C > 0. Then there exists a monotone sequence
of positive real number Tk such that
lim
k→∞
Tk =∞ and (Tk+1 − Tk)δTk+1 ≤ 1
4C
∀ k ∈ N.
Proof. Consider the sequence Tk defined by
Tk :=
1
(4C)1/(1+δ)
δ
1 + δ
(
1 +
1
21/(1+δ)
+ . . .+
1
k1/(1+δ)
)
≤ 1
(4C)1/(1+δ)
kδ/(1+δ) (26)
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It is clear that {Tk} is monotone and tends to infinity as k → ∞ since the
harmonic sum diverges. Moreover, by estimate (26) we immediately have
(Tk+1 − Tk)δTk+1 ≤ 1
4C
(
δ
1 + δ
)δ
≤ 1
4C
.

Proposition 4.3. Let T > 0 and δ > 0. Suppose (φ,Γ, Λ) are solutions to
the TDHFB equations, then we have the following apriori estimate
NT (X) . 1 + T
2+ 1
δ . (27)
Proof. Define Tk as in the previous lemma with a sufficiently large C > 0.
Using estimate (24) and sub-linearity of C(T ), we obtain the estimate
N[Tk,Tk+1](X) . C(T0) + Tk (28)
which means
NTk+1(X) ≤ NTk(X) +N[Tk,Tk+1](X) . NTk(X) + 1 + Tk
. (1 + k) + T1 + . . . + Tk.
Switching to continuous T -variable yields the desired estimate
NT (X) . (1 + T
1+ 1
δ ) +
∫ T
0
x
δ
1+δ dx . 1 + T 2+
1
δ .

Lemma 4.4. Let (φt,Γt, Λt) be solutions to the TDHFB equations. Then
we have the following estimates
N[T0,T1](∂tX) . C1(Tk) + (∆T )
δN[T0,T1](X)N[T0,T1](∂tX), (29)
N[T0,T1](∇x+yX) . C2(T0) + (∆T )δN[T0,T1](X)N[T0,T1](∇x+yX) (30)
where
C1(T ) := ‖ 〈∇x〉1/2+ε∂tφ(T, ·) ‖L2(dx)
+ ‖ 〈∇x〉1/2+ε〈∇y〉1/2+ε∂tΓ(T, ·) ‖L2(dxdy)
+ ‖ 〈∇x〉1/2+ε〈∇y〉1/2+ε∂tΛ(T, ·) ‖L2(dxdy)
and
C2(T ) := ‖ 〈∇x〉1/2+ε∇xφ(T, ·) ‖L2(dx)
+ ‖ 〈∇x〉1/2+ε〈∇y〉1/2+ε(∇x+yΓ)(T, ·) ‖L2(dxdy)
+ ‖ 〈∇x〉1/2+ε〈∇y〉1/2+ε(∇x+yΛ)(T, ·) ‖L2(dxdy).
Proof. Taking the time derivative of (20) yields(
S+N−1vN
)
∂tΛ =− (vNΛ) ◦ ∂tΓ− (vN ∗TrΓ)(x)∂tΛ
+ similar terms =: F
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By proposition 5.9 in [GM17] and Cauchy-Schwarz, we have
N[T0,T1](∂tΛ) . C1(T0) + (∆T )
δ‖ 〈∇x〉1/2+ε〈∇y〉1/2+εF ‖L2([T0,T1])L6/5+x L2y .
We shall look at two generic cases, as stated above, to deduce the desired
estimate. The first case is to estimate the term (vNΛ) ◦ ∂tΓ, which goes as
follow
‖∇1/2+εx ∇1/2+εy (vNΛ) ◦ ∂tΓ ‖L2([T0,T1])L6/5+x L2y
.
∫
dz vN (z)‖∇1/2+εx Λ(x, x− z)∇1/2+εy ∂tΓ(x− z, y) ‖L2([T0,T1])L6/5+x L2y
+
∫
dz vN (z)‖Λ(x, x − z)∇1/2+εx ∇1/2+εy ∂tΓ(x− z, y) ‖L2([T0,T1])L6/5+x L2y
.
∫
dz vN (z)‖∇1/2+εx Λ(x, x− z) ‖L2tL2x‖∇
1/2+ε
x ∇1/2+εy ∂tΓ ‖L∞t L2x,y
+
∫
dz vN (z)‖Λ(x, x − z) ‖L2tL3+x ‖∇
1/2+ε
x ∇1/2+εy ∂tΓ(x, y) ‖L∞t L2x,y
. N[T0,T1](Λ)N˙[T0,T1](∂tΓ)
The second case we estimate is for the term (vN ∗ TrΓ) · ∂tΛ which goes as
as follows
‖ 〈∇x〉1/2+ε〈∇y〉1/2+ε(vN ∗ TrΓ)(x)∂tΛ(x, y) ‖L2([T0,T1])L6/5+x L2y
. ‖ (vN ∗ 〈∇x〉1/2+ε TrΓ)(x)〈∇y〉1/2+ε∂tΛ(x, y) ‖L2([T0,T1])L6/5+x L2y
+ ‖ (vN ∗ 〈∇x〉1/2+ε TrΓ)(x)〈∇y〉1/2+ε∂tΛ(x, y) ‖L2([T0,T1])L6/5+x L2y
. N˙[T0,T1](Γ)N[T0,T1](∂tΛ).
Hence combining the above estimates we get that
NT (∂tΛ) . C1(T0) + (T1 − T0)δ{NT (Λ)N˙T (∂tΓ)
+NT (∂tΛ)N˙T (Γ) +NT (∂tφ)NT (φ)}
. C1(T0) + (T1 − T0)δN[T0,T1](X)N[T0,T1](∂tX)
Similarly, we can show
N˙T (∂tΓ) . C1(T0) + (T1 − T0)δN[T0,T1](X)N[T0,T1](∂tX)
and
NT (∂tφ) . C1(T0) + (T1 − T0)δN[T0,T1](X)N[T0,T1](∂tX).
Therefore, summing up the three inequalities yields (29). Moreover, the
prove of (30) is exactly the same since ∇x+y commutes with 1N vN (x − y),
i.e. [∇x+y, N−1vN (x− y)] = 0. 
Remark 4.5. The proof of Lemma 4.4 is essentially the same as Lemma 4.1.
However, in the proof of Lemma 4.4 we were unable to use the conservation
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laws of the TDHFB equations which leads to the above quadratic term
bound.
Using the above lemma we could again prove apriori estimates for both
the ∂tX and ∇x+yX as in the following proposition
Proposition 4.6. Let T > 0 and δ > 0. Suppose (φt,Γt, Λt) are solutions
to the TDHFB equations, then we have the following apriori estimates
NT (∂tX) . exp
(
αT 1+
1
δ
)
, (31)
NT (∇x+yX) . exp
(
α′T 1+
1
δ
)
(32)
for some α,α′ > 0, which are independent of T .
Proof. We shall again choose the sequence Tk defined by (26) for some suf-
ficiently large C > 0. Applying estimate (28) and Lemma 4.4 yield the
estimate
N[Tk,Tk+1](∂tX) . C1(Tk) + (Tk+1 − Tk)δN[Tk,Tk+1](X)N[Tk ,Tk+1](∂tX)
. C1(Tk) + (Tk+1 − Tk)δ(1 + Tk+1)N[Tk,Tk+1](∂tX).
Then for k sufficiently large it follows
N[Tk,Tk+1](∂tX) . C1(Tk).
In particular, we get the estimate
NTk+1(∂tX) ≤ NTk(∂tX) +N[Tk,Tk+1](∂tX)
. NTk(∂tX) + C1(Tk) .
k∑
j=0
C1(Tj)
By switching to the continuous T -variable we obtain the estimate
NT (∂tX) . C1(T0) +
∫ T
0
dτ C1(τ)τ
1/δ
. C1(T0) +
∫ T
0
dτ Nτ (∂tX)τ
1/δ
Apply Gronwall’s inequality yield
NT (∂tX) . exp
(
αT 1+
1
δ
)
.
The proof for (32) is exactly the same. 
Remark 4.7. Moreover, from the apriori estimate (31), we could deduce
‖ ∂tφ ‖L1([0,T ]×L2(R3)) ≤ T‖ ∂tφ ‖L∞([0,T ]×L2(R3)) . T exp
(
αT 1+
1
δ
)
‖ ∂tΓ ‖L1([0,T ]×L2(R6)) ≤ T‖ ∂tΓ ‖L∞([0,T ]×L2(R6)) . T exp
(
αT 1+
1
δ
)
‖ ∂tΛ ‖L1([0,T ]×L2(R6)) ≤ T‖ ∂tΛ ‖L∞([0,T ]×L2(R6)) . T exp
(
αT 1+
1
δ
)
.
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Then by 1D Gagliardo-Nirenberg inequality we have that φ ∈ C([0, T ] ×
L2(R3)) and Γ,Λ ∈ C([0, T ] × L2(R6)), i.e. φ,Γ and Λ are strong solutions
to the nonlinear equations.
Let us conclude this section with some apriori estimates for the higher
order derivatives of φ,Γ and Λ which we will use later on to estimate sh(2k).
Lemma 4.8. Let δ > 0. Suppose φ,Γ and Λ are solutions to the nonlinear
equations, then we have the following estimates
N[T0,T1](∂t∇x+yX) (33)
. C3(T0) + (T1 − T0)δN[T0,T1](X)N[T0,T1](∂t∇x+yX)
+ (T1 − T0)δN[T0,T1](∂tX)N[T0,T1](∇x+yX)
N[T0,T1](∇2x+yX) (34)
. C4(T0) + (T1 − T0)δN[T0,T1](X)N[T0,T1](∇2x+yX)
+ (T1 − T0)δN2[T0,T1](∇x+yX)
N[T0,T1](∂t∇2x+yX) (35)
. C5(T0) + (T1 − T0)δN[T0,T1](X)N[T0,T1](∂t∇2x+yX)
+ (T1 − T0)δN[T0,T1](∇x+yX)N[T0,T1](∂t∇x+yX)
+ (T1 − T0)δN[T0,T1](∇2x+yX)N[T0,T1](∂tX)
where
C3(T ) = ‖ 〈∇x〉1/2+ε∂t∇xφ(T, ·) ‖L2(dx)
+ ‖ 〈∇x〉1/2+ε〈∇y〉1/2+ε(∂t∇x+yΓ)(T, ·) ‖L2(dxdy)
+ ‖ 〈∇x〉1/2+ε〈∇y〉1/2+ε(∂t∇x+yΛ)(T, ·) ‖L2(dxdy)
C4(T ) = ‖ 〈∇x〉1/2+ε∇2xφ(T, ·) ‖L2(dx)
+ ‖ 〈∇x〉1/2+ε〈∇y〉1/2+ε(∇2x+yΓ)(T, ·) ‖L2(dxdy)
+ ‖ 〈∇x〉1/2+ε〈∇y〉1/2+ε(∇2x+yΛ)(T, ·) ‖L2(dxdy)
C5(T ) = ‖ 〈∇x〉1/2+ε∂t∇2xφ(T, ·) ‖L2(dx)
+ ‖ 〈∇x〉1/2+ε〈∇y〉1/2+ε(∂t∇2x+yΓ)(T, ·) ‖L2(dxdy)
+ ‖ 〈∇x〉1/2+ε〈∇y〉1/2+ε(∂t∇2x+yΛ)(T, ·) ‖L2(dxdy).
Proof. The proof is exactly the same lemma 4.4. 
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Proposition 4.9. Let T > 0 and δ > 0. Suppose (φ,Γ, Λ) be solutions to
the TDHFB equations, then we have the following apriori estimates
NT (∂t∇x+yX) . exp
(
κT 1+
1
δ
)
, (36)
NT (∇2x+yX) . exp
(
κ′T 1+
1
δ
)
, (37)
NT (∂t∇2x+yX) . exp
(
κ′′T 1+
1
δ
)
(38)
for some κ, κ′, κ′′ > 0, which are independent of T and uniform in N .
Proof. Let us begin by choosing the same sequence Tk defined by (26) for
some sufficiently large C > 0. By the previous lemma we obtain the estimate
N[Tk,Tk+1](∂t∇x+yX) . C3(Tk)
+ (Tk+1 − Tk)δN[Tk,Tk+1](∂tX)N[Tk,Tk+1](∇x+yX).
Then for k sufficiently large we obtain the estimate
N[Tk,Tk+1](∂t∇x+yX) . C3(Tk) +
C1(Tk)C2(Tk)
Tk+1
.
Hence it follows
NTk+1(∂t∇x+yX) ≤ NTk(∂t∇x+yX) +N[Tk,Tk+1](∂t∇x+yX)
. NTk(∂t∇x+yX) + C3(Tk) +
C1(Tk)C2(Tk)
Tk+1
. C3(T0) +
k∑
j=1
[
C3(Tj) +
C1(Tj)C2(Tj)
Tj
]
.
Switching to continuous T -variable yield the estimate
NT (∂t∇x+yX) . C3(T0) +
∫ T
0
dτ Nτ (∇x+yX)Nτ (∂tX)τ1/δ−1
+
∫ T
0
dτ Nτ (∂t∇x+yX)τ1/δ
. C3(T0) + T
1/δ exp
(
kT 1+
1
δ
)
+
∫ T
0
dτ Nτ (∂t∇x+yX)τ1/δ .
Using Gronwall’s inequality, we obtain the estimate
NT (∂t∇x+yX) . (1 + T 1/δ exp
(
kT 1+
1
δ
)
) exp
(
cT 1+
1
δ
)
. exp
(
κT 1+
1
δ
)
for some κ > 0. The proofs of the other two estimates are similar. 
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5. Estimates of sh(2k)
The purpose of this section is to obtain estimates for sh(2k), which will
be used to obtain Fock space estimates. Recall the equation for sh(2k) is
given by
S(sh(2k)) =− 2vNΛ− (vNΛ) ◦ p2 − p¯2 ◦ (vNΛ)
− ((vN ∗ TrΓ)(x) + (vN ∗ TrΓ)(y)) sh(2k)
− (vNΓ) ◦ sh(2k)− sh(2k) ◦ (vNΓ)
(39)
where S = 1i ∂t −∆R6 .
Proposition 5.1. Let sh(2k) satisfy (39) with some initial conditions. Then
for any fixed T > 0 and 0 ≤ j ≤ 2 we have that
‖∇jx+y sh(2k)(t, ·) ‖L2(dxdy) . exp
(
αjT
1+ 1
δ
)
(40)
sup
x
‖ sh(2k)(t, x, ·) ‖L2 (dy) . exp
(
α′T 1+
1
δ
)
. (41)
for some αj , α > 0.
To prove the above proposition we will need a couple lemmas
Lemma 5.2. Let s0a be the solution to
Ss0a =− 2vN (x− y)Λ
s0a(0, x, y) = sh(2k)(0, x, y)
on the interval [0, T ]. Then there exists κj > 0 for 0 ≤ j ≤ 2 such that
‖∇jx+ys0a(t, ·, ·) ‖L2(dxdy) . exp
(
κjT
1+ 1
δ
)
for all t ∈ [0, T ].
Proof. Observe we could write the solution as
s0a(t, x, y) = e
it∆x,y sh(2k)(0, x, y) + i
∫ t
0
ei(t−s)∆x,yvN (x− y)Λ(s) ds
then it follows
‖ s0a(t, ·) ‖L2x,y ≤ ‖ sh(2k0) ‖L2x,y +
∥∥∥∥
∫ t
0
ei(t−s)∆x,yvN (x− y)Λ(s) ds
∥∥∥∥
L2x,y
.
Let us focus on the nonlinear term. By a change of variables, we get∥∥∥∥
∫ t
0
ei(t−s)∆x,yvN (x− y)Λ(s) ds
∥∥∥∥
L2(dxdy)
.
∥∥∥∥P|ξ|>1
∫ t
0
ei(t−s)∆x,yvN (y)Λ
(
s,
x+ y
2
,
x− y
2
)
ds
∥∥∥∥
L2(dxdy)
+
∥∥∥∥P|ξ|≤1
∫ t
0
ei(t−s)∆x,yvN (y)Λ
(
s,
x+ y
2
,
x− y
2
)
ds
∥∥∥∥
L2(dxdy)
.
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Let us denote Λ
(
s, x+y2 ,
x−y
2
)
by Λ˜(s, x, y). For the first term we shall rewrite
the integral using integration by parts, i.e.∫ t
0
ei(t−s)∆x,yvN (y)Λ˜(s) ds ∼−
∫ t
0
ds
∂
∂s
ei(t−s)∆x,y∆−1x,y(vN (y)Λ˜(s))
=
∫ t
0
ei(t−s)∆x,y∆−1x,y(vN (y)
∂
∂s
Λ˜(s))
+ eit∆∆−1x,y(vN (y)Λ˜(0)) −∆−1x,y(vN (y)Λ˜(t))
then it follows∥∥∥∥P|ξ|≥1
∫ t
0
ei(t−s)∆x,yvN (y)Λ˜(s, ·) ds
∥∥∥∥
L2(dxdy)
.
∫ t
0
ds
∥∥∥∥P|ξ|≥1∆−1x,y(vN (y) ∂∂s Λ˜(s, ·))
∥∥∥∥
L2(dxdy)
+ ‖P|ξ|≥1∆−1x,y(vN (y)Λ˜(0, ·)) ‖L2 + ‖P|ξ|≥1∆−1x,y(vN (y)Λ˜(t, ·)) ‖L2 .
Next, by Plancherel, we obtain the estimate∫ t
0
ds
∥∥∥∥P|ξ|≥1∆−1x,y(vN (y) ∂∂s Λ˜(s, ·))
∥∥∥∥
L2(dxdy)
.
∫ t
0
ds
∥∥∥∥∥∥
̂vN∂sΛ˜(s, ξ, η)
|ξ|2 + |η|2
∥∥∥∥∥∥
L2(|ξ|≥1,dξ)L2(dη)
.
∫ t
0
ds ‖ vN (y)∂sΛ˜(s, x, y) ‖L1(dy)L2(dx)
∼
∫ t
0
ds ‖ ∂sΛ(s, x+ y, x) ‖L∞(dy)L2(dx)
.
√
t‖ ∂sΛ(s, x+ y, x) ‖L2([0,t])L∞(dy)L2(dx) . exp
(
κ0t
1+ 1
δ
)
.
For the third and second term, we have the estimate
‖P|ξ|≥1∆−1x,y(vN (y)Λ˜(t, x, y)) ‖L2(dxdy)
. ‖Λ(t, x, x − y) ‖L∞(dy)L2(dx)
. ‖Λ(s, x, x − y) ‖L∞([0,t])L∞(dy)L2(dx)
. ‖ ∂sΛ(s, x, x− y) ‖L2([0,t])L∞(dy)L2(dx) . exp
(
κ0t
1+ 1
δ
)
Thus, we have shown
‖ s0a(t, x, y) ‖L∞([0,T ])L2x,y . exp
(
κ0t
1+ 1
δ
)
.
DYNAMICAL HARTREE-FOCK-BOGOLIUBOV APPROXIMATION 23
In particular, it’s easy to check
‖∇jx+ys0a(t, x, y) ‖L∞([0,T ])L2x,y .‖ (∂t∇
j
x+yΛ)(s, x, x− y) ‖L2([0,T ])L∞x L2y
. NT (∂t∇jx+yX) . exp
(
κjT
1+ 1
δ
)
.

Lemma 5.3. Let sa be the solution to
S˜sa = − 2vNΛ
sa(0, x, y) = sh(2k)(0, x, y)
on the interval [0, T ]. Then there exists κj > 0 for 0 ≤ j ≤ 2 such that
‖∇jx+ysa(t, ·, ·) ‖L2(dxdy) . exp
(
κjT
1+ 1
δ
)
for all t ∈ [0, T ].
Proof. Recall S˜ = S+ V where
V (u) = ((vN ∗ TrΓ)(x) + (vN ∗TrΓ)(y))u+ (vNΓ) ◦ u+ u ◦ (vNΓ).
Using the previous result, we see that
S˜s1a = −V (s0a) s1a(0, x, y) = 0
where sa = s
1
a + s
0
a. It’s not hard to see
(S+ V )(∇jx+ys1a) = [S+ V,∇jx+y]s1a −∇jx+yV (s0a)
= [V,∇jx+y]sa −∇jx+yV (s0a).
Using energy estimate, we have
‖∇jx+ys1a ‖L2 ≤
∫ t
0
ds ‖ [V,∇jx+y]s1a ‖L2 + ‖∇jx+yV (s0a) ‖L2 .
Let us consider the case when j = 0. Observe we have
‖ s1a ‖L2 ≤
∫ t
0
ds ‖V (s0a) ‖L2 .
Observe∫ t
0
ds ‖ (vN ∗TrΓ)(x) · s0a ‖L2(dxdy)
≤
∫ t
0
ds ‖ vN ∗TrΓ(x) ‖L2(dx)‖ s0a ‖L∞(dx)L2(dy)
≤
∫ t
0
ds ‖ vN ∗TrΓ(x) ‖L2(dx)‖ ‖ s0a(x, x+ y) ‖L∞(dx) ‖L2(dy)
. t1/2 sup
0<s<t
‖ ‖ (∇jx+ys0a)(s, x, y) ‖L2(dy) ‖L2(dx)
. exp
(
κ0T
1+ 1
δ
)
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and ∫ t
0
ds ‖ (vNΓ) ◦ s0a ‖L2(dxdy)
≤
∫ t
0
ds
∫
dzvN (z)‖Γ(x, x − z)s0a(x− z, y) ‖L2(dxdy)
.
∫ t
0
ds
∫
dzvN (z)‖Γ(x, x − z) ‖L∞(dx)‖ s0a ‖L2(dxdy)
. exp
(
κ0T
1+ 1
δ
)
.
The proof for j = 1, 2 is the same. 
Proof of Proposition 5.1. The proof is exactly the same as the one given for
Theorem 7.1 in [GM17]. 
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