Abstract Alternative approaches to estimating monthly and annual potential evapotranspiration (PE) are explored in cases where daily climate data are not routinely recorded. A database consisting of data from 222 weather stations, representing a wide variety of climatic conditions, is used to draw general conclusions. In addition, two PE formulae with different data requirements are used: the standard FAO-56 Penman-Monteith equation, and a simple temperature-based equation. First, we tested the degree of bias introduced by using climate data averaged over long time periods instead of daily data. Second, we explored the sensitivity of PE estimation with respect to variations in sampling frequency of climate variables. The results show that using mean weather data has only a limited effect on monthly and annual PE estimates. Conversely, imperfect sampling of weather data may bias monthly and to a lesser extent annual PE estimates if the sampling period exceeds 5 and 10 days, respectively. Finally, we tested the impact of erroneous weather data on the simulations of annual actual evapotranspiration obtained with the Budyko model. The impact on the Budyko model outputs depends more on the dryness index of a given location than on annual PE; for regions under water stress, the errors in estimation of actual evapotranspiration are very limited, compared to humid regions where available energy is the dominating factor and the propagation of PE errors is important.
INTRODUCTION
Accurate computation of the water balance is necessary for many hydrological, water management and climatic purposes (Dyck, 1983) . Depending on the objectives, one can choose how to represent the water balance from a variety of models, which can be applied at different spatial and temporal scales. For large scales, simple water-energy balance models based on the available energy (i.e. the evaporative demand) and precipitation (P) over the catchment are widely used, the Budyko (1974) equation being the most commonly used among them. Though simple, these models can be useful to study the sensitivity of runoff to general climatic trends (Dooge et al., 1999; Arora, 2002) , or to assess the impact of land-use changes (Zhang et al., 2001; Gallart & Llorens, 2004; Siriwardena et al., 2006) . They are generally expressed as a dimensionless formula:
where ET is the computed annual actual evapotranspiration, P is long-term annual rainfall and f is a function of the dryness index, i.e. the ratio of longterm annual potential evapotranspiration (PE) to long-term annual rainfall (P) .
Though derived at the mean annual time scale, those formulae are often used at the annual time step (e.g. Siriwardena et al., 2006) . Some authors have also attempted to apply the Budyko framework to sub-annual time scales. Generally speaking, this yields to refinements of the water balance formula, e.g. by considering a catchment water storage capacity (Mouelhi et al., 2006; Zhang et al., 2008) , and/or by taking into account other inputs such as rainfall seasonality (Potter & Zhang, 2009 ). Still, those more detailed formulae also rely on two inputs, PE and rainfall. In particular, PE is an important input variable, representing the upper limit of the evaporation rate. The common approach used to determine PE consists in estimating monthly and annual PE from hourly or daily climate data. Estimating PE using the FAO-56 Penman-Monteith equation (Penman, 1948; Monteith, 1965; Allen et al., 1998) requires up to four climatic variables, but unfortunately, in many operational situations, hourly and daily weather data are not available for PE estimates at many locations, and hydrologists must therefore find other ways to estimate PE. Where only partial continuous climate data are available, PE equations requiring only the available climatic variable(s) must be used. The hydrological literature contains a wealth of PE models, each with different data requirements. The selection of a PE formula is usually objective-dependent. If the aim is to mimic Penman's estimates, the recommended alternative PE equation is the Hargreaves (1994) method, which requires only measurements of maximum and minimum temperatures. Droogers & Allen (2002) showed that, when locally calibrated, and with the additional inclusion of rainfall data, the Hargreaves approach is a reasonably accurate substitute for the FAO-56 Penman-Monteith equation at the monthly time step. If the aim is to model catchment behaviour, temperature-based PE formulae, such as the one proposed by Oudin et al. (2005) , were shown to be a good alternative to the PenmanMonteith equation (Kay & Davies, 2008) .
Where no daily continuous climate data are available, two alternative approaches can be considered, each depending on climate data availability:
(1) In many places, checked data are not available at the daily time step, even where raw data exist at this time scale, but are available at longer time steps (e.g. every month). In locations where only mean data exist instead of daily data, one may be tempted to use mean data to estimate monthly or annual PE. Allen et al. (1998) stated that "mean ten-day or monthly weather data can be used to compute the mean ten-day or monthly values for the reference evapotranspiration". Consequently, notwithstanding the nonlinearity of PE equations, the use of mean climatic data appears to be an attractive solution to the problem of data scarcity at the daily time step. Many attempts have been made to quantify the uncertainty of PE computation when shifting from the hourly to the daily time step. Several authors pointed out that uncertainty exists when applying a Penman-type equation using daily instead of hourly weather data (Pruitt & Doorenbos, 1977; Ortega-Farias et al., 1995) . Indeed, interactions between input parameters, including the day-night distribution of wind speed, vapour pressure deficit and solar radiation, can produce errors in the computation of daily PE. Irmak et al. (2005) compared the sum of hourly PE estimates with a 24-h computation time step in different climates (seven
contrasted US climate stations were used). They found that the differences between the two calculation time steps ranged from −3 to +9% depending on the location. Besides, given that the bias can be either positive or negative, daily errors compensate when averaging data over a month. For larger time steps, relatively few experiments have been conducted. Federer et al. (1996) showed that using monthly rather than daily input data may introduce a bias of up to 30 mm (representing a relative error of around 3%) in the annual PE estimation. Moreover, they noted that this bias depends considerably on both the equation used to compute PE and the location of the station (the authors based their analysis on seven stations in diverse climates). (2) In many situations, continuous short time-step data are not available and only discrete time series exist, raising the question of the effect of temporal sampling frequency. This source of error is rarely cited in the literature, although it may be predominant with regard to the large fluctuations in some climatic data. Hupet & Vanclooster (2001) investigated the impact of the small-scale temporal variability of several climate variables on estimation using the daily FAO-56 PM equation, with temporal sampling strategies ranging from the 2-min to the 60-min period. They found that the PE errors resulting from inappropriate temporal sampling may be as high as −0.76 mm d
corresponding to a relative error of −27%. At larger temporal scales, given the considerable day-to-day fluctuations of some weather variables, the effects of temporal sampling can also be significant, but to our knowledge, no such study has been conducted.
In this paper, we focus on these two alternative approaches and investigate the possible errors they induce, the objective being to give guidance to PE estimation at large temporal scales (monthly and annual). To draw some general conclusions, we include a large set of climate stations representing a wide variety of climates and take into consideration two PE formulae with different levels of complexity and different data requirements. The paper is organized as follows: Section 2 presents the data set and the formulae used to compute PE and ET, and sections 3 and 4 present the results of our investigation.
In Section 3, we first explore the impact of using mean climate data instead of daily data on the estimation of monthly and annual PE; second, we assess the possible errors in PE estimation due to missing data by considering climate data sampled over long time periods. Finally, in Section 4, we test the impact of erroneous weather data on the simulations of annual actual evapotranspiration obtained with the Budyko model.
METHODS

Meteorological data
A database of daily weather variables was collected using observations from 222 stations worldwide, representing a wide variety of climates (see Fig. 1 Daily weather data with a minimum of four years of records were available at these stations, including measurements of precipitation, maximum and minimum air temperature, solar radiation, dewpoint temperature, and wind speed. These data are used to compute the FAO-56 Penman-Monteith equation.
The stations are mainly located in Europe's temperate climate, but arid, cold and tropical climates are also represented. According to the revisited Köppen-Geiger classification (Peel et al., 2007) , 20 out of the 30 existing climate classes are represented (see Fig. 2 ). In these stations, annual FAO-56 PE values range from 400 to 3300 mm year −1 (see Fig. 1 and Table 1 ). Polar climate stations were originally part of the station set but were not retained for this study because this climate does not fall within the range of applicability of the FAO-56 PM equation (Allen et al., 1998) . (Peel et al., 2007) . 
Potential evapotranspiration computations
We used two different PE formulae to assess the relative sensitivity of the formulae to scarce weather data. The first is the classical FAO-56 PM equation (Allen et al., 1998): where PE is the potential evapotranspiration (mm d
), Δ is the slope of the saturation vapour pressure vs air temperature curve (kPa °C −1 ), R n is the net solar radiation at the crop surface (MJ m
), g is the psychrometric constant (kPa °C −1 ), T is the mean air temperature at a 2-m height (°C), U 2 is the wind speed at a 2-m height (m s −1 ), e s is the saturation vapour pressure (kPa), and e a is the actual vapour pressure (kPa) derived from the dew-point temperature.
The second PE formula is a simple temperaturebased (T-based) equation suggested by Oudin et al. (2005) , based on a study of the performance of over 25 existing PE formulae when used as input to four different hydrological models for over 300 catchments, given by:
where R e is the extraterrestrial solar radiation (MJ m
) given by the Julian day and the latitude, and T is the mean air temperature at a 2-m height (°C).
We chose to consider the FAO-56 PM equation for its wide use. The T-based formula was shown to be particularly efficient for rainfall-runoff purposes. Moreover, the use of the two equations makes it possible to assess the sensitivity of the tests to the number of climate variables used. Note, however, that the aim of the paper is not to guide the selection of a PE formula based on the sensitivity tests performed in this study, but to give some insight into the potential errors of each formula when using non-continuous climate data.
For each PE equation, the sum of daily PE estimates is taken as "true" values of monthly, or annual PE and are compared to PE estimates obtained using non-continuous weather data. Two criteria were used to assess the adequacy of PE estimates obtained from incomplete daily records of climate variables at a weather station against "true" PE values: the normalized root mean squared error (NRMSE) and the relative bias estimate (e):
where PE o (i) is the monthly or annual PE obtained with daily climate variables for the complete record, PE s (i) is the monthly or annual PE obtained either with mean climate variables or incomplete climate records, n is the number of months or years and is the average "true" PE at the station, i.e. the sum of daily PE.
While the NRMSE assesses the goodness of fit of PE estimates at a station, the relative bias allows detecting systematic under-or over-estimation of PE values at a station.
Water balance simulations
For a given region, the mean annual evapotranspiration (ET) rates are governed primarily by the available PEo energy (i.e. the evaporative demand, PE) and the available water (i.e. precipitation, P). If potential evaporation rates are relatively low, then the evapotranspiration-to-precipitation ratio is likely to be low, i.e. close to zero. Similarly, this ratio is expected to be high (near unity) where precipitation is relatively high, i.e. the evaporative demand is likely to be satisfied. On the basis of these considerations, climatologists and hydrologists have built simple water balance models, relating the evapotranspiration ratio (ET/P) to the dryness index (PE/P). Many such water-energy balance models exist and some studies have attempted to compare these formulae. When applied on large and varied catchment sets, those studies generally report no significant differences in terms of efficiency in estimating mean annual streamflow (see e.g. Arora, 2002; Mouelhi et al., 2006) , albeit some differences were found for catchments under specific climatic conditions (Potter & Zhang, 2009) . Therefore, we chose to focus our analysis on the widely-used Budyko (1974) equation, which can be expressed as follows:
The two criteria (equations (4) and (5)) used to assess PE accuracy were also used to assess the differences between actual evapotranspiration (ET) estimates obtained with true potential evapotranspiration (PE) estimates and with erroneous PE estimates.
IMPACTS OF NON-CONTINUOUS WEATHER DATA ON PE ESTIMATION
3.1 Impact of using mean instead of daily climate data on PE estimation Figure 3 presents the main results by comparing annual and monthly PE estimates computed from daily climate data and mean climate data. Each element of climate data used in the PE equation was averaged on time periods of 1 month and 1 year when considering annual PE, whereas 10-day and 1-month time periods were used when considering monthly PE. Figure 3 shows that using monthly data instead of daily data does not affect PE estimation at both the monthly and the annual time steps. More surprisingly, mean annual climate data can also be used without greatly altering annual PE. These results substantiate previous findings (Federer et al., 1996; Allen et al., 1998) .
As far as annual PE estimates are concerned, we tested several time periods of averaging from 1 day (i.e. original daily data) to 365 days (i.e. only mean annual climate data are used). Figure 4 presents the adequacy of annual PE estimates when increasing the averaging time period. The representative percentiles (0.10, 0.25, 0.50, 0.75 and 0.90) for the NRMSE and e obtained over the 222 climate stations are plotted. The two criteria are in good agreement and show that using the mean climate time series, even for long time periods (around 4 months), does not significantly affect the estimation of annual PE. Interestingly, the two formulae do not behave similarly, as up to 30 days, the FAO-56 PM equation is more sensitive to climate aggregation than the T-based formula, i.e. aggregation leads to more imperfect estimates for the FAO-56 PM equation. Conversely, the FAO-56 PM equation seems to be more robust for 120-360 days aggregation. For both PE equations, the relative bias obtained is usually negative and becomes significant (median value > 0.05) when using averaging periods of more than half a year. Though negative for the two PE formulae, the observed bias values stem from different sources: -For the T-based equation, this bias is due to the fact that extraterrestrial radiation and air temperature deviate concomitantly from the mean. Hence, the positive deviations are accentuated when making the product of the two variables. Thus, this bias is likely to depend on the annual amplitude of air temperature. This is illustrated by Fig. 5 , which shows the relationship between the relative bias and the amplitude of the inter-annual monthly temperature curve. The relatively good fit of a linear regression allows one to suggest a correction of the bias on the basis of the mean annual amplitude of air temperature. The resulting modified equation of annual PE is given by: 
1 12 (7) where a represents the mean annual amplitude of air temperature, is the inter-annual value of air temperature (°C) of month m, and is the annual temperature (°C). -For the FAO-56 PM equation, the bias is attributable to the computation of vapour pressure deficit from air and dew-point temperatures. Indeed positive and negative temperature deviations from the mean do not have similar impacts on vapour pressure deficit, due to the exponential increasing of vapour pressure deficit with temperature. The situation is largely improved when using relative air humidity instead of dew-point as input, i.e. if the exponential transformation is made before averaging inputs. Figure 6 presents results obtained when doing the two suggested corrections for the T-based and the FAO-56 PM equations. For the T-based equation, we show the case of averaging at the annual time scale, as equation (7) is adapted only for this time step. Compared to Fig. 4 , the results emphasise that using the mean climate time series does not affect the estimation of annual PE. In addition, the results also confirmed that, when using mean annual climate data, the T-based PE is affected more by using mean climate variables than the FAO-56 PM equation, i.e. the latter is more robust than the former. From a practical point of view, the low sensitivity of PE estimates to the aggregation time step is particularly helpful since monthly mean variables are available for many stations.
Impact of sampling frequency on PE estimates
It should be noted here that when some daily data are missing, many strategies could be applied, such as using inter-annual means, or reconstructing daily data from the previous and following days or data from surrounding stations. However, we decided here to follow a rather simple and straightforward approach: monthly and annual PE data are computed as the mean of PE estimates obtained when data are available. Figure 7 shows the comparison of annual and monthly PE estimates when using daily data and when T m T Fig. 5 Relationship between the annual amplitude of air temperature and the relative bias for the T-based equation applied to annual climate data. using sampled data with varying regular intervals. To estimate annual PE, we considered 10-and 30-day sampling periods and to estimate monthly PE, we considered 5-and 10-day sampling periods. Compared to the results shown in Section 3.1, the sampling strategies can lead to significant errors in monthly PE estimates when the sampling period exceeds 10 days, while the estimation of annual PE remains relatively accurate. In addition, it should be noted that the T-based equation suffers less from a loose sampling strategy than the FAO-56 PM equation. This is due to the fact that the T-based equation uses only air temperature data. The air temperature fluctuations within the sampling periods are relatively low compared to the high day-to-day variability of aerodynamic variables such as relative humidity and wind speed. For annual PE estimation, Fig. 8 shows the two assessment criteria when increasing sampling period lengths. The NRMSE and relative error are steadily increased when the sampling period increases and the T-based equation is systematically less affected by the loose sampling strategy compared to the FAO-56 PM equation.
IMPACT OF ERRONEOUS PE ESTIMATES ON WATER BALANCE MODEL SIMULATIONS
In this section, we test the impact of erroneous information about weather data (i.e. the use of mean instead of daily data and the use of data obtained with loose sampling strategies) on the simulation of annual actual evapotranspiration estimated by Budykotype models. Here, Budyko's basic approach for estimating mean annual evapotranspiration is used at the annual time step, i.e. we assume that inter-annual changes in surface storage are much smaller than the annual precipitation and evapotranspiration. Note that the results obtained are likely to be specific to the annual and inter-annual time scales. Indeed, models at sub-annual time scales often include parameters that have to be calibrated. Thus, their sensitivity to PE (and rainfall) is not as straightforward as the original Budyko formula that does not require calibration, due to the adaptation of calibrated models to erroneous input data, particularly for systematic errors (Oudin et al., 2006) .
Error propagation through Budyko's modelling results
For the sake of brevity, we will focus our analysis on two cases of erroneous FAO-56 PM estimations: (a) annual PE estimated using mean annual weather variables, and (b) annual PE estimated using a 30-day sampling period. As shown before, the latter has a much greater influence than the former when the FAO-56 PM is considered. Figure 9 presents the main results by comparing annual ET estimates computed from true annual PE and erroneous annual PE. The results corroborate previous conclusions showing that averaging daily data at the annual time scale will have only a limited effect on annual ET estimates, compared to sampling weather data with 30-day time periods. For a low ET estimation, at a location where ET amounts are essentially driven by water supply (i.e. annual precipitation), the data are less scattered for ET than for PE. Indeed, given the model's formulation and its asymptotic behaviour, when the dryness index is low, the rate of evapotranspiration is primarily driven by the energy supply (i.e. ET nearly equals PE) and the impact of erroneous PE estimates on ET simulation is likely to be high. Conversely, when the dryness index is high, ET is limited by the water supply and erroneous PE estimates will have only limited impacts on ET estimation. The relationship between the dryness index and the propagation of errors in the Budyko model is shown in Fig. 10 for the two types of erroneous PE estimate. The ratio of NRMSE of PE to the NRMSE of ET decreases steadily as the dryness index increases. For relatively wet regions with a dryness index below 1.0, this ratio is usually above 0.5, whereas for relatively dry regions with the dryness index above 2.0, the ratio is usually below 0.2. These results confirm that in so-called energy-limited regions, accurate PE estimations are crucial to obtain good ET estimates (Hobbins et al., 2008) .
Analytical expression of error propagation
Interestingly, an analytical expression of error propagation can be determined through linearization of the Budyko-type equations. The assumption that Budyko's curve may be linearised about the mean annual dryness index is generally made when studying the sensitivity of ET to PE deviation (see e.g. Arora, 2002; Koster & Suarez, 1999) . Linearizing equation (1) about PE and using F notation for the dryness index PE/P yields:
where d represents the departure of a quantity for a given year from its value obtained with the reference PE value. Equation (8) shows that, under the assumption of small variations, the propagation of PE errors in ET estimates is a function of the dryness index only. When using the original expression of Budyko's equation (6), equation (8) becomes:
Since equation (9) is not easy to interpret, we used the Schreiber (1904) equation as an approximation of the Budyko equation:
which can be easily linearized about PE:
Thus, the propagation of PE errors in ET errors decreases exponentially with increasing dryness index. Note that the expression of normalised errors can also be found as a function of the dryness index only: Figure 11 shows the functional form of the propagation of PE errors within the Budyko and Schreiber models. The shape of the normalised errors propagation is similar to scatter plots obtained from modelling results (see Fig. 10 ), suggesting that the linearization hypotheses are valid in most cases.
SUMMARY AND CONCLUSION
For a regional or global hydrological model, we ideally seek a PE that will adequately reflect the evaporative demand at the monthly and/or annual time step. Often, only monthly or even annual weather data are available, and using these instead of daily weather data introduces errors in PE estimation at monthly and annual time steps. The results show that using monthly means does not affect the estimation of annual PE and errors become significant only when using annual means to compute PE. In this case, the magnitude of error is still relatively low for the FAO-56 PM equation when using relative humidity instead of dew-point temperature as input. For the T-based equation, the errors are related to the monthly mean behaviour of the climate variables. In particular, the greater the monthly temperature range, the greater the PE errors. This error results in a negative bias that could be reasonably predictable from the monthly long-term air temperature variability. When comparing the results obtained with the two different formulae, it seems that the FAO-56 PM equation is more stable than the T-based equation when considering mean climate, whereas the T-based equation is more robust for an averaging period of up to 30 days. The impact of imperfect weather data sampling may be significant when estimating monthly or annual PE. The results suggest that sampling periods up to approximately five days do not affect monthly estimates, whereas the sampling period used to estimate annual PE can reach 10 days without significant differences in annual estimates. When only discrete data are available, the results suggest that using the T-based equation will lead to lower bias in annual PE estimates compared to the FAO-56 PM equation. 
ET P = − − 1 exp( )
While PE accuracy is important in achieving satisfactory water balance simulations, precipitation inputs as well as the formula used to convert potential evapotranspiration into actual evapotranspiration are additional key factors that may affect water balance simulations. In this paper, we tested the relative effects of averaging and temporal sampling of weather data on the simulations of the Budyko water balance model. We showed that inaccurate PE estimates primarily affect energy-limited regions. Conversely, water-limited regions are much less affected by erroneous PE estimates, since in those regions, ET is mainly driven by the amount of annual precipitation within the Budyko framework. dET/dPE (Budyko) (dET/ET)/(dPE/PE) (Schreiber approximation) (dET/ET)/(dPE/PE) (Budyko) 
