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Abstract—SkipSim is an offline Skip Graph simulator that
enables Skip Graph-based algorithms including blockchains and
P2P cloud storage to be simulated, while preserving their scala-
bility and decentralized nature. To the best of our knowledge, it
is the first Skip Graph simulator that provides several features
for experimentation on Skip Graph-based overlay networks. In
this demo paper, we present SkipSim features, its architecture,
as well as a sample blockchain demo scenario.
Index Terms—Skip Graph, Simulation, Cloud Storage,
Blockchain.
I. INTRODUCTION
As a Distributed Hash Table (DHT), Skip Graphs [1]
support an extensive domain of applications as part of the
P2P cloud storage [2], [3] and blockchain [4] systems. For
the design, implementation, and evaluation of the distributed
Skip Graph-based protocols, we developed SkipSim [5], which
is the first Skip Graph simulator consisting of the following
list of SkipSim features.
Decentralized: SkipSim preserves the decentralized charac-
teristics of the Skip Graphs by providing and maintaining a
local view of the system for each individual node as well as
a message-passing communication channel among the nodes.
Offline: In contrast to the online testbeds (e.g., Planet-
Lab [6]) that leave the nodes’ life cycle management and
maintenance on their users, SkipSim spawns and manages
large scale of nodes in an offline manner and on the same
machine. SkipSim minimizes the user interaction solely to the
instantiation of the simulations and collecting the simulation
results, while it handles all the life cycles of the nodes and
simulations.
Scalable: On a 2.3 GHz 8-Core Intel Core i9 with 8
GB of memory, a fully functional P2P cloud storage system
simulation scenario of SkipSim scales up the nodes to around
4000. Considering the blockchain simulation module, however,
SkipSim is able to scale up its simulation size to around 10K
by lightening some unnecessary modules.
Heterogeneity Support: Peers in the P2P systems are
heterogeneous with respect to their resources, e.g., storage
capacity and bandwidth. SkipSim offers embedded resource
distributions of the nodes that are extracted from the traces of
real P2P systems [7].
Churn Support: Churn is one of the fundamental traits
of P2P systems that is defined as the dynamic arrivals and
departures of nodes to and from the system, respectively.
SkipSim comes with several embedded churn models that are
extracted from the churn traces of the real P2P systems [8].
Fig. 1: An overview on main classes of SkipSim
Multi-topology: To thwart the simulation noises that ground
in the biased distribution of the placement of nodes in the
underlying network, SkipSim spans the simulation configura-
tion over multiple randomized topologies. By the randomized
topologies, we mean that the nodes’ resources as well as their
placement in the underlying network are generated based on
specific embedded randomized distributions. Hence, SkipSim
simulates the same configuration over several topologies and
aggregates and outputs the results.
Stateful: In contrast to the similar simulators (e.g., VIBES
[9]), SkipSim captures and records the state snapshot of the
systems during the simulation. The snapshots are recorded and
collected on a per topology basis. Each snapshot corresponds
to a single simulation step, and contains executable logs like
the churn of the system as well as the query interactions among
the nodes. This enables the simulation over each topology to
be replayed over a different set of configurations. In other
words, SkipSim enables the user to replay the same simulation
with different configuration parameters, and hence to perceive
the effect of each parameter in isolation.
Libraries: In addition to the DHT-based blockchain [4],
SkipSim provides several implementations of P2P protocols in
the contexts of low-latency overlays [10], [11], high availabil-
ity overlays [12], replications [3], [13], and aggregations [14].
II. SOFTWARE ARCHITECTURE
Nodes: Figure 1 illustrates the architectural components
of the SkipSim and their interactions. Each rectangle in this
figure indicates a SkipSim component that is implemented as a
Java class. The interactions between classes are represented by
arrows: the class on the tail of an arrow has a field of the type
of the class on the head of the arrow. The inheritances among
the classes are represented by enclosing the children classes
into their parents. The SkipGraphNode is the fundamental
model class of the SkipSim that represents an individual Skip
Graph node in an abstract form. Each Skip Graph node is
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represented by an object of the SkipGraphNode, which con-
tains the basic characteristics of a node such as its identifier,
routing (i.e., lookup) table, as well as a unique index that is
used to access the node within the simulator. SkipSim supports
two types of Skip Graph nodes; physical peers and data
objects. A physical peer corresponds to a process that joins
the Skip Graph overlay for example as a P2P cloud storage
[2] or blockchain node [4]. Each physical peer in SkipSim is
represented by an object of the Node class, which inherits
from SkipGraphNode. A data object can be a blockchain’s
block, a transaction, or a cloud storage object. Each data object
in SkipSim is represented by an object of the type TXB, which
inherits from SkipGraphNode.
Topology: In SkipSim, a topology determines the con-
nection links between each node and a subset of other
nodes in the system known as the node’s neighbors. The
TopologyGenerator class creates, maintains, and restores
the topology objects as well as the churn of the nodes
associated with each topology object.
Skip Graph Overlay: The SkipGraphOperations
represents the Skip Graph’s operations on the nodes of a
topology, e.g., distributed put and get queries [1]. More
specifically, this class acts as a communication medium among
the nodes by receiving a query from the node that initiates it,
routing the query among the other nodes of Skip Graph, and
returning the results to the initiator.
Simulation and Evaluation: The main class of SkipSim is
the Simulator class, which is responsible for presenting a
user interface, loading the simulation parameters, and creat-
ing and executing a Simulation object. To be simulated,
each algorithm of interest is implemented by extending a
Simulation object. Examples of such algorithms currently
supported by SkipSim are blockchain [4], replication [2],
identifier assignment [11], fault tolerance [12], and aggregation
[14]. Each Simulation object is also in interaction with one
or more Evaluator objects, which measure the performance
of the simulation based on some metrics of interest. Examples
of such evaluation metrics are the success probability of
adversarial nodes on forking the blockchain [4], data objects
availability [13], query latency [2], and query success ratio
under churn [12].
public class Blockchain extends Parameters
{
public Blockchain()
{
SimulationType = BLOCKCHAIN;
Blockchain.Protocol = LIGHTCHAIN;
Topologies = 100;
SystemCapacity = 1024;
LifeTime = 168;
TXB_RATE = 1;
ChurnModel = FAST_DEBIAN;
ChurnType = ADVERSARIAL;
Malicious = 0.16
LOG = true;
}
}
Listing 1: A sample blockchain simulation schema in SkipSim
III. SAMPLE DEMO SCENARIO
Listing 1 represents a sample blockchain demo config-
uration in SkipSim. A simulation configuration is done by
extending the Parameters class of SkipSim. During this
demo, SkipSim spawns 100 topologies, each with 1024
nodes, where each node runs an instance of the LightChain
blockchain protocol [4]. For each topology, the simulation
has a Lifetime of 168 timeslots (i.e., steps). The nodes
in each topology follow a FAST_DEBIAN [3] churn model to
imitate online and offline behavior. Each online node creates
a single transaction (i.e., TXB_RATE = 1) at each timeslot.
A fraction of 0.16 of the nodes in the system in this demo
are Malicious, i.e., they do not follow the protocol under
simulation, i.e., LightChain. The ChurnType parameter is
set to ADVERSARIAL, in which peers abruptly leave the
network without informing their neighbors. The alternative for
the ChurnType is COOPERATIVE in which the peers inform
their neighbors on their departure from the system, and hence
maintain the overlay connectivity. Also, the current version
of SkipSim has three churn models that are based on traces
of real systems, i.e., FAST_DEBIAN, SLOW_DEBIAN, and
FLATOUT [3].
After a simulation is configured, the simulation can be
started by compiling the source files together. Upon execution
SkipSim checks its database against the existence of a configu-
ration with the same number of nodes, topologies, churn model
and lifetime. In case the same configuration exists, SkipSim
replays the same snapshot logs on the protocol of interest.
Otherwise, it generates and stores a snapshot log for each
time slot of the system and plays that log on the protocol of
interest. The examples of results extracted from similar demo
configurations to Listing 1 is available in [4].
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