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Resumen: En este trabajo se muestran diferentes experimentos relacionados con la
expansio´n de consultas en sistemas de recuperacio´n de informacio´n me´dica, utilizan-
do ImageCLEFmed como marco de evaluacio´n. Se han evaluado diferentes te´cnicas
de expansio´n de consulta como PRF y otras basadas en la utilizacio´n de la ontolog´ıa
me´dica MeSH. En concreto, para este u´ltimo caso, se han probado diferentes tipos
de filtrado de los te´rminos MeSH a expandir, basa´ndonos en una seleccio´n previa
de categor´ıas MeSH y en la aplicacio´n de conceptos como ganancia de informacio´n
e informacio´n mutua. Los resultados obtenidos demuestran que la expansio´n PRF
mejora levemente el caso base sin expandir la consulta, mientras que la conveniencia
de la expansio´n con te´rminos MeSH es dif´ıcil de determinar. No obstante, se puede
deducir que la expansio´n con te´rminos MeSH introdujo demasiado ruido durante el
proceso de recuperacio´n, al menos mediante las te´cnicas aplicadas en este trabajo.
Palabras clave: Expansio´n de consulta, informacio´n mutua, ganancia de informa-
cio´n, MeSH, ImageCLEFmed
Abstract: In this paper we show several experiments related to query expansion
in medical information retrieval systems, using ImageCLEFmed as a evaluation fra-
mework. We have evaluated different query expansion techniques such as PRF and
others based on the use of the medical ontology MeSH. Specifically, in this latter
case, different types of filtering have been tested, based on a previous selection of
MeSH categories and the application of concepts such as information gain and mu-
tual information. The results show that the PRF expansion slightly improves the
base case without expanding the query, while the desirability of the expansion with
MeSH terms is difficult to determine. However, we can deduce that the expansion
with MeSH terms introduced too much noise during the retrieval process, at least
by the techniques applied in this work.
Keywords: Query expansion, mutual information, information gain, MeSH, Ima-
geCLEFmed
1. Introduccio´n
En los u´ltimos an˜os es ingente la cantidad de
informacio´n en el dominio me´dico que pode-
mos encontrar en formato digital. Esta gran
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UJA2009/12/14 (Universidad de Jae´n) y por el pro-
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cantidad de informacio´n demanda sistemas
de procesamiento automa´tico y sistemas de
bu´squeda efectiva que permitan mejorar el
trabajo de sus usuarios (Karamanis, 2007;
Mu¨ller et al., 2006). Son diversas las te´cnicas
que se pueden aplicar para intentar aproxi-
mar el lenguaje utilizado en las colecciones
(informes me´dicos, art´ıculos me´dicos, etc.) y
en las consultas del usuario, entre las cuales
destacan la expansio´n de te´rminos y el filtra-
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do de las colecciones.
En este trabajo presentamos varios expe-
rimentos relacionados con la expansio´n de las
consultas. Para llevar a cabo dicha expansio´n
es frecuente utilizar recursos externos de co-
nocimiento como las ontolog´ıas me´dicas. En
concreto, para este trabajo se ha utilizado la
ontolog´ıa me´dica MeSH1. Normalmente, en
los sistemas de Recuperacio´n de Informacio´n
(Information Retrieval, IR) la expansio´n a
ciegas de la consulta suele introducir dema-
siado ruido durante el proceso de recupera-
cio´n. Por ello, es conveniente aplicar algu´n ti-
po de filtrado previo a los te´rminos que sera´n
an˜adidos a la consulta. En este sentido, se
han aplicado los conceptos de Ganancia de
Informacio´n (Information Gain, IG) (Sebas-
tiani, 2002) e Informacio´n Mutua (Mutual In-
formation, MI) para seleccionar que´ te´rmi-
nos son los que aportan ma´s informacio´n y
de cua´les se puede prescindir.
Este art´ıculo se ha organizado de la si-
guiente manera. En la Seccio´n 2 presentamos
trabajos relacionados con esta tema´tica. La
Seccio´n 3 muestra el marco de trabajo utili-
zado, colecciones, consultas, sistema de recu-
peracio´n de informacio´n y dema´s herramien-
tas. En las siguientes secciones mostramos los
experimentos llevados a cabo y los resultados
obtenidos, analizando dichos resultados. Por
u´ltimo, mostramos las conclusiones y futuras
l´ıneas de trabajo.
2. Trabajo relacionado
La expansio´n de consulta para la mejora de
sistemas de recuperacio´n es una te´cnica muy
extendida. En el a´mbito biome´dico existen
multitud de ontolog´ıas y bases de conoci-
miento que nos ayudan a realizar esta tarea.
Por lo tanto, existen numerosos trabajos que
utilizan la expansio´n de consulta para me-
jorar un sistema IR me´dico. Un ejemplo de
esta mejora es la que nos muestran Aronson
y Rindflesch (1997), que utilizan el progra-
ma MetaMap2 para asociar conceptos del me-
tatesauro UMLS3 (Unified Medical Language
System) con la consulta original. Ellos llegan
a la conclusio´n de que la estrategia o´ptima es
combinar la expansio´n de consulta con la re-
alimentacio´n. Por otro lado, Hersh, Price, y




UMLS puede beneficiar a un sistema de re-
cuperacio´n de informacio´n si se realiza la ex-
pansio´n de un grupo reducido de consultas y,
por lo tanto, se debe estudiar cua´ndo es bene-
ficiosa la expansio´n de una consulta. Nilsson,
Hjelm, y Oxhammar (2005) usan sino´nimos
e hipo´nimos de la ontolog´ıa SUiS (Stockholm
University Information System) para reali-
zar la expansio´n de consultas. Los experimen-
tos muestran un incremento de la precisio´n.
Lana-Serrano, Villena-Roma´n, y Gonza´lez-
Cristo´bal (2008) realizan varios experimentos
expandiendo consultas y coleccio´n con la on-
tolog´ıa MeSH y UMLS, etiquetando las en-
tidades me´dicas tanto en la coleccio´n docu-
mental como en las consultas. Con este pa-
so pretenden realizar un proceso similar a la
extraccio´n de ra´ıces, pero a nivel de concep-
tos me´dicos. Adema´s, crean un diccionario
de te´rminos me´dicos a partir de un subcon-
junto de UMLS. Posteriormente, utilizan la
ontolog´ıa MeSH para expandir tanto docu-
mentos como consultas con los hipo´nimos de
las entidades encontradas. En sus experimen-
tos, realizan expansio´n de la consulta utili-
zando MeSH, PRF (Pseudo Relevance Feed-
back) con varias configuraciones e incluso am-
bos me´todos de forma combinada, sin que
ningu´n tipo de expansio´n consiga superar a
dicho caso base. Gobeill et al. (2009) tam-
bie´n utilizan la ontolog´ıa MeSH para expan-
dir tanto la coleccio´n como las consultas. Pa-
ra expandir la coleccio´n selecciona los cinco
mejores descriptores de MeSH que devuelve
un clasificador. Dependiendo del tipo de ex-
perimento el clasificador puede tomar como
entrada el pie de imagen o el art´ıculo comple-
to donde aparece la imagen. Para expandir la
consulta, utiliza el mismo clasificador y algu-
nas reglas manuales. Tambie´n realizan otro
tipo de expansio´n de la consulta incluyendo
los sino´nimos del descriptor de MeSH. Con
estos experimentos llegan a la conclusio´n de
que la mejor forma de expandir la coleccio´n
es utilizando el art´ıculo completo como entra-
da del clasificador. Por otro lado, concluyen
que expandir la consulta con los sino´nimos de
MeSH es demasiado agresivo, ya que se ob-
tienen peores resultados. Por u´ltimo, Dı´az-
Galiano (2011) realiza una expansio´n ba´si-
ca utilizando te´rminos de la ontolog´ıa MeSH
para mejorar un sistema de recuperacio´n de
casos me´dicos. En su estudio concluye que,
aunque la expansio´n mejora de forma global
el sistema, los te´rminos an˜adidos en algunas
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de las consultas no consiguen aportar ma´s va-
lor sema´ntico y, por lo tanto, en dichos casos,
no se mejoran los resultados obtenidos con la
consulta sin expandir.
3. Marco de trabajo
CLEF4 (Cross Language Evaluation Forum)
es un foro de evaluacio´n que aboga por el
uso y desarrollo de aplicaciones para la ges-
tio´n y manejo de librer´ıas digitales. Para ello,
desarrollan infraestructuras de prueba, mejo-
ra y evaluacio´n de sistemas de recuperacio´n
de informacio´n multimodal y multilingu¨e. Pa-
ra poder mejorar los sistemas se realizan com-
peticiones anuales de evaluacio´n, con el ob-
jetivo de crear una comunidad de investiga-
dores y desarrolladores que esta´n interesados
en la misma tarea. De esta forma, se facili-
tan futuras colaboraciones entre grupos con
intereses similares. Dentro de las competicio-
nes CLEF podemos encontrar la tarea Ima-
geCLEF5. Esta tarea se encarga de evaluar
distintos aspectos de los sistemas de recupe-
racio´n de informacio´n multimodales, y ma´s
concretamente de aquellos que mezclan infor-
macio´n visual y textual. Esta´ compuesta por
varias subtareas clasificadas segu´n el tipo de
ima´genes que se utilizan, existiendo algunas
que trabajan con ima´genes gene´ricas, me´di-
cas o extra´ıdas de la Wikipedia6.
La tarea concreta sobre recuperacio´n de
ima´genes me´dicas dentro de ImageCLEF co-
menzo´ su andadura en 2005, y se cono-
ce comu´nmente como ImageCLEFmed. En
2008, despue´s de tres an˜os utilizando y am-
pliando las subcolecciones de consulta, crean-
do nuevas consultas cada an˜o y evaluando
los resultados de los sistemas competidores,
los organizadores de esta subtarea decidie-
ron crear una gran coleccio´n de test (Hersh,
Mu¨ller, y Kalpathy-Cramer, 2009). El obje-
tivo de dicha coleccio´n fue consolidar los re-
cursos ofrecidos en las competiciones del 2005
al 2007, creando una coleccio´n de referencia
para todos los investigadores que desearan
probar y evaluar sus algoritmos de recupe-
racio´n de ima´genes me´dicas. Adema´s, los es-
fuerzos realizados se encaminaron a crear una
coleccio´n de documentos, ima´genes y consul-
tas que representaran lo ma´s fielmente posi-





Junto con la coleccio´n de documentos e
ima´genes se distribuyeron un total de 85 con-
sultas seleccionadas de las campan˜as de eva-
luacio´n entre 2005 y 2007, es decir, 25 con-
sultas del 2005, 30 del 2006 y otras 30 del
2007. Las consultas se proporcionaron en tres
idiomas: ingle´s, france´s y alema´n. Adema´s,
dichas consultas esta´n clasificadas como vi-
suales, textuales o mixtas dependiendo de en
que´ tipo de sistemas de recuperacio´n se com-
portan mejor. En la Figura 1 se puede ob-
servar una consulta clasificada como visual y
compuesta por un texto en tres idiomas junto
con tres ima´genes.
Figura 1: Ejemplo de una consulta de la co-
leccio´n consolidada de ImageCLEFmed
Otro recurso incluido en la coleccio´n con-
solidada son los juicios de relevancia para ca-
da consulta. Los juicios esta´n expresados en
tres niveles de relevancia: relevante, parcial-
mente relevante y no relevante. El nu´mero
de juicios de relevancia para cada consulta
esta´ comprendido entre 800 y 1.200. En defi-
nitiva, para los experimentos llevados a cabo
durante este trabajo se ha utilizado el marco
de evaluacio´n de ImageCLEFmed, compues-
to por 85 consultas diferentes.
Por otro lado, para llevar a cabo el proceso
de recuperacio´n de informacio´n hemos utili-
zado la plataforma Terrier7. Terrier es un mo-
tor de bu´squeda flexible, eficiente y eficaz, de
co´digo abierto, escrito en Java y desarrollado
por la Universidad de Glasgow. Esta herra-
mienta implementa los u´ltimos esquemas de
pesado y funcionalidades en recuperacio´n de
informacio´n, adema´s de permitir la indexa-
cio´n automa´tica de colecciones de test cono-
cidas como las proporcionadas por las confe-
rencias TREC y CLEF. El esquema de pesa-
do utilizado en Terrier ha sido el modelo que
trae por defecto llamado inL2, un modelo ba-
7http://terrier.org
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sado en la frecuencia inversa de documento
(IDF) que aplica dos tipos de normalizacio´n:
la primera basada en la sucesio´n de Lapla-
ce y la segunda basada en la frecuencia del
te´rmino. Por otro lado, Terrier tambie´n per-
mite realizar expansio´n de consulta de forma
automa´tica proporcionando diferentes mode-
los de expansio´n. El mecanismo de expan-
sio´n de consulta de Terrier extrae automa´ti-
camente los m te´rminos con ma´s informacio´n
de los n primeros documentos recuperados y
los utiliza como te´rminos de expansio´n de la
consulta. Durante este proceso, los te´rminos
de los n primeros documentos recuperados
son pesados utilizando un esquema basado en
el paradigma Divergence From Randomness
(DFR). La versio´n 2.2.1 utilizada de Terrier
ofrec´ıa tres modelos de expansio´n de consul-
ta: Bose-Einstein 1 (Bo1), Bose-Einstein 2
(Bo2) y Kullback-Leibler (KL). Durante la
experimentacio´n de este trabajo se ha utili-
zado el modelo Bo1 por ser el que mejores
resultados obtuvo. Con respecto al procesa-
miento llevado a cabo con los documentos de
la coleccio´n y las consultas, se han eliminado
las palabras vac´ıas y se ha extra´ıdo el lema
del resto de te´rminos aplicando el algoritmo
de Porter (1980).
Por u´ltimo, las medidas utilizadas para
evaluar los experimentos han sido las t´ıpicas
utilizadas en RI. La precisio´n (Precision, P)
se define como la proporcio´n de documentos
relevantes recuperados sobre el nu´mero to-
tal de documentos recuperados, la cobertura
(Recall, R) es la proporcio´n de documentos
relevantes recuperados del total de documen-
tos relevantes que hay en la coleccio´n para esa
consulta, y la precisio´n media (Mean Avera-
ge Precision, MAP) que se considera un buen








donde N es el nu´mero de documentos rele-
vantes recuperados, d es un documento rele-
vante recuperado y P (d) es la precisio´n del
documento d recuperado.
4. Experimentos y resultados
El objetivo de este trabajo es analizar co´mo
se comporta la expansio´n de consulta en un
marco de trabajo como ImageCLEFmed. Pa-
ra ello, se han llevado a cabo diversos experi-
n docs m terms P R MAP
3 10 0,066 0,525 0,244
5 10 0,066 0,523 0,243
10 10 0,065 0,518 0,239
3 15 0,067 0,528 0,247
5 15 0,066 0,526 0,243
10 15 0,065 0,512 0,237
3 20 0,067 0,528 0,247
5 20 0,067 0,527 0,240
10 20 0,065 0,517 0,236
Tabla 1: Resultados de la expansio´n PRF uti-
lizando Terrier con el esquema Bo1
mentos en los que se han probado diferentes
te´cnicas. Cada uno de estos experimentos y
los resultados obtenidos se exponen a conti-
nuacio´n.
4.1. Expansio´n PRF
El primer tipo de expansio´n consistio´ en
aplicar un mecanismo de realimentacio´n por
pseudo-relevancia (Pseudo Relevance Feed-
back, PRF). Este me´todo consiste en reali-
zar una recuperacio´n normal para obtener
un conjunto inicial de documentos relevan-
tes. A partir de ese conjunto se consideran los
n primeros documentos, se seleccionan los m
te´rminos ma´s relevantes de dichos documen-
tos segu´n un esquema de pesado particular
y, finalmente, se expande la consulta origi-
nal con esos te´rminos seleccionados, lanzan-
do una nueva recuperacio´n de documentos.
Como se ha explicado anteriormente en la
Seccio´n 3, Terrier permite aplicar de forma
automa´tica este mecanismo PRF utilizando
una te´cnica de expansio´n de consulta llama-
da Bo1. La Tabla 1 muestra los resultados
obtenidos aplicando esta te´cnica y utilizan-
do diferentes valores para los para´metros de
configuracio´n n y m.
Como se puede observar en la Tabla 1, los
resultados obtenidos son muy similares a pe-
sar de modificar los para´metros de configura-
cio´n n y m. El mejor valor MAP se consigue
utilizando los tres primeros documentos y los
15 o 20 mejores te´rminos para expandir la
consulta.
4.2. Expansio´n MeSH
El siguiente grupo de experimentos consis-
tio´ en expandir la consulta utilizando te´rmi-
nos de la ontolog´ıa me´dica MeSH. Se propu-
sieron dos tipos de expansio´n:
MeSH-ALL, en la que se consideraron
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Expansio´n P R MAP
MeSH-ALL 0,059 0,470 0,191
MeSH-ACE 0,066 0,526 0,236
Tabla 2: Resultados de la expansio´n utilizan-
do la ontolog´ıa me´dica MeSH
todas las categor´ıas MeSH y los cam-
pos de registro MH, ENTRY, PRINT
ENTRY y DE para expandir la consulta.
Adema´s, no se eliminaron posibles te´rmi-
nos repetidos durante la expansio´n.
MeSH-ACE , en la que se considera-
ron u´nicamente las categor´ıas A, C y E
de MeSH y los campos de registro MH,
ENTRY y PRINT ENTRY. Adema´s,
s´ı se eliminaron los te´rminos repetidos
durante esta expansio´n.
Se han seleccionado las categor´ıas A
(Anatomy), C (Diseases) y E (Analytical,
Diagnostic and Therapeutic Techniques, and
Equipment) porque se corresponden mejor
con la tema´tica de la coleccio´n (Chevallet,
Lim, y Radhouani, 2006) y consiguen mejorar
el resultado de la expansio´n como demues-
tran otros trabajos realizados (Dı´az-Galiano
et al., 2010; Dı´az-Galiano, Mart´ın-Valdivia, y
Uren˜a-Lo´pez, 2009).
Los resultados obtenidos mediante este ti-
po de expansio´n se muestran en la Tabla 2.
Como era de esperar, la expansio´n en la que
se utilizaron so´lo tres categor´ıas MeSH obtu-
vo los mejores resultados, con una diferencia
de +23,56% en cuanto a valor MAP. Otra de
las razones de este comportamiento fue la eli-
minacio´n de te´rminos repetidos en la expan-
sio´n MeSH-ACE, ya que con ello se lograba
introducir menos ruido en la consulta.
4.3. Filtrado de la expansio´n
utilizando ganancia de
informacio´n
En el siguiente me´todo se propuso filtrar los
te´rminos que, a partir de la ontolog´ıa MeSH,
se an˜adieron a la consulta durante la expan-
sio´n MeSH-ALL explicada en la seccio´n an-
terior. Por tanto, el objetivo en este grupo
de experimentos fue eliminar aquellos te´rmi-
nos que pod´ıan no beneficiar el proceso de
recuperacio´n de informacio´n. Para ello, se
tomo´ el corpus completo y se calculo´ el va-
lor de ganancia de informacio´n (Information
Gain, IG) de cada palabra.
La ganancia de informacio´n es una medida
basada en la entrop´ıa de un sistema, es decir,
en el grado de desorden de un sistema (Shan-
non, 1948). Esta medida nos indica cua´nto se
reduce la entrop´ıa de todo el sistema si cono-
cemos el valor de un atributo determinado.
De esta forma, podemos conocer co´mo se re-
laciona el sistema completo con respecto a un
atributo, o lo que es lo mismo, cua´nta infor-
macio´n aporta dicho atributo al sistema. La
IG para un te´rmino x se calculo´ mediante la
siguiente fo´rmula:














n es el nu´mero total de documentos en
la coleccio´n
nx es el nu´mero total de documentos que
contienen la palabra x
Hay que tener en cuenta que un te´rmino
MeSH puede componerse de varias palabras,
por lo que el peso del te´rmino sera´ la suma de
los pesos de sus palabras, en este caso la suma
del valor IG de cada palabra. Para los expe-
rimentos relacionados con IG se propusieron
distintas estrategias de filtrado que permit´ıan
una configuracio´n en base a tres para´metros:
Fo´rmula de pesado utilizada para cada
palabra
I´tems sobre los que se calcula el peso (pa-
labras o lemas)
Seleccio´n de los mejores, para expan-
dir con aquellos te´rminos que tuvieran
un mayor peso. A su vez, esta seleccio´n
pod´ıa estar basada en un porcentaje o
en un nu´mero determinado (umbral)
En base a estos para´metros se evaluaron
las siguientes configuraciones o estrategias
utilizando como fo´rmula de pesado la ganan-
cia de informacio´n:
TPIG. Los items que se consideraron
fueron palabras o te´rminos (T) y la se-
leccio´n o filtrado de los mejores se hizo
por porcentaje
LPIG. Se consideraron los lemas (L) y
se filtro´ por porcentaje
TNIG. Se tuvieron en cuenta las pala-
bras y se filtraron aquellos te´rminos con
Análisis de la expansión de consulta para colecciones médicas utilizando información mutua, ganancia de información y la ontología MeSH
17
Filtrado Umbral P R MAP
n = 1 0,063 0,493 0,228
n = 2 0,063 0,488 0,212
n = 3 0,062 0,486 0,210
n = 4 0,062 0,485 0,205
LNIG n = 5 0,062 0,484 0,205
n = 10 0,062 0,483 0,205
n = 15 0,062 0,482 0,205
n = 20 0,062 0,482 0,205
10% 0,062 0,485 0,210
20% 0,062 0,485 0,206
LPIG 30% 0,062 0,484 0,206
40% 0,062 0,483 0,205
50% 0,062 0,482 0,205
n = 1 0,064 0,495 0,223
n = 2 0,062 0,485 0,208
n = 3 0,062 0,486 0,202
n = 4 0,062 0,487 0,199
TNIG n = 5 0,062 0,486 0,199
n = 10 0,062 0,484 0,195
n = 15 0,062 0,486 0,197
n = 20 0,062 0,487 0,196
10% 0,062 0,486 0,198
20% 0,063 0,488 0,198
TPIG 30% 0,062 0,487 0,198
40% 0,062 0,487 0,197
50% 0,062 0,487 0,197
Tabla 3: Resultados del filtrado de la expan-
sio´n utilizando Ganancia de Informacio´n (IG)
un peso mayor a un umbral n preesta-
blecido
LNIG. Se consideraron los lemas y
se expandio´ con aquellos te´rminos que
ten´ıan un peso mayor a un umbral n
preestablecido
Por u´ltimo, los umbrales de porcentaje
analizados han sido 10, 20, 30, 40 y 50, mien-
tras que el nu´mero de te´rminos con mayor
peso an˜adidos ha sido estudiado sobre los va-
lores n = {1, 2, 3, 4, 5, 10, 15, 20}. La Tabla 3
muestra los resultados obtenidos con este tipo
de filtrado para las distintas configuraciones
contempladas.
Como se puede observar en los resultados
obtenidos en la Tabla 3, la configuracio´n que
consigue el valor ma´s alto de MAP es la que
combina lemas y un determinado nu´mero de
te´rminos a an˜adir (LNIG). De hecho, el valor
ma´s alto de MAP (0,228) se obtiene selec-
cionando u´nicamente el lema con mayor peso
(n = 1), y progresivamente decrece el valor de
MAP a medida que an˜adimos ma´s te´rminos
a la expansio´n. En cuanto a la diferencia de
considerar lemas o las propias palabras como
ı´tem sobre el que calcular el peso, el utilizar
lemas se comporta mejor, aunque la diferen-
cia no es tan importante (+2,24% y +6% con
umbrales n = 1 y 10%, respectivamente).
4.4. Filtrado de la expansio´n
utilizando informacio´n mutua
Adema´s de la ganancia de informacio´n pro-
pusimos utilizar otra fo´rmula de pesado dife-
rente para las palabras: la Informacio´n Mu-
tua (IM). La informacio´n mutua (Pointwise
Mutual Information, PMI) es una medida de
asociacio´n o relacio´n entre palabras utilizada
a menudo en a´reas como la teor´ıa de la in-
formacio´n y la estad´ıstica (Cover y Thomas,
2006). La informacio´n mutua se calcula me-
diante la siguiente fo´rmula:





n es el nu´mero total de documentos en
la coleccio´n
nx es el nu´mero total de documentos que
contienen la palabra x
ny es el nu´mero total de documentos que
contienen la palabra y
nxy es el nu´mero total de documentos
que contienen ambas palabras x e y
m es el nu´mero total de palabras dife-
rentes en la coleccio´n
Siguiendo el mismo tipo de configuracio-
nes explicadas en la seccio´n anterior para la
ganancia de informacio´n, aplicamos diferen-
tes valores y porcentajes de umbral, consi-
derando tanto lemas como las propias pala-
bras a la hora de expandir. Los resultados ob-
tenidos utilizando informacio´n mutua como
fo´rmula de pesado se muestran en la Tabla 4.
Como se puede observar en la Tabla 4, el
comportamiento del sistema es similar al ob-
tenido utilizando ganancia de informacio´n co-
mo fo´rmula de pesado. La configuracio´n LN-
MI (lemas y valores espec´ıficos de umbral)
es la que alcanza el mejor resultado MAP,
tambie´n con 0,228 para el valor de umbral
n = 1. Otra caracter´ıstica de estos resultados
es que, al igual que antes, no existen impor-
tantes diferencias entre las distintas configu-
raciones, destacando la igualdad de valores
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Filtrado Umbral P R MAP
n = 1 0,063 0,493 0,228
n = 2 0,063 0,488 0,212
n = 3 0,062 0,486 0,210
n = 4 0,062 0,485 0,205
LNMI n = 5 0,062 0,484 0,205
n = 10 0,062 0,483 0,205
n = 15 0,062 0,482 0,205
n = 20 0,062 0,482 0,205
10% 0,061 0,477 0,200
20% 0,061 0,476 0,200
LPMI 30% 0,061 0,476 0,200
40% 0,061 0,476 0,200
50% 0,061 0,476 0,200
n = 1 0,064 0,495 0,223
n = 2 0,062 0,485 0,208
n = 3 0,062 0,486 0,202
n = 4 0,062 0,487 0,199
TNMI n = 5 0,062 0,486 0,199
n = 10 0,062 0,484 0,195
n = 15 0,062 0,486 0,197
n = 20 0,062 0,487 0,196
10% 0,062 0,480 0,200
20% 0,062 0,479 0,200
TPMI 30% 0,062 0,480 0,200
40% 0,062 0,480 0,200
50% 0,062 0,480 0,200
Tabla 4: Resultados del filtrado de la expan-
sio´n utilizando Informacio´n Mutua (MI)
MAP obtenidos cuando se utilizan porcenta-
jes de umbral tanto para lemas como para
palabras (LPMI y TPMI).
5. Ana´lisis global de resultados
En esta seccio´n se trata de comparar los re-
sultados obtenidos durante toda la experi-
mentacio´n llevada a cabo en este trabajo. Pa-
ra ello, se han escogido los mejores resultados
MAP de cada experimento mostrado ante-
riormente, adema´s del caso base, que consis-
tio´ en recuperar informacio´n con las consultas
originales sin aplicar ningu´n tipo de expan-
sio´n. Todos estos resultados se muestran en
la Tabla 5.
Como se puede observar, el experimento
en el que se utilizo´ expansio´n PRF con Te-
rrier combinando los tres primeros documen-
tos recuperados y los 15 mejores te´rminos de
dichos documentos obtuvo el mejor resultado
(0,247). La mejora con respecto al resulta-
do obtenido cuando no se aplico´ expansio´n
de consulta (caso base) no fue muy relevan-
te (+5,56%). En cambio, los experimentos
Experimento MAP
Caso base (consultas sin expansio´n) 0,234
Expansio´n PRF (n = 3, m = 15) 0,247
MeSH-ALL 0,191
MeSH-ACE 0,236
LNIG (n = 1) 0,228
LNMI (n = 1) 0,228
Tabla 5: Resumen de los mejores resultados
obtenidos
que se llevaron a cabo utilizando la ontolog´ıa
MeSH como recurso de conocimiento para ex-
pandir las consultas introdujeron demasiado
ruido en el proceso de recuperacio´n y so´lo
con la expansio´n MeSH-ACE, en la que se
redujo el nu´mero de categor´ıas MeSH utili-
zadas, se consiguio´ mejorar levemente el caso
base (+0,85%). Como cab´ıa esperar, la ex-
pansio´n de la consulta con todos los te´rmi-
nos MeSH relacionados (MeSH-ALL) obtuvo
el peor resultado comparado con el caso base
(-22,51%), ya que no se aplico´ ningu´n tipo de
filtrado sobre los te´rminos que se an˜adieron.
Por u´ltimo, los experimentos en los que s´ı se
aplico´ un filtrado sobre los te´rminos a expan-
dir, relacionados con ganancia de informacio´n
e informacio´n mutua, obtuvieron resultados
similares, no mejorando tampoco el resulta-
do alcanzado con el caso base (-2,63%).
6. Conclusiones y trabajo futuro
En este trabajo se ha llevado a cabo una serie
de experimentos sobre la expansio´n de con-
sulta para colecciones me´dicas utilizando la
ontolog´ıa me´dica MeSH. El marco de eva-
luacio´n utilizado ha sido ImageCLEFmed, un
track perteneciente a las conferencias CLEF
que se encarga de evaluar sistemas de recu-
peracio´n de ima´genes me´dicas que contienen
texto asociado. En concreto, adema´s de reali-
zar una expansio´n PRF automa´tica median-
te el motor de recuperacio´n utilizado, se han
realizado varios experimentos expandiendo la
consulta original con te´rminos de la ontolog´ıa
MeSH sin ningu´n tipo de filtrado, escogien-
do previamente determinadas categor´ıas para
expandir o aplicando un filtrado previo segu´n
dos funciones de pesado para cada te´rmino:
ganancia de informacio´n e informacio´n mu-
tua.
Como era de esperar, la aplicacio´n de una
expansio´n PRF en este tipo de sistemas mejo-
ra levemente los resultados obtenidos cuando
no se aplica ningu´n tipo de expansio´n, como
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ocurre en la mayor´ıa de sistemas RI tradicio-
nales. Por otro lado, la conveniencia de la ex-
pansio´n de las consultas con te´rminos MeSH
es dif´ıcil de determinar. La disparidad en los
resultados obtenidos con dicha te´cnica difi-
culta llegar a la conclusio´n de cua´ndo es ma´s
conveniente aplicar la expansio´n. En ocasio-
nes, la consulta expandida mejoro´ claramente
a la original, mientras que en otras expansio-
nes se empeoraron los resultados obtenidos.
No obstante, se puede deducir que la expan-
sio´n de la consulta con te´rminos procedentes
de una ontolog´ıa me´dica como MeSH intro-
dujo demasiado ruido durante el proceso de
recuperacio´n, al menos mediante las te´cnicas
aplicadas en este trabajo. Adema´s, los me´to-
dos de filtrado descritos utilizando ganancia
de informacio´n e informacio´n mutua adole-
cieron de asignar ma´s peso a aquellos te´rmi-
nos que se compon´ıan de un mayor nu´mero
de palabras, por lo que una mejora para es-
tos me´todos consistir´ıa en trabajar con algu-
na reduccio´n de este valor, como la media, el
mı´nimo o el ma´ximo.
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