Abstract. The Neumann problem is considered for a quasilinear elliptic equation of second order in a multidimensional domain with the vertex of an isolated peak on the boundary. Under certain assumptions, the study of the solvability of this problem is reduced to a description of the dual to the Sobolev space W 1 p (Ω) or (in the case of a homogeneous equation with nonhomogeneous boundary condition) to the boundary trace space T W 1 p (Ω). This description involves Sobolev classes with negative smoothness exponent on Lipschitz domains or Lipschitz surfaces, and also some weighted classes of functions on the interval (0,1) of the real line. The main results are proved on the basis of the known explicit description of the spaces T W 1 p (Ω) on a domain with an outward or inward cusp on the boundary.
Introduction
We consider the Neumann problem for a quasilinear second order elliptic equation in a multidimensional domain Ω. Under certain conditions, the study of its solvability is reduced to a description of the space W * for a domain with the vertex of an isolated cusp on the boundary. The paper consists of five sections. In §1 we state the Neumann problem and relate its solvability to the description of the conjugate spaces mentioned above. In fact, §1 is a detailed introduction. In §2 we prove Theorem 1, which characterizes the space W 1 p (Ω) * for domains with an outward cusp. In §3 we establish some lemmas to be used in the sequel. A description of the space T W 1 p (Ω) * for the domain with an outward cusp is obtained in §4 (Theorem 2). This space is characterized in terms of the classes (W
1−1/p p (S))
* on Lipschitz surfaces, and in terms of some function spaces on the interval (0, 1) of the real axis.
The proof of Theorem 2 is based on an explicit description of the trace space T W 1 p (Ω); see [7] and [8, 7.2] . One of the consequences of Theorem 2 is a necessary and sufficient condition on the boundary function of class L q (∂Ω) ensuring the unique solvability of the Neumann problem.
In the final §5 we deal with domains having the vertex of an isolated inward cusp on the boundary. The principle results of the paper are stated in Theorem 1 ( §2), Theorem 2 ( §4), and Theorem 3 ( §5).
§1. Preliminaries
We begin with the following simple general observation. 
is in X * , and f | X 0 = 0.
The proof of this assertion follows easily from the definition of the quotient space.
Let Ω be a domain in R n , and let p ∈ (1, ∞). By W 1 p (Ω) we mean the Sobolev space of functions on Ω characterized by the finiteness of the norm
We also introduce the space T W (Ω) admits an explicit description. In accordance with Gagliardo's theorem [1] , for domains of class C 0,1 (i.e., for domains with compact closure whose boundary is locally a Lipschitz graph), T W Suppose the boundary of a domain Ω is compact and has finitely many non-Lipschitz points (e.g., Ω is a domain with the vertex of an isolated cusp on ∂Ω). Then a normal to ∂Ω exists almost everywhere with respect to the (n − 1)-dimensional area. Suppose that the area of ∂Ω is finite and consider the Neumann problem where p ∈ (1, ∞), ν is the unit outward normal to ∂Ω at a boundary point, a ∈ L ∞ (Ω), a(x) ≥ const > 0 a.e. on Ω, and f is a linear functional defined on the set V = W We observe that, for fixed u ∈ W 
If the latter problem is solvable, then, again, F extends uniquely to a functional in
. Indeed, if we assume that problem (1.5) has two solutions (u 1 and u 2 ), then (1.5) implies that
Relations (1.7) and (1.6) imply that the integrands in (1.6) vanish almost everywhere on Ω. Then u 1 = u 2 almost everywhere, by (1.7). So there is at most one element u ∈ W 1 p (Ω) satisfying (1.5). We prove that problem (1.5) is solvable. Note that the expression p L(u, v) − p F, v is the variation of the functional 
This means that the above minimizing sequence is bounded and, hence, has a subsequence (which we relabel as {v k }) weakly convergent in W 1 p (Ω). Let u be its limit. We claim that 
p − ε for all sufficiently large k. For the same k we have
and since ε > 0 is arbitrary, we obtain (1.8).
We have proved the following assertion: if the functional on the right in (1.5) is continuous on W In what follows, for domains Ω ∈ C 0,1 , we write W
, and we define
Also, if S is a Lipschitz surface, we write W
* , and the norm in this space is
For a domain with outward peak, the space W 
For simplicity of presentation, in what follows we assume that
We introduce some notation.
The mean value of v on the section of Ω by the hyperplane z = const is defined as
A special partition of unity on Ω will play an important role in the sequel. To construct it, first we introduce a sequence {z k } by
Clearly, {z k } is monotone decreasing, and furthermore,
Consider a smooth partition of unity {µ k } k≥1 subordinate to the covering of (0,
Such a partition can be constructed in such a way that
with positive constants depending only on ϕ and z 0 , and the identity k≥1 µ k (z) = 1 is fulfilled for z ∈ (0, δ] with some δ > z 1 . Let {λ k } k≥1 be yet another set of functions subject to
The partition of unity constructed in this way and the set of functions {λ k } depend only on ϕ and z 0 . We view them as fixed and do not mention the dependence on them of positive constants appearing below.
We also introduce the "cells"
and put Ω 0 = Ω \ {x ∈ Ω ∩ U : z ≤ z 1 }. We note that the partition of unity constructed above for the interval (0, 1] induces a partition of unity for Ω if we define µ 0 = 1 on Ω 0 \ (Ω ∩ U ) and µ k (x) = µ k (z) for x ∈ Ω ∩ U , k ≥ 0, and define µ k = 0 on Ω \ U for k ≥ 1. This partition of unity for Ω is subordinate to the covering {Ω k } k≥0 in the sense that µ k = 0 on Ω \ Ω k .
We say that the support of a functional
In what follows we shall need some estimates for the mean value (2.2). Proof. The first estimate is a simple consequence of Hölder's inequality. Turning to (2.4), we show that the function (0, 1) z → v(z) is absolutely continuous and estimate its derivative. Note that, for any ε ∈ (0, 1), the function
So, v is absolutely continuous on the interval (0, 1), and
for almost all z ∈ (0, 1). Applying the Hölder inequality, we arrive at the estimates
which concludes the proof of the lemma.
The theorem stated below gives a description of the space
, for a domain with outward peak. As a preliminary, we introduce the space X p (0, 1) of functions in L p,loc (0, 1) with finite norm
Theorem 1.
Let Ω be a domain with outward peak, and let {µ k } k≥0 be the partition of unity for Ω constructed above.
Then F can be written as the sum of three terms
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has support in the set {x ∈ Ω ∩ U : z ≤ z 0 } and belongs to the space X p (0, 1) * in the sense that
The functional F (3) has support in the set {x ∈ Ω ∩ U : z ≤ z 0 }, we have
and the estimate
is true with a positive constant c depending only on p and Ω.
(ii) Suppose that
is true with a constant c depending only on p and
Then
We have
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Clearly, for any positive integer N we obtain
We remind the reader that the 
and estimate the value v W 1 p (Ω) . Since every point x ∈ Ω belongs to at most two cells
By using (2.3) and the Poincaré inequality
This inequality and (2.13) give the estimate
Thus, the functional (2.8) is well defined under the assumption (2.7), and inequality (2.9) is valid.
Let
The right-hand side of this inequality is not greater than
The proof of the theorem is complete.
Now we state some corollaries to the theorem proved above. By unifying the content of §1 with Theorem 1, we arrive at the following assertion. 
Furthermore, the following equivalence relation,
holds true with constants depending only on p and Ω. 
thus completing the proof.
The preceding assertion enables us to prove that
with the minimal possible exponent q , and also to establish the continuity of the linear map
with the maximal Sobolev exponent q.
is true with constant independent of v.
Proof. Corollary 2 shows that we should bound the sum on the left in (2.15).
Since Ω k is a domain of class C 0,1 , the Sobolev theorem [3, §8] applies, so that for any
First we consider the case where p ∈ (1, n). Then, by taking u = v − v in the preceding inequality, we obtain
By the Poincaré inequality, for every section of Ω k by a plane z = const, we obtain
Hence, the first term on the right in (2.19) does not exceed c ∇v L p (Ω k ) . By Lemma 2, the last term in (2.19) admits the same majorant. Thus, for p < n we have
Therefore, inequality (2.20) holds true also for p ≥ n. Unifying (2.18) and (2.20), we arrive at
By using the algebraic inequality
and keeping in mind that q ≤ p , we dominate the right-hand side of (2.21) by the expression
and inequality (2.16) follows. Now we turn to (2.17). With the help of (2.22), from (2.20) we obtain
where Ω = k≥1 Ω k . It remains to observe that the estimate
can be deduced from the Sobolev theorem for the domain (Ω ∩ U ) \ Ω of class C 0,1 and the Poincaré inequality for the section of Ω ∩ U by the plane z = const. The proof of the corollary is complete.
The assertion below is a consequence of Theorem 1 and Corollary 3. (
. We put
Clearly, Φ v is continuous, and (1.5) implies that {Φ v (F )} is a bounded set for any fixed
The solvability of problem (1.5) under assumption (C) was established in §1.
The equivalence of statements (B) and (D) follows from Corollary 3.
Next we note that the "Friedrichs inequality" 
Furthermore, from the embedding
) and the same lemma we obtain For q = ∞, this inequality should be replaced by
§3. Auxiliary assertions
In this section, we state some lemmas to be used in the proof of Theorem 2 in §4. Preliminarily, we introduce some notation.
Let Ω be a domain with an outward peak in the sense of the definition at the beginning of §2.
For simplicity of presentation, in the present and the next section we assume that ω ⊂ B 1 , and that ϕ (z) ≤ 1/2 for almost all z ∈ (0, 1). Furthermore, assuming that (2.1) is fulfilled, we put
* and λ is a Lipschitz function on ∂Ω, we define
. Let v be a function defined on Γ. Then its mean value on the section of Γ by the hyperplane z = const is defined as
where |γ| is the (n − 2)-dimensional area of γ.
Let {µ k } k≥0 be the partition of unity for the interval (0, 1] constructed in §2. We shall use it below, but, along with condition (2.3), we shall require that the number z 0 be so small that
and ϕ(z) < z/4
for z < 2z 0 . We introduce the surfaces
We observe that the above partition of unity for the interval (0, 1] induces a partition of unity for ∂Ω \ {O}: we put µ 0 = 1 on Γ 0 \ Γ, µ k (x) = µ k (z) for x ∈ Γ k ∩ Γ, k ≥ 0, and µ k = 0 on ∂Ω \ Γ, k ≥ 1. This partition of unity is subordinate to the covering {Γ k } k≥0 2 However, the equivalence of the continuity of the imbedding W 1 p (Ω) → L q (Ω) to the same inequality is also well known, see [5, 4.8.5] , and was obtained with the help of capacitary "isoperimetric" inequalities.
in the sense that dist(supp µ k , ∂Ω \ Γ k ) > 0, k ≥ 0. We also introduce a set of functions
For a domain with outward peak, the space T W 1 p (Ω) admits an explicit description (see [7, 4] , and [8, 7.2]); namely, this space consists of all functions on ∂Ω with finite norm
is the characteristic function of the interval (0, 1), and ds x , ds ξ are the area elements on Γ. Moreover, the norm (3.3) is equivalent to the norm in T W 1 p (Ω). This equivalence of norms remains valid if the surface Γ 0 in (3.3) is replaced by the surface ∂Ω \ {x ∈ Γ : z ≤ δ}, δ ∈ (0, 1), and the integral over Γ is dropped (see [7] ).
We need some auxiliary assertions to prove Theorem 2 in the next section.
Lemma 3.
For v ∈ L p,loc (0, 1), the equivalence relation
holds true with constants independent of v, and if
The left-hand side of (3.5) is equivalent to
and for y, η ∈ γ we have
where λ = ϕ(ζ)|z − ζ| −1 . For fixed y ∈ γ, we make the change of variables η = y + λ −1 t in the last integral over γ. Then the expression on the right in (3.7) takes the form
Here S λ is the surface {t : t/λ + y ∈ γ}, and dS λ (t) is the element of (n − 2)-dimensional area. It remains to note that ϕ(z) ∼ ϕ(ζ) for |z − ζ| < M(z, ζ), whence λ ≥ const > 0, and the last integral is bounded from above and from below uniformly in λ. So, (3.5) follows.
We turn to (3.6) . By Hölder's inequality and (3.1), we have
Thus, in view of (3.5), inequality (3.6) is a consequence of the inequality
, where
This estimate is known if ω = {y : |y| < 1} (see [8, Lemma 7 .5/3, inequality (7.5/16)]). If the domain ω is starlike with respect to a ball centered at the origin, the proof of (3.9) repeats the argument for the case of ω = {y : |y| < 1} almost word for word. We omit it. Suppose that ω is starlike with respect to a ball centered at y 0 ∈ ω, y 0 = 0. The transformation
where ω − y 0 is starlike with respect to a ball centered at the origin. Given u ∈ W 1 p (Ω), we define u on Ω by
Then u ∈ W 1 p (Ω ), and since |∇ x u| ∼ |∇ x u| and dx = dx, it follows that
We also have
The above observations show that
Finally, let ω be the union of a finite number of domains starlike with respect to a ball:
It remains to note that any domain ω ∈ C 0,1 can be represented as the union of a finite number of domains starlike with respect to a ball [6] . So, estimate (3.9) is proved. To obtain (3.8), we observe that any function v with finite norm v T W 1 p (Ω) can be extended inside Ω so that this extension u is subject to
is a consequence of (3.9) . This concludes the proof.
Lemma 4. If
(we use the same notation as in (3.4) ).
Proof. It suffices to prove the estimate (3.10)
Since v(x) = 0 for z > z 0 , the integrand in (3.10) is nonzero only if ψ(z) < z 0 , where ψ(z) = z − 2ϕ(z). By (3.2), we have ψ(2z 0 ) ≥ z 0 , and the monotonicity of ψ shows that the inequality ψ(z) < z 0 can be fulfilled only for z < 2z 0 . Thus, the integrand in (3.10) does not vanish only if z ∈ (0, 2z 0 ). We also observe that |x − ξ| ∼ ϕ(z) for (x, ξ) ∈ S. We shall prove (3.10) by what is called fictitious integration. Let x and ξ be defined by
By (3.2), we also have
Integrating the inequality
with respect to x , ξ and using the fact that each quantity
is less than or equal to c |x − ξ| and |x − ξ| ∼ ϕ(z), we obtain
Next we integrate the resulting inequality over S. Keeping (3.11)-(3.13) in mind and changing the order of integration, we arrive at (3.10).
Remark 2. The form of the norm (3.3) shows that a linear map T W
In the sequel we need an analog of the Poincaré inequality for functions defined on surfaces. Let σ be a measurable subset of the boundary of a domain of class C 0,1 with positive area |σ|.
This assertion is proved easily with the help of Hölder's inequality. Now we establish two lemmas concerning the space T W 1 p (Ω).
Lemma 6. If Ω is a domain with an outward peak and v
Proof. The left-hand side of (3.14) does not exceed the sum c I 1 + c I 2 , where
Since µ 0 (z) = µ 0 (ζ) = 0 for z, ζ ∈ (0, z 1 ), it follows that
The last integral with respect to ξ is not greater than c ϕ(z), whence
, where [·] p,Γ 0 is the seminorm (1.1), and (3.14) follows.
.
Lemma 7.
Let Ω be the same as above, and let
3 To arrive at the same conclusion in the general case, it suffices to use the following fact: any Lipschitz continuous function on ∂Ω extends to a Lipschitz continuous function on R n with the same Lipschitz constant and the same maximum of the modulus (see [9, Chapter VI, §2] ). Then
Proof. We use the following fact: if w is a function defined on Γ, w(x) = 0 for z > z 0 , and |w| p,Γ < ∞, then there exists a linear map 
, where, as above, M (z, ζ) = max{ϕ(z), ϕ(ζ)}, and χ is the characteristic function of the interval (0, 1).
Theorem 2.
Let Ω be a domain with outward peak and {µ k } k≥0 the partition of unity on ∂Ω \ {O} described in §2.
Then f can be represented as the sum of three terms
where each term is in T W 
has support in the set {x ∈ Γ : z < z 0 }, and belongs to the space Y p (0, 1) * in the sense that
Finally, f (3) has support in {x ∈ Γ : z < z 0 }, we have
and there is a positive constant c = c(p, Ω) such that
and v(y, z) depends only on z, and moreover, we have
Then the functional defined by
is continuous, has support in {x ∈ Γ : z ≤ z 0 }, and the estimate
is valid with a constant depending only on p, Ω. Given
(see Remark 3 before Lemma 7), we obtain f
, we can write
wherev =v(z) is the mean value of v| Γ , defined as in (3.1). The continuity of f and Lemma 7 show that the quantity (4.7) is dominated by the expression c(f )|(1 − µ 0 )v| p,Γ (the seminorm | · | p,Γ was defined in (3.4)). Applying Lemma 3, we get a majorant for the quantity (4.7) raised to the power p in the form
Next, we dominate the expression (4.8) by the sum
The second term is not greater than
which does not exceed c Γ |v(x)| p ϕ(z) ds x , and we arrive at inequality (4.1) with constant independent of v. It remains to note that the right-hand side of (4.1) is not greater than
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(Γ k ) with norm at most 1 and such that
. For any positive integer N we have
. . , we rewrite (4.9) in the form (4.10) Lemma 7 shows that it suffices to bound the seminorm |v| p,Γ . Let x, ξ ∈ Γ. We have
and moreover, for fixed x, ξ, the last sum contains at most four nonzero summands. Hence,
equals zero. Consequently, (4.12)
where [·] p,Γ k is the seminorm (1.1). Note that for z ∈ supp ν k and ζ / ∈ ∆ k we have |z − ζ| ≥ c ϕ(z k ) by (2.3), so that |x − ξ| ∼ ϕ(z k ). Thus, the second term on the right in (4.12) is dominated by [
Therefore, the inner integral over Γ k is not greater than 
with a constant c independent of k and v k . Combining this estimate, (4.11), and the inequality
Thus the right-hand side of (4.10) does not exceed
Now, from (4.10) we deduce the estimate
and N . Hence, (4.2) follows.
We use Lemma 5 to bound the first term on the right: 
* , and the estimate
with constant independent of v.
Proof. First, we bound the sum on the left in (4.18).
where, as before,
is a domain of class C 0,1 . Hence, by the Sobolev theorem, for any u ∈ W
We insert u into the above inequality, assuming that u = 0 on ∂Ω k \ Γ k , and use Lemma 5 to bound the first term on the right. This results in
To bound the second term, we write 3) . Therefore, the last term in (4.23) is not greater than
in view of Lemma 5. Next, we dominate the expression
by the right-hand side of (4.14), where v k (x) should be replaced with v(x) and ν k with µ k . Now the same argument as in Theorem 2 leads to the estimate
Combining this with inequalities (4.22) and (4.23), we get
A similar argument for p ≥ n shows that (4.24) is also true. Inequalities (4.21) and (4.24) imply that
Applying the algebraic inequality (2.22) in the same way as in Corollary 3, we dominate the left-hand side of (4.25) by c f −f L q (Γ) . Now, (4.19) follows from Corollary 5.
Turning to the proof of (4.20), we note that
. Hence, (4.19) implies the estimate
for all f ∈ L q (Γ) and v ∈ T W , which is not greater than v T W 1 p (Ω) by Remark 2. The proof of Corollary 6 is complete.
We conclude this section with an assertion similar to Proposition 1. Next, it is obvious that
We have 1 − n/p + (n − 1)/q ≥ 0 by assumption, whence 1 − 2/p + 1/q > 0 for q ≥ p, so that the space W 1−1/p p (z 2 , 1) is embedded in L q (z 2 , 1) continuously (see, e.g., [11, §16] ). For q < p, the continuity of the same embedding follows from Hölder's inequality. Hence, 
