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Graph search is used in many areas of computer science. It is well-known that
the scalability of graph-search algorithms such as A* is limited by their memory
requirements. In this dissertation, I describe three complementary strategies for
reducing the memory requirements of graph-search algorithms, especially for multiple
sequence alignment (a central problem in computational molecular biology). These
search strategies dramatically increase the range and difficulty of multiple sequence
alignment problems that can be solved.
The first strategy uses a divide-and-conquer method of solution reconstruction,
and one of my contributions is to show that when divide-and-conquer solution reconstruction is used, a layer-by-layer strategy for multiple sequence alignment is more
memory-efficient than a best-first strategy.
The second strategy is a new approach to duplicate detection in externalmemory graph search that involves partitioning the search graph based on an abstraction of the state space. For graphs with sufficient local structure, it allows
graph-search algorithms to use external memory, such as disk storage, almost as
efficiently as internal memory.

The third strategy is a technique for reducing the memory requirements of subalignment search heuristics that are stored in lookup tables. It uses the start and
goal states of a problem instance to restrict the region of the state space for which a
table-based heuristic is needed, making it possible to store more accurate heuristic
estimates in the same amount of memory.
These three strategies dramatically improve the scalability of graph search not
only for multiple sequence alignment, but for many other graph-search problems,
and generalizations of these search strategies for other graph-search problems are
discussed throughout the dissertation.
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CHAPTER I
INTRODUCTION
Graph search is widely used in many areas of computer science, since many realworld problems can be formalized in the framework of finding a shortest path (or
least-cost path) in a state-space graph. It is well-known that the scalability of bestfirst graph-search algorithms such as A* is limited by their memory requirements,
since they store all explored nodes in memory. For example, the A* algorithm (Hart,
Nilsson and Raphael 1968) uses an Open list to store nodes that are generated but
not yet expanded, and a Closed list to store already expanded nodes. For search
problems in which node expansion is relatively efficient, A* typically runs out of
memory in a few minutes.
A traditional approach to reducing the memory requirements of A* is to use
depth-first search (DFS) such as depth-first branch-and-bound (DFBnB), depth-first
iterative-deepening A* or DFIDA* (Korf 1985), and recursive best-first search (Korf
1993). But because DFS only stores nodes on the current path, it is severely limited
in its ability to recognize when newly-generated nodes have been reached along other
paths. This leads to repeated re-generation of the same nodes and an exponential
increase in time complexity due to redundant search effort. For complex graphsearch problems with many duplicate paths, such as the multiple sequence alignment
problem, DFS performs extremely poorly, due to excessive node re-generations. In
this dissertation, I introduce new strategies for reducing the memory requirements
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2
of graph search that do not rely on the traditional approach of DFS and avoid its
exponential increase in time complexity.
The test problem used in developing these search strategies is multiple sequence
alignment, a fundamental problem in computational biology. Aligning n sequences
corresponds to finding a shortest (or least-cost) path in an n-dimensional hyperlattice, and dynamic programming is the traditional approach to finding optimal
alignments (Carrillo and Lipman 1988). However, recent work has shown that A*
outperforms dynamic programming by using a lower-bound function (i.e., an admissible heuristic) to guide the search and limit the part of the state space that must be explored to find an optimal alignment (Ikeda and Imai 1999; Lermen and Reinert 2000;
Yoshizumi, Miura and Ishida 2000; Korf and Zhang 2000; McNaughton et al. 2002;
Hohwald, Thayer and Korf 2003). Multiple sequence alignment provides a good
test problem because it has a great deal of structure that facilitates the development of the memory-saving techniques described in this dissertation. In Chapters 3
through 5, I describe three complementary strategies that exploit various kinds of
graph structure to dramatically improve the scalability of graph search for multiple
sequence alignment. Generalizations of these search strategies are also effective for
other graph-search problems, and these are discussed throughout the dissertation.
The dissertation is organized as follows. Chapter 3 describes several improvements to a memory-saving technique called divide-and-conquer solution reconstruction. This technique is based on the insight that it is not necessary to store all
explored nodes in order to prevent node re-generation. It suffices to store enough
nodes to form a boundary that separates the frontier from the interior of the search
graph. Instead of tracing pointers backwards from the goal node to the start node
to recover a solution path at the end of search, it uses a divide-and-conquer method

3
of solution reconstruction in which a node in the middle of an optimal path is saved
and used to divide the original problem into two subproblems. Each subproblem is
then solved recursively by the same algorithm until all nodes on the optimal path are
found. The advantage of this technique is that it saves a great deal of memory, but
only increases time complexity by a small (often logarithmic) amount. Chapter 3 introduces an algorithm that is designed specifically to reduce the memory requirement
of search in partially ordered graphs, and shows that when divide-and-conquer solution reconstruction is used, a layer-by-layer search strategy is more memory-efficient
than a best-first strategy.
Although divide-and-conquer solution reconstruction can significantly and sometimes dramatically reduce the memory requirements of A* for multiple sequence
alignment, it cannot solve a problem if the maximum size of the search frontier and
the boundary exceeds available memory. This leads to the investigation of additional
techniques for reducing the memory requirements of A*.
Chapter 4 explores a method that makes it possible to use external memory,
such as disk storage, efficiently in graph search. Although external memory is vastly
larger and cheaper than internal, random-access memory (RAM), most graph-search
algorithms are designed to use RAM only, because they need to perform duplicate
detection, and, to implement this efficiently, they store already-visited nodes in a hash
table that relies on random access to memory. This chapter introduces a technique
that has several significant advantages over a previous approach to graph search using
external memory. The idea is to use a state-space projection function to partition
the search graph into smaller “pieces” such that only a fraction of these pieces needs
to be stored in internal memory in order to check for duplicates of a node. The
remaining pieces are stored on disk. This technique exploits the locality of a graph

4
in order to limit the number of slow disk I/O operations. For graphs with sufficient
local structure, it allows graph-search algorithms to use external memory almost as
efficiently as internal memory.
Chapter 5 focuses on improving the accuracy of the search heuristic, in order
to reduce the number of nodes that must be expanded to find an optimal solution.
Although the traditional method of creating admissible heuristics for multiple sequence alignment with a sum-of-pairs cost function is to add the optimal alignment
costs for all pairs of sequences, more informative heuristics can be created by adding
the optimal alignment cost for groups of sequences with three or more sequences in
each group. This, however, involves building a large lookup table that stores the optimal alignment costs for all possible start states of the corresponding sub-alignment
problem for each group, thus creating a memory bottleneck that limits the number
of sequences within each group and the accuracy of the heuristic that results. This
chapter describes a technique for reducing the size of these lookup tables by using
the start and goal states of a problem instance to restrict the region of the state
space for which the heuristic is needed. It allows much smaller lookup tables that
provide essentially the same heuristic information. This chapter also shows how to
create and use these table-based heuristics in external memory, to further reduce
their internal-memory requirements.
The rest of the dissertation consists of Chapter 2, which reviews background
on state-space graph search and multiple sequence alignment, and Chapter 6, which
summarizes the results and provides a list of future work.

CHAPTER II
BACKGROUND
This chapter provides a review of state-space graph search, followed by an introduction to the multiple sequence alignment problem and graph-search algorithms
for solving it.
2.1

State-Space Graph Search

2.1.1 Problem representation
State-space graph search is a widely-used problem-solving framework in artificial
intelligence. In general, the state space of a search problem can be represented by a
weighted graph G =< N, E, c >, where
• a node n ∈ N corresponds to a problem state
• an edge (n, n0 ) ∈ E corresponds to a state transition
• the cost function c : E → <+ assigns a positive, real-valued cost c(n, n0 ) to
each transition (n, n0 ) ∈ E.
An instance of a search problem is a tuple < N, E, c, n0 , T >, where
• N, E, and c are defined as above
• the start node n0 ∈ N corresponds to the start state or the initial configuration
• the goal (or terminal) nodes T ⊆ N correspond to a set of goal states
A solution to a search problem is a path π = {n0 , n1 , · · · , nt } from the start node n0
to a goal node nt ∈ T such that ∀ 0 < i ≤ t, (ni−1 , ni ) ∈ E. The length (or depth) of
a solution, written as |π|, is the number of state transitions it contains. The cost of

5

6
a solution, written as c(π), is the sum of the cost of its edges. That is,

c(π) =

t
X

c(ni−1 , ni ).

i=1

An optimal solution, written as π ∗ , is a solution with the minimum cost,
π ∗ = arg min c(π).
π

A uniform graph is a graph such that all edges have the same cost. Note that an
optimal solution in a uniform graph is also a shortest solution.
In the above framework, problem solving corresponds to finding a minimumcost path in a graph. Typically, a state-space graph is represented implicitly by a
start node and a procedure for generating the successors of any node. A node is said
to be expanded when all of its successor nodes have been generated (i.e, computed).
The set of nodes and edges generated in the course of searching for a solution is
referred to as the explicit graph, in contrast to the entire graph, which is called the
implicit graph. Implicit representation of a graph is useful since the entire graph
usually does not need to be generated to solve a particular problem instance, and
only the explicit graph needs to be processed in memory.
2.1.2 Best-first graph search
Best-first graph search is a general algorithm schema for finding a minimumcost path in a graph. It maintains an Open list that contains the nodes that have
been generated but not yet expanded (i.e., the frontier of the explicit graph) and
a Closed list that contains the nodes that have been expanded (i.e., the interior of
the explicit graph). Each node is associated with a cost. At each cycle of bestfirst search, the algorithm chooses an open node of minimum cost, expands it by
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generating and evaluating all of its successor nodes, and moves it from the Open list
to the Closed list. Meanwhile, each newly-generated successor node is checked to
see if the same state already exists on the Open or Closed list. If not, the successor
node is inserted into the Open list. Otherwise, only a single copy reached along a
minimum-cost path from the start node is saved. Initially, the Open list contains just
the start node n0 . The search terminates with success when a goal node is chosen
for expansion, or with failure when the Open list becomes empty. Once a goal node
is expanded, a solution path can be reconstructed from the explicit graph by tracing
pointers backwards from the goal node to the start node. This traceback method of
solution reconstruction assumes that each time the search algorithm generates a new
node, it sets a pointer to its parent node, and the pointer is updated every time a
lower-cost path is found.
Special cases of best-first search include breadth-first search, uniform-cost search
or Dijkstra’s single-source shortest-path algorithm (Dijkstra 1959), and A* (Hart,
Nilsson and Raphael 1968). These algorithms differ only in how they determine the
cost of a node. If the cost of a node is its depth, then best-first search becomes
breadth-first search. If the cost of a node is g(n), the sum of the edge costs from the
start node to node n, then best-first search becomes uniform-cost search or Dijkstra’s
algorithm. (Note that uniform-cost search reduces to breadth-first search in uniform
graphs.) If the cost of a node is f (n) = g(n)+h(n), where h(n) is a heuristic estimate
of the remaining cost from n to a goal node, then best-first search becomes A*.
A heuristic function h(n) is said to be admissible, if it never overestimates the
true remaining cost, h∗ (n), for every node n ∈ N. Using an admissible heuristic
function, A* is guaranteed to find a minimum-cost solution if one exists. A heuristic
function h(n) is said to be consistent if h(n) ≤ c(n, n0 ) + h(n0 ) for all n and n0 . When
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A* uses a consistent heuristic, the g-cost of a node is guaranteed to be optimal once
the node is expanded. In other words, A* with a consistent heuristic never expands
the same node more than once. Note that consistency implies admissibility, but not
vice versa. The closer h(n) estimates h∗ (n), the fewer nodes A* has to expand to
find an optimal solution. Under certain conditions, A* is guaranteed to expand the
fewest nodes of any algorithm for finding a minimum-cost solution that uses the same
heuristic (Dechter and Pearl 1985).
For perspective, A* can be viewed as Dijkstra’s algorithm applied to a transformed graph with the same set of nodes N and edges E, but a modified cost function
ĉ defined as ĉ(n, n0 ) = c(n, n0 ) − h(n) + h(n0), where c(n, n0 ) and ĉ(n, n0 ) are the costs
of edge (n, n0 ) in the original and transformed graphs, respectively.
2.1.3 Graph search vs. tree search
A graph differs from a tree in that there may be multiple paths from the start
node to another node in a graph. As such, a best-first graph-search algorithm must
check the Open and Closed lists before generating a node, to make sure that the
node is not already stored in the explicit graph. This prevents the algorithm from
generating multiple copies of the same node. According to the principle of dynamic
programming, it is safe to ignore all but the minimum-cost path to a node. Therefore,
best-first search revises the cost of a node whenever it finds a path with a lower gcost, and it updates its parent-node pointer at the same time to keep track of the
improved path.
If a best-first search algorithm does not check for duplicates before generating a
node, a graph-search problem is transformed into an equivalent tree-search problem
in which multiple copies of the same nodes (and thus multiple subtrees) can be generated, one for each distinct path to the corresponding node in the graph. Although
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best-first tree search can still find a minimum-cost solution path, the search tree can
be much larger than the equivalent search graph and finding a minimum-cost solution path can require searching multiple, identical subtrees. In other words, best-first
tree search does not exploit the dynamic-programming principle in which solutions
to subproblems are cached for re-use in solving larger problems. As a result, it can
be very inefficient relative to graph search.

Figure 2.1: Panel (a) shows an example of a graph. Panel (b) shows the tree-search
version of the same graph. The largest identical subtrees are enclosed in dashed lines.
Figure 2.1 uses a small example to illustrate the difference between graph search
and tree search. Figure 2.1(a) shows a graph with 9 nodes labelled A through I.
Arrows represent directed edges in the graph. Suppose that the task is to find a
corner-to-corner, minimum-cost path from the start node A to the goal node I. In
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the worst case, a best-first graph-search algorithm will expand 9 nodes (the size of
the search graph). But a tree-search algorithm that does not check for duplicates can
expand up to 31 nodes (the size of the search tree), as shown in Figure 2.1(b). To
provide a visual explanation for this, Figure 2.1(b) also highlights the largest identical
subtrees (enclosed in dashed lines) that cause about a dozen extra node expansions.
As the number of rows and columns of the graph in this example increases, the
corresponding search tree grows exponentially larger than the search graph.
Size
1×1
2×2
3×3
4×4
5×5
6×6
7×7
8×8
9×9

Graph
Tree
Ratio
1
1
1.0
4
6
1.5
9
31
3.4
16
160
10.0
25
841
33.6
36
4,494
124.8
49 24,319
496.3
64 132,864 2,076.0
81 731,281 9,028.2

Table 2.1: Comparison of the size of the search graph to the size of the search tree
as the problem size increases.
Table 2.1 compares their sizes for 9 different settings. The column labelled
Size shows the number of rows and columns of the graph. The number of nodes in
the graph is shown in the column labelled Graph, and the number of nodes in the
corresponding tree is shown in the column labelled Tree. The last column shows
the factor by which the number of nodes in the tree is greater than that in the
graph. Note that the largest graph of this kind that a tree-search algorithm can
solve contains only 20 rows and 20 columns, because its corresponding tree has more
than 1.3 × 1014 nodes. On a machine that expands one million nodes per second, it
would take more than 4 years for a tree-search algorithm to finish. In contrast, it
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would take only 0.4 millisecond for a graph-search algorithm to traverse the 400-node
graph on the same machine.
2.1.4 Memory-limited graph search
The most serious limitation of best-first search is its memory requirement, which
is proportional to the number of stored nodes. Since best-first search stores all
explored nodes in the Open or Closed lists, its space complexity is the same as its
time complexity, which is usually exponential in the length of the minimum-cost
solution path. Given the processing speed and random-access memory available on
current computers, A* typically exhausts available memory within minutes. The fact
that the bottleneck of A* is memory is widely appreciated, and much research has
been devoted to developing memory-efficient heuristic search algorithms.
One approach to memory-limited heuristic search is to convert a graph-search
problem into an equivalent tree-search problem that can be solved without storing
Open and Closed lists. Instead, the tree is searched using some variant of depth-first
search that requires only linear space in the length of a solution path. Well-known
examples of this approach include IDA* (Korf 1985) and RBFS (Korf 1993). These
algorithms are very effective for tree-search problems, such as the sliding-tile puzzle
and Rubik’s cube. But for challenging graph-search problems, linear-space search
algorithms can be very inefficient due to excessive node re-generations. In fact, the
need to repeatedly regenerate the same nodes can increase their time complexity
exponentially, as the example described in Section 2.1.3 shows.
The performance of IDA* (as well as RBFS) on graph-search problems can be
improved by using available memory to store a transposition table in which some
subset of already explored nodes is cached in order to avoid generating duplicates
of these nodes (Reinefeld and Marsland 1994; Miura and Ishida 1998). But this
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technique cannot eliminate all duplicate nodes unless all explored nodes are stored
in the transposition table. For complex graph-search problems, it is crucial to avoid
generating all duplicates, because the number of duplicate nodes grows very quickly,
due to the structure of the search graph for these problems.
Another strategy for using available memory to prevent duplicate search effort
keeps Open and Closed lists but does not allow them to exceed a bound on available
memory. When the memory limit is reached, the least promising nodes in memory
are retracted (and their costs used to update the costs of their parent nodes) in
order to make room for newly generated nodes. This idea was initially described for
A* tree search (Chakrabarti et al. 1989; Russell 1992) and later extended to A*
graph search (Kaindl and Khorsand 1994; Zhou and Hansen 2002a). Although it has
attractive theoretical properties, repeated retraction and regeneration of the same
nodes results in very high overhead. As a result, the empirical performance of this
algorithm is very poor, and it has not yet been shown to be useful in practice.
For search algorithms discussed so far, eliminating duplicate search effort requires storing already explored nodes in memory (in either Open and Closed lists or
in a transposition table), and eliminating all duplicate search effort requires storing
all explored nodes. In Chapter 3, I consider an alternative strategy for memorylimited graph search that stores only a fraction of explored nodes in memory, but
is guaranteed to eliminate all duplicate search effort. Next, I introduce multiple
sequence alignment, a problem that motivates the new algorithms and techniques
described in this dissertation.
2.2

Multiple Sequence Alignment

Alignment of multiple DNA or protein sequences is a central problem in computational biology or bioinformatics (Gusfield 1997), with many applications that range
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from inference of phylogenetic trees to prediction of the three-dimensional structure
of proteins. It is also a challenging graph-search problem for which memory is the
bottleneck. This section includes an introduction to the multiple sequence alignment
problem, its formalization as a shortest-path problem, and a description of the classic
dynamic programming algorithms and the A* algorithm for solving this problem.
2.2.1 Problem definition
In simple terms, alignment of sequences involves inserting gaps into sequences in
order to maximize the number of matching “characters.” For example, consider the
two DNA sequences ACTGAT and ATGCAT. If we insert gaps as follows, ACTG–AT
and A–TGCAT, then all the letters in corresponding positions are the same, except
that the letter C in either sequence is matched against the gap character (–) in the
other sequence.
Formally, a sequence S of length l is an ordered list of characters (S[1], S[2], . . . , S[l])
from a finite alphabet Σ that does not include the reserved gap character (−). In the
case of DNA sequences, Σ is made up of letters A, T, C and G, each corresponding to
one of the four basic types of nucleotides; in the case of protein sequences, Σ contains
20 letters that represent different amino acids.
Let S1 , S2 , . . . , Sk denote k sequences of respective lengths l1 , l2 , . . . , lk . An
alignment of these sequences is a k × m matrix A = (aij ), such that
0

• aij ∈ Σ = Σ ∪ {−} (that is, the matrix is “padded” with gap characters).
• Ignoring gap characters in the i-th row of A will reproduce sequence Si .
• A has no column that consists only of gaps.
0

0

A substitution matrix φ : Σ ×Σ → <+ is used to determine the cost of aligning
a pair of characters in the same column of an alignment. Because matching gaps are
ignored, the cost of matching a pair of gaps, denoted by φ(−, −), is set to be 0.
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Given a substitution matrix, the total cost of an alignment A can be defined as
follows,
c(A) =

X

m
X

φ(apl , aql ).

(2.1)

1≤p<q≤k l=1

That is, the cost of an alignment is the sum of alignment costs of all different pairs
of sequences. It is referred to as the sum-of-pairs cost. An optimal alignment is the
one that minimizes this sum-of-pairs cost.
The cost of aligning the gap character (−) with a non-gap character is referred
to as the gap penalty. According to Equation (2.1), gaps are penalized uniformly
(i.e., regardless of their positions) in an alignment. Although there are other forms
of gap penalty in which the cost of opening a new gap is different from the cost of
extending an existing gap, note that the algorithms and techniques described in this
dissertation can be extended to other types of gap penalty as well.
2.2.2 Formalization as shortest-path problem in lattice
The multiple sequence alignment problem can be formalized as a shortestpath problem in a k-dimensional lattice, where k is the number of sequences to
be aligned (Carrillo and Lipman 1988). More formally, the k-dimensional lattice is
defined as a directed acyclic graph with node set

N = {n = (n[1], n[2], . . . , n[k]) | n[i] = 0, 1, . . . , li }

and edges
E=

[

{(n, n + e) | n, n + e ∈ N, e 6= 0}.

e∈{0,1}k

An alignment of k sequences corresponds to a path from the starting node s =
(0, . . . , 0) to the terminal node t = (l1 , . . . , lk ). Each edge in the path corresponds to
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a column in the alignment matrix A. Given a path π = {n0 , n1 , · · · , nm } from s to
t (i.e., n0 = s, nm = t, and (nj−1 , nj ) ∈ E ∀0 < j ≤ m), its corresponding alignment
matrix A can be reconstructed as follows,

aij



 −
if nj [i] − nj−1 [i] = 0
=



 Si nj [i] if nj [i] − nj−1 [i] = 1

for 1 ≤ i ≤ k, 1 ≤ j ≤ m.

The edge cost between nodes nj−1 and nj can be written as,

c(nj−1 , nj ) =

X

φ(apj , aqj )

1≤p<q≤k

and the cost of a path π as the sum of the cost of its edges,

c(π) =

m
X

c(nj−1 , nj ).

j=1

The path that corresponds to an optimal alignment is the one that minimizes the
sum of its edge costs.

Figure 2.2: Panel (a) shows the lattice for the alignment of two DNA sequences
S1 = ATCG and S2 = TGA. Panel (b) shows the alignment that corresponds to the
chain of solid arrows shown in Panel (a).
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As an example, Figure 2.2(a) illustrates the state space of aligning two sequences
S1 = ATCG and S2 = TGA, in which dots represent nodes and arrows represent
directed edges. Note that it has the same structure as the sample graph shown in
Figure 2.1(a). Each vertical (horizontal) edge represents a deletion of a character
(insertion of a gap) in S1 (S2 ), and each diagonal edge represents a match, if both
characters in the same column are identical, or else a substitution. Figure 2.2(b)
shows the alignment that corresponds to the path marked by the chain of solid
arrows in Figure 2.2(a). Suppose that we use a cost function that charges (a) zero
for a match and (b) one unit for aligning a character to either a gap or a different
character. We can then compute the cost of the alignment shown in Figure 2.2(b)
as follows. Since there are two matches, which cost nothing, and three gaps, each of
which costs 1 unit, the total cost of the alignment is 3. It can be verified that 3 is
also the minimum cost of a corner-to-corner path between the start node s and the
terminal node t in Figure 2.2(a). Thus, the alignment shown in Figure 2.2(b) is an
optimal alignment with respect to the simple cost function used in this example. Note
that there can be multiple optimal alignments, even with the same cost function. For
example, the alignment shown below has the same optimal cost of 3, since it has one
gap and two substitutions.
A T C G
– T G A
It should be clear that there is only one unique cost for all optimal alignments that
use the same cost function.
In the case of three-sequence alignment, the state space is a 3-dimensional lattice. Figure 2.3(a) illustrates the state space of aligning three sequences S1 = ATCG,
S2 = TGA and S3 = GAT. The path in Figure 2.3(a) corresponds to the alignment
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shown in Figure 2.3(b). Let c(Sp , Sq ) be the cost of the pairwise alignment between
sequences Sp and Sq . Using the same simple cost function described previously,
we can compute the sum-of-pairs cost of the three-sequence alignment as follows.
First, we calculate the pairwise alignment cost between S1 and S2 as c(S1 , S2 ) =
0+1+0+1+0+1 = 3. Similarly, the pairwise alignment costs c(S1 , S3 ) and c(S2 , S3 )
are calculated to be 3 and 4, respectively. Finally, we add up these pairwise costs to
get the total alignment cost, which is c(S1 , S2 )+c(S1 , S3 )+c(S2 , S3 ) = 3+3+4 = 10.
Alternatively, we can compute the cost for each aligned column, and take the sum of
these column-wise costs. In this example, there are six columns in the final alignment
and their respective costs (from left to right) are 2, 2, 0, 2, 2, and 2. Adding these
column-wise costs up yields the same total alignment cost, as 2+2+0+2+2+2 = 10.

Figure 2.3: Panel (a) shows the 3-dimensional lattice for the alignment of three DNA
sequences S1 = ATCG, S2 = TGA and S3 = GAT. Panel (b) shows an alignment that
corresponds to the chain of arrows shown in Panel (a).

2.2.3 Dynamic programming
The Needleman-Wunsch algorithm (Needleman and Wunsch 1970) is the classic
dynamic-programming algorithm for computing optimal alignments for a pair of
sequences. The algorithm uses a table to store the distance from the starting node
to every node in the state space. Then it scans through the table row by row (or
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column by column) starting from the cell in the top-left corner of the table. Each cell
in the table can be reached by taking a vertical, horizontal, or diagonal move from
its top, left, or top-left neighbor, respectively. The best alignment for a particular
cell is achieved by taking the move that minimizes the overall distance from the
starting node to the cell. By the time the algorithm reaches the cell in the bottomright corner of the table, the value in that cell is the optimal alignment cost. In
the meantime, the algorithm maintains for each cell a backward pointer that keeps
track of the neighboring cell that is along a minimum-cost path to it. To extract
the solution path from the table, the algorithm starts from the bottom-right cell and
follows the backward pointer all the way back to the cell in the top-left corner of the
table.
Let Sx (Sy ) be the sequence that corresponds to the row (column) of the
dynamic-programming table and let g(i, j) be the distance from the start node (0, 0)
to the cell in the i-th row and j-th column. Then g(i, j) can be computed by using
the following dynamic-programming recursion,



g(i − 1, j − 1) + φ(Sx [i], Sy [j])



g(i, j) = min g(i − 1, j)
+ φ(Sx [i], −)




 g(i, j − 1)
+ φ(−, Sy [j])
This dynamic-programming approach can be easily generalized to aligning multiple sequences. For example, in aligning three sequences, this approach fills a 3dimensional dynamic-programming table in a plane-by-plane order, and each plane
is filled line by line. In aligning k sequences, it fills a k-dimensional dynamicprogramming table hyperplane by hyperplane, and each hyperplane is filled one
hyperline after another. Except for cells on the boundary of the table, each cell can
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reach 2k − 1 neighboring cells in one step. In other words, the branching factor of
multiple sequence alignment is 2k − 1 for aligning k sequences. The memory requirement of dynamic programming is linear in the number of cells in the table, which is
Πki=1 li ; hence it has O(Πki=1 li ) space complexity. Multiplying the space complexity
by the branching factor gives the time complexity, which is O(2k Πki=1 li ). Note that
both the space and time complexities are exponential in the number of sequences
being aligned.
In practice, the space and time complexities of the basic dynamic-programming
algorithm can be improved by using upper and lower bounds to limit the search
space. An upper bound on the cost of an optimal alignment is simply the cost of any
sub-optimal alignment. One simple way to get a sub-optimal alignment is to append
gaps to all but the longest sequence such that all aligned sequences have equal length.
There are other more sophisticated methods for finding near-optimal alignments that
can provide much tighter upper bounds. For pairwise alignment, a lower bound on
the cost to reach the bottom-right corner of the dynamic-programming table can be
calculated as the gap penalty multiplied by the number of gaps needed to reach the
corner. For multiple sequence alignment, there exists a much more accurate lower
bound, which is described in Section 2.2.4. Given an upper bound on the cost of an
optimal alignment and a lower bound on the cost of aligning the “tails” of sequences,
one can restrict dynamic programming to the region along the main diagonal of the
table in which the cost to reach a node, plus the lower-bound estimation of the cost
to reach the goal, is no greater than the upper bound. This improved version of the
basic dynamic-programming algorithm is called bounded dynamic programming, and
was first described by Spouge (1989).
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Although bounded dynamic programming is easy to implement for pairwise
alignment, extending it to multiple sequence alignment is much more difficult, partly
because the latter involves filling a multi-dimensional table with one dimension for
each sequence. The more challenging task, however, is to represent (the boundary of)
the “computational volume” – the region or “volume” along the main diagonal of the
multi-dimensional table in which the g-cost of a cell, plus its h-cost (the estimated
remaining cost to reach the goal), is less than or equal to the upper bound on the
cost of an optimal alignment.
For pairwise alignment, this computational volume can be represented accurately by a series of intervals, one for each row of the dynamic-programming table.
An interval for the i-th row of the table specifies the beginning column jmin and the
end column jmax of the row such that g(i, j), the distance from the start node to
the cell in the j-th column of the i-th row, must be calculated for all j such that
jmin ≤ j ≤ jmax .
In higher dimensions, the boundary of the computational volume becomes very
complex and difficult to represent exactly. To achieve exact bounding, the algorithm must rely on the concept of “hyperintervals”, a generalization of the regular,
1-dimensional intervals (of the form [jmin , jmax ]) to higher dimensions. In aligning k
sequences, bounded dynamic programming would need to use a (k − 1)-dimensional
“hyperinterval” to bound the computational volume on each hyperplane. Storing
these high-dimensional “hyperintervals” takes a great deal of memory. In addition,
it is (almost) impossible to efficiently implement exact bounding for aligning even a
small number of sequences. For example, Hohwald et al. (2003) have found that implementing exact bounding efficiently for aligning as few as four sequences presents
significant challenges. As we will see, this is one of the primary reasons that bounded
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dynamic programming is inferior to best-first search in higher dimensions. A much
simpler albeit approximate bounding scheme is to maintain a bounding hypercube
that subsumes the computational volume. The drawback, however, is that approximate bounding causes many cells with costs higher than the upper bound to be
visited, undermining the efficiency of the algorithm.
The advantage of using (bounded) dynamic programming is that cells (or nodes)
that are close to each other in the search space are stored contiguously in memory,
allowing the algorithm to take advantage of the search graph’s spatial locality to
reduce its overhead per node expansion. By contrast, best-first search has higher
node-generation overhead and poor CPU cache performance, since it always chooses
the minimum-cost node on the Open list to expand next, and thus does not exploit
the spatial locality of the search graph to localize its memory reference. In Chapter
3, I will introduce a new algorithm that combines bounded dynamic programming
with best-first search to overcome their inefficiencies.
2.2.4 A* search
Although dynamic programming is the traditional approach to solving multiple
sequence alignment problems, A* has been shown to be more effective in finding
optimal alignments for more than three or four sequences (Ikeda and Imai 1999;
Lermen and Reinert 2000; Yoshizumi, Miura and Ishida 2000; McNaughton et al.
2002). Recall that A* is a heuristic search algorithm that expands nodes in a bestfirst order determined by a node evaluation function f (n) = g(n) + h(n), where g(n)
is the cost of the minimum-cost path (found so far) from the start node to node n
and h(n) is a heuristic estimate of the cost of the remaining path from node n to a
goal node. If h(n) is admissible (i.e., it never overestimates the cost of the remaining
path), then the first solution found by A* is guaranteed to be optimal.
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For multiple sequence alignment using the sum-of-pairs cost function, there
exists a naturally-occurred admissible (and consistent) heuristic function. Because
the sum of the costs of all optimal pairwise alignments provides a lower bound on the
cost of the optimal multiple alignment, one can define a pairwise heuristic function
as follows,
h(n) =

X

h∗pq (n)

1≤p<q≤k

where h∗pq (n) is the cost of the optimal alignment between the “tails” of sequences
Sp and Sq , starting from the image of node n projected to the plane formed by the
two sequences.
For each pair of sequences Sp and Sq , h∗pq can be computed by using dynamic
programming that works in the backward direction as follows. Unlike the regular
dynamic programming in the forward direction (described in Section 2.2.3), backward
dynamic programming uses a table to store the distance from the goal node (instead
of the start node) to every node in the state space of aligning sequences Sp and Sq .
It starts from the cell in the bottom-right corner of the table, and scans through
the table row by row (or column by column), until it reaches the cell in the top-left
corner of the table. In backward dynamic programming, each cell can be reached
by taking a vertical, horizontal, or diagonal move from its bottom, right, or bottomright neighbor, respectively. Note that unlike dynamic programming in the forward
direction, it does not need to maintain for each cell a pointer that keeps track of the
neighboring cell that is along a minimum-cost path to the cell, because the purpose
of using dynamic programming in the backward direction is to build a lookup table
that stores optimal alignment costs, not the actual alignments.
Before A* begins its search, it must first compute the pairwise heuristic function
by building a lookup table for each distinct pair of sequences, and there are altogether
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n
2

such tables. Note that the time and space complexities incurred by computing

the pairwise alignments are negligible compared to those typically needed for solving
the original multiple alignment problem, especially when the number of sequences is
more than five or six.
Aligning only a handful of sequences can present a significant challenge for the
A* algorithm, partly because the branching factor of multiple sequence alignment,
which is exponential in the number of sequences, is so large that the size of the Open
list can dramatically exceed the size of the Closed list, which is proportional to the
number of nodes A* must expand to find an optimal alignment. Thus, it is important
for A* to reduce the size of the Open list to improve its memory efficiency.
Three solutions have been proposed in the literature. Yoshizumi et al. (2000)
describe an extension of A*, called A* with Partial Expansion (PEA*). Instead
of generating all successors of a node when it is expanded, PEA* inserts only the
most promising successors into the Open list. The “partially expanded” node is reinserted into the Open list with a revised f -cost equal to the minimum f -cost of its
unexpanded successors, so that it can be re-expanded later. Use of this technique
dramatically reduces the size of the Open list, and PEA* can solve larger multiple
sequence alignment problems than A*. Unfortunately, the reduced space complexity
of PEA* is achieved at the cost of node re-expansion overhead. The tradeoff between
the space and time complexities is adjusted by setting a “cutoff value” C, which
determines which successor nodes to add to the Open list.
Another way to reduce the size of the Open list is to prune nodes from the Open
list if their f -cost is equal to or greater than a previously established upper bound,
since such nodes will never be expanded by A*. This approach was first proposed
by Ikeda and Imai (1999), who called it enhanced A* (EA*). One way to obtain an
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upper bound is to use the solution found by weighted A* search using a weight w > 1
in its node evaluation function f (n) = g(n) + w × h(n). Ikeda and Imai suggested
this method of obtaining an upper bound, but did not report experimental results
for it.
A third approach to reducing the size of the Open list also uses weighted A*
search to quickly find a solution that provides an upper bound that can be used to
prune the Open list. But because the first solution found may not be optimal, it
continues the weighted A* search in order to find a sequence of improved solutions
that eventually converges to an optimal solution. This also provides a sequence
of improved upper bounds that can further prune the Open list. This strategy is
called Anytime A* in the literature (Hansen and Zilberstein 1996; Zhou and Hansen
2002b). Anytime A* refines both an upper bound, corresponding to the cost of the
best solution found so far, and a lower bound, given by the unexpanded node with the
minimum unweighted f -cost. Both bounds approach each other until convergence
to a provably optimal solution. Before convergence, the difference between the two
bounds gives an error bound on the quality of the currently available solution.
Although all three techniques described above are very effective in reducing the
size of the Open list, A* can still run out of memory if the size of the Closed list
becomes too large. For many (difficult) alignment problems, the number of closed
nodes easily exceeds the number of open nodes, and thus pruning the Closed list is
more important than pruning the Open list for these problems. I describe techniques
for reducing the size of the Closed list in the next chapter.

CHAPTER III
SWEEP-A*: EXPLOITING LAYERED GRAPH STRUCTURE
Graph-search algorithms such as Dijkstra’s algorithm and A* use the Open list
to store nodes on the search frontier and the Closed list to store already-expanded
nodes. This serves two purposes. First, it allows a graph-search algorithm to recognize nodes that have been reached along one path if they are reached along another
path, in order to prevent duplicate search effort. Second, it allows an optimal solution path to be reconstructed at the end of search by tracing pointers backwards
from the goal node to the start node. Note that it is necessary to store all explored
nodes in order to perform both functions, but not to perform just one. This leads to
two different strategies for reducing the memory requirements of graph search: one
strategy gives up duplicate elimination and the other gives up the traceback method
of solution reconstruction.
Depth-first search (DFS) algorithms such as depth-first branch-and-bound (DFBnB), depth-first iterative-deepening A* (DFIDA*) (Korf 1985), and recursive bestfirst search (RBFS) (Korf 1993) give up duplicate elimination. Instead of storing
Open and Closed lists, they use a stack to organize the search. Since the current best
solution path is stored on the stack, solution reconstruction by the traceback method
is straightforward. But because they only store nodes on the current search path,
they have very limited ability to recognize when newly-generated nodes have been
previously explored. For complex graph-search problems with many duplicate paths,
a DFS algorithm can perform very poorly, due to excessive node re-generations. For
25
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example, in a rectangular-grid search space, DFS will generate O(3r ) nodes within
a radius of r, since each node has four neighbors and one of them is the parent
node that generated this node; while breadth-first search (BFS), by detecting and
eliminating duplicate nodes, will only generate O(r 2 ) nodes. Although DFS can use
transposition tables (Reinefeld and Marsland 1994) or in certain cases finite-state
machines (Taylor and Korf 1993) to detect and prune some duplicate nodes, an
inability to prevent all duplicate search effort often leads to poor performance.
A second strategy for reducing the memory requirements of search prevents duplicate search effort, but does not use the traceback method of solution reconstruction. It is based on the insight that it is not necessary to store all expanded nodes
in order to prevent node re-generation. It is only necessary to either (a) store only
the frontier and use special techniques to avoid generating any interior nodes, or (b)
store enough nodes to form a boundary that separates the frontier from the interior of
the search graph. A specialized version of this strategy appeared first in a dynamicprogramming algorithm for sequence comparison (Hirschberg 1975) and was later
introduced to the AI community in a pair of related search algorithms (Korf 1999;
Korf and Zhang 2000). Unlike the traceback method, this strategy uses a divideand-conquer method of solution reconstruction in which the algorithm first finds a
node in the middle of an optimal path, instead of the complete optimal path, and
then uses the midpoint node to divide the original problem into two subproblems.
Each subproblem is solved recursively by the same algorithm until all nodes on the
optimal path are identified. Since the time it takes to solve all subproblems is usually
very short compared to the time it takes to solve the original search problem, this
strategy saves a great deal of memory, but only increases time complexity by a small
amount. For this reason, it is the strategy adopted in this dissertation.
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The rest of this chapter is organized as follows. First, I review the background on
divide-and-conquer solution reconstruction and the best-first search algorithms that
use it. Then I introduce an algorithm called sweep-A* (Zhou and Hansen 2003b)
that is designed specifically to reduce the memory requirement of search in partially
ordered graphs. In conclusion, I briefly describe a family of breadth-first heuristic
search algorithms that are closely related to sweep-A*.
3.1

Background: Divide-and-conquer solution reconstruction
3.1.1 Hirschberg’s algorithm

The divide-and-conquer strategy of solution reconstruction was originally developed by Hirschberg (1975) as a technique to reduce the space complexity of dynamic programming for sequence comparison. Hirschberg’s algorithm exploits local
structure in the sequence-comparison problem that takes the following form: when
computing the value of a cell in the dynamic-programming table, only the values of
a few immediate neighbors of the cell are needed. For example, in pairwise sequence
comparison, we only need the values of a cell’s immediate top, left, and top-left
neighbors to compute its value.
Without loss of generality, let’s assume that the table is scanned row by row.
(Note that the same idea also applies to the case in which the table is scanned column
by column.) Once Hirschberg’s algorithm visits the last node in the current row, it
can remove the previous row to save memory (unless, of course, the current row is the
very first row of the table). Removing previous rows does not affect the algorithm’s
ability to correctly compute the optimal solution cost. However, it does affect the
algorithm’s ability to extract a solution path using the traceback method, because
nodes along an optimal path are deleted if they are stored in any previous rows. One
possible solution is to store the actual minimum-cost path, in addition to its cost, in
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each and every cell. But doing so increases the size of each cell dramatically. (To be
more accurate, the increase in node size is linear in the depth of search.)
Hirschberg (1975) proposed to use a divide-and-conquer method of solution
reconstruction that does not increase the size of a cell (or node). Instead of identifying
every node on an optimal solution path, his idea is to find only a midpoint node (e.g.,
a node or cell in the middle row of the table) that is on an optimal path, and use it to
split the original problem into two subproblems; the problem of finding an optimal
path from the start node to the midpoint node, and the problem of finding an optimal
path from the midpoint node to the goal node. These subproblems are solved by the
same dynamic-programm algorithm, in order to find a node in the middle of their
optimal paths. The process continues recursively until indivisible subproblems (in
which an optimal solution path is a single edge between the start and goal nodes) are
reached, and all nodes on an optimal solution path for the original search problem
have been identified.
To find a midpoint node that is on an optimal path, Hirschberg’s algorithm
first uses forward dynamic programming; beginning with the start node in the topleft corner, it scans the table row by row (with each row scanned from left to right),
until the costs of all the nodes in the middle row are computed and saved. The
algorithm then uses backward dynamic programming; beginning with the goal node
in the bottom-right corner, it computes the costs from right to left in each row, and
from the bottom row to the middle row. Note that forward dynamic programming
computes the minimum forward cost from the start node to each node in the middle
row, whereas backward dynamic programming computes the minimum backward cost
from the goal node to each node in the same row. An optimal path must pass through
a node in the middle row for which the sum of its forward and backward costs is the
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minimum. Once the algorithm finds the node with the minimum total cost, it can
determine the cost of an optimal path as well as the midpoint node that is on the
optimal path.
The above method of finding a midpoint node when aligning two sequences
can be easily extended to aligning more than two sequences. In this case, a node
is identified as a midpoint node if it is on a hyperplane that bisects the dynamicprogramming table (or hypercube) and the sum of its forward and backward costs is
the minimum among all the nodes on the same hyperplane. Note that the number of
hyperplanes that bisect the dynamic-programming hypercube can be as many as the
number of sequences being aligned. In most implementations, including the one used
in this dissertation, the hyperplane that divides the longest sequence in half is used
to find a midpoint node, since this maximizes the memory savings of Hirschberg’s
algorithm.
By removing any previously-scanned row as soon as possible, dynamic programming for pairwise alignment only needs to store two rows at a time. Since an extra
row is needed to save the costs of the nodes in the middle row, Hirschberg’s algorithm ends up storing no more than three rows at any time. Figure 3.1 shows how
Hirschberg’s algorithm finds a midpoint node that divides the problem of aligning
two DNA sequences ACTGAT and ATGCAT into two subproblems. In this example, the costs of deleted nodes are shown in outlined font. In Figure 3.1(e), the
first subproblem corresponds to aligning sequences ACTG and ATG, and the second
subproblem corresponds to aligning sequences AT and CAT.
The memory requirements of Hirschberg’s algorithm can be further reduced by
removing one node at a time, instead of all nodes in a row at the same time, whenever
the costs of all its downstream neighbors are computed. For pairwise alignment,
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Figure 3.1: Finding a midpoint node for aligning two DNA sequences ACTGAT and
ATGCAT in Hirschberg’s algorithm. Panels (a) and (b) show the order in which nodes
are visited in forward dynamic programming and the computed costs of these nodes.
Panels (c) and (d) show the order in which nodes are visited in backward dynamic
programming and the computed costs of these nodes. Panel (e) shows the sum of
the corresponding forward and backward costs of the nodes in the middle row. The
midpoint node with the minimum total cost is enclosed in a box drawn with thicker
lines.
the downstream neighbors of a node in forward (backward) dynamic programming
are its immediate bottom (top), right (left), and bottom-right (top-left) neighbors.
Figure 3.2 shows how this improved version of Hirshberg’s algorithm works. Suppose
the algorithm has just finished computing costs for the first row of the table, as shown
in Figure 3.2(a). At that time, none of the nodes in the first row can be deleted,
because they are all needed to compute the costs of the nodes in the second row.
Note that even after the cost of the first node in the second row is computed, the
algorithm cannot remove the start node in the top-left corner, because the cost of its
bottom-right neighbor still needs to be computed, as shown in Figure 3.2(b). Only
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after the cost of its bottom-right neighbor is computed can the algorithm remove the
start node, as shown in Figure 3.2(c).

Figure 3.2: Panels (a) through (c) show the costs computed by forward dynamic
programming immediately before and after Hirschberg’s algorithm visits the first
and the second nodes in the second row of the table. The cost of the deleted node is
shown in outlined font.
The above example shows that Hirschberg’s algorithm only needs to store one
row plus one node to compute the forward (or backward) costs in two dimensions.
In three dimensions, it needs one plane plus one row plus one node to perform either
forward or backward dynamic programming. In k dimensions, Hirschberg’s algorithm
needs to store k hyperplanes of different dimensionalities from 0 to k − 1, where a
0-dimensional hyperplane is a single node and a 1-dimensional hyperplane is a single
row. In addition, an extra (k − 1)-dimensional hyperplane is needed to save the costs
of nodes in the middle hyperplane. Therefore, the algorithm stores 2 hyperplanes of
dimensionality k − 1, plus k − 1 hyperplanes of increasing dimensionalities from 0 to
k − 2.
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Hirschberg’s algorithm reduces the space complexity of pairwise sequence alignment from quadratic to linear in the length of the sequences. In general, it reduces
the space complexity of multiple sequence alignment from O(lk ) to O(lk−1 ), where k
is the number of sequences being aligned.
The overhead of divide-and-conquer solution reconstruction depends on how
much easier it is to solve subproblems than to solve the original problem. It is
affected by the problem instance, the search algorithm, and the heuristic function
used to guide the search. In general, the faster the search space of a problem grows
with the depth of an optimal path, the cheaper the relative overhead of divide-andconquer solution reconstruction becomes. Since the search space of many challenging
problems grows exponentially with the depth of search, this means the overhead of
divide-and-conquer solution reconstruction is only logarithmic in the time complexity
for solving the original problem.
Even for problems whose search space grows quadratically with the depth of
search, divide-and-conquer solution reconstruction only increases the number of node
expansions by a constant factor. For example, in aligning a pair of sequences of length
l, the number of nodes expanded in solving the original problem (before solution
reconstruction) is l2 . After that, the original problem is split into two subproblems,
each corresponding to aligning a pair of sequences of length approximately equal
to l/2. The total number of node expansions in solving these two subproblems is
2(l/2)2 = l2 /2. By continuing this divide-and-conquer process, one can compute the
total number of node expansions as l2 + l2 /2 + l2 /4 + · · · , which corresponds to the
infinite geometric series bounded by 2l2 . In other words, the overhead of solution
reconstruction is 2l2 − l2 = l2 , which is the same as the number of node expansions
in solving the original problem.
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As for the general case of aligning n sequences of length l, the total number
of node expansions is ln + ln /2n−1 + ln /22(n−1) + · · · = ln 2n−1 /(2n−1 − 1), and the
extra number of node expansions due to solution reconstruction is only a fraction of
1/2n−1 of the total number of node expansions. Thus, the relative overhead of divideand-conquer solution reconstruction becomes exponentially cheaper as the number
of sequences being aligned increases.
Divide-and-conquer solution reconstruction does not increase the asymptotic
time complexity of the algorithm, as long as its overhead is dominated by (or the
same as) the time complexity for solving the original problem. This contrast sharply
with the exponential increase in the worst-case time-complexity of approaches to
reducing memory requirements using depth-first search. A related observation is
that it is not necessary to use a node that lies exactly in the middle of the search
space to divide the original problem into two subproblems. The reason is because
from a complexity viewpoint, it is sufficient to use any node to split the original
problem into two subproblems, as long as the sizes of these two subproblems differ
at most by a constant factor, since the asymptotic time complexity of divide-andconquer solution reconstruction is independent of the value of this constant factor.
For example, an algorithm that splits a problem into two subproblems, one of which
is always 99 times larger than the other, has the same asymptotic time complexity
as an “optimal” algorithm that always splits a problem into two subproblems of
exactly the same size. This is analogous to quick-sort, whose time complexity would
be asymptotically optimal, if only it could guarantee that its partitioning algorithm
always produces splits of “constant proportionality.” (Cormen, Leiserson and Rivest
1990)

34
3.1.2 Frontier-A*
Although divide-and-conquer solution reconstruction was originally developed
in the context of dynamic programming for sequence comparison, the idea is completely general and can be applied to any shortest-path problem. It is possible to
integrate this technique with a general-purpose search algorithm, such as A*. One
example of such an integration is an algorithm called frontier-A* (Korf and Zhang
2000). Although this algorithm was first used to solve the multiple sequence alignment problem, it can be used to solve any other graph-search problem.
Frontier-A* stores only the Open list and not the Closed list of A*. Its name
comes from the fact that the Open list of A* contains the nodes on the frontier of
the search. Frontier-A* prevents already-expanded nodes from being re-generated
by storing a list of used-operator bits in each open node. The list has one bit for
each neighbor (predecessor or successor) of the node; the bit indicates whether the
neighboring node reached by that operator has already been expanded. When a
node is expanded, only unused legal operators are used to generate successor nodes.
(This ensures that only the successor nodes that have not been expanded previously
are allowed to be generated.) A used-operator bit in the successor node is set to
block later re-generation of the just-expanded node. When a node is generated that
is a duplicate of a node already stored in the Open list, the operators marked in the
saved node are the union of the used operators of the individual nodes. In undirected
graphs, used-operator bits are sufficient to prevent re-generation of already-closed
nodes. In directed graphs in which a node can have predecessors that are not also
potential successors, an additional technique must be used. Korf and Zhang (2000)
use the following. Each time a node is expanded, all of its predecessor nodes are
generated as well as its successor nodes. If the search has not yet found a legal path
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to these predecessor nodes, they are assigned an infinite f -cost to prevent them from
being expanded until a legal path is found. Note that these dummy nodes acquire
an actual, finite cost once a path to them is found.
Unlike the original Hirschberg’s algorithm that searches in both forward and
backward directions, frontier-A* can use only forward search (i.e., from the start
node to the goal node) to find a midpoint node for divide-and-conquer solution
reconstruction. In Korf and Zhang’s (2000) implementation of frontier-A*, each
node n past the middle of the search space stores (via propagation from its parent
node) the complete state information about a node along a best path from the start
node to n that is about halfway between the start and goal nodes. After a goal node
is expanded, the midpoint node identified by this information is used as a pivot point
for divide-and-conquer solution reconstruction.
Although defining a hyperplane that divides the search space in half is trivial for
multiple sequence alignment, doing so for an arbitrary search problem is not as easy,
because its search space may not have a convenient graphical representation that
allows a bisecting hyperplane to be easily defined. Korf and Zhang (2000) describe a
general solution to this problem that uses the g-cost as well as the h-cost of a node
to determine if it is approximately half way between the start and goal nodes. For
example, any node whose g-cost is equal to its h-cost can be identified as a node
on an imaginary “hyperplane” that divides the search space in about half. As for
search algorithms that do not use a heuristic function, such as brute-force breadthfirst search, one can estimate the total solution cost c, and identify any node with a
g-cost of approximately c/2 as on the imaginary “hyperplane.”
The list of open nodes in frontier-A* acts both as the frontier of the search
and the boundary that prevents closed nodes from being re-generated. This causes
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complications when frontier-A* is combined with techniques for reducing the size
of the Open list. For example, it is possible to combine frontier-A* with partialexpansion A*, a technique for reducing the size of the Open list by allowing partially
expanded nodes (Yoshizumi, Miura and Ishida 2000). This can be beneficial in some
cases. But allowing nodes to be partially expanded has the effect of reducing the
number of nodes that are closed. In turn, this reduces the memory-saving effect of
frontier-A* by reducing the number of nodes eligible to be removed from memory.
Another approach to reducing the size of the Open list is to prune open nodes
when their f -cost is greater than an upper bound on the optimal f -cost, as in enhanced A* (Ikeda and Imai 1999). Although this technique does not reduce the
number of closed nodes, combining it with frontier-A* introduces other difficulties.
In (frontier-) A*, the first time a node is generated, there is no guarantee that the
best path to it has been found. So, if it is pruned using an upper bound, it may later
be re-generated if a better path to it is found. But since the forbidden operators
associated with the node when it was first generated were lost when it was pruned,
a node that was previously closed could be re-generated.
Figure 3.3 shows an example in which a previously-closed node can be regenerated in frontier-A* when it prunes open nodes whose f -cost is greater than
2 (an upper bound on the cost of an optimal path). The cost function used specifies
a cost of zero for a match, a cost of one for a substitution, and a cost of two for a
gap. The example shows the costs of nodes generated by frontier-A* after each node
expansion, until a previously-closed node is re-generated as the dummy node located
in the center of the table shown in Figure 3.3(d). Note that the used-operator bit
represented by a vertical dashed bar shown in Figure 3.3(b) is lost when the associated open node with an f -cost of 3 is pruned, and this causes the just-expanded
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node (in the center of the table) to be re-generated as a dummy node later in Figure 3.3(d). Unlike regular dummy nodes, a legal path to the dummy node will never
be found, because it is a re-generation of a previously-closed node. Thus, it will
remain on the Open list until a goal node is expanded. This example also shows that
regular dummy nodes, such as the one in the bottom-left corner of the table shown in
Figure 3.3(d), can also clutter the Open list, even though they are not re-generations
of any previously-closed nodes.

Figure 3.3: An example that shows how frontier-A* re-generates a previously-closed
node when it prunes from the Open list nodes with an f -cost greater than 2. Usedoperator bits that are stored in open nodes are marked by solid bars. Dashed bars
represent used-operator bits that are lost when the associated nodes are pruned from
the Open list. The just-expanded node is enclosed in a box drawn with thicker lines.
The costs of deleted nodes are shown in outlined font.
In directed graphs with the special property that the set of successors of each
node is disjoint from the set of predecessors, such as the search graph of the multiple
sequence alignment problem, generating dummy nodes that will never be removed
by frontier-A* is the only negative effect of pruning the Open list. But in directed
graphs that do not share this property, and in all undirected graphs, pruning nodes
from the Open list can also result in “leaks” back into the closed region.
The difficulty of combining frontier-A* with techniques for reducing the size of
the Open list is a significant limitation. Another potential limitation worth mentioning is the overhead for storing a list of forbidden operators in each node. For
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problems with a small branching-factor, this overhead is negligible. But for the multiple sequence alignment problem, this overhead grows as the number of sequences
grows. Recall that the number of operators (i.e., the branching factor) of multiple
sequence alignment is 2n − 1, and frontier-A* stores incoming as well as outgoing
edges in the list of used-operator bits. Thus, the total number of edges incident to a
node is (2n −1)×2 = 2n+1 −2. Although Korf and Zhang (2000) claim that the space
complexity of frontier-A* for multiple sequence alignment is O(ln−1), compared to
the O(ln ) space complexity of A*, this claim rests on the assumption that a node
takes constant storage. As n increases, the storage required for the list of forbidden
operators increases exponentially. In fact, the space complexity of frontier-A* for
mulitple sequence alignment is O(2n ln−1 ), and its advantage over the O(ln ) space
complexity of A* disappears when n > log2 l.
Frontier-A* has been tested on the multiple sequence alignment problem (Korf
and Zhang 2000; Hohwald, Thayer and Korf 2003; Zhou and Hansen 2003a). When
aligning more than two sequences, frontier-A* uses much less space and time than
Hirschberg’s algorithm, thanks to the pairwise heuristic that frontier-A* uses to guide
and focus its search. Compared to regular A*, frontier-A* is particularly effective in
aligning a smaller number of random sequences, because A*’s Closed list is usually
much larger than its Open list in solving these random instances, and not storing
a Closed list saves a great deal of memory for frontier-A*. Also, because the list
of used-operator bits takes only 2 extra bytes to store in each node for aligning
three sequences and 4 extra bytes for aligning four sequences, the space overhead
of frontier-A* per node is only slightly greater than that of regular A*, on these
problems.
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As mentioned earlier, the size of a node in frontier-A* grows exponentially with
the number of sequences being aligned. This becomes very apparent when frontierA* is used to align seven protein sequences of length around 450, randomly selected
from a set of similar protein sequences used in (Yoshizumi, Miura and Ishida 2000).
The high similarity of these sequences gives rise to a very accurate heuristic, and
makes these sequences much easier to align. Although A* and frontier-A* always
expand the same number of nodes, frontier-A* generates and stores an average of
10% more nodes in this domain because it inserts extra dummy nodes to the Open
list. A more serious problem is that the nodes created by frontier-A* are two times
bigger than the nodes created by the other algorithms, because they include lists of
used-operator bits. As a result, frontier-A* runs slower and uses more memory than
A*. (In aligning ten sequences, the nodes created by frontier-A* are seven times
larger than the nodes created by A*, and their relative size almost doubles with each
additional sequence thereafter.) Thus, frontier-A* is most effective in aligning from
three to five sequences.
3.1.3 Sparse-memory A*
Some limitations of frontier-A* have been addressed in a more recent algorithm
called sparse-memory A* (Zhou and Hansen 2003a) that also uses divide-and-conquer
solution reconstruction to reduce the memory requirements of A*. Unlike frontierA*, sparse-memory A* does not eliminate the Closed list altogether. Keeping some
closed nodes allows it to prune nodes from the Open list using an upper bound, as
in enhanced A* (Ikeda and Imai 1999).
Its strategy is based on recognition that if A* stores enough closed nodes to
form a boundary that separates the frontier from the interior of the search graph,
then closed nodes that do not belong to this boundary can be removed without ever
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being re-generated. A closed node is said to be on the boundary if it has some
unexpanded predecessor(s). The concept of a “boundary” expresses the intuition
that the set of explored nodes forms a “volume” that encompasses the start node and
grows outward, and no unexpanded node outside the boundary can reach an alreadyexpanded node without passing through some node in the boundary, as illustrated
by Figure 3.4. Thus, storing only the boundary nodes is as effective as storing all
expanded nodes with respect to preventing node re-generation.

Figure 3.4: A set of boundary nodes separates the frontier from the interior of the
search graph. All nodes inside the boundary are closed and all nodes outside the
boundary are open. The boundary itself may contain open nodes (as in frontier-A*)
or closed nodes (as in sparse-memory A*).
In sparse-memory A*, each node is associated with a counter that is initially
set to the number of predecessors of a node in the implicit graph. Each time a node
is expanded, the counter of each of its successors is decremented. A closed node is
considered to be part of the boundary if its predecessor counter is above zero. Once
the counter of a closed node is decreased to zero, it can be removed from memory,
because it is impossible to generate a duplicate of the closed node from any node on
the Open list.
A key advantage of sparse-memory A* is that it is compatible with the technique
for reducing the size of the Open list that uses an upper bound. The reason is because
sparse-memory A* maintains the boundary in the Closed list, not in the Open list.
Thus, pruning nodes from the Open list has no effect on the boundary at all. On
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the other hand, frontier-A* stores its boundary in the Open list, and pruning open
nodes can sometimes “break” the boundary and cause “leaks” back into the closed
region afterwards, as the example in Figure 3.3 shows.
Although sparse-memory A* needs a consistent heuristic to guarantee that removed closed nodes will never be re-generated, it can still find an optimal solution
with an admissible heuristic, if a node is allowed to be expanded more than once
in sparse-memory A*. (Note that even A* cannot guarantee that a node will never
be expanded more than once if it uses an inconsistent heuristic function.) In other
words, sparse-memory A* can work with an admissible but inconsistent heuristic,
even though it needs a consistent heuristic to retain most of its theoretical properties.
The situation is different with frontier-A*, which cannot work with any inconsistent
heuristic at all. This is because frontier-A* employs used-operator bits to block legal
transitions between nodes. Consequently, frontier-A* searches in an altered statespace graph with a much smaller edge set, due to its use of used-operator bits. As
long as an optimal path to a node is discovered when the node is expanded for the
first time, used-operator bits cause no problem. But this assumption is violated when
an inconsistent heuristic is used, and frontier-A* may not find an optimal solution
even after a goal node is expanded. Essentially, once a node is closed, frontier-A*
ignores the possibility of discovering a better path to it by permanently excluding
the node from the search space.
It is worth mentioning that for search problems with large branching factors,
such as the multiple sequence alignment problem, storing predecessor counters instead of used-operator bits has an important advantage – it avoids increasing node
size due to the storage of used-operator bits. Recall that used operators stored at
each node take (2n+1 − 2) bits, or approximately 2n−2 bytes, which grows exponen-
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tially with n, the number of sequences being aligned. On the other hand, it takes
only n bits, or n/8 bytes, to store the predecessor counter in each node generated by
sparse-memory A*.
In addition to the enhancements described above, sparse-memory A* uses a
different method to find a midpoint node that improves the efficiency of divide-andconquer solution reconstruction. The idea is to store a pointer in each node that
points to its predecessor node or to an intermediate node along an optimal path,
called a relay node, that is retained in memory. Recall that A* maintains in each
node a backward pointer that keeps track of the parent node along the minimum-cost
path found so far to this node. Relay nodes generalize this technique by allowing
the backward pointer in each node to point to a parent node or to an ancestor node
along the current minimum-cost path.
Recall that frontier-A* stores in each node past the middle of the search space
the complete state information about a node along a best path to it that is about
halfway between the start and goal nodes. Compared to this middle-state replication
technique used by frontier-A*, relay nodes offer several advantages.
First, relay nodes are smaller in size than nodes with middle-state replication,
because pointers generally take less memory than the complete state information
about a midpoint node. As a result, relay nodes can save space if the memory
required to store all pointers plus relay nodes is less than the memory required to
copy state information about the same midpoint into many other nodes. Because
relay nodes cannot be removed from memory once they are created, a technique for
reducing the peak memory requirements is to postpone the creation of relay nodes,
until they have passed the middle of the search space, where the number of nodes
stored is usually at its peak. For example, creating relay nodes at three-quarters
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way between the start and goal nodes generally does not increase the peak number
of nodes stored, and the amount of memory saved is proportional to the difference
between the size of a relay node and the size of a node with middle-state replication.
Second, relay nodes allow faster solution reconstruction, because they can be
used to divide a problem into two or more subproblems; while middle-state replication
is practically limited to dividing a problem into two subproblems at each level of the
divide-and-conquer recursion. The reason is because the size of a relay node does
not increase with the number of states cached along a solution path, since they
can be chained through ancestral pointers; whereas the size of a node with middlestate replication increases almost linearly with the number of states cached, since
the complete state information for all cached states needs to be stored. When a
problem is divided into more than two subproblems, the subproblems are smaller
and easier to solve, and solution reconstruction can be faster. In fact, relay nodes
can be spaced at half intervals, one-third intervals, or any other intervals, and allow
a tradeoff between the “sparseness” of the search interior and the speed of solution
reconstruction.
Finally, relay nodes can avoid the overhead of divide-and-conquer solution reconstruction if a problem can be solved by an “ordinary” algorithm such as A* or
Dijkstra’s algorithm without running out of memory. This is because using relay
nodes makes it possible to include the traceback method as a special case of divideand-conquer solution reconstruction in which the number of subproblems created is
equal to the length of an optimal path (i.e., each subproblem is indivisible). Algorithms using relay nodes can behave exactly like Dijkstra’s algorithm or A* until
memory is full, and only then remove nodes from the Closed list. Thus, there is
virtually no overhead for using relay nodes unless a search problem cannot be solved
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within a given memory limit. Then the overhead of solution reconstruction is compensated for by the reduced memory requirements. A related advantage is that using
relay nodes makes it possible to terminate the divide-and-conquer recursion as soon
as subproblems become small enough that they can be solved without removing any
nodes from the Closed list; whereas an algorithm that uses middle-state replication
usually continues the divide-and-conquer recursion until subproblems being solved
are indivisible.
To help understand the workings of sparse-memory A* as well as the use of relay
nodes, consider the following pairwise alignment example. The problem requires
aligning two sequences, ACTGAT and TGACTGC, using a simple cost function: zero
for a match, one unit for a substitution, and two units for a gap. Figure 3.5 shows
the behavior of sparse-memory A* (with a trivial heuristic function h(n) ≡ 0) at
the critical points when memory becomes full and the Closed list is pruned. It
assumes that memory capacity is 30 nodes. Figure 3.5(a) shows the explored state
space when memory is full for the first time. The number in each cell is the gcost of the corresponding node. For closed nodes, the g-cost is highlighted in bold
italics. Among the 17 closed nodes shown in Figure 3.5(a), 11 nodes have predecessor
counters with a value of zero, and are hence pruned. Figure 3.5(b) shows the result
of pruning. When memory is full for the second time, as shown in Figure 3.5(c), the
Closed list is pruned again and 12 closed nodes are removed from memory, as shown
in Figure 3.5(d), freeing enough memory for continued search. Figure 3.5(e) shows
the state space in memory when the goal node (the cell in the bottom-right corner)
is expanded. The “sparse” solution path is shown as a chain of thick dashed arrows.
All dashed arrows represent ancestor pointers linking to relay nodes that are created
during pruning.
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Figure 3.5: Example of sparse-memory A* (with h(n) ≡ 0) searching for an optimal
alignment of two sequences. Panels (a) and (b) show the search space just before and
after the first pruning of the Closed list. Panels (c) and (d) show the search space
just before and after the second pruning. Panel (e) shows the “sparse” solution path
that includes relay nodes at the end of the search.
In this example, it is also possible to see how the Open list can be pruned using
the sparse-memory approach. Suppose we know that 8 is an upper bound on the
cost of an optimal alignment. Then all nodes with g-costs greater than or equal to 8
can be pruned from the Open list, and the search progresses in the same way except
for not storing the seven nodes whose g-costs equal 8. Note that pruning nodes in
the Open list will not change the boundary of the search interior.
Sparse-memory A* has been tested on aligning three, five, and seven sequences
with various degree of similarities (Zhou and Hansen 2003a). Because it is designed
to allow pruning of both the Open and Closed lists, sparse-memory A* is effective on
a wider range of alignment problems than other competing algorithms. For example,
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it is effective in finding optimal alignments for three random sequences of length four
thousand; whereas A* (including A* with partial expansion) runs out of memory on
sequences of much shorter lengths. It is also very effective in aligning more than
five or six similar sequences. For example, it uses only a quarter of the memory
needed by frontier-A* to align seven similar protein sequences of length around 450
from (Yoshizumi, Miura and Ishida 2000) and runs more than six times faster. For
problems in which both the Open and Closed lists consume a significant portion of
memory, sparse-memory A* outperforms all previous algorithms, including A* (with
partial expansion), enhanced A*, and frontier-A*.
3.2

Partially ordered graphs

Although the efficiency of frontier-A* and sparse-memory A* can vary with
the structure of a search problem, neither algorithm assumes the search graph has
any particular structure. All they assume is that the graph can be generated on
the fly and the set (or number) of predecessors of any node can be determined on
the fly as well (although they work better when the graph has particular structure).
However, many graph-search problems have a very regular state space and a great
deal of structure. It is easy to imagine that an algorithm capable of exploiting the
structure of a problem should perform significantly better than a general-purpose
search algorithm, such as frontier-A* or sparse-memory A*, that generally ignores
the structure of a problem.
Partially ordered graphs are an important class of search graphs that arise
in many applications. As we will see, the state-space graph of multiple sequence
alignment can be easily formalized as a partially ordered graph. This makes it
possible to develop a very memory-efficient algorithm for solving this problem.
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Before formally introducing the concept of partially ordered graphs, I begin
with some preliminary definitions. Let G be a directed graph or digraph with a set
of nodes N and a set of edges E. Let Successors(n) be the set of successors of node
n ∈ N, that is, the set of nodes that can be reached directly from n in the graph.
Let φ(n) be the 1-step transitive closure of a node n defined as follows,

φ(n) = n ∪ Successors(n).
Similarly, the 2-step transitive closure φ2 (n) is defined as
[

φ2 (n) =

φ(n1 ),

n1 ∈φ(n)

and the k-step transitive closure φk (n) is defined as
φk (n) =

[

φ(nk−1).

nk−1 ∈φk−1 (n)

As k → ∞, the k-step transitive closure becomes the transitive closure, which is
denoted as φ∗ (n). Basically, the transitive closure of a node tells us the set of all
reachable states, using the node as the start state.
The above notation can be generalized to sets of nodes as follows. The 1-step
transitive closure of a set of nodes N is defined as

Φ(N) =

[

n∈N

φ(n),
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and the transitive closure of N is defined as
Φ∗ (N) =

[

φ∗ (n).

n∈N

We say that a set of nodes X precedes another set of nodes Y if and only if X and
the transitive closure of Y are disjoint but the transitive closure of X and Y are not,
or mathematically,
X ≺ Y ⇐⇒ X ∩ Φ∗ (Y ) = ∅ ∧ Φ∗ (X) ∩ Y 6= ∅.

It can be shown that the above precedence relation (denoted by ≺) is irreflexive,
asymmetric, and transitive. Note that X ≺ Y implies X ∩ Y = ∅.
Definition 1. A partially ordered graph is defined as a digraph G with a set of
nodes N and a set of edges E such that

N=

t
[

N` , ∀0 ≤ ` < t, N` ≺ N`+1 .

`=0

According to the above definition, the set of nodes of a partially ordered graph
can be partitioned into t + 1 disjoint subsets based on the precedence relation ≺.
Each of these subsets is called a layer of the partially ordered graph and is indexed
by a number ` which is referred to as the layer number. Naturally, the layer number
` of node n is defined as the layer number of N` that includes the node as an element.
The function `(n) returns the layer number of node n. Without loss of generality,
it is assumed that the start node of a search problem is always in layer N0 and a
goal node is always in layer Nt . (If this is not the case, it is obviously possible to
remove all layers that precede the layer containing the start node or that follow the
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layer containing the goal node, in order to create a partially-ordered search graph
that satisfies this assumption.)
Definition 2. The interleaving coefficient ∆ of a partially ordered graph is defined
as the minimum positive integer such that

∀n, 0 ≤ ` < t − ∆, n > ∆ ⇒ Φ(N` ) ∩ N`+n = ∅.

The interleaving coefficient ∆ describes the locality of a partially ordered graph
by limiting the 1-step transitive closure of a layer within a certain range of subsequent
layers that follow the current layer. A partially ordered graph is said to have no
locality if and only if Φ(N0 ) ∩ Nt 6= ∅, that is, the 1-step transitive closure of N0
intersects with the terminal layer Nt . In this case, we have ∆ = t. Note that the
interleaving coefficient ∆ of a partially ordered graph may vary depending on how
its layers are defined.
To make the discussion of partially ordered graphs concrete, consider the following three examples. In the figures that accompany the examples, basic shapes are
used to distinguish among different layers of a partially ordered graph. Only nodes
with the same shape belong to the same layer.
Multiple sequence alignment Figure 3.6 shows two different partially ordered
state-space graphs for the same pairwise sequence alignment problem. If we use
basic shapes to represent nodes in the layers of the graph (e.g. • represents N0 , 
represents N1 , and so on), it can be observed that the precedence relation defined for
Figure 3.6(a) is: • ≺  ≺  ≺ N. Figure 3.6(b) shows a different partial order for
the same graph, which illustrates that there may be more than one way to define the
layers of a partially ordered graph. The graph is divided into 4 or 5 layers depending
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on which sequence is used to determine the precedence relation that creates the
layers. In general, the more layers a partially order graph has, the smaller each layer
becomes on average.

Figure 3.6: Two possible partially ordered state-space graphs for aligning two sequences TGA and ATCG. A path corresponding to the alignment shown in panel (c)
is denoted by a chain of solid arrows. Panel (a) shows one possible definition of layers
corresponding to sequence TGA, and panel (b) shows a different definition of layers
corresponding to sequence ATCG. Using the longest sequence to define layers results
in smaller layers.

Most probable state path (Viterbi decoding) Finding the most probable
sequence of states in a hidden Markov model given a sequence of observations has
applications in many areas that include speech recognition and bioinformatics. The
state-space graph of this problem is also a partially ordered graph, as shown in
Figure 3.7(a). The start node is located in layer N0 denoted by • and the goal
node is located in layer Nt=4 denoted by H. Note that the nodes in layer N` have
immediate successors only in layer N`+1 for all 0 ≤ ` ≤ 3, and so the interleaving
coefficient ∆ is 1.
Job sequencing The problem of job sequencing is to schedule N jobs sequentially
on a machine such that a penalty function on job completion time is minimized.
Sen et al. (1996) show that A* is effective in solving this problem. Figure 3.7(b)
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shows the partially ordered state-space graph for a simple 3-job sequencing problem
in which only one job is processed on a machine at a time. When two jobs can be
processed simultaneously on a single machine, the corresponding state-space graph
shown in Figure 3.7(c) is more interesting, because the interleaving coefficient ∆ is
greater than 1. In fact, ∆ equals the maximum number of jobs that can be executed
simultaneously on a single machine.

Figure 3.7: (a) shows a partially ordered state-space graph for determining the most
probable state path in a hidden Markov model. The rows correspond to the hidden
states and the columns to the sequence of observations of the Markov process. The
other panels show partially ordered state-space graphs for a 3-job sequencing problem
on a machine that can process (b) one job at a time, or (c) one or two jobs at a time.
The numbers in braces represent jobs waiting to be scheduled.

3.3

The sweep-A* algorithm

I now introduce a variant of A*, called sweep-A*, that exploits the structure of
partially ordered graphs to substantially reduce the memory requirements of search.
Like other variants of A* that do not keep all closed nodes in memory (Korf 1999;
Korf and Zhang 2000; Zhou and Hansen 2003a), sweep-A* has two stages: first it
searches forward from the start node to the goal node in order to find the optimal
cost of a solution, as well as one or more intermediate nodes along an optimal path.
Then it uses a divide-and-conquer approach to recursively reconstruct the optimal
path. These stages will be considered in turn.
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3.3.1 Cost-only pass
The key idea of sweep-A* is to search a partially ordered graph on a layer-bylayer basis. That is, sweep-A* expands nodes in layer N0 , then nodes in layer N1 ,
and so on. I call this layer-by-layer search a “sweep” of the state space. When sweepA* is expanding nodes in one layer, nodes in subsequent layers are not eligible for
expansion, even if they have lower f -costs, until all eligible nodes in the current layer
have been expanded. Thus, node expansion in sweep-A* does not follow a strictly
best-first order. Best-first node expansion is honored only for nodes expanded in the
same layer.
In keeping with this layer-by-layer strategy of node expansion, sweep-A* maintains multiple Open lists, each corresponding to a layer of the partially ordered graph.
(It is assumed that sweep-A* always know which layer of the graph a node belongs
to, so that it can insert each newly generated node in the proper Open list.) Let
Open` denote the Open list for the currently-expanding layer N` and let Open`+i
denote the Open list for layer N`+i . Recall that it is not possible for a node in N`
to have immediate successors in layers that follow N`+∆ , where ∆ is the interleaving
coefficient. Thus, sweep-A* only needs to maintain Open lists for layers as far ahead
as N`+∆ . (For the multiple sequence alignment problem and the definition of layers
in Figure 3.6, the interleaving coefficient is 1 and sweep-A* only needs to maintain
two Open lists.) sweep-A* also uses an upper bound U on the cost of an optimal
solution to limit the size of the Open lists. No node with an f -cost greater than
the upper bound is inserted into any Open list, since such a node cannot lead to an
optimal solution.
Since only nodes in Open` are selected for expansion, eventually Open` becomes
empty, which tells sweep-A* to switch to the next layer for node expansion. The most
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important consequence of the layer-by-layer strategy for node expansion is that after
sweep-A* starts expanding nodes in a layer, it never again considers nodes in any
previous layer. Because of the precedence relation between layer N` and layer N`+1 ,
expanding any node in layer N`+1 cannot create a path back to layer N` . This
means that sweep-A* does not need to store any nodes in previous layers in order to
prevent duplicate paths in the continued search. Closed nodes in previous layers can
be removed from memory, and only nodes expanded in the current layer are kept in
the Closed list. In this way, sweep-A* achieves substantial space savings.
3.3.2 Solution reconstruction
Since previous layers of the search are removed from memory, sweep-A* needs
to use divide-and-conquer solution reconstruction to extract a complete solution path
at the end of search. Unlike frontier-A* or sparse-memory A*, each node of sweep-A*
also stores the cost of the minimum-cost path from the start node to a node in the
middle of the search space that is along a minimum-cost path to the node. Note
that the cost of the path from the ancestral node to the goal node can be computed
by subtracting the previously-mentioned cost from the cost of the complete solution
path, which is known when the goal node is expanded. Both costs are very useful
because they provide optimal upper bounds for solving the subproblems. An optimal
upper bound minimizes the number of node expansions required to find optimal
solutions to the subproblems, improving the efficiency of solution reconstruction.
The pseudocode of algorithm sweep-A* is shown in Figure 3.3.2. The following
notation is used in the pseudocode.
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Algorithm Sweep-A* (State start, State goal, Real U , Integer `m )
1 s(root) ← start, g(root) ← 0, `(root) ← 0
2 f (root) ← g(root) + h(root)
3 Open0 ← {root}, Open1 ← · · · ← Open∆ ← ∅
4 Closed ← ∅, ` ← 0
5 while ∃ 0 ≤ i ≤ ∆ ∧ Open`+i 6= ∅ do
6
while Open` 6= ∅ do
7
n ← arg minn {f (n) | n ∈ Open` }
8
Open` ← Open` \ {n}, Closed ← Closed ∪ {n}
9
if s(n) = goal then /* divide-and-conquer solution reconstruction */
10
if m(n) ∈ Successors(start) ∧ c(start, m(n)) = u(n) then
11
π0 ← {start, m(n)} /* indivisible subproblem */
12
else /* divide-and-conquer recursion */
13
π0 ← SweepA* (start, m(n), u(n), b`(m(n))/2c)
14
if goal ∈ Successors(m(n)) ∧ c(m(n), goal) = g(n) − u(n) then
15
π1 ← {goal} /* indivisible subproblem */
16
else /* divide-and-conquer recursion */
17
π1 ← SweepA* (m(n), goal, g(n) − u(n), b(`(n) − `(m(n)))/2c)
18
return Concatenate(π0 , π1 )
19
if `(n) = `m then u(n) ← g(n)
20
for i = 0 to ∆ do
21
for each x ∈ Successors(n) ∧ `(x) = ` + i do
22
if g(n) + c(n, x) + h(x) > U continue /* prune successor */
23
if x ∈ Open`+i then
24
if g(n) + c(n, x) < g(x) then
25
g(x) ← g(n) + c(n, x)
26
if `(x) > `m then /* propagate midpoint-node info. */
27
m(x) ← m(n), u(x) ← u(n)
28
else if i 6= 0 or x ∈
/ Closed then /* new node */
29
g(x) ← g(n) + c(n, x), `(x) ← `
30
if ` = `m then
31
m(x) ← s(x) /* save midpoint-node state info. */
32
else if ` > `m then /* propagate midpoint-node info. */
33
m(x) ← m(n), u(x) ← u(n)
34
Open`+i ← Open`+i ∪ {x}
35
for each n ∈ Closed do
36
delete n
37
Closed ← ∅, ` ← ` + 1 /* move on to next layer */
38
Open`+∆ ← ∅
39 return ∅

Figure 3.8: Pseudocode for algorithm sweep-A*
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Notation
s(n)

State information of node n

`(n)

Layer number of node n

m(n)

Node n’s ancestral state information in middle layer

u(n)

Cost of the minimum-cost path from start node to m(n)

c(u, v) Cost of edge from node u to v
g(n)

Cost from the start node to node n

h(n)

Estimated cost from node n to goal node

f (n)

Estimated cost from start to goal node via node n

U

Upper bound

`m

Layer number for the middle layer
3.3.3 Space complexity analysis

The space complexity of sweep-A* depends on the structure of the search graph
for a particular problem. The amount of memory needed by sweep-A* is equal to
the size of the largest layer in the graph, or more precisely, it is equal to the largest
number of nodes that have an f -cost less than the f -cost of the upper bound in
any layer. As a rule, the more layers in a partially ordered graph, the greater the
memory efficiency of sweep-A*. If the layers are all of equal size, the factor by
which sweep-A* reduces memory use is approximately equal to the number of layers.
It is interesting to note that sweep-A* functions correctly in any graph, since any
graph can be thought of as a partially ordered graph with a single layer N0 and an
interleaving coefficient of ∆ = 0. But if the search graph does not have more than
one layer, sweep-A* acts exactly like A* with upper-bound pruning and provides no
extra memory savings.
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A more precise analysis of the space complexity of sweep-A* can be conducted
for the multiple sequence alignment problem. The partially ordered state-space graph
has O(ln ) nodes divided into l layers, where n is the number of sequences being
aligned and l is the length of the longest sequence. The interleaving coefficient ∆ of
the partially ordered state-space graph is 1 (assuming the definition of layers is based
on a particular sequence, such as in Figure 3.6), which means that the maximum
number of layers of the partially ordered graph that need to be stored in memory by
sweep-A* is ∆ + 1 = 2. Since this is a constant, it can be ignored in the asymptotic
complexity analysis, and the space complexity of sweep-A* for multiple sequence
alignment is the space complexity of a single layer of the partially ordered graph,
which is O(ln−1 ). This is the same as the space complexity of frontier-A*. But
as we will see, sweep-A* has the further advantage that by expanding nodes on a
layer-by-layer basis, it reduces memory use further by reducing the size of the search
frontier.
3.3.4 Relation to best-first search
Unlike a best-first search algorithm such as frontier-A* or sparse-memory A*,
sweep-A* does not explore the search space in a strictly best-first order determined by
the node evaluation function f (n). Strictly best-first node expansion prevents these
algorithms from exploiting structural regularities in the search graph. Instead, sweepA* explores the nodes of the search graph in an order that reflects the precedence
relation among layers of a partially ordered graph. Figure 3.9 shows a picture that
gives some intuition about how this alternative strategy can reduce memory use.
Because divide-and-conquer search algorithms such as frontier-A* and sweepA* only store nodes that are on (or near) the frontier of the search, their memory
requirements depend crucially on the size of their search frontiers, and not on the
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number of nodes expanded. When nodes are expanded in best-first order determined
by the node evaluation function f (n), the frontier tends to have the stretched-out
shape shown in Figure 3.9. But when nodes are expanded in an order that respects
the layered structure of a partially ordered graph, the frontier has the more regular
shape indicated by a vertical line in Figure 3.9. As this illustration suggests, the
more regular-shaped frontier is “smaller” and can be represented by a smaller set of
open nodes. This intuition is born out clearly in experimental results presented in
Section 3.5.

Figure 3.9: Comparison of frontiers of sweep-A* and best-first search. The outer
ellipse encloses all nodes with f -cost less than or equal to an (optimal) upper bound.

3.4

Upper bound computation

We have seen that sweep-A* can use an upper bound on the cost of an optimal
solution to prune the search space. An upper bound is obtained by finding an
approximate solution to the search problem. The closer the solution is to optimal,
the more effective the bound will be in pruning the search space. But since the
time and space needed to find an approximate solution must be added to the overall
search cost, we must consider the tradeoff between the quality of the upper bound
and the resources needed to find it.
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3.4.1 Approximate alignments
There are many possible ways of finding an approximate alignment that provides
an upper bound. The approach described here can be used for any search problem,
and not only sequence alignment. I propose a variation of real-time A* (RTA*),
a search algorithm that creates a solution path in stages (Korf 1990). The original
RTA* algorithm is modified such that it uses all available memory, but never exceeds
it. This modified version of RTA* searches forward from the current state until a
memory limit is reached. Then it selects the node with the lowest f -cost in the Open
list as a new start state, adds the best path from the old start state to the new start
state to the overall solution, deletes the Open and Closed lists to recover memory,
and continues the search from the new start state. This process repeats until a goal
state is reached. Although our experiments have shown this is an effective way to
find a close-to-optimal solution, any method for computing an upper bound can be
used with sweep-A*.
3.4.2 Iterative-deepening bounds
It is possible to define a version of sweep-A* that does not need a previouslycomputed upper bound. Instead, it uses an iterative-deepening strategy to avoid
expanding nodes that have an f -cost greater than a hypothetical upper bound. The
algorithm first runs sweep-A* using the f -cost of the start node as an upper bound.
If no solution is found, it increases the upper bound by an amount called the stepsize and repeats the sweep-A* search. This process continues until sweep-A* finds
a solution. This variation of sweep-A*, which we call iterative-deepening sweep-A*,
can minimize memory use. That is, the amount of memory it uses is the same as the
amount of memory sweep-A* would use given an optimal upper bound (assuming
step-size is chosen appropriately). However, iterative-deepening sweep-A* may run
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more slowly than sweep-A* with a previously-computed upper bound, because it
takes extra time to run multiple iterations of sweep-A*.
3.5

Computational results

Sweep-A* can solve any search problem that has a partially ordered search
graph. This section evaluates its performance in solving the multiple sequence alignment problem on two sets of test problems used previously in the literature. The
experiments were performed on a 300Mhz Sun UltraSparc II workstation with two
gigabytes of RAM.
3.5.1 Three random sequences
First, I consider the identical test domain used by Korf and Zhang (2000): alignment of three random sequences of lengths 4000 through 8000 using their simple cost
function, with results averaged over 100 trials. For this test domain, the number
of closed nodes is many times larger than the number of open nodes, due to the
dissimilarity of the sequences and the relatively low branching factor. As a result, no
general-purpose search algorithm has been shown to be as space-efficient as frontierA*. Table 3.1 compares the performance of frontier-A* to sweep-A*. Results are
shown for sweep-A* using both a sub-optimal upper bound (computed by the modified RTA* algorithm) and using the cost of an optimal solution as an upper bound.
This comparison shows how the quality of the upper bound affects the performance
of sweep-A*.
When sweep-A* does not have an optimal upper bound (and it will rarely have
one in practice), it expands more nodes than frontier-A* or A*. The reason for this
is that sweep-A* does not expand nodes in a strictly best-first order. But although
expanding nodes on a layer-by-layer basis may conflict with a strictly best-first order,
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it dramatically reduces the amount of memory used, as clearly shown in Table 3.1.
Sweep-A* stores roughly 2% of the nodes stored by frontier-A*. Moreover, even
when sweep-A* expands twice as many nodes as frontier-A*, it often runs as fast or
faster. There are a couple of reasons for this.
Length
4,000
5,000
6,000
7,000
8,000

Frontier-A*
Exp(K) Stored(K)
Secs
27,293
1,953
1,435
56,150
3,159
2,437
102,632
4,628
6,329
162,984
6,252 10,546
259,170
8,461 18,319

Sweep-A*
Exp(K) Stored(K)
57,350
51
113,446
81
206,616
122
321,823
155
487,501
205

Secs
1,543
2,958
5,230
6,936
10,146

Sweep-A* (Opt.)
Exp(K) Stored(K)
Secs
27,728
25 1,043
56,842
41 2,002
103,655
61 3,551
164,367
83 4,963
261,001
113 7,362

Table 3.1: Comparison of frontier-A*, sweep-A* using a sub-optimal upper bound,
and sweep-A* using an optimal upper bound. Results are for aligning 3 random
sequences of length 4000 through 8000. The comparison shows the number of nodes
expanded during the cost-only pass, in thousands (Exp); the maximum number of
nodes stored at any time, in thousands (Stored); and the running time in CPU
seconds (Secs).
First, duplicate detection is more efficient in sweep-A* than in frontier-A* because sweep-A* only searches small Open and Closed lists for each node generated,
whereas frontier-A* searches a much larger, monolithic Open list for duplicates. Second, sweep-A* can have better CPU cache performance because it expands nodes in
the current layer before it goes to the next layer. Nodes in the same layer are often
stored close to each other, increasing the chance of CPU cache hits.
3.5.2 Six to eight similar protein sequences
The second test domain is alignment of six to eight sequences from a set of
similar protein sequences of length about 450 used by Yoshizumi et al. (2000). The
cost function is the PAM-250 matrix with a linear gap penalty of 8. In this test
domain, the number of open nodes is many times larger than the number of closed
nodes, due to the close similarity among the sequences and the high branching factor.
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As a result, no search algorithm has been shown to be more space-efficient than A*
with partial expansion, or PEA* (Yoshizumi, Miura and Ishida 2000) which partially
expands nodes in order to reduce the size of the Open list. Table 3.2 compares its
performance to the performance of iterative-deepening sweep-A* using a fixed stepsize of 50. We set the cutoff value of A* with partial expansion to zero, since this
minimizes memory use. Results are averaged over 100 trials. Table 3.2 shows that
iterative-deepening sweep-A* stores only 11% to 14% of the nodes stored by PEA*.
# of seqs.
6
7
8

PEA*
Stored (K) Secs
18
11
67
141
280 9,375

IDSweep-A*
Stored (K) Secs
2
85
9
177
37 3,156

Table 3.2: Comparison of A* with partial expansion (PEA*) and iterative-deepening
sweep-A* (IDSweep-A*) in aligning protein sequences of length about 450 from
(Yoshizumi, Miura and Ishida 2000).
It is also interesting to compare the running time of the two algorithms. Because
iterative-deepening sweep-A* needs multiple iterations to find a solution, PEA* runs
6.7 times faster in aligning six sequences. But it runs only 26% faster in aligning
seven sequences, and approximately three times slower than sweep-A* in aligning
eight sequences. Because PEA* allows partially expanded nodes, the same node
may be expanded multiple times before it is closed, and this slows performance. The
average number of expansions for a node is influenced by the cutoff value and the
branching factor. As the number of sequences being aligned increases from six to
eight, the branching factor grows from 26 − 1 to 28 − 1. With a cutoff value of zero,
the extra overhead of node expansion in PEA* is likely to increase exponentially in
the number of sequences. On the other hand, iterative-deepening sweep-A* does not
have this extra overhead, which effectively compensates for the multiple iterations

62
it requires to find a solution. This gives Iterative-deepening sweep-A* an overall
advantage over PEA* as the number of sequences being aligned increases.
Sweep-A* also has the potential to perform more efficiently if it has a good
upper bound. For example, if sweep-A* has an optimal upper bound, it stores only
7.5% of the nodes needed by PEA* and runs 20% faster in aligning 7 sequences.
3.6

Related work: Breadth-first heuristic search

Given the advantage of a layer-by-layer search strategy over a best-first search
strategy in partially ordered graphs, it is interesting to consider whether a similar
strategy can be effective for graphs that are not partially ordered. In this section, I
describe a family of breadth-first heuristic search algorithms that use a layer-by-layer
strategy of node expansion that is similar to the strategy of sweep-A*, and briefly
discuss some of the advantages of a breadth-first search strategy over a best-first
strategy.
The search strategy of breadth-first search resembles that of sweep-A*, since
both explore the state space in a layer-by-layer fashion. However, the layers in
breadth-first search are defined differently than those in a partially ordered graph.
A breadth-first search graph also divides into layers, one for each depth, and there
is no obvious precedence relation among layers of a breadth-first search graph. This
suggests that previous layers cannot be removed from memory once they have been
“swept” (i.e., all the nodes in these layers have been expanded), as in sweep-A*. But
one way to create a precedence relation is to use used-operator bits to block legal
transitions between nodes in the original graph. Used-operator bits can be used
to transform any graph into a partially ordered graph by altering the structure of
the graph as follows: once a node is expanded, all of its neighbors cannot make a
transition to the expanded node. Thus, if we consider the set of nodes at the same
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depth as a layer, and let the precedence relation among layers be defined according
to their depth (i.e., a layer of depth d precedes another layer of depth d + 1), then a
breadth-first search graph altered by used-operator bits becomes a partially ordered
graph, because it is impossible for any node in layer of depth d + 1 to reach any node
in layer of depth d, either directly or indirectly, once used-operator bits are in place.
Given this transformation, we can apply sweep-A* to the breadth-first search graph
and the resulting algorithm is called breadth-first heuristic search (Zhou and Hansen
2004a).

Figure 3.10: Comparison of best-first and breadth-first frontiers. The outer ellipse
encloses all nodes with f -cost less than or equal to an (optimal) upper bound.
Breadth-first heuristic search is the same as breadth-first branch-and-bound,
except that it uses divide-and-conquer solution reconstruction to reduce its memory
requirements. Because it only stores nodes that are on (or near) the frontier, its
memory requirements depend (primarily) on the size of frontier, and not on the size
of the search interior. Zhou and Hansen (2004a) show that breadth-first heuristic
search is more memory-efficient than best-first heuristic search, because best-first
node expansion “stretches out” the frontier, whereas breadth-first search does not
and uses the upper bound to limit the width of the frontier, as shown in Figure 3.10.
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3.6.1 Locality of breadth-first search graph
Applying used-operator bits to a search problem requires the knowledge of the
set of predecessors of any node in the search space. Unfortunately, this information
is not available in a variety of search problems. For example, in domain-independent
STRIPS planning, the set of predecessors of a node is usually unknown, or too large
(e.g., exponential in the size of the Add list of a single operator).
I introduce the concept of the locality of a breadth-first search graph that is
closely related to the concept of the interleaving coefficient ∆ of a partially ordered
graph, and apply it to breadth-first heuristic search. The idea is that if the algorithm
stores enough previous layers to prevent nodes at greater depths from reaching nodes
at smaller depths, then it can (largely) enforce the precedence relation among layers
of a breadth-first search graph without using the technique of used-operator bits. The
question is how many previous layers we need to store to achieve this. The answer
depends on the locality of a breadth-first search graph, which is defined below.
Definition 3. The locality of a breadth-first search graph is defined as

max

n,n0 ∈N s.t. n∈pred(n0 )

{ g ∗(n) − g ∗ (n0 ), 0 },

where N is the set of nodes, g ∗ (n) is the length of a shortest path to node n (or
equivalently, it is the layer in which node n first appears), and pred(n) is the set of
predecessors of n.
The locality of a graph determines the “thickness” of the set of frontier nodes
needed to completely prevent duplicate nodes, as stated in the following theorem.
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Theorem 1. The number of previous layers of a breadth-first search graph that need
to be retained to prevent duplicate search effort is equal to the locality of the search
graph.
In general, it is not easy to determine the locality of graph. But in the special
case of undirected graphs, its locality is one. This gives rise to the following important
result.
Corollary 1. In undirected graphs, use of the immediate previous layer to check for
duplicates is sufficient to prevent re-generation of closed nodes.
In graphs with a locality of one, such as undirected graphs, the number of layers breadth-first heuristic search must keep in memory for the purpose of duplicate
elimination is three; the previous layer, the currently-expanding layer, and the next
layer. If the number of stored layers is less than the locality of the graph, an important result is that in the worst case, the number of times a node can be re-generated
is at most linear in the depth of the search.
Theorem 2. In breadth-first heuristic search, the worst-case number of times a node
n can be re-generated is bounded by
j

k
f ∗ − g ∗ (n)
.
number of saved layers

3.6.2 Breadth-first iterative-deepening A*
If we extend the iterative-deepening version of sweep-A* to breadth-first heuristic search, the resulting algorithm is called breadth-first iterative-deepening A* (Zhou
and Hansen 2004a). The new algorithm is similar to Korf’s depth-first iterativedeepening A*, or DFIDA* (Korf 1985), except that it uses a breadth-first search
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strategy and divide-and-conquer solution reconstruction to reduce its memory requirements. The amount of memory it needs is the same as the amount of memory
breadth-first heuristic search would use given an optimal upper bound. However,
breadth-first iterative-deepening A* (BFIDA*) may run more slowly than breadthfirst heuristic search with a previously-computed upper bound, because running multiple iterations of breadth-first heuristic search takes extra time.
BFIDA* has been shown to outperform frontier-A* and sparse-memory A* on
the Fifteen Puzzle, and DFIDA* on a wide range of domain-independent STRIPS
planning problems. For example, it solves all Korf’s (1985) 100 random instances of
the Fifteen Puzzle in less than 1.3 gigabytes of memory without ever re-expanding a
node in the same iteration. For comparison, neither frontier-A* nor sparse-memory
A* can solve more than 96 instances within 4 gigabytes of memory.

CHAPTER IV
STRUCTURED DUPLICATE DETECTION
Although the sweep-A* algorithm introduced in the previous chapter is very
effective in reducing the memory requirements of graph search for the multiple sequence alignment problem (and other problems with similar partially ordered graph
structure), it can still run out of memory if the size of the largest layer (or layers) of
a partially order graph exceeds available memory.
Note that the concept of “available memory” is ambiguous, since memory in
most computer systems has a hierarchical structure in which fast, random-access
internal memory is complemented by low-speed external memory, such as disk storage. Although external memory is vastly larger and much cheaper than internal
memory, most heuristic search algorithms are designed to use internal memory only,
and assume a memory model in which access to all stored data items is equally fast.
Algorithms that assume this memory model run extremely slow if external memory is used, since random access of external memory requires time-consuming I/O
operations that are about 105 ∼ 106 times slower than random access of internal
memory.
To design efficient external-memory algorithms, it is critical that these algorithms exhibit locality in their memory-access pattern. That is, data referenced at
any time should reside in a small working set of memory pages, and the algorithm
must avoid accessing a large number of pages over a short period of time. For example, Edelkamp and Schrödl (2000) consider the use of virtual memory in A* graph
67
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search (as an indirect approach to using external memory), and propose techniques
that change the best-first order of node expansions in a way that improves reference
locality and reduces the number of page faults in virtual memory (i.e., the page being
referenced does not reside in RAM and needs to be loaded from disk). A more direct
approach to limiting slow disk I/O is to design a search algorithm that explicitly
manages access to external memory, since this approach can exploit knowledge of
how the graph is structured, and is not limited by the size of virtual memory, which
is usually much smaller than external memory.
This chapter considers how to make efficient use of external memory directly in
graph search by exploiting the local structure of a graph, in order to limit the number
of slow disk I/O operations needed to detect duplicates. The chapter is organized
as follows. It begins with an introduction to external-memory graph search with an
emphasis on the issue of duplicate detection. Also described is a previous approach
called delayed duplicate detection and its limitations. This chapter then introduces
a new approach called structured duplicate detection (Zhou and Hansen 2004d) that
has several significant advantages over delayed duplicate detection. Both theoretical
and computational results of structured duplicate detection are presented in the end
of this chapter.
4.1

Background

4.1.1 External-memory graph search and I/O complexity
Since the scalability of many graph-search algorithms is limited by their memory
requirements, it would be to their advantage to be able to use external memory
efficiently to compensate for the limited internal memory available in a computer
system. Besides, unlike internal memory, external memory provides a persistent
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type of storage. Thus, there has been growing interest in using external memory,
such as disk storage, to improve the scalability of graph search.
However, a graph-search algorithm cannot simply treat disks as if they were
RAM, because the random-access speed of disks lags several orders of magnitude
behind that of internal memory. Such a speed gap means that a half-minute task
performed in internal memory could translate into a year worth of “computation”
(or rather disk I/O) in external memory, not to mention the increased probability of
disk failures over a long period of excessively frequent accesses.
Because the overhead of disk I/O often dramatically outweighs the cost of computations that take place in internal memory, the concept of I/O complexity has been
introduced to analyze the performance as well as the scalability of external-memory
algorithms (Aggarwal and Vitter 1988). It assumes a computational model that consists of a single processor with access to internal memory of size M and unlimited
external memory. A single I/O operation moves a data block of size B between
internal memory and external memory, where 1 < B ≤ M/2. Here, B is the block
size that determines the bandwidth of data transfer between internal and external
memory. For simplicity, computations occurring in internal memory are assumed to
be free of cost. The I/O complexity of an algorithm is defined as the number of
I/O operations it performs as a function of the size of the problem, in terms of, for
example, the number of nodes |N| and the number of edges |E| in its state-space
graph.
In many cases, the I/O complexity of an external-memory algorithm can be
conveniently expressed in terms of the I/O complexities of two primitive operations,
sequential scan and external-memory sorting, as both operations can be performed
with optimal I/O efficiency. For example, the I/O complexity of sequentially scanning
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x records of constant size stored consecutively on disk requires Θ( Bx ) I/O operations,
one for reading (or writing) each block of size B. It is straightforward to show that
the stated I/O complexity is optimal. From now on, the I/O complexity of scanning,
which is Θ( Bx ), is denoted as scan(x).
The other frequently-used primitive operation is external-memory sorting, for
which the optimal I/O complexity is also known. There are two variations of external
sorting, one based on merge-sort and the other based on distribution-sort.
In its pre-processing step, external merge-sort converts the input data into a
number of elementary sorted sequences of size M, using an internal-memory sorting
algorithm (such as quick-sort). To sort elements that belong to different sequences,
the algorithm repeatedly merges shorter sequences into longer ones that are also
sorted, until there is only one sorted sequence left (which has the same size as the
input data). When merging k sequences (with k ≤

M
B

− 1), the algorithm stores one

output buffer and k input buffers of size B, one for each input sequence. There is
a cursor associated with each input buffer. At first, each cursor points to the first
element in each buffer. Among the set of elements that are pointed to by these k
cursors, the algorithm selects the one with the smallest key, copies it to the output
buffer, and increments its corresponding cursor. If the element copied is the last
element in the input buffer, the next block of data in the same sequence is read
from disk to replace the old block stored in the buffer. Meanwhile, if the output
buffer reaches the block size B, it is written to disk and then emptied. Because a
single merging step reads and writes each element only once, the I/O complexity of
each merging phase is O( Bx ), where x is the total number of elements being sorted.
To minimize the number of merging steps, k (the number of sequences merged in a
single step) should be chosen as large as possible. Since the maximum value for k is
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M
B

− 1, the overall I/O complexity for external merge-sort is O( Bx log M
B

x
),
B

which is

optimal.
Unlike merge-sort, external distribution-sort partitions the input data into m
disjoint sets Si such that the key of any element in Si is smaller than the key of any
element in Sj , if and only if 1 ≤ i < j ≤ m. To produce this partition, the algorithm
uses a set of splitters −∞ = k0 < k1 < · · · < km = ∞, such that an element with key
k belongs to set Si if and only if ki−1 < k ≤ ki . Each set Si is partitioned recursively,
unless it is small enough to be sorted in internal memory. Once every set Si has
been sorted, the final result is produced by concatenating all sorted sets together.
If the splitters are chosen properly such that the size of each set is about the same,
x
), external distribution-sort has the same optimal I/O complexity as
i.e., |Si | = O( m

external merge-sort. From now on, the I/O complexity of external sorting, which is
O( Bx log M
B

x
),
B

is denoted as sort(x).

Although the size of a single disk is usually much bigger than the size of internal memory, an array of disks can provide even larger storage that is almost
inexhaustible. Furthermore, the bandwidth of data transfer between internal and
external memory can be increased by a factor of D, the number of disks in a disk
array, if the technique of disk striping is used. The idea of disk striping is to exploit
the parallelism in multiple disks by distributing successive blocks across different
disks. For example, if there are a dozen blocks (numbered one through twelve) and
three disks (A, B, and C), disk striping assigns blocks 1, 4, 7, 10 to disk A, blocks
2, 5, 8, 11 to disk B, and blocks 3, 6, 9, 12 to disk C.
The model of external-memory computations can be extended to allow multiple
disks that can be accessed simultaneously. In this extended model, the I/O comx
plexity of scanning is O( DB
), since the effective block size is increased from B to
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DB. As for external merge-sort, although the I/O complexity of a single merging
x
step is reduced from O( Bx ) to O( DB
), the total number of merging steps remains the

same, no matter how many disks are used. Thus, the I/O complexity for external
x
log M
merge-sort using D disks in parallel is O( DB
B

x
).
B

For simplicity, this chapter

assumes the single-disk model.
A key issue in designing an efficient external-memory graph-search algorithm is
duplicate detection. In graph search, the same node can be reached along different
paths, and preventing redundant search effort requires storing already-visited nodes,
so that the search algorithm can recognize when it encounters a node that has been
already generated. To quickly tell if a newly generated node is a duplicate, a graphsearch algorithm usually stores previously-generated nodes in a hash table, which
relies on random access to memory. Because storing a hash table on disk can lead to
crippling disk I/O, all previous external-memory graph-search algorithms use a technique called delayed duplicate detection in which an entire set of nodes is expanded
before performing any duplicate detection.
4.1.2 Delayed duplicate detection
Delayed duplicate detection has been used by several researchers. In the theoretical computer science community, researchers use this technique to develop various
external-memory breadth-first search algorithms for explicitly represented graphs (Munagala and Ranade 1999; Mehlhorn and Meyer 2002). A graph is assumed to be
explicitly represented using adjacency lists and stored in external memory due to its
large size. In searching explicit graphs, worst-case I/O complexity depends on the
method of generating successor nodes as well as the method of duplicate detection,
since adjacency lists must be read into internal memory to determine the successors
of a node. Munagala and Ranade (1999) describe an external-memory breadth-first
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search algorithm that adopts an approach to successor generation that has linear I/O
complexity in the number of nodes in the graph. The algorithm uses a technique
called delayed duplicate detection, in which a set of nodes is expanded without performing duplicate detection, and the multi-set of generated successors is sorted and
checked for duplicates in a single, more efficient operation. The algorithm alternates
between these two steps.
• successor generation, in which the algorithm generates successors for a set of
nodes on the search frontier and appends these successors to a file (or files)
in the order in which they are generated, without performing any duplicate
detection, and
• delayed duplicate detection, in which the file(s) of successor nodes are sorted
(usually by an external-memory sort algorithm) based on their indices or state
encodings, followed by a scan and compaction stage in which duplicate nodes
in the sorted file(s) are eliminated.
Procedure External-BFS (Node start)
1 L(−1) ← ∅
2 L(0) ← start
3 i←0
4 while L(i) 6= ∅ do
5
A(i + 1) ← Successors(L(i))
6
A0 (i + 1) ← Remove-Duplicate(A(i + 1))
7
L(i + 1) ← A0 (i + 1) \ (L(i) ∪ L(i − 1))
8
i← i+1
Figure 4.1: Pseudocode for Munagala and Ranade’s external-memory breadth-first
search algorithm (with delayed duplicate detection).
Figure 4.1 shows the pseudocode for the external-memory breadth-first search
algorithm by Munagala and Ranade (1999). Let L(i) be the set of nodes in the i-th
layer of the breadth-first search, and let A(i + 1) be the multi-set of successors of
nodes in L(i). The set of nodes in the (i + 1)-th layer, denoted by L(i + 1), can be
computed as follows. First (line 5), A(i + 1) is created by reading the adjacency lists
stored on disk using |L(i)| I/O operations, one for each node in L(i), and writing
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the multi-set successors of nodes in L(i) to disk using

|A(t)|
B

I/O operations. Second

(line 6), nodes in A(i + 1) are sorted based on their indices or encodings using
O(sort(|A(i + 1)|)) I/O operations. Since sorting brings duplicate nodes to adjacent
positions, duplicate elimination can be performed by a single scan and compaction
step. Note that A0 (i + 1) remains sorted after this step. Third (line 7), L(i + 1)
is computed by eliminating from A0 (i + 1) nodes that have already appeared in
L(i) or L(i − 1). This can be done using parallel scanning, since both L(i) and
L(i − 1) are also sorted. Thus, the second and third steps can be accomplished using
P
O(sort(|A(i+1)|)+scan(|L(i)|+|L(i−1)|)) I/O operations. Since i |A(i)| = O(|E|)
P
and
i |L(i)| = O(|N|), the overall I/O complexity of Munagala and Ranade’s
external-BFS algorithm is O(|N| + sort(|E|)).

Figure 4.2: Example of delayed duplicate detection. Panel (a) shows an undirected
and unweighted graph. Panel (b) shows how Munagala and Ranade’s external-BFS
algorithm computes L(2) for the 4-node graph shown in panel (a), using delayed
duplicate detection.
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Figure 4.2 shows how Munagala and Ranade’s external-BFS algorithm computes
a new layer, L(2), given a successor-generation function and two previous layers, L(1)
and L(0). The number in each node represents the index of the node in the simple
4-node graph shown in Figure 4.2(a). The diagram shown in Figure 4.2(b) illustrates
step by step how the algorithm computes new layer L(2), using delayed duplicate
detection.
The bottleneck of Munagala and Ranade’s external-BFS algorithm in explicitly
represented graphs is its linear I/O complexity in the number of nodes, which results from the O(|N|) unstructured accesses to the adjacency lists of the explicitly
represented graph. Mehlhorn and Meyer (2002) describe an improved external-BFS
algorithm that achieves sub-linear I/O complexity (in the number of nodes) for successor generation by a more sophisticated approach that involves partitioning the
adjacency lists based on a decomposition of the graph into connected subgraphs.
Delayed duplicate detection has also been used by researchers in the AI community. Korf (2003a; 2003b) describe an external-memory breadth-first search algorithm that uses the same method of delayed duplicate detection. His algorithm
differs in two ways. First, he considers search in implicitly represented graphs, in
keeping with the standard AI approach to state-space search. (Recall that an implicitly represented graph is a compact representation of a graph in the form of a start
node, a node expansion function that generates the immediate successors of a node,
and a predicate that tests whether a node is a goal node.) In searching implicitly
represented graphs, successor generation does not require disk I/O, and duplicate
detection is the only source of I/O complexity. A second difference is that Korf
builds his external-memory breadth-first search algorithm on top of frontier search,
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a memory-efficient search algorithm that does not need to store a Closed list (Korf
and Zhang 2000).
Delayed duplicate detection can be generalized to best-first search, including
A* (Korf 2004; Edelkamp, Jabbar and Schrödl 2004). Unlike breadth-first search,
A* (with a consistent heuristic) expands nodes in increasing order of f -costs, instead
of depths. Thus, nodes with the same f -cost form an “f -layer” in A*. However,
the fact that an f -layer may contain both a node and its successor(s) at the same
time creates complications for frontier-A* with delayed duplicate detection, because
if duplicate detection has to wait until all nodes with the same minimum f -cost have
been expanded, already-closed nodes can be re-generated through a certain type of
cycle in the search graph. See (Korf 2004) for a detailed explanation.
Edelkamp, Jabber, and Schrödl (2004) describe a version of A* with delayed
duplicate detection for implicitly represented graphs called External A* that can
be used in combination with frontier search. The algorithm takes advantage of the
fact that in undirected and unweighted graphs, the absolute difference between the
h-costs of a node and its successor cannot exceed one, when a consistent heuristic is
used. In addition, since h(n) is a total function, this entails that duplicates must have
the same heuristic estimate. (That is, if the h-costs of two nodes are different, one
cannot possibly be a duplicate of the other.) To facilitate efficient delayed duplicate
detection, the Open list of External A* is implemented as a 2-dimensional array
of buckets. All open nodes with a g-cost of i and an h-cost of j is assigned to
bucket Open(i, j). Among all buckets with the same minimum f -cost, the one with
the minimum g-cost is selected to be expanded first. Because External A* expands
buckets in increasing order of g-costs if they have the same minimum f -cost, this
ensures that once a bucket is selected for expansion, it is guaranteed to contain all
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the open nodes with the minimum f -cost that are assigned to the bucket. Thus, the
algorithm only needs to perform duplicate elimination for the bucket that is to be
expanded next. In other words, External A* removes duplicates in a bucket before
all nodes with the current minimum f -cost are expanded, and this makes it possible
to combine External A* with frontier search without letting the search “leak” back
into the closed region.
Note that sorting is not the only way to remove duplicates in the multi-set of
successors of nodes in a layer. Korf (2004) describes an alternative method based on
hashing. This method uses two orthogonal hash functions. (Two hash functions are
said to be orthogonal if they hash most nodes to different values.) As the algorithm
expands nodes in a layer, it appends each successor node to an output file that is
associated with the node’s hash value computed by the first hash function. It is easy
to see that duplicates can only occur in the same output file. Once all nodes in the
current layer are expanded, each output file is checked individually for duplicates as
follows. Each node in the output file is hashed to a location in internal memory,
using the second hash function. Since any duplicates will hash to the same location,
the algorithm can easily merge them as it scans each location and writes only unique
nodes to a duplicate-free output file for the next layer.
External-memory graph search can be significantly more I/O-efficient in implicitly represented graphs than in explicitly represented graphs, even if we use the same
algorithm. This is because successor generation in implicitly represented graphs does
not incur any I/O operations at all, and duplicate detection is the only source of I/O
complexity for searching these graphs. To see this, consider the I/O complexity of
the same Munagala and Ranade’s external-BFS algorithm now applied to implicitly
represented graphs. Because successor generation (line 5 in Figure 4.1) is I/O-free,
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removing duplicates in the next layer (lines 6) and subtracting already-generated
nodes contained in two previous layers (line 7) are the only sources of I/O complexity of the algorithm. Recall that the I/O complexity of lines 6 and 7 for a single
P
layer i is O(sort(|A(i + 1)|) + scan(|L(i)| + |L(i − 1)|)). Since i |A(i)| = O(|E|) and
P
i |L(i)| = O(|N|), the I/O complexity of Munagala and Ranade’s external-BFS
algorithm is only O(sort(|E|) + scan|N|) for implicitly represented graphs.
An often-made assumption in I/O-complexity analysis is that the search graph
is sparse, meaning that the number of edges in the graph is no more than a (small)
constant factor greater than the number of nodes in the graph, i.e., |E| = O(|N|).
Under this assumption, the I/O complexity of Munagala and Ranade’s external-BFS
algorithm for implicitly represented graphs simplifies to O(sort(|N|)). Although
many problems have search graphs (with bounded branching factors) that satisfy
this assumption, many do not; in particular, the search graph of multiple sequence
alignment is not a sparse graph. Other examples of search graphs that are not sparse
include the graph of the Viterbi decoding problem and the graph of the job sequencing
problem. The branching factor of the Viterbi decoding problem mentioned in the
previous chapter is equal to the number of hidden states, which usually depends
on the problem instance and cannot be bounded in advance. In the job sequencing
problem (also mentioned in the previous chapter), the maximum or average branching
factor increases linearly with the number of jobs to be scheduled. For all problems
with unbounded branching factors, the I/O complexity of Munagala and Ranade’s
external-BFS algorithm for implicitly represented graphs is O(sort(|E|)).
Among the above examples, the multiple sequence alignment problem is probably the worst in terms of the effectiveness of delayed duplicate detection, as its
branching factor of 2n − 1 is exponential in n, the number of sequences being aligned.
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(In other words, the total number of edges |E| is approximately 2n − 1 times greater
than the total number of nodes |N| in the search graph of aligning n sequences.)
This reveals a critical limitation of delayed duplicate detection – it is effective for
sparse graphs only. In a highly-connected graph, |E| is much larger than |N|, and
the penalty for delaying duplicate detection can be severe.
Finally, note that delayed duplicate detection assumes an undirected and unweighted graph. On the other hand, the search graph of multiple sequence alignment
is a directed and weighted graph. When aligning protein sequences using a realistic
substitution matrix, the number of distinct edge weights can be so many that the
extension of delayed duplicate detection to graphs with small integer weights, as
described in (Edelkamp, Jabbar and Schrödl 2004), becomes impractical.
4.2

Structured Duplicate Detection

This section proposes an alternative approach to duplicate detection in externalmemory graph search that has some significant advantages over delayed duplicate
detection. In this approach, duplicate detection is not delayed; it is performed simultaneously with node expansion, as in internal-memory graph search. The central idea
of this approach is to exploit the structure of a state-space graph in order to localize
memory references and reduce the need to access memory randomly during duplicate
detection. As a result, this approach is called structured duplicate detection.
As an example, consider the problem of aligning two sequences. The positions
of a cell’s successors can only differ from the position of the cell by (a) one row,
(b) one column, or (c) one row and one column in the dynamic-programming table.
Therefore, in checking for duplicates, it is not necessary to check stored nodes for
which the position differs from that of the parent node by more than one row or one
column. If the set of stored nodes is partitioned in this way, one can significantly limit
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the number of stored nodes that need to be checked to guarantee that all duplicates
are found.
4.2.1 Projection function and abstract state-space graph
Structured duplicate detection uses a state-space projection function to decompose a state-space graph, and create an abstract state-space graph that reveals the
local structure of the original graph at a high-level. State abstraction in heuristic
search is well studied, and is used to create admissible heuristics and to organize
hierarchical search (Holte et al. 1996). The approach of structured duplicate detection to state abstraction is very similar to previous approaches, but has a different
purpose: localizing memory references in duplicate detection.
A state-space projection function is a many-to-one mapping from the original
state space to an abstract state space, in which each abstract state corresponds to a
set of states in the original state space. If a state x is mapped to an abstract state y,
then y is called the image of x, and x is called the pre-image of y. There are many
ways to define a state-space projection function. A common approach is to ignore
some state variables in the encoding of the problem.
In the area of heuristic search, one of the most widely-used test domains is the
(n2 − 1) sliding-tile puzzle. It consists of a n × n frame filled with square tiles, each
identified by a number from 1 to n2 − 1. The empty position in the frame is called
the “blank.” Any tile horizontally or vertically adjacent to the blank can be slid into
the blank position. The task is to rearrange the tiles from some initial configuration
to a specific goal configuration, such as the one shown in Figure 4.3(a). A simple
state-space projection function for the (n2 − 1) sliding-tile puzzle can be defined by
ignoring the positions of all tiles and considering only the position of the blank. In
this case, an abstract state corresponds to all states with the same position of the
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blank, and there are n2 abstract states compared to n2 !/2 states in the original state
space.

Figure 4.3: Panel (a) shows the goal state of the Fifteen-Puzzle. Panel (b) shows all
sixteen possible positions of the blank. Panel (c) shows an example of an abstract
state-space graph for the Fifteen-Puzzle. This definition of the state-space projection
function is based on the position of the blank only.
Another example is the multiple sequence alignment problem. Because its state
space is an n-dimensional hypercube, where n is the number of sequences being
aligned, one possible definition of the state-space projection function is to project
the n-dimensional hypercube to a k-dimensional hypercube that corresponds to the
state space of aligning k (< n) sequences. This can be done by ignoring all but
k sequences being aligned. It can be shown that the number of abstract states is
O(lk ) compared to O(ln ) states in the original state space, where l is the average
length of the sequences. There are many other search problems for which state-space
projection functions can be defined in a similar way. See (Klein and Manning 2003)
for more examples.
Given a state-space graph and a state-space projection function, an abstract
state-space graph can be constructed as follows.
1. The set of nodes, called abstract nodes, in the abstract state-space graph corresponds to the set of abstract states.
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2. An abstract node y 0 is a successor of an abstract node y if and only if there
exist two states x0 and x, such that
a. x0 is a successor of x, and
b. x0 and x are preimages of y 0 and y, respectively.
If y = y 0, it means that the abstract node y has a self loop.
For example, Figure 4.3(b) shows the sixteen possible positions of the blank in the
Fifteen-Puzzle, starting from position 0 located in the top-left corner of the puzzle
board. Figure 4.3(c) shows the abstract state-space graph created by the simple
state-space projection function that maps a state into an abstract state based only
on the position of the blank. Each abstract node Bi in Figure 4.3(c) corresponds to
the set of states with the blank located at position i in Figure 4.3(b).
4.2.2 Duplicate-detection scope
Although transforming a state-space graph into an abstract state-space graph
can result in exponential reduction in the size of the graph, the local structure of the
original state-space graph can be largely preserved. For example, abstract node B0
in Figure 4.3(b) has only two successors; abstract nodes B1 and B4 . This captures
the fact that a single move of a tile can only change the position of the blank by
either one column (B0 → B1 in this case) or one row (B0 → B4 in this case).
Definition 4. An abstract state-space graph has local structure if it has bounded
out-degree.
For the (n2 − 1) sliding-tile puzzle using this simple state-space projection function, the out-degree of the abstract state-space graph is bounded by 4, for every n.
Furthermore, even if we consider the positions of the blank plus one or more tiles,
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the out-degree of the abstract state-space graph is still bounded by 4. For multiple
sequence alignment, if we ignore all but two sequences, the out-degree of its abstract
state-space graph is bounded by 3.
The local structure of an abstract state-space graph can be used to restrict
the scope of duplicate detection so that only a fraction of stored nodes needs to be
checked for duplicates, while still guaranteeing that all duplicates are found. For
example, when generating successors for nodes that are pre-images of abstract node
B0 in Figure 4.4, the algorithm only needs to check for duplicates against stored
nodes that are pre-images of abstract node B1 or B4 .
Let an abstract node y = Π(x) be the image of a node x under a state-space
projection function Π(·) and let Successors(y) be the set of successor abstract nodes
of y in the abstract state-space graph.
Definition 5. The duplicate-detection scope of a node x under a state-space projection function Π(·) corresponds to the union of sets of stored nodes that are pre-images
of an abstract node y 0 such that y 0 ∈ Successors(y), that is,
[

Π−1 (y 0)

y 0 ∈ Successors(y)

where Π−1 (y 0) is the set of stored nodes that are pre-images of y 0 .
Theorem 3. The duplicate-detection scope of a node contains all stored duplicates
of the successors of the node.
Proof: Suppose that a node x has a previously-generated successor node x0 that is
not included in the duplicate-detection scope of node x. Let y 0 = Π(x0 ) be the image
of x0 under the state-space projection function Π(·). According to Definition 5, we
have y 0 ∈
/ Successors(y). But according to the definition of an abstract state-space
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graph, if x0 is a successor of x, then Π(x0 ) must be a successor of Π(x). In other
words, y 0 ∈ Successors(y). Since this leads to a contradiction, Theorem 3 must
hold. 
The concept of duplicate-detection scope can be very useful in external-memory
graph search, because it suggests that a search algorithm use internal memory to
store nodes within the duplicate-detection scope of a set of expanding nodes, and
use external memory to store other nodes, when internal memory is full. Figure 4.4
illustrates this idea.

Figure 4.4: The duplicate-detection scope of nodes that are pre-images of abstract
node B0 includes nodes that are pre-images of abstract node B1 or B4 . When expanding nodes that are pre-images of abstract node B0 , the search algorithm can use
internal memory to store nodes that are pre-images of abstract node B0 , B1 , or B4 ,
and use external memory to store the rest of the nodes.
The term “nblock” is introduced here to refer to a set (or “block”) of nodes in
the original state space that correspond to (i.e., are pre-images of) an abstract node.
If an abstract state-space graph has local structure, then the duplicate-detection
scope of any node consists of a bounded number of nblocks, and the largest duplicate
detection scope can be a small fraction of the overall number of stored nodes. Note
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that the largest duplicate detection scope establishes a minimum internal-memory
requirement for structured duplicate detection, which leads to the following theorem.
Theorem 4. The minimum internal-memory requirement for structured duplicate
detection has the same space complexity as the largest nblock, if the abstract statespace graph has local structure.
Proof: Since the minimum internal-memory requirement for structured duplicate
detection is the same as the largest duplicate-detection scope, it suffices to prove that
the largest duplicate-detection scope has the same space complexity as the largest
nblock. In an abstract state-space graph that has local structure, any duplicatedetection scope consists of a bounded number of nblocks. In other words, the size of
the largest duplicate-detection scope is no more than a constant factor greater than
the largest nblock. That is, both have the same space complexity. 
The above theorem implies that one can reduce the minimum internal-memory
requirement for structured duplicate detection by making the largest nblock smaller.
This can be achieved by increasing the number of nblocks. Note that the number
of nblocks is controlled by (the granularity of) the state-space projection function.
For the Fifteen-Puzzle, the granularity of the projection function can be adjusted by
considering not only the position of the blank, but also the positions of tiles. For
example, if the definition of the projection function is based on the positions of tiles
1 and 2, in addition to the position of the blank, this will create an abstract statespace graph with 16 · 15 · 14 = 3360 abstract nodes, as well as 3360 nblocks. Since
the maximum out-degree of the abstract graph is still bounded by 4 (no matter the
positions of how many tiles are considered in the projection function), the average
size of an nblock is approximately 0.03% of the size of the state space; whereas
in the example shown in Figure 4.3(c), the average size of an nblock is about one
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1
sixteenth ( 16
) of the size of the state space. In other words, the average size of an

nblock can be reduced by a factor of 210 times by adding two more state variables
that correspond to the positions of any two tiles to the definition of the state-space
projection function used in the Fifteen-Puzzle example shown in Figure 4.3.
There are cases in which the average size of an nblock created by multiple
state-space projection functions is about the same. Since only one of the projection
functions can be used to create the abstract state-space graph, the question is which
projection function to pick. A good tie-breaking rule is to pick the one that minimizes
the maximum (or average) out-degree of the abstract state-space graph.
Theorem 5. The minimum internal-memory requirement of sweep-A* using structured duplicate detection for multiple sequence alignment is bounded by O(2k ln−k ),
where l is the average length of sequences, n is the number of sequences being aligned,
and k is the number of sequences considered by the state-space projection function.
Proof: There are O(lk ) abstract nodes in the abstract state-space graph created by
the projection function that considers k sequences. Since each nblock corresponds to
the state space of aligning the remaining n − k sequences, the memory requirement
of a single nblock is bounded by O(ln−k ). On the other hand, the duplicate-detection
scope consists of (2k −1) such nblocks, since each abstract node has (2k −1) successors
in the abstract state-space graph. Thus, the largest duplicate-detection scope has
the space complexity of O(2k ln−k ), which bounds the minimum internal-memory
requirement of sweep-A* using structured duplicate detection. 
Theorem 5 shows that the internal-memory requirement of sweep-A* can be
effectively controlled by adjusting the number of sequences ignored in the abstract
state-space graph. If all but two (longest) sequences are ignored, the internal-memory
requirement of sweep-A* is O(ln−2 ). That is, structured duplicate detection reduces
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the internal-memory requirement of sweep-A* by a factor that is on the order of the
length of the (longest) sequences. If all but three (longest) sequences are ignored,
the internal-memory requirement of sweep-A* is further reduced to O(ln−3), and so
on.
4.2.3 Search using structured duplicate detection
This section describes how to integrate structured duplicate detection into a
state-space search algorithm.
Similar to delayed duplicate detection, structured duplicate detection is used
with a search algorithm that expands a set of nodes at a time, such that the underlying search strategy is consistent with expanding the nodes in this set in any
order. This is straightforward in breadth-first search, where a set of nodes corresponds to all nodes in the same layer of the breadth-first search graph. (How it can
apply to best-first search will be explained later.) Given this set of nodes that can
be expanded in any order without affecting the overall search strategy, structured
duplicate detection determines an order of expansion that minimizes I/O complexity,
by exploiting local structure revealed by the abstract state-space graph.
To support structured duplicate detection, the set of stored nodes (i.e., nodes
in the Open and Closed lists) is partitioned based on an abstract state-space graph.
Each nblock in the partition consists of all stored nodes that are pre-images of the
same abstract node (i.e., each nblock corresponds to an abstract node). This local
structure is exploited as follows.
First, nodes in the same nblock are expanded together, i.e., consecutively. This
improves locality of memory reference because all nodes in the same nblock have
the same duplicate-detection scope. But it leaves undetermined the order in which
to consider nblocks. In general, if the duplicate-detection scopes of two nblocks are
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almost the same, they should be expanded close to each other, in order to minimize
the number of possible I/O operations. Nblocks correspond to abstract nodes, and
abstract nodes that are neighbors in the abstract state-space graph tend to have
similar duplicate-detection scopes. Therefore, we choose to expand nblocks in an
order that reflects neighbor relations in the abstract state-space space graph. A
simple way to do this is to expand the nblocks in an order that reflects a breadthfirst traversal of the abstract state-space graph.
When internal memory is full, the search algorithm must remove from internal
memory one or more nblocks that do not belong to the duplicate-detection scope of
nodes currently being expanded. Immediately before expanding nodes in a different
nblock, it must check if some nblocks in their duplicate-detection scope are missing
from internal memory, and if so, read them from external memory. Because reading
an nblock into internal memory often results in writing another nblock to external
memory, I refer to these pairs of read and write operations as nblock replacements.
An nblock is a duplicate-detection nblock if it is part of the duplicate-detection
scope of nodes being expanded. Except for duplicate-detection nblocks, any nblock
can potentially be moved from internal memory to external memory. Deciding which
nblocks to remove is identical to the page-replacement strategy of virtual memory,
except that now the unit of replacement is an nblock instead of a page. Thus, I
call it an nblock-replacement strategy. It is well-known that the optimal replacement
strategy always removes the page (or nblock) that will not be used for the longest
time (Belady 1966). Implementing such a strategy is generally impossible, as it
requires future knowledge of the order in which pages (nblocks) will be needed, and
least-recently-used (LRU) is often the best strategy in practice (Sleator and Tarjan
1985). However, it is possible to compute an optimal nblock-replacement strategy in
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this case, since the order in which nblocks are expanded is given by the breadth-first
traversal order of an abstract state-space graph.
Thus, given a set of nodes to expand, structured duplicate detection expands
them in an order such that (1) nodes in the same nblock are expanded together, (2)
nblocks are considered in an order that reflects a breadth-first traversal of the abstract
state-space graph, and, (3) when internal memory becomes full, selection of which
nblocks to write to disk is based on a pre-computed optimal nblock-replacement
strategy, or else, the least-recently-used strategy.
Since sweep-A* expands nodes on a layer-by-layer basis, this makes it possible
to integrate structured duplicate detection with sweep-A* by leveraging the partially
ordered graph structure of the multiple sequence alignment problem.
Note that a layer of the search graph of multiple sequence alignment is a partially ordered graph by itself. Thus, it can be further divided into sub-layers that
reveal the precedence relation among nodes in the same layer. When sweep-A*
explores the search space, it can respect the precedence among layers and the precedence among sub-layers of a layer as follows. In choosing which open node to expand
next, sweep-A* finds first (a) the layer that precedes all remaining layers, then (b)
the sub-layer (inside this layer) that precedes all remaining sub-layers, and finally
(c) the node with the minimum f -cost in this sub-layer. By expanding nodes in this
order, sweep-A* can recover memory as soon as it finishes expanding all nodes in
a sub-layer, instead of an entire layer. That way, the algorithm can store just one
layer plus one sub-layer, instead of two layers. Since a sub-layer contains many fewer
nodes than a layer, this improved version of sweep-A* uses about half of the memory
than the version described in the previous chapter.
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Figure 4.5: Example of optimal nblock-replacement strategy for two consecutive
layers in an abstract state-space graph of multiple sequence alignment. The variable
in each abstract node represents the time stamp for the most-recent or nearest-future
access to the abstract node. The current time stamp is t0 . The currently-expanding
abstract node is drawn with double circles, and the current duplicate-detection scope
is enclosed in a dashed oval. Abstract nodes that correspond to sets of deleted nodes
are drawn with dotted circles. The numbers near abstract nodes show the order
in which the optimal nblock-replacement strategy removes nblocks from internal
memory to external memory.
In addition to being more memory-efficient, the improved sweep-A* algorithm
makes it easier to integrate with structured duplicate detection. Note that the set
of nodes in the same sub-layer naturally forms an nblock that corresponds to an
abstract node in the abstract state space created by ignoring all but two (longest)
sequences. Every duplicate-detection scope consists of only four nblocks. Figure 4.5
shows an example of duplicate-detection scope enclosed in a dashed oval. The figure
also shows that by expanding nblocks from left to right in a row and from top to
bottom in the abstract state-space graph, sweep-A* can recover memory once all the
nodes in an nblock have been expanded. However, the main point of Figure 4.5 is to
show that it is easy to define (instead of compute) the optimal nblock-replacement
strategy for sweep-A*. As can be verified in this simple example, the order in which
the optimal strategy replaces nblocks starts with the nblock in the next layer that is
the closest preceding nblock of the two duplicate-detection nblocks in the next layer,
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and traces upstream through the precedence chain all the way back to the nblock
that succeeds the right-most duplicate-detection nblock in the current layer.
Structured duplicate detection can be used in combination with many other
search algorithms besides sweep-A*. For example, it is straightforward to use structured duplicate detection inside breadth-first search, where the set of nodes being
expanded is a layer of the breadth-first search graph. It is also possible to use it
inside a best-first search algorithm such as A*. In solving a search problem with
many ties, the order in which A* expands nodes with the same f -value is nondeterministic, and structured duplicate detection can determine an order that minimizes
I/O complexity. The (n2 −1) sliding-tile puzzle is an example of a domain with many
ties.
For search problems in which there are not many ties, it is possible to use
structured duplicate detection as part of a slightly-modified version of A*, in which
A* selects a set of nodes to expand containing nodes with almost the same f -value –
for example, the best k nodes on the Open list, where k is a suitably large number.
Structured duplicate detection can determine the order in which to expand this set
of nodes. Although it may expand nodes in an order that is not strictly best-first,
improved performance from structured duplicate detection may outweigh an increase
in the number of nodes expanded. This modification of the best-first expansion order
of A* to improve locality of memory references was previously proposed by Edelkamp
and Schrödl (2000) as a way of improving use of virtual memory.
4.2.4 I/O complexity
I/O complexity is the primary factor that affects the speed of external-memory
algorithms. As mentioned in Section 4.1.2, the I/O complexity of search in an implic-
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itly represented graph depends entirely on the I/O complexity of duplicate detection.
The I/O complexity for structured duplicate detection is as follows.
Theorem 6. If every duplicate-detection scope fits in internal memory, the worstcase I/O complexity of structured duplicate detection in an implicitly-represented,
|
undirected, and unweighted graph is O( |N
Degmax + |Ẽ|dmax ), where Degmax and |Ẽ|
B

are the maximum degree and the number of edges in the abstract state-space graph,
respectively, and dmax is the maximum search depth.
Proof: Let Ñ be the set of abstract nodes in the abstract state-space graph, let
Deg(j) be the degree of abstract node j ∈ Ñ , let Successors(j) be the set of successor
abstract nodes of j, and let K(j) be the set of nodes in the original state space that
maps to abstract node j. Recall that the I/O complexity of reading a list of size x
is O(1 +

x
).
B

Thus, the I/O complexity of reading all of the nblocks that form the

duplicate-detection scope of abstract node j is equal to

O

X

1+

j 0 ∈Successors(j)

= O Deg(j) +

1
B


1
|K(j 0 )|
B
X

j 0 ∈Successors(j)

|K(j 0 )|
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Therefore, the I/O complexity of traversing the abstract state-space graph once is
1
B

X

O

X

(Deg(j) +

= O

X

1 X
Deg(j) +
B

j∈Ñ

j∈Ñ

|K(j 0 )|)

j 0 ∈Successors(j)

X



|K(j 0 )|

j∈Ñ j 0 ∈Successors(j)

= O |Ẽ| +




1 X
Deg(j)|K(j)|
B
j∈Ñ

X

1
≤ O |Ẽ| + Degmax
|K(j)|
B
j∈Ñ

Because the number of times the abstract graph is traversed is bounded by the
maximum search depth dmax , the overall I/O complexity for structured duplicate
detection is

O

dX
max

(|Ẽ| +

i=1

X

1
Degmax
|K(j)|)
B
j∈Ñ

= O |Ẽ|dmax +

1
Degmax
B

dX
max

X

i=1 j∈Ñ

|K(j)|



(4.1)

Let i be the depth of the currently-expanding layer of the search graph. Since the
graph is undirected and unweighted, according to Corollary 1 in Section 3.6.1, storing
the most recently-explored previous layer (i−1), the currently-expanding layer i, and
the next layer (i+1) is sufficient to prevent all duplicates. Thus, |K(j)| can be written
as |L(i − 1, j)| + |L(i, j)| + |L(i + 1, j)|, where L(i, j) is the set of nodes at depth i
of the search graph that maps to abstract node j. So,
dX
max

X

i=1 j∈Ñ

|K(j)| =

dX
max

X

(|L(i − 1, j)| + |L(i, j)| + |L(i + 1, j)|)

i=1 j∈Ñ

= O(|N|)

(4.2)

94
Combining Equations (4.1) and (4.2), we have
d

max X
X

1
|K(j)|
O |Ẽ|dmax + Degmax
B
i=1

j∈Ñ


1
Degmax O(|N|)
B

|N|
= O
Degmax + |Ẽ|dmax
B

= O |Ẽ|dmax +


Because |Ẽ|, the number of edges in the abstract state-space graph, is usually
much (typically exponentially) smaller than |N|, the number of nodes in the original
state-space graph, and so is dmax , the maximum search depth. Furthermore, the
maximum degree Degmax is bounded in an abstract graph that has local structure.
Therefore, the I/O complexity for structured duplicate detection can be simplified
|
to be O( |N
) or O(scan(|N|).
B

The fact that the I/O complexity of structured duplicate detection does not depend on the number of edges |E| in the state-space graph makes it effective for both
sparse and highly-connected graphs. This is an important advantage over delayed
duplicate detection, which is effective for sparse graphs only. Recall that multiple sequence alignment, the motivating problem for this dissertation, has a highlyconnected state-space graph. Moreover, the more highly-connected a graph, the more
duplicates are generated during node expansion, and the more crucial duplicate detection becomes.
Note that structure duplicate detection can be more effective than delayed duplicate detection even for sparse graphs, because it only needs to perform scanning,
which is considerably faster than delayed duplicate detection that is based on sorting. Recall that the I/O complexity of delayed duplicate detection is O(sort(|E|) +
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scan(|N|)). Thus, the difference in I/O complexity is that delayed duplicate detection needs to perform extra O(sort(|E|) I/O operations. This difference can be
interpreted as a penalty for delaying duplicate detection, since |E| bounds the cardinality of the multi-set of successors that is generated by expanding a set of nodes
before performing duplicate detection.
Another advantage is that structured duplicate detection never generates duplicates. Thus, it uses internal memory more efficiently than delayed duplicate detection, which may generate a large number of duplicates in the interim.
Unlike delayed duplicate detection, structured duplicate detection has a minimum internal-memory requirement. Theorem 6 holds only if every duplicate-detection
scope fits in internal memory. So, whether it holds depends partly on the size of internal memory, and partly on the locality of the graph, and how well it is captured
in an abstract state-space graph. If the largest duplicate detection scope does not
fit in internal memory, it is possible to combine structured duplicate detection with
delayed duplicate detection. Given a set of nodes to expand, the set can be partitioned based on the abstract state-space graph, and delayed duplicate detection can
be performed separately on the nodes in each nblock, as a way of leveraging local
structure to improve performance. In this case, delayed duplicate detection would
only need to check the duplicate-detection scope of each nblock for duplicates. If
every duplicate-detection scope fits in memory, however, there is no a reason to ever
delay duplicate detection.
Theorem 7. The I/O complexity of sweep-A* using structured duplicate detection
|
in an implicitly-represented and partially-ordered graph is O( |N
Inmax + |Ẽ|), where
B

Inmax and |Ẽ| are the maximum in-degree and the number of edges in the abstract
state-space graph, respectively.
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Proof: To keep the proof simple, I adapt Theorem 6 to partially ordered graphs. Since
a partially ordered graph is also a directed graph, one should make the distinction
between the in-degree and the out-degree of a node (or an abstract node). It can
be shown that the maximum number of times an nblock is read from disk depends
on Inmax , the maximum in-degree of the abstract state-space graph, which is also a
partially ordered graph. Thus, the first adaptation of Theorem 6 to partially ordered
graphs is to change Degmax to Inmax . Unlike structured duplicate detection in an
undirected and unweighted graph that traverses the abstract state-space graph up
to dmax (the maximum search depth) times, sweep-A* using structured duplicate
detection traverses the abstract state-space graph of a partially-ordered graph only
once. Thus, the second adaptation is to change the term |Ẽ|dmax in Theorem 6 to
|Ẽ|. Once these two adaptations are made, Theorem 6 becomes Theorem 7. 
In aligning n sequences of length l, the number of nodes |N| in the search
graph is ln , the maximum in-degree of the abstract state-space graph created by the
projection function that ignores all but k sequences is 2k , and the number of edges
in the abstract state-space graph is 2k lk . If we plug in these numbers to Theorem 7,
we have the following I/O complexity result for multiple sequence alignment.
Corollary 2. The I/O complexity of sweep-A* using structured duplicate detection
k n

for multiple sequence alignment is O( 2 Bl + 2k lk ), where l is the average length of sequences, n is the number of sequences being aligned, and k is the number of sequences
considered by the state-space projection function.
Note that the I/O complexity of sweep-A* for multiple sequence alignment
would become O(sort(2nln )), if it used delayed duplicate detection. This result
is much worse than using structured duplicate detection, because the structure of
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the multiple sequence alignment problem is (almost) completely ignored by delayed
duplicate detection.
4.3

Computational results

In the experiments, structured duplicate detection is combined with sweep-A*.
For the results in Table 4.1, the search algorithm was configured in a mode that
minimizes its use of internal memory. So the peak amount of internal memory used
corresponds to the minimum internal-memory requirements of the algorithm, using
structured duplicate detection and a given abstraction of the state space. Ordinarily,
the algorithm would use all available RAM before using disk. The sweep-A* algorithm was run on a 2.4GHz Intel Pentium with 2 gigabytes of RAM and a 7200RPM
Seagate disk with 120 gigabytes of storage.
Name
1aboA
1amk
1csy
1ezm
1gtr
1idy
1pfc
1tis
1wit
actin

Cost Int Mem Ext Mem
Exp
Secs
8,483
8K
130K
4,207K
45
33,960
29K
555K
31,704K
373
14,160
6K
52K
1,943K
25
40,733
17K
154K
6,186K
73
58,010
188K
7,468K 1,094,936K 22,381
7,888
19K
415K
10,246K
110
15,718
12K
153K
6,600K
71
37,581
24K
383K
29,778K
357
13,979
53K
1,513K
80,591K 1,192
52,117
102K
2,783K
240,168K 3,972

Table 4.1: Performance in aligning groups of 5 protein sequences from reference
set 1 of BAliBASE (Thompson, Plewniak, and Poch 1999). Columns show name of
instance, cost of optimal alignment, peak number of nodes stored in internal memory
(in thousands), peak number of nodes stored in external memory (in thousands),
number of node expansions (in thousands), and CPU seconds.
The algorithm was tested on a selection of difficult multiple sequence alignment
problems from reference set 1 of BAliBASE, a widely-used benchmark (Thompson,
Plewniak and Poch 1999). All problems involved aligning 5 protein sequences. The
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cost function was a Dayhoff substitution matrix with linear gap penalty of 8, and
the admissible heuristic function used is based on optimal pairwise alignments. The
abstract state-space graph is created by using a state-space projection function that
ignores all but 2 sequences. This creates an abstract state space with O(l2 ) abstract
nodes, where l is the average length of a sequence, compared to O(l5 ) nodes in the
original state-space graph.
Table 4.1 shows that structured duplicate detection reduces the internal-memory
requirements of sweep-A* by a factor of between 9 and 40 times. Using disk, the
algorithm needs only 20 megabytes of RAM to solve all instances in Table 4.1, including the space for the pairwise heuristic. Note that the relative savings achieved
by structured duplicate detection are greater for hard instances. For example, on
the most difficult instance (1gtr), it saves internal memory by over 40 times, but on
easy instances such as 1csy, it only saves internal memory by approximately 9 times.
Interestingly, the external-memory version of sweep-A* runs faster than an
internal-memory version of sweep-A* that does not use structured duplicate detection, by an average of 72%! The reason is that structured duplicate detection runs
faster in internal memory than un-structured duplicate detection due to locality of
memory references, and this speedup outweighs the extra time for disk I/O.
4.4

Speeding up internal-memory search

Note that structured duplicate detection improves the performance of internalmemory graph search for multiple sequence alignment, in addition to using external
memory efficiently. This is because each time the search algorithm checks for duplicates, it only needs to check a small subset of the stored nodes. For example, it cuts
the running time of the internal-memory version of sweep-A* in half. Furthermore,
the speedup can be greater for aligning more sequences, because the more sequences,
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the more duplicates are generated. This underscores a benefit of structured duplicate
detection. Unlike delayed duplicate detection, it is more effective in highly-connected
graphs, where the problem of duplicate detection is more crucial.
4.5

Conclusion

The technique of structured duplicate detection introduced in this chapter
presents a novel approach to localizing memory references in duplicate detection.
Both analytical and empirical results show that it can reduce the I/O complexity of
external-memory graph search. In addition, it can also increase the speed of duplicate
detection in internal-memory search.
Structured duplicate detection has some advantages over delayed duplicate detection, the only previous approach to external-memory graph search. In particular,
it is more effective in highly-connected graphs, and it can exploit local graph structure that is not considered by delayed duplicate detection. But structured duplicate
detection and delayed duplicate detection can also be viewed as complementary approaches to reducing I/O complexity, and can be used together for difficult search
problems. If a search algorithm can leverage enough locality in a state-space graph
so that every duplicate-detection scope fits in internal memory, it is unnecessary to
ever delay duplicate detection, and structured duplicate detection can manage external memory by itself. But if any duplicate-detection scope does not fit in internal
memory (perhaps due to lack of sufficient local structure in the graph), structured
duplicate detection by itself is not sufficient. Since delayed duplicate detection does
not have a minimum memory requirement, it can be used in this case. Structured
duplicate detection can be used together with delayed duplicate detection to improve
its performance, by leveraging graph locality as much as possible.

CHAPTER V
MEMORY-EFFICIENT SUB-ALIGNMENT HEURISTICS
The performance of A* and other heuristic search algorithms depends crucially
on the quality of the heuristic that guides the search. Carrillo and Lipman (1988)
introduced a general method for creating admissible heuristics for multiple sequence
alignments that use the sum-of-pairs cost function. The method involves dividing the
set of sequences into subsets and creating a dynamic programming table of optimal
alignment costs for each subset of sequences. Adding the optimal alignment costs
of all subsets of sequences creates an admissible heuristic for the original alignment
problem, as long as the cost of aligning a pair of sequences is accounted for no more
than once. An optimal alignment of a subset of the original set of sequences is
called a sub-alignment, and the heuristic created from these sub-alignments is called
a sub-alignment heuristic.
The simplest example is the pairwise heuristic described in Section 2.2.4. The
pairwise heuristic can be viewed as a special case of a sub-alignment heuristic in
which each subset consists of only two sequences and a table is computed that stores
optimal alignment costs for (all possible “tails” of) each pair of sequences. A pairwise

heuristic created for aligning n sequences needs to compute n2 such tables, one
for each distinct pair of sequences. Because each table is of size O(l2 ), where l is
the average length of sequences, the space and time complexity of computing the
pairwise heuristic is O(n2l2 ), a relatively small number compared to the O(ln ) space
complexity of A* or even the O(ln−1) space complexity of sweep-A*. Although the
100
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pairwise heuristic is effective for aligning a few sequences, its accuracy decreases
as the number of sequences being aligned increases, because it does not take into
account the interactions between three or more sequences.
As suggested by Carrillo and Lipman (1988), a more accurate heuristic can
be created by using high-dimensional sub-alignments, that is, by aligning subsets
that consist of more than two sequences. However, the space and time complexity
of computing high-dimensional sub-alignments can be prohibitive. For example, a
table that stores optimal costs for three-way alignments has O(l3 ) cells. To make
this approach practical, this chapter introduces new techniques to reduce the space
and time complexity of creating high-dimensional sub-alignment heuristics.
The rest of this chapter is organized as follows. Section 5.1 reviews background
on pairwise and high-dimensional sub-alignment heuristics. Section 5.3 describes
a technique for computing memory-efficient sub-alignment heuristics that uses the
start and goal states of a problem instance to restrict the region of the state space for
which the heuristic is needed (Zhou and Hansen 2004c). Finally, Section 5.4 shows
that sub-alignment heuristics can be stored in external memory, such as disk, and
accessed in an I/O-efficient way (Zhou and Hansen 2005b), by adapting the technique
of structured duplicate detection described in the previous chapter.
5.1

Background

5.1.1 Pairwise heuristics
One reason that the sum-of-pairs cost function is so widely used in multiple
sequence alignment is that it gives rise to an effective and easy-to-compute admissible
heuristic called a pairwise heuristic. The pairwise heuristic exploits the fact that the
cost of an optimal pairwise alignment between two sequences cannot exceed their
pairwise cost in a sum-of-pairs multiple alignment that includes these two sequences.
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Thus, the sum of the costs of all optimal pairwise alignments is necessarily a lower
bound (i.e., an admissible heuristic) on the cost of an optimal multiple alignment
that involves the union of these pairs of sequences.
For example, consider the problem of aligning three sequences S1 = ACTGAT,
S2 = ATGCAT, and S3 = TCCGT. To compute the pairwise heuristic, the algorithm
creates three lookup tables, one for each pair of these three sequences. In each lookup
table, each cell contains the cost of the minimum-cost path from the cell to the goal
cell located in the bottom-right corner of the table. Since the cost of an optimal path
from the goal to a cell is the same as the cost of an optimal path from the cell to the
goal, the values of the cells can be computed using backward dynamic programming,
starting with the goal cell and filling the table from right to left in each row, and
from the bottom row to the top row. Suppose that the cost function used charges
nothing for a match, one unit for a substitution, and two units for a gap. Figure 5.1
shows the three lookup tables created by the pairwise heuristic in this example.

Figure 5.1: Three lookup tables created by the pairwise heuristic for computing an
alignment of sequences S1 = ACTGAT, S2 = ATGCAT, and S3 = TCCGT. Panels
(a), (b), and (c) show the tables that store costs of optimal alignments of all possible
“tails” of sequences between (a) S1 and S2 , (b) S1 and S3 , and (c) S2 and S3 . The
costs of optimally aligning sequence tails (a) AT and CAT, (b) AT and CGT, and (c)
CAT and CGT are enclosed in boxes drawn with thicker lines in panels (a), (b), and
(c), respectively.
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To compute the h-cost for the start state in the above example, the algorithm
adds the values stored in the top-left corner of each lookup table, which contains
the optimal alignment cost for each pair of sequences. For example, the top-left
corner of the table shown in Figure 5.1(a) has a value of 3, which is the cost of
an optimal pairwise alignment between sequences S1 and S2 . Similarly, it can be
determined that both the costs of optimal alignments between sequences S1 and S3 ,
and sequences S2 and S3 are 4. Thus, the h-cost of the start state is 3 + 4 + 4 = 11.
An optimal three-way alignment of these sequences is shown below.
A C T G A T
A T G C A T
T C C G – T
Because these three sequences interact with each other in a multiple alignment, their
optimal alignment cost turns out to be 13, which is higher than 11, the sum of the
costs of all optimal pairwise alignments.
Now suppose that the algorithm is evaluating the h-cost of the node that corresponds to an alignment of sequence prefixes (a) ATCG of S1 , (b) ATG of S2 , and
(c) TC of S3 . Recall that the h-cost of a node is a lower-bound estimate of the cost
of the remaining path from the node to the goal node. Thus, the algorithm needs to
estimate the cost of an optimal alignment of sequence suffixes (a) AT of S1 , (b) CAT
of S2 , and (c) CGT of S3 . Since the lookup tables created by the pairwise heuristic
contain optimal alignment costs of all possible suffixes of each sequence pair, the
h-cost of the node can be computed by adding the three values highlighted in the
tables shown in Figure 5.1. Therefore, the lower-bound estimate of aligning these
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three suffixes is 2 + 3 + 1 = 6, which happens to be the exact estimate of the cost of
the remaining path from the node to the goal.
To compute the h-cost of a node in the state space of aligning n sequences,
the algorithm needs to find the image of the node on the 2-dimensional plane that
corresponds to the state space of aligning each pair of sequences, and use this image

to find the corresponding cell in one of the n2 lookup tables created by the pairwise
heuristic. The sum of the values of these cells is the h-cost of the node. Although the
number of table lookups for computing the h-cost of a node increases quadratically
with the number of sequences, this overhead is negligible compared to the time and
space savings achieved by the pairwise heuristic.
5.1.2 Sub-alignment heuristics
Carillo and Lipman (1988) also suggested that more accurate admissible heuristics could be created by using high-dimensional sub-alignments, that is, by aligning
subsets of sequences that consist of more than two sequences. For example, consider
the problem of aligning four sequences S1 = ACTGAT, S2 = ATGCAT, S3 = TCCGT,
and S4 = ATGAA, using the same cost function described in the previous example.
It can be calculated that the optimal pairwise-alignment costs for sequence pairs (1)
S1 and S4 , (2) S2 and S4 , and (3) S3 and S4 are 3, 3, and 5, respectively. Note that
S1 , S2 , and S3 are the same as in the previous example. Let c(Sp , Sq ) be the cost of
the optimal pairwise alignment between sequences Sp and Sq . The pairwise heuristic
for the start state of the four-way alignment problem in this example is
X

c(Sp , Sq ) = c(S1 , S2 ) + c(S1 , S3 ) + c(S2 , S3 ) + c(S1 , S4 ) + c(S2 , S4 ) + c(S3 , S4 )

1≤p<q≤4

= 3+4+4+3+3+5
= 22
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Note that the sum of the optimal costs of the first three pairwise alignments, c(S1 , S2 )+
c(S1 , S3 )+c(S2 , S3 ), can be replaced by c(S1 , S2 , S3 ), the optimal cost of a triple alignment of the first three sequences S1 , S2 , and S3 . From the previous example, we know
that c(S1 , S2 , S3 ) = 13. Thus the h-cost of the start state can be re-computed as
c(S1 , S2 , S3 ) + c(S1 , S4 ) + c(S2 , S4 ) + c(S3 , S4 ) = 13 + 3 + 3 + 5 = 24, which is more
accurate than the pairwise heuristic.
The optimal cost of the triple alignment provides a tighter bound than the
sum of the three pairwise alignments because it takes into account all possible interactions between these three sequences. Thus, the pairwise heuristic can be improved by replacing three of its pairwise alignments with a triple alignment. A
sub-alignment heuristic that uses just one or two triple alignments in combination
with the remaining pairwise alignments can be very effective, and dramatically improves the performance of A* (Kobayashi and Imai 1998; Lermen and Reinert 2000;
McNaughton et al. 2002).
The problem is that the space and time complexity for computing even one triple
alignment can be prohibitive. As mentioned earlier, the space complexity of a triplealignment heuristic is cubic in the average length of these sequences. Thus, storing
the entire triple-alignment heuristic in a lookup table becomes impractical when the
sequences are more than a few hundred characters long. (Note that the algorithm
cannot use all available memory to store a triple-alignment heuristic, because it needs
to reserve a significant portion of available memory for the A* search that uses the
triple-alignment heuristic.)
But because the multiple sequence alignment problem has a fixed start state
and a fixed goal state, triple-alignment heuristics do not need to be computed for
the entire state space. This is even true for the 2-dimensional tables that are used
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to store the costs of optimal pairwise alignments. As an example, Figure 5.2 shows
only the part of a lookup table that is queried by the A* search in solving the simple
four-way alignment problem described at the beginning of this section. Blank cells
do not need to be stored in the table, because they are not used (i.e., queried) by the
A* search. In this example, more than 50% of the cells can be ignored in the lookup
table without affecting the A* search at all. Note that the percentage of unneeded
cells can increase as sequences become longer.

Figure 5.2: The lookup table that contains the costs of optimal pairwise alignments
of sequence suffixes of S1 = ACTGAT and S4 = ATGAA. Only cells that contain
a number are queried by the A* search in solving the example alignment problem
described earlier in this section.
Several researchers have recognized this and suggested methods for computing a sub-alignment heuristic more efficiently based on this idea. In recent work,
McNaughton et al. (2002) introduce two ideas for computing triple alignments efficiently. First, they adopt the octree data structure as a compact representation of
the projected state space, which in the case of three sequences is a cube. Second,
they compute the values stored in the octree on demand, as needed by the A* search
algorithm. As a result, values are not computed for much of the state space, and this
significantly reduces the time and space complexity of computing a triple alignment.
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Another approach is to use bounds to limit the time and space complexity of
computing a triple alignment, similar to the way bounds are used to limit the time
and space complexity of computing the original alignment (Kobayashi and Imai 1998;
Lermen and Reinert 2000). In their implementation of A* for multiple sequence
alignment, Lermen and Reinert’s (2000) adapt from Gupta et al. (1995) a technique
called face invalidity to compute a triple alignment more efficiently. It assumes that
any alignment path through a node cannot be optimal, if the cost of a minimumcost path through the node in the state space of the triple alignment is greater than
the cost of an optimal alignment of the three sequences in the triple plus δ. This
technique preserves admissibility only if δ is the difference between an upper and
lower bound on the cost of an optimal solution to the original problem. Because
it is infeasible to use a value of δ this large, a reasonable value is guessed. This
means the resulting heuristic is either not complete or not admissible. Kobayashi
and Imai (1998) propose a similar technique for reducing the space complexity of subalignment heuristics, but extend it to more than triple alignments. The technique
introduced in this chapter is closely related, and based on a similar intuition, but is
simpler and more general, and preserves admissibility.
5.2

Memory-based heuristics

A memory-based heuristic is a lookup table that stores an exact evaluation
function to a relaxed search problem, which provides an admissible heuristic for the
original search problem. This section defines the concept of a memory-based heuristic
at a high level of abstraction, in order to clarify the relationship between previous
work on pattern database heuristics in the AI community, and work on sub-alignment
heuristics for multiple sequence alignment.
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5.2.1 Simple memory-based heuristics
A memory-based heuristic is computed by projecting a search problem into an
abstract state space that is small enough that an optimal cost function can be computed for all of its states and stored in a lookup table. Typically, the projection
corresponds to a partial specification of the state. For example, if the state is defined by an assignment of values to variables, an abstract state corresponds to an
assignment of values to a subset of the variables. Each abstract state corresponds to
a set of states in the original search problem, and the optimal cost of the abstract
state is a lower bound on the optimal cost of the corresponding states in the original
search problem. Using the sliding-tile puzzle as an illustration, the puzzle state can
be viewed as an assignment of locations to tiles. It can be projected into an abstract
state space by considering only the location of a subset of the tiles.
Examples of memory-based heuristics include pattern databases used to solve
permutation problems such as the Fifteen-Puzzle (Culberson and Schaeffer 1998),
Twenty-Four Puzzle (Korf and Felner 2002), and Rubik’s Cube (Korf 1997). In the
literature on pattern databases, each projected (or abstract) state is called a pattern
and the table that stores an optimal evaluation function for the projected state space
is called a pattern database. A pattern database is traditionally computed backwards
from the goal state by a dynamic programming algorithm that performs breadth-first
traversal of the state space. Although a single pattern database can be useful, more
informed heuristics can be obtained by combining several pattern databases based on
different projections. As discussed by Culberson and Schaeffer (1998), the simplest
way to combine them is as follows,
h(s) = max h∗ (si ),
i
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where si denotes the projection of state s into the abstract state space corresponding
to projection i, and h∗ denotes the optimal evaluation function for the projected
problem. The resulting heuristic is guaranteed to be admissible.
5.2.2 Disjoint memory-based heuristics
A more informative heuristic can be obtained by summing over the pattern
databases, as follows,
h(s) =

X

h∗ (si ).

i

But this heuristic is only admissible if the pattern databases are disjoint. Pattern
databases are disjoint if each operator only affects one of the projected problems,
ensuring that the sum of operator costs is admissible (Korf and Felner 2002). The
rest of this section presents an abstract theory of disjoint memory-based heuristics
that is general enough to include previous work on disjoint pattern databases, as
well as work on high-dimensional sub-alignment bounds for the multiple sequence
alignment problem.
A projection can be created by partial specification of the state in the original
problem. An atomic projection is defined as the smallest partial specification such
that each operator only affects the partially specified state (e.g., values assigned to the
variables of the projected state). For many problem domains, it is straightforward
to determine such an atomic projection. For instance, a single tile is an atomic
projection in the (n2 − 1) sliding-tile puzzle domain; a (distinct) pair of sequences is
an atomic projection in the sum-of-pairs multiple sequence alignment domain.
Often, more accurate heuristics can be created by taking into account the interactions among atomic projections. One way to achieve this is to consider more
complex projections that are made up of atomic ones. For example, one can consider
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a group of tiles instead of a single tile. Grouping atomic projections gives rise to
more accurate abstractions of the original problem, and can substantially improve
the quality of the resulting heuristic. Let P = {pi | pi ∈ {1, 2, · · · , m}} denote a
grouping of atomic projections, where m denotes the number of atomic projections
of the original problem. This leads to the following definition.
Definition 6. A disjoint partition of the original problem is a collection of projection
groups P1 , P2 , · · · , Pk such that P1 ∪ P2 ∪ · · · ∪ Pk = {1, · · · , m} and Pi ∩ Pj = ∅ for
all i 6= j.
A memory-based heuristic that is created based on a disjoint partition of the
original problem is called a disjoint memory-based heuristic. When each projection
group contains a single element, it is called an atomic disjoint partition. Examples
of heuristics based on atomic disjoint partitions include the well-known Manhattandistance heuristic used in sliding-tile puzzles, and the pairwise heuristic used in
multiple sequence alignment. In most cases, atomic disjoint partitions are easy to
compute and have modest space complexity. But they are not as accurate as nonatomic disjoint partitions, because the non-atomic ones account for the interactions
between atomic projections included in the same projection group.
Because different ways of partitioning the original problem give rise to memorybased heuristics with different accuracy, the fact that there can be more than one nonatomic disjoint partition of the original problem introduces an additional question –
how to find the non-atomic disjoint partition that yields the most accurate memorybased heuristic.
For example, consider the same 4-sequence alignment problem described in
Section 5.1.2. One way to partition the set of sequences is to divide them into four
subsets: {S1 , S2 , S4 }, {S1 , S3 }, {S2 , S3 }, and {S3 , S4 }. Since each pair of sequences
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is included at most once in these four subsets, this creates a disjoint partition of
the original alignment problem. It can be calculated that c(S1 , S2 , S4 ), the cost of
an optimal alignment of sequences S1 , S2 , and S4 , is 10. Thus, the h-cost of the
start state can be computed (based on the current disjoint partition) as h(start) =
c(S1 , S2 , S4 ) + c(S1 , S3 ) + c(S2 , S3 ) + c(S3 , S4 ) = 10 + 4 + 4 + 5 = 23, which is less
than the triple-alignment heuristic computed previously.
Since the accuracy of a memory-based heuristic depends on the start state
of a problem instance, a simple criterion for choosing the best non-atomic disjoint
partition is to pick the one that maximizes the heuristic estimate of the start state
among all such partitions. (If it is not feasible to enumerate all possible permutations
of non-atomic disjoint partitions, some hill-climbing method can be used, but the
principle is the same.) McNaughton et al. (2002) use a similar criterion in the
context of multiple sequence alignment.
5.3

Focused sub-alignment heuristic

A focused sub-alignment heuristic as a sub-alignment heuristic for a single problem instance, that is computed only for states that are projections of states in the
original search space that could be explored by A* in solving the original alignment
problem. This section describes an algorithm that computes a focused sub-alignment
heuristic and presents a theoretical justification for it.
Recall that algorithms for computing a pattern database heuristic do so by using
a dynamic programming method that traverses all of the projected state space in
breadth-first order, beginning from the goal. The algorithm for computing a focused
memory-based (or sub-alignment) heuristic also searches backwards from the goal.
However, it uses A* to direct the search from the goal state backwards to the start
state, and does not traverse the entire state space. For each node expanded by A*
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searching backwards from the goal state (and guided by a consistent heuristic), its
g-value represents the cost of a minimum-cost path from this state to the goal state
in the projected problem, and can serve as an admissible h-value for the original
search problem. The question is how to ensure that optimal g-values are computed
for the entire relevant region of the search space. A projected state is relevant if
there is some state generated by A* that maps to it. In fact, if A* terminates as
soon as it finds an optimal solution path from the goal state to the start state in the
projected state space, there is no guarantee that it has computed optimal g-values
for all relevant states.
But note that one can continue to expand nodes after A* finds an optimal path
from the goal state to the start state, in order to determine optimal g-values (and
thus admissible heuristics) for additional states. The question is how to determine
when admissible heuristics have been computed for all relevant states. This can be
ensured by expanding all nodes in the projected search space with an f -cost less than
or equal to an upper bound on the cost of an optimal solution path for the original
problem. Informally, the reason this is sufficient is that the f -cost of each state in
the projected problem space is a lower bound on the cost of an optimal path in the
original search space that goes from the start state to the goal state via the state in
the original state space that is mapped to this projected state.
An upper bound on the cost of an optimal solution path for a problem is given
by the cost of any sub-optimal solution path, and there are several methods by which
a sub-optimal solution can be computed quickly. For example, weighted A* search
with a node evaluation function f (n) = g(n)+w ×h(n), with weight w > 1.0, usually
finds a solution quickly, and adjusting the weight adjusts a tradeoff between solution
quality and search time.
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Theorem 8. Let U be an upper bound on the cost of the optimal solution to the
original problem and let f (si) be the f -cost in projected problem i of projected state
si . A memory-based heuristic does not need to be computed for any projected state
si if the following inequality holds

f (si ) ≥ U.

Proof: Since the f -cost of a projected state si provides a lower bound on the cost
of the optimal solution to the projected problem i, which in turn is a lower bound
on the cost of the optimal solution to the original problem, it follows that for any
projected state whose f -cost is greater than or equal to U, it cannot lead to any better
solution with cost lower than U and thus can be safely ignored in the computation
of memory-based heuristics.
Thus, one can compute a focused memory-based heuristic by using A* to search
backwards from the goal to the start state, where A* is modified in a simple way:
instead of terminating when an optimal solution path has been found, it terminates
when the condition f (si ) < U is not satisfied for the currently expanding state si .
Because A* expands nodes in increasing order of f -cost when it uses a consistent
heuristic, all remaining unexpanded states in the projected search space must have
an f -cost equal to or greater than U, and thus cannot be relevant for the given
problem instance.
This technique for computing a focused memory-based heuristic is particularly
useful in computing a disjoint memory-based heuristic (or a sub-alignment heuristic). The following restriction of Theorem 1 applies only to disjoint memory-based
heuristics, but provides great computational leverage. Note that the left-hand side
of the inequality in the following theorem is a projected lower bound, and the right-
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hand side of the inequality is a projected upper bound. Because the projected upper
bound is very tight, the theorem provides a great deal of focus and significantly limits
the region of the state space for which the memory-based heuristic is computed.
Theorem 9. Let ∆ denote the difference between an upper bound U and a lower
P
bound L = i h(starti ) on the cost of an optimal solution to the original problem.
A disjoint memory-based heuristic for projected problem i only needs to be computed
for projected state si if the following inequality holds,

f (si) < h(starti ) + ∆,

where h is a consistent and easily-computed heuristic for the projected problem.
Proof: Recall that in disjoint memory-based heuristics, the cost of optimal solution
to each projected problem can be added to obtain an admissible heuristic to the
original problem. Therefore, similar to the proof given in Theorem 8, it is easy to
show that a memory-based heuristic only needs to be computed for projected state
si such that
X

f (si ) < U.

i

Thus for any projection j, we have

f (sj ) < U −

X

f (si).

i6=j

Since it is assumed that the heuristic h is consistent, it can be shown that f (si) ≥
h(starti ), it follows that

f (sj ) < U −

X
i6=j

f (si) ≤ U −

X
i6=j

h(starti ).
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Because

P

i6=j

h(starti ) =

P

i

h(starti ) − h(startj ), substitute this into the above

inequality, we get

f (sj ) < U −

X

h(starti ) + h(startj )

i

= U − L + h(startj )
= h(startj ) + ∆.


Theorem 9 applies straightforwardly to the computation of a sub-alignment
heuristic for multiple sequence alignment, since the pairwise heuristic can be used as
a consistent and easily-computed heuristic to focus the A* search in the projected
state space. The resulting heuristic is called a focused sub-alignment heuristic.
5.3.1 Multi-resolution sub-alignment heuristic
As experimental results presented in Section 5.3.2 will show, the technique for
computing a focused memory-based heuristic can significantly reduce the time and
space needed to compute the heuristic. But highly-accurate heuristics may still take
a prohibitive amount of time and space to compute. To extend the applicability of
this technique, this section proposes a method for further reducing the time and space
needed to compute such heuristics, without significantly degrading their accuracy. It
also preserves admissibility, although not consistency. This extension is motivated
by the observation that not all values in a focused memory-based heuristic will be
queried by the A* algorithm in solving the original problem.
Recall that computing a focused heuristic requires an upper bound which, in
practice, usually overestimates the cost of an optimal solution. Let ∆∗ denote the
difference between the lower bound and the cost of an optimal solution to the original
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problem. Note that ∆∗ ≤ ∆. Clearly, any node that deviates from the least-cost
path in the projected problem by more than ∆∗ will never be queried by the A*
search algorithm in solving the original problem. Moreover, among the smaller set of
projected states for which f (si ) is less than the projected cost of the optimal solution
to the original problem, which can be potentially queried, some are much less likely
to be queried than others during the course of the search, because they are farther
from the optimal path.
To reduce the time and space complexity of computing a focused memory-based
heuristic further, a real-valued parameter γ ∈ [ 0, 1] is introduced. Instead of using
∆ to determine the projected upper bound used in computing the focused memorybased heuristic, γ∆ can be used. When γ < 1, not every memory-based heuristic
value that is queried by A* in solving the original problem may be available. To
preserve the admissibility of the heuristic, a multi-resolution heuristic is proposed. If
a heuristic value is unavailable in the focused memory-based heuristic because γ < 1,
a quickly-computed admissible heuristic is supplied instead. In the case of multiple
sequence alignment, a pairwise heuristic is used whenever a high-dimensional subalignment heuristic is not available. In practice, the γ-parameter causes the heuristic
values that are most likely to be queried to be computed, because the values that
are computed are for projected states closest to an optimal path in the projected
state space. Moreover, in a disjoint memory-based heuristic, if a heuristic value is
missing from one table (and an admissible but less accurate value is substituted),
the overall heuristic value (the sum of the heuristic values in each table) can still
be very accurate if heuristic values are present in the other tables. This is because
the overall heuristic value is an “interpolation” of the heuristic values in all of the
tables. In the experiments reported in the next section, it has been found that only
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a small fraction of the heuristic values that could potentially be queried need to be
computed, in order to have a heuristic function that is almost as good as one that
stores all values. The γ parameter provides a way of adjusting this tradeoff.
5.3.2 Computational results
The focused and multi-resolution sub-alignment heuristics have been tested in
aligning real protein sequences, to measure their effect on the performance of A*.
All experiments were performed on an UltraSparc II with a 300Mhz CPU and 2
gigabytes of RAM.

Figure 5.3: Performance of A* in aligning nine protein sequences, using a subalignment heuristic based on two quintuple alignments, with five different values
of γ. Performance is relative to A* using the traditional pairwise heuristic.
Figure 5.3 shows the average performance of A* in aligning nine protein sequences of length between 442 and 460, randomly selected from a set of similar protein sequences used in earlier experiments (Ikeda and Imai 1999; Yoshizumi, Miura
and Ishida 2000). The baseline for comparison is A* using the traditional pairwise
heuristic. The focused heuristic computed contains two quintuple alignments (i.e.,
sub-alignments that involve aligning sets of five sequences), and was computed for
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five different values of γ. Figure 5.3 shows how use of the focused heuristic improves
the overall performance of A*. Note that the count of node expansions includes node
expansions needed to compute the sub-alignment heuristic, as well as to solve the
original problem using A*. This explains why a setting of γ = 0.6 results in the
least number of total node expansions. Although a γ-value of less than 1.0 could
result in more node expansions in solving the original problem (if the heuristic is
less accurate), it requires fewer node expansions to compute the heuristic. A setting
of γ = 0.6 optimizes this tradeoff, for this problem. (Because node expansions in
the projected state space are much faster than node expansions in the original state
space, total node expansions is not well-correlated with CPU time.) Similarly, the
storage shown in Figure 5.3 is the total space used to store the heuristic and to solve
the problem using A*. Again, a setting of γ = 0.6 optimizes the tradeoff. The CPU
time reported is the total time for computing the heuristic and for solving the problem using A*. It shows that the focused, multi-resolution memory-based heuristic
improves overall problem-solving time by 100-fold, even when it is computed for a
single problem instance.
The performance of A* with Partial Expansion (Yoshizumi, Miura and Ishida
2000) using the focused and multi-resolution heuristic is compared to its performance
using the octree heuristic. For this comparison, I used the code made available by
the developers of the octree heuristic (McNaughton et al. 2002). Both heuristics
were tested in aligning various groups of five protein sequences from reference set 1
of BAliBASE (Thompson, Plewniak and Poch 1999). Because the protein sequences
are dissimilar, optimal alignment requires inserting many gaps and the problems
are very challenging to solve. These alignment problems cannot be solved by A*
using the pairwise alignment heuristic, since the number of expanded nodes quickly
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exceeds memory limits. But they can be solved using a more accurate sub-alignment
heuristic that includes two triple alignments. A heuristic that includes two triple
alignments is computed, using the focused method with a γ-value of 0.4, which
appears to optimize performance. The focused method stored heuristic values for
three times as few as projected states as the octree method. The reason is that the γ
parameter significantly reduces the number of projected states for which the focused
method computes values.
Although the octree heuristic stored 3 times as many states, it used 24% less
memory to store these projected states, because the octree data structure allows
much more efficient storage. The quality of the computed triple-alignment heuristic,
measured by the number of partial expansions in aligning 5 sequences, is about the
same for both methods. The γ-parameter does little to degrade the quality of our
heuristic, and, using the γ-parameter, the focused heuristic can be computed in less
than a quarter of the time it takes to compute the octree heuristic. In both cases,
the time required to compute the heuristic is less than 5% of the time required by
A* to solve the problem.
Both heuristics were also compared in aligning 9 similar protein sequences
from (Yoshizumi, Miura and Ishida 2000). When averaged over 100 runs, the octree
heuristic stored 40 times more projected states than the focused method, and used
8 times more memory. The focused heuristic took 25 times less time to compute
the two quintuple alignments, which are also more accurate than multiple triple
alignments. As a result, A* using the focused heuristic needed 40% fewer partial
expansions than using the octree heuristic in solving these problems.
The octree method can only be used to compute sub-alignment heuristics for
multiple sequence alignment, because it requires a graphical representation of the
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search space, and most problems do not have such a property. Moreover, it is not
obvious that it provides a practical approach to computing sub-alignments of more
than three sequences. The reason is that an empty leaf of a 2n -ary tree needs to represent a subspace of dimensionality n − 1. In a hextree, for example, leaf nodes would
need to represent cubes, and this seems difficult to implement in a space-efficient
way. By contrast, the focused method can be used to compute sub-alignments of
any size, including quadruple and quintuple alignments, and can be used in computing memory-based heuristics for any other search problem.
5.4

External-memory pattern databases

As already pointed out, the sub-alignment heuristics used in multiple sequence
alignment are essentially disjoint pattern databases (Korf and Felner 2002). In general, the larger the pattern database, the more accurate the heuristic. As a result,
the bottleneck in building and using large pattern databases is their memory requirements. There has been some recent work on improving the memory efficiency
of pattern databases. Felner et al. (2004) describe an approach to compressing pattern databases by merging adjacent entries with similar values, in order to allow
larger pattern databases to fit in memory in their compressed form. In fact, the
octree method mentioned earlier can be seen as a compression technique that allows a set of patterns to be stored more compactly. Holte et al. (2004) show how
to improve the accuracy of a pattern database without increasing its size, by using
multiple smaller pattern databases. But in all of these techniques, the size of the
pattern database is still limited by the size of internal memory.
This section considers how to build larger and more accurate pattern databases
using external memory, and how to make efficient use of these external-memory
pattern databases in heuristic search. To do so, the technique of structured duplicate
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detection introduced in the previous chapter is adapted, for three reasons. First,
structured duplicate detection has low overhead and reduced I/O complexity, because
it never generates duplicates. Second, the kind of state abstraction exploited in
structured duplicate detection is the same kind of state abstraction exploited in
pattern databases. This makes the two techniques a good fit for each other. Third,
the concept of duplicate-detection scope used in structured duplicate detection can
be adapted to ensure that all relevant patterns (i.e., patterns that are queried by the
search algorithm) are ready for lookup whenever the successors of a node are being
generated.
To use structured duplicate detection to limit disk I/O in creating and using
an external-memory pattern database, this approach assumes the pattern database
is used inside a search algorithm that also uses structured duplicate detection to
limit the internal-memory requirements of graph search. (An important advantage
of this assumption is that the search algorithm can query pattern databases as soon
as a node is generated, as this section will show.) The initial idea is simple: just
as structured duplicate detection can localize memory references to nodes stored
for duplicate detection, it can be used to localize memory references to patterns
in a pattern database. However, it must localize memory references in patterndatabase lookups in a way that exploits the shared local structure in both the abstract
state space used for duplicate detection and the pattern space. Since the two are
abstractions of the same state space, they usually have shared local structure.
5.4.1 Pattern-space projection function
The approach to external-memory pattern databases extends the idea of structured duplicate detection from the state space to the pattern space. It relies on a
pattern-space projection function that partitions the pattern space in much the same
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way that the state-space projection function used in structured duplicate detection
partitions the state space. A pattern-space projection function is a many-to-one
mapping from a pattern space P to an abstract pattern space P̃ , in which each abstract pattern corresponds to a set of patterns in the original pattern space. If a
pattern p is mapped to an abstract pattern p̃, then p̃ is called the image of p, and
p is called the pre-image of p̃. A pattern-space projection function can be defined
by ignoring some pattern variables in the encoding of a relaxed problem. The set of
pattern variables used in the pattern-space projection function is referred to as the
abstract pattern variables.
For example, a simple pattern-space projection function for the (n2 − 1) slidingtile puzzles can be defined by ignoring the positions of all pattern tiles and considering
only the position of the blank. In this example, an abstract pattern p̃ corresponds to
all patterns with the same position of the blank, and there are n2 abstract patterns
compared to n2 !/(n2 − t − 1)! patterns in the original pattern space induced by t
pattern tiles plus the blank.
However, the above definition of the pattern-space projection function is incomplete because it does not consider how to integrate an external-memory pattern
database with structured duplicate detection. To integrate memory references to
nodes stored for duplicate detection with memory references to patterns in a pattern
database, the approach adds the further restriction that abstract pattern variables
must also be duplicate-detection variables. In other words, the abstract pattern variables must be selected from the intersection of the set of pattern variables and the
set of duplicate-detection variables. (This entails that one must choose the set of
duplicate-detection variables carefully so that their intersection with the set of pattern variables is non-empty.) The reason for this additional restriction is that struc-
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tured duplicate detection partitions nodes stored in the Open and Closed lists into
nblocks such that nodes in the same nblock share the same value for the duplicatedetection variables. With this restriction on the abstract pattern variables, it can
be guaranteed that nodes in the same nblock map to the same abstract pattern,
and that storing only the pre-images of a few of these abstract patterns in RAM is
sufficient to answer all pattern-database queries when generating the successors of
these nodes. The details of this idea will be discussed next. Since a pattern-space
projection function partitions a pattern database into groups of patterns, with each
group corresponding to one abstract pattern, the term “pblock” is introduced to refer to a set (or “block”) of patterns in the pattern space that are pre-images of an
abstract pattern.

Figure 5.4: The diagram shows the four different spaces involved in external-memory
pattern databases: the original state space S, the abstract state space S̃ used for
structured duplicate detection, the pattern space P , and the abstract pattern space
P̃ . Solid arrows represent projection functions that transform one space into another.
The dashed arrow represents the influence of the abstract state space on the choice of
pattern-space projection function. In each space, a sample state of the Eight Puzzle
is shown in which shaded tiles represent ignored state variables.
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The relationship between the pattern-space projection function and the statespace projection function used in structured duplicate detection, as well as the relationships between various abstractions of the state space, are illustrated in Figure 5.4.
The following notation is adopted. Let S denote the original state space, let S̃ denote
the abstract state space used in structured duplicate detection, and let ΠS̃ denote
the state-space projection function. Let P denote the pattern space that is formed
in creating a pattern database, let P̃ denote the abstract pattern space, and let ΠP̃
denote the pattern-space projection function. Using this notation and with these
distinctions in mind, one can define the central concept of pattern-lookup scope,
which determines which pblocks must be stored in RAM and which can be stored on
disk only, at any point in the search process.
5.4.2 Pattern-lookup scope
Let x denote the node that is being expanded, let abstract node y = ΠS̃ (x) be
the image of node x under the state-space projection function used for structured
duplicate detection, and let successors(y) be the set of successor abstract nodes of
y in the corresponding abstract state-space graph.
Definition 7. The pattern-lookup scope of node x with respect to an abstract pattern
space P̃ is the union of sets of patterns that are pre-images of an abstract pattern p̃
such that an abstract node y 0 ∈ successors(y) maps to the abstract pattern p̃ under
the pattern-space projection function ΠP̃ , or equivalently,
[

y 0 ∈ successors(y)

Π−1
(p̃)
P̃
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where p̃ = ΠP̃ (y 0) and Π−1
(·) is a function that takes as input an abstract pattern in
P̃
the abstract pattern space P̃ and returns the set of patterns that are pre-images of
the abstract pattern.
The following theorem follows from the definition.
Theorem 10. The pattern-lookup scope of a node contains all the patterns that can
be queried when generating the successors of the node.
The concept of pattern-lookup scope provides the foundation for external-memory
pattern databases because it allows a search algorithm to use internal memory to
store patterns within the pattern-lookup scope of a set of expanding nodes, and use
external memory to store any or all of the other patterns, when internal memory
is full. That is, only the pblocks in the pattern-lookup scope need to be stored in
RAM.
The concept of pattern-lookup scope is analogous to the concept of duplicatedetection scope in structured duplicate detection, and there is a close correspondence
between the two. For each duplicate-detection scope, there is a single pattern-lookup
scope, and the pattern-lookup scope can only change when the duplicate-detection
scope changes. But the pattern-lookup scope does not necessarily change when the
duplicate-detection scope changes, since the same pattern-lookup scope can correspond to more than one duplicate-detection scope. Note that the largest patternlookup scope establishes a minimum internal-memory requirement for the externalmemory pattern database.
5.4.3 Creating external-memory pattern databases
Pattern databases are typically created by a complete breadth-first traversal
of the pattern space, in the backward direction from the goal pattern. Because
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one might be interested in creating very large pattern databases that cannot fit in
RAM, and since a breadth-first search algorithm that creates such a large pattern
database usually cannot store all the nodes it visits in RAM, an external-memory
pattern database can be created by using structured duplicate detection inside a
memory-efficient implementation of breadth-first search, such as breadth-first frontier
search (Korf 2004).
Compiling external-memory pattern databases Completion of the breadthfirst search is not necessarily the last step in creating a pattern database. For efficient
access to a pattern database, it is important to arrange patterns in a systematic way
such that a unique index into the pattern database can be easily computed for each
pattern. This pattern-arrangement process is referred to as the compilation of a
pattern database. Compiling an external-memory pattern database is challenging
because one cannot take the ordinary approach of storing in RAM an array that
maps each node to its unique index, since such an array would be as big as the
entire pattern database. But since one can easily fit an entire pblock in RAM, this
suggests another way to compile an external-memory pattern database. When the
breadth-first search algorithm expands a pattern, it finds the abstract pattern to
which it maps, and then writes the pattern’s abstract encoding and the cost of the
shortest path to it from the goal pattern to a disk file associated with the abstract
pattern. Because each abstract pattern corresponds to a file stored on disk, the
algorithm needs to store in RAM an array of file descriptors, one for each abstract
pattern. (Note that this array is the size of the abstract pattern space, which is
usually exponentially smaller than the pattern space.) Once a complete breadth-first
search is finished, each of these files is processed by a pattern-database compilation
algorithm that sequentially reads in one pattern at a time, computes its unique index
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in the pblock based on its pattern-space encoding, writes its cost to the corresponding
position in the pblock stored in RAM, and, if there are no more patterns left in the
file, writes the entire pblock to a pattern-database file stored on disk. This completes
the compilation process for one pblock, and the construction of the entire externalmemory pattern database is completed when every pblock has been compiled. Note
that in a compiled pblock, only the cost of a pattern is stored, because its encoding
can be computed based on its position in the pblock.
Compressing external-memory pattern databases Like regular pattern databases, external-memory pattern databases can also be compressed, but in a different
way. Recall that compressing pattern databases involves finding cliques in the pattern space such that the cost of patterns in the same clique differs by at most one
(or a small constant). Unlike regular pattern databases, in which cliques often occur at adjacent positions (Felner et al. 2004), cliques in external-memory pattern
databases usually do not occur at adjacent positions in the same pblock, because
each pblock is an abstraction (and thus, a distortion) of the original pattern space.
In fact, patterns that map to the same position in different pblocks tend to form
cliques, because they may be closer in the original pattern space.
This section introduces an algorithm for compressing an external-memory pattern database. First, the algorithm finds C abstract patterns that form a clique
in the abstract pattern space, where C is a compression ratio that usually depends
on the domain as well as the pattern-space projection function. Then, it reads the
cost of the first pattern from each of the C pblocks that correspond to these abstract patterns and writes their minimum cost to a file that serves as the compressed
pblock. Next, the algorithm reads the cost of the second pattern from each of these
C pblocks, writes their minimum cost to the compressed pblock, and so on, until
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there is no pattern left in each input pblock. It is interesting to note that after compression, the size of a pblock does not change, but the number of pblocks is reduced
by a factor of C.
5.4.4 Using external-memory pattern databases
This section describes how to use an external-memory pattern database in a
heuristic search algorithm. Because the approach relies on structured duplicate detection, it must be used as part of a search algorithm that expands a set of nodes at
a time, where the order in which the nodes in this set are expanded can be determined entirely by structured duplicate detection. Except for depth-first search, this
assumption holds quite broadly in many search algorithms, including breadth-first
search, A* (for search problems with many ties), and related algorithms.
The approach allows the user to specify the maximum number of pblocks that
can be stored in RAM. When the search algorithm expands nodes in a different
nblock, it must check if the pblocks that form the pattern-lookup scope of the nodes
in the nblock are stored in RAM, and, if not, read them from disk. If the search
algorithm already stores the maximum number of pblocks in RAM, it must remove
from internal memory one or more pblocks that do not belong to the current patternlookup scope. Unlike structured duplicate detection, which needs to write nblocks
to disk when RAM is full, this approach does not need to write any pblock to disk
at all, because each and every pblock is stored on disk before the search begins.
When the part of internal memory reserved for pblocks is full, the search algorithm must decide which pblocks to remove from internal memory. The least-recently
used strategy (Sleator and Tarjan 1985) can be adopted, because it is easy to implement and performs reasonably well. To implement this strategy, each pblock needs a
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time stamp that keeps track of the most recent access to it. That way, the algorithm
can remove the pblock that has not been accessed for the longest time.
Note that It is possible to compute an optimal strategy (Belady 1966) that
always removes the pblock that will not be accessed for the longest time, because
structured duplicate detection knows which nblocks the search algorithm is going to
visit in the future and the pattern-lookup scope of these nblocks can be determined
as well. As for multiple sequence alignment using sweep-A*, this problem is much
simpler, because the optimal nblock (and thus, pblock) replacement strategy can be
defined procedurally.
5.4.5 External-memory disjoint pattern databases
To create multiple pattern databases, the approach needs to define multiple
pattern-space projection functions, one for each pattern database. For multiple pattern databases, the pattern-lookup scope of a node is defined as the union of the
node’s pattern-lookup scopes for all pattern databases. It is straightforward to show
that Theorem 10 still holds in this case.
Disjoint pattern databases are a special case of multiple pattern databases in
which the set of pattern variables for each pattern database is disjoint from the
pattern variables of the other pattern databases. In disjoint pattern databases, one
must choose the set of duplicate-detection variables carefully so that it overlaps the
set of pattern variables for each external-memory pattern database. The reason
for this is that the abstract pattern variables used in a pattern-space projection
function must be duplicate-detection variables as well. If the two sets of variables do
not overlap, then the pattern-space projection function trivially maps all patterns to
a single abstract pattern, its pblock is as large as the entire pattern database, and
there is no way to use external memory to store part of the pattern database.
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As a design guideline, the larger the pattern database, the more its pattern
variables should overlap with duplicate-detection variables, because this allows a
finer-grained pattern-space projection function. Essentially, it reduces the size of
each pblock of the pattern database by increasing the number of abstract patterns.
Of course, in theory this could be a problem in the case of a single pattern
database, but it is much easier to choose the set of duplicate-detection variables such
that it overlaps with the set of pattern variables for just one pattern database than
for each pattern database in a set of disjoint pattern databases. One way to make
it easier is to increase the number of duplicate-detection variables, but this may
significantly increase the size of the abstract state-space graph created by structured
duplicate detection. To save memory, one can generate the abstract state-space
graph on the fly in structured duplicate detection as follows.
First, only the abstract node that corresponds to the start state is stored in the
abstract state-space graph. Before expanding nodes in any nblock, the algorithm
checks if all abstract nodes that form the nblock’s duplicate-detection scope are
stored, and if not, it inserts the missing abstract node(s) to the node list of the
abstract state-space graph. A stored abstract node is void if there is no stored node
that maps to it. It is possible to have void abstract nodes when structured duplicate
detection is used inside a search algorithm that prunes nodes from the Closed list,
such as frontier search. A convenient time to remove these void abstract nodes is
when all nodes at the current depth have been expanded.
Generating the abstract state-space graph on the fly and deleting void abstract
nodes can dramatically reduce the memory it takes to store the abstract state-space
graph. For example, if state-space projection function of the Fifteen-Puzzle considers
the position of five tiles plus the blank, the abstract state-space graph will have
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16!/10! = 5, 765, 760 abstract nodes. But if it is generated on the fly, experiments
show that no more than 88,711 abstract nodes will be stored in solving the most
difficult of Korf’s (1985) 100 random instances of the Fifteen-Puzzle, when using the
breadth-first iterative-deepening A* algorithm mentioned in Section 3.6.2.
5.4.6 Computational results
The approach to external-memory pattern databases has been tested on multiple
sequence alignment. All experiments were performed on a Pentium IV 3.2 GHz
processer with 1 GB of RAM, 512 KB of L2 cache, and a 7200RPM Seagate disk
with 400 GB of storage.
An external-memory version of sweep-A* using external-memory pattern databases was tested in aligning real protein sequences from reference set 1 of BAliBASE,
a widely-used benchmark (Thompson, Plewniak and Poch 1999). All problems involve aligning 5 protein sequences. The cost function used is a Dayhoff substitution
matrix with a linear gap penalty of 8. Two focused, multi-resolution triple-alignment
heuristics with a γ of 0.5 were used to create these external-memory pattern databases. The pattern-space projection function used ignores all but the longest sequence that is shared by both triples of sequences, thereby dividing each triplealignment heuristics into L pblocks, where L is the length of the longest sequence.
Recall that a key advantage of this approach is that it allows sweep-A* to
query pattern databases as soon as a successor of a node is generated. This is very
important for multiple sequence alignment, because the number of successors of a
node increases exponentially with the number of sequences being aligned. If querying
pattern databases is delayed, as in delayed duplicate detection, the algorithm could
generate a large number of unpromising successor nodes before pruning them.
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Name
1amk
1tis
actin
1ton
1gtr
2cba
S52
1bco

Cost Int PDB Ext PDB
Exp
Secs
33,960
6,918
487,851
12,893K
148
37,581
5,963
453,733
10,249K
165
52,117
14,469 1,814,077
88,657K 1,309
32,707
30,383 2,078,950
218,533K 2,826
58,010
48,846 4,725,039
360,697K 5,885
34,294
46,371 3,729,917
666,682K 16,292
35,713
37,555 4,545,352 1,074,340K 19,877
23,703
62,513 4,440,847 2,699,068K 98,236

Table 5.1: Results for aligning groups of 5 protein sequences from reference set 1 of
BAliBASE. Columns show name of instance, cost of optimal alignment, peak number
of patterns stored in RAM (Int PDB), peak number of patterns stored on disk (Ext
PDB), number of node expansions in thousands (Exp), and CPU seconds (Secs).
Table 5.1 shows that this approach reduces the internal-memory requirements
of the pattern databases by an average factor of 83 times. Experiments also show
that using external-memory pattern databases makes sweep-A* run 16% faster than
using traditional pattern databases of the same accuracy that are stored entirely in
internal memory. The reason is that the amount of internal memory needed to store
the pblocks is often small enough to fit (or almost fit) in the 512 kilobytes of L2 cache
in the machine that ran these experiments, and pattern lookups are much faster in
cache than in RAM. Of course, this is not guaranteed to happen. For example, it
took a disproportionately long time to solve the most difficult problem (1bco) in
Table 5.1, partly because the peak number of patterns stored in internal memory
for this problem (62,513 patterns) does not quite fit in cache. With external triplealignment pattern databases, this approach can solve multiple sequence alignment
problems that could not be solved previously. For example, no one before has found
provably optimal solutions for the largest three problems listed in Table 5.1.

CHAPTER VI
CONCLUSION AND FUTURE WORK
This dissertation has introduced several approaches to improving the scalability
of graph search by exploiting various kinds of graph structure in a search problem.
In particular, the following contributions have been made:
• the concept of a partially ordered graph that captures the layered structure of
an important class of graph-search problems that includes multiple sequence
alignment, Viterbi decoding, and job sequencing, among others;
• the sweep-A* algorithm that exploits the layered structure of partially ordered
graphs to dramatically reduce the memory requirements of search;
• the discovery that a layer-by-layer search strategy is more memory-efficient
than a best-first strategy, if only the search frontier is stored;
• a novel approach to external-memory graph search called structured duplicate
detection that uses state-space abstractions to localize memory references in
duplicate detection;
• improved methods of computing highly-accurate yet space-efficient memorybased heuristics (such as focused and multi-resolution sub-alignment heuristics);
• new I/O-efficient techniques for creating and using external-memory pattern
databases with dramatically reduced internal-memory requirements;
All algorithms and techniques introduced in this dissertation have been evaluated on multiple sequence alignment, a challenging graph-search problem that has
important applications in computational molecular biology. It should be clear that
these algorithms and techniques can be applied to many other search problems beside
multiple sequence alignment. For example, the sweep-A* algorithm can be extended
to any search problems with uniform action costs, as mentioned in Section 3.6. This
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results in a family of breadth-first heuristic search algorithms that has been successfully applied to domain-independent STRIPS planning (Zhou and Hansen 2004a;
2005a).
Although the focus of this dissertation is on systematic graph-search algorithms
that can find provably optimal solutions, it is possible to extend various memorysaving techniques described so far to non-systematic search. For example, one can use
them in an approximate algorithm called K-group alignment (Ikeda and Imai 1999)
in which the sequences are divided into several non-overlapping groups. The idea is to
“freeze” the alignment within each group in order to optimize the alignment between
groups. Because a single group can contain multiple sequences, this dramatically
increases the maximum number of sequences that can be successfully aligned by
A* (Zhou and Hansen 2004b). Note that similar approximation schemes can be
developed for other domains besides multiple sequence alignment.
A central assumption made in this dissertation is that graph-search problems
have structures that can be exploited by intelligent search algorithms. This assumption is especially true for AI search problems in which the successors of any node
can be generated on the fly by applying a set of rules. The implicit representation
of graphs seems infeasible unless the problem has a great deal of structure. For
example, the space complexity of the set of rules for aligning n sequences of length
l is only O(l · n), but the size of the search graph is O(ln ). Such an enormous gap
implies that the problem must have lots of structure in its search graph.
Although various techniques have been introduced in this dissertation, they
all revolve around the central theme of exploiting graph locality. Moreover, these
techniques can be organized into different categories based on the kind of graph
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locality that they exploit. Below is a summary of the various kinds of graph locality
exploited in this dissertation.
Inter-layer graph locality The sweep-A* algorithm described in Chapter 3 exploits the locality between different layers of a graph, since it studies the interactions
of multiple layers of a partially ordered graph, in order to determine the minimum
number of layers that must be stored in memory to carry on the search. Thus,
sweep-A* exploits a kind of inter-layer graph locality.
Inner-layer graph locality The structured duplicate detection technique described in Chapter 4 exploits the locality inside a layer of a graph, using the concept
of duplicate-detection scope, in order to determine the minimum subset of nodes
in a layer that must be stored for duplicate detection. Thus, structured duplicate
detection exploits a kind of inner-layer graph locality.
Inter-abstraction graph locality The techniques described in Chapter 5 for
computing memory-efficient table-based heuristics exploit the shared locality between
different levels of abstractions of a search problem, in order to minimize the size of
the lookup table used to store exact solutions to relaxed problems. Thus, these
techniques exploit a kind of inter-abstraction graph locality.
Note that the most memory-efficient (and time-efficient) algorithm is the one
that exploits all three kinds of graph locality listed above. For a challenging search
problem, failure to exploit each kind of graph locality may render the problem intractable.
One might ask this question: what if there is no locality in the graph? An interesting observation is that a graph without any locality may be easier (and sometimes
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even trivial) to search. For example, a completely connected graph has no locality
at all, but finding a shortest path between any pair of nodes is trivial, because by
definition, any node can reach any other node within one step. In some sense, it is
the locality of a graph that makes a search problem difficult to solve. After all, the
very reason for search is because one cannot achieve the goal state in a single step
or a few steps. This is caused by the fact that a single action (or operator) can only
change the state of the world so much. If there exists a “powerful” operator that can
transform any state into any other state, then there is hardly any search problem
left.
The work described in this dissertation can be extended further in a number of
directions, which are summarized below.
Symbolic heuristic search Symbolic methods (K.L. McMillan 1993) have long
been used to reduce the memory requirements of search in huge state spaces. Special
data structures such as binary or algebraic decision diagrams (Bryant 1986) are often
used to compactly represent the explored part of the search space. The algorithms
and techniques described here can be extended to symbolic heuristic search (Hansen,
Zhou and Feng 2002) in several ways. For example, breadth-first heuristic search can
adopt a symbolic state-space representation to further reduce its memory requirements. An interesting question to ask is whether a symbolic breadth-first frontier
is smaller than a symbolic best-first frontier. Because nodes on the breadth-first
frontier have the same distance from the start state, a symbolic heuristic search
algorithm is expected to leverage more state abstractions out of a breadth-first frontier than a best-first frontier. However, the degree of memory saving is likely to be
domain-dependent, and needs to be evaluated empirically. Planning problems could
be a good test domain, since they give rise to graphs with various structures.
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Parallel search External-memory search and parallel search are closely-related.
In the first chapter of their textbook, Introduction to Parallel Computing, Kumar
et al. (2003) wrote that “the principles that are at the heart of parallel algorithms,
namely locality of data references, also ... yield insights into the development of
out-of-core computations.” That is, successful parallel algorithms lead to designs of
external-memory algorithms. This relationship can be discovered from the other
direction as well. The initial success of structured duplicate detection in externalmemory graph search suggests that one can design a similar approach to parallel
search. Because duplicate detection is the bottleneck of parallel graph search, structured duplicate detection is a promising technique to apply in this area.
Other applications In addition to multiple sequence alignment, there are many
applications that can benefit from the techniques described in this dissertation. For
example, since memory is a bottleneck for many heuristic search-based planners,
the integration of structured duplicate detection with a breadth-first heuristic search
planner is a promising direction to pursue in the future. The challenge here is to
discover graph locality in a domain-independent way. One possibility is to use some
heuristic or learning method to find a good state-space projection function that
preserves much of the local structure in the original search space.
Another domain that offers a rich set of possibilities for the application of the
memory-efficient graph-search algorithms and techniques introduced in this dissertation is model checking, which is widely used in software and hardware verification.
The state-space explosion problem is the primary bottleneck of all model checkers.
Although model checking seems unrelated to multiple sequence alignment, the state
space of checking the safety properties of a finite-state asynchronous system shares
some similarities with the state space of multiple sequence alignment, if processes
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are viewed as sequences, an atomic operation in each process as a single character
in each sequence, and their asynchronous progression in the system as aligning one
character of a sequence at a time.
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