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ABSTRACT
Objective: To show how segmentation can enhance
risk stratification tools for integrated care, by providing
insight into different care usage patterns within the
high-risk population.
Design: A retrospective cohort study. A risk score was
calculated for each person using a logistic regression,
which was then used to select the top 5% high-risk
individuals. This population was segmented based on
the usage of different care settings using a k-means
cluster analysis. Data from 2008 to 2011 were used to
create the risk score and segments, while 2012 data
were used to understand the predictive abilities of the
models.
Setting and participants: Data were collected from
administrative data sets covering primary and
secondary care for a random sample of 300 000
English patients.
Main measures: The high-risk population was
segmented based on their usage of 4 different care
settings: emergency acute care, elective acute care,
outpatient care and GP care.
Results: While the risk strata predicted care usage at
a high level, within the high-risk population, usage
varied significantly. 4 different groups of high-risk
patients could be identified. These 4 segments had
distinct usage patterns across care settings, reflecting
different levels and types of care needs. The 2008–
2011 usage patterns of the 4 segments were
consistent with the 2012 patterns.
Discussion: Cluster analyses revealed that the high-
risk population is not homogeneous, as there exist 4
groups of patients with different needs across the care
continuum. Since the patterns were predictive of future
care use, they can be used to develop integrated care
programmes tailored to these different groups.
Conclusions: Usage-based segmentation augments
risk stratification by identifying patient groups with
different care needs, around which integrated care
programmes can be designed.
BACKGROUND
In healthcare, a small number of patients
accounts for a disproportionally large share
of usage.1 2 Risk stratiﬁcation can be applied
to identify and target this group. Risk stratiﬁ-
cation divides a population based on differ-
ent levels of risk of a speciﬁc outcome, and is
often presented as a core process to achieve
integrated, personalised care.3–5 For each
stratum, a tailored care model can be devel-
oped which addresses the speciﬁc needs of
the patients. Many of the interventions for
high-risk patients are primary care-led inte-
grated care programmes, like virtual wards,
case management and enhanced services
and access.4 6–11
Risk stratiﬁcation methods often focus on
predicting emergency hospitalisations.3 12–15
Unplanned hospitalisations, including read-
missions, are chosen because they are costly
for a health system, may indicate low quality
care and have a negative impact on patient
experience.16 17 As such, unplanned hospita-
lisations are reﬂective of all elements of the
triple aim of healthcare—quality of care,
patient experience and cost18—and can be
considered a ‘triple fail event’.16 Moreover,
Strengths and limitations of this study
▪ This study uses a large data set containing
patient-level linked primary and secondary care
administrative data.
▪ Rather than focusing only on emergency care,
this study looks at patterns of usage across dif-
ferent care settings to support the development
of integrated care programmes.
▪ Where previous studies have focused on how to
identify or manage high-risk patients, this study
explores the different patient groups within the
high-risk stratum.
▪ The data used were for a random sample of
English patients, and may not reflect local
trends.
▪ No data were available in linked format for other
care settings, such as accident and emergency,
mental health, community and social care.
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since preventing emergency hospitalisations to the acute
setting requires effective primary care, they are also an
important metric for integrated care.19
However, risk stratiﬁcation based on emergency hospi-
talisations has important limitations. First, this approach
only looks at one element of care. While the risk of an
emergency hospitalisation can be expected to correlate
with the overall use of emergency acute care, usage of
other care services may vary. A patient with an emer-
gency hospitalisation may be under treatment with a spe-
cialist; or regularly visit a general practitioner (GP); or
not access ambulatory care at all. In order to design
effective integrated care programmes that link up the
appropriate care providers, understanding care use
across all settings is crucial.
Second, detailed information on the characteristics of
the high-risk patients, such as age, morbidities and socio-
economic status, is lost in the ﬁnal risk score. All patients
who end up in the top stratum have high risk scores, but
the factors driving this high score can be very different.
When developing interventions, these should be taken
into account to understand which patients are most
likely to respond to different interventions.12 20
The aim of this study is to show how usage-based seg-
mentation can enhance risk stratiﬁcation tools used for
integrated care by, ﬁrst, taking into account care usage
across multiple care settings and, second, providing
insight into the characteristics of different patient
groups within the high-risk stratum.
METHODS
Study design
To show how segmentation can augment risk stratiﬁca-
tion, we applied both methods to a large patient data-
base. We ﬁrst trained a risk prediction model to
generate risk scores for each patient. Based on these risk
scores, we identiﬁed the high-risk patient population. In
this group, we applied a cluster analysis to a range of dif-
ferent usage variables. The different clusters were ana-
lysed and proﬁled to understand the different patient
types that exist within a high-risk group.
The analyses were conducted for hypothetical ‘histor-
ical’ (2008–2011) and ‘future’ (2012) data sets. The his-
torical data set reﬂects the information that would be
available to healthcare professionals conducting risk strati-
ﬁcation and cluster analysis at the end of 2011, while the
future data set was used to understand how accurately the
models predicted actual usage in the following year.
Software
STATA (V.14) (Stata Statistical Software: Release 14.
[program]. College Station, Texas: StataCorp LP, 2015)
was used to perform the cluster analyses and calculate
the pseudo-F statistics. For all other analyses, including
the risk prediction, SPSS (V.23) (IBM SPSS Statistics for
Macintosh, Version 23.0 [program]. Armonk, New York:
IBM Corp, 2015) was used.
Data
A data set covering primary and secondary care use for a
random sample of 300 000 English patients was con-
structed from Clinical Practice Research Datalink
(CPRD) and Hospital Episode Statistics (HES) data
(CPRD ISAC approval under protocol 14_211R).
Patients were eligible for inclusion if they were registered
with a CPRD-participating GP practice during the entire
study period of 2008 up to and including 2012, and if
their HES records could be linked to CPRD. Other than
those two criteria, the sample was entirely random. The
CPRD data set is broadly representative of the age, sex
and ethnicity composition of the UK population.21 In
England, Clinical Commissioning Groups (CCG) are
responsible for the planning and commissioning of care
for local populations. The sample size in this study was
set at 300 000, which is similar to the population of a
CCG in the 75th centile,22 to reﬂect a typical local popu-
lation in England.
The ﬁnal data set included patient demographics,
long-term condition (LTC) diagnoses and usage vari-
ables. We selected four high-level usage variables for the
cluster analysis of high-risk patients: inpatient emergency
hospitalisations, inpatient non-emergency hospitalisa-
tions, outpatient attendances and GP visits. These usage
variables were used to reﬂect different care settings that
may be incorporated in integrated care models. For the
cluster analysis, the usage variables were log-normalised
and standardised to reduce the impact of outliers and
give equal weight to each variable.
Risk stratification
We calculated our own risk prediction score, reﬂecting
predictor variables used in Patients at Risk of
Re-hospitalisation (PARR) tool, the Combined Predictive
Model and other commonly used risk prediction algo-
rithms. The risk model was trained to predict emergency
hospitalisations in 2012, using a stepwise logistic regres-
sion.14 23 The number of emergency hospitalisations in
2011 was included as one of the predictor variables, as
well as a range of other variables used in previous risk
models,13–15 24 as detailed in online supplementary
appendix 1. The logistic regression on the training set
excluded a number of diagnosis variables after stepwise
elimination, as well as the 75+ ﬂag.
To validate the model, a split sample validation
method was used. Using the random sample function of
SPSS, half of the sample was deﬁned as the training set
and the other half as the test set. Applying the risk
model to the test set, the area under the receiver oper-
ator curve (ROC) was 0.75. This is in line with other
models predicting emergency hospitalisations, which
range from 0.55 to 0.83.13 24 The test population was
stratiﬁed into three groups, which comprised the top
5% highest risk patients (‘High risk’), the top 5–20%
(‘Medium risk’) and the remaining 80% of the popula-
tion (‘Low risk’), in accordance with general risk stratiﬁ-
cation practice.2 15 17
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Segmentation
For the segmentation analysis, the k-means algorithm
was used to cluster the patients based on their historical
usage. This method was selected as it is efﬁcient and
produces roughly similar-sized segments.25 Clustering
solutions ranging from 2 to 8 clusters were explored for
the high-risk stratum. To identify the optimal number of
clusters, the pseudo-F statistic was calculated for all the
clustering solutions using STATA. This statistic is com-
monly used in healthcare clustering studies,26–30 and is
one of the best criteria to determine the number of clus-
ters.31 It compares the between-cluster with the
within-cluster sum-of-squares, and a large pseudo-F statis-
tic indicates distinct clusters.32 In addition, the different
clustering solutions were also explored using Ward’s
linkage clustering and post hoc analysis, as detailed in
online supplementary appendix 2. The k-means and
Ward’s clustering analyses used the Euclidian distance
measure.
The clusters were evaluated based on their validity,
through statistical test conﬁrming the differences
between clusters, and their stability, by comparing future
care usage of each cluster to the historical pattern.
Analysis
To create proﬁles for the segments, the usage variables
as well as demographic characteristics were analysed to
see if they differed signiﬁcantly across segments. For the
non-normal usage and LTCs count variables, a
Kruskal-Wallis test was used. For the continuous age and
risk score variables, an ANOVA test was used, and for the
binary morbidity variables and the 2012 emergency hos-
pitalisation ﬂag, a χ2 test. Where these tests found signiﬁ-
cant variation across segments, the results were then
explored pairwise between segments to identify which
segment or segments were signiﬁcantly different from
others. For this, the Mann-Whitney U tests, Student’s
t-tests and z-tests were used, respectively. To account for
the multiplicity problem that occurs when performing
multiple tests, the Bonferroni method was used to adjust
the signiﬁcance level.33–35
RESULTS
The ﬁnal data set contained 298 111 people with a com-
plete record across the variables, of which 149 320 obser-
vations were allocated to the test set used for the
analyses below. When the population was stratiﬁed based
on risk, predictive variables such as age, LTCs and histor-
ical care usage were all found to increase with each risk
stratum (see table 1). In addition to historical usage,
future usage of all care types also increased for the high-
risk stratum.
For the high-risk population, k-means cluster analyses
were performed for 2–8 clusters and the pseudo-F statis-
tics was obtained for each solution. A peak was observed
around the 3-cluster and 4-cluster solutions. Exploring
these two sets of clusters, the 4-cluster solution included
an additional, contrasting usage pattern and was there-
fore selected.
The cluster analysis aims to optimise the distance
between groups for the clustering variables, and statis-
tical tests conﬁrm that historical usage is signiﬁcantly dif-
ferent across segments (see table 2). In addition,
non-clustering variables, including future usage, age,
number of LTCs and most disease prevalence variables,
also differ signiﬁcantly across the clusters.
The clusters demonstrate a great variation in future
care usage within the high-risk stratum (see ﬁgure 1).
Emergency care usage, which deﬁnes high-risk patients,
is high for all clusters. Nevertheless, clusters 1 and 3
have emergency care usage rates that lie closer to the
medium risk stratum than the high-risk average.
Non-emergency hospitalisations and outpatient
Table 1 Strata characteristics
High risk
Medium
risk Low risk
Total
population
Number of people 7466 22 398 119 456 149 320
Predicted proportion with any emergency hospitalisations in 2012
(based on the average risk score)
27% 9% 3% 5%
Actual proportion with any emergency hospitalisations in 2012 27% 11% 3% 5%
Age at end of study period, mean 75 65 40 45
Number of long-term conditions, median (IQR) 2 (1–2) 1 (0–1) 0 (0–0) 0 (0–0)
Number of emergency hospitalisations over 2008–2011,
median (IQR)
1 (1–3) 0 (0–1) 0 (0–0) 0 (0–0)
Number of nonemergency hospitalisations over 2008–2011,
median (IQR)
1 (0–3) 1 (0–2) 0 (0–0) 0 (0–1)
Number of outpatient attendances over 2008–2011, median (IQR) 16 (8–30) 8 (2–16) 1 (0–4) 1 (0–6)
Number of GP visits over 2008–2011 median (IQR) 55 (35–82) 34 (22–51) 10 (4–20) 13 (6–27)
Number of emergency hospitalisations in 2012, median (IQR) 0 (0–1) 0 (0–0) 0 (0–0) 0 (0–0)
Number of non-emergency hospitalisations in 2012, median (IQR) 0 (0–1) 0 (0–0) 0 (0–0) 0 (0–0)
Number of outpatient attendances in 2012, median (IQR) 4 (1–8) 1 (0–4) 0 (0–1) 0 (0–2)
Number of GP visits in 2012, median (IQR) 13 (7–22) 8 (5–14) 2 (0–5) 3 (1–7)
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Table 2 Clusters within the high-risk population
Cluster
1 2 3 4
ANOVA/Kruskal-
Wallis/χ2 test
Clustering variables
Number of emergency hospitalisations over 2008–2011, median (IQR) 1 (0–1)‡ 3 (2–4)* 1 (0–1)‡ 3 (2–4)* KW: <0.000
Number of non-emergency hospitalisations over 2008–2011, median (IQR) 3 (2–5)* 3 (2–5)* 0 (0–1)* 0 (0–1)* KW: <0.000
Number of outpatient attendances over 2008–2011, median (IQR) 24 (16–38)* 29 (18–46)* 7 (3–13)* 10 (5–18)* KW: <0.000
Number of GP visits over 2008–2011, median (IQR) 61 (43–90)* 57 (40–86)* 55 (35–82)* 42 (26–65)* KW: <0.000
Post hoc analysis of other variables
Number of people 1967 1807 1831 1861
Predicted proportion with any emergency hospitalisations in 2012 (based on
average risk score), %
21* 38* 20* 31* AN: <0.000
Actual proportion with any emergency hospitalisations in 2012, % 19‡ 35‡ 21‡ 34‡ χ2: <0.000
Age at end of study period, mean 79* 67* 83* 71* AN: <0.000
Number of long-term conditions, median (IQR) 2 (1–3)‡ 2 (1–3)‡ 1 (1–2)* 1 (1–2)* KW: <0.000
Number of emergency hospitalisations in 2012, median (IQR) 2 (1–3)‡ 2 (1–3)‡ 1 (1–2)‡ 1 (1–2)‡ KW: <0.000
Number of non-emergency hospitalisations in 2012, median (IQR) 0 (0–0)‡ 0 (0–1)‡ 0 (0–0)* 0 (0–1)* KW: <0.000
Number of outpatient attendances in 2012, median (IQR) 0 (0–1)* 0 (0–1)* 0 (0–0)* 0 (0–0)* KW: <0.000
Number of GP visits in 2012, median (IQR) 5 (2–10)* 6 (3–11)‡ 2 (0–4)‡ 2 (0–5)* KW: <0.000
Prevalence of acute myocardial infarction, % 15* 23* 10* 19* χ2: <0.000
Prevalence of asthma, % 28† 26 24† 25 χ2: 0.028
Prevalence of cancer, % 26* 22* 8* 5* χ2: <0.000
Prevalence of cerebrovascular disease, % 9‡ 15‡ 10‡ 18‡ χ2: <0.000
Prevalence of congestive heart failure, % 8* 13‡ 5* 13‡ χ2: <0.000
Prevalence of COPD, % 18† 17† 13* 18† χ2: <0.000
Prevalence of dementia, % 3‡ 3‡ 5‡ 7‡ χ2: <0.000
Prevalence of diabetes, % 28‡ 22‡ 28‡ 22‡ χ2: <0.000
Prevalence of HIV/AIDS, % 0 0 0 0 χ2: 0.39
Prevalence of learning disabilities, % 0† 0† 0 0 χ2: 0.032
Prevalence of liver disease, % 1 1† 0‡ 1† χ2: <0.000
Prevalence of mental health conditions, % 2† 3† 2† 5* χ2: <0.000
Prevalence of paraplegia, % 1‡ 3‡ 1‡ 3‡ χ2: <0.000
Prevalence of peptic ulcer, % 4† 4† 2‡ 3 χ2: <0.000
Prevalence of peripheral vascular disease, % 8* 11* 4‡ 6‡ χ2: <0.000
Prevalence of renal disease, % 23† 23† 24† 18* χ2: <0.000
Prevalence of rheumatic disease, % 10‡ 8† 6† 5‡ χ2: <0.000
*Significantly different from three other clusters.
†Significantly different from one other clusters.
‡Significantly different from two other clusters; all at 0.05/4=0.0125 significance level (Bonferroni adjustment).
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attendances for clusters 3 and 4 are at or even below the
medium risk rate. GP care on the other hand is more
homogenous, with the rates for each cluster close to the
high-risk average.
While for each care setting, there exist high and low
usage clusters, they are not consistently the same clusters.
Each cluster has a unique pattern of usage rates (see
ﬁgure 2). Cluster 1 has high usage across most care types,
with the exception of emergency care. Cluster 4 has the
opposite pattern, with high emergency care use but low
usage of other care types. Clusters 2 and 3 have high and
low usages across all settings, respectively. The differences
between the clusters are strongest for historical care
usage, on which the cluster analysis is based. However,
each cluster exhibits the same pattern of usage in 2012.
DISCUSSION
Principal findings
The low, medium and high risk strata broadly correlate
with care usage. For all care settings, the high-risk
stratum has the highest historical and future usage.
However, this study shows that, within the high-risk
stratum, there is signiﬁcant variation in care needs
across the care continuum. The high-risk group can be
split into four segments with different care usage rates,
characteristics and care priorities.
Comparing historical and future usage for the four
clusters, similar patterns can be observed, indicating that
cluster analysis of historical data can help predict future
needs. However, future usage rates were closer to the
group mean for all clusters and all care settings than his-
torical rates. This can be at least partially explained by
regression to the mean (RTM), which is known to affect
care usage predictions.12 36 37 RTM describes the phe-
nomenon where exceptionally high or low observations
tend to be followed by less extreme observations in
repeated measurements.38 This effect is compounded if
participants are stratiﬁed based on baseline measure-
ments, which is the case when patients are clustered
based on their 2008–2011 usage.
Comparison to previous studies
This study shows that, while integrated care and case
management initiatives often are indiscriminately aimed
at high-risk patients, the actual needs of these patients
vary widely. Many studies have discussed how best to
identify,13 14 39 40 or care for,6 8 10 11 36 41 the high-risk
population, but few have used data analysis to better
understand different types of high-risk patients.
A major strength of this study is its reliance on data
from primary and acute care, to create a more compre-
hensive picture of care needs. While some risk prediction
models, such as the Combined Predictive Model, include
usage of non-acute care settings as predictor variables,15
this detail is lost in the ﬁnal risk score and the stratiﬁca-
tion. A usage-based segmentation analysis, as demon-
strated in this study, can be used to bring out this detail.
Figure 1 Mean future care usage for the risk strata—high (H), medium (M) and low (L)—and the four high-risk clusters—1, 2, 3
and 4.
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Limitations and future research
While primary and secondary care data were used in
this study to understand care needs across the con-
tinuum, the picture is still incomplete. No patient-
level linked data were available on the usage of the
Accident and Emergency (A&E) department, mental
health, community and social care, and these were
therefore left out of scope. This is an important limita-
tion, as many initiatives will require integration of
these settings. Future research should be performed
using more extensive data sets where these are
available.
Another limitation is that the population used in this
study is a random sample of patients in England. In this
speciﬁc sample, the LTC prevalence was relatively low.
This could be attributable to the fact that conditions
were identiﬁed based on coded diagnoses in the admin-
istrative data rather than from disease registries, but it
could also be a characteristic of our sample. Local popu-
lations may see different sizes or types of segments
within their risk strata. Moreover, this study uses a
custom risk prediction algorithm. If providers are using
a speciﬁc risk model, they are encouraged to replicate
the analysis using their own population data and risk
strata.
Implications for integrated care
Segmenting the high-risk stratum using cluster analysis
can help tailor and target integrated care programmes.
For example, cluster 1 uses relatively little emergency
care, but has a high usage of non-emergency and out-
patient care. Patients in this segment may not be the
best target for primary care-led interventions aimed at
reducing emergency hospitalisations, as their overall
usage of emergency care is low and they may already be
under management of a specialist.
Cluster 2 has the highest usage rates, the highest risk
score and the most LTCs. Surprisingly, this segment is
also the youngest of the 4, with an average age of 67.
Overall, high care usage makes this cluster a worthwhile
target for interventions aimed at reducing care use. As
patients in this cluster have extensive care needs across
different settings, they would likely beneﬁt from care
coordination and case management initiatives.
Cluster 3 is at 83 years the oldest segment. Despite
their old age, disease prevalence among the patients in
this cluster is generally lower. This is reﬂected in their
lower than average care use across all settings. This
segment shows that while interventions often focus on
elderly patients,6 36 42 this population group does not
necessarily have the highest care usage.
Figure 2 Patterns of usage for the four high-risk clusters—emergency care hospitalisations (Emg), non-emergency
hospitalisations (NonE), outpatient attendances (OP) and general practitioner visits (GP) versus the high-risk population mean.
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Cluster 4 has one of the highest usage rates for emer-
gency care, combined with a lower use of all other care
services. Even GP care, which varies little for the other
clusters, is below average for this group. This could indi-
cate a lack of preventive primary care: patients in this
cluster have on average 1.7 LTCs, but their low usage of
primary care could be causing complications which
require emergency care. This would make cluster 4 a
prime target for enhanced services and primary care-led
interventions focused on preventing complications and
emergency hospitalisations.
However, it is important to note that the above impli-
cations are theoretical and have not been conﬁrmed in
practice. Future research is needed to translate the the-
oretical concepts presented in this paper into actionable
information, including effective interventions and
implementation.
CONCLUSION
This paper shows that a high risk of emergency hospital-
isation is not unequivocally linked to high overall care
needs, or a particular pattern of care use across other
care settings. While risk stratiﬁcation based on emer-
gency hospitalisation can predict general care usage
rates, within the high-risk stratum, there exist four very
different patient types. Cluster analysis can enhance risk
stratiﬁcation by identifying groups of high-risk patients
with unique care patterns across the care continuum,
around which integrated care programmes can be
designed.
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