Modeling a space borne imaging system is key in predicting mission utility and exploring the sensor design trade space. It is important to capture critical real world phenomena in the modeling as accurately as possible to optimize design parameters. As a step toward optimal design of spectral imaging systems, this work presents simulation techniques that were used to model a panchromatic imaging system and predict well-known image quality metrics for a range of values of a key optical design variable -the effective focal length (EFL). We designed a flat desert scene that included 7% and 15% reflectance panels and generated simulated images for a range of EFLs. The panels were used to calculate a sensor signal-to-noise ratio (SNR). The simulation incorporated a summer atmosphere with a collection time and geometry set to produce zenith solar and nadir collection angles. Platform motion and height with a given integration time for known detector parameters were also incorporated to produce images with changing EFL. A point spread function (PSF) of a typical optical system was incorporated that was scaled according to the EFL for a constant aperture diameter in order to capture the optical resolution changes. The PSF along with smear from the platform motion and integration time introduced realistic image blur to enable the relative edge response (RER) for the system to be estimated from the simulated images. The simulation used the Digital Imaging and Remote Sensing Image Generation (DIRSIG) model that incorporates ray-tracing techniques and physics based radiation propagation modules. The SNR, RER, and GSD calculated from the synthetic images were used to estimate the National Imagery Interpretability Rating Scale (NIIRS) rating for a range of EFLs. An optimum EFL was found by this process which included the compensating effects of resolution, sampling, and noise as the EFL changed. This technique is currently being expanded to assess trades for sensor design in order to optimize optical payload designs for multispectral and hyperspectral imaging systems.
INTRODUCTION
Image utility prediction is a critical component of designing an imaging system. Assessment of trade spaces to optimize mission utility is a challenging problem with several parameters that can be optimized with different costs. For panchromatic images, there is a well established method for assessing and predicting image utility. The National Imagery Interpretability Rating Scale (NIIRS) is a scale used by trained image analysts to rate the utility of an image. The latest version of the General Image Quality Equation (GIQE)
1 predicts the NIIRS rating of images based on three image quality metrics -the Signal to Noise Ratio (SNR), Relative Edge Response (RER), and the Ground Sampled Distance (GSD).
While there is an established image quality metric for panchromatic images, there are few figures of merit and metrics that predict mission utility for multispectral and hyperspectral imaging systems. The overall goal of this project is to further develop the framework for utility analysis of multispectral (MSI) and hyperspectral (HSI) images. To achieve that goal we used simulation techniques. Simulation provides the critical capability of making the required analysis as it can provide labeled data, truth information, user control of system parameters and the ability to generate the large amount of data required for analysis.
2 However when using simulation techniques for predicting utility of imaging systems, it can be challenging to model key physical processes and reproduce the collection of photons in real imaging systems as faithfully as possible. In order to overcome this challenge, we use an image generation tool that uses physics-based modeling with path-tracing techniques. This physical modeling approach for simulation gives us the realism along with truth labels to analyze the trade space for imaging system designs and predict utility.
In this paper, we document the techniques we used to generate images that reproduced the key real world phenomena for a range of parameters we selected, and test them against the well-established figures of merit for panchromatic images. We do this as a way to validate our simulation techniques that will be used to generate the data necessary for developing the utility prediction framework. Following validation of our simulation process, we can modify the parameters to generate hyperspectral (HSI) and multispectral (MSI) images. Using the HSI and MSI, we can determine the optimal wavelengths and number of bands in an MSI for target detection with accuracy comparable to detection using HSI. Our current approach is based on previous work to establish the framework for spectral image utility prediction. 3 We hope this process can lead to figures of merit and utility prediction of spectral imaging systems, and robust prediction metrics that can facilitate sensor design trade studies and tasking methods for MSI collection optimized for various mission requirements.
APPROACH
The primary tool we used for modeling the imaging system is Digital Imaging and Remote Sensing Image Generation (DIRSIG). 4 We developed a scene and modified some of the submodels in DIRSIG to facilitate the calculation of the RER and SNR and generated a range of images with different GSDs by changing the EFL. The NIIRS prediction for each EFL were calculated by processing the synthetic images to generate the parameters for the GIQE.
Digital Imaging and Remote Sensing Image Generation
DIRSIG is a simulation tool that was developed at the Rochester Institute of Technology. It is a physics-based model that uses path tracing techniques to generate synthetic images. It takes several sub-models as inputs to produce the final sensor reaching radiance. In this paper we divide the sub-models into three categories -the sensor optics, collection geometry, and physical effects as listed in Table 1 .
The sensor optics are the parameters of the imaging system optics such as the detector size, pixel pitch, and any effects on the image due to the optical throughput from the telescope to the detector. The collection geometry is where the imaging system is placed, its viewing orientation, and if there is motion relative to the ground object being imaged, similar to an imaging platform. The physical effects are the other phenomena that depend on the geographical location of the ground object as well as the time of year that is simulated that affect the final image, such as the atmosphere and weather. Each of these models were given specific inputs that were held constant for each image that was generated except for the effective focal length (EFL). 
Scene and GSD
To calculate the three parameters for predicting NIIRS, we used DIRSIG to generate a scene with panels placed in a relatively flat, uniform area. The panels were simulated to be Lambertian with 7% and 15% reflectance factors. They were placed directly next to one another such that there were no gaps and the transition between them would create a perfect edge with the two different reflectance values. They were also placed 45 o relative to the platform motion to introduce smear effects on all the edges. Without incorporating the PSF or smear, the edge response would be close to a perfect step function from one panel to another for each EFL. The panel placement and reflectance values were selected in order to facilitate calculation of the SNR 5 and RER. Table 2 shows the physical effects that were modeled by giving the scene a location and collection date and time. The illumination and regional conditions are inherent in these models. The atmosphere and weather were modeled using Moderate Resolution Atmospheric Transmission (MODTRAN), 7 which generated the input files used to simulate atmospheric effects in DIRSIG. Tables 3 and 4 show the different parameters that we incorporated to simulate the sensor characteristics and collection geometry. These values were then used to calculate the SNR. Figure 1 shows a few of the images that were generated at different EFLs. Each of the images in Figure 1 are 500x500 pixels, but the ground distance in the scene represented by the pixels change. Since the collection geometry had the sensor at nadir with zenith illumination angle, the GSD for the x and y axes were the same. As a result, we can calculate the geometrical mean GSD simply by using (1) . 
SNR Calculation
The SNR was calculated using a subimage of the reflectance panels placed in the scene. Figure 2 shows the high (15%) and low (7%) reflectance panels and the subset images that were selected to calculate the SNR. Some of the variables in the SNR calculation were incorporated directly in the simulation, and others were incorporated as part of the post-processing. The following steps detail how the SNR defined in our reference 5 was interpreted for our simulation technique:
1. Two patches, one from the 7% reflectance panel (ρ low ) and another from the 15% reflectance panel (ρ high ), were selected from the scene. 
3. The difference between the high and low reflectance panels was calculated to get the signal value (Φ ∆ρ ) that will distinguish two target reflectance values (5).
4. The total noise (σ T ) was assumed to be the shot noise ( √ Φ e ) and the two fixed noise components from Table 3 . All noise components were summed in quadrature to calculate the total noise (6).
The SNR was then calculated as the ratio of the signal and total noise (7) .
Figure 2: Scene showing sub-image of low reflectance and high reflectance panels selected for SNR calculation.
RER Calculation
The relative edge response (RER) was calculated using a subimage of an edge between two panels as shown in Figure 3b . The subimage was tilted so the edge was perpendicular to the columns of the subimage. Each column of the tilted subimage was summed to get the edge response function in the horizontal direction. Figure 3a shows a resulting edge response function along with the left and right response values at half a pixel. The RER was then calculated by taking the slope of the edge response function according to (8) .
The point spread function (PSF) of a circular aperture was incorporated into the DIRSIG simulation. This was done by using a grayscale image of the diffraction pattern of the aperture which drives the importance sampling of a pixel area in the process to produce the rays in DIRSIG that contribute to the final sensor reaching radiance. In this way, it reproduces the blur created by an optical PSF. A scale factor is given to the image of the diffraction pattern that drives the extent of the blur produced the diffraction of the optics. We calculated the scale factor in the simulation to reproduce the blur from an optical PSF at each EFL given the constant diameter using the relationship of each key variable defined by the Q#.
We calculated the Q# (9) for each EFL and related it to the PSF as it was defined in our reference. 8 At the point where the Q# was equal to 1, we determined the scale that would produce an edge response that was consistent with a spot size diameter equal to (10). For example, a scale factor of 8 simulated an optical PSF with a detector sampling Q# of 1. This scale factor was then multiplied to the Q# corresponding to each EFL. This simulated images over a range of EFLs in which the imaging system is first limited by the detector resolution at the smaller EFLs is then limited by the diffraction resolution at the larger EFLs. The RER and resulting NIIRS value were found within that range. 
The smear was also incorporated into the simulation that contributed to the RER. We incorporated the platform velocity and direction along with the integration time shown in Tables 3 and 4 . This platform direction was selected to ensure smear was incorporated in both the x and y directions so the effect would be equal in all the panel edges.
RESULTS
The GSD, RER, and SNR values that were calculated for each image were used as input into the GIQE (11) to predict the NIIRS value at each of the EFL values that were used to generate the corresponding images. 
.57 -3.32 3.32 -1.9 -2 -1.8 Figure 4 shows the results where there is a peak when the EFL is 5.6-6.0m. This is where the Q-number is around 1.5. It is where the optical resolution limit meets detector resolution limit, and given the other parameters, produces the optimal NIIRS prediction. The results were obtained from 100 simulation runs for each EFL from 3.0m to 13.0m at 0.2m increments. The plot shows the average result at each EFL increment along with the best fit line. The variations in the NIIRS are most likely due to sampling discretization of the simulation to reduce computation time. With greater sampling, the results are expected to converge to the best fit line. These results are consistent with the established image quality metrics, and so we demonstrate that the simulation techniques we used sufficiently modeled key aspects of the imaging chain for image quality predictions of panchromatic images.
FUTURE DIRECTIONS
While preserving many of the parameters used in the panchromatic simulation as well as the models used to simulate the SNR and RER, we plan to produce hyperspectral images. Many components of the imaging chain system are the same from panchromatic to hyperspectral images such as collection geometry and optics. In the next phase of our research, we can focus on modeling the aspects that are different between the two types of images, i.e. the spectral component. Once we are able to generate HSI with some confidence in our models, the next step is to use the HSI to select optimal bands that will allow target detection for the known target and background signatures.
