We give two results for multicommodity flows in the d-dimensional hypercube Q d with independent random edge capacities distributed like C where P[C > 0] > 1/2. Firstly, with high probability as d → ∞, the network can support simultaneous multicommodity flows of volume close to E[C] between all antipodal vertex pairs. Secondly, with high probability, the network can support simultaneous multicommodity flows of volume close to 2 1−d E[C] between all vertex pairs. Both results are best possible.
Introduction and statement of results
We investigate multicommodity flows in random networks which are formed by assigning independent identically distributed random capacities to the edges of the d-dimensional hypercube Q d .
A network consists of an undirected graph together with a capacity c e ≥ 0 for each edge e. Given a graph G and a nonnegative random variable C, we let G(G, C) denote the space of random networks obtained from G by giving each edge e independently a random capacity C e with distribution that of C.
Given a collection V of pairs of vertices in a network N , a corresponding multicommodity flow F consists of an st-flow f st for each pair s, t in V. (Fuller definitions will be given at the end of this section.) If each f st has volume φ we say that F is a uniform multicommodity flow of volume φ. We say that F is feasible if the total flow in each edge e (with no cancellations) is at most its capacity c e . The maximum uniform flow volume is the maximum value of φ such that there is a feasible uniform multicommodity flow of volume φ in N .
We are interested in the maximum uniform flow volume for networks N from G(G, C). Aldous, McDiarmid and Scott [4] took G as a complete graph K n , with V as the collection of all unordered pairs of distinct vertices; and assumed that 0 < E[C] < ∞. They showed that, as n → ∞, the maximum uniform flow volume converges in probability to φ * , where φ * is the unique solution to E[max{C − φ, 0}] = 2 E[max{φ − C, 0}].
For example φ * = √ 2 − 1 when C is uniformly distributed on [0, 1]. For further work on flows in random networks including some results on algorithmic approaches see [2, 3, 13, 14, 15] .
Here we take G as the d-dimensional cube Q d . This is the graph with vertex set {0, 1} d where two vertices are adjacent when their Hamming distance is 1. Thus Q d has 2 d vertices and d2 d−1 edges.
We are interested in two cases for V. When V is the collection of opposite (or antipodal) pairs we denote the maximum uniform flow volume by Φ opp . When V is the collection of all pairs of distinct vertices we use Φ all .
It was conjectured in [4] that, in the case when the random edge-capacities are bounded above 0, Φ all should depend asymptotically only on the expected value of the edge-capacity (in contrast to the case for the complete graph). Our main results are the following two theorems, the second of which establishes the conjecture from [4] . Our methods are quite different from those in that paper. For a random variable C with P[C > 0] > 1 2 and E[C] = ∞, it follows directly from these results by truncation that Φ opp and Φ all both tend to infinity in probability (and so in expectation). Call an edge open when its capacity is > 0 : and call the network connected when the subgraph formed by the open edges is connected. Clearly Φ all = Φ opp = 0 if the network contains an isolated vertex.
The condition P[C > 0] > 1/2 is necessary to ensure that, with high probability, the network contains no isolated vertices. Indeed, when P(C > 0) = 1/2, the probability of the network having no isolated vertex → e −1 as d → ∞. (The probability that the network is connected tends to the same limit). For further results on the properties of random subgraphs of the hypercube see [6, 7, 8, 9, 10, 11, 12 ].
Plan of the paper
The rest of the paper will be devoted to proving Theorems 1 and 2. The convergence in probability in Theorem 1 can be expressed as two parts: and similarly for Theorem 2. The upper bounds for both theorems are straightforward and are proved in Section 3. Convergence in expectation is also covered in that section. The bulk of the paper is devoted to proving the lower bounds. The lower bound for Theorem 1 is proved in Sections 4 -7, and for Theorem 2 in Section 8.
Definitions and tools
We recall some definitions and notation concerning flows. For any graph G, we denote the set of neighbours of a vertex v by Γ G (v) and for simplicity we will use V \ v to mean V \ {v}. Suppose we have a network N consisting of an undirected graph G together with a capacity c e ≥ 0 for each edge e. To define a (single commodity) flow in N we consider each undirected edge e = uv as a pair of directed edges − → uv and − → vu. Denote the set of all these directed edges by − → E ; and give each directed edge the same capacity as the original edge in N .
Given a function f :
. Now suppose we are given disjoint non-empty sets of vertices S and T .
The volume vol(f ) is the (non-negative) magnitude of the flow given by vol(f ) = x∈S f + (x) = y∈T f − (y) . In the special case when S = {s} and T = {t} we speak of an st-flow. See for example [1] for further discussion.
Let V be a non-empty set of unordered pairs of distinct vertices in the network N . A multicommodity flow F for V consists of an st-flow f st for each each pair {s, t} in V (which we arbitrarily order as st). If each f st has volume φ we say that F is a uniform multicommodity flow of volume φ. The total flow of F in edge e of G is st∈V f st (e); and F is feasible if the total flow in each edge e is at most its capacity c e . The maximum uniform flow volume is the maximum value of φ such that there is a feasible uniform multicommodity flow of volume φ.
We will need two basic lemmas concerning tail probabilities.
Proof. Let X ∼ Bin(d, p). For t > 0 and x ∈ (0, 1), by Markov's inequality
And so
We may pick x ∈ (0, 1) such that 1 − p + xp < 1 2 , and then pick t > 0 such that x −t (1 − p + xp) < 1 2 , and this yields the result. The following inequality is a form of Chernoff bound (see for example [5] Theorems A.1.4 and A.1.16).
Lemma 4. Let X 1 , . . . , X n be independent random variables with all |X i | ≤ 1, let X = X 1 + · · · + X n , and let Y = X −EX. Then for each a ≥ 0, P(Y ≥ a) ≤ e −a 2 /2n and P(Y ≤ −a) ≤ e −a 2 /2n .
Upper bounds and convergence in expectation
We need one deterministic lemma. Let d(u, v) denote the number of edges in a shortest path between vertices u and v.
Lemma 5. Let N be a network consisting of a graph G in which each edge e has capacity c e ≥ 0; and let V be any non-empty collection of unordered pairs of distinct vertices of G and let φ ≥ 0. If there is a feasible uniform multicommodity flow of volume φ between all pairs in V then
Proof. Let {u, v} be a pair in V, suppose it is ordered as uv, and consider the flow f uv from u to v. This flow can be decomposed as a sum of flows along paths from u to v, together perhaps with some flows around cycles (see for example Ahuja, Magnanti and Orlin [1, page 80]). Since each of the paths has length at least d(u, v), the total capacity used by f uv is at least φ · d(u, v).
When G is Q d and V is the collection of all 2 d−1 antipodal pairs, then by the last lemma
where c av is the average of the edge-capacities of G; and so
If we take V as the collection of all pairs of distinct vertices then
and so as above
When we have random edge-capacities, C av is the mean of d2 d−1 i.i.d. random variables with finite mean E[C], and so by the weak law of large numbers, given ǫ > 0, P[C av > (1 + ǫ)E[C]] → 0 as d → ∞; and the upper bounds in Theorems 1 and 2 as in (1.1) follow from (3.1) and (3.2) . Now consider expectations. Observe that always Φ opp ≥ 0, and from (3.1)
Thus it remains to prove the lower bounds, as in (1.2) for convergence in probability.
Antipodal flows: overview of lower bound proof
We break the proof of the lower bound (1.2) in Theorem 1 down into 2 d−1 separate parts, each of which concerns the flow of a single commodity between a pair of antipodal vertices. For each such pair we allocate a portion of the capacity of each edge according to scaling factors described in the next paragraphs. We find that, for each pair, there is only a very small probability that there fails to be a feasible flow of volume about E[C] in the restricted network (see Lemma 6) . Then by taking the union bound, with high probability such flows exist simultaneously for all antipodal vertex pairs. When we superimpose these flows we need to sum the capacity used by all the separate flows; and we show that for every edge e the total is at most (1 + o(1))c e . Thus the theorem follows by rescaling flows and capacities. In order to introduce the capacity scaling, let us first define the vertex and edge 'layers' from a given source vertex u in Q d . For m = 0, 1, . . . , d the vertex layer V m (u) consists of all the vertices at distance m from u; and for m = 1, . . . , d the edge layer E m (u) consists of all the edges between vertices in V m−1 (u) and V m (u). We shall often take 0 (the d-vector of 0's) as a representative vertex (note that the hypercube is vertex-transitive). Write V m for V m (0) and E m for E m (0), and note that |V m | = d m and |E m | = m d m . The capacity of each edge is divided amongst the 2 d−1 sub-problems as follows. We fix a constant 1/2 < κ < 1 and we define
The quantities κ will stay fixed throughout the paper. For a specific pair of antipodal vertices u, u the scaling is achieved in two stages. Firstly, for each m, each edge e in layer E m (u) is given a capacity of c e /|E m |. For the second stage we choose a (large) constant M and scale up the capacities on the first and last ℓ + 2 edge layers, so the capacity of an edge in layer E m is
The network with these scaled capacities is denoted by N M (u), and is illustrated in Figure 1 . The first scaling will provide sufficient capacity for the 'middle part' of the flow, where we are not near u or u. We shall see that the total of the capacities scaled by the first factor for a given edge e, summed over all the 2 d−1 antipodal pairs, is exactly c e .
The second scaling factor M is introduced to enable flows to 'escape' from vertex u and reach the boundary layer V ℓ (u) (and similarly for u). Due to local constraints, these flows may require capacity in an edge e in the first ℓ + 2 edge-layers which is considerably greater than c e /|E m |, so the factor M must be chosen sufficiently large. However, the impact of this 'profligate' use of capacity close to a source or sink turns out to be negligible, since κ < 1 and thus ℓ = o(d). We shall see that we need the other bound on κ, namely that κ > 1/2, in the proof of Lemma 15 (further details are given at the end of the proof of that lemma).
The following lemma is the main step in the proof of Theorem 1.
Lemma 6. Given ǫ > 0 there is a constant M such that the following holds. Let φ 0 be the maximum feasible flow volume between vertices 0 and 1 in N M (0). Then as d → ∞,
In Sections 5 and 6 we establish preliminary results concerning flow close to the source and concerning the middle part of the flow, and in Section 7 we complete the proof of Lemma 6. It will be helpful to work with with 'balanced' and 'nearly balanced' flows. Given disjoint non-empty sets of vertices S and T in a network N , and an ST -flow f , we say that f is balanced if the net outflow at each vertex in S is vol(f )/|S| and the net inflow at each vertex in T is vol(f )/|T |. Given µ > 0, we say that f is
Antipodal flows close to a source
Our aim in this section is to show that with high probability (that is, with probability → 1 as d → ∞), for each vertex u there is a balanced flow of volume E[C] from u to V ℓ (u) in N M (u), when capacities are scaled by a suitable factor M.
We begin with the special case when capacities take only values 0 or 1. The general case will follow easily. Given 0 ≤ p ≤ 1 we let Q p = (Q d ) p be the random subgraph of Q where the edges appear independently with probability p. We also think of this as a random network based on Q where the edge-capacity C satisfies P(C = 1) = p and P(C = 0) = 1 − p.
For this case we show that (a) with high probability all vertices are suitably 'locally connected', (b) when this holds there must be a balanced flow of volume E[C] from u to V 1 (u) when capacities are scaled by a suitable constant M 1 , and (c) by scaling capacities by M = 19M 1 we may find a flow from u to V ℓ (u) as required. Parts (b) and (c) are deterministic.
The cube Q d can equivalently be defined by representing each vertex by a distinct subset of [d] = {1, 2, . . . , d} with two vertices being adjacent when their symmetric difference is a singleton.
Each vertex in the cube Q = Q d has degree d. Let u be a vertex of Q and let v ∈ Γ Q (u). Then the edges in Q between Γ Q (u) \ v and Γ Q (v) \ u form a perfect matching, of size d − 1. Each edge is of the form w 1 w 2 , where w 1 ∈ V 1 (u) and w 2 ∈ V 2 (u). These edges w 1 w 2 , together with the edges uw 1 and w 2 v form d − 1 internally vertex-disjoint uv-paths uw 1 w 2 v. See figure 2 , which illustrates the case u = φ (or 0) and v = {1}. 
3. For all but at most α −1 vertices v ∈ Γ Q (u) there exists a matching in R of size at least αd between Γ R (u) \ v and Γ R (v) \ u (and so at least αd internally vertex-disjoint uv paths of length 3 exist in the graph R).
If all vertices in
We denote the set of vertices that fail criterion i above as T α i and the set of α-poorly-connected vertices as
Once d > α −1 the first condition of the definition is implied by the third. We now show that Q p is α-locally-connected with high probability for sufficiently small α > 0.
Proof. Let t > 0 be as in Lemma 3. Consider a fixed vertex u. We check whether u is t-locally-connected.
The last two edges in this path are disjoint from paths from any other choice of v or x. More generally, for a given v the last two edges in possible paths are edge-disjoint and for a given u the sets of last two edges of possible paths uw 1 w 2 v are also disjoint. Also
We use Chernoff Bounds and set a = 1 2 p 2 td 2 to get:
So the probability that every vertex v ∈ S * has the property Y v ≤ 1 4 p 2 td is at most q m . There are d m possible choices of the set S * so, by the union bound, the probability that there exists a set of size m with every vertex having this property is at most
So we choose m ≥ 64/(p 4 t) and with failure probability at most
We denote by B M r (u) the ball of radius r centred on vertex u with the capacities scaled as in N M (u). Thus B M r (u) is N M (u) restricted to the vertex layers up to V r (u). We say N has the local escape property with parameter M if, for each vertex u, we can route a balanced feasible flow of volume 1 between u and Γ Q (u) using only paths in B M r (u) (the scaled ball of radius 3 centred on u).
We now prove two deterministic lemmas.
Lemma 9. Given 0 < α < 1 there exists a constant M 1 = M 1 (α) > 0 such that the following holds. Let R be a spanning subgraph of Q, and let N be the network formed by giving capacity 1 to each edge of R. If R is α-locally-connected then N has the local escape property with parameter M 1 .
for which the number of paths of length 3 in R to 0 is greater than αd by S 3 = S 3 (0) and denote the remainder by S * = S * (v). R is α-locally-connected so |S 1 | ≥ αd and |S * | ≤ ⌊α −1 ⌋ =: N. We now route flows as follows.
For u ∈ S 1 we route a flow of d −1 along edge vu. For u ∈ S 3 we route a flow of d −1 split evenly between ⌈αd⌉ of the paths of length 3 from v to u (chosen arbitrarily). The total of these flows is at most (αd) −1 d −1 < α −1 |E 2 | −1 in any edge in E 2 and at most (1+α −1 )d −1 in any edge in layer E 1 . Thus we can route flows of volume d −1 to all vertices in 
. We choose ⌈αd/2⌉ of the edges in this matching and route a flow of volume ⌈αd/2⌉ −1 d −1 along each of these edges. We route the flows from v to the v i by scaling the flows already found above by a factor 1 + ⌈αd/2⌉ and from the w i to u using the routes already found by the same method and using the same scaling factor. There are at most N vertices in S * so the volume from all the flows from v to S * is at most
Let R be a spanning subgraph of Q and let N be the network formed by giving a capacity of 1 to each edge of R. Assume that N has the local escape property with parameter M 1 . Then for each u ∈ V (Q) there exists a balanced flow of volume 1 between u and
We decompose this flow into flows along paths and only consider those flows to neighbours of v in V m . This will result in flows of volume 1 d−m+1 |V m−1 | −1 from v to each of its neighbours in V m . Repeating this process for every vertex in V m−1 gives us a flow to every vertex in V m of volume m d−m+1 |V m−1 | −1 = |V m | −1 . Thus a balanced flow of volume 1 exists between V m−1 and V m if each edge has the capacity given by the addition of the capacities of that edge in the balls
We repeat this process for all vertex layers 1 to ℓ to get a balanced flow of volume 1 from u to V ℓ (u).
To calculate the total capacity required in an edge e in edge layer m we will look at the edge between vertex x ∈ V m with coordinate {1, 2, . . . , m} and vertex y ∈ V m−1 with coordinate {1, 2, . . . , m − 1}. This edge will be required to contribute capacity to flows in balls centred on vertices in each layer from V m−3 to V m+2 . The amount of capacity it will have to contribute will depend on the layer on which the ball is centred and how far the edge is from the centre of the ball.
Edge e belongs to at most m 2 balls centred on level m − 3 (in level 3 of the balls), m balls centred on level m − 2 (in level 2 of the balls), one ball centred on level m − 1 (in level 1 of the ball) and 2dm balls centred on level m − 1 (in level 3 of the balls), 2dm balls centred on level m (in level 3 of the balls), one ball centred on level m (in level 1 of the ball), d balls centred on level m + 1 (in level 2 of the ball) and d 2 balls centred on level m + 2 in level 3 of the balls. The capacity required in edge e is therefore at most
So by putting M = 19M 1 the lemma is proved.
Putting Lemmas 8, 9 and 10 together, we obtain the following lemma.
, for all vertices u ∈ Q p there exists a balanced flow of volume 1 in the ball B M ℓ+2 (u) from u to V ℓ (u). We can now prove the main result of this section. We denote by G(Q d , p) the class of networks G(Q d , C) where C ∼ Ber(p). In Lemma 11 we proved the result in the special case N ∈ G(Q d , p) where p > 1/2. We now need to show that the result holds for G ∈ G(Q d , C), provided P[C > 0] > 1/2. Lemma 12. For a random variable C with P[C > 0] > 1/2 there exists a constant M such that the following holds with failure probability 2 −Ω(d) . For N ∈ G(Q, C), for all vertices u there exists a balanced flow of volume
We denote P[C ≥ c * ] by p * . We now consider the network N * which is the network N with edge capacities reduced as follows. For an edge e with C N (e) < c * we put C N * (e) = 0 and for an edge e with C N (e) ≥ c * we put C N * (e) = c * . Thus the edge capacities of N * have distribution c * Ber(p * ) and the capacity of each edge in G * is at most its capacity in G. The scaling factor M (defined in Section 4) does not apply to the edges in layers ℓ + 1 ≤ m ≤ d − ℓ so we will denote the network between these layers as N (0) to stress that the factor M is not relevant for this part of the flow.
Once again we do most of the work with the Bernoulli distribution C ∼ Ber(p) for 0 < p < 1. (Note that we do not now require p > 1/2.)
The proof proceeds from layer to layer by showing (in Lemma 15) that, with high probability, a d −3 -near-balanced flow can be routed across edge layer E m which forms a bipartite network B m . Lemma 17 puts together the flows across the layers to find the desired flow from V ℓ (0) to V ℓ (1). In preparation we need the following two lemmas.
In the proof of Lemma 15 we may have, for each m, small subsets of V m which do not have some property we would like. The following lemma bounds the impact that these 'bad' vertices can have. . The proof of Lemma 15 considers the bipartite network of edges across layer m as the network B * formed by the superposition of two independent networks: B ′ with edges present with probability p ′ , with p ′ close to but less than p and B δ with edges present with small probability δ. The proof of Lemma 15 looks at the flow imbalances that occur at each vertex in the B ′ network if a uniform flow reaches one vertex class V m−1 , a uniform flow leaves the other vertex class V m and the full capacity of every edge in B ′ connecting the two classes is used. We show that at all except a small number of vertices these imbalances are small. We then use the network B δ to smooth these imbalances so they are very small. We need the following technical lemma to quantify this 'smoothing'. 
x ∈ V } be a family of random variables such that the following hold:
Then, with failure probability O(e −d 2 ), there is a function θ : V → R and a feasible flow in B δ such that the net inflow at each vertex is ψ(x) + θ(x) and
Proof. We denote by T s the set of vertices in G δ with degree less than half their expected values (δm/2 or δ(d − m + 1)/2 for vertices in V m and V m−1 respectively). We start by showing that there are very few vertices in G δ for which there is a vertex in T s within a distance 40 in Q. Let
The events (d G δ (v) < δm/2 : v ∈ V m ) are independent and, by Lemma 4, We denote by f x (z) the amount of flow that reaches (or comes from) a destination vertex z from a source (or sink) x. (f x (z) will have the same sign as ψ(x)). We denote by X(z) the set of vertices that might send a flow to a destination z (of receive from z if ψ(x) < 0) and the resultant flow at z from all these flows as F (z) = x∈X(z) f x (z).
Two vertices x, z in V m (or equally V where the sum is taken over all (20!) 2 paths of length 40 from x to z. We make two observations about this expression. Firstly the sum P ν(P) c(P) depends only on which edges in B are open and is fixed as we are conditioning on B. For a given z the variables {f x (z) : x ∈ V m } are therefore independent (but not, in general, with the same distribution). Secondly each vertex in the path has degree at least half its expected degree (either δm/2 or δ(d − m + 1)/2). So for large d each vertex on the path has onward degree of at least δm/3 or δ(d − m + 1)/3. Therefore, for large d, 
The expressions within the sum F (z) = x∈X(z) f x (z) are independent, bounded and have zero expectation so by the Chernoff bounds (Lemma 4),
We note |X(z)| ≤ d 20 2 ≤ d 40 /2 and put a = d 20+4/3 to get a 2 2|X(z)
After this process we have the original imbalances ψ(z) at vertices in T 2 which were not 'smoothed' and the imbalances F (x) left after the smoothing process has been applied to the other. We now introduce an equal and opposite flow θ(z) into every vertex in B to make the overall flow feasible. For z ∈ T 2 , we set θ(z) = −ψ(z) − F (z) and for z ∈ V \ T 2 , we set θ(z) = −F (z). So For x ∈ T 2 m , we have |ψ(z)| ≤ ψ max ≤ |V m | −1 for large d and similarly, for
with failure probability O(e −d 2 ).
We must check that these flows do not exceed the capacities of B. Consider edge e = uv where u ∈ V m−1 and v ∈ V m . We denote by We have thus shown that by conditioning on B δ being a specific network B with the properties given (that T 2 is small) we will achieve the required flows with failure probability O(e −d 2 ) and we have also shown that B δ will have these properties with failure probability e −d Ω(d) . Thus we can achieve the flows we require in B δ with failure probability O(e −d 2 )
We now prove the lemma that will give us a near balanced flow across a single layer. We consider a bipartite network with vertex classes corresponding to V m−1 and V m where each edge of Q d is present randomly and independently with probability p. Edges are given capacity (1 + ǫ)|E m | −1 so that, with high probability, the total capacity is close to (1 + ǫ)p. We then introduce a balanced flow of volume p into V m−1 and extract a balanced flow of volume p from V m and show that, with high probability, the resultant flow in the network is feasible except for very small imbalances. Proof. Choose p ′ with max p 1+p , p (1+ǫ/2) < p ′ < p and define δ by (1 − p) = (1 − p ′ )(1 − δ). We choose λ with 1/2 < λ < κ . We then define the networks B ′ , B δ and B * as follows. B ′ is formed by picking edges of G m independently with probability p ′ and giving them capacity p p ′ |E m | −1 . B δ is formed by picking edges of G m independently with probability δ and giving them capacity d (λ−κ)/2 |E m | −1 . Next, we let B * be the network formed by superposing B ′ and B δ . Finally we let B be the network formed by giving an edge capacity (1 + ǫ)|E m | −1 if the corresponding edge in B * has non-zero capacity and capacity zero otherwise. We note that B is a correct generator of B m and that the capacity of any edge in B is at least the capacity of the corresponding edge in B * . So to analyse flows in B m we can analyse flows in B * .
We define random sets 
and we make two observations about ρ(u). Firstly,
and we make the same two observations as above. Namely, E[ρ(u)] = 0 and |ρ(u)| ≤ |V m−1 | −1 .
3. We denote S m = V m \ T m and S m−1 = V m−1 \ T m−1 . We define ψ(x), the quantity of flow at each vertex that we will 'smooth' using Lemma 14 as follows: We are able to achieve a small total for this expression because |ρ(x) − ψ(x)| is less that |V (x)| −1 on T 1 m ∪ T 1 m−1 which is a small set and because |ρ(x) − ψ(x)| is very small on S 1 m ∪ S 1 m−1 . Formally for x ∈ T m , ψ(x) = 0 and |ρ(x)| ≤ |V m | −1 ; and for x ∈ T m−1 , ψ(x) = 0 and |ρ(x)| ≤ |V m−1 | −1 . For
We now look at each of these terms in turn. By our conditioning
From Lemma 4 we have
.
From Lemma 14 we get
Putting these expressions back into equation (6.3), subject to the initial conditioning, with failure probability e −Ω(d 2 ) , we get that x∈V |φ(x)| < d −3 p.
It now remains to show that, with high probability, our network B will satisfy |T 1 m | ≤ |V m |d −99 and
The events x ∈ T 1 m for x ∈ V m are independent so we can use Lemma 13 to show P[|T 1 m | ≥ |V m |d −99 ] = e −Ω(d 2 ) . So with failure probability e −Ω(d 2 ) ,
Similarly, with failure probability e −Ω(d 2 ) , we have
. This proves the lemma. We note that we require λ > 1/2 and hence κ > 1/2 for this proof to work. In essence the proof would not work if the disparity between the sizes of the two vertex layers was too large.
Each of these flows across the edge layers is nearly balanced with the same volume. The next lemma is a general lemma in which we show how we can find a feasible flow in a network where we have shown that a flow exists with small flow imbalances at the vertices provided these imbalances are small enough. We use it to show how the above flows can be stitched together so that nearly all the flow reaches 1 from 0.
− → E ) be a directed network with edge capacities c e . Let 0 and 1 be two distinct vertices in N and consider a flow along edges (χ e : e ∈ − → E ) satisfying 0 ≤ χ e ≤ c e for all e ∈ − → E . For a vertex x we denote by E + (x) the edges incident to and directed away from x and E − (x) the edges incident to and directed towards x and by ψ(x) the net outflow at
Proof. Denote by V + the set of vertices x with the property ψ(x) > 0, and denote by V − the set of vertices x with the property ψ(x) < 0. We introduce the following vertices, edges and flows to create a feasible flow:
• s a single source vertex,
• t a single sink vertex, The resultant flow is a feasible flow from s to t, as illustrated in figure  3 . We can decompose this flow into flows along st paths and around cycles (see for example Ahuja, Magnanti and Orlin [1, page 80]) . If we delete all flows along the paths that use sV − or V + t then we have deleted flows with volumes at most x∈V ′ |ψ(x)|. We know that the remaining flow from s to t has volume greater than φ − x∈V ′ |ψ(x)| and all of this flow goes through 0 and 1 by construction. Proof. The proof follows by applying Lemma 15 to each layer from layer ℓ+1 to layer d − ℓ. With failure probability e −Ω(d) there is a (d −3 )-near balanced flow of volume p in each layer and so by taking the union bound we see that with failure probability e −Ω(d) , there is a flow of volume p from V ℓ to V d−ℓ with imbalances totaling at most d −2 p. By applying Lemma 16 there is a feasible flow of volume ( 
The main result of this section is the following lemma which is the generalization of Lemma 17 to edge capacities with a general distribution C.
Lemma 18. For N ∈ G(Q d , C), with failure probability O(e −Ω(d 2 ) ), the network N (0) has a d −2 near-balanced flow of volume at least (1+ǫ
Proof. Lemma 17 gave the result we desire in a network N ∈ G(Q d , p). We now look at N ∈ G(Q d , C) for the general distribution C. We say a distribution C has the property P φ or C ∈ P φ if, with failure probability O(e −d 2 /2 ), there exists a d −2 near-balanced flow of volume at least ( 
Firstly consider a distribution of the form
p i = 1, 0 = a 0 < a 1 < a 2 · · · < a n , (6.4) where p i > 0 for i > 0.
Let X be a random variable uniformly distributed on [0, 1]. We define variables C i by
and set
We note that C ′ is a correct generator of C and is the sum of binomial distributions C i and that C i ∈ P φ ∀ i. Further P φ is closed under addition so C ∈ P φ . Hence for all C of the form (6.4), we have C ∈ P φ . For 
The third assertion follows by adding together the capacities from the two parts above.
8 Proof of Theorem 2
Overview
In the proof of Theorem 2 we consider flows between all vertex pairs in the network N ∈ G(Q d , C). We introduce the following terminology. For u, v ∈ V (Q d ) we denote by Q(u, v) the smallest cube containing both u and v. If d Q (u, v) = k then Q(u, v) has 2 k vertices. In set notation the vertices of Q(u, v) are those subsets of
We will consider vertex pairs with a small separation separately in Section 8.5. So let V near denote the set of unordered pairs of vertices u, v such that d(u, v) ≤ d/4 and let V far = V \ V near . The proof of Theorem 2 uses much of the work from the first proof but we must be careful about how we show that we can escape from every vertex. For example if we want to route a flow from u to v with d Q (u, v) = d/2 we cannot just apply theorem 1 to Q(u, v) as the failure probability in Lemma 12 is too great. This is not just a technical problem: if the open degree of u is less than d/2 then there will be some vertex v with d Q (u, v) = d/2 such
S 0 (v) Figure 4 : The k−cube defined by 0 and v and the set S 0 (v) that u is an isolated vertex in Q(u, v). However, by Lemma 12 we know that for some constant M, with high probability, we can route a balanced flow to V ℓ in N M (u). Lemma 20 is a deterministic result that uses the symmetry of the cube to divide up this flow and allocate the parts to the different flows from u to all the sets S u (v) in a balanced manner to achieve the flows we need.
In Lemma 22 we show that with high probability we can route (1 + ǫ) −1 d −2 -near balanced flows of volume E[C]2 1−d between S u (v) and S v (u) for all {u, v} ∈ V far . We further show that the capacity required in an edge e to achieve all these flows simultaneously is less than c e . We then 'stitch' these flows together using Lemma 16 in the proof of Lemma 23, which covers flows between all vertex pairs in V far .
In Lemma 24 we show that for all pairs {u, v} ∈ V near we can route simultaneous flows via distant vertices and that the total capacity required for edge e in this network is less than ǫc e . The theorem follows from these lemmas.
Flows close to a source
In Lemma 12 we showed that there exists M such that the following holds. We now want to prove the deterministic result that if N * is a network (on Q d ) with the above property then for every vertex u we can decompose the flow from u to V ℓ (u) into balanced flows of volume 2 −d from u to S u (v) for all v ∈ V k and all d/4 < k ≤ d, and that this can be accomplished using only a small (ǫ d ) proportion of the capacity of any edge. (Note that for presentation purposes we decompose flows of volume 1 from u to V ℓ (u) implying a different choice of the constant M). Proof. Let 0 ∈ V (Q d ), and let f 0 be a balanced flow of volume 1 in B * M ℓ+2 (0) from 0 to V ℓ (0) = V ℓ . We first show that there are flows f 0v for each vertex v such that {0, v} ∈ V far such that i) f 0v is a balanced flow of volume 2 −d from 0 to S 0 (v), and that ii) v:{u,v}∈V far |f 0v | ≤ f 0 (e) for each edge e ∈ E(Q d ).
The flow f 0 can be decomposed into flows along paths and around cycles (see for example [1] ). For each w ∈ V ℓ (0) we denote by F w the sum of all the flows along 0w paths that end at vertex w. F w is therefore a flow of volume |V ℓ | −1 from 0 to w. For d/4 < k ≤ d and v ∈ V k (0) and for each w ∈ S 0 (v) we now allocate a flow of volume k l −1 2 −d out of the total flow F w as commodity K 0,v . |S 0 (v)| = k l so this flow allocation is a balanced flow of volume 2 −d from 0 to S 0 (v). We now perform this allocation for all v ∈ V k for all d/4 < k ≤ d and we need to check that the total volume of flow allocated is at most the original flow to each vertex in V ℓ (0), namely |V ℓ | −1 .
For a particular k, each w ∈ V ℓ (u) is in d−ℓ k−ℓ sets S 0 (v) so the total flow required at w is
Hence we have shown that there exists a balanced flow of volume 2 −d of commodity K 0,v from 0 to S 0 (v) in B * M ℓ+2 (0) for all v in layers ⌊d/4⌋ + 1 to d. 
Flows between vertex pairs with large separation
Let N ∈ G(Q d , C) and denote by Φ far the maximum uniform flow volume when V is taken as V far Lemma 23. Fix ǫ > 0 and suppose that P[C > 0] > 1 2 . Then as d → ∞,
Proof. Lemma 21 showed that given ǫ > 0 there exists a constant M such that with failure probability 2 −Ω(d) the following holds. There exist simultaneous balanced flows of volume 2 −d in B M u (ℓ + 2) between u and S u (v) for all pairs {u, v} in V far such that the total flow (with no cancellation) from all such flows occurring in any edge e in N is less than ǫc e . Lemma 22 showed that with failure probability O(e −Ω(d 2 ) ) for all vertex pairs {u, v} ∈ V far there exist simultaneous d −2 -near-balanced flows of volume (1 + ǫ) −1 E[C]2 1−d between S u (v) and S v (u) in N .
Thus we achieve the flows we require by scaling the flows and capacities from Lemma 21 by E[C] and 'stitching' them together with the flows from Lemma 22 using the results from Lemma 16. The capacity of edge e in the superimposed networks is shown to be at most (1 + ǫ)c e by Lemma 19.
Vertex pairs with small separation
To route flows between pairs of vertices that are 'near' (d(u, v) < d/4) we route flows to distant vertices and back again. We have already shown that, w.h.p. these flows exist, and the number of 'near' vertex pairs is small so the flows can be accommodated in a small part of the capacities of any edge. Proof. We want a flow of volume 2 1−d E[C] between two vertices u, v a distance apart less than d/4. The idea is to route half the flow from u to u (the antipodal point of u) and then back to v and half from u to v and then back to v. From Lemma 23, with high probability, all of these flows (u to u,u to v, v to v,v to u) with volumes (1 − ǫ) −1 E[C] exist in networks N (u, u), N (u, v) for all {u, v}. The number of such vertex pairs is at most
