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Ferroelectric oxides, such as lead zirconate titanate, have proved invaluable due to their
excellent dielectric and piezoelectric properties. These classes of materials possess a large
electric polarization below the Curie temperature. Regions of the crystal lattice having different
directions of polarization are separated by nano-scale interfaces known as domainwalls. These
interfaces, which can be moved by electric and mechanical ﬁelds, are not only important for
electromechanical properties but they also exhibit unique structural and electronic properties
that may be exploited through novel application in nanoelectronics and photovoltaics.
The mobility of domain walls is strongly dependent on the defect chemistry of the material
due to defect-domain wall interactions. Indeed, aliovalent doping of these materials has been
used to tune the properties of ferroelectric oxides for speciﬁc applications. In this work, we
investigate the origin of the so-called “hard” and “soft” behavior in lead zirconate titanate.
Experimental evidence suggests that small concentrations of donor dopants (such as niobium)
results in enhanced domain wall motion while doping with acceptor dopants (such as iron)
leads to an inhibited domain wall response. The microscopic origin of this phenomena is
best investigated using ﬁrst-principles simulations of the atomistic properties of defects and
domain wall in these materials to bring to light novel structural and electronic properties.
First, we show that polar defect complexes are likely to exist in both acceptor-doped and
undoped PbTiO3. These defects and defect associates are attracted to 180o domain walls and
cause pinning of such interfaces. Donor- doped materials, on the other hand, do not show the
presence of polar defect complexes. A closer investigation of the 180o domain wall in PbTiO3
reveals the presence of a “Bloch” component of polarization at the domain wall. In other words,
due to polarization rotation, there exists a ferroelectric phase within the domain wall itself.
We characterize the strain dependence of this phenomena and calculate the piezoelectric
properties of such domain walls.
A complete study of domain walls in PbTiO3 also entails looking closer at the properties of the
ferroelastic “head-to-tail” 90o domain boundary. We show the presence of an asymmetry in
the variation of the lattice parameter across the domain wall. This asymmetry is veriﬁed using
high resolution aberration corrected electron microscopy. We look at the energy landscape
of oxygen vacancies in the vicinity of these walls to explain the pinning effect in terms of
random-bond and random-ﬁeld defects.
Next we look at the electronic properties of the recently discovered charged domain walls. We
characterize the band bending phenomena in 90o head-to-head and tail-to-tail domain wall
in PbTiO3. We then look at the long range effects of clusters of oxygen vacancies in BaTiO3;
v
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especially in terms of the formation of 180o tail-to-tail domain wall.
In parallel to the ﬁrst priciples work, we also prepared high quality samples of PZT 50/50 with
different concentrations of donor dopant. We characterized the microstructure and hysteresis
loops as a function of donor dopant concentration. Based on experimental observations and
ab initio calculations we propose ideas on the origins of hardening and softening in PZT.
Key words: Ferroelectric, domain walls, ﬁrst-principles, defects, hard PZT, soft PZT
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Résumé
Les oxydes ferroélectriques tels que le titano-zirconate de plomb, se sont révélés inestimables
de part leurs excellentes propriétés diélectriques et piézoélectriques. Cette classe de matériaux
possède une valeur élevée de la polarisation en-dessous de la température de Curie. Cer-
taines régions du cristal ayant différentes directions de polarisation sont séparées, à l’échelle
nanométrique, par des interfaces connues sous le nom de parois (ou mur) de domaine. Ces
interfaces, qui peuvent être déplacées par des champs électriques et mécaniques, sont non
seulement importantes pour les propriétés électromécaniques mais possèdent également
une structure et des propriétés électroniques uniques qui peuvent être exploitées d’une façon
nouvelle en nanoélectronique ou en photovoltaïque.
La mobilité des parois de domaine est fortement dépendante de la chimie des défauts du
matériau, du fait des interactions entre défaut et paroi de domaine. En effet, un dopage
aliovalent de ces matériaux a déjà été utilisé pour mettre au point les propriétés des oxydes
ferroélectriques dans le cas d’applications spéciﬁques. Dans le travail présenté ici, nous
examinons l’origine des comportements appelés “dur” et “doux” dans le titano-zirconate
de plomb. Des expériences suggèrent que de petites concentrations de dopants donneurs
(tels que le niobium) entraînent un mouvement accru des parois de domaine tandis que
le dopage avec des accepteurs (tels que le fer) conduit à une inhibition de la réponse des
parois de domaine. L’origine microscopique de ce phénomène est étudiée de façon optimale
en utilisant des simulations ab initio des propriétés atomiques des défauts et des parois de
domaine dans ces matériaux, aﬁn de mettre en lumière de nouvelles structures et propriétés
électroniques.
Pour commencer, nous montrons que des complexes polaires constitués de défauts, sont
susceptibles d’exister aussi bien dans le PbTiO3 non dopé que dans celui dopé par des ac-
cepteurs. Ces défauts et les complexes qu’ils forment, sont attirés à des parois de domaine à
180o et empêchent de telles interfaces de bouger. Au contraire, les matériaux dopés par des
donneurs ne révèlent pas la présence de tels complexes polaires. Un examen plus poussé
des parois de domaine à 180o dans le PbTiO3 montre la présence d’une composante dite de
“Bloch” dans la polarisation, au niveau de la paroi de domaine. En d’autres termes, du fait de
la rotation de la polarisation, il existe une phase ferroélectrique à l’intérieur de la paroi de
domaine elle-même. Nous caractérisons la dépendance de ce phénomène en fonction de la
déformation et calculons les propriétés piézoélectriques de telles parois de domaine.
Une étude complète des parois de domaine dans le PbTiO3 nécessite également une observa-
tion plus poussée des propriétés de l’interface de domaine à 90o “tête-bêche”. Nous montrons
vii
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la présence d’une asymétrie dans la variation du paramètre de maille à travers la paroi de
domaine. Cette asymétrie est vériﬁée par microscopie électronique à haute résolution avec
correction des aberrations. Nous étudions l’énergétique des lacunes en oxygène à proximité
de ces parois pour expliquer l’effet de blocage en termes de défauts de type liaisons aléatoires
et champ aléatoire.
Ensuite nous étudions les propriétés électroniques des parois de domaine chargées, décou-
vertes récemment. Nous caractérisons le phénomène de ﬂexion des bandes dans les parois de
domaine à 90o , face-à-face et dos-à-dos, dans le PbTiO3. Nous observons ensuite les effets à
longue portée des amas de lacunes d’oxygène dans le BaTiO3, particulièrement en terme de
formation des parois de domaine à 180o dos-à-dos.
En parallèle des études ab initio, nous avons également préparé des échantillons de haute
qualité de PZT 50/50 avec différentes concentrations de dopant donneur. Nous avons carac-
térisé la microstructure et les cycles d’hystérèse en fonction de la concentration de dopant
donneur. Nous proposons un certain nombre d’idées sur l’origine du durcissement et de
l’adoucissement dans le PZT, basées sur les observations expérimentales ainsi que les calculs
ab initio.
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1 Introduction - ferroelectrics
Ferroelectric materials show a spontaneous electric polarization that can be reversed/altered
by the application of an external electric ﬁeld [1]. The most important class of ferroelectric
materials are the ABO3 perovskites such as BaTiO3 and PbTiO3. At high temperatures such
oxides possess a non-polar simple cubic structure that can be described on average, as having
the metal A located on the corners of the cube, the metal B at the cube center and the O
atoms at the cubic faces. At lower temperatures, a phase transition occurs where the positively
charged B atom is displaced off-center with respect to the surrounding negatively charged
oxygen octahedra. Hence a phase transition has occurred from a paraelectric phase to a
ferroelectric phase possessing a spontaneous electric polarization. A classic example of a
ferroelectric is PbTiO3 which exhibits a high temperature centrosymmetric cubic phase and
low temperature tetragonal phase as shown in Fig. 1.1.
Figure 1.1: Structure of PbTiO3/tetragonal PZT (lead zirconate titanate) at different tempera-
tures.
In the ferroelectric phase, these materials are non-centrosymmetric and exhibit piezoelectric-
ity. Ferroelectric materials also show variation of spontaneous polarization with temperature
hence they are also pyroelectric. This relation is best illustrated in Fig. 1.2.
The ﬁrst observation of the ferroelectric phenomenon was reported by Valasek [2] in Rochelle
salt in 1921 but there was not much development in this ﬁeld until a few decades after. The
need for higher-dielectric constant capacitors spurred the development of the ﬁrst ferroelectric
1







Figure 1.2: The relation between piezoelectric, pyroelectric and ferroelectric materials.
ceramics during the 1940s [3]. The elucidation of the ferroelectric properties of BaTiO3 by
Gray in 1949 [4] attracted much interest. The electrical aligning (“poling”) of domains within
grains of polycrystalline BaTiO3 ceramics allowed the electromechanical properties of these
ceramics to be exploited for industrial and commercial applications. Soon after, ferroelectric
activity was reported in other oxides such as KNbO3, LiNbO3, LiTaO3 and PbTiO3 [5].
1.1 Applications
Ferroelectric materials have wide-ranging applications for modern technology from Ferroelec-
tric Random Access Memories (FeRAM) to high dielectric constant capacitors. They have been
extensively used for piezoelectric applications; exploiting both direct and converse piezoelec-
tric effects. Using the direct effect, they have been put to use in accelerometers, gas lighters,
microphones, photo-ﬂash actuators and pressure sensors. The converse piezoelectric effect
has been exploited in devices such as loud speakers, camera shutter, buzzers, ink jet printer
etc. They have also been used as high frequency transformers and resonant devices such as
transducers, sonar, ultrasonic welders, ﬁlters etc.
1.2 Lead zirconate titanate
Lead zirconate titanate (PZT) is the most widely used ferroelectric ceramic for piezoelectric
application. It is a solid solution of PbTiO3 and PbZrO3. It possess many advantageous
properties like
1. High electromechanical coupling coefﬁcient
2. A relatively high Curie temperature (Tc ) which allows operation at temperatures up to
200oC
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3. Wide range of dielectric constants
4. Capability to form solid-solutions with different compositions
5. Easily poled
6. Ability to sinter at low temperature
The phase diagram of PZT is shown in Fig. 1.3 and is summarized by Jaffe Cook and Jaffe in
their treatise on piezoelectric ceramics [6]. The end-members of this binary solid solution
are PbTiO3 and PbZrO3 which possess a tetragonal ferroelectric phase and an orthorhombic
antiferroelectric phase at room temperature respectively.
Figure 1.3: Phase diagram of Lead zirconate titanate [6]. FT is the ferroelectric tetragonal
phase, FR(HT ) is the high temperature rhombohedral ferroelectric phase, FR(LT ) is the low
temperature rhombohedral ferroelectric phase. AO is antiferroelectric orthorhombic phase.
PC is the paraelectric cubic phase.
Replacement of the Ti4+ ion with the Zr4+ ion in PbTiO3 results in a reduction in c/a ratio
and is accompanied by a decrease in TC . The transition between the rhombohedral region
and the tetragonal region occurs at around 52% Zr and 48% Ti. This area, known as the
the morphotropic phase boundary (MPB), possesses enhanced piezoelectric and dielectric
properties and it has been the subject of intense study over the years. It was assumed for many
years that, in this region, there was a co-existence of both tetragonal and rhombohedral phases,
depending on the homogeneity of the powders [7–10] and grain size [11]. The observation
of a monoclinic phase in the MPB region using high-resolution synchrotron X-ray powder
by Noheda et al. [12] sparked a debate about the nature of the MPB. Using ﬁrst-principles
derived effective Hamiltonian methods, Bellaiche et al. demonstrated the stability of this
monoclinic phase in disordered PZT [13]. The dependence of diffraction patterns on the
domain structure makes this issue difﬁcult to resolve [14]. In 2007, it was suggested that
3
Chapter 1. Introduction - ferroelectrics
presence of nanodomains of tetragonal and rhombohedral symmetry produced monoclinic-
like diffraction pattern due to coherence effects [15, 16]. However, the same authors later
claimed that the internal symmetry of the domains was indeed monoclinic [17].
1.3 Domain walls
In the ferroelectric state, different regions of the crystal (known as domains) show the presence
of any one of the degenerate directions of polarization. The interfaces separating two such
regions are known as domain walls. Domain walls exist to minimize electrostatic and elastic
energy due to formation of spontaneous polarization and strain. Fousek and Janovec made a
list of different types of domain walls possible, based on electrostatic and elastic compatibility
conditions [18]. Hence, there exist only two types of domain walls in tetragonal materials: 90o
domain walls and 180o domain walls. 180o domain walls are purely ferroelectric and thus do
not interact with stress ﬁelds. 90o domain walls are both ferroelectric and ferroelastic and they
respond to both electric and stress ﬁelds. The dielectric and piezoelectric response of poled
bulk ferroelectric ceramics is dominated by the motion of 90o domain walls. However, the
controlled growth and nucleation of both 90o and 180o domain walls may be important for
nano-scale applications such as in FeRAM.
The properties arising froma single domain ferroelectricmaterial are referred to as the intrinsic
properties of the material while the contributions from domain walls/grains are labeled as
extrinsic properties of the materials [19–22]. Reports by Artl et al. indicated that domain wall
motion is indeed extremely important for the dielectric and piezoelectric ceramics such as
PZT [23–26]. Experiments suggest that the domain wall contribution to the dielectric and
piezoelectric properties may be as large as 50% [27].
However, due to their unique properties, domain walls are now seen as functional interfaces
for applications in a broader technological spectrum. For example, the presence of switch-
able ferroic order within 180o domain walls of PbTiO3 was reported recently by Wojdeł and
Íñiguez [28]. Strongly charged domain walls have been discovered which show the presence of
quantum 2D electron gas [29,30] reminiscent of the phenomenon observed in LaAlO3/SrTiO
heterostructures [31,32]. Charge separation in such domain walls has been exploited not only
in oxides [33] but also in organometallic perovskites; it is thought that domain wall engineer-
ing is a promising approach to optimize photovoltaic devices [34]. More and more effort is
being devoted to achieve the controlled growth and functionalization of such domain wall
interfaces, especially in thin ﬁlms [35–37]. More details about domain walls, especially from
the ﬁrst-principles perspective, are discussed in Sec. 3.4
1.4 Hard and soft ferroelectrics
Electromechanical hardening and softening of ferroelectric materials through the addition of
dopants is a key technique to tailor their properties [38–41]. The best known examples are
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hard and soft Pb(Zr,Ti)O3. Hardening can be caused by the addition of acceptor dopants and
softening by the addition of donor dopants [6]. Hard ferroelectric materials exhibit strong
aging (see later), a pinched hysteresis loop, lower electromechanical coupling coefﬁcients, low
dielectric losses, and moderate conductivity. Soft materials on the other hand exhibit large
electromechanical coefﬁcients, a square hysteresis loop, weak aging, low conductivity, and
high dielectric losses. The hysteresis loop for undoped, hard and soft PZT are shown in Fig.
1.4. While the mechanisms of softening are still not clearly understood, there is a relatively
better understanding of the phenomenon of hardening. It is thought that dopants (and their
associated defects) affect properties through their interactions with domain walls, rather
than inﬂuencing the intrinsic properties. The properties of acceptor-doped hard materials
have been attributed to inhibited domain wall movement [42–45,45–50], whereas softening is
thought to be associated with highly mobile domain walls.
Figure 1.4: Room temperature ferroelectric hysteresis loops for representative undoped, hard
and soft PZT ceramics in (a) rhombohedral, (b) MPB and (c) tetragonal regions [51].
There have been many experimental observations regarding the so called “aging” of hard
acceptor-doped ferroelectric materials, starting from the reports of Carl and Härdtl in 1977 [52].
It was observed that many of the properties of acceptor-doped PZT ceramics change over
time, with in particular the hysteresis loop becoming more pinched and more asymmetric.
The reasons for this behavior can be threefold.
1. Volume effect: In this case defects occupy energetically preferred sites in the lattice and
form anisotropic centers which favor a certain direction of spontaneous polarization.
The defects behave as “random-ﬁeld” defects. The volume effect has been recently stud-
ied by Ren and co-workers [45,53] and has been referred to as a “symmetry-conforming”
mechanism.
2. Domain wall effect: Here, the defects are thought to migrate to domain walls and remain
ﬁxed there in their positions [54, 55, 55, 56]. The defects behave as “random-bond”
defects.
3. Grain boundary effect: During the sintering process there is a build-up of defects and sur-
face charges at the grain boundaries which then affect the electromechanical response
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of the material [46,47,57].
These scenarios involve different distances for charge displacement: over a unit cell (bulk
effect), over a domain width (domain-wall effect) or over part of a grain or a crystal (interface
effect). Although more than one mechanism may be at play, recent work seems to point to
the bulk effect [58, 59] as the dominant mechanism. There is, in fact, EPR evidence for the
coupling of acceptor dopants [60, 61] to oxygen vacancies and the alignment of this defect
complex produces an internal ﬁeld for which there is also experimental evidence [52,62]. The
presence of aging in single-domain acceptor-doped BaTiO3 shows that the aging phenomena
does not require the presence of grain boundaries [63].
One can also study the process of “deaging” to better understand the dynamics of defect/-
domain interactions. Deaging is the process of reconstructing the domain structure in an
aged sample by misaligning the defect associates. This can be accomplished, for example, by
cycling with an electric ﬁeld [52], quenching from a high temperature [64–66] or by illumina-
tion [55]. Deaging of hard PZT by electric ﬁelds is the best documented case [52,67]. For a ﬁxed
amplitude of the applied ﬁeld, the deaging time depends on the temperature and cycling ﬁeld
frequency and can be described as an Arrhenius-type process with a characteristic activation
energy.
The properties of soft PZT, on the other hand, have been attributed to higher domain wall-
mobility [6]. It is not clear why soft materials have higher domain-wall mobilities compared
to those of undoped materials, and several hypothesis have been suggested. For instance,
donor dopants are thought to compensate the effects of acceptor cations or lead vacancies
that are naturally present in the undoped materials [6], thus preventing the formation of
oxygen vacancies which are suspected to be responsible for pinning domain walls [56]. The
possibility that lead vacancies reduce internal stresses in ceramics and make domain walls
more mobile has also been suggested [40]. Last, there is a possibility that electron transfer
between defects could minimize the space charge at domain walls, thereby increasing domain-
wall mobility [68]. It is highly likely that positively charged donor defects are compensated by
lead vacancies [69];however, it is yet unclear whether donor dopants form defect associates
with these vacancies. If indeed these are formed, it is of interest to see whether these defect
associates interact with the polarization at the vicinity of domain walls, to understand why
such defects do not have the same role as acceptor-based complexes in hard materials.
6
2 Introduction to ﬁrst-principles
methodology
Density-functional theory (DFT) has been one of themost versatile andpopular computational
electronic-structure methods over the past few decades. It has been heavily utilized in the
ﬁelds of condensed-matter physics, materials science, chemistry, and molecular biology. The
main goal for any electronic-structure method is to obtain expectation values for different
observables through approximations of the ground-state many body problem. For a given
external potential V the Schrödinger equation
HˆΨ(r1, ...,rN )= Eˆ(r1, ...,rN )Ψ (2.1)
is an eigenvalue equation for the N-electron many-body wavefunctionΨ(r1, ...,rN ), where the
the Hamiltonian Hˆ is
Hˆ = Tˆe + Vˆn−e +Uˆe−e +Wn−n (2.2)
Here, Tˆe is the electronic kinetic energy operator, Vˆn−e is potential energy operator from the
Coulombic interactions of the nuclei with the electrons, Uˆe−e is the electrostatic repulsion of
the electrons and Wn−n is the electrostatic (classical) repulsion of nuclei.
The ﬁrst Hohenberg-Kohn theorem [70] showed that the ground state properties of a many-
electron system are uniquely determined by the ground state electron density, reducing the
problem from 3N spatial coordinates to 3 spatial coordinates. The second Hohenberg-Kohn
theorem introduces a variational principle on the total energy functional
E [ρ]= En−e [ρ]+T [ρ]+Ee−e [ρ]=
∫
ρ(r )Vn−e(r )dr +FHK [ρ] (2.3)
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through the introduction of the universal Hohenberg-Kohn functional FHK [ρ], that contains
the many-body kinetic energy T [ρ] and electron-electron interactions, Ee−e . The explicit form
of this functional is unknown. The electron-electron interaction Ee−e can be decomposed into






dr1dr2+Encl [ρ]= J [ρ]+Encl (2.4)
Encl is the non-classical contribution to the electron-electron interaction: it contains the
self-interaction correction, and exchange-and-correlation terms.
Since, the second Hohenberg-Kohn theorem states that the ground state energy can be ob-










F [ρ]= T [ρ]+ J [ρ]+Encl [ρ] (2.6)
In 1965 Kohn and Sham [71] proposed to approximate Eqn.2.6 by introducing the exact kinetic
energy of a non-interacting reference system with the same density as the real, interacting










|ψi (r )|2 = ρ(r ) (2.8)
whereψi are the orbitals of the non-interacting system. Since TS is not the true kinetic energy
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of the system, Kohn and Sham introduced the following decomposition of the F [ρ]
F [ρ]= TS[ρ]+ J [ρ]+EXC [ρ] (2.9)
where TS and J are well deﬁned, and EXC is the exchange-correlation energy that is hence
deﬁned by subtraction as,
EXC [ρ]= (T [ρ]−TS[ρ])+ (Eee [ρ]− J [ρ]) (2.10)
The exchange and correlation energy EXC is the term where everything that is unknown is







ψi = iψi (r ) (2.11)
with








is the electrostatic potential of ions with charge ZI at position at RI
∇2VH (r )=−4πρ(r ) (2.14)
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and the exchange-correlation potential is





|ψi (r )|2 (2.16)
Eqn.2.11 is the single-particle Schrödinger equation which can be solved as a standard eigen-
value problem. However, in order to determine the eigenfunctions,ψ−i and the eigenvalues,i ,
one has to ﬁrst calculate the total potential Vtot (Eqn.2.12). From Eqn.2.14 and Eqn.2.15 we
see that the Hartree potential VH and the exchange-correlation potential Vxc depends on the
density, ρ, which in turn depends on the unknown eigenfunctions, ψi . The presence of ρ
in the Hamiltonian means that the Kohn-Sham equations have to be solved iteratively. The
Kohn-Sham orbitals in the above equation do not have any physical signiﬁcance, except the
highest occupied orbital, which in an exact DFT formulation would equal the negative of the
exact ionization energy.
2.1 Local Density Approximation (LDA)
As mentioned earlier, the exchange-correlation energy (EXC ) is in principle unknown. The
local density approximation was the ﬁrst approximate exchange-correlation functional. This
approximation takes advantage of the properties of an uniform electron gas. An uniform
electron gas is a system in which electrons move on a positive background charge distribution
such that the total ensemble is neutral.
We approximate EXC in the following way,
ELDAXC [ρ]=
∫
ρ(r )XC (ρ(r ))dr (2.17)
where XC (ρ(r )) is the exchange-correlation energy per particle of an uniform electron gas
of density ρ(r ). The term XC (ρ(r )) is further decomposed into exchange and correlation
contributions,
XC (ρ(r ))= X (ρ(r ))+C (ρ(r )) (2.18)
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The exchange part X is deﬁned as the exchange energy of an electron in a uniform electron
gas of a particular density. The exact expression for non-interacting electrons was derived by







While no such expression is available for the correlation part of the uniform electron gas, C ,
highly accurate numerical quantum Monte-Carlo simulations of the homogeneous electron
gas have been performed by Ceperley and Alder [73]. Most local density approximations
interpolate these accurate values and also reproduce the exactly known limiting behaviour.
A few examples, using different analytic forms for C are the interpolation of Vosko-Wilk-
Nusair(VWN) [74], Perdew-Zunger (PZ81) [75], Cole-Perdew (CP) [76] and Perdew-Wang
(PW92) [77].
The accuracy of the LDA for the exchange energy is typically within 10% while the correlation
energy is generally overestimated by up to a factor of 2. However the correlation energy is
much smaller in magnitude compared to the exchange energy. Also, the two errors typically
cancel partially. LDA gives bond lengths of molecules and solids typically with a high accuracy
of 1-2%.
2.2 Beyond LDA
The Generalized Gradient Approximation (GGA) not only takes into account the density ρ(r )
at a point r , but also includes the gradient of charge density ∇ρ(r ) in order to account for the
non-homogeneity of the true electron density. The GGA scheme corrects the over-binding
observed in LDA. This effects is sometimes too large and GGA “softens” the bond in some
cases. For example, in Sec. 3.5, we show that GGA functional are not suitable for ferroelectrics.
Atomic and molecular total energies are improved, as are activation barriers for chemical
reactions or hydrogen bonds. The PW91 formulation by Perdew and Wang [78] was the ﬁrst
reliable application of the GGA methodology. Perdew, Burke and Enzerhof reported their
highly popular GGA scheme (PBE) in 1996 [79]. In 2008, Perdew et al. [80] introduced a revised
PBE formulation that improves equilibrium properties of densely packed solids and their
surfaces (PBEsol).
2.3 Periodic boundary conditions and Bloch’s theorem
In order to solve the Kohn-Sham equations for a crystal one has to essentially handle an
inﬁnite number of interacting electrons moving in the static ﬁeld of an inﬁnite number of ions.
However, ions in a perfect crystal are arranged in a regular periodic way. Therefore the external
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potential felt by the electrons is also periodic (with periodicity equal to the dimensions of the
unit cell).
Bloch’s theorem uses the periodicity of a crystal to map the inﬁnite number of one-electron
wavefunctions into a ﬁnite number of continuous bands deﬁned within the ﬁrst Brillouin zone
of the crystal. The wavefunction is written as the product of a periodic part and a plane-wave:
ψik (r )= eik.r uik (r ) (2.20)
where uik is periodic:
uik (r +R)=uik (r ) (2.21)






where G are the reciprocal lattice vectors which are deﬁned by G .R = 2πn for all R where R is a
lattice vector of the crystal and n is an integer.
The electronic wavefunctions at each k-point are now expressed in terms of a discrete plane
wave basis set. In principle, this is an inﬁnite Fourier series. However, the coefﬁcients for
the plane waves, ci ,k+G , each have a kinetic energy (ħ2/2m)|k+G|2. The plane waves with
smaller kinetic energy typically have a more important role that those with a very high kinetic
energy. The introduction of a plane wave cutoff reduces the basis set to a ﬁnite size. By using
Bloch’s theorem, we calculate expectation values as sum over all bands and integrals over allk
in the ﬁrst Brilllouin Zone. This problem is dealt with by sampling the Brillouin zone at special
sets of k-points. The two most common methods of k-point sampling are those of Chadi and
Cohen [81] and Monkhorst and Pack [82].
2.4 Pseudopotentials
A plane wave basis set is inefﬁcient at representing the electronic wavefunctions because a
very large number is required to accurately describe the rapidly oscillating wavefunctions
of electrons in the core regions. These oscillations maintain orthogonality between the core
and valence electrons. However, most properties of a material just depend on the valence
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electrons and are not affected by tightly bound core electrons. The pseudopotential is an
effective potential that is constructed to replace the atomic all-electron potential such that the
core states are eliminated and the valence electrons are described by pseudo-wavefunctions
with signiﬁcantly fewer nodes. This allows the pseudo-wavefunctions to be described by far
few Fourier modes, thus making plane wave basis sets practical to use. Pseudopotentials are
also constructed such that the scattering properties of the pseudo wavefunctions are identical
to the scattering properties of the ion and core electrons.
2.5 Self-consistent calculations
A brief summary of the practical procedure to solve Eqns 1.12-1,17 is stated in this section.
First, we specify the nuclear coordinates in such a way that we can calculate the nuclear
potential Vn from Eqn 1.14. Next, we guess an electron density ρ(r ), in order to determine a
preliminary approximation to the Hartree and exchange and correlation potentials. A simple
approximation is to add up the densities corresponding to isolated atoms arranged in the
speciﬁed coordinates. Hence, we now have the total potential Vtot to be used in Eqn 1.12.
In our case, the Kohn-Sham equations are then solved numerically using the planewave
representation. The solution gives us the new wavefunctionψi , which can then be used to
construct a better estimate of the density ρ and total potential Vtot . The new density is usually
mixed with the old density to improve convergence. This process is repeated until the new




3 First-principles modelling of ferro-
electrics
3.1 Electronic and Structural properties
One of the most direct applications of the ﬁrst-principles methodology is to calculate the total
energies as a function of the atomic coordinates, as the system undergoes distortions from
some reference cubic perovskite structure. This may involve relative displacement of one of the
ionic sublattices, linear combinations of such displacements (frozen phonons), or variations
of lattice constants/angles. Once we obtain the energy landscape using this approach, we
may then identify the distorted O K ground-state structure. The ﬁrst LDA-DFT calculations on
ferroelectrics were performed using the linear augmented plane-wave method [83–91] and
soon after, ultrasoft pseudopotentials were also used [92–94]. Through these methods the
ferroelectric instability was conﬁrmed for BaTiO3 [83,84,86,92,93], KNbO3 [85,87,88,90] and
PbTiO3 [84,86,93,94].
3.2 Polarization and Born effective charges
The most important feature of a ferroelectric material is the presence of a spontaneous
polarization P . The macroscopic electric polarization of a crystal is often incorrectly deﬁned
as the dipole of a unit cell. In reality however, the quantity generallymeasured is the differential
polarization with respect to a “reference state” of the same material. Owing to continuity, a
polarization difference is equivalent to a macroscopic current, which can be computed as a
bulk property [95]. Resta [96] emphasized that polarization is a quantum phenomenon and
cannot be treated with a classical model , especially where delocalized electrons are present
in the dielectric. In 1993, King-Smith and Vanderbilt [97] developed a direct way to compute
the polarization difference between two structures by describing this property as a geometric
quantum phase.
The ﬁrst-order dependence of P upon atomic displacements and lattice strains is given by the
dynamical Born effective charges (Z∗) and piezoelectric couplings. Anomalously large Born
effective charges were observed for virtually all ferroelectric oxides [98]. In ABO3 materials
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this is due to borderline ionic-covalent bond between B and O atoms; Speciﬁcally, there is
hybridization between the O 2p and B 3d/4d orbitals. Investigations of this phenomena have
given insight into the origin of the ferroelectric instability and its relation to the long-range
Coulomb interactions [99] and to many-body electron correlation effects [100,101].
3.3 Defects and defect associates in oxides
Ferroelectric oxides usually contain a variety of vacancies that are formed during the growth
processes. Ferroelectricity arises from a balance of short-range covalent interactions and
long-range Coulombic interactions. The appearance of vacancies causes a partial loss in short-
range interactions while charged vacancies also break long-range Coulombic interactions.
Hence, vacancies have an important effect on many important properties such as polarization
reversal, aging, fatigue etc. The pinning of domain walls by defects is further explored in
Sec. 3.4.1. The characteristics of point defects in semiconductors and insulators is closely
associated with their electronic structure. Park and Chadi [102], presented one of the earliest
studies of the effect of oxygen vacancies on PbTiO3. They observed the formation of tail-
to-tail polarization in the case of an apical oxygen vacancies and observed that this effect
was stronger when the vacancy was charged. In 2011, Yao and Fu [103] showed that, under
oxygen-rich conditions, neutral oxygen vacancies have a large formation energy of 5.67 eV
while doubly charged oxygen vacancies only had a formation energy of 0.28 eV. They also
report that lead vacancies of different charge states had a formation energy of approximately
2 eV. The low formation energy of doubly charged oxygen vacancies in PbTiO3 was veriﬁed
using hybrid density-functional theory calculations by Shimada et al. [104]. Based on the
defect-charge transition levels, they show that the oxygen vacancy acts as a double shallow
donor over a wide range of Fermi energies under oxygen-poor conditions.
It is likely that certain vacancies exist as defect associates rather than isolated defects. For
example, EPR measurements have shown that the oxygen vacancy is likely closely coordinated
with iron and copper acceptor dopants in PZT [60, 61, 105]. Erhart et al. [106] used ﬁrst-
principles calculations to show that such type defect associates are preferentially aligned to
the direction of spontaneous polarization. The presence of such polar defect associates is
thought to be one of the causes of aging in hard ferroelectrics. It is not yet clear whether donor
dopants form such defect associates. These issues are addressed in Chap. 5.8
3.4 Domain walls
One of the ﬁrst attempts to model ferroelectric domain walls using ﬁrst-principles based
modelling was reported by Padilla et al. [107]. Using a ﬁrst-principles effective Hamiltonian
developed previously to study the phase transitions of BaTiO3, the authors performed a Monte
Carlo simulations to investigate the structure and energetics of 180o domain walls of (100)
orientation in tetragonal BaTiO3. Earlier phenomenological work indicated that domain walls
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on the (110) plane had lower energy compared to those of (100) orientation. The authors also
performed LDA calculations to show that the Ba-centered domain wall had an energy of 6.2
mJ/m2 while Ti-centered walls had energies of 62.0 mJ/m2. The calculations revealed that
the domain wall entails only polarization reversal, instead of polarization rotation, with a
domain wall thickness of 1.4 unit cells, or 5.6 Å. These results suggested a narrowing down
the domain wall thickness from the experimental upper limit of 50 Å [108]. Earlier empirical
calculation had suggested the thickness to be approximately 6.7Å [109]. Soon after, ﬁrst-
principles calculations were also performed by Pöykkö and Chadi [110] on 180o domain walls
of PbTiO3. They observed considerably higher 180o domain wall energies compared to that
observed in BaTiO3. This is to be expected since the energy difference between the ferroelectric
and non-ferroelectric phase is much higher in the case in of PbTiO3 compared to BaTiO3 [83].
Very recently, Wojdeł and Íñiguez [28] showed the presence of Bloch component of polarization
in 180o domain walls in PbTiO3 (discussed in detail in Chap. 6). Using ﬁrst-principles based
model potentials [111], they veriﬁed the presence of a switchable ferroelectric phase within
the domain wall. This is further supportive of the relative instability of the non-ferroelectric
phase in PbTiO3. The authors also investigated the temperature of the phase transition of this
localized ferroic phase.
Meyer and Vanderbilt [112] were to the ﬁrst to look at the structure of ferroelastic 90o walls
in PbTiO3 using ﬁrst-principles calculations. Contrary to prior ideas [1], their calculations
revealed fairly narrow domain walls of approximately 5 Å in length. This observation was in
agreement with HRTEMs observation by Stemmer et al. [113], that reported a domain wall
formation energy of 35 mJ/m2 compared to a formation energy of 132 mJ/m2 for the 180o
domain wall. The barrier height for the movement of a 90o domain wall to a neighboring plane
is also very small (approximately 1.6 mJ/m2). Hence, at room temperatures, the domain wall
is likely to be smeared out due to thermal ﬂuctuations. Meyer and Vanderbilt also reported the
presence of an electrostatic potential shift of 0.2 eV at the 90o domain wall. This is a result of a
polarization discontinuity normal to the plane of the domain wall. The intrinsic asymmetry at
90o domain walls is described further in Chap.7.
The observation of steady conductivity at domain walls in BiFeO3 by Seidel et al. [114] sparked
intense efforts to take advantage of domain walls as nanoelectronic elements. Lubk et al. [115]
looked closely at the electronic properties of these domain walls in BiFeO3. They calculated
the layer-by-layer density of states to see how the structural changes at the wall lead to changes
of the band gap. The 180o domain wall showed the largest change in band gap by 0.2 eV. Just as
in the case of Meyer and Vanderbilt, the step in potential was due to changes in the component
of polarization normal to the domain wall [116]. Farokhipoor and Noheda [117] reported the
presence of n-type defect states in BiFeO3 due to oxygen vacancies. They suggest that the
presence of these defect states result in two conduction-related phenomena. First, it allows
thermally activated electrons from the defect state inside the band gap to be promoted to
the conduction band. Second, defects accumulated at the domain wall reduce the Schottky
barrier between the surface and the tip. In 2011, Guyonnet et al. [118] observed conductivity
at the 180o domain walls of tetragonal PZT thin ﬁlms and also attribute it to defect segregation
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at these partially charged domain walls.
In 2013, Sluka et al. showed the presence of 2-dimensional electron gas at strongly charged
domain walls in BaTiO3. The observation of stable strongly charged head-to-head and tail-to-
tail polarization was in itself extremely interesting due to the large formation energies [119].
The conductivity observed in head-to-head walls was several orders of magnitude higher than
that of the bulk. The presence of strong metallic conductivity is likely due to the band bending
close to the domain wall. However, conductivity was not observed at tail-to-tail domain walls
and the authors attribute this to the presence of oxygen vacancies at such walls.
Hypothetical charged domain wall lattices were ﬁrst investigated by Wu and Vanderbilt [120]
using layers of donor and acceptor atoms to stabilize head-to-head and tail-to-tail 180o
domain walls. A similar ﬁrst-principles investigation was performed by Rahmanizadeh et
al. [121] using ﬂuorine/oxygen vacancies as donor at the tail-to-tail domain wall. At the
resulting head-to-head domain wall, the additional electron is accommodated by the Ti d
bands. They utilized the Hubbard parameter U to look at the possible electronic states at
the charged domain wall. For vanishing U, they reported the presence of a broad conducting
domainwall, while increasingU leads to localized Ti 3d states and the presence of an insulating,
sharp domain wall.
3.4.1 Interaction with defects
It was long suspected that defects, especially oxygen vacancies, could pin domain walls and
inhibit their movement [49]. As mentioned before, there is doubt as to whether defects exhibit
random-bond or random-ﬁeld pinning. Random-bond defects act symmetrically on the
ferroelectric double well while random ﬁeld defects result in an asymmetric variation of this
double well. Random-ﬁeld pinning implies that certain domain orientations are preferred
over others because of the symmetry of the defect. Some experiments suggest that random
ﬁeld pinning is likely [45, 63], due to the formation of polar defect associates which align
with the electric ﬁeld. There has also been evidence of random bond pinning reported by
Paruch et al. [122] through measurements of domain wall roughness. He and Vanderbilt
demonstrated the lower formation energies of oxygen vacancies at 180o domain walls in
PbTiO3 [56]. However, they considered neutral oxygen vacancies and it has since been showed
that doubly charged oxygen vacancies are much more likely [104]. Recently, Becher et al. [123]
showed how coupling of oxygen vacancieswith domainwalls in SrMnO3 altered the conductive
properties of the wall with respect to the bulk. To our knowledge, there has been no report on
the interaction of defects and defect associates with 90o domain walls. In Sec. 5.8 we examine
the energy landscape of charged defects and defect associates in the vicinity 180o domain
walls while in Chap. 7 we analyze the pinning of oxygen vacancies at 90o domain walls in
terms of random-bond and random-ﬁeld pinning.
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Materials Parameter LDA PBE PBEsol Experiment
BaTiO3 a (Å) 3.93 3.99 3.96 3.98 [5]
c (Å) 3.98 4.20 4.05 4.03 [5]
c/a 1.011 1.052 1.023 1.012
PbTiO3 a (Å) 3.86 3.84 3.88 3.90 [124]
c (Å) 4.02 4.73 4.16 4.15 [124]
c/a 1.041 1.230 1.072 1.064
Table 3.1: Cell parameters for lead titanate and barium titanate using different functionals.
3.5 Preliminary calculations
The lattice parameters and c/a ratio of lead titanate and barium titanate are compared for
different functionals in Tab. 3.1. The equilibrium conﬁguration is obtained by relaxing the
cell degrees of freedom such that the components of the stress tensor all go to zero. Fitting
the Birch-Murnaghan equation of state to the energy vs volume curve resulted in identical
ground-state conﬁgurations.
The PBEsol ultrasoft pseudopotentials were taken from the pslibrary set developed by Prof.
Andrea del Corso, SISSA, Italy. As shown, PBEsol was the best performing since it reproduced
almost exactly the experimental lattice parameters and c/a ratio. LDA showed reasonable
accuracy with respect to experiments while the PBE resulted in the presence of erroneously
high tetragonality. In early stages of the thesis, LDA was utilized while we later switched to
PBEsol. The different pseudopotentials used are shown in Tab. 3.2.
An effective Monkhorst-Pack k-point mesh of 8*8*8 per 5-atom cell and a plane wave cutoff
of 60 Ry and a charge density cutoff 600 Ry are utilized for PBEsol. The plane wave cut-off
is chosen to converge the forces on atoms to 10−4 Ry/bohr. The atoms were also allowed to
relax until the forces were lower than 10−4 Ry/bohr. Unless stated otherwise, these were the
parameters used for all calculations in this work.
Fig. 3.1 illustrates the ferroelectric instability in lead titanate. The centrosymmetric tetragonal
structure possesses a signiﬁcantly higher energy compared to the distorted structure. The
two potential wells correspond to two types of relative displacements of the oxygen sublattice
with respect to the lead sublattice. In PbTiO3, one observes the effect of the partially covalent
bonding between the lead and oxygen sublattices [84]. This type of interaction does not exist
between barium and oxygen atoms in the case of BaTiO3.
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Table 3.2: List of pseudopotentials used.
Figure 3.1: The double well potential energy landscape of lead titanate. Large yellow spheres
represent lead, medium sized grey atoms are titanium and small red spheres are oxygen.
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4 Preparation and characterization of
PZT ceramics
One of the goals of this thesis is to understand the phenomena of softening in lead zirconate
titanate (PZT). Speciﬁcally, it was important to understand how donor-doped materials differ
from pure or acceptor-doped materials. Hence, it was decided to prepare high-quality PZT
ceramics with a variety of donor-dopant concentrations. In parallel, we were looking at
the defect-domain wall properties of PbTiO3 using ﬁrst-principles calculations. It order to
compare experiments and theory, it was decided to prepare samples in the tetragonal regime of
PZT. However, we observe greater domain wall contribution closer to the morphotropic phase
boundary of the material. Hence, it was concluded that PZT 50/50 would be a reasonable
composition to investigate. Besides undoped PZT, we investigated 0.1,0.2,0.5,1.0 and 2.0 at%
Nb doped samples. We feel that the presence of grain boundaries do not signiﬁcantly affect
the electromechanical properties these ceramics. For example, aging has also been observed
in single crystals of BaTiO3 [63] and we also observed that the hysteretic properties of ceramics
do not possess strong correlations with grain size.
4.1 Bulk ceramic processing
The mixed-oxide route is the most common route to synthesize ferroelectric ceramics. Shirane
et al. [5,125,126] ﬁrst adopted this technique to prepare solid-solution ceramics of PZT and
this method was also utilized to determine the ﬁrst full phase diagram of PZT [127]. The
discovery of very high electro-mechanical properties at the morphotropic phase boundary by
Jaffe et al. [128] also utilized samples prepared using the mixed-oxide route. Oxide powders
Materials Grade Manufacturer
Lead Oxide Litharge (PbO) 99.9+% Sigma-Aldrich GmbH
Zirconium (ZrO2) 99.96% Tosoh Corporation
Titanium Oxide Anatase (TiO2) 99.8% Alfa Aesar GmbH
Niobium Pentoxide (Nb2O5) 99.9% Alfa Aesar GmbH
Table 4.1: Oxide powders used in the synthesis of PZT ceramics.
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were used as raw materials to synthesize the PZT ceramics. The purity and manufacturers of
the oxide powders are shown in Table 4.1
The following steps were used to prepare the high-quality (low lead loss) samples of doped
PZT:
1. The powders were mixed according to the stoichiometry Pb(ZrxTi1−x)1−yNbyO3, where
x is the at% of zirconium and y is the at% of niobium.
2. 80 gms of the mixture and 75 ml of isopropanol were ball-milled with 250 grams of
zirconia balls for 8 hours. The mixture were dried on glass beakers at a slightly elevated
temperature to increase the evaporation rate of the solvent.
3. The ball-milled mixture was calcined at 800oC for 2 hours in a covered alumina crucible.
4. The ball-milling procedure was repeated to the calcined powder.
5. 5% binder solution of poly-vinyl alchohol (PVA) was added to the calcined powder and
mixed thoroughly in a mortar.
6. The powder was uniaxially pressed into cylindrical pellets with a force of 4-5 kN, The
diameter of the pellets were 7 mm and the thickness varied from 3-5 mm.
7. The pellets were placed into small covered alumina crucibles. The inner space of the
crucibles were ﬁlled up with powders of the same composition as the pressed pellets to
prevent evaporation of lead oxide during sintering.
8. The pellet was heated to 600oC for 2 hours to release the binder and it was weighed
before sintering.
9. The pellet was sintered at 1200oC for 2 hours and cooled slowly (3oC/min) till room
temperature
A similar process was used to process lanthanum-doped samples.
4.2 Characterization
The samples were high quality and did not show the presence of black dots or cracks. Most
of the samples showed a density between 96% and 98% (compared to theoretical density) as
depicted in Fig. 4.1 and Fig. 4.2. A drop in density is observed at low concentrations of donor
dopants. Room temperature θ−2θ coupling scannings were conducted on a Bruker D8 X-ray
diffractometer from 20o to 60o . Fig. 4.3 shows the XRD spectra of sintered PZT powders with
varying concentrations of Nb dopant. The powders were obtained by crushing the sintered
pellets in a mortar. The XRD patterns were indexed using the appropriate powder diffraction
ﬁles. No spurious peaks associated with the pyrochlore or PbO phase were detected.
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Figure 4.1: Density of PZT 50/50 with different concentrations of niobium
Figure 4.2: Density of PZT 50/50 with different concentrations of lanthanum
A few PZT samples were cracked and then thermally etched at 1050oC for 30 minutes in air.
The SEM micrographs for the surfaces for 0.1,0.2,0.5 and 1%Nb are shown in Fig. 4.4(a), Fig.
4.4(b), Fig. 4.4(c) and Fig. 4.4(d). The 0.1 and 0.2% Nb showed clear signs of porosity as was
indicated by the drop in density. The 0.5 and 1% Nb on the other hand did not show any signs
of porosity. The grain size did not change signiﬁcantly at low concentrations of donor dopants
but at higher concentrations a reduction in grain size was observed.
4.3 Hysteresis loops
The characteristics of the hysteresis loops for the different PZT sampleswere carefully analyzed.
Fig. 4.5 compares the different PZT 50/50 samples measured at different ﬁeld strengths. It is
evident that the loop becomes more open as we increase the donor-dopant concentration. Fig.
4.6 demonstrates the opening of the hysteresis loop for each of the samples while increasing
the ﬁeld strength. The effect of quenching and furnace cooling on the hysteretic behavior
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Figure 4.3: X-ray diffraction of PZT 50/50 peaks with different concentrations of Nb
of materials with different concentrations of donor dopants is analyzed. Since quenching in
water results in a much faster cooling rate compared to furnace cooling, samples are likely to
exhibit different domain conﬁgurations in either case. For pure PZT 50/50 quench cooling
resulted in the opening of the hysteresis loop as depicted in Fig. 4.7. On the other hand,
samples with 1%Nb showed near identical hysteresis loops for quench cooling and furnace
cooling.
4.4 Summary
High-quality samples of pure and donor-doped PZT were prepared and characterized. At low
concentrations of donor dopants we observe the presence of porosity and lack of densiﬁcation.
Very similar results have also been observed by Hammer and Hoffmann [129, 130]. The
densiﬁcation during sintering depends on volume diffusion which in turn is affected by
the vacancy concentration. In undoped pure PZT, it is highly likely there exists an intrinsic
concentration of lead and oxygen vacancies due to the evaporation of lead oxide. The presence
of lead vacancies especially allows volume diffusion to occur and hence pure PZT has a
density of more than 97%. The addition of small amounts of donor dopants likely reduces the
concentrations of vacancies in two possible ways. As suggested by Hammer and Hoffmann,
these donor additives may directly occupy lead vacancy sites at low concentrations. In Chap.
9 we also propose that donor dopants suppress the evaporation of lead oxide and therefore
reduce the number of lead and oxygen vacancies created due to this evaporation process.
Using either explanation, we feel that a reduction of vacancy concentration is the likely
mechanism for the observed behavior at low donor dopant concentration.






Figure 4.4: SEM micrographs for (a) 0.1 (b) 0.2 (c) 0.5 and (d) 1.0%Nb.
the sample is quenched or furnace cooled. At high temperatures in the cubic phase, vacancies
and defect associates are randomly oriented homogeneously throughout the sample. When
the sample is cooled slowly in the furnace two phenomena are likely to happen. First, polar
defect associates align with the surrounding lattice polarization and stabilize certain domain
orientations. Second, mobile defects such as oxygen vacancies may tend to migrate to domain
walls. The pinning of domain walls results in inhibited domain wall movement characterized
by a closed hysteresis loop as observed in furnace cooled pure PZT.
However, when the sample is quenched we observe an open hysteresis loop which is explained
by increased domain wall mobility. This is because due to the fast cooling rate the defect
25
Chapter 4. Preparation and characterization of PZT ceramics

































































Figure 4.5: Hysteresis loops of PZT 50/50 as a function of dopant concentration at an electric
ﬁeld of (a) 20kV/cm (b) 30kV/cm (c) 40kV/cm.
associates do not have time to align with lattice polarization, and oxygen vacancies also do
not have sufﬁcient mobility to migrate to domain walls at lower temperatures. The fact that
the hysteresis of 1%-donor doped samples does not show any dependence on cooling points
to the fact that donor doped samples do not possess mobile polar defects and they also have
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Figure 4.6: Opening of hysteresis loops for different dopant concentrations: (a) Pure PZT 50/50






































































Figure 4.7: Hysteresis loops after quenching and furnace cooling for different dopant concen-
trations: (a) Pure PZT 50/50 (b) 0.2% Nb (c) 1.0%Nb .
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5 Ordered defect complexes and interac-
tion with 180o domain walls
This chapter investigates the nature of defects/defect associates in acceptor-doped, pure and
donor-doped PbTiO3 and also shows how these entities interact with 180o domain walls. Lead
titanate is chosen because it is an end member of the most important family of piezoelec-
tric and ferroelectric solid solutions (e.g., Pb(Zr,Ti)O3 and Pb(Mg1/3Nb2/3O3-PbTiO3) [131]
and doped PbTiO3 itself is employed in some applications [132, 133] . While Pb(Zr,Ti)O3 is
structurally more complex near its morphotropic phase boundary, it is expected to behave
as PbTiO3 on the tetragonal side of the phase diagram. Although a lot of work has been done
on the preferential alignment of metal-oxygen vacancy complexes [106,112,134], it is not yet
clear whether lead-oxygen divacancies (presumed to be the most common defects in pure
lead titanate and in PZT) display similar behavior. We also look at defect associates involving
donor substitutional so as to compare how they differ in comparison to defects in pure and
acceptor doped PbTiO3.
5.1 Iron-oxygen vacancy defect associate
For the calculation of the acceptor-oxygen vacancy defect associate, one Ti atom in the 3*3*3
supercell was replaced by a Fe atom and the stability of oxygen vacancies at different positions
with respect to the Fe atom was investigated. EPR experiments have shown that iron is in
the trivalent state [60] and hence the substitutional defect is negatively charged. Recently,
ﬁrst-principles calculations have also conﬁrmed that oxygen vacancies are doubly (positively)





(Kröger-Vink notation, where prime symbol denotes -1 charge and dot +1 charge relative to
the charge of the host ion) are performed with a net positive charge +1. Fig. 5.1(a) shows the




O defect associate along the direction of polarization, Fig.
5.1(b) shows the equatorial conﬁguration and Fig. 5.1(c) anti-apical conﬁguration The lowest
energy conﬁguration is the one in which the defect associate is oriented in the direction of





associate has a higher energy than the anti-apical state, suggesting that elastic effects are
also important and the highest energy conﬁguration is the one in which the two defects are
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separated from each other (not shown). These results shows that the two defects indeed are
driven to form a defect associate rather than remaining separated. All these calculations are in
agreement with those performed by Erhart et al. [106], and with both the bulk stabilization
effect of defect associates and the symmetry conforming mechanisms [45,135].
Aging is then related to the time it takes for oxygen vacancies to hop from randomly oriented
conﬁgurations to the aligned conﬁguration below the Curie temperature, and deaging is the
electromechanical process required to reverse this alignment process. Morozov et al. [67]
observed that the AC conductivity for iron-doped PZT is a temperature-dependent Arrhenius
process. The activation energy for this process was experimentally determined to be between
0.6 and 0.8 eV, in agreement with what was observed in deaging.
In order to verify if the energetics for oxygen vacancy migration matches that of conductivity
and ageing we calculated all relevant barriers using nudged elastic-band calculations [136],
and a minimum energy pathway was identiﬁed for the diffusion of the oxygen vacancy from
the aligned state (Fig. 5.1(a)) to the equatorial state (Fig. 5.1(b)). Fig. 5.2 shows the potential
energy surface for this process, with an activation energy of 0.89 eV in good agreement with
Morozov et al. [67]. This value is slightly higher than the the barrier energy calculated very
recently by Erhart et al. [134] (0.84 eV); the small discrepancies likely due to differences in
pseudopotentials utilized.
(a) (b) (c)




O defect associates in PbTiO3. The lattice
polarization is along the positive z direction, as shown by the black arrow, while the expected
defect polarization in each conﬁguration is indicated by the small dashed arrow. (a) The apical




O defect associate oriented in the direction of lattice
polarization. Magnetization is 3 Bohr mag/cell (b)In the equatorial state, the defect associate
is oriented perpendicular to the lattice polarization. The energy of this conﬁguration is 0.52 eV





O oriented in the opposite direction has an energy of 0.38 eV higher than the
ground-state. Magnetization is 3 Bohr mag/cell
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Figure 5.2: Energy barrier for the hopping of an oxygen vacancy from the apical to the equato-
rial conﬁguration.
5.2 Lead-oxygen divacancy
Due to easy formation of lead and oxygen vacancies [103] in lead-based perovskites it is very




O divacancy could exist in an undoped material [137]. However, the
structure of this divacancy is still controversial. Some authors claim the nearest-neighbor
conﬁguration to be the most stable [138], while others claim the two vacancies to be located
further apart [139]. Cockayne et al. [138] calculated the polarization of the nearest-neighbor
divacancy using the Berry-phase approach [96] and found it to be three times the bulk polar-
ization. Here, we study the stability of different conﬁgurations of the lead-oxygen divacancy
to understand its interactions with domain walls. The supercells were charge neutral since
the lead vacancy is doubly (negatively) charged and the oxygen vacancy is doubly (positively)
charged. Our calculations reveal that the next-nearest-neighbor apical conﬁguration to be the
ground-state, as shown in Fig. 5.3(a). The nearest neighbor apical conﬁguration depicted in
Fig. 5.3(b) is the next most stable. The equatorial conﬁguration also shows a tendency to align
along the polarization, as shown in Fig. 5.3(c), while the equatorial conﬁguration opposing the
polarization depicted in Fig. 5.3(d), is the least stable. Hence, we see a similarity between the








O defect associate, where these defects are
oriented preferably in the direction of polarization, explaining why nominally pure material
containing lead and oxygen vacancies behave like hard, acceptor-doped materials.
5.3 Donor-lead vacancy defect associate
Donor-doped PZT is thought to be charge compensated by the formation of lead vacancies
[40, 137, 140]. Currently, this defect complex has not been characterized although many










investigated earlier. For this system the supercell has a net negative charge, assuming the
lead vacancy to be doubly negatively charged and the niobium substitutional defect to have a
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(a) (b) (c)
(d)




O defect associate relative to the lattice polar-
ization shown with the black arrow. The expected defect polarization in each conﬁguration is





O divacancy is the ground-state structure. In this case there is a component of polariza-
tion pointing in the positive z direction which is the direction of the lattice polarization. (b)
Nearest-neighbor apical conﬁguration = 0.17 eV. In general it was observed that the oxygen
vacancy prefers to be on an apical site. (c) Nearest-neighbor equatorial conﬁguration = 0.30
eV. Even in this case, theres is a component of polarization pointing in the positive z direction.
(d) Nearest-neighbor equatorial conﬁguration with opposite polarization = 0.63 eV.
single positive charge. Fig. 5.4 shows the different conﬁgurations of the defect associate along
with the relative differences in energy with respect to the ground-state. Fig. 5.4(a) depicts a
schematic representation of the defect complex oriented along the direction of polarization,
with the niobium substitutional defect at the center of the supercell. The conﬁguration
which is oriented away from the direction of polarization is shown in Fig. 5.4(b), and a
conﬁguration in which the two defects are located further away from each other is presented
in Fig. 5.4(c). From these results we ﬁnd that the selectivity for different conﬁgurations is
much less than in acceptor-doped materials. Partial alignment for the defect associate in
the direction of polarization is only 0.06 eV lower in energy than when oriented away from
the bulk polarization. Even more interestingly, we ﬁnd that that this defect complex is not
tightly bound, unlike the acceptor defect associate, with a formation energy of just 0.04 eV
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(Fig. 5.4(c)). EPR studies on Gd donor-doped soft PZT also seem to show no coupling with
lead vacancies [141], and our results on PbTiO3 agree well with this observation.





Pb defect associate ori-






Pb defect associate is ori-
ented away from the direction of lat-
tice polarization. It has an energy of
just from polarization 0.06 eV higher
than the ground-state.
(c) Dissociated defects = 0.04 eV
higher than ground-state.




Pb . There is almost no difference in the energy
between the conﬁguration oriented in the direction of lattice polarization (a), and the one
oriented away from the polarization (b). Furthermore, this defect associate does not have
signiﬁcant binding energy as, shown in (c).
5.4 Defect interactions with 180o domain walls
In order to investigate the effect of dopants on domain walls, the structure and formation
energy of a 180o domain wall in pure PbTiO3 was calculated. Fig. 5.5 shows the schematics for
this domain wall, centered on the (100) plane of lead and oxygen atoms. The formation energy
is 116 mJ/m2 and the barrier energy for the movement of the domain wall from one plane to
the next is 28 mJ/m2. The titanium centered conﬁguration is the saddle point as shown in
Fig. 5.6: The energies are plotted in eV and since we know the area of the domain wall in the
supercell we report the barrier energy in mJ/m2. The barrier energies reported here are slightly
lower than those obtained by Meyer et al. [112], because in the present case the nudged elastic
band is used to ﬁnd the minimum energy pathway for domain wall movement, rather than
using ﬁxed atomic position calculations. This 180o domain wall is extremely sharp, extending
only one unit cell in either direction of the interface before recovering bulk positions. We
would like to highlight an interesting feature regarding the movement of a 180o domain wall.
From Fig. 5.6, we see that the barrier energy for the movement of a domain wall is slightly
asymmetric. The is because, due to periodic boundary conditions, the domain walls interact
with each other. Speciﬁcally, during the movement of the domain wall it feels a slight repulsion
from the adjacent domain wall. We observed that compressive strains decreased the repulsion
of 180odomain walls with each other while tensile strains enhanced this repulsion.
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To see how this barrier energy is affected by the presence of ordered defects, we repeated the
nudged elastic band calculations with ordered defects at the domain wall. The supercell was
similar to that shown in Fig. 5.5 but the dimensions in the y and z direction were doubled,
with supercells made by 6*2*2 primitive cells.
Figure 5.5: Schematics of a 180o domain wall supercell with arrows showing the direction of
lattice polarization in each cell.
Figure 5.6: Energy barrier for the movement of the domain wall across one unit cell calculated
using the nudged elastic band method. The three domain conﬁgurations (from left to right)
correspond to starting,intermediate, and ﬁnal positions respectively.













O defect associate is oriented in the +z direction (as depicted in Fig.




O defect associate also has a component in this direction (as shown in
Fig. 5.3(c).
Fig. 5.7 shows a schematic representation of the movement of the domain wall across the
unit cell containing a defect associate. Once the domain wall moves, the defect polarization is
oriented in the opposite direction of the lattice polarization. The nudged elastic band method
is used to calculate the minimum energy pathway for this process. Fig. 5.8 depicts the energy
barrier in the presence of defects, compared to the pure undoped case.
It is clear that there is an asymmetry in the barrier energy in both defect cases because of the
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(a) (b)
Figure 5.7: Schematics of the movement of the domain wall in the presence of a defect
associate, whose position and polarization are represented by the small dashed arrow. (a)Initial
state of supercell with the defect oriented in the direction of the cell polarization. (b)Final
state after domain-wall motion where the defect is now oriented in the opposite direction to
cell polarization.















Iron-oxygen vacancy defect associate
Figure 5.8: Energy barrier for the movement of a domain wall in the presence of different
defects.





also has a strong effect on the height of the barrier for the movement of the domain wall. To
understand better the energy proﬁle across the entire supercell, further calculations were
performed to ﬁnd out the position of these defects relative to the domain wall. Fig. 5.9 shows




O defect associate with
respect to the domain wall. The numbers on the x axis represent different conﬁgurations
which vary in relative positions to this domain wall, as shown in Fig. 5.10. Position -1 and
Position 0 represent conﬁgurations in which the defect polarization and lattice polarization
are in the same direction, while Position 1 and Position 2 are conﬁgurations in which the two
polarizations are in opposite directions; both Position 0 and Position 1 are at the interface of
the domain wall. There are two main observations to be made from these calculations: First, a
defect associate is least stable at the interior of the domain with opposing polarization. This
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indeed points to the presence of a strong internal ﬁeld effect which forces the domain wall to
move. Second, the defect associate is more stable at the interface of the domain wall, rather
than the interior of the domain with the same polarization direction. Hence it seems pinning
is a combination of both bulk and domain wall effects.




O defect associate and a similar proﬁle was
obtained (Fig. 5.11). The reduction in energy at Position 2 arises from the fact that the pinning
force is so high that the domain wall will shift its position relative to the defect. This result also
agrees with strong domain-wall pinning observed in undoped PZT. To complete the study we
also calculated the relative stability of isolated defects relative to the domain wall. In general,
it was observed that all defects prefer to be at 180o domain walls. He and Vanderbilt [56]
argued initially that neutral oxygen vacancies are more stable at such domain walls, but it has
since been shown that oxygen vacancies with a double positive charge are the most stable
moiety [103]. Neutral oxygen vacancies have a formation energy of around 10 eV [56] but
doubly charged oxygen vacancies have been reported with a formation energy of just 0.28
eV [103] or even as low as -3.76 eV [104]. Hence, doubly positive-charged oxygen vacancies are
investigated in this study. Fig. 5.12 shows the relative stability of the various oxygen vacancies
(i.e x-VO , y-VO and z-VO) at different positions from the domain wall. Energies are plotted
with respect to the ground state of an oxygen vacancy in the z direction at the domain wall
(z-VO). From this potential energy surface we see that all types of oxygen vacancies have a
lower energy at the domain wall. Fig. 5.13 shows a similar plot for a lead vacancy, a niobium
defect on the titanium site, as well as a lanthanum defect on the lead site. All these isolated
defects also have a lower energy at the domain wall. The energy difference between Position 0
(Fig. 5.10(b)) and Position 2 (Fig. 5.10(d)) is taken as a rough estimate of the pinning energy
of a defect and Fig. 5.14 summarizes the pinning energies of defects and defect associates.
Considering just the isolated defects, it can be seen that the oxygen vacancies (particularly
z-VO and x-VO) have the greatest attraction to the domain wall and are hence the strongest










O divacancy could be an even stronger pinning center. As mentioned earlier, we could
not calculate the pinning energy for this defect associate because of the movement of the
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O relative to the
domain wall. The labels -1,0,1 and 2 are explained in Fig. 5.10. The solid curve shows the
NEB calculation for the local movement between Positions 0 and 1. The dashed lines are only
guidelines for the eyes.
(a) Position -1 (b) Position 0 (c) Position 1 (d) Position 2
Figure 5.10: Conﬁgurations which differ in relative distance between defect and domain wall.
The defect positions and polarizations are represented by the small dashed arrows.
5.5 Summary
In Fe acceptor-doped PbTiO3, a defect associate is formed between the iron substitutional




O). This defect associate aligns in the direction
of the bulk polarization; this alignment is due to both electrostatic and elastic effects. The
polarization direction of the defect associate can be changed by hopping of oxygen vacancies,
and nudged elastic band calculations reveal that the activation energy for this process (0.8 eV)
matches that of the experimentally determined AC conductivity and deaging process in hard
PZT (0.89 eV). A similar ordering phenomena is also observed in the case of the lead-oxygen
divacancy. However, in the case of Nb donor-doped PbTiO3, the defect associate between the
niobium substitutional defect and lead vacancy shows no binding energy and no preferential




Pb defect associate is unlikely to exist and
even if such defect complexes exist, it is clear that they do not interact strongly with the lattice
polarization. It was also observed that ordered defect associates have a very strong effect on
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O relative to the
domain wall. The solid curve shows the NEB calculation for the local movement of domain
wall between Positions 0 and 1. The reduction in energy for Position 2 is because the pinning
strength is so high that it forces the domain wall to move towards the defect.
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Figure 5.12: Stability of oxygen vacancies at different distances from the domain wall.
180o domain walls. They are not only more stable at domain walls but they also exhibit the
characteristics of a random ﬁeld defect, i.e. they break the degeneracy of polarization states to
prefer a certain orientation. Oxygen vacancies, lead vacancies, niobium substitutional defects,
and lanthanum substitutional defects are also more stable at domain walls. Amongst isolated
defects, oxygen vacancies showed the greatest preference to be at domain walls. However,
defect associates showed 3 times higher pinning strength compared to lone oxygen vacancies.
Finally, it is clear from this work that oxygen vacancies are key in forming polar defect com-
plexes leading to pinched hysteresis loops and aging in both undoped and hard PZT. It is
also shown that both the “bulk effect” and “domain-wall effect” are likely to contribute to the
hardening phenomenon. The fact that polar defect associates are more stable at 180o domain
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Figure 5.13: Stability of lead vacancy, substitutional niobium defect and substitutional lan-
thanum defect at different distances from the domain wall. The energies are plotted with
respect to the ground-state structure in each case.















Figure 5.14: Pinning energies (see text for deﬁnition) of defects and defect associates.
walls has interesting consequences. It may explain why nano-domains are observed in Fe
doped bulk ceramics [142]. The possibility of tuning domain size and domain orientation
by the orientation of defect dipoles is technologically intriguing: Controlled nanodomains
could produce higher density FeRAM storage devices. It may also give rise to the possibility of
stabilizing charged domain walls which would otherwise be unstable.
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6 Bloch walls in PbTiO3
The change of an order parameter, like the polarization, over an interface can occur in a variety
of ways. We can classify the resulting structures into 3 different types of interfaces/domain
walls, as shown in Fig. 6.1. In an Ising wall, the polarization vector diminishes in magni-
tude close to the wall but does not rotate. In a Bloch wall, the polarization vector rotates
along/within the plane of the domain wall. In a Néel wall, the polarization vector rotates
perpendicular to the plane of the domain wall. Ferroelectric oxides were generally thought
to possess domain walls of the Ising type [112]. Over the past few years, however, there have
been a few theoretical predictions of the presence of Bloch and Néel components in some
ferroelectric materials and heterostructures [143,144]. Behera et al. [144] showed the pres-
ence of a vary small Néel component in the ferroelectric 180o domain walls of PbTiO3 while
Taherinejad et al. [145] showed the presence of Bloch components in 180o domain walls of
rhombohedral BaTiO3
Figure 6.1: Different types of domain walls (a) Ising, (b) Bloch, (c) Néel, and (d) mixed Ising-
Néel type [143].
In this chapter we will carefully examine the structure of 180o domain walls in PbTiO3, ﬁnding
a strong Bloch component of polarization, in contrast with earlier work [112,144].
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An 8*1*1 supercell was constructed with the ground state structure of lead titanate. We also
performed a few calculations with a 24*1*1 supercell to verify convergence of our atomic
positions. A schematic of the domain wall is shown in Fig. 6.2. The polarization vector is
depicted by green arrows and a rotation of polarization at the domain wall is clearly visible.
The effective polarization per unit cell is calculated using Born effective charges calculated
for a single unit cell of PbTiO3, as shown in Tab.6.1. These are in good agreement with
literature [146]. We used a Ti-centered unit cell for the calculation of the local polarization.
The spontaneous polarization of lead titanate is in the +Pz and -Pz in the two domains. The
Bloch component of polarization is in the +y direction. Fig. 6.3 shows the variation of Pz and
Py components along the supercell.
From Fig. 6.3 we see that the Bloch component of polarization is conﬁned to two unit cells,
with the local displacement of individual atoms in the vicinity of the domain wall shown in
Fig. 6.4. The Bloch domain wall is mostly localized on a plane of Pb and O atoms and the
displacement of the lead atom and of the equatorial oxygen pz Wannier function are the
most prominent [147] features. The lead atom is displaced in y direction by 0.14 Å relative
to its high symmetry position in the Ising wall. The Bloch wall is mainly localized to a single
Pb-O plane separating the two domains and one may even label this as a two dimensional
ferroelectric state. However, in order to classify as a ferroelectric state one should be able to
switch polarization from the +y direction to the −y direction.
To verify this, we performed a nudged elastic band calculation to calculate the energy barrier
needed to switch between the Ising state and the Bloch state of the domain wall. The energy
landscape is extremely ﬂat and the energy difference between the Bloch and Ising states is
less than 1 meV per 8-atom cell as shown in Fig. 6.5. The polarization for all the images
was calculated using the Berry-phase approach. The ﬂatness of this potential energy well
implies that at higher temperatures the Bloch polarization is likely to be on average zero due
to thermal ﬂuctuations.
We looked at development of the Bloch state w.r.t different strains for the lattice parameters
a and c. This is done by looking at the displacement proﬁle for the lead atoms at different
strains, as depicted in Fig. 6.6 and Tab. 6.2. We see that tensile strains on the lattice parameter
are very effective in increasing the Bloch component of polarization. Tensile strains on the c
axis and compressive stresses on the a lattice parameter suppress the displacement of lead
atoms. Fig. 6.7 illustrates the effect of strain on the energy barrier needed to switch between
the Bloch and Ising states. We see that one may stabilize the interfacial ferroelectric state
by increasing the c/a aspect ratio. Perhaps, by depositing on a suitable substrate, one may
stabilize the Bloch domain wall in PbTiO3 even at higher temperatures. Another interesting
avenue to explore would be to observe the effects of solid solution alloying on the stability
these types of Bloch domain walls.
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Atom Zxx (Å) Zy y Zzz
Pb 3.75 3.75 3.43
Ti 6.19 6.19 5.2
Oeq -2.63 -5.18 -2.07
Oax -2.14 -2.14 -4.48
Table 6.1: Born effective charges calculated on the ground state tetragonal unit cell of PbTiO3.
Figure 6.2: Relaxed structure of the domain wall supercell showing rotation of polarization
at the domain wall. The displacement of the lead atom at the domain wall (PbDW ) in the y
direction is clearly visible.
Figure 6.3: The variation of the Pz and Py components of polarization along the supercell. The
development of the Py component of polarization at the domain wall is indicative of the Bloch
type of wall.
6.1 Bloch walls in PZT
Recently, Yudin et al. [148] have explored the stability of Bloch walls in the vicinity of the
morphotropic phase boundary using phenomenological methods. The addition of zirconium
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 wannier function center of O-eq
Figure 6.4: Displacements of different atoms across the domain wall. The anomalous strong



























Figure 6.5: Change in polarization and energy when switching from an Ising state to a Bloch
state.
to PbTiO3 increases the a lattice parameter while more or less maintaining the same c lattice
parameter. There is approximately a 4% increase in the a lattice parameter for tetragonal PZT
50/50 [149] compared to case of PbTiO3. Based on this information and the results of the
previous section, we would expect a strong Bloch polarization in PZT as well. We constructed
an 8*2*2 supercell with an ordered checkerboard structure of zirconium and titanium atoms.
The lattice parameter a and c/a ratio was kept at the ambient temperature experimental
value [149]. Once the forces were minimized, we observed a strong displacement of the lead
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+2% strain on lattice parameter a
+1% strain on lattice parameter a
-1% strain on lattice parameter a
+1% strain on c axis
-1% strain on c axis
Figure 6.6: Displacement of the lead atom with respect to different strains on the a and c
lattice parameters.














+1% strain on lattice parameter a
-1% strain on lattice parameter a
+1% strain on c axis
-1% strain on c axis
Figure 6.7: Energy barrier to switch between Ising and Bloch walls at different strains.
6.2 Piezoelectric properties
Polarization rotation has long been shown to increase piezoelectric properties [150]. For
example, the presence of a ﬂat energy landscape at the morphotropic phase boundary of PZT
is known to be responsible for enhanced properties [151]. Since the energy landscape for
the rotation of polarization at the PbTiO3 domain wall is extremely ﬂat, it was of interest to
calculate the piezoelectric properties of Bloch domain walls. The spontaneous polarization,
Py , of the Bloch wall is in the y direction and we calculated the polarization response in the
y direction due to a strain applied in the same direction, i.e. the longitudinal piezoelectric
constant. We calculate ﬁrst e33 for the 5 atom unit cell of PbTiO3 that is 4.5 C/m2 in good
agreement with experimental values of e33 which range from 3.35 C/m2 [152] to 5.0 C/m2 [153].
The piezoelectric coefﬁcients are calculated by performing Berry-phase calculations as a
function of small tensile strains from the initial equilibrium conﬁguration.
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Strain Lead atom displacement (Å) Polarization (e.bohr/Vol)
0 strain state 0.14 3.27
+1% strain on lattice parameter a 0.22 5.39
+2% strain on lattice parameter a 0.35 7.29
-1% strain on lattice parameter a 0.02 0.5
+1% strain on c axis 0.005 0.168
-1% strain on c axis 0.13 3.47
Table 6.2: Lead displacements for different strains on the a and c lattice parameters of lead
titanate
For the domain wall calculations we used 8*1*1 and 24*1*1 supercells. The respective e22
values were 6.3 C/m2 and 1.72 C/m2. It is important to note that the main contribution to
the piezoelectric constant arises mainly from the domain wall, hence the total piezoelectric
constants go down as we reduce the density of domain walls. However, it is interesting to
note that an 8*1*1 domain wall supercell is sufﬁcient to produce an effective longitudinal
piezoelectric constant higher than that of bulk lead titanate. Hence a dense array of patterned
domain walls can producer a higher piezoelectric response than mono-oriented ﬁlms of lead
titanate PbTiO3.
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7 90o “neutral” walls in PbTiO3 and
interactions with defects
The interaction of oxygen vacancies with domain walls has long been thought to be responsible
for inﬂuencing the properties of ferroelectric materials. For example, the orientation of metal-
oxygen vacancy defect associates causes the phenomena of “aging” in doped ferroelectric
ceramics [43,49,154]. The ordering of oxygen vacancies is believed to be one of the causes
behind the phenomenon of ferroelectric fatigue [102, 155]. More recently, Sluka et al. [29]
suggested that oxygen vacancies accumulate at tail-to-tail charged domain walls in BaTiO3.
Becher et al. [123] showed how coupling of oxygen vacancies with domain walls in SrMnO3
altered the conductive properties of the wall with respect to the bulk. Surprisingly, no ﬁrst-
principles calculations have yet been reported on the interaction of 90o domain walls with
oxygen vacancies in PbTiO3 or PZT (lead zirconate titanate), despite the latter being the
technologically most relevant ferroelectric material.
In this chapter we ﬁrst report observations on the structure of the 90o domain wall in PbTiO3.
A structural asymmetry in lattice parameter variation across the domain wall is shown. We
then investigate the interaction of such walls with different types of oxygen vacancies. The
possible pinning mechanisms involving oxygen vacancies are studied.
7.1 Structure of 90o domain wall
We performed calculation on a 60-atom supercell containing two 90o domain walls. The
construction of the cell is similar to that reported by Meyer and Vanderbilt [112]. In our
simulation, the dimensions of the supercell were approximately 8.8a*a*1.45a (where a is
the lattice parameter of 3.87 Å). We then looked at the lattice parameter variation across
the supercell by measuring the Pb-to-Pb distance along a particular direction. Hence, as
we move across the domain wall, one would expect a smooth inversion of the a− c lattice
parameters [113] (due to the 90o rotation at the wall). However, from Fig. 7.1(a) it is seen
that this variation is not smooth at all and it is not symmetric with respect to the plane of the
domain wall. We deﬁne the “tail” part as the side of the domain wall in which the polarization
vector is pointing away from the wall. The “head” refers to the part in which the polarization
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is pointing into the domain wall. We observe a large discontinuity of the lattice parameter
variation at the domain walls; speciﬁcally at the “tail” part of the domain wall there is a sharp
dip in the a−c transition and a small peak in the c−a transition. This leads to an unit cell with
large c/a ratio of 1.11 close to the domain wall. In comparison, the right side of the domain
wall (i.e. the head part) shows a very smooth variation of the lattice parameter. Calculations
were also performed for longer supercells (upto 240 atoms) to verify that this discontinuity
is independent of cell size. Earlier calculations by Meyer and Vanderbilt [112] showed the
presence of a step in the electrostatic potential across the 90o domain wall leading to a band
offset of 0.15-0.2 eV. The structural asymmetry reported in this work is likely a manifestation
of the presence of bound charges at the 90o domain wall.
Probe-corrected scanning transmission electron microscope (STEM) was used to identify this
asymmetry experimentally. PZT 10/90 (10% zirconium and 90% titanium) thin ﬁlms were
prepared for this purpose; the details of the sample preparation are mentioned in a recent
work by Feigl et al. [35]. The ﬁlms are 160 nm thick, likely sufﬁcient to minimize substrate
effects. The cross-sectional PZT 10/90 specimens used for electron microscopy were prepared
by conventional methods including grinding, dimpling, polishing and milling by argon ions.
The atom-resolved high-angle annular-dark-ﬁeld (HAADF) experiments were performed on a
probe-corrected FEI Titan 80-200 microscope, operated at 200 kV. Two-dimensional Gaussian
proﬁle ﬁtting to each individual Pb column was used to determine the lattice parameters from
the HAADF-STEM image.
Fig. 7.1(b) shows the lattice parameter variation across the domain wall measured in the
PZT 10/90 thin ﬁlm. This material is also tetragonal and has lattice parameters very close to
those of PbTiO3 as evident by the y-axis on both Fig. 7.1(b) and Fig. 7.1(a). Comparing with
ﬁrst-principles results we see the same dip in the a− c transition (red circles) and we see a
sharper peak than that predicted theoretically in the c−a transition (blue squares). The c/a
ratio of the unit cell (both experimental and ﬁrst-principles) is presented in Fig. 7.2. We see
quantitative agreement between the experimental and computational results.
These highly accurate measurements verify the presence of this asymmetry in the 90o domain
wall structure. Stemmer at al. [113]were the ﬁrst to observe the structure of the 90o domainwall
in PbTiO3 using conventional high-resolution transmission electron microscopy. However, the
accuracy of such measurements was much lower and they predicted a continuous symmetric
lattice parameter variation. On closer inspection of their data points we see hints of this
discontinuity, which were veriﬁed by our more accurate STEM measurements.
Although this observation might seem surprising at ﬁrst, reasons for it become clearer when
considering the inherent asymmetric nature of most ferroelectric interfaces and surfaces. Let’s
consider a ferroelectric thin ﬁlm with polarization pointing out of the plane of the ﬁlm. This
positively charged surface will show the presence of ionic reconstructions to minimize the
bound polarization charge on the surface. Once the polarization is reversed, the surface will
restructure in a completely different way. This was best illustrated in the recent work by Saidi
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Figure 7.1: (a) Variation of the lattice parameter across the domain wall as found in ﬁrst-
principles calculation on PbTiO3. The shaded green region represents the approximate region
of the domain wall and the black arrows show the general direction of polarization in each
domain. (b) Experimental measurements on PZT 10/90 thin ﬁlm. (c) Atom-resolved HAADF-
STEM image of a,c domain and domain wall viewed along [010] direction in 160 nm thick PZT
10/90 thin ﬁlm. The red arrows indicate the direction of spontaneous polarization.
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Figure 7.2: Variation of the c/a ratio across the domain wall as found in (a) ﬁrst-principles
calculation on PbTiO3 and (b) experimental measurements on PZT 10/90 thin ﬁlm.
et al. [156] on the interaction of the polarization with surface stoichiometries in PbTiO3 and
BaTiO3.
Last, we would like mention that a measurement on another region of the sample revealed
a domain wall in which a large tetragonality existed on the head side rather than the tail
side of the domain. As yet we have no clear explanation for such types of domain walls. A
detailed experimental investigation of the domainwall structure dependence onﬁlm thickness,
domain wall bending angle and presence of defects will be addressed in a future work.
7.2 Interaction with oxygen vacancies
Next, it is of interest to understand the interaction of these domain walls with oxygen vacancies.
Recent hybrid density-functional theory calculations on PbTiO3 have established the oxygen
vacancy as being doubly positively charged [104] in such ferroelectric oxides. In this work we
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look at the interaction of charged oxygen vacancies with the 90o domain walls studied above.
Due to the tetragonal symmetry of PbTiO3 there are two types of oxygen vacancies: apical (Vap )
and equatorial (Veq ). The apical vacancies, located on the apex of the oxygen octahedra, are
known to be energetically more favorable compared to the equatorial vacancies [103,104,157]
located in the equatorial plane of the octahedra. First, we looked at the stability of apical
oxygen vacancies at different positions with respect to the domain wall. The supercell studied
in the previous section is doubled in the y and z directions to avoid strong interaction of
vacancies with their periodic images and to reduce the effective planar concentration of
vacancies in the y-z plane. The energy landscape is plotted in Fig. 7.3(a) and the most stable
position of the apical oxygen vacancy (Vap ) is depicted in Fig. 7.4. Surprisingly, the ground
state oxygen vacancy position is not located exactly on the plane of the domain wall but is in
fact located on the adjacent plane (on the “tail” side of the domain wall). This result further
supports the notion that the domain wall is asymmetric and behaves more like a capacitor
with uncompensated polarization charges on either side of the wall [158]. It has also been
postulated that oxygen vacancies can stabilize strongly charged tail-to-tail domain walls [30].
Indeed, from our calculations we observe that apical oxygen vacancies are more stable on
the “tail” side of the domain rather than the “head” side. The relative stability of equatorial
oxygen vacancies is shown in Fig. 7.3(b). These are also preferably positioned on the tail side
but do not show as strong a speciﬁcity as the apical oxygens. This is mainly due to the fact
that equatorial vacancies do not interact with the polarization as strongly as apical oxygen
vacancies. Apical vacancies are even thought to invert the polarization locally [102,155] due to
these strong interactions.
Note that the ground state equatorial oxygen vacancy would prefer to migrate to an api-
cal oxygen vacancy position since the energy difference between these two position is 0.44
eV (calculated but not shown here). As mentioned before, this energy difference is due to
non-degenerate nature of apical and equatorial oxygen vacancies in tetragonal oxides. The
movement of the 90o domain wall requires short-range displacement of atoms, while the
movement of oxygen vacancies requires the migration of oxygen atoms. The two processes
have vastly different energy scales. The barrier energy for the movement of 90o domain wall
is less than 1 mJ/m2 [56](of the order of few meV per unit cell) while oxygen vacancies have
migration activation energies of up to 0.9 eV [159]. Hence, at low temperatures, the defects
are unlikely to move (or they move slowly) with respect to the domain walls. Consider a
situation in which an apical oxygen vacancy exists in one domain a few nanometers from a
90o domain wall. The movement of a domain wall across the defect will cause it to transform
into an energetically unfavorable equatorial vacancy. Hence it will oppose the motion of
the domain wall towards its direction. We can capture this situation using ﬁrst-principles
calculations as depicted in Fig. 7.5. On the right side of the ﬁgure the oxygen vacancy is
in the low-energy apical state. Close to the domain wall it is in its ground state position. If
the domain wall continues to move, the vacancy transforms to the high energy equatorial
state depicted on the left side of the ﬁgure. In other terms, the oxygen vacancy behaves both
as a “random-bond” [56,160] defect and “random-ﬁeld” [49,53] defect; It prefers to exist in
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(a) Stability of the apical oxygen vacancy at different posi-
tions along the supercell.
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(b) Stability of an equatorial oxygen vacancy at different
positions along the supercell.
Figure 7.3: Stability of two types of oxygen vacancies (Vap and Veq ) at different positions with
respect to domain wall. The domain wall is represented by the shaded green region.
certain domain orientations compared to others (random-ﬁeld) but it also prefers to exist
close to the domain wall. Based on Fig. 7.5, we may say there are two pinning regimes. Starting
from a low-temperature disordered state, there would be a spatially random distribution of
vacancies acting as random-ﬁeld defects. At higher temperatures and longer time scales,
oxygen vacancies would aggregate close to the domain wall (the global minimum) and act as
random-bond defects.
Finally, we sought to understand the effect of the ground state apical oxygen vacancy on the
local structure of the domain wall. When vacancies accumulate at the domain wall, do they
enhance/reduce the lattice parameter discontinuity at the domain wall? Fig. 7.6(a) shows the
theoretical prediction for the variation of the lattice parameter across the domain wall in the
presence of the apical oxygen vacancy on the tail side of the domain wall. The lead-to-lead
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Figure 7.4: Schematics showing the ground state positions of the apical oxygen vacancy (Vap )
and equatorial oxygen vacancy (Veq ). The large yellow spheres are lead atoms, small blue
spheres are titanium atoms, small red spheres are oxygen atoms. The plane of the domain wall
is represented by the vertical green region across the middle of the ﬁgure. Black arrows in the
ﬁgure shows the direction of polarization in each domain.
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Figure 7.5: Graph illustrating the pinning of 90o domain walls by oxygen vacancies. On the
right side of the ﬁgure the oxygen vacancy is in the low energy apical state. Close to the domain
wall, on the tail side (crystal co-ordinates 0.7) it is in its ground state position. If the domain
wall continues to move the vacancy transforms to the high-energy equatorial state depicted
on the left side of the ﬁgure.
distances are measured in the column adjacent to that containing the oxygen vacancy. We
see a much sharper peak in the c-to-a transition at the tail side of the domain wall than in
the absence of oxygen vacancy (compare with Fig. 7.1(a)). This is qualitatively similar to
experiments in Fig. 7.1(b). This seems to suggest that the structure of the 90o domain wall
observed using STEM may already be inﬂuenced by the presence of oxygen vacancies. From
Fig. 7.6(b) we see that oxygen vacancies induce a very large c/a ratio close to the domain
wall. Such a large effect is due to our relatively small supercell limiting our study to a large
vacancy concentration at the domain wall. At lower concentrations the extent of tetragonality
increment induced at the domain wall would likely be smaller in magnitude and agree more
with experimental observations.
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(a) Lattice parameter variation across the domain wall in
the presence of an oxygen vacancy.











(b) c/a ratio across the domain wall in the presence of
apical oxygen vacancy.
Figure 7.6: Effect of oxygen vacancies on the structure of the domain wall in ﬁrst-principles
calculations.





Besides oxygen vacancies there are a few other types of possible defects in undoped PbTiO3
and PZT. Due to the evaporation of lead oxide, both lead vacancies as well as lead-oxygen
divacancies are thought to be present. Fig. 7.7 depicts the stability of lead vacancies at the
domain wall while Fig. 7.8 shows the stability of a particular type of lead-oxygen divacancy at
the domain wall. We looked at divacancies between a lead vacancy and a nearest neighbor
oxygen vacancy, as shown in Fig. 7.9.
7.4 Interaction with acceptor and donor dopants
In order to complete the investigation of defects with domain walls we looked at the interaction
of domain walls with acceptor dopants (Fe) and donor dopants (Nb,La). The energy landscape
of these substitutional defects in the vicinity of this domain wall is shown in Fig. 7.10.
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Figure 7.7: Graph illustrating the pinning of a 90o domain walls by lead vacancies.
0.3 0.4 0.5 0.6 0.7 0.8 0.9































We see that acceptor dopants exhibit much stronger pinning compared to donor dopants.
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Figure 7.10: Graph illustrating the pinning of 90o domain walls by acceptor and donor dopants.
7.5 Summary
In conclusion, we observe a strong structural asymmetry at 90o domain walls in PbTiO3; this
is likely due to the polarization discontinuity predicted earlier for such interfaces [112]. We
also highlight the presence of a plane with a large tetragonality on the tail side of the domain
wall. These results indicate that modiﬁcations to the prevailing continuum theories of domain
structure in ferroelectrics are required. The plane adjacent to the domain wall on the tail
shows an attractive potential to oxygen vacancies. Due to energetically non-degenerate oxygen
vacancies, the material is likely to exhibit two types of pinning depending on temperature. In
a low-temperature disordered state, random-ﬁeld pinning is likely. At higher temperatures
and longer timescales, oxygen vacancies will accumulate on the tail side of the domain wall
and cause random-bond pinning. The presence of aggregated vacancies at the domain wall
may give rise to some unique behaviors. Conduction due to defect-mediated charge hopping
is one of the phenomena that is thought to occur at certain domain wall interfaces [118].
Using a combination of temperature and directional electric ﬁeld one may pin domain walls
in speciﬁc locations using oxygen vacancies thus paving a way for domain-patterned nano-
devices. Further calculations on the electronic properties of this wall are necessary to fully
understand and take advantage of this phenomena.
Furthermore, lead vacancies, lead-oxygen divacancies and acceptor substitutional defects also
have strong pinning effects on 90o ferroelectric domain walls. Donor substitutional defects on
the other hand display very mild pinning characteristics. These results are discussed further
in Chap. 9.
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8 Charged domain walls
The presence of electrical conductance at ferroelectric domain walls has attracted much inter-
est recently and opens the doors for nanoelectronics based on domain walls. In the seminal
paper by Seidel et al. [114], nano-scale room temperature conductivity was observed in 109o
and 180o domain walls of BiFeO3. Using density-functional theory they attributed this conduc-
tivity to the presence of a jump in the electrostatic potential at such type of walls.This sparked
extensive theoretical [161–164] and experimental [36,165,166] investigations of domain-wall
based conductivity in BiFeO3. In 2011, Guyonnet et al. [118] observed conductivity in nomi-
nally “neutral” 180o walls of PZT.
In the case of bulk BaTiO3 crystals, Sluka et al. [29] controlled the applied electric ﬁeld direction
for a particular crystallographic orientation to single out charged domain walls and eliminate
competing neutral domain-wall conﬁgurations. For many years, the existence of such charged
domain walls had been questioned, due to associated large depolarizing ﬁelds. However, Sluka
et al., showed that head-to-head 90o domain walls displayed very strong metallic conductivity
many orders of magnitude higher than the bulk. The position of such interfaces could also be
controlled by the application of an electric ﬁeld. Maksymovych et al. [167] reported tunable
metallic conductivity in nano-domains of PZT and they attributed this to charged domain
walls formed during polarization reversal. In the case of thin ﬁlms, both 180o and 90o charged
walls were present naturally in the sample without any external manipulations [168,169].
8.1 90o charged domain wall in PbTiO3
The calculation parameters were identical to that mentioned in Sec. 3.5. We ﬁrst obtained a
partially relaxed structure of a 60-atom charged domain-wall supercell as shown in Fig. 8.1.
Due to the large electric ﬁelds across the domain wall, the conﬁguration was not stable. Even
with large supercell lengths the atoms would move and collapse the structure into a single
domain state. To make progress, only the atoms in the region of the domain wall were allowed
to relax. Supercells of different lengths were constructed and their electrostatic potentials are
plotted in Fig. 8.2. We see the presence of a see-saw patterns due to the charges at the domain
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walls. The density of states did not show a clear band gap and states were also present at the
Fermi level. A projected density of states (PDOS) was then performed to pin-point any metallic
behavior. We considered 5-atom unit cells at different positions in the supercell. The unit cells
are labeled according to the legend shown in 8.1. Unit cell 1 is close to the tail-to-tail domain
wall while the unit cell 7 is close to the head-to-head domain wall. Unit cell 4 is away from
the two domain walls and displays a projected density of states very similar to bulk insulating
PbTiO3 (Fig. 8.3(b)). Unit cell 7 on the other hand has the Ti-d bands touching the Fermi level
as depicted in Fig. 8.3(c) .These are the bands which contribute to the observed quantum 2-D
electron gas. In unit cell 1 the Fermi level overlaps with the oxygen p states in the valence
band as illustrated in Fig. 8.3(a).
Figure 8.1: Schematic of a charged domain-wall supercell showing the positions of the head-
to-head and tail-to-tail domain walls. Atom 1 is located at the tail-to-tail wall while atom 7 is




















Figure 8.2: Potential across charged domain wall on supercells of different lengths.
8.2 180o charged domain wall and oxygen vacancy alignment in BaTiO3
The polarization discontinuity at these domain walls gives rise to a large interface charge
and associated electric ﬁeld which should render these walls highly unstable. Hence, some
type of charge compensation is required; either through electrons/holes or through charged
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(c) PDOS at head-to-head domain wall in the
bulk.
Figure 8.3: The projected density of states (PDOS) for different parts of the charged domain
wall supercell.
defects. Experiments by Sluka et al [30]., have shown that head-to-head domain walls are at
least partially stabilized by the appearance of a 2-D electron gas at the interface, reminiscent
of that found at LaAlO3/SrTiO3 interfaces [31]. On the other hand, tail-to-tail domain walls
displayed much smaller conductivity; the presence of charged oxygen vacancies at tail-to-tail
domain walls may explain the lower values.
Oxygen vacancies are thought to be the most abundant defects in most perovskite oxides.
Under many conditions, doubly charged oxygen vacancies have an exothermic formation
energy [104]. The mobility/migration of these vacancies results in a variety of interesting
phenomena in ferroelectrics. Such vacancies distribute inhomogeneously in the presence of an
electric ﬁeld [170–174]. Due to the symmetry-breaking ferroelectric phase transition, certain
conﬁgurations of defects and defect associates [49,61,66,105,106,134,138,141,154,175,176]
become more energetically favorable compared to others.
The atomistic interaction between defects and charged domain walls has not yet been reported
and its experimental study is exceedingly difﬁcult. To understand the compensation of charges
within nominally charged walls, it thus becomes necessary to use computational methods in
addition to indirect experimental studies. In this section we look at the behavior of clusters of
oxygen vacancies through ﬁrst-principles calculations. We show how different types of oxygen
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vacancies prefer to align along certain directions and how such clusters can help nucleate
arrays of charged domain walls in the paradigmatic ferroelectric BaTiO3.
8.2.1 Oxygen vacancy alignment
Here, we study the higher temperature tetragonal phase of BaTiO3; due to the tetragonal
symmetry, there exist two oxygen positions: The ﬁrst is the apical position (Vax) at the apex of
the oxygen cage and the second is the equatorial position (Veq ).
We investigate the structural deformations around both type of vacancies using a 3*3*3 super-
cell containing 135 atoms. In this case, since supercells contain charged defects, a compensat-
ing jellium background of opposite charge is automatically included to remove electrostatic
divergencies. In the case of the apical oxygen vacancy, there is a strong displacement of the
titanium atom (0.36 Å with respect to its initial position) in the opposite direction of the bulk
ferroelectric displacement, as shown in Fig.8.4(a), whereas for the equatorial oxygen vacancy
there is a strong displacement of the neighboring Ti atoms in the direction perpendicular to
polarization (0.21 Å with respect to the initial position), as depicted in Fig.8.4(b). The apical
oxygen vacancy is only 78 meV more stable than the equatorial oxygen vacancy and this is in
qualitative agreement with hybrid-DFT calculations by Shimada et al. [104]. What we observe
is that such charged oxygen vacancies produce much stronger distortions of the surround-
ing polarization compared to neutral oxygen vacancies. Hence, it becomes interesting to
see whether clusters of such defects would arrange themselves to optimize the electrostatic
environment.
Thus, we look whether there is a tendency for pairs of such vacancies to order themselves.
First, we compare the apical vacancy ordering in the [001] direction to the [100] direction as
shown Fig. 8.5. Note that the [001] direction is along the polarization direction while the [100]
direction is perpendicular to the polarization direction. If the two apical oxygen vacancies are
ordered along the [001] direction, there is less space for lattice relaxation due to competing
displacements of the titanium ion centered between the two vacancies. On the other hand, if
the vacancies are ordered along the [100] direction, lattice relaxation can take place easily. Due
to this, we observe that ordering along the [100] direction is 2.48 eV more stable compared to
ordering along [001].
We realize that performing a calculation involving 2 vacancies in a 3*3*3 supercell could bring
strong interactions with the periodic images of the defects. Hence, the same nearest-neighbor
conﬁguration shown in Fig. 8.5 was investigated in a 4*4*4 supercell. In this case, the energy
difference between nearest-neighbor [001] ordering and [100] ordering was 2.4 eV. This shows
that our calculations are reasonably well converged with respect to the size of supercell. Since
the calculation of absolute defect formation energies requires even larger supercells [177], we
consider here only energy differences for clusters of oxygen vacancies.
In order to see if long-range interactions are possible, we also looked at next nearest-neighbor
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interactions in the 4*4*4 supercell, as depicted in Fig. 8.6. Even though the two vacancies
are located relatively further apart, we still see strong defect interactions mediated through
large lattice displacements. For the case of next neighbor interactions ordering along the
[100] direction is 0.77 eV more favorable compared to ordering along [001]. Since 0.77 eV is
qualitatively similar to the activation energy for oxygen vacancy migration [44,59,159], we
may expect that long-range interaction and ordering may take place through oxygen-vacancy
diffusion.
Equatorial vacancies, on the other hand, are preferably ordered in the [001] direction compared
to the [100] direction, as shown in Fig. 8.7. The underlying principle of ordering is the same in
both types of vacancies, and the only difference is that apical vacancies order perpendicular to
the direction of lattice polarization, while equatorial vacancies are ordered along the direction
of lattice polarization. From these results one may suspect that apical oxygen vacancies may
nucleate tail-to-tail 180o domain walls. With this thought in mind, it is of interest to better
understand the effect of a dense array of oxygen vacancies on the polarization of surrounding
unit cells.
Figure 8.4: Displacements produced by two different types of oxygen vacancies - (a) apical
and (b) equatorial. Black arrows indicate the direction of the titanium ions displacements.
The large/green spheres are barium atoms, the smaller/blue ones are titanium atoms and the
smallest/red are oxygen atoms. The lattice polarization in all ﬁgures in this chapter is in the
[001] direction, as shown by the upward pointing translucent oxygen polyhedra, and, in this
ﬁgure, the dashed black arrow.
8.2.2 Formation of tail-to-tail domain wall
We performed calculations on a 2*2*8 supercell of BaTiO3 with one apical oxygen vacancy
located at the central longitudinal plane of the supercell as depicted schematically in Fig.8.8(a)
(the top view, is shown in Fig.8.8(b)). The columns are numbered I to IV and the oxygen
vacancy is located in the middle of column I. The initial polarization of all the columns in the
supercell is in the [001] direction. We allowed the atoms to relax to their equilibrium positions
and then observed the effect of the oxygen vacancy on neighboring unit cells. Using Born
63
Chapter 8. Charged domain walls
Figure 8.5: Aligning of apical oxygen vacancies in the (a) [001] and (b) [100] directions. Aligning
along [100] is energetically more favorable by 2.48 eV.
Figure 8.6: Aligning of next-nearest neighbor apical oxygen vacancies in the (a) [001] and (b)
[100] directions. Aligning along [100] is energetically more favorable by 0.77 eV.
effective charges calculated for cubic BaTiO3 [178], we analyzed the polarization per 5-atom
Ti-centered unit cell across all four columns. To be speciﬁc, the 8 barium atoms were chosen
as the corners of every unit cell and the titanium atoms were in the center of the 6-atom
oxygen octahedra. The displacements of each atom in this unit cell were considered with
respect to the lower basal Ba-O plane of each cell. The rows (unit cell position) are numbered
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Figure 8.7: Aligning of equatorial oxygen vacancies in the (a) [001] and (b) [100] directions.
Aligning along [001] is energetically more favorable by 2.35 eV.
according to Fig.8.8(a). The two unit cells adjacent to the oxygen vacancy (in column I) were
not considered because of the ambiguity of the polarization in the vicinity of the oxygen
vacancy. Note that using the cubic Born effective charges gives a bulk polarization of BaTiO3 of
0.27 C/m2 in good agreement with the experimental results [179] of 0.26 C/m2. Due to charge
screening effects and the localized nature of the charged oxygen vacancy (Fig.8.8(a)), the
Born effective charges should still be approximately valid for this charged supercell, although
the polarization presented here is just a convenient method to understand the structural
deformations surrounding oxygen vacancy clusters. The polarization proﬁles for columns
I, II and III are shown in Fig. 8.9. The oxygen vacancy itself is located in column I between
rows 4 and 5. The rows 1-3 are located above the vacancy, while rows 6-8 are located below the
vacancy. By symmetry, the columns II and IV display identical ionic displacements; hence, we
do not show the polarization proﬁle for column IV.
In the case of column I, the polarization is positive (+z direction) above the vacancy and
negative below the vacancy. We see that the positively charged oxygen vacancy can screen
and invert the polarization charge within the same column. However, it is interesting to see
the effect of the vacancies in neighboring columns. In the case of column II, we observe no
reversal of polarization, which remains in the +z direction. However, there is a decrease in
the magnitude of the polarization below the vacancy (rows 5-7). Hence, the oxygen vacancy
in column I cannot effectively invert the polarization in column II. However, we observe that
in the case of column III there is a complete reversal of polarization across all rows, and that
the oxygen vacancy has a much stronger effect across the [110] direction as compared to the
[100] direction. The reason for this may be related to charge screening by negatively charged
oxygen atoms. We see that there is a column of equatorial oxygen atoms separating columns
I and II. However, there is no such screening effect in the [110] direction. This observation
is very interesting as it gives insight into the polarization-switching dynamics. We see that
polarization switching is more likely to propagate along the [110] direction compared to the
[100] direction.
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Figure 8.8: (a) 180o charged domain wall separated by an oxygen vacancy in the (001) plan.
The oxygen vacancy charge density is shown by the yellow isosurface. The numbers label the
unit cell positions for calculations of the local polarization as shown later in Fig. 8.9. (b)Top
view of the (001) plane with the oxygen vacancy located in column I.
When a continuous line of two vacancies is placed on the plane, instead of just one (either in
the [110] or [100] directions) we observe complete screening and inversion of polarization.
Fig. 8.10 depicts the polarization proﬁle for the [100] case, where we observe a clear tail-to-tail
domain wall along the oxygen vacancies and a head-to-head domain wall at the boundaries of
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Figure 8.9: Polarization proﬁle across the 2*2*8 supercell studied. The oxygen vacancy is
located between rows 4 and 5. Rows 1-3 are located above the oxygen vacancy while rows 6-8
are located below.
the supercell. We see that a signiﬁcant concentration of apical oxygen vacancies are required
to create a charged 180o wall. We performed a density-of-states calculation to see if any of the
planes of this charged domain-wall supercell are metallic. Fig. 8.11 shows the the density of
states calculation for oxygen vacancies aligned continuously along [100] direction: We observe
only a slight reduction of the band gap compared to bulk BaTiO3. Hence, unlike charged 90o
domain walls, the 1800 head-to-head domain wall does not display metallic characteristics.
Since the unit cells in the vicinity of the head-to-head wall are almost unpolarized, the head-
to-head domain wall likely does not require any other form of compensation. In retrospect,
the lack of metallic behavior in the supercell allows us to investigate meaningfully structural
variations using Born effective charges.






















Figure 8.10: Polarization proﬁle across the supercell containing two vacancies aligned in
the [100] direction. The oxygen vacancies are located between rows 4 and 5. Rows 1-3 are
located above the oxygen vacancies while rows 6-8 are located below. Columns II and IV are
symmetrically equivalent to columns I and III, respectively; hence, their polarization proﬁle is
not shown.
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Figure 8.11: Density of states for a supercell containing oxygen vacancies aligned continuously
along the [100] direction (dashed red line), in comparison with the density of states of bulk
BaTiO3 (black line). Only a slight reduction in band gap is observed.
8.3 Summary
To summarize, in our calculations we observe that different types of doubly-charged oxygen
vacancies induce different lattice displacements in their vicinity. The apical oxygen vacancy
induces strong displacement in the direction anti-parallel to that of the bulk polarization, while
the equatorial vacancy induces a displacement perpendicular to the bulk polarization. We
observed that both types of oxygen vacancies have certain relative positions to accommodate
the lattice relaxation. We also consider the screening effects of apical oxygen vacancies and
show that these defects are more effective in inverting polarization along the [110] direction
compared to the [100] direction. The presence of a continuous line of oxygen vacancies
can produce complete screening of the polarization charge and induces the formation of
charged domain walls. Although such high densities of oxygen vacancies are unlikely to
appear throughout the material, one may expect clusters with large concentration of oxygen
vacancies, especially at the surfaces, thin ﬁlm interfaces, and grain boundaries. Hence, we
propose that local clusters of oxygen vacancies may help to spontaneously nucleate charged
180o domain walls. Oxygen vacancy aligning has been proposed by Brennan [180] and also
by Dawber and Scott [160]; however, this was in a phenomenological context that sought
to provide insights into fatigue in ferroelectric oxides. The present work provides further
microscopic understanding into the driving forces for clustering and for the mechanisms of
charge screening by oxygen vacancies at strongly charged domain walls by oxygen vacancies.
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9 Effect of donor dopants/defects on
softening
The addition of aliovalent dopants to PZT induces changes in the defect chemistry of the
material. The addition of acceptor dopants such as iron is thought to increase the oxygen-
vacancy concentration while decreasing the lead-vacancy concentration. Donor dopants
on the other hand are thought to increase the lead-vacancy concentration while decreasing
the oxygen-vacancy concentration. Undoped PZT may have both oxygen and lead vacancies
at different concentrations depending on the oxygen partial pressure while sintering and
also on the impurities present in the material. Quantitative and systematic measurements
of these effects on PZT are exceedingly difﬁcult. Direct experiments like positron lifetime
measurements or electron paramagnetic resonance are not easy to interpret.
In this chapter we try to understand the effect of donor dopants on the defect chemistry by
comparing ab intio calculations with experimental observations.
9.1 Effect of dopants on PbO evaporation
During the sintering process, a certain amount of PbO evaporation takes place even though
one tries to minimize this process by controlling the sintering environment/atmosphere. This
evaporation process inevitably results in the presence of oxygen and lead vacancies. Our idea
was that acceptor/donor dopants may have different effects on the thermodynamics of this
evaporation process.
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O divacany formation energy in the presence of acceptor and donor dopants.
There are three types of point defects involved in this calculation; the lead vacancy (V
′′
Pb),
the oxygen vacancy (V
..
O) and the iron substitutional defect Fe
′
Ti . These three defects may be
arranged in many different conﬁgurations. We calculated the energy for a variety of different
conﬁgurations and looked for the minimum energy conﬁguration. The ground state conﬁgu-
ration for this defect associate in the presence of iron substitutional defect is depicted in Fig.
9.1. The total energy of the ground state PbO (litharge) (EPbO) is also calculated.
Figure 9.1: Ground state conﬁguration of the lead-oxygen divacancy in the presence of iron
substitutional dopant in a 3*3*3 supercell.
The same procedure was repeated for pure PbTiO3 as well as niobium-doped and lanthanum-
doped PbTiO3. The aim of these calculations was to ﬁnd a qualitative trend in the divacancy
formation energies in the presence of different dopants. From Tab. 9.1, we see that acceptor




O divacancy. Donor dopants on the other
hand hinder PbO evaporation.
9.2 Discussion on softening
Earlier in Chap. 4, we observed the effect of small donor-dopant concentrations on the
properties of PZT. The addition of small quantities of La or Nb results in porosity, lower
densiﬁcation and higher grain size [130]. This was initially attributed to the fact that these
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donor dopants occupy pre-existing lead vacancy sites and thus reduce the volume diffusion
during sintering [129]. However, a very different behavior was observed by Morozov et al.
[64] on addition of small amounts of acceptor dopants. Speciﬁcally, the addition of even
0.1% Fe acceptor-dopant resulted in very small grain sizes and good densiﬁcation [64]. This
observation may point to the fact that volume diffusion is higher in acceptor doped materials
due to higher concentrations of lead vacancies. Indeed, based on our calculations, we see that
lead oxide evaporation is signiﬁcantly increased in the presence of acceptor dopants while it
is hindered by the presence of donor dopants.
Traditionally, it is thought that acceptor dopants cause oxygen vacancies while hindering
lead vacancy formation in order to preserve electroneutrality. While this may still be true,
the formation of divacancies through PbO evaporation is an overall neutral process. Hence,
for low dopant concentrations, samples with acceptor dopants are likely to have more lead
and oxygen vacancies compared to pure PZT. Samples with low concentrations of donor
dopants are likely to have lower lead-and oxygen-vacancy concentrations compared to pure
PZT. At higher concentrations of donor dopants, electroneutrality conditions will lead to higher
concentration of lead vacancies, while the oxygen-vacancy concentration will remain low.
This is likely the reason why higher concentrations of donor dopants show an improvement in
densiﬁcation and lower grain sizes.
Based on the results of previous Chapters, we observe that pinning of both 90o and 180o
domain walls is most likely caused by oxygen vacancies and also by polar defect associates
involving oxygen vacancies. The suppression of lead oxide evaporation by donor dopant is
likely to be the leading cause of softening. The lack of domain wall pinning, due to lower
vacancy concentrations, explains why soft materials (even with just 0.5 at% Nb or La) have an
open hysteresis loop. The lack of mobile oxygen vacancies also explains why the hysteresis
loops of donor doped material is independent of the cooling rate. Softening is indeed caused
by reduced pinning of domain walls; however one has to deviate from the simple traditional
view that donor dopants cause lead vacancies and acceptor dopants cause oxygen vacancies.
Rather, it is the opposing effects of donor and acceptor on PbO evaporation that leads to both
the hardening and softening phenomena.
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10 Conclusions and perspectives
An extensive investigation of the atomistic structure of domain walls in PbTiO3 was conducted.
Novel structural phenomena were observed both in the case of 180o and and 90o domain walls.
The interactions of these domain walls with defects and defect associates were characterized.
The behavior of oxygen-vacancy clusters and their relevance to tail-to-tail domain walls is
also reported. Based on both experimental and computational evidence we propose novel
ideas for the role of donor dopants in softening. The main results of this work may be listed as
follows:








O are likely to exist in Fe-acceptor
doped and undoped PbTiO3, respectively. These defect associates tend to align with
the direction of lattice polarization. No such defect associate is formed in donor doped
materials.
2. Both isolated defects and defect associates are attracted to 180o degree domain walls
in PbTiO3. Polar defect associates are very strong pinning centers and act as both
random-bond and random-ﬁeld defects due to their symmetry.
3. Contrary to prior reports, the 180o domain walls in PbTiO3 are shown to have a large
Bloch component for the polarization. The energy landscape for polarization rotation
is very ﬂat at the domain wall and it is sensitive to strain. Due to these characteristics,
such walls are shown to have a large longitudinal piezoelecrtic coefﬁcient.
4. An inherent asymmetry in the variation of the lattice parameter at neutral head-to-tail
90o domain walls of PbTiO3 is identiﬁed and experimentally veriﬁed using aberration
corrected high-resolution transmission-electron microscopy. Oxygen vacancies are
attracted to the tail side of the wall and act as both random-bond and random-ﬁeld
defects. The energy landscapes of other defects and defect associates in the vicinity of
90o domain walls have also been characterized.
5. The electronic structure of a 90o charged domain wall in PbTiO3 is analyzed. Due to the
strong depolarizing ﬁeld, the Fermi level overlaps with valence p-bands of the oxygen
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at the tail-to-tail wall while the Fermi level overlaps with conduction d-bands of the
titanium at the head-to-head domain wall.
6. Clusters of apical and equatorial oxygen vacancies are shown to align in [100] and
[001] directions respectively in BaTiO3. Apical oxygen vacancy alignment may result in
the formation of tail-to-tail 180o domain walls. The polarization variation due to the
presence of oxygen vacancies in such supercells is analyzed.
7. The effect of donor and acceptor dopant on PbO evaporation in PbTiO3 is determined.
Based on both experimental and computational results, acceptor dopants are shown to
increase the concentration of lead and oxygen vacancies while donor dopants hinder
the formation of such vacancies. Hence, samples with low dopant concentrations likely
have a lower vacancy concentration compared to pure, undoped PZT. The lack of oxygen
vacancies and polar defect associates allows unhindered domain wall movement in
donor-doped soft PZT.
There are some foreseeable ways in which one may improve upon the calculations presented
here. For example, we have avoided calculating absolute defect formation energies and
charge transition levels. To obtain a quantitative estimation of such values, the use of hybrid
functional [181] or many-body perturbation theory (GW) approaches is desired. Moreover,
ﬁnite-size supercell correction schemes are also extremely important for such calculations
[182]. Since we were interested in a qualitative comparison with experiments we utilized
convention LDA and PBEsol functionals but performed calculations on system sizes of up to
240 atoms.
Besides shedding light on the phenomena of softening, the results of this work indeed point
to the multi-faceted properties of domain walls. With a better understanding of the atom-
istic properties of these interfaces, one may try to capitalize on utilizing them as functional
interfaces for nanoelectronics or even photovoltaics [183]. Although it may seem currently
unfeasible, the ﬂat energy landscape observed at 180o domains may possibly be utilized as a
support for diffusion pathways in superionic materials.
.
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