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1. Introduction
Boundary value problems for nonlinear fractional differential equations have recently been addressed by several
researchers. The interest in the study of differential equations of fractional order lies in the fact that fractional derivatives
provide an excellent tool for the description of memory and hereditary properties of various materials and processes. With
this advantage, the fractional-order models become more realistic and practical than the classical integer-order models, in
which such effects are not taken into account. As a matter of fact, fractional differential equations arise in many engineering
and scientific disciplines such as physics, chemistry, biology, economics, control theory, signal and image processing,
biophysics, blood flow phenomena, aerodynamics, fitting of experimental data, etc. [1–4]. For some recent development
on the topic, see [5–19] and the references therein.
Impulsive differential equations, which provide a natural description of observed evolution processes, are regarded as
important mathematical tools for the better understanding of several real world problems in applied sciences. The theory
of impulsive differential equations of integer order has found extensive applications in realistic mathematical modelling
of a wide variety of practical situations and has emerged as an important area of investigation in recent years. For the
general theory and applications of impulsive differential equations, we refer the reader to the references [20–23]. On the
other hand, the impulsive boundary value problems for nonlinear fractional differential equations have not been addressed
so extensively and many aspect of these problems are yet to be explored. For some recent work on impulsive differential
equations of fractional order, see [24–31] and the references therein.
In this paper, we investigate the existence and uniqueness of solutions for a mixed boundary value problem of nonlinear
impulsive differential equations of fractional order α ∈ (1, 2] given by
CDαu(t) = f (t, u(t)), 1 < α ≤ 2, t ∈ J ′,
△u(tk) = Ik(u(tk)), △u′(tk) = I∗k (u(tk)), k = 1, 2, . . . , p,
Tu′(0) = −au(0)− bu(T ), Tu′(T ) = cu(0)+ du(T ), a, b, c, d ∈ R,
(1.1)
where CDα is the Caputo fractional derivative, f ∈ C(J × R,R), Ik, I∗k ∈ C(R,R), J = [0, T ](T > 0), 0 = t0 < t1 < · · · <
tk < · · · < tp < tp+1 = T , J ′ = J \ {t1, t2, . . . , tp},△u(tk) = u(t+k ) − u(t−k ), u(t+k ) and u(t−k ) denote the right and the left
limits of u(t) at t = tk(k = 1, 2, . . . , p), respectively and△u′(tk) have a similar meaning for u′(t).
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Here we remark that the boundary conditions in (1.1) interpolate between Neumann (a = b = c = d = 0)
and Dirichlet (a, d → ∞ with finite values of b and c) boundary conditions. Notice that Zaremba boundary conditions
(u(0) = 0, u′(T ) = 0) can be considered as mixed boundary conditions with a → ∞, c = d = 0. For more details on
Zaremba boundary conditions, see [32–34].
2. Preliminaries
Let J0 = [0, t1], J1 = (t1, t2], . . . , Jp−1 = (tp−1, tp], Jp = (tp, T ], and we introduce the spaces: PC(J,R) = {u :
J → R | u ∈ C(Jk), k = 0, 1, . . . , p, and u(t+k ) exist, k = 1, 2, . . . , p, } with the norm ‖u‖ = supt∈J |u(t)|, and
PC1(J,R) = {u : J → R | u ∈ C1(Jk), k = 0, 1, . . . , p, and u(t+k ), u′(t+k ) exist, k = 1, 2, . . . , p, } with the norm
‖u‖PC1 = max{‖u‖, ‖u′‖}. Obviously, PC(J,R) and PC1(J,R) are Banach spaces.
Definition 2.1. A function u ∈ PC1(J,R) with its Caputo derivative of order α existing on J is a solution of (1.1) if it
satisfies (1.1).
We need the following known results to prove the existence of solutions for (1.1).
Theorem 2.1 ([35]). Let E be a Banach space. Assume that Ω is an open bounded subset of E with θ ∈ Ω and let T : Ω → E be
a completely continuous operator such that
‖Tu‖ ≤ ‖u‖, ∀u ∈ ∂Ω.
Then T has a fixed point inΩ.
Theorem 2.2 ([35]). Let E be a Banach space. Assume that T : E → E is a completely continuous operator and the set
V = {u ∈ E | u = µTu, 0 < µ < 1} is bounded. Then T has a fixed point in E.
Lemma 2.1. For a given y ∈ C[0, T ], a function u is a solution of the impulsive mixed boundary value problem
CDαu(t) = y(t), 1 < α ≤ 2, t ∈ J ′,
△u(tk) = Ik(u(tk)), △u′(tk) = I∗k (u(tk)), k = 1, 2, . . . , p,
Tu′(0) = −au(0)− bu(T ), Tu′(T ) = cu(0)+ du(T ), a, b, c, d ∈ R,
(2.1)
if and only if u is a solution of the impulsive fractional integral equation
u(t) =

∫ t
0
(t − s)α−1
Γ (α)
y(s)ds+ (b+ d)T + (ad− bc)t
ΛT
∫ T
tp
(T − s)α−1
Γ (α)
y(s)ds
− (b+ 1)T + (a+ b)t
Λ
∫ T
tp
(T − s)α−2
Γ (α − 1) y(s)ds+ A , t ∈ J0;∫ t
tk
(t − s)α−1
Γ (α)
y(s)ds+ (b+ d)T + (ad− bc)t
ΛT
∫ T
tp
(T − s)α−1
Γ (α)
y(s)ds
− (b+ 1)T + (a+ b)t
Λ
∫ T
tp
(T − s)α−2
Γ (α − 1) y(s)ds+
k−
i=1
∫ ti
ti−1
(ti − s)α−1
Γ (α)
y(s)ds+ Ii(u(ti))

+
k−1
i=1
(tk − ti)
∫ ti
ti−1
(ti − s)α−2
Γ (α − 1) y(s)ds+ I
∗
i (u(ti))

+
k−
i=1
(t − tk)
∫ ti
ti−1
(ti − s)α−2
Γ (α − 1) y(s)ds+ I
∗
i (u(ti))

+ A , t ∈ Jk, k = 1, 2, . . . , p,
(2.2)
where
A = (b+ d)T + (ad− bc)t
ΛT
p−
i=1
∫ ti
ti−1
(ti − s)α−1
Γ (α)
y(s)ds+ Ii(u(ti))

+ (b+ d)T + (ad− bc)t
ΛT
p−1
i=1
(tp − ti)
∫ ti
ti−1
(ti − s)α−2
Γ (α − 1) y(s)ds+ I
∗
i (u(ti))

−
p−
i=1
[
(1− d)(T + at)+ b(c + 1)t
Λ
+ [(b+ d)T + (ad− bc)t]tp
ΛT
]∫ ti
ti−1
(ti − s)α−2
Γ (α − 1) y(s)ds+ I
∗
i (u(ti))

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and
Λ = (b+ 1)(c + d)− (a+ b)(d− 1) ≠ 0.
Proof. Let u be a solution of (2.1). Then, for t ∈ J0, there exist constants c1, c2 ∈ R such that
u(t) = Iαy(t)− c1 − c2t = 1
Γ (α)
∫ t
0
(t − s)α−1y(s)ds− c1 − c2t. (2.3)
u′(t) = 1
Γ (α − 1)
∫ t
0
(t − s)α−2y(s)ds− c2.
For t ∈ J1, then there exist constants d1, d2 ∈ R, such that
u(t) = 1
Γ (α)
∫ t
t1
(t − s)α−1y(s)ds− d1 − d2(t − t1),
u′(t) = 1
Γ (α − 1)
∫ t
t1
(t − s)α−2y(s)ds− d2.
Then we have
u(t−1 ) =
1
Γ (α)
∫ t1
0
(t1 − s)α−1y(s)ds− c1 − c2t1, u(t+1 ) = −d1,
u′(t−1 ) =
1
Γ (α − 1)
∫ t1
0
(t1 − s)α−2y(s)ds− c2, u′(t+1 ) = −d2.
In view of△u(t1) = u(t+1 )− u(t−1 ) = I1(u(t1)), and△u′(t1) = u′(t+1 )− u′(t−1 ) = I∗1 (u(t1)), we have
−d1 = 1
Γ (α)
∫ t1
0
(t1 − s)α−1y(s)ds− c1 − c2t1 + I1(u(t1)),
−d2 = 1
Γ (α − 1)
∫ t1
0
(t1 − s)α−2y(s)ds− c2 + I∗1 (u(t1)).
Consequently,
u(t) = 1
Γ (α)
∫ t
t1
(t − s)α−1y(s)ds+ 1
Γ (α)
∫ t1
0
(t1 − s)α−1y(s)ds
+ t − t1
Γ (α − 1)
∫ t1
0
(t1 − s)α−2y(s)ds+ I1(u(t1))+ (t − t1)I∗1 (u(t1))− c1 − c2t, t ∈ J1.
By a similar process, we can get
u(t) =
∫ t
tk
(t − s)α−1
Γ (α)
y(s)ds+
k−
i=1
∫ ti
ti−1
(ti − s)α−1
Γ (α)
y(s)ds+ Ii(u(ti))

+
k−1
i=1
(tk − ti)
∫ ti
ti−1
(ti − s)α−2
Γ (α − 1) y(s)ds+ I
∗
i (u(ti))

+
k−
i=1
(t − tk)
∫ ti
ti−1
(ti − s)α−2
Γ (α − 1) y(s)ds+ I
∗
i (u(ti))

− c1 − c2t, t ∈ Jk, k = 1, 2, . . . , p. (2.4)
Using the mixed boundary conditions Tu′(0) = −au(0)− bu(T ) and Tu′(T ) = cu(0)+ du(T ), we find that
c1 = 1[(b+ 1)(c + d)− (a+ b)(d− 1)]

−(b+ d)
∫ T
tp
(T − s)α−1
Γ (α)
y(s)ds
+ (b+ 1)T
∫ T
tp
(T − s)α−2
Γ (α − 1) y(s)ds− (b+ d)
p−
i=1
∫ ti
ti−1
(ti − s)α−1
Γ (α)
y(s)ds+ Ii(u(ti))

− (b+ d)
p−1
i=1
(tp − ti)
∫ ti
ti−1
(ti − s)α−2
Γ (α − 1) y(s)ds+ I
∗
i (u(ti))

+
p−
i=1
[(1− d)T + (b+ d)tp]
∫ ti
ti−1
(ti − s)α−2
Γ (α − 1) y(s)ds+ I
∗
i (u(ti))

,
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c2 = 1[(b+ 1)(c + d)− (a+ b)(d− 1)]T

(bc − ad)
∫ T
tp
(T − s)α−1
Γ (α)
y(s)ds
+ (a+ b)T
∫ T
tp
(T − s)α−2
Γ (α − 1) y(s)ds+ (bc − ad)
p−
i=1
∫ ti
ti−1
(ti − s)α−1
Γ (α)
y(s)ds+ Ii(u(ti))

+ (bc − ad)
p−1
i=1
(tp − ti)
∫ ti
ti−1
(ti − s)α−2
Γ (α − 1) y(s)ds+ I
∗
i (u(ti))

+
p−
i=1
[[b(c + 1)+ a(1− d)]T − (bc − ad)tp]
∫ ti
ti−1
(ti − s)α−2
Γ (α − 1) y(s)ds+ I
∗
i (u(ti))

.
Substituting the values of c1 and c2 in (2.3) and (2.4), we get (2.2). The converse of the lemma follows by a direct
computation. This completes the proof. 
3. Main results
For the sake of convenience, we set
λ1(t) = (b+ d)T + (ad− bc)t
ΛT
, λ2(t) = (b+ 1)T + (a+ b)t
Λ
,
λ3(t) = (1− d)(T + at)+ b(c + 1)t
Λ
, λ4 = |ad| + |bc|T |Λ| , λ5 =
|a+ b|
|Λ| ,
whereΛ = (b+ 1)(c + d)− (a+ b)(d− 1) ≠ 0.
Define the operator T : PC(J,R)→ PC(J,R) as
Tu(t) =
∫ t
tk
(t − s)α−1
Γ (α)
f (s, u(s))ds+ λ1(t)
∫ T
tp
(T − s)α−1
Γ (α)
f (s, u(s))ds
− λ2(t)
∫ T
tp
(T − s)α−2
Γ (α − 1) f (s, u(s))ds+
k−
i=1
∫ ti
ti−1
(ti − s)α−1
Γ (α)
f (s, u(s))ds+ Ii(u(ti))

+
k−1
i=1
(tk − ti)
∫ ti
ti−1
(ti − s)α−2
Γ (α − 1) f (s, u(s))ds+ I
∗
i (u(ti))

+
k−
i=1
(t − tk)
∫ ti
ti−1
(ti − s)α−2
Γ (α − 1) f (s, u(s))ds+ I
∗
i (u(ti))

+ λ1(t)
p−
i=1
∫ ti
ti−1
(ti − s)α−1
Γ (α)
f (s, u(s))ds+ Ii(u(ti))

+ λ1(t)
p−1
i=1
(tp − ti)
∫ ti
ti−1
(ti − s)α−2
Γ (α − 1) f (s, u(s))ds+ I
∗
i (u(ti))

−
p−
i=1
[λ3(t)+ λ1(t)tp]
∫ ti
ti−1
(ti − s)α−2
Γ (α − 1) f (s, u(s))ds+ I
∗
i (u(ti))

. (3.1)
Lemma 3.1. The operator T : PC(J,R)→ PC(J,R) is completely continuous.
Proof. Observe that T is continuous in view of the continuity of f , Ik and I∗k . LetΩ ⊂ PC(J,R) be bounded. Then, there exist
positive constants Li > 0 (i = 1, 2, 3) such that |f (t, u)| ≤ L1, |Ik(u)| ≤ L2 and |I∗k (u)| ≤ L3,∀u ∈ Ω . Thus, ∀u ∈ Ω , we
have
|Tu(t)| ≤
∫ t
tk
(t − s)α−1
Γ (α)
|f (s, u(s))|ds+ |λ1(t)|
∫ T
tp
(T − s)α−1
Γ (α)
|f (s, u(s))|ds
+ |λ2(t)|
∫ T
tp
(T − s)α−2
Γ (α − 1) |f (s, u(s))|ds+
k−
i=1
∫ ti
ti−1
(ti − s)α−1
Γ (α)
|f (s, u(s))|ds+ |Ii(u(ti))|

+
k−1
i=1
(tk − ti)
∫ ti
ti−1
(ti − s)α−2
Γ (α − 1) |f (s, u(s))|ds+ |I
∗
i (u(ti))|

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+
k−
i=1
(t − tk)
∫ ti
ti−1
(ti − s)α−2
Γ (α − 1) |f (s, u(s))|ds+ |I
∗
i (u(ti))|

+ |λ1(t)|
p−
i=1
∫ ti
ti−1
(ti − s)α−1
Γ (α)
|f (s, u(s))|ds+ |Ii(u(ti))|

+ |λ1(t)|
p−1
i=1
(tp − ti)
∫ ti
ti−1
(ti − s)α−2
Γ (α − 1) |f (s, u(s))|ds+ |I
∗
i (u(ti))|

+
p−
i=1
|λ3(t)| + |λ1(t)|tp ∫ ti
ti−1
(ti − s)α−2
Γ (α − 1) |f (s, u(s))|ds+ |I
∗
i (u(ti))|

≤ L1
∫ t
tk
(t − s)α−1
Γ (α)
ds+ |λ1(t)|L1
∫ T
tp
(T − s)α−1
Γ (α)
ds+ |λ2(t)|L1
∫ T
tp
(T − s)α−2
Γ (α − 1) ds
+
p−
i=1

L1
∫ ti
ti−1
(ti − s)α−1
Γ (α)
ds+ L2

+
p−1
i=1
T

L1
∫ ti
ti−1
(ti − s)α−2
Γ (α − 1) ds+ L3

+
p−
i=1
T

L1
∫ ti
ti−1
(ti − s)α−2
Γ (α − 1) ds+ L3

+ |λ1(t)|
p−
i=1

L1
∫ ti
ti−1
(ti − s)α−1
Γ (α)
ds+ L2

+ |λ1(t)|
p−1
i=1
T

L1
∫ ti
ti−1
(ti − s)α−2
Γ (α − 1) ds+ L3

+
p−
i=1
[|λ3(t)| + T |λ1(t)|]T

L1
∫ ti
ti−1
(ti − s)α−2
Γ (α − 1) ds+ L3

≤ (1+ p)(1+ |λ1(t)|)T
αL1
Γ (α + 1) +
[(2p− 1)(1+ T |λ1(t)|)+ p|λ3(t)| + |λ2(t)|]Tα−1L1
Γ (α)
+ (1+ |λ1(t)|)pL2 + [(2p− 1)(1+ T |λ1(t)|)+ p|λ3(t)|]L3. (3.2)
Since t ∈ [0, T ], therefore there exists a positive constant L, such that ‖Tu‖ ≤ L, which implies that the operator T is
uniformly bounded.
On the other hand, for any t ∈ Jk, 0 ≤ k ≤ p, we have
|(Tu)′(t)| ≤
∫ t
tk
(t − s)α−2
Γ (α − 1) |f (s, u(s))|ds+ λ4
∫ T
tp
(T − s)α−1
Γ (α)
|f (s, u(s))|ds
+ λ5
∫ T
tp
(T − s)α−2
Γ (α − 1) |f (s, u(s))|ds+
p−
i=1
∫ ti
ti−1
(ti − s)α−2
Γ (α − 1) |f (s, u(s))|ds+ |I
∗
i (u(ti))|

+ λ4
p−
i=1
∫ ti
ti−1
(ti − s)α−1
Γ (α)
|f (s, u(s))|ds+ |Ii(u(ti))|

+ λ4
p−1
i=1
(tp − ti)
∫ ti
ti−1
(ti − s)α−2
Γ (α − 1) |f (s, u(s))|ds+ |I
∗
i (u(ti))|

+
p−
i=1
 (a+ b)T + (bc − ad)(T − tp)TΛ

∫ ti
ti−1
(ti − s)α−2
Γ (α − 1) |f (s, u(s))|ds+ |I
∗
i (u(ti))|

≤ L1
∫ t
tk
(t − s)α−2
Γ (α − 1) ds+ λ4L1
∫ T
tp
(T − s)α−1
Γ (α)
ds+ λ5L1
∫ T
tp
(T − s)α−2
Γ (α − 1) ds
+
p−
i=1

L1
∫ ti
ti−1
(ti − s)α−2
Γ (α − 1) ds+ L3

+ λ4
p−
i=1

L1
∫ ti
ti−1
(ti − s)α−1
Γ (α)
ds+ L2

+ λ4
p−1
i=1

L1
∫ ti
ti−1
(ti − s)α−2
Γ (α − 1) ds+ L3

+
p−
i=1
(λ5 + Tλ4)

L1
∫ ti
ti−1
(ti − s)α−2
Γ (α − 1) ds+ L3

≤ (1+ p)λ4T
αL1
Γ (α + 1) + [(1+ p)(1+ λ5)+ (1+ pT )λ4]
Tα−1L1
Γ (α)
+ pλ4L2 + [p+ (1+ pT )λ4 + (1+ p)λ5]L3 := L.
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Hence, for t1, t2 ∈ Jk, t1 < t2, 0 ≤ k ≤ p, we have
|(Tu)(t2)− (Tu)(t1)| ≤
∫ t2
t1
|(Tu)′(s)|ds ≤ L(t2 − t1),
which implies that T is equicontinuous on all Jk, k = 0, 1, 2, . . . , p. Thus, by the Arzela–Ascoli Theorem, the operator
T : PC(J,R)→ PC(J,R) is completely continuous. 
Theorem 3.1. Let limu→0 f (t,u)u = 0, limu→0 Ik(u)u = 0 and limu→0
I∗k (u)
u = 0, then the problem (1.1) has at least one solution.
Proof. Since limu→0 f (t,u)u = 0, limu→0 Ik(u)u = 0 and limu→0
I∗k (u)
u = 0, therefore there exists a constant r > 0 such that|f (t, u)| ≤ δ1|u|, |Ik(u)| ≤ δ2|u| and |I∗k (u)| ≤ δ3|u| for 0 < |u| < r , where δi > 0 (i = 1, 2, 3) satisfy the inequality
sup
t∈J

(1+ p)(1+ |λ1(t)|)Tαδ1
Γ (α + 1) +
[(2p− 1)(1+ T |λ1(t)|)+ p|λ3(t)| + |λ2(t)|]Tα−1δ1
Γ (α)
+ (1+ |λ1(t)|)pδ2 + [(2p− 1)(1+ T |λ1(t)|)+ p|λ3(t)|]δ3

≤ 1. (3.3)
Let us setΩ = {u ∈ PC(J,R) | ‖u‖ < r} and take u ∈ PC(J,R) such that ‖u‖ = r , that is, u ∈ ∂Ω . Then, by the process
used to obtain (3.2), we have
|Tu(t)| ≤ sup
t∈J

(1+ p)(1+ |λ1(t)|)Tαδ1
Γ (α + 1) +
[(2p− 1)(1+ T |λ1(t)|)+ p|λ3(t)| + |λ2(t)|]Tα−1δ1
Γ (α)
+ (1+ |λ1(t)|)pδ2 + [(2p− 1)(1+ T |λ1(t)|)+ p|λ3(t)|]δ3

‖u‖. (3.4)
Thus, it follows that ‖Tu‖ ≤ ‖u‖, u ∈ ∂Ω. Therefore, by Theorem 2.1, the operator T has at least one fixed point, which in
turn implies that the problem (1.1) has at least one solution u ∈ Ω. 
Theorem 3.2. Assume that there exist positive constants Li (i = 1, 2, 3) such that
|f (t, u)| ≤ L1, |Ik(u)| ≤ L2, |I∗k (u)| ≤ L3, for t ∈ J, u ∈ R and k = 1, 2, . . . , p. (3.5)
Then the problem (1.1) has at least one solution.
Proof. Let us show that the setV = {u ∈ PC(J,R) | u = µTu, 0 < µ < 1} is bounded. Letu ∈ V , thenu = µTu, 0 < µ < 1.
For any t ∈ J , we have
u(t) =
∫ t
tk
µ(t − s)α−1
Γ (α)
f (s, u(s))ds+ λ1(t)
∫ T
tp
µ(T − s)α−1
Γ (α)
f (s, u(s))ds
− λ2(t)
∫ T
tp
µ(T − s)α−2
Γ (α − 1) f (s, u(s))ds+
k−
i=1
µ
∫ ti
ti−1
(ti − s)α−1
Γ (α)
f (s, u(s))ds+ Ii(u(ti))

+
k−1
i=1
µ(tk − ti)
∫ ti
ti−1
(ti − s)α−2
Γ (α − 1) f (s, u(s))ds+ I
∗
i (u(ti))

+
k−
i=1
µ(t − tk)
∫ ti
ti−1
(ti − s)α−2
Γ (α − 1) f (s, u(s))ds+ I
∗
i (u(ti))

+ λ1(t)
p−
i=1
µ
∫ ti
ti−1
(ti − s)α−1
Γ (α)
f (s, u(s))ds+ Ii(u(ti))

+ λ1(t)
p−1
i=1
µ(tp − ti)
∫ ti
ti−1
(ti − s)α−2
Γ (α − 1) f (s, u(s))ds+ I
∗
i (u(ti))

−
p−
i=1
µ

λ3(t)+ λ1(t)tp
 ∫ ti
ti−1
(ti − s)α−2
Γ (α − 1) f (s, u(s))ds+ I
∗
i (u(ti))

. (3.6)
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Combining (3.5) and (3.6) and employing the procedure used to obtain (3.2), we obtain
|u(t)| = µ|Tu(t)| ≤
∫ t
tk
(t − s)α−1
Γ (α)
|f (s, u(s))|ds+ |λ1(t)|
∫ T
tp
(T − s)α−1
Γ (α)
|f (s, u(s))|ds
+ |λ2(t)|
∫ T
tp
(T − s)α−2
Γ (α − 1) |f (s, u(s))|ds+
k−
i=1
∫ ti
ti−1
(ti − s)α−1
Γ (α)
|f (s, u(s))|ds+ |Ii(u(ti))|

+
k−1
i=1
(tk − ti)
∫ ti
ti−1
(ti − s)α−2
Γ (α − 1) |f (s, u(s))|ds+ |I
∗
i (u(ti))|

+
k−
i=1
(t − tk)
∫ ti
ti−1
(ti − s)α−2
Γ (α − 1) |f (s, u(s))|ds+ |I
∗
i (u(ti))|

+ |λ1(t)|
p−
i=1
∫ ti
ti−1
(ti − s)α−1
Γ (α)
|f (s, u(s))|ds+ |Ii(u(ti))|

+ |λ1(t)|
p−1
i=1
(tp − ti)
∫ ti
ti−1
(ti − s)α−2
Γ (α − 1) |f (s, u(s))|ds+ |I
∗
i (u(ti))|

+
p−
i=1
|λ3(t)| + |λ1(t)|tp ∫ ti
ti−1
(ti − s)α−2
Γ (α − 1) |f (s, u(s))|ds+ |I
∗
i (u(ti))|

≤ max
t∈J

(1+ p)(1+ |λ1(t)|)TαL1
Γ (α + 1) +
[(2p− 1)(1+ T |λ1(t)|)+ p|λ3(t)| + |λ2(t)|]Tα−1L1
Γ (α)
+ (1+ |λ1(t)|)pL2 + [(2p− 1)(1+ T |λ1(t)|)+ p|λ3(t)|]L3

:= M,
which implies that ‖u‖ ≤ M for any t ∈ J . So, the set V is bounded. Thus, by Theorem 2.2, the operator T has at least one
fixed point. Hence the problem (1.1) has at least one solution. 
Theorem 3.3. Assume that there exist positive constants Ki (i = 1, 2, 3) such that
|f (t, u)− f (t, v)| ≤ K1|u− v|, |Ik(u)− Ik(v)| ≤ K2|u− v|, |I∗k (u)− I∗k (v)| ≤ K3|u− v|,
for t ∈ J, u, v ∈ R and k = 1, 2, . . . , p.
Then the problem (1.1) has a unique solution if
H = max
t∈J

(1+ p)(1+ |λ1(t)|)TαK1
Γ (α + 1) +
[(2p− 1)(1+ T |λ1(t)|)+ p|λ3(t)| + |λ2(t)|]Tα−1K1
Γ (α)
+ (1+ |λ1(t)|)pK2 + [(2p− 1)(1+ T |λ1(t)|)+ p|λ3(t)|]K3

< 1. (3.7)
Proof. For u, v ∈ PC(J,R), we have
|(Tu)(t)− (Tv)(t)|
≤
∫ t
tk
(t − s)α−1
Γ (α)
|f (s, u(s))− f (s, v(s))|ds+ |λ1(t)|
∫ T
tp
(T − s)α−1
Γ (α)
|f (s, u(s))− f (s, v(s))|ds
+ |λ2(t)|
∫ T
tp
(T − s)α−2
Γ (α − 1) |f (s, u(s))− f (s, v(s))|ds
+
k−
i=1
∫ ti
ti−1
(ti − s)α−1
Γ (α)
|f (s, u(s))− f (s, v(s))|ds+ |Ii(u(ti))− Ii(v(ti))|

+
k−1
i=1
(tk − ti)
∫ ti
ti−1
(ti − s)α−2
Γ (α − 1) |f (s, u(s))− f (s, v(s))|ds+ |I
∗
i (u(ti))− I∗i (v(ti))|

+
k−
i=1
(t − tk)
∫ ti
ti−1
(ti − s)α−2
Γ (α − 1) |f (s, u(s))− f (s, v(s))|ds+ |I
∗
i (u(ti))− I∗i (v(ti))|

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+ |λ1(t)|
p−
i=1
∫ ti
ti−1
(ti − s)α−1
Γ (α)
|f (s, u(s))− f (s, v(s))|ds+ |Ii(u(ti))− Ii(v(ti))|

+ |λ1(t)|
p−1
i=1
(tp − ti)
∫ ti
ti−1
(ti − s)α−2
Γ (α − 1) |f (s, u(s))− f (s, v(s))|ds+ |I
∗
i (u(ti))− I∗i (v(ti))|

+
p−
i=1
|λ3(t)| + |λ1(t)|tp ∫ ti
ti−1
(ti − s)α−2
Γ (α − 1) |f (s, u(s))− f (s, v(s))|ds+ |I
∗
i (u(ti))− I∗i (v(ti))|

≤

(1+ p)(1+ |λ1(t)|)TαK1
Γ (α + 1) +
[(2p− 1)(1+ T |λ1(t)|)+ p|λ3(t)| + |λ2(t)|]Tα−1K1
Γ (α)
+ (1+ |λ1(t)|)pK2 + [(2p− 1)(1+ T |λ1(t)|)+ p|λ3(t)|]K3

‖u− v‖.
Thus, we obtain ‖Tu − Tv‖ ≤ H‖u − v‖, whereH is given by (3.7). AsH < 1, therefore, T is a contraction. Thus, the
conclusion of the theorem follows by the contraction mapping principle. This completes the proof. 
4. Examples
Example 4.1. For 1 < α ≤ 2, consider the following fractional order impulsive mixed boundary value problem
CDαu(t) = 2 ln(1+ u2(t))− cos u(t)+ 1, 0 < t < T , t ≠ t1, 0 < t1 < T ,
△u(t1) = eu3(t1) − 1, △u′(t1) = (1+ u2(t1)) 13 − 1,
Tu′(0) = −2u(0)− 3u(T ), Tu′(T ) = 4u(0)+ 5u(T ).
(4.1)
Here p = 1, a = 2, b = 3, c = 4, d = 5, f (t, u) = 2 ln(1+u2)−cos u+1, I1(u(t1)) = eu3−1, I∗1 (u(t1)) = (1+u2)
1
3 −1.
Clearly
lim
u→0
f (t, u)
u
= lim
u→0
2 ln(1+ u2)− cos u+ 1
u
= lim
u→0
2 ln(1+ u2)
u
+ lim
u→0
1− cos u
u
= 0,
lim
u→0
I1(u)
u
= lim
u→0
eu
3 − 1
u
= lim
u→0 u
2 = 0,
lim
u→0
I∗1 (u)
u
= lim
u→0
(1+ u2) 13 − 1
u
= lim
u→0
u
3
= 0.
Furthermore, in this case, δi (i = 1, 2, 3) given by (3.3) satisfy the inequality:
Tα−1δ1
Γ (α + 1)

3T + α
16
(16+ 21T )

+ 3
2
δ2 +

1+ 3
4
T

δ3 ≤ 1.
Thus all the assumptions of Theorem 3.1 hold. Hence, the conclusion of Theorem 3.1 applies and the impulsive fractional
mixed boundary value problem (4.1) has at least one solution.
Example 4.2. Consider the impulsive fractional mixed boundary value problem given by
CDαu(t) = (1+ cos t
2)e−u2(t) sin 2t
3+ u2(t) , 0 < t < 1, t ≠
1
5
,
△u

1
5

= 4 sin(6+ e2u

1
5

), △u′

1
5

= 5+ 4e
−u4

1
5

3+ sin2 u  15  ,
u′(0) = −1
3
u(0)− 2
3
u(1), u′(1) = 1
5
u(0)+ 4
5
u(1).
(4.2)
Here 1 < α ≤ 2, p = 1, T = 1, a = 1/3, b = 2/3, c = 1/5, d = 4/5, and |f (t, u)| = | (1+cos t2)e−u2 sin 2t
3+u2 | ≤ 23 , |I1(u)| =
|4 sin(6+ e2u)| ≤ 4 and |I∗1 (u)| = | 5+4e
−u4
3+sin2 u | ≤ 3.
In this case, L1 = 23 , L2 = 4, L3 = 3 and
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M = max
t∈J

(1+ p)(1+ |λ1(t)|)TαL1
Γ (α + 1) +
[(2p− 1)(1+ T |λ1(t)|)+ p|λ3(t)| + |λ2(t)|]Tα−1L1
Γ (α)
+ (1+ |λ1(t)|)pL2 + [(2p− 1)(1+ T |λ1(t)|)+ p|λ3(t)|]L3

= 2(26+ 27α)
21Γ (α + 1) +
191
14
.
Thus the hypothesis of Theorem 3.2 is satisfied. Therefore, by Theorem 3.2, the impulsive fractional mixed boundary value
problem (4.2) has at least one solution.
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