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LIMIT CANONICAL SYSTEMS
ON CURVES WITH TWO COMPONENTS
EDUARDO ESTEVES AND NIVALDO MEDEIROS
Abstract. In the 80’s D. Eisenbud and J. Harris considered the following problem: “What
are the limits of Weierstrass points in families of curves degenerating to stable curves?” But
for the case of stable curves of compact type, treated by them, this problem remained wide
open since then. In the present article, we propose a concrete approach to this problem, and
give a quite explicit solution for stable curves with just two irreducible components meeting
at points in general position.
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1. Introduction
1.1. Goal. In [EH2] D. Eisenbud and J. Harris asked: “What are the limits of Weierstrass
points in families of curves degenerating to stable curves not of compact type?” As an-
nounced in [EM], in the present article we answer their question for stable curves with just
two irreducible components meeting at points in general position.
For a glimpse of our results, consider the following particular case: Let C be a nodal curve
with two elliptic components E1 and E2 meeting at δ points p1, . . . , pδ in general position.
View C in P3δ−1 under the bicanonical map, and let H ⊆ P3δ−1 be the projective subspace
spanned by p1, . . . , pδ. For each hyperplane L ⊆ H let R1(L) and R2(L) be the ramification
divisors of the projections of E1 and E2 with center L, and put
W (L) := R1(L) +R2(L) + (δ + 1)(δ − 2)(p1 + · · ·+ pδ).
First author supported by PRONEX, Conveˆnio 41/96/0883/00, CNPq, Proc. 300004/95-8, and FAPERJ,
Proc. E-26/170.418/2000-APQ1.
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It follows from our Theorem 10.7 (see Example 11.3 as well) that each W (L) is limit of
Weierstrass divisors in one–parameter families of smooth curves degenerating to C, and
there are no other such limits.
1.2. Some history. Limits of ramification points and linear systems were studied by Eisenbud
and Harris in the 80’s, when they developed the theory of limit linear series for curves C of
compact type; see [EH1]. (As observed in [HM, p. 256], the theory works more generally
when C is treelike, that is, when the normalization of C at all its irreducible nodes is of
compact type.) Many important applications of their theory were found; a survey is given
in [EH1].
Since many applications were obtained from a theory applicable only to curves of a special
type, it’s natural to expect more applications from a more general theory. In fact, Eisenbud
and Harris wrote in [EH3, p. 220] that “ . . . there is probably a small gold mine awaiting
a general insight.” Despite the potential for applications and the vast interest the topic
generated in the 80’s, the theory of limit linear series could not be extended to stable curves
of more general type. There was unpublished work of Z. Ran on degenerations of linear
series [R], but the crucial relationship with degenerations of ramification points was yet to
be established.
It was only recently that this relationship was established by the first author in [E2],
building up on the work of Ran (or rather rediscovering it) and using the substitutes for the
sheaves of (relative) principal parts discovered in [E1]. It is apparently possible to generalize
the theory of limit linear series of [EH1] starting from results in [E2].
Though a more general theory of limit linear series is yet to be developed, it is already
possible to apply the results in [E2] to answer the question raised by Eisenbud and Harris;
see 1.1. For starters we describe in the present article a complete answer for stable curves with
just two irreducible components meeting at points in general position. This is a substantial
breakthrough, as the question was not completely answered even for the simplest case of
stable curves with two elliptic components meeting at two points in general position.
In fact, it was only very recently that partial progress was made by M. Coppens and
L. Gatto towards answering the question. In [CG] Coppens and Gatto consider a stable
curve C with just two irreducible components meeting at δ points in general position, and
show that all the points in each collection of δ−1 smooth points of C are limits of Weierstrass
points in a suitable family of smooth curves degenerating to C. (Their result is partially
recovered by our Proposition 11.1.) Besides this general result, they study the case where one
of the components of C is elliptic and obtain partial results. In contrast with the methods
used in the present article, they use admissible covers.
Besides [E2], the recent work by L. Maino` on enriched structures in her Ph.D. thesis [M]
was important for us. Actually, as we deal here only with limits of canonical systems, we
used only a fraction of what is available in [M].
There are further recent works on (generalizations of) limit linear series worth noticing,
even though they are not completely related to what we do here. First, there is a draft
by R. Pandharipande [P] who takes a Geometric Invariant Theory approach to proving the
existence of what he calls generalized linear series for certain degenerations. Second, there
is A. Bruno’s thesis [B1], where he studies degenerations of linear systems to a stable curve
with two components. It’s particularly interesting the conditions he gives for such a curve
to be a limit of smooth plane quintics. Finally, there is [B2], where applications to (variants
of) a problem of Severi’s are given.
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We thank A. Bruno, M. Coppens, D. Eisenbud, J. Harris, S. Kleiman and specially
L. Gatto and L. Maino` for helpful conversations.
1.3. The general approach. Rather than producing directly a space parameterizing limits
of Weierstrass divisors on a stable curve, our approach consists of producing a variety V of
limits of canonical systems and a formula that gives for each point of V the corresponding
limit of Weierstrass divisors. This method is applicable to any stable curve, as we shall
describe below.
Let C be a connected, local complete intersection, projective curve of arithmetic genus
g > 0 defined over an algebraically closed field k of characteristic 0. Let B := Spec(k[[t]]),
and denote by o its special point and η its generic point. A smoothing of C is a projective
and flat map π : S → B such that Sη is smooth and So = C. For each smoothing π : S → B
of C let Wπ := W η ∩ C, where Wη ⊆ S is the Weierstrass subscheme of Sη. We call the
associated cycle [Wπ] the limit Weierstrass divisor of π.
Let C1, . . . , Cn denote the irreducible components of C. A smoothing π : S → B of C is
called regular if S is regular everywhere but possibly at the singularities of C that lie on just
one component Ci. If π : S → B is a regular smoothing of C, then C1, . . . , Cn are Cartier
divisors on S.
Assume from now on that the irreducible components of C meet at nodes, that is, ordinary
double points. Let ∆ denote the set of points of intersection between distinct components
of C. For each µ in Z+∆ :=
∏
p∈∆ Z
+ let C˜ be the curve obtained from C by splitting the
branches of C at each p ∈ ∆ and connecting them by a chain of µp − 1 rational, smooth
curves (see Figure 1). We say that C˜ is the µ–semi–stable model of C. The smoothings of C
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Figure 1. Semi–stable reduction.
correspond to the regular smoothings of the semi–stable models of C. This correspondence
is called semi–stable reduction; see 2.7. We shall view the irreducible components of C as
irreducible components of C˜.
For each i = 1, . . . , n let di ∈ Z and put Li := !i((1 + di)
∑
p∈∆i
p), where !i is the
dualizing sheaf of Ci and ∆i := ∆ ∩ Ci.
Let µ ∈ Z+∆ and consider a regular smoothing π˜ : S˜ → B of the µ–semi–stable model C˜
of C. Let !π˜ be the (relative) dualizing sheaf of π˜. By Theorem 2.2, for each i = 1, . . . , n
there is a unique Cartier divisor Di on S˜ that is supported in the union of all irreducible
components of C˜ but Ci and such that the following two properties hold for Li := !π˜(Di).
1. The natural map ̺i : H
0(Li)(o)→ H0(Li|Ci) is injective.
2. The natural map ̺i,j : H
0(Li)(o)→ H0(Li|Cj ) is not zero if j 6= i.
Let Vπ˜,i := Im(̺i). We call Li the canonical sheaf of π˜ with focus on Ci and (Vπ˜,i,Li|Ci) the
limit canonical aspect of π˜ with focus on Ci. For each p ∈ ∆i denote by ℓi(p) the coefficient in
Di of the irreducible component of C˜ other than Ci containing p. We call ℓi(p) the correction
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number for Li at p. Let dπ˜,i := max{ℓi(p) | p ∈ ∆i}. If di ≥ dπ˜,i then Li|Ci ⊆ Li, and thus
Vπ˜,i can be viewed as a g–dimensional subspace of H
0(Li).
Assume from now on that di ≥ dπ˜,i for every regular smoothing π˜ of every semi–stable
model of C and every i = 1, . . . , n. (This condition holds if there are no loosely connected
rational tails in C; see Remark 2.5.) Let
G := Grassg(H
0(L1))× · · · ×Grassg(H
0(Ln)).
Given a regular smoothing π˜ of a semi–stable model of C let
νπ˜ := (Vπ˜,1, . . . , Vπ˜,n) ∈ G.
For each µ ∈ Z+∆ let
Vµ := {νπ˜ | π˜ is a regular smoothing of the µ–semi–stable model of C}.
Put
V :=
⋃
µ∈Z+∆
Vµ ⊆ G.(1.3.1)
We call V the variety of limit canonical systems of C.
For each ν = (V1, . . . , Vn) ∈ G let
Wν := Rν,1 + · · ·+Rν,n +
∑
i<j
∑
p∈Ci∩Cj
g(g − 1− di − dj)p,
where Rν,i is the ramification divisor of (Vi,Li) for each i = 1, . . . , n. By Theorem 2.8 (see
Remark 2.9 as well), if π˜ is a regular smoothing of a semi–stable model of C then Wνπ˜ is the
limit Weierstrass divisor of the corresponding smoothing of C.
So, in order to answer the question posed by Eisenbud and Harris (see 1.1), it’s enough
to understand V well. We propose the following problems:
1. Describe explicitly each Vµ and the interrelations among the various Vµ.
2. Find properties of V. For instance, is V projective? Is V connected? What is the
dimension of V? When is V irreducible? What is the number of irreducible components
of V?
1.4. Results. Solving the problems raised at the end of 1.3 can be difficult without further
hypotheses. In the present article we apply the approach of 1.3 for curves with just two
irreducible components meeting at points in general position. We describe our results below.
Let C be a connected, local complete intersection, projective curve of arithmetic genus
g > 0 defined over an algebraically closed field k of characteristic 0. Assume that C has only
two irreducible components, denoted X and Y , and that the points of X ∩Y are nodes of C.
Let ∆ := X ∩ Y and δ := |∆|. Let gX and gY be the arithmetic genera of X and Y . Then
g = gX + gY + δ − 1. Assume that δ > 1 or gXgY > 0. Let !X and !Y denote the dualizing
sheaves of X and Y .
Assume from now on that ∆ lies in general position on X and Y . More precisely, assume
that each effective divisor D on X (resp. Y ) supported in ∆ and of degree at most gX (resp.
gY ) imposes independent conditions on !X (resp. !Y ).
Let V be the variety of limit canonical systems of C, as described in 1.3. Our Theorem 10.6
asserts that V is connected, projective and of pure dimension. Moreover, dimV = δ−1 unless
gX = gY = 0, in which case V is a point. Our Theorem 11.2 gives a lower bound for the
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number N(V) of irreducible components of V. Using this lower bound we show that V is
irreducible if and only if gX , gY ≤ 1. If δ = 2 then N(V) = g− gcd(gX +1, gY +1); see 11.5.
We solve Problem 1 of 1.3 as well. In fact, our solution to Problem 2 follows from our
quite explicit solution to Problem 1. We proceed as follows. To each µ in Z+∆ :=
∏
p∈∆ Z
+
we associate non–empty subsets Iµ, Jµ ⊆ ∆ and δ–tuples αµ, βµ ∈ Z
+
∆ such that αµ,p ≤ gY
and βµ,p ≤ gX for each p ∈ ∆; see 4.1. These associated data αµ, βµ, Iµ, Jµ are obtained
numerically from µ alone, but they have geometric meaning as well. In fact, let C˜ be the
µ–semi–stable model of C and φ : C˜ → C the induced map. Let L be the canonical sheaf
with focus on X (resp. Y ) of a regular smoothing of C˜. Let p ∈ ∆. Then p ∈ Iµ (resp.
p ∈ Jµ) if and only if φ∗(L|C˜) is invertible at p; see Remark 5.3. In addition, αµ,p (resp.
βµ,p) is the correction number for L at the point of C˜ lying on X (resp. Y ) and above p; see
Theorem 5.2. So Vµ ⊆ G, where
G := Grassg(H
0(!X((1 + gY )
∑
p∈∆ p)))×Grassg(H
0(!Y ((1 + gX)
∑
p∈∆ p))).
It’s interesting to note that, since Iµ and Jµ are non–empty, the canonical sheaves with
foci on X and Y of every regular smoothing of every semi–stable model of C push forward to
(relatively) simple sheaves on the corresponding smoothing of C. (Recall that a sheaf L on
C is simple if End(L) = k.) So we need only consider sheaves that are simple on C to obtain
a projective variety V. This is the same situation found in [E3], where a compactification of
the (relative) Jacobian of a family of curves was constructed using only simple sheaves.
Theorem 10.1 asserts the importance of the data αµ, βµ, Iµ, Jµ: they determine Vµ. In
fact, an explicit description of Vµ from these data is given by Theorem 8.2. As a corollary
we obtain Theorem 8.5, which asserts that each Vµ is isomorphic to a torus and gives a
formula for the dimension of Vµ.
Theorem 10.1 asserts as well that any two Vµ and Vµ′ are either equal or disjoint. Now,
there are only finitely many Vµ as there are only finitely many associated data αµ, βµ, Iµ, Jµ.
So the covering (1.3.1) can actually be thought of as a finite stratification of V.
It remains to describe the relationship between the several Vµ. First, Theorem 10.1 says
that Vrµ = Vµ for each positive integer r. This fact is not surprising as each regular
smoothing of the µ–semi–stable model of C induces a regular smoothing of the rµ–semi–
stable model after base change of degree r and resolution of singularities. At any rate, this
fact allows us to define Vµ for each µ in Q
+
∆ :=
∏
p∈∆Q
+ in the obvious way. Then we obtain
a remarkable relation between the Zariski topology of V and the Euclidean topology of Q+∆:
Theorem 10.5 asserts that there is a neighborhood Uµ ⊆ Q
+
∆ of each µ ∈ Q
+
∆ such that the
closure Vµ ⊆ G satisfies
Vµ =
⋃
µ∈U
Vµ
for every open neighborhood U ⊆ Uµ of µ.
1.5. An overview. Let C be a connected, local complete intersection, projective curve of
arithmetic genus g > 0 defined over an algebraically closed field of characteristic 0. Assume
that the irreducible components of C meet at nodes.
In Section 2 we review the fundamentals of the theory of limit linear systems and limit
ramification points on C developed in [E2], as applied to limits of canonical systems and
Weierstrass points. In contrast with [E2] we show here how to handle non–regular smoothings
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of C using semi–stable reduction; see 2.7 and Theorem 2.8. Semi–stable reduction can be
incorporated to the general theory of limit linear systems and limit ramification points, but
we refrain from carrying this out here.
In Section 3 we prove the purely numerical Lemma 3.1.
In Section 4 we define our basic set–up, introducing the terminology that shall be used in
the rest of the article. Except in Section 6, it is assumed from here on that C has just two
irreducible components X and Y . Let ∆ := X ∩ Y . We state as well the general–position
conditions, (4.3.1) and (4.3.2), that will be assumed later. Using Lemma 3.1, we define for
each µ in Z+∆ :=
∏
p∈∆ Z
+ the numerical data αµ, βµ, Iµ, Jµ which will a posteriori determine
the stratum Vµ of the variety of limit canonical systems V.
In Section 5 we determine for each regular smoothing of a semi–stable model C˜ of C the
associated canonical sheaves and limit canonical aspects with foci on X and Y . Our main
result here is Theorem 5.2.
In Section 6 we review the part of the theory of enriched structures of Maino`’s which is
necessary for us. Unfortunately, Maino`’s results do not seem to meet directly our needs.
So we follow an approach that is slightly different from hers, and give independent proofs.
For instance, for us an enriched structure is a collection of invertible fractional ideals on C
satisfying certain properties, rather than just the collection of their associated (abstract)
invertible sheaves; see 6.4 and Remark 6.7. The main result of this section, Theorem 6.5,
gives a criterion for when a collection of fractional ideals on C comes from an enriched
structure. It would actually be more useful to have instead a similar criterion valid for
collections of invertible sheaves.
In Section 7 we begin our study of the regeneration process. More precisely, we fix µ ∈ Z+∆,
and determine which invertible sheaves on the µ–semi–stable model C˜ of C are restrictions
of canonical sheaves of regular smoothings of C˜ with foci on X and/or Y . Theorem 6.5 is
our main tool.
In Section 8 we apply the theorem of Section 7 to give a characterization of the stratum Vµ
in terms of the numerical data αµ, βµ, Iµ, Jµ. Our main results here are Theorems 8.2 and 8.5.
In Section 9 we study boundary points of certain tori orbits in products of Grassmannians.
This section does not rely on the rest of the paper and might be of independent interest. In
fact, Lemma 9.1 is probably well known. We give a proof of it as the proof of Lemma 9.2 is
based on that proof.
In Section 10 we prove our most important results, Theorems 10.1, 10.5, 10.6 and 10.7.
Here we tackle all strata Vµ of V together and determine which lie in the closure in V of
which. Lemma 9.2 is needed for this purpose.
In Section 11 we collect a few results: Proposition 11.1 recovers in part the main result
of [CG] and Theorem 11.2 gives estimates on the number of irreducible components of
V. In addition, we describe how to represent V graphically (see 11.4) and describe this
representation for |∆| = 2 and |∆| = 3; see 11.5–6.
1.6. Notation. If F and G are sets, let GF :=
∏
p∈F G. If G is a group then so is GF ; in
addition, if E ⊆ F we shall view GE as a subgroup of GF in the natural way.
Let F be a finite set. Given b, c ∈ ZF write b ≤ c if bp ≤ cp for every p ∈ F . For each
b ∈ ZF let |b| :=
∑
p∈F bp. View each p ∈ F as an element of ZF , defined by pp := 1 and
pq := 0 if q 6= p. In addition, view each b ⊆ F as the sum
∑
p∈b p inside ZF .
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Let k be a field. Given b ∈ ZF and t ∈ k∗F , let t
b :=
∏
p∈F t
bp
p . The group k∗F acts diagonally
on kF : given t ∈ k∗F and v ∈ kF , define t · v ∈ kF by (t · v)p := tpvp for each p ∈ F .
If F is a coherent sheaf and D is a Cartier divisor on a scheme X , let OX(D) denote the
invertible sheaf associated to D, and put F(D) := F ⊗ OX(D). If X is a scheme and Y a
closed subscheme, let [Y ] denote the associated cycle on X .
In the present article, a curve is a connected, reduced, local complete intersection, projec-
tive scheme of pure dimension 1 defined over an algebraically closed field of characteristic 0.
A singularity of a curve is called irreducible if it lies on just one irreducible component, and
reducible if not. It is called a node if it is an ordinary double point. In the present article, a
curve is called nodal if all its reducible singularities are nodes. In addition, a curve is called
treelike if its normalization at all irreducible singularities is of compact type.
2. Limit canonical systems and Weierstrass divisors
2.1. Limit canonical systems. Let C be a curve and C1, . . . , Cn its irreducible components.
A smoothing of C is a projective and flat map π : S → B, where B is the spectrum of a
discrete valuation ring, the special fiber of π is C and the generic fiber is smooth. If π is a
smoothing of C let !π denote the (relative) dualizing sheaf of π. Then !π is an invertible
extension to S of the canonical sheaf on the generic fiber of π.
A smoothing π : S → B of C is said to be regular if S is regular everywhere but possibly
at the irreducible singularities of C.
Let π : S → B be a regular smoothing of C and o the special point of B. Then Ci is a
Cartier divisor on S for each i = 1, . . . , n. (In fact, Ci is principal away from the irreducible
singularities of C because S is regular there, and at each irreducible singularity of C in Ci
because Ci is locally the pull–back of o.) In addition, C1 + · · · + Cn is the pull–back of o,
hence linearly equivalent to 0. Since C is connected, a Z–linear combination of C1, . . . , Cn
is linearly equivalent to 0 if and only if it is a multiple of C1 + · · ·+ Cn.
If L is an invertible extension to S of the canonical sheaf on the generic fiber of π, then
L ∼= !π(t1C1 + · · ·+ tnCn)
for certain integers t1, . . . , tn. We say that L is a canonical sheaf of π. In particular, !π is a
canonical sheaf.
For each canonical sheaf L of π, the base–change map ̺L : H0(L)(o)→ H0(L|C) is injec-
tive. We say that (Im(̺L),L|C) is a limit canonical system of π.
Theorem 2.2. Let C be a nodal curve of arithmetic genus g > 0 and C1, . . . , Cn its irre-
ducible components. Let π : S → B be a regular smoothing of C and o the special point of B.
Then for each i = 1, . . . , n there is a unique canonical sheaf Li of π meeting the following
two conditions.
1. The natural map ̺i : H
0(Li)(o)→ H0(Li|Ci) is injective.
2. The natural map ̺i,j : H
0(Li)(o)→ H
0(Li|Cj ) is not zero if j 6= i.
Proof. As in [E2, Thm. 1, p. 23 and Prop. 2, p. 26]. See [R] as well.
Definition 2.3. Keep the set–up of Theorem 2.2. For each i = 1, . . . , n we say that Li is
the canonical sheaf of π with focus on Ci. The associated limit canonical system is also said
to have focus on Ci. In addition, we call the linear system (Im(̺i),Li|Ci) the limit canonical
aspect of π with focus on Ci.
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For each i = 1, . . . , n there are unique integers ti,1, . . . , ti,n such that ti,i = 0 and
Li ∼= !π(
n∑
j=1
ti,jCj).
For each reducible node p of C in Ci let ℓi(p) := ti,j , where j is the unique integer such that
j 6= i and p ∈ Cj. Call ℓi(p) the correction number for Li at p.
Proposition 2.4. Let C be a nodal curve of arithmetic genus g > 0 and C1, . . . , Cn its
irreducible components. Let π : S → B be a regular smoothing of C. If M is a canonical
sheaf of π such that the restriction H0(M) → H0(M|Ci) is not zero for every i = 1, . . . , n,
then for each i = 1, . . . , n there are unique non–negative integers ti,1, . . . , ti,n such that ti,i = 0
and
Li ∼=M(
n∑
j=1
ti,jCj),
where Li is the canonical sheaf of π with focus on Ci.
Proof. As in [E2, Prop. 4, p. 27].
Remark 2.5. Keep the set–up of Proposition 2.4. For each i = 1, . . . , n let ei be the
minimum non–negative integer such that the restriction,
H0(!π(−eiCi)) −→ H
0(!π(−eiCi)|Ci),
is not zero. Since forming !π commutes with changing B, we have ei > 0 if and only if Ci
is smooth and rational and there are as many connected components of C − Ci as points in
Ci∩C − Ci. (In this case, Ci is called a loosely connected rational tail ; see [C, Def. 3.2, p. 75].)
Let
M := !π(−
n∑
i=1
eiCi).
By Proposition 2.4, for each i = 1, . . . , n, there are non–negative integers ti,1, . . . , ti,n such
that ti,i = 0 and
Li ∼=M(
n∑
j=1
ti,jCj).
If p ∈ Ci ∩ Cj for j 6= i then ti,j ≤ 2g − 2 because degLi|Ci ≤ 2g − 2. Observe that
ℓi(p) = ti,j − ej + ei. Thus ℓi(p) ≤ 2g − 2 if Ci is not a loosely connected rational tail.
Definition 2.6. Let π : S → B be a smoothing of a curve C. The Weierstrass scheme on
the generic fiber of π extends to a unique closed subscheme W ⊆ S that is flat over B.
We say that the special fiber W of W is the limit Weierstrass scheme of π, and call the
associated cycle [W ] the limit Weierstrass divisor of π.
2.7. Semi–stable reduction. Let C be a nodal curve and π : S → B a smoothing of C. If p
is a node of C, then the local equation for π at p is of the form tµp = h1h2, where µp is a
positive integer, t is a local parameter of B at the special point, and h1 and h2 are the local
LIMIT CANONICAL SYSTEMS ON CURVES WITH TWO COMPONENTS 9
equations of the branches of C at p. The integer µp is called the singularity type of π at p.
The smoothing is regular if and only if its singularity type at every reducible node of C is 1.
If S is not regular, then we resolve its singularities at the reducible nodes of C by blowing
up successively. We obtain a regular smoothing π˜ : S˜ → B whose generic fiber is equal to
that of π, and whose special fiber C˜ is the curve obtained from C by splitting the branches
of C at each reducible node p, and connecting them by a chain Zp of µp−1 rational, smooth
curves Zp,1, . . . , Zp,µp−1, where µp is the singularity type of π at p (see Figure 1). We say
that the curve C˜ described above is a semi–stable model of C, and call π˜ the semi–stable
reduction of π. We’ll view the irreducible components of C as irreducible components of C˜.
Conversely, let π˜′ : S˜ ′ → B′ be any regular smoothing of the curve C˜ described above.
Blow down the chains Zp of rational, smooth curves, and let S
′ denote the ensuing surface.
Since the only curves contracted lie on the special fiber of π˜, the map π˜′ descends to a map
π′ : S ′ → B′. The self–intersection of each Zp,j in S˜ ′ is −2 because S˜ ′ is regular along Zp,j.
So, each chain Zp is blown down to a node, and we recover the curve C as the special fiber
of π′. Thus π′ is a smoothing of C.
Let φ : S˜ → S denote the birational map. Let ! and !˜ denote the (relative) dualizing
sheaves of π and π˜, respectively. Since C is Gorenstein, ! and !˜ are invertible. Since !˜
and φ∗! coincide on the generic fiber of π˜, and on every irreducible component of C˜, the
two sheaves are equal. Hence, by the projection formula, ! = φ∗!˜. So, if W and W˜ are the
limit Weierstrass schemes of π and π˜ then [W ] = φ∗[W˜ ].
Therefore, to determine all limit Weierstrass divisors on C we need only determine the
limit Weierstrass divisor of each regular smoothing of each semi–stable model of C.
Theorem 2.8. Let C be a nodal curve of arithmetic genus g > 0 and C1, . . . , Cn its irre-
ducible components. Let N be the set of reducible nodes of C. Let π be a smoothing of C
and π˜ its semi–stable reduction. Let C˜ be the special fiber of π˜. For each i = 1, . . . , n, let
Ri be the ramification divisor of the limit canonical aspect of π˜ with focus on Ci. For each
i = 1, . . . , n and each p ∈ N ∩Ci let ℓi(p) be the correction number for the canonical sheaf of
π˜ with focus on Ci at the point of C˜ in Ci lying above p. Then the limit Weierstrass scheme
W of π satisfies
[W ] =
n∑
i=1
Ri +
∑
i<j
∑
p∈Ci∩Cj
g(g − 1− ℓi(p)− ℓj(p))p.
Proof. Let p ∈ N , say p ∈ Ci ∩ Cj where 1 ≤ i < j ≤ n. Let µp be the singularity type of π
at p. Let Zp,1, . . . , Zp,µp−1 be the chain of rational, smooth curves on C˜ that are contracted
to p in C. Assume that Zp,1 intersects Ci and Zp,µp−1 intersects Cj. Put Zp,0 := Ci and
Zp,µp := Cj. For each h = 0, . . . , µp− 1 let zp,h be the point of intersection of Zp,h and Zp,h+1
(see Figure 1).
For each h = 0, . . . , µp let Np,h denote the canonical sheaf of π˜ with focus on Zp,h. For
each h = 1, . . . , µp− 1 let λp,h and νp,h be the correction numbers for Np,h at zp,h−1 and zp,h,
respectively. Since Zp,h is smooth and rational, and its self–intersection is −2, it follows that
Np,h|Zp,h has degree λp,h+ νp,h. Hence, by Plu¨cker’s formula, the ramification divisor Rp,h of
the limit canonical aspect of π˜ with focus on Zp,h satisfies
degRp,h = g(λp,h + νp,h − (g − 1)).(2.8.1)
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Put νp,0 := ℓi(p) and λp,µp := ℓj(p). Then
Np,h+1 ∼= Np,h((λp,h+1 + νp,h)Zp,h + 0Zp,h+1 + · · · )
for h = 0, . . . , µp − 1.
By [E2, Thm. 7, p. 30] the limit Weierstrass scheme W˜ of π˜ satisfies
[W˜ ] =
n∑
i=1
Ri +
∑
p∈N
( µp−1∑
h=1
Rp,h +
µp−1∑
h=0
g(g − 1− λp,h+1 − νp,h)zp,h
)
.(2.8.2)
Now, [W ] is the push–forward of [W˜ ] to C. Combining (2.8.1) and (2.8.2) we get the
expression for [W ] claimed.
Remark 2.9. Keep the set–up of Theorem 2.8. For each i = 1, . . . , n let !i be the dualizing
sheaf of Ci. Assume that for each i = 1, . . . , n there is an integer di such that ℓi(p) ≤ di
for each p ∈ N ∩ Ci. (For instance, we may let di := 2g − 2 for each i = 1, . . . , n if no
irreducible component of C is a loosely connected rational tail; see Remark 2.5.) Then,
instead of viewing the limit canonical aspect of π˜ with focus on Ci as a system with sections
in !i(
∑
p∈N∩Ci
(1+ ℓi(p))p), we may view it as having sections in !i((1+ di)
∑
p∈N∩Ci
p). Let
Ri(di) be the corresponding ramification divisor. Then
[W ] =
n∑
i=1
Ri(di) +
∑
i<j
g(g − 1− di − dj)
∑
p∈Ci∩Cj
p.
3. A numerical lemma
Lemma 3.1. Let ∆ be a non–empty finite set and µ ∈ Q+∆. For each υ ∈ Z there are unique
α ∈ Z∆ and ρ ∈ Q∆ satisfying the following four conditions.
0 < ρp ≤ µp for every p ∈ ∆,(3.1.1a)
I := {p ∈ ∆ | ρp = µp} is non–empty,(3.1.1b)
υ ≤ |α| < υ + |I|,(3.1.1c)
µp(αp + 1)− ρp = µq(αq + 1)− ρq for all p, q ∈ ∆.(3.1.1d)
If υ ≥ 1− |∆| then α ≥ 0. If α ≥ 0 but αp = 0 for some p ∈ I then α = 0 and I = ∆.
Proof. The existence of α ∈ Z∆ and ρ ∈ Q∆ satisfying Conditions (3.1.1) is equivalent to
the existence of β ∈ Z∆ and σ ∈ Q∆ satisfying the following four conditions.
0 ≤ σp ≤ µp for every p ∈ ∆,(3.1.2a)
J := {p ∈ ∆ | σp = 0} is non–empty,(3.1.2b)
|β| = υ,(3.1.2c)
µpβp + σp = µqβq + σq for all p, q ∈ ∆.(3.1.2d)
In fact, suppose that β ∈ Z∆ and σ ∈ Q∆ satisfy Conditions (3.1.2). Define α ∈ Z∆ and
ρ ∈ Q∆ by letting for each p ∈ ∆,
(αp, ρp) :=
{
(βp + 1, µp), if σp = µp,
(βp, µp − σp), otherwise.
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Then α and ρ satisfy Conditions (3.1.1). Conversely, suppose that α ∈ Z∆ and ρ ∈ Q∆
satisfy Conditions (3.1.1). By (3.1.1c), there is a proper subset K of I with |K| = |α| − υ.
Define β ∈ Z∆ and σ ∈ Q∆ by letting for each p ∈ ∆,
(βp, σp) :=
{
(αp − 1, µp), if p ∈ K,
(αp, µp − ρp), otherwise.
Then β and σ satisfy Conditions (3.1.2).
Let’s prove now the existence of β ∈ Z∆ and σ ∈ Q∆ satisfying Conditions (3.1.2). Let Γ
be the set of points x ∈ R∆ such that
xp = µpβp + σp for each p ∈ ∆,(3.1.3)
where β ∈ Z∆ and σ ∈ R∆ satisfy Conditions (3.1.2a–c). Let
D := {y ∈ R∆ | yp = yq for all p, q ∈ ∆}.
If Γ meets D, then there are β ∈ Z∆ and σ ∈ R∆ satisfying Conditions (3.1.2). In addition,
σ ∈ Q∆ by (3.1.2b) and (3.1.2d). Thus, it is enough to show that Γ meets D.
If x ∈ Γ then υ ≤
∑
p∈∆ xp/µp < υ + δ by (3.1.2a–c) and (3.1.3). Since D 6⊆ P , where
P := {y ∈ R∆ |
∑
p∈∆ yp/µp = 0},
there is a point x ∈ Γ closest to D. Fix this point x, and let β ∈ Z∆ and σ ∈ R∆ satisfying
(3.1.2a–c) and (3.1.3). We’ll show that x ∈ D.
Suppose x 6∈ D. Let d : R∆ → R be the distance function to D. Since the coordinate axes
are not parallel to D and x 6∈ D, we have ∂pd(x) 6= 0 for every p ∈ ∆. If 0 < σp < µp for
a certain p ∈ ∆, then we would be able to produce a point of Γ closer to D by making σp
vary. So, either σp = 0 or σp = µp for each p ∈ ∆. In addition, ∂pd(x) > 0 if σp = 0 and
∂pd(x) < 0 if σp = µp.
Suppose that σp = 0 and σq = µq for certain p, q ∈ ∆. Define β ′ ∈ Z∆ and σ′ ∈ Q∆ by
letting for each r ∈ ∆,
(β ′r, σ
′
r) :=

(βp − 1, µp), if r = p,
(βq + 1, 0), if r = q,
(βr, σr), otherwise.
Then xr = µrβ
′
r + σ
′
r for every r ∈ ∆. However, since ∂qd(x) < 0 and σ
′
q = 0, we would get
a point of Γ closer to D by increasing σ′q, reaching a contradiction. Therefore, either σ = 0
or σ = µ. By (3.1.2b), σ = 0, and thus ∂pd(x) > 0 for every p ∈ ∆.
Now, let y ∈ D be the closest point to x, and z := x− y. Then
∑
p∈∆ zp = 0. But zp ≥ 0
for every p ∈ ∆ because ∂pd(x) > 0. Hence z = 0 and x ∈ D, reaching a contradiction. Thus
x ∈ D, and hence β and σ satisfy Conditions (3.1.2).
Let’s prove now uniqueness of α ∈ Z∆ and ρ ∈ Q∆ meeting Conditions (3.1.1). Let
α′ ∈ Z∆ and ρ′ ∈ Q∆ satisfying the same conditions as α and ρ. Suppose αp > α′p for some
p ∈ ∆. So,
µq(α
′
q + 1)− ρ
′
q = µp(α
′
p + 1)− ρ
′
p < µp(αp + 1)− ρp = µq(αq + 1)− ρq,(3.1.4)
and hence αq ≥ α′q for every q ∈ ∆, with equality only if ρ
′
q > ρq. Thus αq > α
′
q for every
q ∈ I. Then
|α| ≥ |α′|+ |I| ≥ υ + |I|,
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reaching a contradiction with (3.1.1c). So α ≤ α′. Interchanging the roles of α and α′, we
get α = α′.
Suppose now that ρ′p > ρp for some p ∈ ∆. So (3.1.4) holds, and hence ρ
′
q > ρq for every
q ∈ ∆. Since ρq = µq and µq ≥ ρ′q for every q ∈ I, we reach a contradiction. So, ρ
′
p ≤ ρp for
every p ∈ ∆. Interchanging the roles of ρ and ρ′, we get ρ = ρ′.
Finally, if αp < 0 for some p ∈ ∆, then αq < 0 for every q ∈ ∆ by Condition (3.1.1d). If
so, υ ≤ −|∆| by Condition (3.1.1c). Now, if α ≥ 0 but αp = 0 for some p ∈ I, then α = 0
and I = ∆ by Condition (3.1.1d).
Definition 3.2. Keep the set–up of Lemma 3.1. We call (α, ρ, I), and sometimes only (α, I),
the numerical data associated to µ and υ.
4. Set–up
4.1. Two–component curves. Let C be a nodal curve with only two irreducible components,
denoted X and Y . Let ∆ := X ∩ Y and δ := |∆|. To avoid exceptional cases, we shall
assume that δ > 1 or gXgY > 0. (If also the irreducible singularities of C are nodes, then we
are assuming that C is semi–stable.)
For each p ∈ ∆, let xp and yp denote the points of X and Y lying over p. Let gX and gY
be the arithmetic genera of X and Y . Then the arithmetic genus g of C is given by
g = gX + gY + δ − 1.
Let !X and !Y be the dualizing sheaves of X and Y , and ! that of C. Let
L := !X((1 + gY )
∑
p∈∆
xp) and M := !Y ((1 + gX)
∑
p∈∆
yp).
Let GX := Grassg(H
0(L)) and GY := Grassg(H
0(M)) denote the Grassmannians of g–
dimensional vector subspaces of H0(L) and H0(M). Set G := GX ×GY .
For each µ ∈ Q+∆, let (αµ, ρµ, Iµ) be the numerical data associated with µ and gY , and
(βµ, σ
′
µ, Jµ) the numerical data associated with µ and gX ; see Definition 3.2. Set σµ := µ−σ
′
µ.
Note that ρµ, σµ ∈ Z∆ if µ ∈ Z
+
∆. In this case, let γµ := αµ,pµp for (any) p ∈ Iµ and
ǫµ := βµ,pµp for (any) p ∈ Jµ. If gY > 0 then γµ > 0 by Lemma 3.1. Analogously, if gX > 0
then ǫµ > 0.
If gXgY > 0 let t ∈ Z+ be such that tµ ∈ Z
+
∆ and define α˜µ := γtµ/ gcd(γtµ, ǫtµ) and
β˜µ := ǫtµ/ gcd(γtµ, ǫtµ). Note that α˜µ and β˜µ do not depend on the choice of t. In addition,
if p ∈ Iµ ∩ Jµ then α˜µ = αµ,p/ gcd(αµ,p, βµ,p) and β˜µ = βµ,p/ gcd(αµ,p, βµ,p).
4.2. Semi–stable reduction. Preserve 4.1. Fix µ ∈ Z+∆. Abbreviate αµ, ρµ, Iµ, βµ, σµ, Jµ,
γµ, ǫµ, α˜µ and β˜µ by α, ρ, I, β, σ, J , γ, ǫ, α˜ and β˜. Let
LX := !X(
∑
p∈∆(1 + αp)xp),
LY := !Y (
∑
p∈I yp −
∑
p∈∆ αpyp),
MY := !Y (
∑
p∈∆(1 + βp)yp),
MX := !X(
∑
p∈J xp −
∑
p∈∆ βpxp).
(4.2.1)
By Lemma 3.1, αp ≥ 0 for every p ∈ ∆. In addition, αp ≤ gY for every p ∈ ∆. Indeed, if
gY = 0 then α = 0. Now, if gY > 0 then αp > 0 for every p ∈ I; hence αp ≤ gY for every
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p ∈ ∆ because |α| < gY + |I|. Likewise, 0 ≤ βp ≤ gX for every p ∈ ∆. So we may (and
eventually will) view LX and MY as subsheaves of L and M, respectively.
Denote by C˜ the curve obtained from C by splitting its branches at each p ∈ ∆ and
connecting them by a chain,
Zp := Zp,1 ∪ · · · ∪ Zp,µp−1,
of µp − 1 rational, smooth curves Zp,j, as depicted in Figures 1 and 2. By convention, the
.
.
.
.
.
.
Zp
YX
p
C
Y
yx
C
X
p p
~
Figure 2. The curve C˜.
leftmost curve in each chain Zp is Zp,1 and the rightmost is Zp,µp−1. In addition, set Zp,0 := X
and Zp,µp := Y for each p ∈ ∆. For each p ∈ ∆ and each j = 0, . . . , µp−1, let zp,j be the
point of Zp,j ∩Zp,j+1, as depicted in Figure 1. So zp,0 = xp and zp,µp−1 = yp for every p ∈ ∆.
If µp = 1 for a certain p ∈ ∆, then Zp is empty; in other words, the branches of C at p are
not split in C˜.
Let !˜ denote the dualizing sheaf of C˜. As observed in 2.7, !˜ is the pull–back of ! to C˜
and ! is the push–forward of !˜ to C.
For each p ∈ ∆, each j = 1, . . . , µp − 1 and each m ∈ Z, define the formal sums:
Z(m)p := mZp,1 + 2mZp,2 + · · ·+ (µp − 1)mZp,µp−1,
Ẑ(m)p := (µp − 1)mZp,1 + (µp − 2)mZp,2 + · · ·+mZp,µp−1,
Z(m,j)p := Z
(m)
p + Zp,j+1 + 2Zp,j+2 + · · ·+ (µp − 1− j)Zp,µp−1,
Ẑ(m,j)p := Ẑ
(m)
p + Zp,j−1 + 2Zp,j−2 + · · ·+ (j − 1)Zp,1.
Set Z
(m,µp)
p := Z
(m)
p and Ẑ
(m,0)
p := Ẑ
(m)
p .
4.3. General–position conditions. We shall eventually assume general–position conditions
on effective divisors D of C supported in ∆. Typically, if 4.1 is preserved we shall consider
both of the following two conditions:
h0(!X(−D)) = 0 if D is effective, degD = gX and Supp(D) ⊆ {xp| p ∈ ∆},(4.3.1a)
h0(!Y (−D)) = 0 if D is effective, degD = gY and Supp(D) ⊆ {yp| p ∈ ∆},(4.3.1b)
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whereas if also 4.2 is preserved we shall consider one or both of the following conditions:
h0(LY (−D)) = 0 if degD = gY + |I| − |α| and 0 ≤ D ≤
∑
p∈I yp,(4.3.2a)
h0(MX(−D)) = 0 if degD = gX + |J | − |β| and 0 ≤ D ≤
∑
p∈J xp.(4.3.2b)
If Conditions (4.3.1) hold, so do Conditions (4.3.2).
5. Degeneration
Lemma 5.1. Preserve 4.1–2. Let π˜ be a regular smoothing of C˜ and !π˜ the dualizing sheaf
of π˜. Put
L := !π˜(
∑
p∈∆
Z(αp,ρp)p + γY ).
If (4.3.2a) holds, so do the following five assertions.
h0(L|Y ) > 0,(5.1.1a)
h0(L|Y (−
∑
p∈I yp)) = 0,(5.1.1b)
h0(L|X(−
∑
p∈I xp)) = g − h
0(L|Y ),(5.1.1c)
h0(L|Zp(−xp − yp)) = 0 for every p ∈ ∆,(5.1.1d)
h0(L|Zp(−xp)) = h
0(L|Zp(−yp)) = 0 for every p ∈ I.(5.1.1e)
Proof. Note first that
L|X ∼= LX and L|Y ∼= LY ,(5.1.2)
where the second isomorphism holds because of (3.1.1a,d). Now, for each p ∈ ∆ and each
j = 1, . . . , µp − 1, let !Zp,j denote the dualizing sheaf of Zp,j. Then
L|Zp,j
∼=

!Zp,j ((1 + αp)zp,j + (1− αp)zp,j−1) if j < ρp,
!Zp,j ((2 + αp)zp,j + (1− αp)zp,j−1) if j = ρp,
!Zp,j ((2 + αp)zp,j − αpzp,j−1) if j > ρp.
Since Zp,j is smooth and rational, !Zp,j
∼= OZp,j(−2). So,
L|Zp,j
∼=
{
OZp,j if p ∈ I or j 6= ρp,
OZp,j(1) if p 6∈ I and j = ρp.
(5.1.3)
Equations (5.1.1d–e) follow immediately.
Since α ≥ 0 by Lemma 3.1, it follows from (5.1.2) that
h0(L|X) = gX + |α|+ δ − 1.(5.1.4)
In addition, since |α| ≥ gY by (3.1.1c), Equation (5.1.1b) follows from (4.3.2a).
By Lemma 3.1, if there is p ∈ I such that αp = 0, then α = 0, and hence gY = 0.
Conversely, if gY = 0 then α = 0. So, since |α| < gY + |I| by (3.1.1c), by (5.1.2) and (4.3.2a),
h0(L|Y ) =
{
gY + |I| − |α| if gY > 0,
δ − 1 if gY = 0.
(5.1.5)
In any case, we get (5.1.1a).
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Since α ≥ 0, with equality only if gY = 0, by (5.1.2) and Riemann–Roch,
h0(L|X(−
∑
p∈I xp)) =
{
gX + |α| − |I|+ δ − 1 if gY > 0,
gX if gY = 0.
(5.1.6)
Putting together (5.1.5) and (5.1.6) we get (5.1.1c).
Theorem 5.2. Preserve 4.1–2. Let π˜ be a regular smoothing of C˜ and π the induced smooth-
ing of C. Let !π˜ be the dualizing sheaf of π˜. Set
L :=!π˜(
∑
p∈∆
Z(αp,ρp)p + γY ),(5.2.1)
M :=!π˜(
∑
p∈∆
Ẑ(βp,σp)p + ǫX).(5.2.2)
Let VX and VY denote the images of the restriction maps,
τX : H
0(L|C˜)→ H
0(L|X) and τY : H
0(M|C˜)→ H
0(M|Y ).
Then the following three statements hold.
1. If (4.3.2a) holds, then L is the canonical sheaf of π˜ with focus on X, the map τX is
injective, (VX ,L|X) is the limit canonical aspect of π˜ with focus on X, the point xp is
not a base point of the aspect for any p ∈ ∆,
codim(VX , H
0(L|X)) = |α| − gY and VX ⊇ H
0(L|X(−
∑
p∈I xp)).
2. If (4.3.2b) holds, then M is the canonical sheaf of π˜ with focus on Y , the map τY is
injective, (VY ,M|Y ) is the limit canonical aspect of π˜ with focus on Y , the point yp is
not a base point of the aspect for any p ∈ ∆,
codim(VY , H
0(M|Y )) = |β| − gX and VY ⊇ H
0(M|Y (−
∑
p∈J yp)).
3. If (4.3.2a–b) hold, then the limit Weierstrass scheme W of π satisfies
[W ] = RX +RY +
∑
p∈∆
g(g − 1− αp − βp)p,
where RX and RY are the ramification divisors of (VX ,L|X) and (VY ,M|Y ).
Proof. Let’s prove Statement 1. Since (4.3.2a) holds, Lemma 5.1 applies. Let L := L|
C˜
.
Let’s check first that τX is injective. In fact, let s ∈ H0(L) such that s|X = 0. Then
s|Zp ∈ H
0(L|Zp(−xp)) for every p ∈ ∆. So s|Zp = 0 for every p ∈ I by (5.1.1e), and hence
s|Y ∈ H0(L|Y (−
∑
p∈I yp)). By (5.1.1b), s|Y = 0 as well. So s|Zp ∈ H
0(L|Zp(−xp − yp)), and
thus s|Zp = 0 for every p ∈ ∆ by (5.1.1d). Hence s = 0. So τX is injective.
Let’s prove now that L is the canonical sheaf of π˜ with focus on X . We must check that
Conditions 1 and 2 of Theorem 2.2 are verified. Condition 1 holds because τX is injective.
Let’s check Condition 2. The limit canonical system of π˜ associated to L has (affine) rank
g. Hence, to show that Condition 2 holds it is enough to prove that the kernel NE of the
restriction map H0(L) → H0(L|E) has dimension strictly less than g for every irreducible
component E of C˜ other than X . We divide the proof in three steps.
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Step 1 : We show that dimNY < g. In fact, if s ∈ NY then s|Zp ∈ H
0(L|Zp(−yp)) for each
p ∈ ∆. So s|Zp = 0 for each p ∈ I by (5.1.1e), and hence s|X ∈ H
0(L|X(−
∑
p∈I xp)). If
s|X = 0 then s|Zp = 0 for every p ∈ ∆ by (5.1.1d), and hence s = 0. So,
dimNY ≤ h
0(L|X(−
∑
p∈I xp)).(5.2.3)
Thus dimNY < g by (5.1.1a) and (5.1.1c).
Step 2 : Let p ∈ ∆ and j ∈ Z with 0 < j < µp such that either p ∈ I or ρp ≤ j < µp.
We show that dimNZp,j < g. In fact, if s ∈ NZp,j then s|Y ∈ H
0(L|Y (−yp)) by (5.1.3).
By (5.1.1e), if s|Y = 0 then s|Zq = 0 for every q ∈ I, and thus s|X ∈ H
0(L|X(−
∑
q∈I xq)). If
s|X = 0 as well, then s = 0 by (5.1.1d). So,
dimNZp,j ≤ h
0(L|Y (−yp)) + h
0(L|X(−
∑
q∈I xq)).
Since L|Y ∼= LY , it follows from (4.3.2a) that h0(L|Y (−yp)) = h0(L|Y ) − 1. By (5.1.1c),
dimNZp,j < g.
Step 3 : Let p ∈ ∆− I and j ∈ Z such that 0 < j < ρp. We show that dimNZp,j < g. In
fact, if s ∈ NZp,j then s|X ∈ H
0(L|X(−xp)) by (5.1.3). If s|Y = 0, then s|Zq = 0 for every
q ∈ I by (5.1.1e), and thus s|X ∈ H0(L|X(−xp −
∑
q∈I xq)). If s|X = 0 as well, then s = 0
by (5.1.1d). So,
dimNZp,j ≤ h
0(L|Y ) + h
0(L|X(−xp −
∑
q∈I xq)).(5.2.4)
By Lemma 3.1, α ≥ 0, with equality only if I = ∆. So α 6= 0 because p ∈ ∆ − I. Since
L|X ∼= LX , we have
h0(L|X(−xp −
∑
q∈I xq)) = h
0(L|X(−
∑
q∈I xq))− 1.(5.2.5)
So dimNZp,j < g by (5.1.1c) and (5.2.4–5).
Condition 2 is checked. So L is the canonical sheaf of π˜ with focus on X .
Let’s prove now that (VX , L|X) is the limit canonical aspect of π˜ with focus on X . Since
the aspect has rank g, it is enough to show that h0(L) ≤ g. By definition of NY , we have
h0(L) ≤ dimNY + h0(L|Y ). Hence,
h0(L) ≤ h0(L|X(−
∑
p∈I xp)) + h
0(L|Y )
by (5.2.3). So h0(L) ≤ g by (5.1.1c). So (VX , L|X) is the limit canonical aspect of π˜ with
focus on X .
Consider the remaining assertions in Statement 1. Let’s check first that
VX ⊇ H
0(L|X(−
∑
p∈I xp)).(5.2.6)
In fact, if s ∈ NY then s|Zp = 0 for every p ∈ I by (5.1.1e). Therefore,
τX(NY ) ⊆ H
0(L|X(−
∑
p∈I xp)).(5.2.7)
Now, since h0(L) = g, from the definition of NY we get dimNY ≥ g − h0(L|Y ), and hence
dimNY ≥ h0(L|X(−
∑
p∈I xp)) by (5.1.1c). So equality holds in (5.2.7), and thus (5.2.6)
follows.
Let’s check now that xp is not a base point of (VX , L|X) for any p ∈ ∆. In fact, if
there were p ∈ I such that VX ⊆ H
0(L|X(−xp)), then the restriction H
0(L) → H0(L|Zp)
would be zero by (5.1.1e), thus contradicting Condition 2 of Theorem 2.2. In addition, if
VX ⊆ H0(L|X(−xp)) for a certain p ∈ ∆− I, then
h0(L|X(−
∑
q∈I xq)) = h
0(L|X(−xp −
∑
q∈I xq))
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by (5.2.6), thus contradicting (5.2.5). So, no point of {xp| p ∈ ∆} is a base point of (VX , L|X).
Finally, codim(VX , H
0(L|X)) = |α| − gY because dimVX = g, and because of (5.1.4). The
proof of Statement 1 is complete. Statement 2 follows by analogy.
Let’s prove now Statement 3. By Statements 1 and 2, the sheaves L and M are the
canonical sheaves and (VX ,L|X) and (VY ,M|Y ) are the limit canonical aspects of π˜ with
foci on X and Y , respectively. By (5.2.1), for each p ∈ ∆ the correction number for L at xp
is αp. By (5.2.2), for each p ∈ ∆ the correction number forM at yp is βp. Then Statement 3
follows from Theorem 2.8.
Remark 5.3. Keep the set–up of Theorem 5.2. Let LC be the push–forward to C of L|C˜
andMC that ofM|C˜. It follows from (5.1.3) that the sheaf LC is torsion–free of generic rank
1, and fails to be invertible precisely along ∆ − I. Likewise, MC is torsion–free of generic
rank 1, and fails to be invertible precisely along ∆− J .
6. Enriched structures
6.1. Deformation theory. Let C be a nodal curve defined over a field k. Since C is one–
dimensional, generically smooth, and a local complete intersection, Ext2C(Ω
1
C ,OC) = 0 by
[DM, Lemma 1.3, p. 79]. By [S], there exists a versal formal deformation V of C over the
base scheme
M := Spec(k[[t1, . . . , te]]), where e := dimk Ext
1
C(Ω
1
C ,OC).
Since C is a curve, H2(C,OC) = 0. By [S], the formal scheme V is the formal completion of
a scheme V projective and flat over M .
Let p be a node of C. So ÔC,p ∼= k[[u, v]]/(uv). The versal formal deformation of ÔC,p
is a complete, local k[[t]]–algebra Ô such that Ô/tÔ ∼= ÔC,p. More precisely, there is an
isomorphism of k[[t]]–algebras,
Ô ∼= k[[t, u, v]]/(uv − t).
Let p1, . . . , pδ denote the nodes of C. For i = 1, . . . , δ, let Ôi denote the versal formal
deformation of ÔC,pi over k[[t]]. Since global deformations induce local ones, there is a map
φi : k[[t]]→ k[[t1, . . . , te]] such that
ÔV,pi
∼= Ôi ⊗k[[t]] k[[t1, . . . , te]].
Since C is a curve, by [DM, Prop. 1.5, p. 81], the tensor–product map,
φ1 ⊗ · · · ⊗ φδ : k[[t1, . . . , tδ]] −→ k[[t1, . . . , te]],
is formally smooth. Up to changing variables, we may assume that φ1 ⊗ · · · ⊗ φδ is the
inclusion map. Thus, there is an isomorphism of k[[t1, . . . , te]]–algebras,
ÔV,pi
∼= k[[t1, . . . , te, ui, vi]]/(uivi − ti),
for i = 1, . . . , δ.
Definition 6.2. Let Υ be a set and λ ∈ ZΥ. A subset P of Υ is called λ–balanced if λE = λF
for all E, F ∈ P . If P is λ–balanced, set λP := λE for (any) E ∈ P .
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6.3. Certain fractional ideals. Let C˜ be a nodal curve defined over a field k. Let Υ denote
the set of irreducible components of C˜. For each P ⊆ Υ set
C˜P :=
⋃
E∈P
E.
We say that C˜P is a subcurve of C˜. Let C denote the disjoint union of the irreducible
components of C˜.
For each pair (E, F ) of distinct irreducible components of C˜ let ∆E,F denote the reduced
Weil divisor with support E ∩F . We shall view ∆E,F as a Cartier divisor on every subcurve
of C˜ or C containing either E or F but not both.
For each λ ∈ ZΥ and each P ⊆ Υ define
Dλ,P :=
∑
E∈P
∑
F 6∈P
(λF − λE)∆E,F and Nλ,P := OC˜P (Dλ,P ).
If P is a partition of Υ, let CP be the disjoint union of the subcurves C˜P for P ∈ P, and set
Nλ,P :=
⊕
P∈P
Nλ,P .
Let T be the total partition of Υ. Then CT = C. For each λ ∈ ZΥ set Nλ := Nλ,T. Then,
for each partition P of Υ in λ–balanced subsets, there is a natural injection Nλ,P →֒ Nλ
satisfying Nλ,POC = Nλ.
Note that
N ℓ1λ1+ℓ2λ2 = N
ℓ1
λ1
N
ℓ2
λ2
for all ℓ1, ℓ2 ∈ Z and all λ1, λ2 ∈ ZΥ. So, E := {Nλ | λ ∈ ZΥ} is a subgroup of the group U
of invertible sheaves of fractional ideals of C.
6.4. Enriched structures. Preserve 6.3. Let π˜ : S˜ → B be a regular smoothing of C˜. Let
t be a parameter of B at its special point. For each λ ∈ ZΥ define Nλ := OS˜(
∑
E∈Υ λEE).
Then, for each λ–balanced subset P ⊆ Υ define ρλ,P as the composition
ρλ,P : Nλ
·tλP
−−−→ O
S˜
(
∑
E 6∈P (λE − λP )E) −−−→ Nλ,P ,
where the second map is the natural surjection.
For each λ ∈ ZΥ and each partition P of Υ in λ–balanced subsets let
ρλ,P :=
⊕
P∈P
ρλ,P |C˜ : Nλ|C˜ −→ Nλ,P.
Let Nλ,P be the image of ρλ,P. Since each ρλ,P is surjective, ρλ,P is an isomorphism onto Nλ,P
and Nλ,POCP = Nλ,P. Note that Nλ,P does not depend on the choice of t.
For each λ ∈ ZΥ set Nλ := Nλ,T. Then, for each partition P of Υ in λ–balanced subsets,
ρλ,T factors as ρλ,P followed by the natural injection Nλ,T →֒ Nλ. So Nλ,P = Nλ.
Let U˜ denote the group of invertible sheaves of fractional ideals of C˜. Let
Eπ˜ := {Nλ | λ ∈ ZΥ} ⊆ U˜.
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Note that Nℓ1λ1+ℓ2λ2 = N
ℓ1
λ1
N ℓ2λ2 for all ℓ1, ℓ2 ∈ Z and all λ1, λ2 ∈ ZΥ. So Eπ˜ is the image of
the group homomorphism,
eπ˜ : ZΥ −→ U˜, defined by λ 7→ Nλ.
We say that eπ˜ is the enriched structure on C˜ given by π˜.
Theorem 6.5. Preserve 6.3. For eachm = 1, . . . , d, let λm ∈ ZΥ and let Nm be an invertible
OC˜–submodule of Nλm satisfying NmOC = Nλm. For each ℓ ∈ Z
d set τ (ℓ) :=
∑d
i=1 ℓiλi. If
(N ℓ11 · · ·N
ℓd
d )OE∪F = Nτ (ℓ),{E,F}(6.5.1)
for each ℓ ∈ Zd and all distinct E, F ∈ Υ such that τ (ℓ)E = τ
(ℓ)
F , then there exists a regular
smoothing π˜ of C˜ whose enriched structure eπ˜ satisfies
Nm = eπ˜(λm) for m = 1, . . . , d.
Proof. Let p1, . . . , pδ denote the reducible nodes of C˜. Let V/M be the versal formal defor-
mation of C˜. Then M = Spec(R), where
R := k[[t1, . . . , tδ, s1, . . . , se]]
for a certain integer e. In addition, we may assume that there is an isomorphism of R–
algebras,
ÔV,ph
∼= R[[uh, vh]]/(uhvh − th),(6.5.2)
for each h = 1, . . . , δ, where uh and vh are the local equations of the branches of C˜ meeting
at ph; see 6.1.
For each h = 1, . . . , δ choose ah ∈ k∗. Consider the surjection φ : R→ k[[t]], sending each
th to aht and each si to t. Let B := Spec(k[[t]]) and set S := V ×M B, where B is viewed as
a closed subscheme of M by means of φ. Since all ah are non–zero, the surface S is regular.
So S/B is a regular smoothing of C˜. In addition, the isomorphism (6.5.2) restricts to an
isomorphism of k[[t]]–algebras,
ÔS,ph
∼= k[[t, uh, vh]]/(uhvh − aht),
for each h = 1, . . . , δ.
Recall the notation in 6.4. We need to show that we may choose a1, . . . , aδ ∈ k
∗ such that
Nλm = Nm for m = 1, . . . , d. Fix h ∈ {1, . . . , δ} and m ∈ {1, . . . , d}. For convenience, put
p := ph, u := uh, v := vh.
Let E, F ∈ Υ such that p ∈ E∩F . Suppose that u is the local equation of E at p and v that
of F . The completion N̂λm,p of Nλm at p is generated by (1/u)
λm,E(1/v)λm,F . In addition,
ρ̂λm,{E}((1/u)
λm,E(1/v)λm,F ) =(t/u)λm,E(1/v)λm,F = (1/ah)
λm,E (1/v)γ,
ρ̂λm,{F}((1/u)
λm,E(1/v)λm,F ) =(1/u)λm,E(t/v)λm,F = (1/ah)
λm,F (1/u)−γ,
where γ := λm,F − λm,E . For each b ∈ k∗ let
ψb : (1/v)
γÔE,p ⊕ u
γÔF,p −→ k
be the map defined by sending (f(1/v)γ, guγ) to f(p)− bg(p). Then N̂λm,p = Ker(ψaγh). In
addition, since Nm is an invertible OC˜–submodule of Nλm such that NmOC = Nλm , there
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is bm ∈ k∗ such that N̂m,p = Ker(ψbm). We claim that we may choose ah ∈ k
∗ such that
aγh = bm, and hence N̂λm,p = N̂m,p. In fact, there’s clearly ah ∈ k
∗ such that aγh = bm if γ 6= 0.
On the other hand, if γ = 0 then N̂m,p = ÔC˜,p by Condition (6.5.1), and hence b = 1. So
any choice of ah ∈ k∗ yields a
γ
h = bm.
Now, let m vary in {1, . . . , d} and pick bm ∈ k∗ for each m as in the above paragraph. By
Condition (6.5.1), bℓ11 · · · b
ℓd
d = 1 for every ℓ ∈ Z
d such that τ
(ℓ)
E = τ
(ℓ)
F . It follows that there
is ah ∈ k∗ such that bm = a
λm,F−λm,E
h for every m. Then N̂λm,p = N̂m,p for each m = 1, . . . , d.
Finally, let h vary in {1, . . . , δ} and pick ah ∈ k∗ for each h as in the above paragraph.
Now, for each m = 1, . . . , d the sheaves of fractional ideals Nm and Nλm coincide away from
the reducible nodes of C˜ because
NmOC = Nλm = NλmOC .
As we proved that Nλm,p = Nm,p for each reducible node p of C˜ and each m = 1, . . . , d, we
get Nλm = Nm for m = 1, . . . , d.
Corollary 6.6. Preserve 6.3. Let λ ∈ ZΥ and let P be the partition of Υ in maximal λ–
balanced subsets. Let N be an invertible sheaf of C˜. Then there is a regular smoothing
π˜ : S˜ → B of C˜ such that
N ∼= OS˜(
∑
E∈Υ λEE)
∣∣
C˜
if and only if N |
C˜P
∼= Nλ,P for every P ∈ P.
Proof. The “only if” assertion is clear; see 6.4. Let’s prove now the “if” assertion. Since
N |
C˜P
∼= Nλ,P for every P ∈ P, we may assume that N is an invertible OC˜–submodule of
Nλ,P satisfying NOCP = Nλ,P. To finish the proof we apply Theorem 6.5 with d = 1, with
λ1 = λ and N1 = N . So we check that the conditions for Theorem 6.5 hold. First, since
NOCP = Nλ,P, we have NOC = Nλ as well. Second, since d = 1, we need only verify
Condition (6.5.1) for ℓ1 = 1. Now, if E, F ∈ Υ are such that λE = λF , then there is
P ∈ P such that E, F ∈ P . Since NO
C˜P
= Nλ,P , we have NOE∪F = Nλ,{E,F} as well. So
Condition (6.5.1) is verified. By Theorem 6.5, there is a regular smoothing π˜ : S˜ → B of C˜
such that N ∼= OS˜(
∑
E∈Υ λEE)|C˜ .
Remark 6.7. Preserve 6.3 and 6.4. Maino` calls an enriched structure the canonical gen-
erators of the image of eπ˜, and view them abstractly, without the additional structure of
sheaves of fractional ideals. In [M, Prop. 3.16] she gives an intrinsic characterization of the
enriched structures a nodal curve can have. The proof of Theorem 6.5 was inspired by the
proof given to [M, Prop. 3.16]. In [M] Maino` constructs and studies the moduli of stable
curves with enriched structures.
7. Regeneration, I
Theorem 7.1. Preserve 4.1–2. Let L and M be invertible sheaves on C˜. Then the following
three statements hold.
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1. If (4.3.2a) holds and gY > 0, then L is the restriction of the canonical sheaf with focus
on X of some regular smoothing of C˜ if and only if
L|X ∼= LX , L|Y ∼= LY , L|Zp,j
∼=
{
OZp,j if p ∈ I or j 6= ρp,
OZp,j (1) if p 6∈ I and j = ρp.
(7.1.1)
2. If (4.3.2b) holds and gX > 0, then M is the restriction of the canonical sheaf with focus
on Y of some regular smoothing of C˜ if and only if
M |X ∼= MX , M |Y ∼= MY , M |Zp,j
∼=
{
OZp,j if p ∈ J or j 6= σp,
OZp,j (1) if p 6∈ J and j = σp.
(7.1.2)
3. If (4.3.2a–b) hold and gXgY > 0, then L and M are the restrictions of the canonical
sheaves with foci on X and Y , respectively, of some regular smoothing of C˜ if and only
if (7.1.1–2) hold and (L⊗β˜ ⊗M⊗α˜)|C˜I∩J
∼= K˜I∩J , where
C˜I∩J := X ∪ Y ∪ (
⋃
p∈I∩J
Zp) ⊆ C˜
and
K˜I∩J := !˜|
⊗(α˜+β˜)
C˜I∩J
(
∑
p 6∈I∩J
(β˜αp − α˜βp)(xp − yp)− α˜
∑
p 6∈J
xp − β˜
∑
p 6∈I
yp).(7.1.3)
Proof. Let Υ be the set of irreducible components of C˜. Let λ, ν ∈ ZΥ such that∑
p∈∆
Z(αp,ρp)p + γY =
∑
E∈Υ
λEE and
∑
p∈∆
Ẑ(βp,σp)p + ǫX =
∑
E∈Υ
νEE.(7.1.4)
Let’s prove Statement 1. Consider first the “only if” assertion. Let π˜ be a regular smooth-
ing of C˜ and L := !π˜(
∑
p∈∆ Z
(αp,ρp)
p + γY ), where !π˜ is the dualizing sheaf of π˜. By The-
orem 5.2, L is the canonical sheaf with focus on X . If L ∼= L|C˜ , then (7.1.1) holds by
(5.1.2–3).
Consider now the “if” assertion. Preserve 6.3. Let P denote the partition of Υ in maximal
λ–balanced subsets. Since gY > 0, by Lemma 3.1, αp > 0 for every p ∈ I. Hence γ > 0
as well. So λX 6= λY , and hence C˜P is treelike for every P ∈ P. Let N := L ⊗ !˜
−1. Since
(7.1.1) holds and C˜P is treelike, N |C˜P
∼= Nλ,P for every P ∈ P. By Corollary 6.6, there is a
regular smoothing π˜ : S˜ → B of C˜ such that N ∼= N|C˜ , where N := OS˜(
∑
E∈Υ λEE). Let
!π˜ be the dualizing sheaf of π˜. Since (7.1.4) holds, by Theorem 5.2 the canonical sheaf L of
π˜ with focus on X satisfies L ∼= !π˜⊗N . So L ∼= L|C˜. The proof of Statement 1 is complete.
Statement 2 follows by analogy.
Let’s prove Statement 3. For each pair (ℓ,m) ∈ Z × Z let τ (ℓ,m) := ℓλ + mν. Then
τ
(ℓ,m)
X = τ
(ℓ,m)
Y if and only if (ℓ,m) ∈ Z(β˜, α˜). In addition, using that
γ = µp(αp + 1)− ρp and ǫ = µpβp + σp for every p ∈ ∆,
it follows from (7.1.4) that∑
E∈Υ
τ
(β˜,α˜)
E E =
γǫ
gcd(γ, ǫ)
(X + Y +
∑
p∈I∩J
µp−1∑
j=1
Zp,j) +D1 +D2 +D3,(7.1.5)
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where
D1 =
∑
p∈J\I
(α˜ǫ+ β˜αp − α˜βp)Zp,1 +
∑
p∈I\J
(β˜γ + α˜βp − β˜αp)Zp,µp−1,
D2 =
∑
p 6∈J
(α˜ǫ+ β˜αp − α˜(βp + 1))Zp,1 +
∑
p 6∈I
(β˜γ + α˜βp − β˜(αp + 1))Zp,µp−1,
and where D3 is a formal sum with integer coefficients of the rational curves Zp,j with
p 6∈ I ∩ J and 1 < j < µp − 1.
Consider first the “only if” assertion of Statement 3. Let π˜ be a regular smoothing of C˜,
and !π˜ its dualizing sheaf. By Theorem 5.2, the canonical sheaves L and M of π˜ with foci
on X and Y , respectively, are given by (5.2.1–2). By (7.1.4),
L⊗β˜ ⊗M⊗α˜ ∼= !
⊗(α˜+β˜)
π˜ (
∑
E∈Υ
τ
(β˜,α˜)
E E).
So, it follows from (7.1.5) that L⊗β˜ ⊗M⊗α˜|
C˜I∩J
∼= K˜I∩J .
Consider now the “if” assertion. Let L˜ := L⊗ !˜−1 and M˜ :=M ⊗ !˜−1. We shall use the
set–up of 6.3. Let L := Nλ and M := Nν . By (7.1.1–2), we may view L˜ and M˜ as invertible
OC˜–submodules of L and M such that L˜OC = L and M˜OC = M . Multiplication by c ∈ k
∗
Υ
gives automorphisms of L and M ; let L˜c and M˜c denote the images of L˜ and M˜ under these
automorphisms. It’s clear that L˜cOC = L and M˜cOC = M . For each c ∈ k
∗
Υ, each p ∈ ∆
and each j = 0, . . . , µp let cp,j := cZp,j .
We’ll choose c, d ∈ k∗Υ such that L˜c and M˜d satisfy Condition (6.5.1) of Theorem 6.5. In
other words, we’ll pick c, d ∈ k∗Υ such that
L˜ℓcM˜
m
d OE∪F = Nτ (ℓ,m),{E,F}(7.1.6)
for all (ℓ,m) ∈ Z× Z and all distinct E, F ∈ Υ such that τ (ℓ,m)E = τ
(ℓ,m)
F .
In fact, we need only obtain (7.1.6) for E and F that intersect, that is, for E and F such
that {E, F} = {Zp,j−1, Zp,j} for some p ∈ ∆ and some j = 1, . . . , µp. In addition, we need
only obtain (7.1.6) for (ℓ,m) in a Z–basis of
HE,F := {(ℓ,m) ∈ Z× Z | τ
(ℓ,m)
E = τ
(ℓ,m)
F }.
Let Hp,j := HZp,j−1,Zp,j for each p ∈ ∆ and each j = 1, . . . , µp. Choose a Z–basis Bp,j of Hp,j
for each p ∈ ∆ and each j = 1, . . . , µp. Note that Hp,j = Z × Z if and only if αp = βp = 0
and σp < j ≤ ρp; in this case let Bp,j := {(1, 0), (0, 1)}. In all other cases, Hp,j has rank 1.
If p ∈ I ∩ J then (β˜, α˜) is a basis of Hp,j for every j; in this case let Bp,j := {(β˜, α˜)}.
Consider distinct E, F ∈ Υ with non–empty intersection. Then either E ∪F is treelike or
{E, F} = {X, Y } and there are distinct p, q ∈ ∆ such that µp = µq = 1. In either case there
is an isomorphism between L˜ℓM˜mOE∪F and Nτ (ℓ,m),{E,F} for each (ℓ,m) ∈ HE,F . In fact, such
an isomorphism exists in the former case because both sheaves have the same restriction to
E and to F ; and in the latter case because HX,Y = Z(β˜, α˜) and L
⊗β˜⊗M⊗α˜|X∪Y ∼= K˜I∩J |X∪Y .
So, for each (ℓ,m) ∈ HE,F there is a unique e
(ℓ,m)
E,F ∈ k
∗ such that
L˜ℓM˜mOE∪F = (1, e
(ℓ,m)
E,F )Nτ (ℓ,m),{E,F}
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as subsheaves of Nτ (ℓ,m),E ⊕ Nτ (ℓ,m),F . Let e
(ℓ,m)
p,j := e
(ℓ,m)
Zp,j−1,Zp,j
for each p ∈ ∆ and each
j = 1, . . . , µp. Since L
⊗β˜ ⊗M⊗α˜|
C˜I∩J
∼= K˜I∩J , it follows that
e
(β˜,α˜)
p,1 e
(β˜,α˜)
p,2 · · · e
(β˜,α˜)
p,µp
= e
(β˜,α˜)
q,1 e
(β˜,α˜)
q,2 · · · e
(β˜,α˜)
q,µq
for all p, q ∈ I ∩ J.(7.1.7)
Therefore, finding c, d ∈ k∗Υ such that (7.1.6) holds for all (ℓ,m) ∈ Z× Z and all distinct
E, F ∈ Υ with τ (ℓ,m)E = τ
(ℓ,m)
F is equivalent to finding c, d ∈ k
∗
Υ such that, for each p ∈ ∆,
cℓp,j−1d
m
p,j−1 = e
(ℓ,m)
p,j c
ℓ
p,jd
m
p,j for each j = 1, . . . , µp and each (ℓ,m) ∈ Bp,j.(7.1.8)
Set cX := 1 and dX := 1. For p ∈ I∩J choose cp,j, dp,j ∈ k∗ inductively for j = 1, . . . , µp−1
such that
e
(β˜,α˜)
p,j c
β˜
p,jd
α˜
p,j = c
β˜
p,j−1d
α˜
p,j−1.
By (7.1.7), we may choose cY , dY ∈ k∗ such that
e(β˜,α˜)p,µp c
β˜
Y d
α˜
Y = c
β˜
p,µp−1d
α˜
p,µp−1
for every p ∈ I ∩ J . If I ∩ J = ∅, set cY := 1 and dY := 1. Then (7.1.8) is achieved for every
p ∈ I ∩ J .
If p ∈ ∆ − (I ∩ J) is such that αp = βp = 0 and σp < ρp, then choose cp,j inductively for
j = 1, . . . , ρp such that
e
(1,0)
p,j cp,j = cp,j−1,
and choose dp,j inductively for j = µp − 1, . . . , σp such that
dp,j = e
(0,1)
p,j+1dp,j+1.
In addition, set cp,j := 1 for j = ρp + 1, . . . , µp − 1 and dp,j := 1 for j = 1, . . . , σp − 1. Then
(7.1.8) is achieved.
Let p ∈ ∆ − (I ∩ J) such that either αp 6= 0 or βp 6= 0 or σp ≥ ρp. Then Hp,j has rank 1
for every j = 1, . . . , µp. By (7.1.5), τ
(β˜,α˜)
X = τ
(β˜,α˜)
Y . Now, since α˜ and β˜ are positive and
p 6∈ I ∩ J , it follows from (7.1.5) as well that either τ (β˜,α˜)Zp,1 6= τ
(β˜,α˜)
X or τ
(β˜,α˜)
Zp,µp−1
6= τ (β˜,α˜)Y . So,
there is hp ∈ {1, . . . , µp − 1} such that
Hp,hp ∩Hp,hp+1 = 0.(7.1.9)
For j = 1, . . . , hp − 1 choose cp,j, dp,j ∈ k∗ inductively such that
e
(ℓ,m)
p,j c
ℓ
p,jd
m
p,j = c
ℓ
p,j−1d
m
p,j−1 where (ℓ,m) ∈ Bp,j.
For j = µp − 1, . . . , hp + 1 choose cp,j, dp,j ∈ k∗ inductively such that
cℓp,jd
m
p,j = e
(ℓ,m)
p,j+1c
ℓ
p,j+1d
m
p,j+1 where (ℓ,m) ∈ Bp,j+1.
Now, let (ℓ−, m−) ∈ Bp,hp and (ℓ+, m+) ∈ Bp,hp+1. By (7.1.9), (ℓ−, m−) and (ℓ+, m+) are
Z–independent. So, we may choose cp,hp, dp,hp ∈ k
∗ such that
e
(ℓ−,m−)
p,hp
c
ℓ−
p,hp
d
m−
p,hp
= c
ℓ−
p,hp−1
d
m−
p,hp−1
and c
ℓ+
p,hp
d
m+
p,hp
= e
(ℓ+,m+)
p,hp+1
c
ℓ+
p,hp+1
d
m+
p,hp+1
.
Then (7.1.8) is achieved.
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So, we obtained c, d ∈ k∗Υ such that (7.1.6) holds for all (ℓ,m) ∈ Z × Z and all distinct
E, F ∈ Υ such that τ (ℓ,m)E = τ
(ℓ,m)
F . By Theorem 6.5 there is a regular smoothing π˜ : S˜ → B
of C˜ such that
L˜c ∼= OS˜(
∑
E∈Υ
λEE)|C˜ and M˜d
∼= OS˜(
∑
E∈Υ
νEE)|C˜ .
Since L˜c ∼= L⊗ !˜−1 and M˜d ∼= M ⊗ !˜−1, it follows from (7.1.4) and Theorem 5.2 that L and
M are the restrictions of the canonical sheaves of π˜ with foci on X and Y , respectively.
8. Regeneration, II
Definition 8.1. Preserve 4.1–2. Let V ⊆ H0(LX) and W ⊆ H0(MY ) be vector subspaces.
Suppose (4.3.2a) holds. Then V is called µ–smoothable if (V, LX) is the limit canonical
aspect with focus on X of a regular smoothing of C˜. Let Vµ,X ⊆ GX be the subset of
µ–smoothable subspaces.
Suppose (4.3.2b) holds. Then W is called µ–smoothable if (W,MY ) is the limit canonical
aspect with focus on Y of a regular smoothing of C˜. Let Vµ,Y ⊆ GY be the subset of
µ–smoothable subspaces.
Suppose (4.3.2a–b) hold. Then the pair (V,W ) is called µ–smoothable if (V, LX) and
(W,MY ) are the limit canonical aspects with foci on X and Y of the same regular smoothing
of C˜. Let Vµ ⊆ Vµ,X × Vµ,Y be the subset of µ–smoothable pairs.
Theorem 8.2. Preserve 4.1–2. For each F ⊆ ∆ let CF be the blow–up of C along ∆− F .
Let V ⊆ H0(LX) and W ⊆ H0(MY ) be vector subspaces. Then the following three statements
hold.
1. If (4.3.2a) holds and gY > 0, then V ∈ Vµ,X if and only if there is an invertible sheaf L
on CI such that L|X ∼= LX and L|Y ∼= LY and such that V is the image of the restriction
map H0(L)→ H0(LX).
2. If (4.3.2b) holds and gX > 0, then W ∈ Vµ,Y if and only if there is an invertible sheaf
M on CJ such that M |X ∼= MX and M |Y ∼= MY and such that W is the image of the
restriction map H0(M)→ H0(MY ).
3. If (4.3.2a–b) hold and gXgY > 0, then (V,W ) ∈ Vµ if and only if there are an invertible
sheaf L on CI as in Statement 1 and an invertible sheaf M on CJ as in Statement 2
such that their pull–backs LI∩J and MI∩J to CI∩J satisfy
L⊗β˜I∩J ⊗M
⊗α˜
I∩J
∼= KI∩J ,(8.2.1)
where
KI∩J := !
⊗(α˜+β˜)
I∩J (
∑
p 6∈I∩J
(β˜αp − α˜βp)(xp − yp)− α˜
∑
p 6∈J
xp − β˜
∑
p 6∈I
yp),(8.2.2)
where !I∩J is the pull–back to CI∩J of the dualizing sheaf ! of C.
Proof. Let ψ : C˜ → C be the map contracting the subcurve Zp for every p ∈ ∆. For each
F ⊆ ∆ let ϕF : CF → C be the blow–up map,
C˜F := X ∪ Y ∪ (
⋃
p∈F Zp) ⊆ C˜,
and let ψF : C˜F → CF be the map contracting the subcurve Zp for every p ∈ F .
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Let’s prove Statement 1. First, let π˜ be a regular smoothing of C˜ such that (V, LX) is the
limit canonical aspect of π˜ with focus on X . Let L˜ be the restriction to C˜ of the canonical
sheaf of π˜ with focus on X . By Proposition 7.1,
L˜|X ∼= LX , L˜|Y ∼= LY ,(8.2.3a)
L˜|Zp,j
∼=
{
OZp,j if p ∈ I or j 6= ρp,
OZp,j(1) if p 6∈ I and j = ρp.
(8.2.3b)
By (8.2.3b), the sheaf ψ∗L˜ is torsion–free, rank–1, and fails to be invertible precisely along the
set ∆− I. Hence there are an invertible sheaf L on CI and an isomorphism λ : ψ∗L˜→ ϕI∗L.
Restricting λ to X and Y , and removing torsion, we obtain isomorphisms L˜|X → L|X and
L˜|Y → L|Y . So there is a commutative diagram,
H0(L˜) −−−→ H0(L)y y
H0(L˜|X) −−−→ H0(L|X),
(8.2.4)
where the vertical maps are restriction maps, and the horizontal maps are the isomorphisms
induced by λ. In addition, L|X ∼= LX and L|Y ∼= LY by (8.2.3a). Now, since (8.2.4) is
commutative, the restriction maps τ : H0(L)→ H0(LX) and τ˜ : H0(L˜)→ H0(LX) have the
same image. Hence V = Im(τ˜) by Theorem 5.2, because (V, LX) is the limit canonical aspect
of π˜ with focus on X . So V = Im(τ).
Conversely, let L be an invertible sheaf on CI as in Statement 1. Then ϕI∗L is torsion–free,
rank–1, and fails to be invertible precisely along ∆− I. As µp > 1 for each p ∈ ∆− I, there
are an invertible sheaf L˜ on C˜ such that (8.2.3b) holds and an isomorphism λ : ψ∗L˜→ ϕI∗L.
As before, λ induces isomorphisms L˜|X ∼= L|X and L˜|Y ∼= L|Y . So (8.2.3a) holds. By
Theorem 7.1, there is a regular smoothing of C˜ whose canonical sheaf with focus on X
restricts to L˜ on C˜. As before, V is the image of the restriction map H0(L˜)→ H0(LX). So
V is µ–smoothable. The proof of Statement 1 is complete. Statement 2 follows by analogy.
Let’s prove Statement 3. First, let π˜ be a regular smoothing of C˜ such that (V, LX) and
(W,MY ) are the limit canonical aspects of π˜ with foci on X and Y , respectively. Let L˜ and
M˜ be the restrictions to C˜ of the canonical sheaves of π˜ with foci on X and Y , respectively.
As observed in the proof of Statement 1, there are invertible sheaves L and M on CI and
CJ , respectively, such that ψ∗L˜ ∼= ϕI∗L and ψ∗M˜ ∼= ϕJ∗M . In addition, L and M satisfy
Statements 1 and 2, respectively.
Since ψ∗L˜ ∼= ϕI∗L, there is a map ψ∗IL→ L˜|C˜I . This map is injective because it is injective
generically on X and Y and because L is invertible. So ψ∗IL and L˜|C˜I are isomorphic be-
cause they restrict to isomorphic sheaves on the irreducible components of C˜I . Analogously,
ψ∗JM
∼= M˜ |C˜J . Let LI∩J and MI∩J be the pull–backs of L and M to CI∩J . Let K˜I∩J be
given by (7.1.3). Since (L˜⊗β˜ ⊗ M˜⊗α˜)|C˜I∩J
∼= K˜I∩J by Theorem 7.1, we have
ψ∗I∩J(L
⊗β˜
I∩J ⊗M
⊗α˜
I∩J)
∼= K˜I∩J .(8.2.5)
Now, since !˜ ∼= ψ∗!, it follows that K˜I∩J ∼= ψ∗I∩JKI∩J . So (8.2.1) holds.
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Conversely, let L be an invertible sheaf on CI and M an invertible sheaf on CJ as in
Statement 3. As observed in the proof of Statement 1, there are invertible sheaves L˜ and
M˜ on C˜ such that ψ∗L˜ ∼= ϕI∗L and ψ∗M˜ ∼= ϕJ∗M , and such that (8.2.3) and (8.2.6) below
hold.
M˜ |X ∼= MX , M˜ |Y ∼= MY ,(8.2.6a)
M˜ |Zp,j
∼=
{
OZp,j if p ∈ J or j 6= σp,
OZp,j (1) if p 6∈ J and j = σp.
(8.2.6b)
Now, since ψ∗I∩JKI∩J
∼= K˜I∩J , it follows from (8.2.1) that (8.2.5) holds. As shown above,
ψ∗IL
∼= L˜|C˜I and ψ
∗
JM
∼= M˜ |C˜J . Hence (L˜
⊗β˜ ⊗ M˜⊗α˜)|C˜I∩J
∼= K˜I∩J . By Theorem 7.1, there is
a regular smoothing of C˜ whose canonical sheaves with foci on X and Y restrict to L˜ and M˜ ,
respectively. As shown in the proof of Statement 1, the restriction maps H0(L˜) → H0(LX)
and H0(M˜)→ H0(MY ) have images V andW , respectively. So (V,W ) is µ–smoothable.
8.3. Tori actions. Preserve 4.1–2. Denote by CI∩J the blow–up of C along the points of
∆− (I ∩ J). Fix isomorphisms ζX,p : LX(xp)→ k and ζY,p : LY (yp)→ k for each p ∈ I, and
ξX,p : MX(xp)→ k and ξY,p : MY (yp)→ k for each p ∈ J . If gXgY > 0 and I ∩ J 6= ∅, choose
them such that
{(ζ⊗β˜X,p ⊗ ξ
⊗α˜
X,p, ζ
⊗β˜
Y,p ⊗ ξ
⊗α˜
Y,p) | p ∈ I ∩ J}
patch L⊗β˜X ⊗M
⊗α˜
X and L
⊗β˜
Y ⊗M
⊗α˜
Y to the sheaf KI∩J given by (8.2.2). Consider the corre-
sponding evaluation maps,
eX : H
0(LX)→ kI , eY : H
0(LY )→ kI , fX : H
0(MX)→ kJ , fY : H
0(MY )→ kJ .
Let V := Im(eY ) and W := Im(fX). Let hX := dimV and hY := dimW . Let
GX := GrasshX (kI) and GY := GrasshY (kJ).
Consider the natural actions of the tori k∗I and k
∗
J on kI and kJ , and their respective actions
on GX and GY . Denote by OV and OW the orbits of V and W under these actions, and by
ψX : k
∗
I → OV and ψY : k
∗
J → OW the orbit maps. If gXgY > 0, let
T := {(s, t) ∈ k∗I × k
∗
J | s
β˜
p = t
α˜
p for every p ∈ I ∩ J},(8.3.1)
and denote by O the orbit of (V,W ) under the induced action of T on GX ×GY .
Lemma 8.4. Preserve 4.1–2 and 8.3. Then the following three statements hold.
1. If (4.3.2a) holds and α 6= 0, then eX induces a closed embedding ιX : GX → GX such
that ιX(OV ) = Vµ,X .
2. If (4.3.2b) holds and β 6= 0, then fY induces a closed embedding ιY : GY → GY such
that ιY (OW ) = Vµ,Y .
3. If (4.3.2a–b) hold, α 6= 0 and β 6= 0, then Vµ = (ιX × ιY )(O), where ιX and ιY are the
embeddings mentioned in Statements 1 and 2.
Proof. Let’s prove Statement 1. Since α 6= 0, also gY > 0, and αp > 0 for every p ∈ I by
Lemma 3.1. By Riemann–Roch, h0(LX) = g + |α| − gY and eX is surjective. Now, eY is
injective by (4.3.2a). So h0(LX)−g = |I|−hX by (5.1.5). Thus, taking inverse images by eX
gives us a closed embedding ιX : GX → GX . Since gY > 0 and (4.3.2a) holds, the description
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of Vµ,X given in Theorem 8.2 applies. Comparing this description with that of OV given
in 8.3, we get ιX(OV ) = Vµ,X . The proof of Statement 1 is complete. Statement 2 is proved
analogously.
Let’s prove now Statement 3. Since α and β are non–zero, also gX and gY are non–zero.
Since (4.3.2a–b) hold as well, the description of Vµ given in Theorem 8.2 applies. Comparing
this description with that of O given in 8.3, we get Vµ = (ιX × ιY )(O). Statement 3 is
proved.
Theorem 8.5. Preserve 4.1–2. Then the following three statements hold.
1. If (4.3.2a) holds, then Vµ,X is locally closed in GX and isomorphic to a torus. In
addition, dimVµ,X = |I| − 1 if |α| > gY ; otherwise, Vµ,X = {H
0(LX)}.
2. If (4.3.2b) holds, then Vµ,Y is locally closed in GY and isomorphic to a torus. In
addition, dimVµ,Y = |J | − 1 if |β| > gX ; otherwise, Vµ,Y = {H0(MY )}.
3. If (4.3.2a–b) hold, then Vµ is closed in Vµ,X × Vµ,Y and isomorphic to a torus. In
addition,
dimVµ =

0 if |α| = gY and |β| = gX ,
|I| − 1 if |α| > gY and |β| = gX ,
|J | − 1 if |α| = gY and |β| > gX ,
|I ∪ J | − 2 if |α| > gY and |β| > gX and I ∩ J = ∅,
|I ∪ J | − 1 if |α| > gY and |β| > gX and I ∩ J 6= ∅.
Proof. We shall use the set–up of 8.3. Let’s prove Statement 1. Assume first that |α| = gY .
Then Theorem 5.2 says that (H0(LX), LX) is the limit canonical aspect with focus on X of
any regular smoothing of C˜. Therefore Vµ,X = {H0(LX)}.
Assume now that |α| > gY . Then α 6= 0 and gY > 0. By (4.3.2a), all the Plu¨cker
coordinates of V in GX are non–zero. In addition, V 6= k∗I because |α| > gY . Since the
Plu¨cker coordinates of V are non–zero, ψX(t) = V if and only if t
b = tc for all subsets b and
c of I satisfying |b| = |c| = hX . Since hX < |I|, given p, q ∈ I distinct, there is a subset b ⊆ I
with |b| = hX such that p ∈ b but q 6∈ b. Letting c := b − p + q, we have tb = tc if and only
if tp = tq. It follows that the orbit map ψX factors through an isomorphism k
∗
I/k
∗ → OV ,
where k∗ is viewed inside k∗I under the diagonal embedding. So OV is isomorphic to a torus
of dimension |I| − 1.
Since α 6= 0, Lemma 8.4 says that Vµ,X is the image of OV under a closed embedding
GX → GX . Thus Vµ,X is locally closed in GX and isomorphic to a torus of dimension |I|−1.
The proof of Statement 1 is complete. Statement 2 follows by analogy.
Let’s prove Statement 3. If |β| = gX then Vµ = Vµ,X × {H
0(MY )}. If |α| = gY then
Vµ = {H0(LX)}×Vµ,Y . So Statement 3 follows from Statement 1 in the first case, and from
Statement 2 in the second case.
Assume now that |α| > gY and |β| > gX . Then α, β, gX and gY are non–zero. View k∗
inside k∗I and k
∗
J under the diagonal embeddings. Let T
′ := T ∩ (k∗ × k∗), where T is given
by (8.3.1). Since α˜ and β˜ are coprime, T is a subtorus of dimension |I ∪ J | of k∗I × k
∗
J . In
addition, T ′ is a one–dimensional subtorus of T unless I ∩J = ∅, in which case T ′ = k∗×k∗.
Now, O ⊆ OV ×OW and the orbit map ψ : T → O is the restriction to T of ψX ×ψY . Since
ψX and ψY factor through isomorphisms k
∗
I/k
∗ → OV and k∗J/k
∗ → OW , then ψ factors
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through an isomorphism T/T ′ → O. So O is closed in OV ×OW and isomorphic to a torus.
In addition, dimO = |I ∪ J | − 1 unless I ∩ J = ∅, in which case dimO = |I ∪ J | − 2.
Since α and β are non–zero, Lemma 8.4 says that Vµ is the image of O under a closed
embedding GX ×GY → GX × GY that sends OV ×OW to Vµ,X × Vµ,Y . Thus Vµ is closed
in Vµ,X × Vµ,Y and isomorphic to a torus of the dimension prescribed in Statement 3.
8.6. Extreme cases. If (4.3.2a) holds, then
Vµ,X = {V ∈ GX | V ⊇ H
0(LX(−
∑
p∈I
xp)) but V 6⊇ H
0(LX(xq −
∑
p∈I
xp)) for any q ∈ I}
in case |α| = gY + 1, and
Vµ,X = {V ∈ GX | V ⊇ H
0(LX(−
∑
p∈I
xp)) but V 6⊆ H
0(LX(−xq)) for any q ∈ I}
in case |α| = gY + |I| − 1. We prove here the latter case; the former is proved analogously.
So, suppose |α| = gY + |I| − 1. If α = 0 then Vµ,X = {H0(LX)} by Theorem 8.5, which
agrees with the above description of Vµ,X in the case at hand. Assume now that α 6= 0.
From now on we shall use the set-up of 8.3. By (4.3.2a), all the Plu¨cker coordinates of V in
GX are non–zero. Moreover, hX = 1. Then OV parameterizes all one–dimensional subspaces
H ⊆ kI such that the restriction map H → kq is an isomorphism for each q ∈ I. Now,
Lemma 8.4 says that Vµ,X is the image of OV under the closed embedding ιX : GX → GX
induced by eX . The description of Vµ,X given in the last paragraph follows easily now.
If (4.3.2b) holds, and either |β| = gX+1 or |β| = gX+|J |−1, then an analogous description
holds for Vµ,Y .
8.7. Projections. Preserve 4.1–2. Using Theorem 8.2 we can describe Vµ,X and Vµ,Y in
terms of central projections. In addition, we can describe Vµ ⊆ Vµ,X × Vµ,Y in terms of
multi–linear algebra.
In fact, assume (4.3.2a) holds and gY > 0. Then the natural map φY : Y → P(H0(LY )) is
defined along {yp | p ∈ I}, and the image {φY (yp) | p ∈ I} spans P(H0(LY )). Now, αp > 0
for each p ∈ I by Lemma 3.1. By Riemann–Roch, the natural map φX : X → P(H0(LX))
is defined along {xp | p ∈ I}, and the set {φX(xp) | p ∈ I} spans a projective subspace
PX ⊆ P(H0(LX)) of dimension |I|−1. Let TX be the set of all linear maps PX → P(H0(LY ))
sending φX(xp) to φY (yp) for each p ∈ I. Then TX is a torus of dimension |I| − 1. For each
t ∈ TX let Pt ⊆ PX be the base locus of t, and let (Vt, LX) be the linear system given by
projection with center Pt. Then Vt ∈ Vµ,X and the map λX : TX → Vµ,X sending t to Vt is
an isomorphism.
Now, assume (4.3.2b) holds and gX > 0. The sheaves MX and MY define natural maps
ψX : X → P(H0(MX)) and ψY : Y → P(H0(MY )). As above, ψY is defined along {yp | p ∈ J},
and the projective subspace PY ⊆ P(H0(MY )) spanned by {ψY (yp) | p ∈ J} has dimension
|J |−1. In addition, ψX is defined along {xp | p ∈ J}, and {ψX(xp) | p ∈ J} spans P(H
0(MX)).
Let TY be the set of all linear maps PY → P(H0(MX)) sending ψY (yp) to ψX(xp) for each
p ∈ J . As above, we define an isomorphism λY : TY → Vµ,Y .
Finally, assume (4.3.2a–b) hold and gXgY > 0. Note that PX = P(VX) and PY = P(VY ),
where
VX :=
H0(LX)
H0(LX(−
∑
p∈I xp))
and VY :=
H0(MY )
H0(MY (−
∑
p∈J yp))
.
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Combining a β˜–tuple with an α˜–tuple embedding, and composing with a Segre map, embed
PX × P(H0(MX)) in PX and P(H0(LY ))× PY in PY , where
PX := P(Symmβ˜(VX)⊗ Symmα˜(H
0(MX))),
PY := P(Symmβ˜(H
0(LY ))⊗ Symmα˜(VY )).
Let CI∩J be the blow–up of C along ∆ − (I ∩ J), and KI∩J the invertible sheaf on CI∩J
given by (8.2.2). Let φ : CI∩J → P(H0(KI∩J)) be the natural map, and PC the projective
subspace of P(H0(KI∩J)) spanned by φ(I ∩ J). In other words, PC = P(V ), where
V :=
H0(KI∩J)
H0(KI∩J(−
∑
p∈I∩J p))
.
Now, KI∩J restricts to L
⊗β˜
X ⊗M
⊗α˜
X on X and L
⊗β˜
Y ⊗M
⊗α˜
Y on Y . Thus, lifting sections, we
obtain well–defined maps,
H0(L⊗β˜X ⊗M
⊗α˜
X )
H0(L⊗β˜X ⊗M
⊗α˜
X (−
∑
p∈I xp))
−→ V and
H0(L⊗β˜Y ⊗M
⊗α˜
Y )
H0(L⊗β˜Y ⊗M
⊗α˜
Y (−
∑
p∈J yp))
−→ V ,
from which we derive natural linear maps τX : PC → PX and τY : PC → PY , respectively.
Each s ∈ TX induces a linear map ζs : PX → P, where
P := P(Symm
β˜
(H0(LY ))⊗ Symmα˜(H
0(MX))).
Also, each t ∈ TY induces a linear map ξt : PY → P. Let
T := {(s, t) ∈ TX × TY | ζsτX = ξtτY }.
Then (λX × λY )(T ) = Vµ.
9. Boundary of tori orbits on Grassmannians
Lemma 9.1. Let I be a finite set and let V ⊆ kI be a non–zero vector subspace. Let
h := dimV and G := Grassh(kI). For each ordered tripartition I = (I
′, I, I ′′) of I, let
VI := kI′ + (kI ∩ (V + kI′′)).(9.1.1)
Let O denote the orbit of V under the natural action of k∗I on G. If all Plu¨cker coordinates
of V in G are non–zero, then the closure O ⊆ G is the union of the orbits of the subspaces
VI ⊆ kI obtained from all ordered tripartitions I = (I ′, I, I ′′) of I satisfying |I ′| < h ≤ |I−I ′′|.
Proof. Let B := {b ⊆ I; |b| = h}. For each b ∈ B let pb denote the corresponding Plu¨cker
coordinate onG. In terms of Plu¨cker coordinates, s ∈ k∗I acts on a point ofG with coordinates
(pb | b ∈ B) by taking it to the point with coordinates (sbpb | b ∈ B).
Let (p˜b | b ∈ B) be Plu¨cker coordinates of V in G. By assumption, p˜b 6= 0 for every b ∈ B.
Let Z ⊆ G be defined by the following equations on Plu¨cker coordinates,
p˜b1 p˜b2pb3pb4 = p˜b3 p˜b4pb1pb2 for all b1, . . . , b4 ∈ B with b1 + b2 = b3 + b4.(9.1.2)
It’s clear that O ⊆ Z.
Let W ∈ G with Plu¨cker coordinates (pb | b ∈ B). Let
BW := {b ∈ B | pb 6= 0}, I
′
W :=
⋂
b∈BW
b, I ′′W := I −
⋃
b∈BW
b.
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Note that |I ′W | ≤ h ≤ |I − I
′′
W |. Set IW := I − (I
′
W ∪ I
′′
W ).
We divide the proof in five steps.
Step 1 : Let W ∈ Z with Plu¨cker coordinates (pb | b ∈ B). Then the following two condi-
tions hold.
BW = {b ∈ B | I
′
W ⊆ b ⊆ I − I
′′
W}(9.1.3a)
There is s ∈ k∗
IW
such that pb1 p˜b2 = s
(b1−b2)p˜b1pb2 for all b1, b2 ∈ BW .(9.1.3b)
Indeed, let’s check (9.1.3a) first. If b ∈ BW then I ′W ⊆ b ⊆ I − I
′′
W by definition.
Conversely, suppose first that |BW | = 1. Then I ′W = I − I
′′
W , and thus (9.1.3a) holds.
Suppose now that |BW | > 1. Let b ∈ BW . Then I ′W 6= b 6= I − I
′′
W . Let i, j ∈ I such that
i ∈ b − I ′W and j ∈ I − I
′′
W − b. Using an induction argument, we need only show that
b − i + j ∈ BW . Since i 6∈ I ′W and j 6∈ I
′′
W , there are b1, b2 ∈ BW such that i 6∈ b1 and
j ∈ b2. We’ll find b0 ∈ BW such that i 6∈ b0 and j ∈ b0. If j ∈ b1 or i 6∈ b2, set b0 := b1 or
b0 := b2, respectively. Suppose that j 6∈ b1 and i ∈ b2. Then |b1 ∩ b2| < h, and hence there is
u ∈ b1 − b2. Set b0 := b1 − u+ j. Then i 6∈ b0 and j ∈ b0. Since b1 + b2 = b0 + (b2 − j + u),
Equations (9.1.2) imply that b0 ∈ BW . Hence, since b + b0 = (b − i + j) + (b0 − j + i),
Equations (9.1.2) imply that b− i+ j ∈ BW as well. Thus (9.1.3a) holds.
Let’s now check (9.1.3b). If IW = ∅ then |BW | = 1, and hence (9.1.3b) holds trivially.
Assume that IW 6= ∅, and fix i ∈ IW . Define s ∈ k∗IW
by letting si := 1 and
si :=
pb−i+ip˜b
p˜b−i+ipb
for each i ∈ IW − i, where b ∈ BW is chosen such that i 6∈ b and i ∈ b. Observe that such
b exists because (9.1.3a) holds. Moreover, si is independent of the choice of b, because if
b′ ∈ BW is such that i 6∈ b′ and i ∈ b′, then b + (b′ − i+ i) = (b − i+ i) + b′, and hence the
claimed independence of si follows from Equations (9.1.2).
If i and j are distinct elements of IW , then
pbp˜b−j+i = (sj/si)p˜bpb−j+i(9.1.4)
for every b ∈ BW such that i 6∈ b and j ∈ b. Indeed, if either i = i or i = j, then (9.1.4)
holds by definition of sj or si. Suppose that i ∈ IW − i− j. If i ∈ b, then
si
sj
= (
pb−i+ip˜b
p˜b−i+ipb
)/(
pb−i+ip˜b−j+i
p˜b−i+ipb−j+i
) =
pb−j+ip˜b
pbp˜b−j+i
.
If i 6∈ b, then
si
sj
= (
pb−j+ip˜b−j+i
p˜b−j+ipb−j+i
)/(
pbp˜b−j+i
p˜bpb−j+i
) =
pb−j+ip˜b
pbp˜b−j+i
.
Either way, (9.1.4) holds. Now, (9.1.3b) follows from (9.1.4) and an induction argument.
Step 1 is complete.
Step 2 : Let W ∈ G with Plu¨cker coordinates (pb | b ∈ B). If (9.1.3a,b) hold, then W ∈ O.
Indeed, let s ∈ k∗
IW
as in (9.1.3b). Define u ∈ ZI and s ∈ k∗I by letting for each i ∈ I,
ui :=

−1 if i ∈ I ′W ,
0 if i ∈ IW ,
1 if i ∈ I ′′W .
and si :=

1 if i ∈ I ′W ,
si if i ∈ IW ,
1 if i ∈ I ′′W .
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Define a map ζ : k∗ → k∗I by letting ζ(r)i := sir
ui for each i ∈ I and each r ∈ k∗. For
each r ∈ k∗ let Wr := ζ(r)V and (pb(r) | b ∈ B) be Plu¨cker coordinates of Wr. Because of
our choice of ζ , the power of r in the expression for pb(r) is minimum exactly among those
b ∈ BW . Let W ∈ G be the limit of Wr as r goes to 0, and (pb | b ∈ B) Plu¨cker coordinates
of W . Of course, W ∈ O. Now, pb 6= 0 if and only if b ∈ BW . Moreover, if b1, b2 ∈ BW then
pb1
pb2
= s(b1−b2)
p˜b1
p˜b2
= s(b1−b2)
p˜b1
p˜b2
=
pb1
pb2
,
where the last equality holds by (9.1.3b). SoW =W , and hence W ∈ O. Step 2 is complete.
Step 3 : If I = (I, I, I ′′) is an ordered tripartition of I such that |I ′| ≤ h ≤ |I − I ′′|, then
dimVI = h and (pb | b ∈ B) are Plu¨cker coordinates of VI, where
pb :=
{
p˜b if I
′ ⊆ b ⊆ I − I ′′,
0 otherwise.
Indeed, let v1, . . . , vh be a basis of V in kI . Write I = {1, . . . , δ} with
I ′ = {1, . . . , |I ′|},
I = {|I ′|+ 1, . . . , |I ′ + I|},
I ′′ = {|I ′ + I|+ 1, . . . , |I|}.
Since no Plu¨cker coordinate of V is zero, we may assume that the matrix (vi,j)1≤i,j≤h is the
identity. Since |I ′| ≤ h ≤ |I − I ′′|, a basis of VI is given by the vectors v1, . . . , vh defined by
vi,j :=

0 if j ∈ I ′′,
0 if i ∈ I ′ and j ∈ I,
vi,j otherwise.
In particular, dimVI = h. It follows as well that (pb | b ∈ B) are Plu¨cker coordinates of VI.
Step 3 is complete.
Step 4 : If W ∈ O, then there is an ordered tripartition I = (I ′, I, I ′′) of I such that
|I ′| < h ≤ |I − I ′′|, and such that W is in the orbit of VI defined by (9.1.1). Indeed, let
W ∈ O with Plu¨cker coordinates (pb | b ∈ B). Since O ⊆ Z, we have W ∈ Z, and hence
(9.1.3a,b) hold by Step 1. Since (9.1.3b) holds, we may replace W by a certain point in its
orbit and assume that pb = p˜b for every b ∈ BW . Hence, using Step 3, it follows from (9.1.3a)
that W = V
I˜
, where I˜ := (I ′W , IW , I
′′
W ).
If |I ′W | < h set I := I˜. Step 4 is complete in this case. If |I
′
W | = h then IW = ∅, and thus
V
I˜
= kI′W . In addition, I
′
W 6= ∅ because h > 0. Let I ⊆ I
′
W be any non–empty subset and
put I := (I ′W − I, I, I
′′
W ). Now, VI = kI′W since h = |I − I
′′
W |. Then VI = VI˜ = W . Step 4 is
complete.
Step 5 : If I = (I ′, I, I ′′) is an ordered tripartition of I such that |I ′| < h ≤ |I − I ′′|, then
VI ∈ O. Indeed, let (pb | b ∈ B) be Plu¨cker coordinates of VI. By Step 3,
BVI = {b ∈ B | I
′ ⊆ b ⊆ I − I ′′}.
If h < |I − I ′′| then I ′VI = I
′ and I ′′VI = I
′′. If h = |I − I ′′| then I ′VI = I
′ ∪ I and I ′′VI = I
′′. In
either case (9.1.3a) holds. By Step 3 as well, (9.1.3b) holds trivially with s = 1. By Step 2,
VI ∈ O, thus finishing Step 5.
Steps 4 and 5 show the lemma.
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Lemma 9.2. Let ∆ be a finite set, I and J non–empty subsets of ∆. Let V ⊆ kI andW ⊆ kJ
be non–zero vector subspaces. Let h1 := dimV and G1 := Grassh1(kI). Let h2 := dimW
and G2 := Grassh2(kJ). For each ordered tripartition I = (I
′, I, I ′′) of I and each ordered
tripartition J = (J ′, J, J ′′) of J , let
VI := kI′ + (kI ∩ (V + kI′′)) and WJ := kJ ′ + (kJ ∩ (W + kJ ′′)).(9.2.1)
Let λ and τ be positive integers, and set
T := {(s, t) ∈ k∗I × k
∗
J | s
τ
i t
λ
j = s
τ
j t
λ
i for all i, j ∈ I ∩ J}.
Let O denote the orbit of (V,W ) under the induced action of T on G1 × G2. If all Plu¨cker
coordinates of V and W in G1 and G2 are non–zero, then the closure O ⊆ G1 × G2 is the
union of the orbits of the pairs (VI,WJ) obtained from all ordered tripartitions I = (I
′, I, I ′′)
of I and J = (J ′, J, J ′′) of J satisfying
|I ′| < h1 ≤ |I − I
′′| and |J ′| < h2 ≤ |J − J
′′|,(9.2.2)
and such that the following two conditions hold.
I ′ ∩ J 6⊆ J ′ ∩ I or J ′′ ∩ I 6⊆ I ′′ ∩ J =⇒ J ∩ (I − I ′) ⊆ J ′′ ∩ I,(9.2.3a)
J ′ ∩ I 6⊆ I ′ ∩ J or I ′′ ∩ J 6⊆ J ′′ ∩ I =⇒ I ∩ (J − J ′) ⊆ I ′′ ∩ J.(9.2.3b)
Proof. Let
B := {b ⊆ I; |b| = h1} and C := {c ⊆ J ; |c| = h2}.
For each b ∈ B let pb denote the corresponding Plu¨cker coordinate on G1. For each c ∈ C let
qc denote the corresponding Plu¨cker coordinate on G2.
Let ν˜ := (V,W ). Let (p˜b | b ∈ B) be Plu¨cker coordinates of V in G1 and (q˜c | c ∈ C) be
Plu¨cker coordinates of W in G2. By assumption, p˜b 6= 0 for every b ∈ B and q˜c 6= 0 for every
c ∈ C. Let Z ⊆ G1 ×G2 be defined by the following equations on Plu¨cker coordinates:
p˜b1 p˜b2pb3pb4 = p˜b3 p˜b4pb1pb2 for all b1, . . . , b4 ∈ B with b1 + b2 = b3 + b4,(9.2.4a)
q˜c1 q˜c2qc3qc4 = q˜c3 q˜c4qc1qc2 for all c1, . . . , c4 ∈ C with c1 + c2 = c3 + c4,(9.2.4b)
p˜τb1 q˜
λ
c1
pτb2q
λ
c2
= p˜τb2 q˜
λ
c2
pτb1q
λ
c1
for all b1, b2 ∈ B and c1, c2 ∈ C satisfying (9.2.5),(9.2.4c)
where 
b1 + c1 = b2 + c2,
b1 ∩ (I \ J) = b2 ∩ (I \ J),
c1 ∩ (J \ I) = c2 ∩ (J \ I).
(9.2.5)
Given ν ∈ G1 ×G2 with Plu¨cker coordinates (pb | b ∈ B) and (qc | c ∈ C), let
Bν := {b ∈ B | pb 6= 0} and Cν := {c ∈ C | qc 6= 0}.
Put
I ′ν :=
⋂
b∈Bν
b, I ′′ν := I −
⋃
b∈Bν
b, J ′ν :=
⋂
c∈Cν
c, J ′′ν := J −
⋃
c∈Cν
c.
Note that |I ′ν | ≤ h1 ≤ |I − I
′′
ν | and |J
′
ν | ≤ h2 ≤ |J − J
′′
ν |. Set
Iν := I − (I
′
ν ∪ I
′′
ν ) and Jν := J − (J
′
ν ∪ J
′′
ν ),
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and let
T ν := {(s, t) ∈ k
∗
Iν
× k∗
Jν
| sτi t
λ
j = s
τ
j t
λ
i for all i, j ∈ Iν ∩ Jν}.
We divide the proof in five steps.
Step 1 : If ν ∈ O then ν ∈ Z. Indeed, let ν ∈ O with Plu¨cker coordinates (pb | b ∈ B)
and (qc | c ∈ C). Since ν ∈ O, there is (s, t) ∈ T such that pb = s
bp˜b for every b ∈ B and
qc = t
cq˜c for every c ∈ C. Clearly, (9.2.4a–b) hold. As for (9.2.4c), it holds if and only if
sτ(b1−b2) = tλ(c2−c1) for all b1, b2 ∈ B and c1, c2 ∈ C satisfying (9.2.5). Since (s, t) ∈ T , we
need only show that
(b1 ∩ J)− (b2 ∩ J) = b1 − b2 = c2 − c1 = (c2 ∩ I)− (c1 ∩ I).
But the three equalities above hold because (9.2.5) holds. So ν ∈ Z, finishing Step 1.
Step 2 : Let ν ∈ Z with Plu¨cker coordinates (pb | b ∈ B) and (qc | c ∈ C). Then the following
four conditions hold.
Bν = {b ∈ B | I
′
ν ⊆ b ⊆ I − I
′′
ν },(9.2.6a)
Cν = {c ∈ C | J
′
ν ⊆ c ⊆ J − J
′′
ν },(9.2.6b) {
I ′ν ∩ J 6⊆ J
′
ν ∩ I or J
′′
ν ∩ I 6⊆ I
′′
ν ∩ J =⇒ J ∩ (I − I
′
ν) ⊆ J
′′
ν ∩ I,
J ′ν ∩ I 6⊆ I
′
ν ∩ J or I
′′
ν ∩ J 6⊆ J
′′
ν ∩ I =⇒ I ∩ (J − J
′
ν) ⊆ I
′′
ν ∩ J.
(9.2.6c)
There is (s, t) ∈ T ν such that
{
pb1 p˜b2 = s
(b1−b2)p˜b1pb2 for all b1, b2 ∈ Bν ,
qc1 q˜c2 = t
(c1−c2)q˜c1qc2 for all c1, c2 ∈ Cν .
(9.2.6d)
Indeed, (9.2.6a–b) follow as in the proof of Lemma 9.1.
Let’s check (9.2.6c) now. Suppose there are i ∈ I ′ν∩(J−J
′
ν) and j ∈ (J−J
′′
ν )∩(I−I
′
ν). Since
i ∈ I ′ν and j 6∈ I
′
ν , there is b ∈ Bν such that i ∈ b and j 6∈ b. Since i 6∈ J
′
ν and j 6∈ J
′′
ν , and since
(9.2.6b) holds, there is c ∈ Cν such that i 6∈ c and j ∈ c. Since b+ c = (b− i+ j)+(c− j + i),
Equations (9.2.4c) imply that b − i + j ∈ Bν . However, i ∈ I ′ν , reaching a contradiction.
Analogously, if J ′ν ∩ (I − I
′
ν) 6= ∅ then I ∩ (J − J
′
ν) ⊆ I
′′
ν ∩ J .
Suppose now that there are i ∈ J ′′ν ∩ (I − I
′′
ν ) and j ∈ (J −J
′′
ν )∩ (I − I
′
ν). Since i 6∈ I
′′
ν and
j 6∈ I ′ν , and since (9.2.6a) holds, there is b ∈ Bν such that i ∈ b and j 6∈ b. Since i ∈ J
′′
ν and
j 6∈ J ′′ν , there is c ∈ Cν such that i 6∈ c and j ∈ c. Since b + c = (b − i + j) + (c − j + i), it
follows from Equations (9.2.4c) that c−j+i ∈ Cν . However, i ∈ J ′′ν , reaching a contradiction.
Analogously, if I ′′ν ∩ (J − J
′′
ν ) 6= ∅ then I ∩ (J − J
′
ν) ⊆ I
′′
ν ∩ J . So (9.2.6c) is proved.
Let’s check (9.2.6d). As in the proof of Lemma 9.1, there are s ∈ k∗
Iν
and t ∈ k∗
Jν
such
that {
pb1 p˜b2 = s
(b1−b2)p˜b1pb2 for all b1, b2 ∈ Bν ,
qc1 q˜c2 = t
(c1−c2)q˜c1qc2 for all c1, c2 ∈ Cν .
(9.2.7)
If i and j are distinct elements of Iν ∩ Jν , let b ∈ Bν and c ∈ Cν such that i 6∈ b ∪ c and
j ∈ b ∩ c. Since b + (c − j + i) = (b − j + i) + c, Equations (9.2.4c) and (9.2.7) imply that
sτi t
λ
j = s
τ
j t
λ
i . So (s, t) ∈ T ν , and hence (9.2.6d) holds. Step 2 is complete.
Step 3 : Let ν ∈ G1×G2 with Plu¨cker coordinates (pb | b ∈ B) and (qc | c ∈ C). If (9.2.6a–d)
hold, then ν ∈ O. Indeed, for u ∈ ZI , v ∈ ZJ , s ∈ k∗I and t ∈ k
∗
J , define the map
ζ := (ζ1, ζ2) : k
∗ −→ k∗I × k
∗
J ,
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by letting ζ1(r)i := sir
ui for each i ∈ I and ζ2(r)j := tjrvj for each j ∈ J . We’ll choose u, v,
s and t as indicated below.
Let (s, t) ∈ T ν as in (9.2.6d). For each i ∈ Iν set ui := 0 and si := si. For each j ∈ Jν set
vj := 0 and tj := tj.
For each i ∈ (I − Iν) \ J and each j ∈ (J − Jν) \ I set si := 1 and tj := 1, and put
ui :=
{
−1 if i ∈ I ′ν ,
1 if i ∈ I ′′ν ,
and vj :=
{
−1 if j ∈ J ′ν ,
1 if j ∈ J ′′ν .
Choose the remaining si and tj in such a way that (s, t) ∈ T . As for the remaining ui and
vj there are three cases to consider.
Case 1 : If
I ∩ J = (I ′ν ∩ J
′
ν) ∪ (Iν ∩ Jν) ∪ (I
′′
ν ∩ J
′′
ν ),(9.2.8)
set ui := −λ and vi := −τ if i ∈ I
′
ν ∩ J
′
ν and ui := λ and vi := τ if i ∈ I
′′
ν ∩ J
′′
ν .
Case 2 : In case (9.2.8) does not hold, but
I ∩ J = (I ′ν ∩ J
′
ν) ∪ (Iν ∩ J
′
ν) ∪ (I
′′
ν ∩ J
′
ν) ∪ (I
′′
ν ∩ Jν) ∪ (I
′′
ν ∩ J
′′
ν ),(9.2.9)
set
ui :=

−λ if i ∈ I ′ν ∩ J
′
ν ,
λ if i ∈ I ′′ν ∩ J
′
ν ,
2λ if i ∈ I ′′ν ∩ Jν ,
3λ if i ∈ I ′′ν ∩ J
′′
ν ,
and vi :=

−3τ if i ∈ J ′ν ∩ I
′
ν ,
−2τ if i ∈ J ′ν ∩ Iν ,
−τ if i ∈ J ′ν ∩ I
′′
ν ,
τ if i ∈ J ′′ν ∩ I
′′
ν .
(9.2.10)
Case 3 : In case (9.2.8) does not hold, but
I ∩ J = (I ′ν ∩ J
′
ν) ∪ (I
′
ν ∩ Jν) ∪ (I
′
ν ∩ J
′′
ν ) ∪ (Iν ∩ J
′′
ν ) ∪ (I
′′
ν ∩ J
′′
ν ),(9.2.11)
set ui and vi as in (9.2.10), but exchanging I with J , λ with τ , and the ui with the vi.
If (9.2.9) and (9.2.11) hold, then (9.2.8) holds as well. So the three cases above are
independent. Moreover, one of the three cases occur. Indeed, if J ∩ (I − I ′ν) 6⊆ J
′′
ν and
I ∩ (J − J ′ν) 6⊆ I
′′
ν , then (9.2.8) occurs by (9.2.6c). On the other hand, if J ∩ (I − I
′
ν) ⊆ J
′′
ν
then (9.2.11) holds, and if I ∩ (J − J ′ν) ⊆ I
′′
ν , then (9.2.9) holds.
We chose ζ in such a way that it factors through T . Indeed, since (s, t) ∈ T , it is enough
to check that τ(ui − uj) = λ(vi − vj) for all i, j ∈ I ∩ J , what can easily be done in each of
the three cases above.
Let νr := ζ(r)ν˜ for each r ∈ k∗, and let (pb(r) | b ∈ B) and (qc(r) | c ∈ C) be Plu¨cker
coordinates of νr. Because of our choice of ζ , the power of r in the expression for pb(r) is
minimum exactly among those b ∈ Bν . Likewise, the power of r in the expression for qc(r)
is minimum exactly among those c ∈ Cν . Let ν ∈ G1 ×G2 be the limit of νr as r goes to 0.
As in the proof of Lemma 9.1, we have ν = ν. Then ν ∈ O, finishing Step 3.
Step 4 : Let ν ∈ O. Then there are ordered tripartitions I = (I, I, I ′′) and J = (J ′, J, J ′′)
of I and J , respectively, such that (9.2.2–3) hold, and such that ν is in the orbit of (VI,WJ)
defined by (9.2.1). Indeed, let (pb | b ∈ B) and (qc | c ∈ C) be the Plu¨cker coordinates of
ν ∈ O. By Step 1, ν ∈ Z. Hence (9.2.6a–d) hold by Step 2. Since (9.2.6d) holds, we may
replace ν by a certain point in its orbit and assume that pb = p˜b for every b ∈ Bν and qc = q˜c
for every c ∈ Cν . Let I˜ := (I ′ν , Iν , I
′′
ν ) and J˜ := (J
′
ν , Jν , J
′′
ν ). As in the proof of Lemma 9.1,
we have ν = (V
I˜
,W
J˜
).
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There are four cases to consider.
Case 1 : If |I ′ν | < h1 and |J
′
ν | < h2, set I := I˜ and J := J˜. Clearly (9.2.2) holds, whereas
(9.2.3a–b) hold by (9.2.6c). Since ν = (VI,WJ), Step 4 is complete for Case 1.
Case 2 : If |I ′ν | = h1 and |J
′
ν | < h2, then set I := (I
′
ν − I, I, I
′′
ν ) for a certain non–empty
subset I ⊆ I ′ν to be defined below. Set J := J˜. As in the proof of Lemma 9.1, we have
ν = (VI,WJ).
Clearly (9.2.2) holds. We need only choose I such that (9.2.3a–b) hold, and we’ll do
it according to whether (9.2.8), (9.2.9) or (9.2.11) occurs. If (9.2.8) or (9.2.9) occurs, set
I := I ′ν . If (9.2.8) does not occur but (9.2.11) does, set
I :=

I ′ν \ J if I
′
ν 6⊆ J ,
I ′ν ∩ J
′′
ν if I
′
ν ⊆ J and I
′
ν 6⊆ (J
′
ν ∪ Jν),
I ′ν ∩ Jν if I
′
ν ⊆ (J
′
ν ∪ Jν) and I
′
ν 6⊆ J
′
ν ,
I ′ν if I
′
ν ⊆ J
′
ν .
With any of the above choices (9.2.3a–b) hold for I and J.
Case 3 : If |I ′ν | < h1 and |J
′
ν | = h2, proceed as in Case 2, exchanging I with J .
Case 4 : If |I ′ν | = h1 and |J
′
ν | = h2, let I ⊆ I
′
ν and J ⊆ J
′
ν be non–empty subsets, and put
I := (I ′ν − I, I, I
′′
ν ) and J := (J
′
ν − J, J, J
′′
ν ).
As in Case 2, we need only choose I and J such that (9.2.3a–b) hold. If (9.2.8) occurs, set
I := I ′ν and J := J
′
ν . If (9.2.9) occurs but (9.2.8) does not, set I := I
′
ν and J := I
′′
ν ∩ J
′
ν . If
(9.2.11) occurs but (9.2.8) does not, set I := I ′ν ∩ J
′′
ν and J := J
′
ν . With any of the above
choices (9.2.3a–b) hold for I and J. Step 4 is complete.
Step 5 : If ν = (VI,WJ), where I = (I
′, I, I ′′) and J = (J ′, J, J ′′) are ordered tripartitions
of I and J such that (9.2.2–3) hold, then ν ∈ O. Indeed, let (pb | b ∈ B) and (qc | c ∈ C) be
Plu¨cker coordinates of ν. As in the proof of Lemma 9.1,
Bν = {b ∈ B|I
′ ⊆ b ⊆ I − I ′′}.
If h1 < |I − I ′′| then I ′ν = I
′ and I ′′ν = I
′′. If h1 = |I − I ′′| then I ′ν = I
′ ∪ I and I ′′ν = I
′′. In
either case (9.2.6a) holds. Analogously, (9.2.6b) holds. Now, (9.2.6c) is simply a restatement
of (9.2.3) if h1 < |I− I ′′| and h2 < |J−J ′′|. In the remaining cases, (9.2.6c) can be obtained
from (9.2.3) as well. Finally, as in the proof of Lemma 9.1, Condition (9.2.6d) holds trivially
with (s, t) = 1. By Step 3, ν ∈ O, thus finishing Step 5.
Steps 4 and 5 show the lemma.
10. The variety of limit canonical systems
Theorem 10.1. Preserve 4.1 and assume (4.3.1). Let µ, µ′ ∈ Z+∆. Then the following five
assertions hold.
1. Vµ,X = Vµ′,X if and only if αµ = αµ′ and either Iµ = Iµ′ or |αµ| = gY .
2. Vµ,Y = Vµ′,Y if and only if βµ = βµ′ and either Jµ = Jµ′ or |βµ| = gX .
3. Vµ = Vµ′ if and only if Vµ,X = Vµ′,X and Vµ,Y = Vµ′,Y .
4. Either Vµ = Vµ′ or Vµ ∩ Vµ′ = ∅.
5. If µ′ = tµ for a certain t ∈ Z+, then Vµ = Vµ′.
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Proof. We take two preliminary steps.
Step 1 : If Vµ,X ∩ Vµ′,X 6= ∅, then αµ = αµ′ and either Iµ = Iµ′ or |αµ| = gY . Indeed, let
V ∈ GX , and assume that V ∈ Vµ,X ∩ Vµ′,X . Let
LX := !X(
∑
p∈∆(1 + αµ,p)xp) and LY := !Y (
∑
p∈Iµ
yp −
∑
p∈∆ αµ,pyp).
Then V ⊆ H0(LX). Now, xp is not a base point of (V, LX) for any p ∈ ∆ by Theorem 5.2.
So gY − αµ,p is the minimum order of (V,L) at xp for each p ∈ ∆. Analogously, gY − αµ′,p is
the minimum order of (V,L) at xp for each p ∈ ∆. So αµ = αµ′ .
Assume now that |αµ| > gY . Let F ⊆ ∆. We claim that
V ⊇ H0(LX(−
∑
p∈F xp))(10.1.1)
if and only if F ⊇ Iµ. In fact, V ⊇ H0(LX(−
∑
p∈Iµ
xp)) by Theorem 5.2. So, if F ⊇ Iµ
then (10.1.1) holds. Conversely, suppose (10.1.1) holds. Since αµ 6= 0, by Riemann–Roch,
{xp | p ∈ ∆} imposes independent conditions onH0(LX). So, since V ⊇ H0(LX(−
∑
p∈Iµ
xp))
by Theorem 5.2, it follows from (10.1.1) that V ⊇ H0(LX(−
∑
p∈F ′ xp)), where F
′ := F ∩ Iµ.
We may thus assume that F ′ = F .
Suppose by contradiction that F 6= Iµ. Replacing F by a larger subset, if necessary, we
may assume |Iµ − F | = 1. Since {xp | p ∈ ∆} imposes independent conditions on H0(LX),
there is s ∈ H0(LX) such that s(xp) = 0 for every p ∈ F and s(xp) 6= 0 for p ∈ Iµ − F .
So s ∈ V by (10.1.1). Let CIµ be the blow–up of C along ∆ − Iµ. By Theorem 8.2, there
is an invertible sheaf L on CIµ such that L|X ∼= LX and L|Y ∼= LY , and such that V is
the image of the restriction map H0(L) → H0(LX). Let s˜ ∈ H0(L) lifting s and t := s˜|Y .
So t ∈ H0(LY (−
∑
p∈F yp)). Since |Iµ − F | = 1 and |α| > gY , it follows from (4.3.2a) that
h0(LY (−
∑
p∈F yp)) = 0. So t = 0, and hence s(xp) = 0 for every p ∈ ∆. The contradiction
proves our claim.
Now, αµ = αµ′ . By analogy, (10.1.1) holds if and only if F ⊇ Iµ′ . So Iµ = Iµ′ . Step 1 is
complete.
Step 2 : Assume that αµ = αµ′ and either Iµ = Iµ′ or |αµ| = gY . Then Vµ,X = Vµ′,X .
Indeed, it follows from Theorem 8.2 and the hypothesis that Vµ,X = Vµ′,X if |αµ| > gY .
Now, if |αµ| = gY then
Vµ′,X = Vµ,X = {H
0(LX)}
by Theorem 8.5. Step 2 is complete.
Steps 1 and 2 prove Statement 1. Statement 2 follows by analogy. Let’s prove Statement 3.
By definition, Vµ,X and Vµ,Y are the images of Vµ in GX and GY , respectively, for each
µ ∈ Z∆+ . Hence, if Vµ = Vµ′ then Vµ,X = Vµ′,X and Vµ,Y = Vµ′,Y .
Conversely, assume that Vµ,X = Vµ′,X and Vµ,Y = Vµ′,Y . By Statements 1 and 2, we have
(αµ, βµ) = (αµ′ , βµ′). In addition, Iµ = Iµ′ when |αµ| > gY and Jµ = Jµ′ when |βµ| > gX . So,
if |αµ| > gY and |βµ| > gX then Vµ = Vµ′ by Theorem 8.2. Now, if |αµ| = gY or |βµ| = gX
then
Vµ = Vµ,X × Vµ,Y = Vµ′,X × Vµ′,Y = Vµ′ ,
where the first and last equalities follow from Theorem 8.5. Statement 3 is proved.
Let’s prove Statement 4. Suppose that Vµ ∩ Vµ′ 6= ∅. Then Vµ,X ∩ Vµ′,X 6= ∅ as well.
Thus Vµ,X = Vµ′,X by Step 1. Analogously, Vµ,Y = Vµ′,Y . By Statement 3, Vµ = Vµ′ .
Statement 4 is proved.
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Finally, let’s prove Statement 5. Suppose µ′ = tµ for a certain t ∈ Z+. Then the
numerical data (αµ, Iµ) associated with µ and gY is equal to that associated with µ
′ and gY .
Analogously, the numerical data (βµ, Jµ) associated with µ and gX is equal to that associated
with µ′ and gX . Thus Vµ = Vµ′ by Statements 1, 2 and 3.
Definition 10.2. Preserve 4.1 and assume (4.3.1). For each µ ∈ Q+∆ let
Vµ := Vtµ, Vµ,X := Vtµ,X , Vµ,Y := Vtµ,Y ,
where t is any positive integer such that tµ ∈ Z+∆. (By Theorem 10.1, Vµ is well defined.)
Give Q+∆ the topology induced by the Euclidean topology of R∆. Let
V :=
⋃
µ∈Q+∆
Vµ ⊆ G.
We call V the variety of limit canonical systems of C. We call each Vµ a stratum of V.
Proposition 10.3. Preserve 4.1 and assume (4.3.1). For each µ ∈ Q+∆ let
Uµ := {µ
′ ∈ Q+∆ |Vµ′ = Vµ}.
Then each Uµ is convex and homogeneous, and the covering {Uµ |µ ∈ Q
+
∆} of Q
+
∆ is finite.
Proof. By Theorem 10.1, Vtµ = Vµ for each µ ∈ Q
+
∆ and each t ∈ Q
+. In other words, each
Uµ is homogeneous.
Let µ, µ′ ∈ Q+∆. Clearly, Uµ = Uµ′ if and only if Vµ = Vµ′ . So, by Theorem 10.1, Uµ = Uµ′
if and only if (αµ, βµ) = (αµ′ , βµ′),
Iµ = Iµ′ when |αµ| > gY and Jµ = Jµ′ when |βµ| > gX .(10.3.1)
On the other hand, 0 ≤ αµ,p ≤ gY and 0 ≤ βµ,p ≤ gX for each p ∈ ∆ and Iµ, Jµ ⊆ ∆. So, as
µ runs over Q+∆, the associated numerical data αµ, βµ, Iµ, Jµ runs over a finite set. Therefore,
the covering {Uµ |µ ∈ Q
+
∆} of Q
+
∆ is finite.
Assume now that Uµ = Uµ′ . Let t ∈ [0, 1] ∩Q. Set
µ(t) := tµ+ (1− t)µ′, ρ(t) := tρµ + (1− t)ρµ′ , σ(t) := tσµ + (1− t)σµ′ ,
and put
I(t) :={p ∈ ∆ | ρ(t)p ≥ ρ(t)q for every q ∈ ∆},
J(t) :={p ∈ ∆ | σ(t)p ≤ σ(t)q for every q ∈ ∆}.
Then I(t) = Iµ ∩ Iµ′ if Iµ ∩ Iµ′ 6= ∅ and J(t) = Jµ ∩ Jµ′ if Jµ ∩ Jµ′ 6= ∅. By (10.3.1),
I(t) = Iµ when |αµ| > gY and J(t) = Jµ when |βµ| > gX .(10.3.2)
Now, since (αµ, βµ) = (αµ′ , βµ′), it follows that
(αµ(t), βµ(t)) = (αµ, βµ) and (Iµ(t), Jµ(t)) = (I(t), J(t)).
Then Vµ(t) = Vµ by (10.3.2) and Theorem 10.1. So Uµ is convex.
Lemma 10.4. Preserve 4.1. Then, for each µ ∈ Q+∆ there exists an open neighbourhood
Uµ ⊆ Q
+
∆ of µ such that, for each open neighbourhood U ⊆ Uµ of µ, the following four
statements hold.
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1. If µ ∈ U then there are unique ordered tripartitions (I ′, I, I ′′) of Iµ and (J ′, J, J ′′) of Jµ
satisfying the following six properties.
gY + |I
′′| ≤ |αµ| < gY + |Iµ − I
′|,(10.4.1a)
gX + |J
′′| ≤ |βµ| < gX + |Jµ − J
′|,(10.4.1b)
I = Iµ,(10.4.1c)
αµ,p = αµ,p − 1 if p ∈ I
′′ and αµ,p = αµ,p otherwise,(10.4.1d)
J = Jµ,(10.4.1e)
βµ,p = βµ,p − 1 if p ∈ J
′′ and βµ,p = βµ,p otherwise.(10.4.1f)
If gXgY > 0, then (I
′, I, I ′′) and (J ′, J, J ′′) satisfy the two properties below as well:
I ′ ∩ Jµ 6⊆ J
′ ∩ Iµ or J
′′ ∩ Iµ 6⊆ I
′′ ∩ Jµ =⇒ Jµ ∩ (Iµ − I
′) ⊆ J ′′ ∩ Iµ,(10.4.1g)
J ′ ∩ Iµ 6⊆ I
′ ∩ Jµ or I
′′ ∩ Jµ 6⊆ J
′′ ∩ Iµ =⇒ Iµ ∩ (Jµ − J
′) ⊆ I ′′ ∩ Jµ.(10.4.1h)
2. If gY > 0 and (I
′, I, I ′′) is an ordered tripartition of Iµ satisfying (10.4.1a), then there
is µ ∈ U satisfying (10.4.1c,d).
3. If gX > 0 and (J
′, J, J ′′) is an ordered tripartition of Jµ satisfying (10.4.1b), then there
is µ ∈ U satisfying (10.4.1e,f).
4. If gXgY > 0 and (I
′, I, I ′′) and (J ′, J, J ′′) are ordered tripartitions of Iµ and Jµ satisfying
(10.4.1a,b,g,h), then there is µ ∈ U satisfying (10.4.1c–f).
Proof. To ease notation, let
(α, ρ, I, β, σ, J) := (αµ, ρµ, Iµ, βµ, σµ, Jµ).
Let Uµ ⊆ Q∆ consist of the points of the form µ+ ε for all ε ∈ Q∆ satisfying
|εp| <
min(min∗(ρq, µq − ρq, σq, µq − σq) | q ∈ ∆)
3(1 + max(max(αq, βq) | q ∈ ∆))
for every p ∈ ∆,(10.4.2)
where “min∗” means the smallest non–zero number among the four listed. If (10.4.2) holds,
then |εp| < µp for every p ∈ ∆, and hence Uµ ⊆ Q
+
∆.
We take three preliminary steps.
Step 1 : For each ε ∈ Q∆ there are ordered tripartitions (I ′, I, I ′′) of I and (J ′, J, J ′′) of J
such that (10.4.1a,b) and (10.4.3a,b) below hold.
εpαp < εqαq = εrαr < εsαs for all p ∈ I
′, all q, r ∈ I and all s ∈ I ′′,(10.4.3a)
εpβp < εqβq = εrβr < εsβs for all p ∈ J
′, all q, r ∈ J and all s ∈ J ′′.(10.4.3b)
Indeed, for each τ ∈ Q let
I ′τ := {p ∈ I | εpαp < τ}, Iτ := {p ∈ I | εpαp = τ}, I
′′
τ := {p ∈ I | εpαp > τ}.
Since gY ≤ |α| < gY + |I|, there is a unique λε ∈ Q such that
gY + |I
′′
λε
| ≤ |α| < gY + |I − I
′
λε
|.
Let (I ′, I, I ′′) := (I ′λε, Iλε, I
′′
λε
). Then (10.4.1a) and (10.4.3a) hold. By analogy, we construct
(J ′, J, J ′′) satisfying (10.4.1b) and (10.4.3b). Step 1 is complete.
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Step 2 : If gXgY > 0 and there are ordered tripartitions (I
′, I, I ′′) of I and (J ′, J, J ′′) of J
satisfying (10.4.3) for a certain ε ∈ Q∆, then (10.4.1g,h) hold. Indeed, if p, q ∈ I ∩ J then
µpαp = µqαq and µpβp = µqβq. Hence
αpβq = αqβp for all p, q ∈ I ∩ J .(10.4.4)
Assume that gXgY > 0. Let (I
′, I, I ′′) and (J ′, J, J ′′) be ordered tripartitions of I and J
satisfying (10.4.3) for a certain ε ∈ Q∆. If there are p ∈ I ′∩(J−J ′) and q ∈ (I−I ′)∩(J−J ′′),
then εpαp < εqαq and εqβq ≤ εpβp by (10.4.3). Now, αpβp > 0 because gXgY > 0. Using
(10.4.4) we get
εpαpβp < εqαqβp = εqβqαp ≤ εpαpβp,
reaching a contradiction. If there are p ∈ J ′′ ∩ (I − I ′′) and q ∈ (I − I ′) ∩ (J − J ′′), then
εpαp ≤ εqαq and εqβq < εpβp by (10.4.3). Using (10.4.4) as before, we get εpαpβp < εpαpβp,
reaching a contradiction. So (10.4.1g) holds. By analogy, (10.4.1h) holds. Step 2 is complete.
Step 3 : Let µ := µ + ε for ε ∈ Q∆ such that (10.4.2) holds. Let (I ′, I, I ′′) and (J ′, J, J ′′)
be ordered tripartitions of I and J such that (10.4.1a,b) hold. If (10.4.3a) holds, then so do
(10.4.1c,d). If (10.4.3b) holds, then so do (10.4.1e,f). Indeed, define α, β ∈ Z∆ by letting for
each p ∈ ∆,
αp :=
{
αp − 1 if p ∈ I
′′,
αp otherwise,
and βp :=
{
βp − 1 if p ∈ J
′′,
βp otherwise.
By (10.4.1a,b),
gY ≤ |α| < gY + |I| and gX ≤ |β| < gX + |J |.
If (10.4.3a) holds, let λ := εpαp for (any) p ∈ I, and define ρ ∈ Q∆ by letting for each
p ∈ ∆,
ρp :=

µp + εpαp − λ if p ∈ I
′,
µp if p ∈ I,
εpαp − λ if p ∈ I ′′,
ρp + εp(1 + αp)− λ if p 6∈ I.
Then
µp(αp + 1)− ρp = µq(αq + 1)− ρq for all p, q ∈ ∆.
In addition, it follows from (10.4.2) and (10.4.3a) that 0 < ρp ≤ µp for every p ∈ ∆, with
ρp = µp if and only if p ∈ I. So (α, ρ, I) = (αµ, ρµ, Iµ), proving (10.4.1c,d).
If (10.4.3b) holds, let τ := εpβp for (any) p ∈ J , and define σ ∈ Q∆ by letting for each
p ∈ ∆,
σp :=

τ − εpβp if p ∈ J ′,
0 if p ∈ J ,
µp + τ − εpβp if p ∈ J
′′,
σp + τ − εpβp if p 6∈ J .
As before, (β, σ, J) = (βµ, σµ, Jµ), proving (10.4.1e,f). Step 3 is complete.
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Let’s prove that U := Uµ satisfies Statement 1. Indeed, let µ := µ + ε for ε ∈ Q∆ such
that (10.4.2) holds. By Step 1, there are ordered tripartitions (I ′, I, I ′′) of I and (J ′, J, J ′′)
of J such that (10.4.1a,b) and (10.4.3a,b) hold. So (10.4.1c–f) hold by Step 3. If gXgY > 0
then (10.4.1g,h) hold as well by Step 2. The uniqueness of the tripartitions follows from
(10.4.1c–f).
Let U ⊆ Uµ be an open neighbourhood of µ. Let’s prove Statement 2. Assume gY > 0,
and let (I ′, I, I ′′) be an ordered tripartition of I satisfying (10.4.1a). Define υ ∈ Q∆ by
letting for each p ∈ ∆,
υp :=

0 if p ∈ I ′ ∪ (∆− I),
µp if p ∈ I,
2µp if p ∈ I ′′.
(10.4.5)
Let ε := tυ, where t ∈ Q+ is such that µ := µ + ε lies in U . Now, αp > 0 for each
p ∈ I because gY > 0. Then (10.4.3a) follows from (10.4.5). So (10.4.1c,d) hold by Step 3.
Analogously, Statement 3 holds.
Let’s prove Statement 4. Assume that gXgY > 0. Let (I
′, I, I ′′) and (J ′, J, J ′′) be ordered
tripartitions of I and J satisfying (10.4.1a,b,g,h). Define υ ∈ Q∆ according to the following
three cases.
Case 1 : If
I ∩ J = (I ′ ∩ J ′) ∪ (I ∩ J) ∪ (I ′′ ∩ J ′′),(10.4.6)
let for each p ∈ ∆,
υp :=

0 if p ∈ I ′ ∪ J ′ ∪ (∆− (I ∪ J)),
µp if p ∈ I ∪ J ,
2µp if p ∈ I
′′ ∪ J ′′.
Case 2 : If (10.4.6) does not hold, but
I ∩ J = (I ′ ∩ J ′) ∪ (I ∩ J ′) ∪ (I ′′ ∩ J ′) ∪ (I ′′ ∩ J) ∪ (I ′′ ∩ J ′′),
let for each p ∈ ∆,
υp :=

0 if p ∈ I ′ ∪ (J ′ \ I) ∪ (∆− (I ∪ J)),
µp if p ∈ I,
2µp if p ∈ I ′′ ∩ J ′,
3µp if p ∈ J ,
4µp if p ∈ J ′′ ∪ (I ′′ \ J).
Case 3 : If (10.4.6) does not hold, but
I ∩ J = (I ′ ∩ J ′) ∪ (I ′ ∩ J) ∪ (I ′ ∩ J ′′) ∪ (I ∩ J ′′) ∪ (I ′′ ∩ J ′′),
define υp for each p ∈ ∆ as in Case 2, but now exchanging I with J .
As in the proof of Lemma 9.2, it follows from (10.4.1g,h) that the three cases above are
independent, and one of them occurs.
Let ε := tυ, where t ∈ Q+ is such that µ := µ + ε lies in U . Now, αp > 0 for each p ∈ I
and βp > 0 for each p ∈ J because gXgY > 0. Then Conditions (10.4.3a,b) hold in each of
the three cases above. So (10.4.1c–f) hold by Step 3.
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Theorem 10.5. Preserve 4.1 and assume (4.3.1). Then, for each µ ∈ Q+∆, there is an open
neighbourhood Uµ ⊆ Q
+
∆ of µ such that the closure Vµ ⊆ G satisfies
Vµ =
⋃
µ∈U
Vµ
for every open neighbourhood U ⊆ Uµ of µ.
Proof. Let µ ∈ Q+∆. By Theorem 10.1, we may assume that µ ∈ Z
+
∆. Let Uµ be the open
neighborhood of µ given by Lemma 10.4. To ease notation, let
(α, ρ, I, β, σ, J) := (αµ, ρµ, Iµ, βµ, σµ, Jµ).
In addition, if gXgY > 0 let (α˜, β˜) := (α˜µ, β˜µ). Let LX , LY , MX and MY be the invertible
sheaves given by (4.2.1). As in 8.3, let CI∩J denote the blow–up of C along ∆− (I ∩J). Fix
isomorphisms ζX,p : LX(xp)→ k and ζY,p : LY (yp)→ k for each p ∈ I, and ξX,p : MX(xp)→ k
and ξY,p : MY (yp)→ k for each p ∈ J . If gXgY > 0 and I ∩ J 6= ∅, choose them such that
{(ζ⊗β˜X,p ⊗ ξ
⊗α˜
X,p, ζ
⊗β˜
Y,p ⊗ ξ
⊗α˜
Y,p) | p ∈ I ∩ J}
patch L⊗β˜X ⊗M
⊗α˜
X and L
⊗β˜
Y ⊗M
⊗α˜
Y to the sheaf KI∩J given by (8.2.2). Consider the corre-
sponding evaluation maps,
eX : H
0(LX)→ kI , eY : H
0(LY )→ kI , fX : H
0(MX)→ kJ , fY : H
0(MY )→ kJ .
Let V := Im(eY ) and W := Im(fX). Let hX := dimV and hY := dimW . Let
GX := GrasshX (kI) and GY := GrasshY (kJ).
Consider the natural actions of the tori k∗I and k
∗
J on kI and kJ , and their respective actions
on GX and GY . Let OV and OW denote the orbits of V and W under these actions.
Let U ⊆ Uµ be an open neighborhood of µ. We divide the proof in three steps.
Step 1 : We’ll show that the closure Vµ,X ⊆ GX satisfies
Vµ,X =
⋃
µ∈U
Vµ,X
if gY > 0. In fact, assume that gY > 0. Then α 6= 0. By Lemma 8.4, the map eX induces a
closed embedding ιX : GX → GX such that ιX(OV ) = Vµ,X .
For each ordered tripartition I = (I ′, I, I ′′) of I let
VI := kI′ + (kI ∩ (V + kI′′)),
and denote by OVI the orbit of VI in GX under the action of k
∗
I . By (4.3.1), all the Plu¨cker
coordinates of V in GX are non–zero. Thus, by Lemma 9.1, the closure OV ⊆ GX is the
union of the orbits OVI obtained from all ordered tripartitions I = (I
′, I, I ′′) of I such that
|I ′| < hX ≤ |I − I
′′|.(10.5.1)
Since hX = gY − |α|+ |I|, Condition (10.5.1) is equivalent to (10.4.1a). By Lemma 10.4,
each ordered tripartition I = (I ′, I, I ′′) of I satisfying (10.5.1) satisfies (10.4.1c,d) for a
certain µ ∈ U . Conversely, for each µ ∈ U there is an ordered tripartition I = (I ′, I, I ′′) of I
satisfying (10.4.1c,d) and (10.5.1).
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Now, let I = (I ′, I, I ′′) be an ordered tripartition of I satisfying (10.5.1), and let µ ∈ U
such that (10.4.1c,d) hold. Let
LX := LX(−
∑
p∈I′′ xp) and LY := LY (−
∑
p∈I′ yp).(10.5.2)
Let eX and eY be the following compositions,
eX : H
0(LX) −−−→ H0(LX)
eX−−−→ kI −−−→ kI ,
eY : H
0(LY ) −−−→ H0(LY )
eY−−−→ kI −−−→ kI ,
where in each composition the first map is the natural injection, and the third map is the
natural surjection. Equivalently, eX and eY are the evaluation maps corresponding to the
isomorphisms ζX,p : LX(xp) → k and ζY,p : LY (yp) → k induced by ζX,p and ζY,p for each
p ∈ I. Let V := Im(eY ) and hX := hX − |I ′|. Since hX > 0 by (10.5.1), from (4.3.1)
we get dimV = hX . In addition, VI = V + kI′. Let GX := GrasshX (kI), and denote by
ιX : GX → GX the closed embedding induced by eX , as in Lemma 8.4. Let OV denote
the orbit of V under the natural action of k∗
I
. Since VI = V + kI′, there is a bijection
ψX : OV → OVI taking a subspace H ∈ OV to H + kI′. Note that
ιX(OVI) = ιX(ψX(OV )) = ιX(OV ).
By (10.4.1c,d),
LX = !X(
∑
p∈∆(1 + αµ,p)xp) and LY = !Y (
∑
p∈Iµ
yp −
∑
p∈∆αµ,pyp).(10.5.3)
So, it follows from Lemma 8.4 that ιX(OV ) = Vµ,X , and hence ιX(OVI) = Vµ,X . Thus, by
Lemma 9.1,
Vµ,X =
⋃
µ∈U
Vµ,X ,
finishing Step 1.
Step 2 : We’ll show that the theorem holds if gXgY = 0. In fact, assume that gX = 0. By
Theorem 8.5,
Vµ′,Y = {H
0(!Y (
∑
p∈∆yp))}
and Vµ′ = Vµ′,X × Vµ′,Y for every µ′ ∈ Q
+
∆. If gY = 0 as well, then Vµ′ = Vµ for every
µ′ ∈ Q+∆, and hence the theorem holds. On the other hand, if gY > 0 then the closure
Vµ ⊆ G satisfies
Vµ = Vµ,X × Vµ,Y =
⋃
µ∈U
Vµ,X × Vµ,Y =
⋃
µ∈U
Vµ,X × Vµ,Y =
⋃
µ∈U
Vµ,
where the second equality holds by Step 1. Now, the case where gY = 0 is analogous. Step 2
is complete.
Step 3 : We’ll show that the theorem holds if gXgY > 0. Since gX > 0, by Lemma 8.4, the
map fY induces a closed embedding ιY : GY → GY such that ι(OW ) = Vµ,Y . Let
T := {(s, t) ∈ k∗I × k
∗
J | s
β˜
p = t
α˜
p for all p ∈ I ∩ J}.
Let O be the orbit of (V,W ) under the induced action of T on GX × GY . By Lemma 8.4,
we have ι(O) = Vµ, where ι := ιX × ιY : GX ×GY → G.
For each pair of ordered tripartitions I = (I ′, I, I ′′) of I and J = (J ′, J, J ′′) of J , define
the subspaces VI ⊆ kI and WJ ⊆ kJ by (9.2.1). By (4.3.1), all the Plu¨cker coordinates of V
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in GX and of W in GY are non–zero. Thus, by Lemma 9.2, the closure O ⊆ GX × GY is
the union of the orbits under T of the pairs (VI,WJ) obtained from all ordered tripartitions
I = (I ′, I, I ′′) of I and J = (J ′, J, J ′′) of J satisfying (9.2.2,3).
As in Step 1, Condition (9.2.2) is equivalent to Conditions (10.4.1a,b). Since (9.2.3) is equal
to (10.4.1g,h), by Lemma 10.4, for each pair consisting of an ordered tripartition (I ′, I, I ′′)
of I and an ordered tripartition (J ′, J, J ′′) of J satisfying (9.2.2,3), there is a certain µ ∈ U
satisfying (10.4.1c–f). Conversely, for each µ ∈ U there are ordered tripartitions (I ′, I, I ′′) of
I and (J ′, J, J ′′) of J satisfying (10.4.1a–h).
Now, let I = (I ′, I, I ′′) be an ordered tripartition of I and J = (J ′, J, J ′′) an ordered
tripartition of J satisfying (9.2.2,3), and let µ ∈ U such that (10.4.1c–f) hold. Let LX and
LY be given by (10.5.2), and put
MX := MX(−
∑
p∈J ′xp) and MY :=MY (−
∑
p∈J ′′yp).(10.5.4)
Let eX : H
0(LX) → kI and eY : H
0(LY ) → kI be the evaluation maps corresponding to
the isomorphisms ζX,p : LX(xp)→ k and ζY,p : LY (yp)→ k induced by ζX,p and ζY,p for each
p ∈ I. Let fX : H
0(MX)→ kJ and fY : H
0(MY )→ kJ be the evaluation maps corresponding
to the isomorphisms ξX,p : MX(xp) → k and ξY,p : MY (yp) → k induced by ξX,p and ξY,p for
each p ∈ J .
Let V := Im(eY ) and hX := hX − |I
′|. In addition, let GX := GrasshX (kI), and denote by
ιX : GX → GX the closed embedding induced by eX , as in Lemma 8.4. LetW := Im(fX) and
hY := hY −|J ′|. Then dimW = hY andWJ = W +kJ ′, as in Step 1. Let GY := GrasshY (kJ),
and denote by ιY : GY → GY the closed embedding induced by fY . Let O denote the orbit
of (VI,WJ) in G under the action of T . Let O
− denote the orbit of (V ,W ) under the natural
action of
T := {(s, t) ∈ k∗
I
× k∗
J
| sβ˜p = t
α˜
p for every p ∈ I ∩ J}
on G := GX ×GY . Since VI = V + kI′ and WJ = W + kJ ′, there is a bijection ψ : O− → O
taking a pair (HX , HY ) ∈ O− to (HX +kI′, HY +kJ ′) ∈ O. Let ι := ιX × ιY : GX ×GY → G.
Note that
ι(O) = ι(ψ(O−)) = ι(O−).(10.5.5)
By (10.4.1c,d), we have (10.5.3). In addition, by (10.4.1e,f),
MX = !X(
∑
p∈Jµ
xp −
∑
p∈∆βµ,pxp) and MY = !Y (
∑
p∈∆(1 + βµ,p)yp).
We will apply Lemma 8.4 to show that ι(O−) = Vµ. First, note that αµ 6= 0. Indeed,
αµ,p = αp for every p ∈ I by (10.4.1d). Now, I is non–empty and contained in I, and αp > 0
for every p ∈ I. Hence αµ,p > 0 for every p ∈ I. Analogously, βµ 6= 0. So, Lemma 8.4
applies. If Iµ ∩ Jµ = ∅, we get ι(O−) = Vµ immediately.
Assume Iµ ∩ Jµ 6= ∅, and let q ∈ Iµ ∩ Jµ. Then
α˜µ =
αµ,q
gcd(αµ,q, βµ,q)
=
αq
gcd(αq, βq)
= α˜,
where the middle equality follows from (10.4.1c–f). Analogously, β˜µ = β˜. Since
{(ζ⊗β˜X,p ⊗ ξ
⊗α˜
X,p, ζ
⊗β˜
Y,p ⊗ ξ
⊗α˜
Y,p) | p ∈ I ∩ J}
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patch L⊗β˜X ⊗M
⊗α˜
X and L
⊗β˜
Y ⊗M
⊗α˜
Y to the sheaf KI∩J given by (8.2.2), it follows from (10.5.2)
and (10.5.4) that
{(ζ
⊗β˜µ
X,p ⊗ ξ
⊗α˜µ
X,p , ζ
⊗β˜µ
Y,p ⊗ ξ
⊗α˜µ
Y,p ) | p ∈ Iµ ∩ Jµ}
patch L
⊗β˜µ
X ⊗M
⊗α˜µ
X and L
⊗β˜µ
Y ⊗M
⊗α˜µ
Y to the sheaf
K := KI∩J(−β˜µ(
∑
p∈I′′xp +
∑
p∈I′yp)− α˜µ(
∑
p∈J ′′yp +
∑
p∈J ′xp)),
where KI∩J is the pull–back of KI∩J to the blowup C of C along ∆ − (Iµ ∩ Jµ). Using
Equation (8.2.2) and (10.4.1c–f), we get
K ∼= !⊗(α˜µ+β˜µ)
( ∑
p 6∈Iµ∩Jµ
(β˜µαµ,p − α˜µβµ,p)(xp − yp)− α˜µ
∑
p 6∈Jµ
xp − β˜µ
∑
p 6∈Iµ
yp
)
,
where ! is the pull–back to C of the dualizing sheaf ! of C. Applying Lemma 8.4, we get
ι(O−) = Vµ.
Since ι(O−) = Vµ, we get ι(O) = Vµ from (10.5.5). Thus, by Lemma 9.2,
Vµ =
⋃
µ∈U
Vµ,
finishing Step 3.
Theorem 10.6. Preserve 4.1 and assume (4.3.1). Then the variety V of limit canonical
systems of C is projective and connected. In addition, V is of pure dimension δ − 1, unless
gX = gY = 0; in the exceptional case,
V = {(H0(!X(
∑
p∈∆ xp)), H
0(!Y (
∑
p∈∆ yp)))}.(10.6.1)
Proof. By Proposition 10.3, the covering {Vµ |µ ∈ Q
+
∆} of V is finite. Hence, it follows from
Theorem 10.5 that V is projective.
Let’s prove that V is connected. Let µ1, µ2 ∈ Q
+
∆. For each t ∈ [0, 1] ∩Q let
µ(t) := (1− t)µ1 + tµ2 and It := {s ∈ [0, 1] ∩Q |Vµ(s) = Vµ(t)}
By Proposition 10.3, each It is an interval, and finitely many t1, . . . , tn ∈ [0, 1] ∩ Q suffice
to get a covering It1 , . . . , Itn of [0, 1] ∩ Q. Assume t1 < · · · < tn. Then Vµ(t1) = Vµ1
and Vµ(tn) = Vµ2 . By Theorem 10.5, for each i = 1, . . . , n − 1 either Vµ(ti) ⊆ Vµ(ti+1)
or Vµ(ti) ⊇ Vµ(ti+1); in either case Vµ(ti) ∩ Vµ(ti+1) 6= ∅. Since each Vµ(t) is irreducible by
Theorem 8.5, it follows that Vµ1 and Vµ2 lie in the same connected component of V. So V
is connected.
If gX = gY = 0, then αµ = βµ = 0 for each µ ∈ Q
+
∆. Hence (10.6.1) follows from
Theorem 8.5.
Assume now that either gX > 0 or gY > 0. Let’s show that V is of pure dimension δ − 1.
Let µ ∈ Z+∆. Then dimVµ ≤ δ − 1 by Theorem 8.5. So, it’s enough to show that either
dimVµ = δ − 1 or there is µ′ ∈ Q
+
∆ such that Vµ ⊆ Vµ′ − Vµ′ . To ease notation, let
(α, ρ, I, β, σ, J, ǫ) := (αµ, ρµ, Iµ, βµ, σµ, Jµ, ǫµ).
There are two cases to consider.
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Case 1 : Assume that there is p ∈ ∆ such that
p 6∈ I if |α| > gY and p 6∈ J if |β| > gX .(10.6.2)
Let p ∈ ∆ satisfying (10.6.2), and put
t′ := min
( ρp
1 + αp
,
µp − σp
1 + βp
)
.
Then t′ > 0. For each t ∈ Q such that 0 ≤ t ≤ t′ let µ(t) := µ− tp. We claim that t′ < µp.
Indeed, if p 6∈ I ∩ J then either ρp < µp or σp > 0, and hence t′ < µp. On the other hand,
since gX > 0 or gY > 0, if p ∈ I ∩ J then αp > 0 or βp > 0, and hence t′ ≤ µp/2. Therefore
µ(t) ∈ Q+∆ if 0 ≤ t ≤ t
′.
Now, if 0 ≤ t < t′ then (αµ(t), βµ(t)) = (α, β). Moreover, it follows from (10.6.2) that
Iµ(t) = I if |α| > gY and Jµ(t) = J if |β| > gX . By Theorem 10.1, Vµ(t) = Vµ if 0 ≤ t < t′.
Thus Vµ ⊆ Vµ′ by Theorem 10.5, where µ′ := µ(t′). On the other hand, either αµ′,p = αp+1
or βµ′,p = βp + 1. By Theorem 10.1, Vµ′ ∩ Vµ = ∅. So Vµ ⊆ Vµ′ − Vµ′, finishing the proof.
Case 2 : Assume now that there is no p ∈ ∆ satisfying (10.6.2). In addition, assume that
dimVµ 6= δ − 1. We claim that
|α| > gY , |β| > gX , I ∪ J = ∆ and I ∩ J = ∅.(10.6.3)
Indeed, suppose that |α| = gY . Since there is no p ∈ ∆ satisfying (10.6.2), we must have
|β| > gX . Then dimVµ = |J | − 1 by Theorem 8.5. So J 6= ∆ because dimVµ < δ − 1.
Now, (10.6.2) holds for p ∈ ∆ − J , reaching a contradiction. Thus |α| > gY . Analogously,
|β| > gX . Now, (10.6.2) holds for p ∈ ∆ − (I ∪ J). Thus I ∪ J = ∆. Finally, if I ∩ J 6= ∅
then dimVµ = δ − 1 by Theorem 8.5. Thus I ∩ J = ∅, and (10.6.3) holds.
Define λ ∈ Q∆ by letting λp := µp if p ∈ J and λp := 0 otherwise. Put
t′ := min
(
min
(σp
ǫ
∣∣∣ p 6∈ J),min( ρp
µp(1 + αp)
∣∣∣ p ∈ J)).
Then t′ > 0. Let µ(t) := µ− tλ for each t ∈ Q such that 0 ≤ t ≤ t′. Now, ρp < µp for every
p ∈ J because I ∩ J = ∅. So t′ < 1, and hence µ(t) ∈ Q+∆ if 0 ≤ t ≤ t
′. Let µ′ := µ(t′). Then
either αµ′,p = αµ,p+1 for some p ∈ J or Jµ′ ⊃ J . Since |β| > gX , in either case Vµ ∩Vµ′ = ∅
by Theorem 10.1. On the other hand,
(αµ(t), βµ(t), Iµ(t), Jµ(t)) = (α, β, I, J)
if 0 ≤ t < t′. Hence Vµ ⊆ Vµ′ − Vµ′ as in Case 1.
Theorem 10.7. Preserve 4.1 and assume (4.3.1). For each ν = (V1, V2) ∈ G, let
Wν := Rν,X +Rν,Y +
∑
p∈∆
g(δ − 2)p,
where Rν,X and Rν,Y are the ramification divisors of the linear systems (V1,L) and (V2,M),
respectively. If V is the variety of limit canonical systems of C, then {Wν | ν ∈ V} is the set
of limit Weierstrass divisors of smoothings of C.
Proof. Let µ ∈ Z+∆, and denote by C˜ the curve gotten from C by splitting the branches of C
at each p ∈ ∆ and connecting them by a chain of µp−1 rational smooth curves; see 4.2. Let
LX := !X(
∑
p∈∆(1 + αµ,p)xp) and MY := !Y (
∑
p∈∆(1 + βµ,p)yp).(10.7.1)
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Let ν := (V1, V2) ∈ Vµ. By definition, (V1, LX) and (V2,MY ) are the limit canonical aspects
with foci on X and Y of a certain regular smoothing π˜ of C˜. Let π be the induced smoothing
of C; see 2.7. By Theorem 5.2, the limit Weierstrass scheme W of π satisfies
[W ] = R1 +R2 +
∑
p∈∆
g(g − 1− αµ,p − βµ,p)p,(10.7.2)
where R1 and R2 are the ramification divisors of (V1, LX) and (V2,MY ). Now, since
L = LX(
∑
p∈∆(gY − αµ,p)xp) and M =MY (
∑
p∈∆(gX − βµ,p)yp),
we have
R1 = Rν,X − g
∑
p∈∆(gY − αµ,p)p and R2 = Rν,Y − g
∑
p∈∆(gX − βµ,p)p.
Using the above expressions in (10.7.2), since g = gX + gY + δ− 1, we get [W ] =Wν . So Wν
is a limit Weierstrass divisor.
Conversely, if π is a smoothing of C, then there is µ ∈ Z+∆ such that π induces a regular
smoothing π˜ of the curve C˜ obtained from C by splitting the branches of C at each p ∈ ∆
and connecting them by a chain of µp − 1 rational smooth curves; see 2.7 and 4.2. Let LX
and MY be as in (10.7.1). By Theorem 5.2 there are vector subspaces V1 ⊆ H0(LX) and
V2 ⊆ H0(MY ) such that (V1, LX) and (V2,MY ) are the limit canonical aspects of π˜ with foci
on X and Y , respectively. Let ν := (V1, V2) ∈ G. By definition, ν ∈ Vµ. Now, proceed
as in the above paragraph to conclude that the limit Weierstrass scheme W of π satisfies
[W ] = Wν .
11. Miscellany
Proposition 11.1. Preserve 4.1 and assume (4.3.1). If gX > 0 or gY > 0 then there is a
(δ − 1)–dimensional family of limit Weierstrass divisors on C.
Proof. Assume that gY > 0. Then we may choose α ∈ Z
+
∆ such that |α| = gY + δ−1. Define
µ ∈ Q+∆ by letting µp := 1/αp for each p ∈ ∆. Then αµ = α and Iµ = ∆. Let
LX := !X(
∑
p∈∆(1 + αp)xp) and LX := LX(−
∑
p∈∆xp).
Then h0(LX) = g + δ − 1 and h0(LX) = g − 1. For each q ∈ X let
Vq := H
0(LX(−gq)) +H
0(LX) ⊆ H
0(LX).
Let U ⊆ X be the dense open subset of points q ∈ X such that h0(LX(−gq)) = δ − 1 and
h0(LX(−gq)) = 0. Then dim Vq = h0(LX)− 1 for each q ∈ U .
We claim that there are q1, . . . , qδ−1 ∈ U such that
dim(Vq1 ∩ · · · ∩ Vqj) = h
0(LX)− j,(11.1.1a)
Vq1 ∩ · · · ∩ Vqj 6⊆ H
0(LX(−xp)) for any p ∈ ∆,(11.1.1b)
for j = 0, . . . , δ − 1. Indeed, let’s prove the claim by induction on j. First, (11.1.1a,b) hold
trivially for j = 0. Now, let j ∈ {0, . . . , δ − 2} and suppose that there are q1, . . . , qj ∈ U
such that (11.1.1a,b) hold. Let Vj := Vq1 ∩ · · · ∩ Vqj . Then there is q ∈ U such that
dim(Vj ∩H
0(LX(−xp − gq))) = δ − j − 2 for every p ∈ ∆.(11.1.2)
By (11.1.1a) and (11.1.2),
h0(LX(−xp − gq)) = δ − 2 and Vj +H
0(LX(−xp − gq)) = H
0(LX)
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for each p ∈ ∆. Now, if Vj ⊆ Vq then Vj + H0(LX(−gq)) ⊆ Vq, and hence Vq = H0(LX).
However, dim Vq = h
0(LX) − 1 because q ∈ U , reaching a contradiction. So Vj 6⊆ Vq, and
hence dim(Vj ∩ Vq) = h0(LX)− j − 1.
In addition, if Vj ∩ Vq ⊆ H0(LX(−xp)) for a certain p ∈ ∆, then
Vj ∩ Vq = Vj ∩ (H
0(LX(−xp − gq)) +H
0(LX)).
Now, h0(LX(−gq)) = 0 because q ∈ U . Moreover, Vj ⊇ H0(LX). So
dim(Vj ∩H
0(LX(−xp − gq))) = dim(Vj ∩ Vq)− h
0(LX).
Since dim(Vj ∩ Vq) = h0(LX)− j − 1, it follows that
dim(Vj ∩H
0(LX(−xp − gq))) = h
0(LX)− j − 1− (g − 1) = δ − j − 1,
contradicting (11.1.2). Hence Vj ∩ Vq 6⊆ H0(LX(−xp)) for any p ∈ ∆. The induction proof
of our claim is complete.
For each D = (q1, . . . , qδ−1) ∈ U δ−1 let VD := Vq1 ∩ · · · ∩ Vqδ−1. The following conditions
on D ∈ U δ−1,
dimVD = g,(11.1.3a)
VD 6⊆ H
0(LX(−xp)) for any p ∈ ∆,(11.1.3b)
define an open subset W ⊆ U δ−1. By our claim, W 6= ∅.
Let D := (q1, . . . , qδ−1) ∈ W . Since Vqj ⊇ H
0(LX) for each j = 1, . . . , δ − 1, also
VD ⊇ H0(LX). As shown in 8.6, Conditions (11.1.3) imply that VD ∈ Vµ,X . Since
VD + H
0(LX(−gqj)) ⊆ Vqj , and since dim Vqj = g + δ − 2 and h
0(LX(−gqj)) = δ − 1, it
follows that VD ∩H0(LX(−gqj)) 6= 0 for each j = 1, . . . , δ − 1. So q1, . . . , qδ−1 are ramifica-
tion points of (VD, LX), and hence of (VD,L). Since VD ∈ Vµ,X it follows from Theorem 10.7
that q1, . . . , qδ−1 sit on the support of a limit Weierstrass divisor on C. Since dimW = δ−1,
there must be a (δ − 1)–dimensional family of limit Weierstrass divisors.
Theorem 11.2. Preserve 4.1 and assume (4.3.1). Let V be the variety of limit canonical
systems of C, and denote by N(V) the number of its irreducible components. Set
nδ(h) :=
(
h+ δ − 1
δ
)
−
(
h
δ
)
and gi,j := gcd(gX + i, gY + j)
for all h, i, j ∈ Z+. Assume that δ > 1. Then the following two statements hold.
1. If gXgY = 0 or gX = gY then N(V) = nδ(max(gX , gY )), unless gX = gY = 0; in the
exceptional case, N(V) = 1.
2. If gXgY > 0 then
N(V) ≥ nδ(gX) + nδ(gY )−
δ−1∑
i,j=1
(
gi,j − 1
δ − 1
)
.
3. V is irreducible if and only if gX ≤ 1 and gY ≤ 1.
Proof. If gX = gY = 0 then V is simply a point by Theorem 10.6, thus proving State-
ments 1 and 3 in this case. We may assume from now on that gY > 0. (The case where
gX > 0 is completely analogous.)
Given i ∈ Z+, the number of α ∈ Z+∆ such |α| = i is
(
i−1
δ−1
)
. Thus the number of α ∈ Z+∆
such that i < |α| < i+ δ is nδ(i).
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If h ∈ Z+ then nδ(h) = 1 if and only if h = 1. Indeed, nδ(1) = 1 because δ > 1. In
addition, if h > 1 then the number of α ∈ Z+∆ such that |α| = h + δ − 1 is at least δ, and
hence nδ(h) > 1 because δ > 1.
Let NX(V) be the number of strata Vµ of V with dimVµ,X = δ − 1. By Theorem 8.5,
dimVµ,X = δ − 1 if and only if Iµ = ∆ and |αµ| > gY . Now, given α ∈ Z
+
∆ satisfying
gY < |α| < gY + δ, there is µ ∈ Q
+
∆ such that Iµ = ∆ and αµ = α. (For instance, pick
µ ∈ Q+∆ given by µp := 1/αp for each p ∈ ∆.) If also µ
′ ∈ Q+∆ satisfies Iµ′ = ∆ and αµ′ = α
then there is t ∈ Q+ such that µ′ = tµ, and hence Vµ′ = Vµ by Theorem 10.1. It follows
that sending Vµ to αµ gives a 1–1 correspondence between the set of strata Vµ of V with
dimVµ,X = δ − 1 and the set of α ∈ Z
+
∆ with gY < |α| < gY + δ. Thus NX(V) = nδ(gY ).
If gX = 0 then N(V) = NX(V), thus proving Statement 1 in this case. Moreover, N(V) = 1
if and only if gY = 1, thus proving Statement 3 in this case.
Assume from now on that gX > 0. By analogy, NY (V) = nδ(gX), where NY (V) is the
number of strata Vµ of V with dimVµ,Y = δ − 1.
Fix i, j ∈ {1, . . . , δ − 1}. Let α, β ∈ Z+∆ such that
|α| = gY + i and |β| = gX + j.(11.2.1)
Then there is µ ∈ Q+∆ such that
µpαp = µqαq and µpβp = µqβq for all p, q ∈ ∆(11.2.2)
if and only if
αp
βp
=
gY + i
gX + j
for every p ∈ ∆.(11.2.3)
Now, α, β ∈ Z+∆ satisfy (11.2.1,3) if and only if there is τ ∈ Z
+
∆ such that
|τ | = gi,j, α =
gY + i
gi,j
τ, β =
gX + j
gi,j
τ.
So, there is a 1–1 correspondence between the set of pairs (α, β) ∈ Z+∆×Z
+
∆ satisfying (11.2.1)
and (11.2.2) for a certain µ ∈ Q+∆ and the set of τ ∈ Z
+
∆ such that |τ | = gi,j. The number of
τ ∈ Z+∆ such that |τ | = gi,j is
(
gi,j−1
δ−1
)
.
Let N be the number of strata Vµ of V such that
dimVµ,X = dimVµ,Y = δ − 1.(11.2.4)
Then N(V) ≥ NX(V) +NY (V)−N . Now, by Theorem 8.5, Condition (11.2.4) holds if and
only if
Iµ = Jµ = ∆, |αµ| > gY , |βµ| > gX .
It follows from Theorem 10.1 that sending Vµ to (αµ, βµ) gives a 1–1 correspondence between
the set of strata Vµ of V satisfying (11.2.4) and the set of pairs (α, β) ∈ Z
+
∆ × Z
+
∆ satisfying
(11.2.1) for certain i, j ∈ {1, . . . , δ − 1} and (11.2.2) for a certain µ ∈ Q+∆. Thus
N =
δ−1∑
i,j=1
(
gi,j − 1
δ − 1
)
.
Since N(V) ≥ NX(V) +NY (V)−N , we proved Statement 2.
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Without loss of generality, assume from now on that gY ≥ gX . Clearly N(V) ≥ NX(V),
and hence N(V) ≥ nδ(gY ). So, N(V) = 1 only if nδ(gY ) = 1, and hence only if gY = 1. It
follows that V is irreducible only if gX = gY = 1.
Assume from now on that gX = gY . Then (αµ, Iµ) = (βµ, Jµ) for each µ ∈ Q
+
∆. It follows
from Theorem 8.5 that dimVµ,X = δ−1 if and only if dimVµ = δ−1. Hence N(V) = NX(V),
thus proving Statement 1. Now, if gX = gY = 1 then N(V) = 1 by Statement 1.
Example 11.3. Preserve 4.1 and assume (4.3.1). Assume that gX = gY = 1. Then g = δ+1.
Choose a basis for H0(!⊗2) and consider the corresponding bicanonical map φ : C → P3δ−1.
Let H (resp. HX , resp. HY ) be the subspace of P
3δ−1 spanned by the image of ∆ (resp. X ,
resp. Y ) under φ. Then dimH = δ − 1 and
dimHX = dimHY = 2δ − 1.
Moreover, HX ∩HY = H . We may view each hyperplane L ⊆ H as a subspace of both HX
and HY , and compose φ|X : X → HX and φ|Y : Y → HY with the projections from HX and
HY centered at L. Since !X and !Y are trivial, these compositions correspond to vector
subspaces VL,X ⊆ H
0(!X(2∆)) and VL,Y ⊆ H
0(!Y (2∆)) of dimension g. It follows from the
discussion in 8.7 that
V = {(VL,X , VL,Y ) |L is a hyperplane of H}.
11.4. Graphic representation. Preserve 4.1 and assume (4.3.1). For each λ ∈ Z+∆ and each
non–empty subset K ⊆ ∆ let
UX,λ,K :={µ ∈ Q
+
∆ |αµ = λ and Iµ = K},
UY,λ,K :={µ ∈ Q
+
∆ | βµ = λ and Jµ = K}.
Then UX,λ,K and UY,λ,K are homogeneous. Now, µ ∈ UX,λ,K if and only if Condition (14.4.1)
below holds.
There’s ρ ∈ Q+∆ such that

0 < ρp ≤ µp for every p ∈ ∆,
ρp = µp if and only if p ∈ K,
µp(λp + 1)− ρp = µq(λq + 1)− ρq for all p, q ∈ ∆.
(11.4.1)
Condition (11.4.1) can be restated as
µp
µq
∈

(
λq
λp+1
, λq
λp
]
if q ∈ K,[
λq
λp
, λq+1
λp
)
if p ∈ K,(
λq
λp+1
, λq+1
λp
)
if p, q 6∈ K.
(11.4.2)
Similar conditions define the points µ ∈ UY,λ,K . Condition (11.4.2) shows that UX,λ,K is
convex. Analogously, UY,λ,K is convex as well.
For each µ ∈ Q+∆ let
UX,µ :={µ
′ ∈ Q+∆ |Vµ′,X = Vµ,X},
UY,µ :={µ
′ ∈ Q+∆ |Vµ′,Y = Vµ,Y },
Uµ :={µ
′ ∈ Q+∆ |Vµ′ = Vµ}.
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Then Uµ = UX,µ ∩ UY,µ by Theorem 10.1. In addition,
UX,µ =
{
UX,αµ,Iµ if |αµ| > gY ,⋃
I⊆∆UX,αµ,I if |αµ| = gY ,
(11.4.3a)
UY,µ =
{
UY,βµ,Jµ if |βµ| > gX ,⋃
J⊆∆UY,βµ,J if |βµ| = gX .
(11.4.3b)
In particular, Uµ, UX,µ and UY,µ are convex and homogeneous.
Using (14.4.2,3) we can represent graphically the covering of Q+∆ by the strata Uµ, and
then study their interrelations. Since there is a 1–1 correspondence between the Uµ and the
Vµ this graphic representation is useful in the study of the variety of limit canonical systems
V. For instance, using Theorem 10.5 and the graphic representation we can determine
whether two irreducible components of V intersect, and what the intersection is. We can
also compute the number of irreducible components of V using Theorem 8.5 and the graphic
representation. See 11.5 and 11.6 below.
As the Uµ are homogeneous, it’s more convenient to fix q ∈ ∆ and consider the map
Q+∆ → Q
+
∆−{q}, given by µ 7→ µ, where µp := µp/µq for each p ∈ ∆− {q}.(11.4.4)
So, instead of depicting the covering of Q+∆ by the Uµ, we can depict the covering of Q
+
∆−{q}
by the corresponding images of the Uµ.
11.5. Curves with δ = 2. Preserve 4.1 and assume (4.3.1). Assume δ = 2. By Theorem 8.5,
a stratum Vµ of the variety of limit canonical systems V has dimension 1 if and only if either
|αµ| = gY + 1 or |βµ| = gX + 1. Fix q ∈ ∆, and identify Q
+
∆−{q} with Q
+. Under the map
(11.4.4), the strata Uµ are sent to the intervals in Q
+ depicted in Figure 3, where we assume
that gY > gX > 0.
×
gY
∗
gX
×
g
Y
−1
2
∗
2
g
X
−1
×
2
g
Y
−1
∗
1
g
X
×
1
g
Y0
Figure 3. Graphic representation for δ = 2.
The points marked as “×” (resp. “∗”) correspond to the strata Vµ of V with |αµ| = gY + 1
(resp. |βµ| = gX + 1). The number of distinct marked points on the line in Figure 3 is the
number N(V) of irreducible components of V. Thus
N(V) = gX + gY − gcd(gX + 1, gY + 1) + 1.
So, if δ = 2 then equality holds in Statement 2 of Theorem 11.2.
The open intervals on the line in Figure 3 correspond to the strata Vµ of V with |αµ| = gY
and |βµ| = gX , and hence represent points of V. By Theorem 10.5, the stratum of V
corresponding to a certain interval in Figure 3 is the intersection of the closures in G of
the one–dimensional strata of V corresponding to each end of the interval. Therefore, V
is as described in Figure 4. Each irreducible component of V is a projective line, unless it
corresponds to a point on the line in Figure 3 that is simultaneously marked as “×” and
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“∗”. In this case, the irreducible component is isomorphic to a rational curve of bidegree
(gX + 1, gY + 1)
gcd(gX + 1, gY + 1)
in the quadric P1 × P1.
Figure 4. The variety of limit canonical systems for δ = 2.
11.6. Curves with δ = 3. Preserve 4.1 and assume (4.3.1). Assume δ = 3. Fix r ∈ ∆, and
identify Q+∆−{r} with Q
+ × Q+. Under the map (11.4.4), the strata Uµ are sent to convex
regions in Q+×Q+ of dimensions varying from 0 to 2. These dimensions are “dual” to those
of the corresponding strata Vµ of the variety of limit canonical systems V. More precisely,
the image of Uµ in Q
+ ×Q+ has dimension i if and only if dimVµ = 2− i.
We depict the decomposition of Q+×Q+ for gX = gY = 3 in Figure 5a, and for gX = 2 and
gY = 4 in Figure 5b. In Figure 5b the solid lines depict the decomposition of Q
+×Q+ by the
images under (11.4.4) of the strata Uµ,X , whereas the dashed lines depict the decomposition
given by the strata Uµ,Y .
3
2
1
l
l
l
c
1,2
1,3
2,3
R
R
R
Figure 5a: gX = gY = 3. Figure 5b: gX = 2 and gY = 4.
The open disc in Figure 5a corresponds to one of the neighborhoods Uµ whose existence
was claimed by Theorem 10.5. More precisely, let µ ∈ Q+∆ whose image under the map
(11.4.4) is the center c of the disc, and let Uµ ⊆ Q
+
∆ be the inverse image of the disc under
this same map. Then the closure Vµ ⊆ G satisfies
Vµ =
⋃
µ∈Uµ
Vµ.
More precisely, Vµ is an irreducible component of V and
Vµ − Vµ = Vµ1 ∪ Vµ2 ∪ Vµ3 ,
where µ1, µ2, µ3 ∈ Q
+
∆ are (any) points having images under (11.4.4) in the interiors of the
three segments of lines l1, l2, l3 meeting at c, as shown in Figure 5a. Each Vµi is irreducible
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of dimension 1. In addition, if 1 ≤ i < j ≤ 3 then Vµi ∩Vµj = Vµi,j where µi,j ∈ Q
+
∆ is (any)
point having image under (11.4.4) in the open region Ri,j whose boundary contains li and
lj, as shown in Figure 5a. Each Vµi,j is a point.
Let N(V) be the number of irreducible components of V. If gX = gY = 3 then N(V) is the
number of marked points in Figure 5a. So N(V) = 9, as shown in Theorem 11.2. If gX = 2
and gY = 4 then N(V) is the number of points in Figure 5b that are either marked or in the
intersection of a solid line and a dashed line. There are 19 marked points and 6 points of
intersection of a solid line and a dashed line in Figure 5b. Thus N(V) = 25. Note that in
this case Theorem 11.2 says simply that N(V) ≥ 19.
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