Abstract. In this paper we introduce a paradigm for learning in the limit of potentially infinite languages from all positive data and negative counterexamples provided in response to the conjectures made by the learner. Several variants of this paradigm are considered that reflect different conditions/constraints on the type and size of negative counterexamples and on the time for obtaining them. In particular, we consider the models where 1) a learner gets the least negative counterexample; 2) the size of a negative counterexample must be bounded by the size of the positive data seen so far; 3) a counterexample may be delayed. Learning power, limitations of these models, relationships between them, as well as their relationships with classical paradigms for learning languages in the limit (without negative counterexamples) are explored. Several surprising results are obtained. In particular, for Gold's model of learning requiring a learner to syntactically stabilize on correct conjectures, learners getting negative counterexamples immediately turn out to be as powerful as the ones that do not get them for indefinitely (but finitely) long time (or are only told that their latest conjecture is not a subset of the target language, without any specific negative counterexample). Another result shows that for behaviourally correct learning (where semantic convergence is required from a learner) with negative counterexamples, a learner making just one error in almost all its conjectures has the "ultimate power": it can learn the class of all recursively enumerable languages. Yet another result demonstrates that sometimes positive data and negative counterexamples provided by a teacher are not enough to compensate for full positive and negative data.
Introduction
Defining a computational model adequately describing learning languages is an important long-standing problem. In his classical paper [Gol67], M. Gold introduced two major computational models for learning languages. One of them, learning from texts, assumes that the learner receives all positive language data, i.e., all correct statements of the language. The other model, learning from informants, assumes that the learner receives all correct statements of the languages, as well as all other (incorrect) statements, appropriately labeled as incorrect, that can be potentially formed within the given alphabet. In both cases, a successful learner stabilizes at a correct description of the target language, i.e., a grammar for the target language. J. Barzdin [B74] and J. Case and C. Smith [CS83] introduced a different, more powerful model called behaviorally correct learning. A behaviorally correct learner almost always outputs conjectures (not necessarily the same) correctly describing the target language. An important feature of all these models is that they describe a process of learning in the limit: the learner stabilizes to the correct conjecture (or conjectures), but does not know when it happens. The above seminal models, doubtless, represent certain important aspects of the process of learning potentially infinite targets. On the other hand, when we consider how a child learns a language communicating with a teacher, it becomes clear that these models reflect two extremes of this process: positive data only is certainly less than what a child actually gets in the learning process, while informant (the characteristic function of the language) is much more than what a learner can expect (see for example, [BH70,HPTS84, DPS86]).
D. Angluin, in another seminal paper [Ang88], introduced a different important learning paradigm, i.e., learning from queries to a teacher (oracle). This model, explored in different contexts, including learning languages (see, for example, [LNZ02]), addresses a very important tool available to a child (or any other reasonable learner), i.e., queries to a teacher. However, in the context of learning languages, this model does not adequately reflect the fact that a learner, in the long process of acquisition of a new language, potentially gets access to all correct statements. (Exploration of computability via queries to oracles has a long tradition in the theory of computation in general [Rog67,GM98], as well as in the context of learning in the limit [GP89,FGJ + 94,LNZ02]. Whereas in most cases answers to queries are sometimes not algorithmically answerable -which is the case in our model, or computationally NP or even harder -as in [Ang88], exploring computability or learnability via oracles often provides a deeper insight on the nature and capabilities of both).
In this paper, we combine learning from positive data and learning from queries into a computational model, where a learner gets all positive data and can ask a teacher if a current conjecture (a grammar) does not generate wrong statements (questions of this kind can be formalized as subset queries, cf. [Ang88]). If the conjecture does generate a wrong statement, then the teacher gives an example of such a statement (a negative counterexample) to the learner. In our main model, we assume that the teacher immediately provides a negative counterexample if it exists. However, in many situations, a teacher may obviously need a lot of time to determine if the current conjecture generates incorrect statements. Therefore, we consider two more variants of our main model that reflect this problem. In the first variant, the teacher is not able to provide a negative counterexample unless there is one whose size does not exceed the size
