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RESUMEN
Dada una 1-forma anal´ıtica real 휔 = 푎(푥, 푦)푑푥 + 푏(푥, 푦)푑푦. ¿Co´mo re-
conocer si la ecuacio´n 휔 = 0 posee una integral primera?. El Teorema del
Centro nos da´ ciertas condiciones sobre la singularidad 0 ∈ ℝ2 para que la
ecuacio´n de Pfaﬀ 휔 = 0 posea una integral primera anal´ıtica. Lo interezante
en la demostracio´n de e´ste teorema (realizada por Robert Moussu en [11])
es como argumentos de la teor´ıa de variable compleja son utilizados para
demostrar este teorema de naturaleza real. Lo primero que hacemos es con-
siderar la ecuacio´n complejiﬁcada de 휔 = 0, esto es, consideramos los puntos
(푥, 푦) en el plano complejo ℂ2. Como estamos interesados en la geometr´ıa de
las soluciones (comportamiento cualitativo) surge la necesidad de la teor´ıa
de foliaciones. Pues, el complejiﬁcado de 휔 induce una foliacio´n singular de
dimensio´n compleja 1, cuyas hojas localmente son las curvas solucio´n del
campo holomorfo (dual de la 1-forma holomorfa). El propo´sito siguiente es
estudiar e´sta foliacio´n asociada al campo holomorfo, pero lastimosamente no
tenemos mucha informacio´n al respecto, sin embargo, mediante la te´cnica
del Blow-up de la foliacio´n en el punto 0 ∈ ℂ2, logramos obtener suﬁciente
informacio´n acerca de esta foliacio´n. Informacio´n que junto con el Grupo de
Holonomı´a de una hoja y el Teorema de Mattei-Moussu nos conducen a la
conclusio´n del teorema, la existencia de una integral primera para el campo
holomorfo. Finalmente se sigue que la integral primera buscada para el cam-
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La teor´ıa cualitativa de ecuaciones diferenciales es un campo relativa-
mente nuevo dentro del mundo de las Matema´ticas, que se inicio´ en el siglo
XIX con Lyapunov y continuo´ con Poincare´. Ante la imposibilidad de re-
solver expl´ıcitamente un gran nu´mero de sistemas de ecuaciones diferenciales
ordinarias, Poincare´ desarrollo´ una serie de te´cnicas que le permit´ıan cono-
cer el comportamiento de estos sin necesidad de saber la solucio´n expl´ıcita
de los mismos. As´ı, la mayor parte de su trabajo se centro´ en estudiar el
comportamiento de este tipo de sistemas en el entorno de una singularidad
aislada. En esta monograf´ıa lo que pretendemos es dar a conocer algunas de
e´stas te´cnicas de la teor´ıa cualitativa que Robert Moussu [11] utilizo´ para de-
mostrar el “Teorema de Liapunov-Poincare´” o tambie´n conocido como “Teo-
rema del Centro”, sobre la existencia de integrales primeras. Lo fascinante
de esta demostracio´n es como argumentos de la teor´ıa cualitativa de variable
compleja son utilizados para demostrar este teorema de naturaleza real. Este
teorema se enuncia as´ı:
Teorema 0.1. Sea 휔 = 푎(푥, 푦)푑푥 + 푏(푥, 푦)푑푦 un germen de una 1-forma
anal´ıtica real en 0 ∈ ℝ2, siendo este punto de ℝ2 una singularidad de 휔. Si
la parte lineal de 휔 es no degenerada y 0 es un centro para 휔 entonces 휔
posee una integral primera.
El campo vectorial dual asociado a 휔 = 0 esta´ dado por:






En esta monograf´ıa estamos interesados en un estudio local de existencia
de integrales primeras de 1-formas diferenciales con singularidad aislada en
0 ∈ ℝ2. Es bien sabido, que e´stas de cierta forma permiten entender el
comportamiento cualitativo de las soluciones de (1).
En el primer cap´ıtulo son expuestas las nociones ba´sicas que sera´n uti-
lizadas a lo largo de la demostracio´n del “Teorema del Centro”, adema´s de
presentar los conceptos de integral primera, complejiﬁcado de un espacio
vectorial, germen y 1-formas holomorfas..
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En el segundo cap´ıtulo son tratados algunos aspectos ba´sicos de folia-
ciones, luego estudiamos las explosiones (blow-up), este me´todo juega un pa-
pel importante en la demostracio´n del Teorema del Centro. Posteriormente
presentamos el grupo de holonomı´a. En todo momento es puesta en eviden-
cia la dualidad existente entre 1-formas diferenciales y campos vectoriales
diferenciales.
En el tercer cap´ıtulo mostramos las te´cnicas cualitativas de las ecuaciones
diferenciales ordinarias, utilizadas por R. Moussu para demostrar la existen-
cia de integrales primeras para 1-formas anal´ıticas en un entorno de 0 de ℝ2.
Entre estas te´cnicas cabe mencionar: La complexiﬁcacio´n del espacio vec-
torial real ℝ2, la linealizacio´n del campo vectorial (1) dual de la 1-forma
anal´ıtica real, el blow-up de la foliacio´n inducida por la 1-forma holomorfa,
la conjugacio´n de campos holomorfos(Teorema de Mattei-Moussu).Todos es-
tos me´todos de la teor´ıa cualitiva de las ecuaciones diferenciales ordinarias





1.1. Complejiﬁcado de un Espacio Vectorial
Real.
Sea 피 un espacio vectorial real (푑푖푚ℝ(피) = 2), el conjunto denotado por
피ℂ y deﬁnido como
피ℂ = {푢+ 푖푣/푢, 푣 ∈ 피}
con las operaciones de suma
+ : 피ℂ × 피ℂ −→ 피ℂ
(푢+ 푖푣, 푢′ + 푖푣′) −→ (푢+ 푖푣) + (푢′ + 푖푣′) = (푢+ 푢′) + 푖(푣 + 푣′)
y producto por un nu´mero complejo (escalar)
⋅ : ℂ× 피ℂ −→ 피ℂ
(훼 + 푖훽, 푢+ 푖푣) −→ (훼 + 푖훽) ⋅ (푢+ 푖푣) = (훼푢− 훽푣) + 푖(훼푣 + 훽푢),
constituye un espacio vectorial complejo de dimensio´n (compleja) 2, llamado
el Complejiﬁcado de 피.
Algunos hechos importantes que debemos resaltar en este nuevo espacio y
que sera´n de mucha utilidad ma´s adelante son los siguientes:
1. 피 ⊂ 피ℂ
Sea 푢 ∈ 피, escribimos 푢 = 푢+ 푖0 y con eso se tiene que 푢 ∈ 피ℂ.
2. El operador ℝ − 푙푖푛푒푎푙 푇 : 피 −→ 피 se extiende de manera natural a
un operador ℂ− 푙푖푛푒푎푙
푇ℂ : 피ℂ −→ 피ℂ
푢+ 푖푣 −→ 푇ℂ(푢+ 푖푣) = 푇 (푢) + 푖푇 (푣)
A este operador 푇ℂ se le llama el complejiﬁcado de 푇 .
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3. Toda base de 피 (espacio vectorial real) es tambie´n base de 피ℂ(espacio
vectorial complejo).
4. Relativa a esta base, la matriz de 푇ℂ es la misma matriz de 푇 .
5. Los polinomios caracter´ısticos de 푇 y 푇ℂ coinciden. Luego, las ra´ıces
caracter´ısticas de ambos polinomios son iguales.
6. El Complejiﬁcado de ℝ2 es ℂ2.
1.2. Linealizacio´n
Sea 푈 ⊂ ℝ푛 abierto. Un campo vectorial de clase 퐶푟, 푟 ≥ 1 en 푈 , es
una aplicacio´n 푋 : 푈 → ℝ푛 de clase 퐶푟, la cual asocia a cada punto
푥 ∈ 푈 un vector 푋(푥) = (푋1(푥), 푋2(푥), ⋅ ⋅ ⋅ , 푋푛(푥)) en el espacio ℝ푛. Cada
푋푖 : 푈 −→ ℝ, para 푖 = 1, 2, ⋅ ⋅ ⋅ , 푛 es una funcio´n de clase 퐶푟, llamada
funcio´n coordenada o componente de 푋. Si al menos una de estas funciones
coordenadas es una funcio´n no lineal diremos que 푋 es un campo vectorial
no lineal.












donde 푥 = (푥1, 푥2, ⋅ ⋅ ⋅ , 푥푛) ∈ 푈, 푡 ∈ ℝ; el cual podemos expresar en forma
simpliﬁcada como











Fijado 푥0 ∈ 푈 , una Solucio´n de (1.1) pasando por 푥0 es una aplicacio´n
diferenciable 휑( , 푥0) : 퐼푥0 −→ 푈 , deﬁnida en su intervalo maximal de exis-
tencia 퐼푥0 conteniendo el 0, satisfaciendo:
i) 휑(0, 푥0) = 푥0
ii) 푑휑
푑푡
(푡, 푥0) = 푋(휑(푡, 푥0)), para todo 푡 ∈ 퐼푥0 .
Las soluciones de (1.1) son llamadas trayectorias o curvas integrales de 푋 o
del sistema (1.1).
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Deﬁnicio´n 1.2.1. (Flujo). Sea 푈 ⊂ ℝ푛 abierto y X un campo vectorial de
clase 퐶1 en 푈 . Para cada 푥 ∈ 푈 , sea 휑(푡, 푥) la solucio´n de (1.1) pasando por
푥 en el tiempo 푡 = 0, deﬁnida en su intervalo maximal de existencia 퐼푥. Sea
퐷 = {(푡, 푥) ∈ ℝ × 푈/ 푡 ∈ 퐼푥}. Se deﬁne el ﬂujo de la ecuacio´n diferencial
(1.1) como la aplicacio´n 휑 : 퐷 −→ 푈 , satisfaciendo:
i) 휑(0, 푥) = 푥, para todo 푥 ∈ 푈 .
ii) ∂휑
∂푡
(푡, 푥) = 푋(휑(푡, 푥)), para todo (푡, 푥) ∈ 퐷.
iii) 휑 (푠, 휑(푡, 푥)) = 휑 (푡+ 푠, 푥) , 푥, 휑(푡, 푥) ∈ 푈, 푠, 푡, 푡+ 푠 ∈ 퐼푥.
Observacio´n 1.1. .
1. El conjunto 퐷 ⊂ ℝ푛+1 es abierto.
2. 휑 es de clase 퐶1 en 퐷 (la misma clase de diferenciabilidad de 푋).
Dado 푥 ∈ 푈 , el conjunto 풪푋(푥) = {휑(푡, 푥)/ 푡 ∈ 퐼푥} ⊂ 푈 sera´ por deﬁni-
cio´n la o´rbita de 푋 pasando por el punto 푥. La conﬁguracio´n o distribucio´n
de las o´rbitas de 푋 en el conjunto 푈 se denomina retrato o diagrama de fase
del sistema (1.1).
Deﬁnicio´n 1.2.2. Un punto 푥 ∈ 푈 es llamado Punto Singular de X si
X(x)=0 y Punto Regular si 푋(푥) ∕= 0.
Si todos los puntos 푥 ∈ 푈 son puntos regulares de 푋 se dice que 푋 es un
Campo Vectorial no Singular o Campo Vectorial Regular.
1.2.1. Comportamiento Local en Torno de un Punto
Regular.
Teorema del Flujo Tubular.
La dina´mica local en torno de un punto regular de un campo vectorial
푋 es caracterizada por el Teorema del Flujo Tubular, que nos dice a groso
modo que en una vecindad de un punto regular las curvas integrales de 푋
se comportan como “l´ıneas paralelas”. Antes de enunciar este importante
teorema, vamos a deﬁnir lo que es una seccio´n transversal y una conjugacio´n
entre campos vectoriales.
Deﬁnicio´n 1.2.3. (Seccio´n Transversal). Sea 푋 : 푈 −→ ℝ푛 un campo de
clase 퐶푟, 푟 ≥ 1, 푈 ⊆ ℝ푛 abierto y 퐴 ⊆ ℝ푛−1 un abierto. Si 푝 ∈ 푈 es un
punto regular de 푋, llamamos seccio´n transversal a X en p, a la aplicacio´n
diferenciable 휎 : 퐴 −→ 푈 tal que 푝 ∈ 휎(퐴) y
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i) 휎 es una inmersio´n.
ii) Si Σ = 휎(퐴) entonces 휎 : 퐴 −→ Σ es un homeomorﬁsmo.
iii) Para todo 푎 ∈ 퐴 los subespacios 휎′(푎)(ℝ푛−1) y 푋(휎(푎)) generan el
espacio ℝ푛.
Deﬁnicio´n 1.2.4. (Conjugacio´n de Campos Vectoriales). Sean 푋1, 푋2 cam-
pos vectoriales deﬁnidos en los abiertos 푈1, 푈2 de ℝ푛 respectivamente. Se dice
que 푋1 es topolo´gicamente conjugado a 푋2 cuando existe un homeomorﬁsmo
ℎ : 푈1 −→ 푈2, tal que,
ℎ(휑(푡, 푝)) = 휙(푡, ℎ(푝)), (1.2)
donde 휑 : 퐼푝×푉푝 −→ 푈1 es el ﬂujo generado por el campo 푋1 en una vecindad
푉푝 de un punto 푝 ∈ 푈1 y 휙 : 퐼ℎ(푝) × 푉ℎ(푝) −→ 푈2 es el ﬂujo generado por el
campo 푋2 en una vecindad 푉ℎ(푝) del punto ℎ(푝) ∈ 푈2.
El homeomorﬁsmo ℎ se llama Conjugacio´n Topolo´gica. Si la aplicacio´n ℎ
es un difeomorﬁsmo de clase 퐶푟 diremos que ℎ es una 퐶푟-Conjugacio´n y que
los campos 푋1 y 푋2 son 퐶
푟 − 퐶표푛푗푢푔푎푑표푠. Es claro que, si dos campos son
퐶푟− conjugados, ellos son topolo´gicamente conjugados.
Ejemplo 1.1. Consideremos los campos 푋1(푥, 푦) = (−푥, 2푦) y 푋2(푥, 푦) =
(−푥, 2푦 + 푥2) en ℝ2. La aplicacio´n ℎ : ℝ2 −→ ℝ2 deﬁnida por ℎ(푥, 푦) =(
푥, 푦 − 푥2
4
)
es una 퐶∞ − 퐶표푛푗푢푔푎푐푖표´푛 entre 푋1 y 푋2. En efecto, para que
ℎ sea una 퐶∞ − 퐶표푛푗푢푔푎푐푖표´푛, ℎ debe ser un difeomorﬁsmo de clase 퐶∞ y
adema´s debe veriﬁcar (1.2). Puesto que las componentes de ℎ son polinomios,
luego de clase 퐶∞, se tiene que ℎ es 퐶∞. Ahora hallemos la inversa de ℎ
ℎ(푥, 푦) =
(













Puesto que las componentes de ℎ−1 son 퐶∞ entonces ℎ−1 es 퐶∞. Luego, ℎ
es un difeomorﬁsmo de clase 퐶∞.
Ahora veamos que se veriﬁca la condicio´n (1.2).
El ﬂujo generado por el campo 푋1, el cual se obtiene resolviendo el sistema








esta´ dado por: 휑(푡, (푥0, 푦0)) = (푥0 ⋅ 푒−푡, 푦0 ⋅ 푒2푡), donde 푡 ∈ ℝ y (푥0, 푦0) ∈ ℝ2.







= 2푦 + 푥2.
(1.3)
De la primera ecuacio´n de (1.3) obtenemos que 푥(푡) = 푢0 ⋅푒−푡 con 푥(0) = 푢0.
Reemplazando este valor 푥(푡) = 푢0 ⋅ 푒−푡 en la segunda ecuacio´n obtenemos:
푑푦(푡)
푑푡
− 2푦(푡) = 푢20 ⋅ 푒−2푡,
siendo esta u´ltima ecuacio´n una ecuacio´n lineal de primer orden cuya solu-










donde en este caso, 푃 (푡) = −2 y 푄(푡) = 푢20 ⋅푒−2푡. Reemplazando estos valores





⋅ 푒−2푡 + 퐶 ⋅ 푒2푡.









Luego, el ﬂujo generado por el campo 푋2 esta´ dado por:





donde 푡 ∈ ℝ y (푢0, 푤0) ∈ ℝ2.
Sea (푥0, 푦0) ∈ ℝ2, veriﬁquemos que ℎ(휑(푡, (푥0, 푦0))) = 휙(푡, ℎ(푥0, 푦0)).
ℎ(휑(푡, (푥0, 푦0))) = ℎ
(












휙(푡, ℎ(푥0, 푦0)) = 휙
(















Comparando (1.5) y (1.6) vemos que se cumple
ℎ(휑(푡, (푥0, 푦0))) = 휙(푡, ℎ(푥0, 푦0)),
para todo (푥0, 푦0) ∈ ℝ2 y para todo 푡 ∈ ℝ.
El siguiente lema da´ una caracterizacio´n para la conjugacio´n entre campos
vectoriales.
Lema 1.1. Sean 푋1 : 푈1 −→ ℝ푛 y 푋2 : 푈2 −→ ℝ푛 campos de clase 퐶푟, y
ℎ : 푈1 −→ 푈2 un difeomorﬁsmo de clase 퐶푟. Entonces, ℎ es una conjugacio´n
entre 푋1 y 푋2 si y so´lo si
퐷ℎ(푝) ⋅푋1(푝) = 푋2(ℎ(푝)), 푝푎푟푎 푡표푑표 푝 ∈ 푈1. (1.7)
Demostracio´n: Sean 휑1 : 퐷1 −→ 푈1 y 휑2 : 퐷2 −→ 푈2 los ﬂujos de 푋1 y
푋2, respectivamente, donde
퐷1 = {(푡, 푝) ∈ ℝ× 푈1/ 푡 ∈ 퐼푝} ⊂ ℝ푛+1
y
퐷2 = {(푡, 푞) ∈ ℝ× 푈2/ 푡 ∈ 퐼푞} ⊂ ℝ푛+1.
Supongamos que ℎ satisface (1.9). Sea 푝 ∈ 푈1 y (푡) = ℎ(휑1(푡, 푝)), 푡 ∈ 퐼푝.
Probemos que (푡) es solucio´n de 푥′ = 푋2(푥) con 푥(0) = ℎ(푝).
′(푡) = 퐷ℎ(휑1(푡, 푝)) ⋅ 푑
푑푡
휑1(푡, 푝)
= 퐷ℎ(휑1(푡, 푝)) ⋅푋1(휑1(푡, 푝)), 휑1(푡, 푝) ∈ 푈1
= 푋2(ℎ(휑1(푡, 푝)))
= 푋2( (푡)).
Adema´s, (0) = ℎ(휑1(0, 푝)) = ℎ(푝).
Por otro lado, 휑2(푡, ℎ(푝)) con 푡 ∈ 퐼ℎ(푝) es la solucio´n pasando por el pun-
to ℎ(푝) ∈ 푈2, luego por la unicidad de soluciones se tiene que (푡) =
휑2(푡, ℎ(푝)). Entonces ℎ(휑1(푡, 푝)) = 휑2(푡, ℎ(푝)). Rec´ıprocamente, supongamos
que ℎ es una conjugacio´n entre 푋1 y 푋2, entonces dado 푝 ∈ 푈1, se tiene que
ℎ(휑1(푡, 푝)) = 휑2(푡, ℎ(푝)), con 푡 ∈ 퐼푝. Puesto que ℎ es diferenciable, derivando
con respecto a 푡 esta u´ltima relacio´n obtenemos:







퐷ℎ(휑1(푡, 푝)) ⋅푋1(휑1(푡, 푝)) = 푋2(휑2(푡, ℎ(푝))).
Si 푡 = 0 entonces
퐷ℎ(휑1(0, 푝)) ⋅푋1(휑1(0, 푝)) = 푋2(휑2(0, ℎ(푝))).
퐷ℎ(푝) ⋅푋1(푝) = 푋2(ℎ(푝)).
Teorema 1.1. (Flujo Tubular). Sea 푋 : 푈 ⊂ ℝ푛 −→ ℝ푛 un campo vectorial
de clase 퐶푟, 푟 ≥ 1 y 푝 ∈ 푈 un punto regular de X. Sea 휎 : 퐴 ⊆ ℝ푛−1 −→ Σ
una seccio´n transversal de X de clase 퐶푟, con 휎(0¯) = 푝. Entonces existe una
vecindad V de p en 푈 y un difeomorﬁsmo ℎ : (−휖, 휖)×퐵 −→ 푉 de clase 퐶푟,
donde 휖 > 0 y 퐵 ⊂ ℝ푛−1 es una bola abierta de centro 0¯ = 휎−1(푝), tal que
i) ℎ({0} ×퐵) = Σ ∩ 푉 .
ii) h es una 퐶푟-conjugacio´n entre 푋∣푉 y el campo constante
푌 : (−휖, 휖)×퐵 −→ ℝ푛, 푌 = (1, 0, ⋅ ⋅ ⋅ , 0).
Demostracio´n: Sea 휑 : 퐷 −→ 푈 el ﬂujo de 푋, donde 퐷 = {(푡, 푥) ∈ ℝ×
푈/ 푡 ∈ 퐼푥}. Consideremos 퐹 : 퐼푥×퐴 −→ 푈 deﬁnida por 퐹 (푡, 푢) = 휑 (푡, 휎(푢))
con (푡, 휎(푢)) ∈ 퐷. 퐹 esta bien deﬁnida y adema´s es de clase 퐶푟 (de la misma
clase de diferenciabilidad que 푋). Si ﬁjamos 푢 ∈ 퐴 y hacemos variar 푡 en
퐼푥, lo que obtenemos es una l´ınea paralela a ℝ. Eso signiﬁca que 퐹 aplica
l´ıneas paralelas a ℝ en curvas integrales de 푋, deﬁnidas en el intervalo 퐼푥,
que cruzan la seccio´n transversal Σ en los puntos 휎(푢) ∈ Σ. Vamos a probar
que 퐹 es un difeomorﬁsmo en 0 = (0, 0¯) ∈ ℝ × ℝ푛−1. Por el Teorema de la














donde 푢 = (푢1, ⋅ ⋅ ⋅ , 푢푛−1) ∈ 퐴.
Sea 0¯ ∈ 퐴, 푡 −→ 퐹 (푡, 0¯) = 휑 (푡, 휎(0¯)) = 휑(푡, 푝). Al tomar la deriva-
da en 푡 = 0 se tiene ∂퐹
∂푡
(0, 0¯) = 휑′(0, 푝) = 푋 (휑(0, 푝)) = 푋(푝). Para el
resto, tomamos 푡 = 0 y obtenemos (푢1, ⋅ ⋅ ⋅ , 푢푛−1) −→ 퐹 (0, 푢1, ⋅ ⋅ ⋅ , 푢푛−1) =
휑(0, 휎(푢1, ⋅ ⋅ ⋅ , 푢푛−1)) = 휎(푢1, ⋅ ⋅ ⋅ , 푢푛−1). Al tomar derivada en 푢 = 0¯ se tiene
∂퐹
∂푢
(0, 0¯) = 휎′(0¯). As´ı,
퐷퐹 (0) = (푋(푝) 휎′(0¯)).
Puesto que los vectores푋(푝) y 휎′(0¯) son linealmente independientes, entonces
퐷퐹 (0) es invertible. Luego, por el Teorema de la Funcio´n Inversa existen 휖 >
0, una vecindad 푉 ⊂ 푈 de 퐹 (0) = 푝 y una bola abierta 퐵 = 퐵(0¯, 훿) ⊂ ℝ푛−1
con centro en el origen 0¯ ∈ ℝ푛−1 y radio 훿 > 0, tales que ℎ = 퐹 ∣(−휖,휖)×퐵 :
(−휖, 휖)×퐵 −→ 푉 es un difeomorﬁsmo.
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i) ℎ({0} ×퐵) = Σ ∩ 푉 .
ℎ(0, 푢) = 퐹 (0, 푢) = 휑 (0, 휎(푢))) = 휎(푢) ∈ Σ, para todo 푢 ∈ 퐵.
ii) h es una 퐶푟- conjugacio´n entre 푋∣푉 y 푌 = (1, 0, ⋅ ⋅ ⋅ , 0).
Sea (푡, 푢) ∈ (−휖, 휖)×퐵, entonces,
퐷ℎ(푡, 푢) ⋅ 푌 (푡, 푢) = 퐷퐹 (푡, 푢) ⋅ (1, 0, ⋅ ⋅ ⋅ , 0) = ∂퐹
∂푡
(푡, 푢) = 휑′(푡, 휎(푢)) =
푋 (휑(푡, 휎(푢))) = 푋 (퐹 (푡, 푢)) = 푋 (ℎ(푡, 푢)) .
Luego, por el Lema 1.1, se tiene que ℎ es una 퐶푟- conjugacio´n entre
푋∣푉 y 푌 = (1, 0, ⋅ ⋅ ⋅ , 0).
1.2.2. Comportamiento Local en Torno de un Punto
Singular.
Teorema de Hartman-Grobman.
La dina´mica local en torno de una singularidad (hiperbo´lica) de un campo
vectorial no lineal, 푋 es caracterizada por el Teorema de Hartman-Grobman,
que nos dice que en una vecindad de un punto singular hiperbo´lico, las curvas
integrales de 푋 se comportan de manera similar que las curvas integrales del
campo dado por la parte lineal de 푋 en torno de la singularidad 0 ∈ ℝ푛. Este
campo dado por la parte lineal de 푋 sera´ denotado por 퐷푋(푝) y es llamado
la linealizacio´n de X en torno de la singularidad hiperbo´lica 푝.
El Teorema de Hartman-Grobman nos garantiza que cerca a esta singularidad
hiperbo´lica 푝, el comportamiento del sistema no lineal (1.1) es similar al
comportamiento del sistema lineal
푥′ = 퐴푥 (1.8)
con 퐴 = 퐷푋(푝), cerca del origen.
Deﬁnicio´n 1.2.5. Un punto singular p de un campo vectorial 푋 : 푈 ⊂
ℝ푛 −→ ℝ푛 de clase 퐶푟, 푟 ≥ 1, se llama hiperbo´lico si todos los autovalores
de DX(p) (la derivada de X en p) tienen parte real diferente de cero.
Antes de enunciar el resultado principal de esta seccio´n (el Teorema de
Hartman-Grobman), enunciaremos dos proposiciones que son claves para la
demostracio´n de este importante teorema de la teor´ıa cualitativa local de
ecuaciones diferenciales ordinarias.
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Proposicio´n 1.1. Sea 퐸 un espacio vectorial normado y 훼 > 0. Deﬁnimos
la aplicacio´n 푟훼 : 퐸 −→ 퐵[0, 훼] por:
푟훼(푥) =
{
푥, 푠푖 ∣푥∣ ≤ 훼
훼푥
∣푥∣ , 푠푖 ∣푥∣ ≥ 훼
donde 퐵[0, 훼] es la bola cerrada de centro 0 ∈ 퐸 y radio 훼. Entonces 푟훼 es
globalmente Lipschitz con constante de Lipschitz 2.
Demostracio´n: Sean 푥, 푦 ∈ 퐸 y supongamos que ∣푥∣ > 훼 ≥ ∣푦∣, entonces,
∣푟훼(푥)− 푟훼(푦)∣ =
∣∣훼푥∣푥∣−1 − 훼푦∣푥∣−1 + 훼푦∣푥∣−1 − 푦 ∣∣
≤ ∣∣훼푥∣푥∣−1 − 훼푦∣푥∣−1∣∣+ ∣∣훼푦∣푥∣−1 − 푦 ∣∣
= 훼∣푥∣−1∣푥− 푦∣+ ∣푦∣∣푥∣−1∣∣ ∣푥∣ − 훼 ∣∣.
Puesto que, 훼∣푥∣−1 < 1 y ∣푦∣∣푥∣−1∣∣ ∣푥∣ − 훼 ∣∣ < ∣푥∣ − ∣푦∣ ≤ ∣푥− 푦∣ se tiene que,
∣푟훼(푥)− 푟훼(푦)∣ < ∣푥− 푦∣+ ∣푥− 푦∣
= 2∣푥− 푦∣.
Si ∣푥∣ > 훼 y ∣푦∣ > 훼, obtenemos:
∣푟훼(푥)− 푟훼(푦)∣ =
∣∣훼푥∣푥∣−1 − 훼푦∣푥∣−1 + 훼푦∣푥∣−1 − 훼푦∣푦∣−1∣∣
≤ ∣∣훼푥∣푥∣−1 − 훼푦∣푥∣−1∣∣+ ∣∣훼푦∣푥∣−1 − 훼푦∣푦∣−1∣∣
≤ 훼∣푥∣−1∣푥− 푦∣+ 훼∣푥∣−1∣∣∣푦∣ − ∣푥∣∣∣.
Puesto que 훼∣푥∣−1 < 1 y 훼∣푥∣−1∣∣ ∣푦∣ − ∣푥∣ ∣∣ ≤ ∣푥− 푦∣ se tiene que:
∣푟훼(푥)− 푟훼(푦)∣ < ∣푥− 푦∣+ ∣푥− 푦∣
= 2∣푥− 푦∣.
Por lo tanto 푟훼 es globalmente Lipschitz con constante de Lipschitz 2.
Sea 퐸 un espacio vectorial normado (e.v.n), deﬁnimos los siguientes sub-
conjuntos sobre 퐸:
ℒ(퐸) = {푇 : 퐸 −→ 퐸/푇 푒푠 푢푛 표푝푒푟푎푑표푟 푙푖푛푒푎푙},
휎(푇 ) = {휆 ∈ ℂ/ 휆 푒푠 푢푛 푎푢푡표푣푎푙표푟 푑푒 푇}, 푦
푆ℂ = {푧 ∈ ℂ/ ∣푧∣ = 1}.
Proposicio´n 1.2. Sea 퐴 ∈ ℒ(퐸) invertible y tal que 퐴 no tiene autovalores
en el c´ırculo unitario, esto es, 휎(퐴)∩푆ℂ = ∅. Entonces para toda 푔 : 퐸 −→ 퐸
limitada, satisfaciendo
∣푔(푥)− 푔(푦)∣ ≤ 휖∣푥− 푦∣
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con 휖 > 0 suﬁcientemente pequen˜o, se tiene que 퐴 y 퐴+푔 son topolo´gicamente
conjugados.
No daremos la demostracio´n de esta proposicio´n aqu´ı, por ser bastante
extensa (pueden consultar [6], pa´g.259), pero s´ı necesitamos rescatar de dicha
prueba una observacio´n bastante interezante que nos sera´ de mucha utilidad
ma´s adelante.
Observacio´n 1.2. . Sea 퐵퐶(퐸,퐸) el espacio de las funciones continuas y
limitadas de 퐸 en 퐸. Entonces existe una u´nica conjugacio´n topolo´gica ℎ de
퐴 y 퐴+ 푔, la cual satisface ℎ− 푖푑 ∈ 퐵퐶(퐸,퐸).
Teorema 1.2. (Hartman-Grobman). Sean 푈 un subconjunto abierto de ℝ푛
conteniendo el punto 0 ∈ ℝ푛, 푋 un campo vectorial no lineal de clase 퐶1 en
푈 y 휙푡 el ﬂujo del sistema no lineal (1.1). Supongamos que 0 ∈ 푈 es un punto
singular hiperbo´lico de X. Entonces existe un homeomorﬁsmo ℎ deﬁnido en
una vecindad suﬁcientemente pequen˜a de 0 ∈ ℝ푛, tal que:
ℎ ∘ 푒푡퐴 = 휙푡 ∘ ℎ,
donde 퐴 = 퐷푋(0).
Demostracio´n: Dado que 푋 ∈ 퐶1(푈) y 0 ∈ 푈 , existe 훼 > 0 suﬁciente-
mente pequen˜o tal que
푋(푥) = 퐷푋(0) ⋅ 푥+ 푔(푥), (1.9)
para todo 푥 ∈ 퐵(0, 훼) ⊂ 푈 , donde 푔 es una funcio´n, tal que, 푔(0) = 0 y
퐷푔(0) = 0. Tomemos 훼 tal que la bola cerrada 퐵[0, 훼] siga estando contenida
en 푈 . Puesto que 푋 ∈ 퐶1(푈), 퐷푋 es continua en 푈 . Adema´s, 퐷푋(0) :
ℝ푛 −→ ℝ푛 es continua tambie´n en 푈 , luego (퐷푋−퐷푋(0))∣퐵[0,훼] es continua.
Entonces, existe 휆 > 0 arbitrario tal que
∣(퐷푋 −퐷푋(0))(푥)∣ ≤ 휆
2
(1.10)
para todo 푥 ∈ 퐵[0, 훼].
Por otro lado, puesto que la funcio´n 푋 − 퐷푋(0) : 퐵[0, 훼] −→ ℝ푛 es difer-
enciable (pues, 푋 − 퐷푋(0) ∈ 퐶1(푈)) y adema´s se cumple (1.10), se tiene
por la Desigualdad del Valor Medio que la funcio´n 푋 − 퐷푋(0) satisface la
condicio´n de Lipschitz con constante de Lipschitz 휆
2
. Esto es,
∣(푋 −퐷푋(0))(푥)− (푋 −퐷푋(0))(푦)∣ ≤ 휆
2
∣푥− 푦∣
para todo 푥, 푦 ∈ 퐵[0, 훼].
Reemplazemos la funcio´n 푔(푥) en (1.9) por una nueva funcio´n 퐺 : ℝ푛 −→ ℝ푛
deﬁnida en todo ℝ푛, tal que 퐺∣퐵(0,훼) = 푔, de la siguiente manera:
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퐺 := (푋 −퐷푋(0)) ∘ 푟훼,
donde 푟훼 : ℝ푛 −→ 퐵[0, 훼] es una funcio´n deﬁnida como en la Proposicio´n
1.1. G as´ı deﬁnida es globalmente Lipschitz con constante de Lipschitz 휆.q
En efecto, sean 푥, 푦 ∈ ℝ푛,




pues푋−퐷푋(0) es Lipschitz en 퐵[0, 훼] con constante de Lipschitz 휆
2
. Adema´s,
por Proposicio´n 1.1, 푟훼 es Lipschitz en ℝ푛 con constante de Lipschitz 2,
entonces
∣퐺(푥)−퐺(푦)∣ ≤ 휆∣푥− 푦∣ (1.11)
para todo 푥, 푦 ∈ ℝ푛.
Sea 퐴 = 퐷푋(0) ∈ ℒ(ℝ푛), entonces de (1.9) se tiene que
(퐴+퐺)∣퐵(0,훼) = 푋∣퐵(0,훼). (1.12)
Puesto que 퐴+퐺 ∈ 퐶1(ℝ푛) es un campo vectorial Lipschitz, entonces, para




tiene una u´nica solucio´n (푡, 푥) deﬁnida para todo 푡 ∈ ℝ.
Si 푡 denota el ﬂujo en ℝ푛 (ﬂujo global) generado por el campo 퐴 + 퐺 :
ℝ푛 −→ ℝ푛, entonces (1.12) muestra que 푡 coincide con 휙푡 en 퐵(0, 훼), esto
es,
푡∣퐵(0,훼) = 휙푡∣퐵(0,훼).
Ahora para probar el teorema es suﬁciente mostrar que existe un homeo-
morﬁsmo ℎ deﬁnido en 퐵(0, 훼) tal que ℎ conjuga los ﬂujos 푡 y 푒
푡퐴, ﬂujos
generados por los campos 퐴+퐺 y 퐴 respectivamente. La solucio´n global 푡,





푒(푡−휏)퐴 ⋅퐺( 휏 (푥))푑휏, ∀푡 ∈ ℝ. (1.14)
Usando (1.14) deducimos que:
∣ 푡(푥)− 푡(푦)∣ ≤ 푒푡 ∣퐴∣ ⋅ ∣푥− 푦∣+
∫ 푡
0
푒(푡−휏)∣퐴∣ ⋅ 휆 ∣ 휏 (푥)− 휏 (푦)∣ 푑휏,
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para todo 푡 ≥ 0 y para todo 푥, 푦 ∈ ℝ푛. Multiplicando esta u´ltima desigualdad
por 푒−푡 ∣퐴∣, obtenemos:
푒−푡 ∣퐴∣ ⋅ ∣푡(푥)− 푡(푦)∣ ≤ ∣푥− 푦∣+
∫ 푡
0
휆 ⋅ 푒−휏 ∣퐴∣ ∣ 휏 (푥)− 휏 (푦)∣ 푑휏.
Siendo 푢(푡) = 푒−푡 ∣퐴∣ ∣ 푡(푥)− 푡(푦)∣ ≥ 0, por el Lema de Gronwall, tenemos
∣ 푡(푥)− 푡(푦)∣ ≤ ∣푥− 푦∣ ⋅ 푒푡(휆+∣퐴∣) (1.15)
para todo 푥, 푦 ∈ ℝ푛, 푡 ≥ 0. Finalmente, se sigue de (1.11), (1.14) y (1.15) que
푡− 푒푡퐴 es globalmente Lipschitz para todo 푡 ≥ 0. En efecto, sean 푥, 푦 ∈ ℝ푛,
entonces:
∣( 푡 − 푒푡 퐴)(푥)− ( 푡 − 푒푡퐴)(푦)∣ = ∣
∫ 푡
0
푒(푡−휏)퐴 ⋅ (퐺( 휏 (푥))−퐺( 휏 (푦))) ∣
≤ ∫ 푡
0
∣푒(푡−휏)퐴∣ ⋅ ∣ (퐺( 휏 (푥))−퐺( 휏 (푦))) ∣
≤ ∫ 푡
0
푒(푡−휏)∣퐴∣ ⋅ 휆∣ 휏 (푥)− 휏 (푦)∣푑휏
≤ 휆∣푥− 푦∣푒푡 ∣퐴∣ ⋅ ∫ 푡
0
푒휏휆푑휏
= ∣푥− 푦∣ ⋅ 푒푡 ∣퐴∣(푒푡휆 − 1).
(1.16)




Luego, obtenemos de (1.14) que
∣∣
푡(푥)− 푒푡 퐴 ⋅ 푥
∣∣ ≤ ∥퐺∥∞∣∣∣ ∫ 푡
0
푒∣푡−휏 ∣ ∣퐴∣ ⋅ 푑휏
∣∣∣, (1.17)
para todo 푡 ∈ ℝ y para todo 푥 ∈ ℝ푛. De este modo, 푡− 푒푡퐴 es limitada para
todo 푡 ∈ ℝ.
Tomemos 푡 = 1 y sea 퐺˜ = 1 − 푒퐴. Entonces, de (1.16) tenemos que,
∣퐺˜(푥)− 퐺˜(푦)∣ ≤ 푒∣퐴∣(푒휆 − 1) ⋅ ∣푥− 푦∣. (1.18)
Puesto que 휆 se puede tomar arbitrariamente pequen˜o, se sigue de (1.18) que
la constante de Lipschitz 푒∣퐴∣(푒휆 − 1) de 퐺˜ se puede hacer arbitrariamente
pequen˜a.
Por hipo´tesis tenemos que 0 ∈ 푈 es un punto singular hiperbo´lico de 푋,
entonces 퐴 = 퐷푋(0) no tiene autovalores con parte real nula, lo cual impli-
ca que el operador invertible 푒퐴 no tiene autovalores en el c´ırculo unitario.
Puesto que 퐺˜ : ℝ푛 −→ ℝ푛 es limitada (por (1.17)), podemos concluir por la
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Proposicio´n 1.2 que 푒퐴 y 1 = 푒
퐴 + 퐺˜ son topolo´gicamente conjugados.
Al ser 1 y 푒
퐴 topolo´gicamente conjugados, se tiene que existe un homeo-
morﬁsmo ℎ : ℝ푛 −→ ℝ푛 tal que
ℎ ∘ 푒퐴 = 1 ∘ ℎ. (1.19)
Por (1.19) y la parte (iii) de la Deﬁnicio´n 1.2.1, para cada 푡 ∈ ℝ se tiene:
1 ∘ ( 푡 ∘ ℎ ∘ 푒−푡퐴) = 푡 ∘ 1 ∘ ℎ ∘ 푒−푡퐴
= 푡 ∘ ℎ ∘ 푒퐴 ∘ 푒−푡 퐴
= ( 푡 ∘ ℎ ∘ 푒−푡 퐴) ∘ 푒퐴.
Vemos que 푡 ∘ ℎ ∘ 푒−푡 퐴 es tambie´n una conjugacio´n topolo´gica de 1 y 푒퐴.
Adema´s,
푡 ∘ ℎ ∘ 푒−푡 퐴 − 푖푑 = 푡 ∘ ℎ ∘ 푒−푡퐴 − 푒푡퐴 ∘ ℎ ∘ 푒−푡퐴 + 푒푡퐴 ∘ ℎ ∘ 푒−푡퐴 − 푖푑
= ( 푡 − 푒푡퐴) ∘ ℎ ∘ 푒−푡퐴 + 푒푡퐴 ∘ (ℎ− 푖푑) ∘ 푒−푡퐴.
De (1.17) tenemos que 푡− 푒푡퐴 es limitada, entonces 푡− 푒푡퐴 ∈ 퐵퐶(ℝ푛,ℝ푛).
Tambie´n el operador 푒푡퐴 ∈ 퐵퐶(ℝ푛,ℝ푛), luego 푡∘ℎ∘푒−푡 퐴−푖푑 ∈ 퐵퐶(ℝ푛,ℝ푛).
Supongamos que ℎ − 푖푑 ∈ 퐵퐶(ℝ푛,ℝ푛), entonces por la Observacio´n 1.2 se
tiene que ℎ = 푡 ∘ ℎ ∘ 푒−푡 퐴 y por lo tanto ℎ ∘ 푒푡 퐴 = 푡 ∘ ℎ, para todo 푡 ∈ ℝ.
De este modo, se ha probado que existe un homeomorﬁsmo ℎ : ℝ푛 −→ ℝ푛
que conjuga los ﬂujos 푒푡퐴 y 푡, ﬂujos generados por los campos 퐴 y 퐴 + 퐺
respectivamente.




: 퐵(0, 훼) −→ 퐵(0, 훼) es una conjugacio´n topolo´gica de los ﬂujos
푒푡 퐴 y 휙푡, ﬂujos generados por los campos 퐴 y 푋 respectivamente, que era lo
que quer´ıamos probar.
Ejemplo 1.2. Sea 푋2(푥, 푦) = (−푥, 2푦 + 푥2) el campo vectorial no lineal de
clase 퐶1 en ℝ2 dado en el Ejemplo 1.1. El sistema de ecuaciones diferenciales






(푡) = 2푦 + 푥2
(1.20)
El punto (0, 0) ∈ ℝ2 es la u´nica singularidad de 푋2, adema´s es una sin-






tienen parte real diferente de cero. Entonces, por el Teorema de Hartman-
Grobman podemos aﬁrmar que el campo vectorial no lineal 푋2 es topolo´gi-














Como podemos observar, el campo 푋1(푥, 푦) = 퐷푋2(0)(푥, 푦) es la parte lineal
del campo 푋2. A este campo 푋1 se le conoce como la linealizacio´n de 푋2 en
torno de la singularidad (0, 0) ∈ ℝ2.
Puesto que los autovalores de la matriz 퐷푋2(0) son reales y de signos con-
trarios, se tiene que (0, 0) ∈ ℝ2 es un punto de silla del sistema lineal 푋1
y, dado que los campos 푋1 y 푋2 son topolo´gicamente conjugados, se tiene
que la singularidad (0, 0) ∈ ℝ2 de 푋2 es tambie´n una silla. Los diagramas de
fase de los sistemas (1.20) y (1.21) cerca de la singularidad (0, 0) ∈ ℝ2 son
similares, como podemos observar en la siguiente ﬁgura.
Figura 1.1: Campos Vectoriales Topolo´gicamente Conjugados




1.3. Ecuaciones Diferenciales Complejas
Deﬁnicio´n 1.3.1. (Campo Vectorial Holomorfo). Sea 푈 ⊂ ℂ푛 abierto. Un
campo vectorial holomorfo en 푈 es una aplicacio´n 푍 : 푈 → ℂ푛 holomorfa, la
cual asocia a cada punto 푧 ∈ 푈 un vector 푍(푧) = (푍1(푧), 푍2(푧), ⋅ ⋅ ⋅ , 푍푛(푧))
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en el espacio ℂ푛. Cada 푍푗 : 푈 −→ ℂ (푗 = 1, 2, ⋅ ⋅ ⋅ , 푛) es una funcio´n
holomorfa, llamada funcio´n coordenada o componente de 푍.
Podemos escribir el vector 푍(푧) como combinacio´n lineal de los elementos






, ⋅ ⋅ ⋅ , ∂
∂푧푛
)







+ ⋅ ⋅ ⋅+ 푍1(푧) ∂
∂푧푛
, ∀푧 ∈ 푈.







+ ⋅ ⋅ ⋅+ 푍푛 ∂
∂푧푛
o simplemente 푍 = (푍1, 푍2, ⋅ ⋅ ⋅ , 푍푛).




2 , ⋅ ⋅ ⋅ , 푧0푛) ∈ 푈 ,





푐푗,(푘1,푘2,⋅⋅⋅ ,푘푛)(푧1 − 푧01)푘1 ⋅ (푧2 − 푧02)푘2 ⋅ ⋅ ⋅ (푧푛 − 푧0푛)푘푛 ,
푐푗,(푘1,푘2,⋅⋅⋅ ,푘푛) ∈ ℂ para 푗 = 1, 2, ⋅ ⋅ ⋅ , 푛; la cual converge para cualquier
푧 = (푧1, 푧2, ⋅ ⋅ ⋅ , 푧푛) ∈ 푉 .





donde 푘 = (푘1, 푘2, ⋅ ⋅ ⋅ , 푘푛), ∣푘∣ = 푘1 + 푘2 + ⋅ ⋅ ⋅ + 푘푛, 푐푗,푘 = 푐푗,(푘1,푘2,⋅⋅⋅ ,푘푛),
(푧 − 푧0)푘 = (푧1 − 푧01)푘1 ⋅ (푧2 − 푧02)푘2 ⋅ ⋅ ⋅ (푧푛 − 푧0푛)푘푛 .
Deﬁnicio´n 1.3.2. Sea 푍 : 푈 −→ ℂ푛 un campo vectorial holomorfo deﬁnido
en 푈 ⊂ ℂ푛.
1. Un punto 푝 ∈ 푈 es llamado Punto Singular cuando Z(p)=0.
2. Un punto 푝 ∈ 푈 es llamado Punto Regular cuando 푍(푝) ∕= 0.
El conjunto de todos los puntos singulares de 푍 se denota por 푆푖푛푔(푍).
Si todos los puntos 푝 ∈ 푈 son puntos regulares decimos que 푍 es un Campo
Vectorial no Singular o un Campo Vectorial Holomofo Regular.
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Deﬁnicio´n 1.3.3. (Singularidad Aislada). Sea 푈 ⊂ ℂ푛 abierto, 푍 ∈ 픛(푈).
Decimos que 푧0 ∈ 푈 es una singularidad aislada de 푍 si existe una vecindad
abierta V, 푧0 ∈ 푉 ⊂ 푈 tal que cualquier 푧 ∈ 푉 , 푧 ∕= 푧0 es un punto regular.
Al campo vectorial holomorfo 푍 = (푍1, 푍2, ⋅ ⋅ ⋅ , 푍푛) le asociamos el sis-











en donde 푧 = (푧1, 푧2, ⋅ ⋅ ⋅ , 푧푛) ∈ 푈, 푇 ∈ ℂ; el cual podemos expresar en forma
simpliﬁcada como







, ⋅ ⋅ ⋅ , 푑푧푛
푑푇
)
. Denotemos por 픛(푈) el conjunto de todos
los campos vectoriales holomorfos sobre 푈 y Δ(푝, 푟) el polidisco abierto de
centro 푝 = (푝1, 푝2, ⋅ ⋅ ⋅ , 푝푛) ∈ ℂ푛 y poliradio 푟 = (푟1, 푟2, ⋅ ⋅ ⋅ , 푟푛) ∈ (ℝ+)푛:
Δ(푝, 푟) = {(푧1, 푧2, ⋅ ⋅ ⋅ , 푧푛) ∈ ℂ푛/ ∣푧푖 − 푝푖∣ < 푟푖, 1 ≤ 푖 ≤ 푛}.
Deﬁnicio´n 1.3.4. (Flujo Local Complejo). Sea 푈 ⊂ ℂ푛 abierto, 푍 ∈ 픛(푈).
Un ﬂujo local de Z en el punto 푝 ∈ 푈 es una aplicacio´n holomorfa
휑 : 퐷휖 × Δ(푝, 훿) −→ 푈 , donde 퐷휖 = 퐷(0, 휖) es un disco de radio 휖 > 0
y centro 0 en ℂ y Δ(푝, 훿) un polidisco de radio 훿 y centro p en U, gozando
de las siguientes propiedades:
i) 휑(0, 푧) = 푧, 푝푎푟푎 푡표푑표 푧 ∈ Δ(푝, 푏).
ii) ∂휑
∂푇
(푇, 푧) = 푍 (휑(푇, 푧)) , 푝푎푟푎 푡표푑표 (푇, 푧) ∈ 퐷(0, 휖)×Δ(푝, 훿).
iii) 휑 (푇2, 휑(푇1, 푧)) = 휑(푇1 + 푇2, 푧) siempre que ambos miembros esten
deﬁnidos, esto es, si 푧, 휑(푇1, 푧) ∈ Δ(푝, 훿) y 푇1, 푇2, 푇1 + 푇2 ∈ 퐷(0, 휖).
Fijado 푝 ∈ 푈 . Decimos que la funcio´n holomorfa 휑 : 퐷(0, 휖) −→ 푈 ,
푇 −→ 휑(푇, 푝) es solucio´n local de (1.22) con condicio´n inicial 푧(0) = 푝.
Deﬁnicio´n 1.3.5. Se deﬁne la O´rbita de Z por el punto p como el conjunto
풪푍(푝) = {휑(푇, 푝)/ 푇 ∈ 퐷(0, 휖)}.
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1.3.1. Un Flujo Real dentro de un Flujo Complejo




= 푍(푧), 푇 ∈ ℂ. (1.23)
Sea 휑 : 퐷(0, 휖) ×푊 −→ 푈 , 푊 polidisco suﬁcientemente pequen˜o centrado
en 푝, el ﬂujo asociado a 푍 en el punto 푝 ∈ 푈 , satisfaciendo i), ii) y iii) de la
Deﬁnicio´n 1.3.4.
Dado cualquier 훼 ∈ ℂ∗ = ℂ− {0}, se deﬁne la ecuacio´n diferencial real
푑푧
푑푡
= 훼푍(푧), 푡 ∈ ℝ, (1.24)
a la cual le asociamos el ﬂujo 휑훼 (inducido por 휑)
휑훼 : (−휖, 휖)×푊 −→ 푈
(푡, 푧) −→ 휑훼(푡, 푧) = 휑(훼푡, 푧),
siendo este anal´ıtico real.
Veamos que 휑훼 es el ﬂujo del campo 훼푍. En efecto,





(푡, 푧) = ∂휑
∂푡
(훼푡, 푧) = 휑′(훼푡, 푧) ⋅ 푑(훼푡)
푑푡
= 훼휑′(훼푡, 푧)
= 훼푍 (휑(훼푡, 푧))
= 훼푍 (휑훼(푡, 푧)) ,
entonces ∂휑훼
∂푡
(푡, 푧) = 훼푍 (휑훼(푡, 푧)).
iii) Sean 푡1, 푡2, 푡1 + 푡2 ∈ (−휖, 휖) y 푧, 휑훼(푡1, 푧) ∈ 푊
휑훼 (푡2, 휑훼(푡1, 푧)) = 휑 (훼푡2, 휑(훼푡1, 푧))
= 휑 (훼푡1 + 훼푡2, 푧)
= 휑 (훼(푡1 + 푡2), 푧)
= 휑훼(푡1 + 푡2, 푧).
De i), ii) y iii) decimos que 휑훼 es el ﬂujo del campo 훼푍. Adema´s se tiene
que 풪훼푍(푝) = {휑훼(푡, 푝)/ 푡 ∈ (−휖, 휖)} ⊂ 풪푍(푝), esto es, la o´rbita del campo
훼푍 pasando por 푝 esta´ contenida en la o´rbita del campo 푍 pasando por 푝.
Si hacemos variar el punto 푝 en todo 푊 entonces tendremos un ﬂujo real
contenido en un ﬂujo complejo.
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Ejemplo 1.3. Consideremos el campo vectorial
푍(푧1, 푧2) = (휆1푧1, 휆2푧2) (1.25)
donde 휆1, 휆2 ∈ ℂ∗.
Vemos que 푍 es un campo vectorial holomorfo, pues cada una de sus fun-
ciones coordenadas es holomorfa, adema´s el u´nico punto singular es el origen,
pues si 푍(푧1, 푧2) = (0, 0) entonces 푧1 = 0 y 푧2 = 0. As´ı, (0, 0) es una singu-
laridad aislada del campo 푍.












2) ∈ ℂ2 esta deﬁnida
en todo ℂ y esta´ dada por:
휑 (푇, 푧0) =
(
푒휆1푇 ⋅ 푧01 , 푒휆2푇 ⋅ 푧02
)
, 푇 ∈ ℂ. (1.27)
La o´rbita de 푍 pasando por 푧0 denotada por 풪푍(푧0) es el conjunto
풪푍(푧0) = {휑(푇, 푧0); 푇 ∈ ℂ}.
Para 훼 ∈ ℂ∗ se deﬁne el ﬂujo real 휑훼 (el cual es inducido por el ﬂujo 휑),
como:
휑훼 : ℝ× ℂ2 −→ ℂ2
(푡, 푧) −→ 휑훼(푡, 푧) = 휑(훼푡, 푧).















푒휆1훼푡 ⋅ 푧01 , 푒휆2훼푡 ⋅ 푧02
)
, 푡 ∈ ℝ.















Vemos que el comportamiento cualitativo de las curvas solucio´n de (1.28)
esta´ estrechamente relacionado con los valores 휆1, 휆2 ∈ ℂ∗. Por ejemplo, si
휆2
휆1


















donde para 푡 = 0, 휑 2휋푖
휆1






2), mientras que para 푡 = 푚,
휑 2휋푖
휆1






2). Esto indica que despue´s de un tiempo real 푡 = 푚
el ﬂujo vuelve al punto (푧01 , 푧
0





1.3.2. Comportamiento Local en Torno de un Punto
Regular.
Teorema del Flujo Tubular para Campos Holomorfos.
Igual que en el caso real, la dina´mica local en torno de un punto
regular de un campo holomorfo esta´ caracterizada por el Teorema del Flujo
Tubular para Campos Holomorfos. Antes de enunciar este importante teore-
ma, deﬁnimos Seccio´n Transversal a un campo holomorfo y damos un ejem-
plo de una seccio´n transversal a un campo lineal holomorfo en ℂ2. Adema´s,
veremos que por un punto regular de un campo holomorfo en ℂ푛 siempre
existe una seccio´n transversal homeomorfa a un polidisco abierto de dimen-
sio´n 푛− 1.
Deﬁnicio´n 1.3.6. (Seccio´n Transversal). Sea 푈 ⊂ ℂ푛 abierto y 푍 ∈ 픛(푈).
Si 푝 ∈ 푈 es un punto regular de 푍, llamamos seccio´n transversal a 푍 en 푝
a una aplicacio´n holomorfa 휎 : 퐷 −→ 푈 deﬁnida en un dominio 퐷 ⊂ ℂ푛−1,
tal que 푝 ∈ 휎(퐷) y adema´s:
i) 휎 es una inmersio´n.
ii) Si Σ = 휎(퐷) entonces 휎 : 퐷 −→ Σ es un homeomorﬁsmo.
iii) Para todo 푞 ∈ 퐷 los subespacios 휎′(푞)(ℂ푛−1) y 푍(휎(푞)) generan el
espacio ℂ푛.
Ejemplo 1.4. Sea 푍 : ℂ2 −→ ℂ2 el campo vectorial lineal holomorfo deﬁnido
por: 푍(푧1, 푧2) = (휆1푧1, 휆2푧2), con 휆1, 휆2 ∈ ℂ, 휆1 ∕= 0. El punto 푝 = (1, 0) ∈
ℂ2 es un punto regular de 푍 pues 푍(푝) ∕= 0. Vamos a deﬁnir una seccio´n
transversal al campo 푍 en el punto 푝.
Sea 퐷(0, 1) ⊂ ℂ el disco abierto centrado en 0 ∈ ℂ y radio 1. Deﬁnimos la
aplicacio´n diferenciable 휎 : 퐷(0, 1) −→ ℂ2, 휎(푧) = (1, 푧), donde 푝 = 휎(0) ∈
휎(퐷(0, 1)). Veriﬁquemos que se cumplen las condiciones i), ii) y iii) de la
Deﬁnicio´n 1.3.6, para que 휎 sea una seccio´n transversal al campo 푍 en el
punto 푝.
i) 휎 es una inmersio´n.
Sea 푧 ∈ 퐷(0, 1). Veamos que 휎′(푧) : ℂ −→ ℂ2 es inyectiva.




ii) Sea Σ = 휎(퐷(0, 1)) = {(1, 푧) ∈ ℂ2/ 푧 ∈ 퐷(0, 1)}, entonces
휎 : 퐷(0, 1) −→ Σ es un homeomorﬁsmo.
Deﬁnimos
휎−1 : Σ −→ 퐷(0, 1)
(1, 푧) −→ 휎−1(1, 푧) = 푧.
Evidentemente, 휎 y 휎−1 son continuas. Adema´s, 휎−1(휎(푧)) = 푧 y
휎(휎−1(푤)) = 푤 para cualesquiera 푧 ∈ 퐷(0, 1) y 푤 ∈ Σ.
Luego, 휎 es un homeomorﬁsmo.
iii) Puesto que 휎′(푧) = (0, 1) y 푍(휎(푧)) = (휆1, 휆2푧) son vectores L.I, ellos
generan el espacio ℂ2. Esto es,
휎′(푧)(ℂ)⊕ ⟨푍(휎(푧))⟩ = ℂ2 ∀푧 ∈ 퐷(0, 1).
Lema 1.2. Sea 푍 : 푈 ⊂ ℂ푛 −→ ℂ푛 campo holomorfo, 푈 abierto y 푝 ∈ 푈
punto regular de 푍. Entonces existe 휎 : 퐷 ⊂ ℂ푛−1 −→ 푈 seccio´n transversal
a 푍 en 푝.
Demostracio´n: Como 푍(푝) ∕= 0, podemos completar con 푣1, 푣2, ⋅ ⋅ ⋅ , 푣푛−1 ∈
ℂ푛 una base de ℂ푛.
Aﬁrmamos que, existe 푟 ∈ (ℝ+)푛 tal que, {푣1, 푣2, ⋅ ⋅ ⋅ , 푣푛−1, 푍(푞)} es base
de ℂ푛, para todo 푞 ∈ Δ(푝, 푟) ⊂ 푈 . En efecto, supongamos por el absur-
do que, ∀푚 ∈ ℤ+, ∃ 푞푚 ∈ Δ(푝, 푟푚) donde 푟푚 = ( 1푚 , 1푚 , ⋅ ⋅ ⋅ , 1푚) tal que,
푍(푞푚) ∈ ⟨푣1, 푣2, ⋅ ⋅ ⋅ , 푣푛−1⟩, esto es, 푞푚 −→ 푝 y
푍(푝) = l´ım
푚→∞
푍(푞푚) ∈ ⟨푣1, 푣2, ⋅ ⋅ ⋅ , 푣푛−1⟩ = ⟨푣1, 푣2, ⋅ ⋅ ⋅ , 푣푛−1⟩.
Entonces 푍(푝) ∈ ⟨푣1, 푣2, ⋅ ⋅ ⋅ , 푣푛−1⟩, lo cual es una contradiccio´n, pues,
{푣1, 푣2, ⋅ ⋅ ⋅ , 푣푛−1, 푍(푝)} es base de ℂ푛.
Deﬁnamos
휎 : Δ(0, 훿) ⊂ ℂ푛−1 −→ ℂ푛




holomorfa. Sea 푧 ∈ Δ(0, 훿) entonces,
∣휎푖(푧)−푝푖∣ = ∣푧1푣1푖+푧2푣2푖+⋅ ⋅ ⋅ 푧푛−1푣(푛−1)푖∣ ≤ ∣푧1∣∣푣1푖∣+∣푧2∣∣푣2푖∣+⋅ ⋅ ⋅+∣푧푛−1∣∣푣(푛−1)푖∣.
Sea 푀 = 푚푎푥{∣푣푗푖∣; 푗 = 1, 2, ⋅ ⋅ ⋅ , 푛− 1}, entonces,
∣휎푖(푧)− 푝푖∣ ≤푀{∣푧1∣+ ∣푧2∣+ ⋅ ⋅ ⋅+ ∣푧푛−1∣}.
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푧 = (푧1, 푧2, ⋅ ⋅ ⋅ , 푧푛−1) ∈ Δ(0, 훿) ⊂ ℂ푛−1 entonces, ∣푧푖∣ < 훿푖 < ∣훿∣, para todo
푖 = 1, 2, ⋅ ⋅ ⋅ , 푛− 1. Luego,
∣휎푖(푧)− 푝푖∣ < 푀(푛− 1)∣훿∣.
Sea 훿 = (훿1, 훿2, ⋅ ⋅ ⋅ , 훿푛−1) tal que, ∣훿∣ < 푟푖(푛−1)푀 , 푖 = 1, 2, ⋅ ⋅ ⋅ , 푛, entonces
∣휎푖(푧)−푝푖∣ < 푟푖. As´ı, 휎(푧) ∈ Δ(푝, 푟), luego, por la aﬁrmacio´n {푣1, 푣2, ⋅ ⋅ ⋅ , 푣푛−1,
푍(휎(푧))} es base de ℂ푛.





푧푖 푣푖 = 푝+
푛−1∑
푖=1







푤푖 푣푖. Puesto que {푣1, ⋅ ⋅ ⋅ , 푣푛−1} son linealmente in-
dependientes se tiene que 푧푖 = 푤푖 para todo 푖 = 1, ⋅ ⋅ ⋅ , 푛− 1. Luego, 푧 = 푤.
Sea Σ = 휎(Δ(0, 훿)) = {푝 + 푧1푣1 + ⋅ ⋅ ⋅ + 푧푛−1푣푛−1/ 푧 ∈ Δ(0, 훿)} ⊂ Δ(푝, 푟).
Puesto que 휎 es inyectiva entonces 휎 : Δ(0, 훿) −→ Σ es biyectiva. Adema´s,
휎(푧1, ⋅ ⋅ ⋅ , 푧푛−1) = 푝 + 푧1푣1 + ⋅ ⋅ ⋅ + 푧푛−1푣푛−1 es continua, pues sus funciones
coordenadas son continuas. Por otro lado, 휎−1(푝 + 푧1푣1 + ⋅ ⋅ ⋅ + 푧푛−1푣푛−1) =
(푧1, 푧2, ⋅ ⋅ ⋅ , 푧푛−1) tambie´n es continua. Por lo tanto, 휎 : Δ(0, 훿) −→ Σ es un
homeomorﬁsmo.
Por otro lado, puesto que, 푣1, 푣2, ⋅ ⋅ ⋅ , 푣푛−1 son linealmente independientes,
el rango de 휎′(푧) = (푣1 푣2 ⋅ ⋅ ⋅ 푣푛−1) es 푛−1 entonces 휎′(푧) es inyectiva. Luego,
휎 es una inmersio´n.
Puesto que, 휎′(푧) = (푣1 푣2, ⋅ ⋅ ⋅ , 푣푛−1) y 푍(휎(푧)) son vectores L.I, ellos
generan el espacio ℂ푛. Esto es,
휎′(푧)(ℂ푛−1)⊕ ⟨푍(휎(푧))⟩ = ℂ푛 ∀푧 ∈ Δ(0, 훿).
Deﬁnicio´n 1.3.7. (Conjugacio´n de Campos Vectoriales Holomorfos). Dos
campos holomorfos 푋 e 푌 deﬁnidos en los abiertos 푈, 푊 de ℂ푛, respecti-
vamente, son topolo´gicamente conjugados si existe un homeomorﬁsmo ℎ :
푈 −→ 푊 , tal que,
ℎ(휑(푇, 푝)) = (푇, ℎ(푝)), (1.29)
donde 휑 : 퐷휖×푈푝 −→ 푈 es el ﬂujo generado por el campo 푋, en una vecindad
푈푝 de un punto 푝 ∈ 푈 y : 퐷훿 × 푈ℎ(푝) −→ 푊 es el ﬂujo generado por el
campo 푌 , en una vecindad 푈ℎ(푝) del punto ℎ(푝) ∈ 푊 .
Teorema 1.3. (Flujo Tubular para Campos Holomorfos). Sea 푍 : 푈 ⊂
ℂ푛 −→ ℂ푛 campo holomorfo y 푝 ∈ 푈 punto regular de 푍. Dada una seccio´n
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transversal 휎 : 푉 ⊂ ℂ푛−1 −→ Σ a 푍 en 푝, 0 ∈ 푉 y 휎(0) = 푝. Entonces existe
una vecindad 푊푝 de 푝 en 푈 y un biholomorﬁsmo ℎ : 퐷(0, 휖) × Δ′ −→ 푊푝,
donde Δ′ ⊂ ℂ푛−1 polidisco con centro 0 ∈ ℂ푛−1, tal que,
i) ℎ({0} ×Δ′) = Σ ∩푊푝.
ii) h es una conjugacio´n entre 푍∣푊푝 y el campo constante
푌 : 퐷(0, 휖)×Δ′ −→ ℂ푛, 푌 = (1, 0, ⋅ ⋅ ⋅ , 0).
La demostracio´n es ana´loga a la demostracio´n del Teorema 1.1 (Teorema del
Flujo Tubular para campos vectoriales reales).
1.3.3. El Teorema de Briot-Bouquet
Sea 푍 ∈ 픛(푈), 푈 abierto de ℂ2 conteniendo (0, 0) ∈ ℂ2, siendo este
punto la u´nica singularidad de 푍. Consideremos el sistema de ecuaciones
diferenciales asociado a 푍 de la forma{
푧′1 = 휆1푧1 + 휙1(푧1, 푧2)






푄 para 푗 = 1, 2, es convergente en una vecindad de
(0, 0) ∈ ℂ2.
Deﬁnicio´n 1.3.8. 퐷푠 = {(휆1, 휆2) ∈ ℂ2/ 휆1 ⋅ 휆2 ∕= 0 푦 휆1휆2 ∈ ℝ−} es el
dominio de Siegel de ℂ2.
Observacio´n 1.3. Decimos que la singularidad (0, 0) de 푍 esta contenida
en el dominio de Siegel si (휆1, 휆2) ∈ 퐷푠.
Teorema 1.4. (Briot-Bouquet).- Supongamos que la singularidad de (1.30)
esta contenida en el dominio de Siegel. Entonces existe un cambio de coor-
denadas 푧 = 휉(푤) ⎧⎨⎩











holomorfo, que transforma (1.30) en{
푤′1 = 휆1푤1 + 푤1푤21(푤1, 푤2)







푄 para 푗 = 1, 2, es convergente en una vecindad de
(0, 0) ∈ ℂ2.
En este sistema coordenado 푤1 = 0 y 푤2 = 0 son curvas invariantes de 푍.
Demostracio´n: Sea 푧 = (푧1, 푧2) = (푤1 + 휉1(푤), 푤2 + 휉2(푤)) = 휉(푤) el
cambio de coordenadas formal (1.31) que transforma (1.30) en (1.32). Como









(푤)푤′2, 푗 = 1, 2.
Reemplazando (1.30) y (1.32) en la ecuacio´n anterior obtenemos





(휆푘푤푘 + 푤1푤2 푘(푤)).
Haciendo 푧푗 = 푤푗 + 휉푗(푤) y (푧1, 푧2) = 휉(푤) tenemos










































































Consideremos el conjunto (푤1 ⋅ 푤2) = {푤1 ⋅ 푤2 푔(푤1, 푤2)/ 푔 푒푠 푢푛푎 푓푢푛푐푖표´푛
ℎ표푙표푚표푟푓푎 푑푒푓푖푛푖푑푎 푒푛 푢푛푎 푣푒푐푖푛푑푎푑 푑푒 0 ∈ ℂ2}. Para hallar los coeﬁcientes
휉푗,푄 y 푗,푄 vamos a seguir la siguiente regla:
1. Si 푤푄 ∈ (푤1 ⋅ 푤2), ℎ푎푐푒푚표푠 휉푗,푄 = 0
2. Si 푤푄 /∈ (푤1 ⋅ 푤2), ℎ푎푐푒푚표푠 푗,푄 = 0.
Tenemos que, si 푤푄 /∈ (푤1 ⋅ 푤2) entonces 훿푗,푄 ∕= 0, para 푗 = 1, 2, ∣푄∣ ≥ 2.
En efecto, supongamos por el absurdo que, 훿푗,푄 = 휆푗 − 휆1푞1 − 휆2푞2 = 0. Si
푤푄 /∈ (푤1 ⋅ 푤2) entonces 푞1 = 0 ∨ 푞2 = 0. Si 푞1 = 0 entonces 휆푗 = 휆2푞2, lo
cual es un absurdo pues, 휆1
휆2
∈ ℝ− y 푞2 ≥ 2. Algo ana´logo ocurre si suponemos
que, 푞2 = 0.
Para simpliﬁcar los ca´lculos y hallar los coeﬁcientes 휉푗,푄 y 푗,푄 de las series
que satisfacen las condiciones del teorema, aplicaremos la regla dada arriba
y procederemos por induccio´n.


































Para hallar 휉푗,푄 y 푗,푄 igualamos los coeﬁcientes de 푤
푄, en la ecuacio´n (1.35).




del segundo miembro de la ecuacio´n (1.35) se tiene que 푤푄 ∈ (푤1 ⋅ 푤2)
entonces los coeﬁcientes de 푤21 y 푤
2
2 dependeran de la expresio´n 휙푗(휉(푤)),







Igualando los coeﬁcientes de 푤21 y 푤
2
2 en la ecuacio´n (1.35), tenemos que
훿푗,(2,0)휉푗,(2,0) = −푎푗,(2,0) =⇒ 휉푗,(2,0) =
−푎푗,(2,0)
훿푗,(2,0)
, 푗 = 1, 2.
훿푗,(0,2)휉푗,(0,2) = −푎푗,(0,2) =⇒ 휉푗,(0,2) =
−푎푗,(0,2)
훿푗,(0,2)
, 푗 = 1, 2.
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Del mismo modo, hallamos 푗,(1,1) comparando los coeﬁcientes de 푤
2
1 ⋅푤22 en
la ecuacio´n (1.35), obteniendo
푗,(1,1) = 2푎푗,(2,0)휉1,(2,0)휉1,(0,2) + 푎푗,(1,1)휉1,(2,0)휉2,(0,2) + 푎푗,(1,1)휉1,(0,2)휉2,(2,0)+
2푎푗,(0,2)휉2,(2,0)휉2,(0,2).
Como podemos observar, para 푗 = 1, 2, 푗,(1,1) depende de 휉1,(2,0), 휉2,(2,0)
휉1,(0,2) 푦 휉2,(0,2), constantes ya conocidas por el paso anterior.
As´ı para ∣푄∣ = 2 han sido calculados los coeﬁcientes 휉푗,푄 y 푗,푄 para 푗 = 1, 2.
Ahora supongamos que 2 ≤ ∣푄∣ ≤ 3. Nuevamente aplicando la regla dada


































Los coeﬁcientes 푤31 y 푤
3
2 son calculados a partir de la expresio´n 휙푗(휉(푤)),




miembro de (1.36) contienen so´lo te´rminos con potencia 푤푄 ∈ (푤1 ⋅ 푤2).
Igualando los coeﬁcientes de 푤푄 /∈ (푤1 ⋅ 푤2) con ∣푄∣ = 3, en la ecuacio´n
(1.36), tenemos
훿푗,(3,0)휉푗,(3,0) = −2푎푗,(2,0)휉1,(2,0) − 푎푗,(1,1)휉2,(2,0) − 푎푗,(3,0) =⇒
휉푗,(3,0) =
−2푎푗,(2,0)휉1,(2,0) − 푎푗,(1,1)휉2,(2,0) − 푎푗,(3,0)
훿푗,(3,0)
, 푗 = 1, 2.
훿푗,(0,3)휉푗,(0,3) = −푎푗,(1,1)휉1,(0,2) − 2푎푗,(0,2)휉2,(0,2) − 푎푗,(0,3) =⇒
휉푗,(0,3) =
−푎푗,(1,1)휉1,(0,2) − 2푎푗,(0,2)휉2,(0,2) − 푎푗,(0,3)
훿푗,(0,3)
, 푗 = 1, 2.
Como podemos observar 휉푗,(3,0) y 휉푗,(0,3) dependen de los coeﬁcientes del tipo
휉푗,푄 con ∣푄∣ < 3, coeﬁcientes ya calculados en el paso anterior. As´ı hemos
hallado los coeﬁcientes 휉푗,푄 para ∣푄∣ = 3, 푗 = 1, 2.
Del mismo modo que en la primera parte de la induccio´n, calculamos tambie´n
los coeﬁcientes 푗,푄 para ∣푄∣ = 3, coeﬁcientes que este caso dependen de 휉푗,푄
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con ∣푄∣ ≤ 3 y de 푗,푄 con ∣푄∣ < 3, coeﬁcientes ya conocidos por los pasos
anteriores, luego, 푗,푄 es conocido. As´ı para ∣푄∣ = 3 han sido calculados los
coeﬁcientes 휉푗,푄 y 푗,푄 para 푗 = 1, 2.




2) tal que ∣푄0∣ = 푟 > 3
y supongamos que conocemos los coeﬁcientes 휉푗,푄 y 푗,푄 para todo 푄 satis-
faciendo 2 ≤ ∣푄∣ < 푟 (Hipo´tesis Inductiva).
De la misma manera que en las dos primeras partes de la induccio´n al aplicar


































En el primer miembro de esta u´ltima ecuacio´n, las potencias de ambas suma-





las potencias 푤푟1 y 푤
푟
2 (que no aparecen en la segunda sumatoria). Los
coeﬁcientes 훿푗,푄휉푗,푄 de estas potencias se igualan con los coeﬁcientes del
segundo miembro que involucran estas mismas potencias. Puesto que las
expresiones 푤1푤2 1(푤) ⋅ ∂휉푗∂푤1 (푤) y 푤1푤2 2(푤) ⋅
∂휉푗
∂푤2
(푤) en el segundo miem-
bro de (1.37) no involucran las potencias 푤푟1 y 푤
푟
2 se tiene que los coeﬁ-
cientes de 푤푟1 y 푤
푟















푠푢푚푎 푑푒 푙표푠 푐표푒푓푖푐푖푒푛푡푒푠 푑푒 푤푟2 푞푢푒 푎푝푎푟푒푐푒푛 푒푛 휙푗(휉(푤))
)
Observe que los coeﬁcientes de 푤푟1 y 푤
푟
2 que aparecen en 휙푗(휉(푤)) son del tipo
휉푗,푄 con ∣푄∣ < ∣푄0∣, coeﬁcientes ya determinados segu´n la hipo´tesis inductiva.
As´ı de este modo se han hallado los coeﬁcientes 휉푗,푄 para ∣푄∣ = 푟 y 푗 = 1, 2.
Los coeﬁcientes 푗,푄 de 푤
푄 ∈ (푤1 ⋅ 푤2) con ∣푄∣ = 푟 que aparecen en el
primer miembro de esta u´ltima ecuacio´n se igualan con los coeﬁcientes del
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segundo miembro que involucran estas mismas potencias. Estos coeﬁcientes
provenientes del segundo miembro son del tipo 휉푗,푄 con ∣푄∣ ≤ 푟 y 푗,푄 con
∣푄∣ < 푟, coeﬁcientes ya conocidos por el paso anterior y por la hipo´tesis
inductiva, luego, 푗,푄 es conocido para 푗 = 1, 2 y ∣푄∣ = 푟. As´ı de este modo
hemos obtenido las series formales 휉푗 y 푗 para 푗 = 1, 2.





푗 = 1, 2, uno determina una serie mayorante convergente. Adoptaremos las
siguientes notaciones:
1. ℂ [[푧, 푤]] el conjunto de todas las series formales en las variables 푧, 푤
con coeﬁcientes en ℂ. Esto es,
ℂ [[푧, 푤]] =
⎧⎨⎩∑∣푄∣≥0 푎푄푧푞1푤푞2/ 푎푄 ∈ ℂ
⎫⎬⎭ .








∣푎푄∣푧푞1푤푞2 푦 ˆˆ퐴(푧) = 퐴ˆ(푧, 푧) = ∑
∣푄∣≥0
∣푎푄∣푧∣푄∣.




푞1푤푞2 ∈ ℂ [[푧, 푤]], la notacio´n 퐴ˆ ⪯ 퐵ˆ signiﬁca
que, para todo multi´ındice 푄, ∣푎푄∣ ≤ ∣푏푄∣. A partir de esta deﬁnicio´n
tenemos que se cumplen las siguientes propiedades:
a) 퐴ˆ+퐵 ⪯ 퐴ˆ+ 퐵ˆ.
b) 훼ˆ퐴 = ∣훼∣퐴ˆ, ∀훼 ∈ ℂ.
c) Si 퐴ˆ ⪯ 퐵ˆ y 퐶ˆ ⪯ 퐷ˆ =⇒ 퐴ˆ+ 퐶ˆ ⪯ 퐵ˆ ⪯ 퐷ˆ.
d) 퐴ˆ퐵 ⪯ 퐴ˆ퐵ˆ.






ˆ퐴 ∘ (퐵,퐶) ⪯ 퐴ˆ (퐵ˆ, 퐶ˆ).
Proposicio´n 1.3. Existe 훿 = 푖푛푓{ ∣훿푗,푄∣ /푤푄 /∈ (푤1 ⋅ 푤2), ∣푄∣ ≥ 2, 푗 =
1, 2} > 0.
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Demostracio´n: Si 푤푄 /∈ (푤1 ⋅ 푤2) entonces 푞1 = 0 ∨ 푞2 = 0. Supongamos
que 푞1 = 0 entonces 푞2 ≥ 2.
Fijemos 푗 = 1
∣훿1,푄∣ = ∣휆1 − 휆1푞1 − 휆2푞2∣ = ∣휆1(1− 푞1)− 휆2푞2∣ =
∣∣∣∣휆2 [휆1휆2 (1− 푞1)− 푞2
]∣∣∣∣ =
∣휆2∣
∣∣∣∣[휆1휆2 (1− 푞1)− 푞2
]∣∣∣∣ = ∣휆2∣ ∣∣∣∣휆1휆2 − 푞2
∣∣∣∣ . (1.38)







Pero, 푞2 − 휆1휆2 ≥ 1, pues sino fuera as´ı, si 푞2 − 휆1휆2 < 1 entonces se tendra´ que
푞2 − 1 < 휆1휆2 , lo cual es un absurdo puesto que 푞2 − 1 ≥ 1 y 휆1휆2 ∈ ℝ−. Luego,∣훿1,푄∣ ≥ ∣휆2∣ > 0. Tomemos 훿 = ∣휆2∣ > 0.
Si 푞2 = 0 entonces 푞1 ≥ 2, luego en (1.38) tenemos
∣훿1,푄∣ = ∣휆2∣
∣∣∣∣휆1휆2 (1− 푞1)
∣∣∣∣ = ∣휆1∣∣1− 푞1∣ = ∣휆1∣[푞1 − 1].
Pero 푞1 − 1 ≥ 1 entonces, ∣훿1,푄∣ ≥ ∣휆1∣ > 0. Tomemos 훿 = ∣휆1∣ > 0.
Hemos visto que el ca´lculo de 휉푗,푄 cuando 푤
푄 /∈ (푤1 ⋅푤2) esta´ determinado






2 = −휙푗(휉(푤1, 푤2)), 푗 = 1, 2 푤푄 /∈ (푤1 ⋅ 푤2),
donde, 휙푗(휉(푤1, 푤2)) = 휙푗(푤1 + 휉1(푤1, 푤2), 푤2 + 휉2(푤1, 푤2)).







2 , 푗 = 1, 2 entonces 푃ˆ푗(푤1, 푤2) =∑
∣푄∣≥2







∣훿푗,푄∣∣휉푗,푄∣푤푞11 푤푞22 = 푃ˆ푗(푤1, 푤2).
Pero 푃ˆ푗(푤1, 푤2) = ˆ−휙푗(휉(푤1, 푤2)) = ∣−1∣ ˆ휙푗(휉(푤1, 푤2)) = ˆ휙푗(휉(푤1, 푤2)). Apli-
cando la propiedad e), sabiendo que 휙푗(휉(푤1, 푤2)) = 휙푗(푤1+ 휉1(푤1, 푤2), 푤2+
휉2(푤1, 푤2)) tenemos que






∣휉푗,푄∣푤푞11 푤푞22 ⪯ 휙ˆ푗(푤1 + 휉ˆ1(푤1, 푤2), 푤2 + 휉ˆ2(푤1, 푤2))
as´ı,
훿휉ˆ푗(푤1, 푤2) ⪯ 휙ˆ푗(푤1 + 휉ˆ1(푤1, 푤2), 푤2 + 휉ˆ2(푤1, 푤2))
entonces,
휉ˆ푗(푤1, 푤2) ⪯ 훿−1휙ˆ푗(푤1 + 휉ˆ1(푤1, 푤2), 푤2 + 휉ˆ2(푤1, 푤2)).
Luego, ˆˆ
휉푗(푤) = 휉ˆ푗(푤,푤) ⪯ 훿−1 ˆˆ휙푗(푤 + ˆˆ휉1(푤), 푤 + ˆˆ휉2(푤))
⪯ 훿−1 ˆˆ휙푗(푤 + ˆˆ휉1(푤) + ˆˆ휉2(푤), 푤 + ˆˆ휉2(푤) + ˆˆ휉1(푤))
= 훿−1 ˆˆ휙푗(푤 + ˆˆ휉1(푤) + ˆˆ휉2(푤)),
entonces,
ˆˆ































(∣푎1푄∣+ ∣푎2푄∣), 푛 ≥ 2.







2 , para 푗 = 1, 2
es convergente en una vecindad 푉 de (0, 0) ∈ ℂ2. Si (푧1, 푧2) ∈ 푉 entonces por




푄, para 푗 = 1, 2, converge
absoluta y uniformemente en compactos del polidisco Δ((0, 0), (∣푧1∣, ∣푧2∣)),
esto es, la serie
∑
∣푄∣≥2
∣푎푗,푄∣푧푄 = 휙ˆ푗(푧1, 푧2) converge para 푗 = 1, 2 en una
vecindad de (0, 0) ∈ ℂ2. Luego, ˆˆ휙푗(푧) = 휙ˆ푗(푧, 푧) converge en el disco abierto




푓 : (ℂ2, 0) −→ ℂ
(푤, 푣) −→ 푣 − 퐹 (푣 + 푤)
(ℂ2, 0) vecindad de 0 ∈ ℂ2.
Puesto que 퐹 es anal´ıtica entonces 푓 es anal´ıtica. Adema´s se cumple:
a) 푓(0, 0) = 0− 퐹 (0 + 0) = 퐹 (0) = 0.
b) ∂푓
∂푣
(푤, 푣) = 1− 퐹 ′(푣 + 푤) ⋅ 1 entonces, ∂푓
∂푣
(0, 0) = 1− 퐹 ′(0) = 1 ∕= 0.
Luego, por el Teorema de la Funcio´n Impl´ıcita existen 푟1, 푟2 > 0 y
휑 : 퐷(0, 푟1) −→ 퐷(0, 푟2) holomorfa, tal que, 휑(0) = 0 y 푓(푤,휑(푤)) = 0,
para todo 푤 ∈ 퐷(0, 푟1). Pero 푓(푤,휑(푤)) = 휑(푤) − 퐹 (푤 + 휑(푤)) = 0 en-
tonces, 휑(푤) = 퐹 (푤 + 휑(푤)).
















(∣휉1,푄∣+ ∣휉2,푄∣), 푛 ≥ 2.





휙푗(푤 + 푆(푤)) = 퐹 (푤 + 푆(푤)). (1.40)
Como
휑(푤) = 퐹 (푤 + 휑(푤)) =⇒ 휑′(푤) = 퐹 ′(푤 + 휑(푤)) ⋅ (1 + 휑′(푤))
=⇒ 휑′(0) = 퐹 ′(0 + 휑(0)) ⋅ (1 + 휑′(0))
= 퐹 ′(0) ⋅ (1 + 휑′(0))













4+ ⋅ ⋅ ⋅ = 푓2(푤+휑(푤))2+푓3(푤+휑(푤))3+푓4(푤+휑(푤))4+ ⋅ ⋅ ⋅
= 푓2(푤
2 + 2푤휑(푤) + 휑2(푤)) + 푓3(푤
3 + 3푤2휑(푤)+
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3푤휑2(푤) + 휑3(푤)) + ⋅ ⋅ ⋅
Igualando los coeﬁcientes tenemos
푐2 = 푓2 ≥ 0 =⇒ 푐2 ≥ 푓2
푐3 = 2푐2푓2 + 푓3 ≥ 0 =⇒ 푐3 ≥ 푓3
푐4 = 2푐3푓2 + 푐
2
2푓2 + 3푐2푓3 + 푓4 ≥ 0 =⇒ 푐4 ≥ 푓4
...
...
As´ı, 푐푛 ≥ 푓푛 ≥ 0, ∀푛 ≥ 2.














4+⋅ ⋅ ⋅ ⪯ 푓2(푤+푆(푤))2+푓3(푤+푆(푤))3+푓4(푤+푆(푤))4+⋅ ⋅ ⋅
= 푓2(푤
2 + 2푤푆(푤) + 푆2(푤)) + 푓3(푤
3 + 3푤2푆(푤)+
3푤푆2(푤) + 푆3(푤)) + ⋅ ⋅ ⋅
Comparando los coeﬁcientes tenemos
푠2 ≤ 푓2 ≤ 푐2 =⇒ 푠2 ≤ 푐2
푠3 ≤ 2푠2푓2 + 푓3 ≤ 푐3 =⇒ 푠3 ≤ 푐3
푠4 ≤ 2푠3푓2 + 푠22푓2 + 3푠2푓3 + 푓4 ≤ 푐4 =⇒ 푠4 ≤ 푐4
...
...
As´ı, 0 ≤ 푠푛 ≤ 푐푛, ∀푛 ≥ 2. Entonces, 푆(푤) ⪯ 휑(푤). Luego por el criterio
de Weierstras la serie 푆(푤) converge en 퐷(0, 푟1). Pero, 푆(푤) =
ˆˆ
휉1(푤) +ˆˆ
휉2(푤) ર ˆˆ휉푗(푤), nuevamente por el criterio de Weierstras ˆˆ휉푗(푤) converge
en 퐷(0, 푟1), luego la serie 휉푗(푤1, 푤2) para 푗 = 1, 2 converge en el polidis-
co Δ((0, 0), (푟1, 푟1)).
1.4. 1-Formas Holomorfas
Sea 푈 una vecindad de un punto 푝 ∈ ℂ푛. Una 1-forma holomorfa deﬁnida
en 푈 es una funcio´n
휔 : 푈 −→ (푇푞푈)∗ = (ℂ푛)∗
푞 −→ 휔(푞)
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donde (ℂ푛)∗ = {푓 : ℂ푛 −→ ℂ/ 푓 푒푠 푙푖푛푒푎푙}. Esto es 휔(푞) es un funcional
lineal.





donde 푎푖 : 푈 −→ ℂ son funciones holomorfas en 푈 .








Deﬁnimos el producto exterior de 휔 por 휂 como
휔 ∧ 휂 =
∑
푖,푗
푎푖 ⋅ 푏푗 푑푧푖 ∧ 푑푧푗.
Propiedades 1.1. Sean 휔, 휂 y 휃 1-formas holomorfas en 푈 , se tiene:
1) 휔 ∧ 휂 = −휂 ∧ 휔.
2) 휔 ∧ 휂 = 0 si 휔 = 휂.
4) (휔 ∧ 휂) ∧ 휃 = 휔 ∧ (휂 ∧ 휃).
5) 휔 ∧ (휂 + 휃) = 휔 ∧ 휂 + 휔 ∧ 휃.
Deﬁnicio´n 1.4.2. Sea 휔 una 1-forma diferencial holomorfa no identica-
mente nula en 푈 . Una funcio´n holomorfa 휑 : 퐷(0, 휖) −→ 푈 deﬁnida sobre
un disco 퐷(0, 휖) de radio 휖 > 0 y centro 0 en ℂ es solucio´n de la ecuacio´n
휔 = 0 si para cualquier 푡 ∈ 퐷(0, 휖) se tiene
휔(휑(푡)) ⋅ 휑′(푡) = 0. (1.41)
Sea 휔 una 1-forma holomorfa no identicamente nula en 푈 . Sea 푆 = {푞 ∈
푈/휔(푞) = 0}, el conjunto singular de 휔. A cada punto 푞 ∈ 푈 tal que 휔(푞) ∕= 0
le hacemos corresponder el funcional lineal 휔푞 : ℂ푛 −→ ℂ. El conjunto
퐾푒푟(휔푞) = {푣 ∈ ℂ푛/ 휔푞푣 = 0})
es un subespacio vectorial de ℂ푛 de dimensio´n 푛−1. En este caso, 휔 induce un
campo de hiperplanos 퐿 en el abierto 푉 = 푈−푆, deﬁnidos por 퐿푞 = 퐾푒푟(휔푞).
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Observacio´n 1.4. Si 푛 = 2, un campo vectorial holomorfo no singular 푍









un campo vectorial holomorfo no singular en 푈 ⊂ ℂ2. Esto es, para cada
푖 = 1, 2, 푍푖 : 푈 −→ ℂ es una funcio´n holomorfa en 푈 . La 1- forma holomorfa
en 푈 sin singularidades asociada al campo 푍 es:
휔 = 푍2(푧1, 푧2)푑푧1 − 푍1(푧1, 푧2)푑푧2 = 0 (1.43)
La relacio´n que existe entre el campo (1.42) y la 1-forma diferencial (1.43)
es
휔(푍1, 푍2) = 0 (1.44)
Observacio´n 1.5. De (1.44) podemos decir que toda solucio´n del campo
(1.42) es solucio´n de la 1-forma (1.43) asociada al campo. Lo rec´ıproco es
falso. Por ejemplo,consideremos la 1-forma
휔 = 2푥푑푥+ 2푦푑푦
deﬁnida en 푈 = ℝ2 − {0}. El campo asociado a 휔 es dado por:
푋(푥, 푦) = (−2푦, 2푥).
Sea 퐶 : 푥2 + 푦2 = 푐2 una solucio´n de 휔 = 0. Una parametrizacio´n para 퐶,
휑(푡) = (푐 cos 푡, 푐 sin 푡) satisface (1.41). Sin embargo, 푋(휑(푡)) = 푋(푐 cos 푡, 푐 sin 푡) =
(−2푐 sin 푡, 2푐 cos 푡) = 2휑′(푡) ∕= 휑′(푡). Por lo tanto, 휑(푡) no es solucio´n del
campo X.
1.5. Integral Primera
Deﬁnicio´n 1.5.1. Sea 푈 una vecindad abierta de 0 ∈ ℂ2 y 휔 = 푎(푧, 푤)푑푧 +
푏(푧, 푤)푑푤 una 1-forma diferencial holomorfa en 푈 . Denotemos por 풪(푈) el
conjunto de las funciones holomorfas en 푈 , esto es,
풪(푈) = {푓 : 푈 −→ ℂ/ 푓 푒푠 ℎ표푙표푚표푟푓푎}
Sea 푓 ∈ 풪(푈) no constante. Decimos que f es una integral primera de 휔 en
푈 si se cumple que
휔 ∧ 푑푓 = 0.
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Ejemplo 1.5. Sea 휔 = 푝푤 푑푧 + 푞푧 푑푤 una 1-forma holomorfa en ℂ2, donde
푝, 푞 ∈ ℕ y 푚.푐.푑(푝, 푞) = 1. Observamos que, 푓 = 푧푝푤푞 es una integral
primera holomorfa para 휔, pues





= (푝푤 푑푧 + 푞푧 푑푤) ∧ (푝푧푝−1푤푞 푑푧 + 푞푧푝푤푞−1 푑푤)
= (푝푞 푧푝푤푞 − 푞푝 푧푝푤푞)푑푧 ∧ 푑푤
= 0.
Entonces 휔 ∧ 푑푓 = 0, luego 푓 representa una integral primera para 휔.
1.6. Germen
En esta monograf´ıa estamos interezados en el estudio local de la existencia
de integrales primeras de 1-formas diferenciales holomorfas con singularidad
aislada en 0 ∈ ℂ2, no nos vamos a preocupar en cuales vecindades de 0 valen
los resultados, para nosotros bastara´ que estos valgan para alguna vecindad
(abierta) de 0. Por ello, introducimos el concepto de germen de funciones y
germen de 1-formas diferenciales.
Deﬁnicio´n 1.6.1. (Ge´rmenes de Funciones Holomorfas) Sea 푝 ∈ ℂ푛 y con-
sideremos la familia ℱ푝 = {푓 : 푉푝 −→ ℂ ℎ표푙표푚표푟푓푎, 푑푒푓푖푛푖푑푎 푒푛 푎푙푔푢푛푎
푣푒푐푖푛푑푎푑 푎푏푖푒푟푡푎 푉푝 푑푒 푝}. Deﬁnimos en ℱ푝, la siguiente relacio´n de equiva-
lencia (∼): dados 푓 : 푉푝 −→ ℂ y 푔 : 푊푝 −→ ℂ dos elementos de ℱ푝, decimos
que 푓 ∼ 푔 si y solamente si, existe una vecindad abierta 푈 ⊂ 푉푝∩푊푝 de 푝 tal
que, 푓 ∣푈 = 푔∣푈 . La clase de equivalencia de f por esta relacio´n de equivalencia,
que sera´ denotada por [푓 ]푝 es llamado germen de f en p.









푏푖 푑푧푖, 푏푖 ∈ 풪(푉 )
1-formas holomorfas deﬁnidas en las vecindades 푈 y 푉 respectivamente, de
un punto 푝 ∈ ℂ푛 . Decimos que 휔 es equivalente a 휛 (휔 ∼ 휛) si y solamente
si, existe una vecindad abierta 푊 ⊂ 푈 ∩푉 de 푝 tal que, 휔∣푊 = 휛∣푊 . Esto es,
푎푖∣푊 = 푏푖∣푊 . La clase de equivalencia de 휔 por esta relacio´n de equivalencia,




Uno de los temas tratados en e´sta monograf´ıa es el de 퐹표푙푖푎푐푖표푛푒푠, motivo
por el cual no podemos dejar de dar algunas nociones ba´sicas referentes a
este tema, que sera´n de mucha utilidad mas adelante.
Una 퐹표푙푖푎푐푖표´푛 se puede ver como una descomposicio´n de una variedad푀 , en
subvariedades inmersas conexas, disjuntas, de una misma dimensio´n llamadas
ℎ표푗푎푠 de la foliacio´n, las cuales se comportan localmente como subconjuntos
de ℝ푚 = ℝ푘 × ℝ푚−푘 con segunda coordenada constante.
Deﬁnicio´n 2.0.3. Sea 푀푚 una variedad diferenciable de dimensio´n 푚 ≥ 2
y clase 퐶∞. Una Foliacio´n regular sobre 푀 de dimensio´n 푘 (0 < 푘 < 푚) y






ii) 휑푖(푈푖) = 픻푘 × 픻푚−푘, donde 픻푘 푦 픻푚−푘 son discos abiertos de ℝ푘 y de
ℝ푚−푘 respectivamente.
iii) Si 푈푖푗 = 푈푖 ∩ 푈푗 ∕= ∅ entonces la aplicacio´n cambio de coordenada
휑푗 ∘ 휑−1푖 : 휑푖(푈푖푗) −→ 휑푗(푈푖푗) es un difeomorﬁsmo de clase 퐶푟 y tiene
la forma
(휑푗 ∘ 휑−1푖 )(푥, 푦) = (푓푖푗(푥, 푦), 푔푖푗(푦)).
Si 푀 admite un atlas ℱ satisfaciendo 푖), 푖푖) 푦 푖푖푖) de la deﬁnicio´n arriba,
decimos que el par (푀,ℱ) es una variedad foliada, y los subconjuntos de la
forma 휑−1푖 (픻푘 × {푦}) = 푃푖 para algu´n 푦 ∈ 픻푚−푘 son llamados 푝푙푎푐푎푠 de la
foliacio´n ℱ en 푈푖 (Ver Figura(2.1)). Tambie´n diremos que ℱ es de codimen-
sio´n 푚− 푘.
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Deﬁnamos en푀 la siguiente relacio´n de equivalenciaℛ: dados 푝, 푞 ∈푀, 푝ℛ 푞
si y so´lo si, existen 푃1, 푃2, ⋅ ⋅ ⋅ , 푃푛 (placas) tales que 푝 ∈ 푃1, 푞 ∈ 푃푛 y
푃푖 ∩ 푃푖+1 ∕= ∅ para todo 푖 = 1, 2, ⋅ ⋅ ⋅ , 푛− 1.
Las clases de equivalencia de la relacio´n ℛ en 푀 son llamadas ℎ표푗푎푠 de la
foliacio´n.
Observacio´n 2.1. .
1) Las hojas son subvariedades diferenciables de dimensio´n 푘 inmersas en
la variedad 푀 .
2) Por cada punto de 푀 pasa una u´nica hoja.
3) Las hojas son subvariedades conexas.
Damos a continuacio´n una deﬁnicio´n alternativa de foliacio´n (equivalente
a la Deﬁnicio´n 2.0.3) dada por submersiones, deﬁnicio´n que resultara´ muy
u´til en algunos casos para nuestros propo´sitos.
Deﬁnicio´n 2.0.4. (Deﬁnicio´n Alternativa de Foliacio´n). Una foliacio´n ℱ
de dimensio´n 푘 y clase 퐶푟, 푟 ≥ 1 de 푀 esta deﬁnida por una coleccio´n de






ii) Si 푈푖 ∩ 푈푗 ∕= ∅ entonces 푓푖 = 푔푖푗 ∘ 푓푗 donde
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푔푖푗 : 푓푗(푈푖 ∩ 푈푗) ⊂ ℝ푚−푘 −→ 푓푖(푈푖 ∩ 푈푗) ⊂ ℝ푚−푘
es un difeomorﬁsmo local de clase 퐶푟.
Las 푓푖 son llamadas aplicaciones distinguidas de ℱ , y las 푝푙푎푐푎푠 de ℱ en 푈푖
son en este caso, las componentes conexas de los conjuntos 푓−1푖 (푐), 푐 ∈ ℝ푚−푘.
A continuacio´n presentamos una serie de ejemplos de foliaciones que nos
servira´n ma´s adelante para justiﬁcar algunas aﬁrmaciones hechas a lo largo
del desarrollo del trabajo.
Ejemplo 2.1. (Foliacio´n generada por un campo de vectores). Sea 푈 ⊂ ℝ2
abierto, 푋 : 푈 −→ ℝ2 un campo vectorial no singular (regular) de clase 퐶푟.




con 푡 ∈ ℝ.
Las curvas integrales de 푋 o de la ecuacio´n (2.1), deﬁnen una foliacio´n
regular local de dimensio´n 1 en 푈 . La estructura de foliacio´n se debe al
푇푒표푟푒푚푎 푑푒푙 퐹 푙푢푗표 푇푢푏푢푙푎푟.









{0} × (−푟, 푟)
푉푝
Σ 푈 ⊂ ℝ2
푝 =휎(0)
En efecto, sea 푝 ∈ 푈 , puesto que 푋 es un campo sin singularidades, 푝 es un
punto regular de 푋. Sea 휎 : 푉 ⊂ ℝ −→ Σ una seccio´n transversal local de 푋
de clase 퐶푟 con 휎(0) = 푝. Entonces por el Teorema del Flujo Tubular existe
una vecindad 푉푝 ⊂ 푈 de 푝 y un difeomorﬁsmo ℎ : 푉푝 −→ (−휖, 휖)× (−푟, 푟) de
clase 퐶푟, con 휖, 푟 > 0, tales que:
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i) ℎ(Σ ∩ 푉푝) = {0} × (−푟, 푟).
ii) ℎ es una 퐶푟-conjugacio´n entre 푋∣푉푝 y el campo constante 푌 = (1, 0) ∈
ℝ2
푌 : (−휖, 휖)× (−푟, 푟) −→ ℝ2
(푥, 푦) −→ 푌 (푥, 푦) = (1, 0).
Por la condicio´n (ii) y la ecuacio´n diferencial (2.1), vemos que las trayec-
torias de 푋 en 푉푝 se comportan de manera similar que ”l´ıneas”horizontales
en ℝ2 (trayectorias deﬁnidas por el campo constante 푌 = (1, 0)). (Ver Figu-
ra 2.2). De este modo, las trayectorias de 푋 en 푉푝 se pueden expresar de la
forma ℎ−1((−휖, 휖) × {푦}) con 푦 ∈ (−푟, 푟) ⊂ ℝ, obteniendo as´ı una foliacio´n
local de dimensio´n 1, cuyas hojas son las trayectorias de 푋. A esta foliacio´n
la denotamos por ℱ푋 y se lee foliacio´n generada por el campo 푋.
Observe que la trayectoria (u o´rbita) generada por 푋 es la misma que la
generada por 푔푋 donde 푔 ∈ 풪(푈) con 푔(0) ∕= 0.
Ejemplo 2.2. (Foliacio´n generada por una 1-forma diferencial).
Sea 휔 = 푎(푥, 푦)푑푥 + 푏(푥, 푦)푑푦, una 1-forma diferencial de clase 퐶푟, 푟 ≥ 1
sobre un abierto 푈 ⊂ ℝ2, 휔(푝) ∕= 0 para todo 푝 ∈ 푈 . El campo vectorial no
singular asociado a la ecuacio´n diferencial 휔 = 0 esta´ dado por:






Las soluciones de 푋 son soluciones de la ecuacio´n 휔 = 0. En efecto, sea
휑 : 퐼 ⊂ ℝ −→ 푈, 휑(푡) = (푥(푡), 푦(푡)) una solucio´n de (2.2), entonces{
푥′(푡) = −푏(푥(푡), 푦(푡))
푦′(푡) = 푎(푥(푡), 푦(푡)).
(2.3)
휔(휑(푡)) ⋅휑′(푡) = 푎(푥(푡), 푦(푡))푥′(푡)+ 푏(푥(푡), 푦(푡))푦′(푡). Reemplazando las ecua-
ciones de (2.3) en esta u´ltima ecuacio´n, se tiene que, 휔(휑(푡)) ⋅ 휑′(푡) = 0.
As´ı, 휑′(푡) = 푋(휑(푡)) ∈ 퐾푒푟(휔(휑(푡))) ⊂ 푇휑(푡)ℝ2, con 휑(푡) ∈ 푈 . Las curvas
integrales de 푋 determinan sobre 푈 ⊂ ℝ2 una foliacio´n regular local de di-
mensio´n 1(Ver Ejemplo 2.1), y puesto que ellas son tambie´n subvariedades
integrales de 휔 = 0, se tiene que la foliacio´n ℱ휔 generada por 휔 coincide con
ℱ푋 en 푈 .
Ejemplo 2.3. (Foliacio´n generada por una submersio´n). Sea 푈 ⊂ ℝ푚 abier-
to, 푓 : 푈 ⊂ ℝ푚 = ℝ푚−1 × ℝ −→ ℝ una submersio´n de clase 퐶푟, 푟 ≥ 1. Las
componentes conexas de 푓−1(푐), 푐 ∈ ℝ deﬁnen una foliacio´n regular de codi-
mensio´n 1 en 푈 . La estructura de foliacio´n se debe al 푇푒표푟푒푚푎 푑푒 푙푎 퐹표푟푚푎
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퐿표푐푎푙 푑푒 푙푎푠 푆푢푏푚푒푟푠푖표푛푒푠. En efecto, sea 푝 = (푥, 푦) ∈ 푈 y 푧 = 푓(푝) ∈ ℝ
entonces por el Teorema Local de las Submersiones existen vecindades abier-
tas 푊 ⊂ 푈 de 푝, 퐼 ⊂ ℝ de 푧, 푉 ⊂ ℝ푚−1 de 푥 y un difeomorﬁsmo 휑 :
푉 × 퐼 −→ 푊 de clase 퐶푟, tal que, (푓 ∘휑)(푢, 푣) = 푣 para todo (푢, 푣) ∈ 푉 × 퐼.




휋2 = 푓 ∘ 휑 푧 = 푓(푝)
퐼 ⊂ ℝ
푉 ⊂ ℝ푚−1





Por ser 푓 una submersio´n entonces 푓−1(푧) es una subvariedad de codimen-
sio´n 1, en 푈 . Esta subvariedad (no necesariamente conexa) esta localmente
dispuesta del mismo modo que la ﬁbra horizontal 휋−12 (푧) = 푉 × {푧}, 푧 ∈ 퐼
(Ver Figura 2.4), entonces 푓−1(푧)∩푊 = 휑(푉 ×{푧}), siendo las componentes
conexas de 푓−1(푧)∩푊 las placas de esta foliacio´n inducida por 푓 . Obtenemos
as´ı una foliacio´n regular de codimensio´n 1 cuyas hojas son las componentes
conexas de la subvariedad 푓−1(푧)∩푊 . A esta foliacio´n la denotamos por ℱ푓
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y se lee foliacio´n generada por la submersio´n 푓 .
Ejemplo 2.4. (Foliaciones Holomorfas). Una variedad (real) 푀2푚 es una
variedad compleja (푚 − 푑푖푚푒푛푠푖표푛푎푙), si 푀 como variedad real admite un
atlas diferenciable {휑푗 : 푈푖 ⊂ 푀2푚 −→ ℝ2푚}푗∈퐽 tal que los correspondientes
cambios de coordenadas
휑푗 ∘ 휑−1푖 : 휑푖(푈푖 ∩ 푈푗) ⊂ ℝ2푚 ≃ ℂ푚 −→ 휑푗(푈푖 ∩ 푈푗) ⊂ ℝ2푚 ≃ ℂ푚
son aplicaciones holomorfas. Tal atlas es llamado holomorfo.
Gracias a este homeomorﬁsmo natural (ℝ2푚 ≃ ℂ푚) todos los conceptos
ba´sicos de variedades diferenciales, tales como: espacio tangente, ﬁbrado tan-
gente, curvas, etc son trasladados de manera natural a variedades complejas.
Este es el caso del concepto de Foliacio´n.
Deﬁnicio´n 2.0.5. Una Foliacio´n Holomorfa ℱ de dimensio´n (compleja) 푘
en una variedad compleja 푀 es dada por un atlas holomorfo {(푈푖, 휑푖)}푖∈퐼 que





ii) 휑푖(푈푖) = 푃푖 × 푄푖, donde 푃푖 y 푄푖 son polidiscos abiertos de ℂ푘 y de
ℂ푚−푘 respectivamente.
iii) Si 푈푖푗 = 푈푖 ∩ 푈푗 ∕= ∅ entonces la aplicacio´n cambio de coordenada
휑푗 ∘ 휑−1푖 : 휑푖(푈푖푗) ⊂ ℂ푚 −→ 휑푗(푈푖푗) ⊂ ℂ푚 es un biholomorﬁsmo y
tiene la forma
(휑푗 ∘ 휑−1푖 )(푧, 푤) = (퐴푖푗(푧, 푤), 퐵푖푗(푤)).
Cada carta (푈푖, 휑푖) es llamada carta distinguida de la foliacio´n ℱ y los
conjuntos de la forma 휑−1푖 (푃푖 × {푞}) son llamados placas de la foliacio´n ℱ
en 푈푖.
Ejemplos de tales foliaciones son dados como en el caso real por campos vec-
toriales holomorfos, 1-formas diferenciales holomorfas, submersiones holo-
morfas, etc.
Ejemplo 2.5. (Foliaciones generadas por campos vectoriales holomorfos sin-





con 푇 ∈ ℂ, deﬁnen campos de vectores holomorfos, 푍 : 푈 ⊂ ℂ2 −→ ℂ2 que
poseen como solucio´n curvas integrales complejas.
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Sea 푆 = {푧 ∈ 푈/ 푍(푧) = 0} el conjunto singular de 푍. Entonces 푍 genera
una foliacio´n regular holomorfa denotada por ℱ푍 de dimensio´n (compleja) 1
en el abierto 푊 = 푈 −푆. Las hojas de ℱ푍 son las curvas integrales (comple-
jas) de 푍 en 푊 . En este caso las hojas son superﬁcies de Riemann inmersas
en ℂ2.
La estructura de foliacio´n se debe como en el caso real al 푇푒표푟푒푚푎 푑푒푙 퐹 푙푢푗표
푇푢푏푢푙푎푟 푝푎푟푎 퐶푎푚푝표푠 퐻표푙표푚표푟푓표푠.
Ejemplo 2.6. (Pull-back o imagen inversa de una foliacio´n). Sean 푀 푦 푁
variedades complejas, 푓 : 푀 −→ 푁 una aplicacio´n holomorfa y ℱ una fo-
liacio´n en 푁 de codimensio´n 푘. Vamos a ver como a trave´s de 푓 traemos la
foliacio´n ℱ de 푁 푎 푀 . Para ello necesitamos de la siguiente deﬁnicio´n de
transversalidad.
Deﬁnicio´n 2.0.6. Decimos que 푓 es transversal a ℱ , cuando 푓 es transversal
a todas las hojas de ℱ , osea si se cumple la condicio´n de transversalidad para
todo 푝 ∈푀 :
푇푞푁 = 푇푞ℱ +퐷푓푝(푇푝푀) (2.5)
siendo 푞 = 푓(푝).
Se entiende aqu´ı que 푇푞ℱ = 푇푞퐿, donde 퐿 = hoja de la foliacio´n ℱ pasan-
do por 푞.
Si 푓 : 푀 −→ 푁 es una aplicacio´n transversal a una foliacio´n ℱ en 푁 en-
tonces las componentes conexas de las ima´genes inversas por 푓 , 푓−1(퐿), con
퐿 ∈ ℱ , determinan una foliacio´n en 푀 , denotada por 푓 ∗(ℱ), de la misma
codimensio´n de ℱ . La foliacio´n 푓 ∗(ℱ) es llamada el pull-back o imagen in-
versa de ℱ por 푓 .
La estructura de foliacio´n en 푀 se debe a la siguiente deﬁnicio´n, ana´loga a
la Deﬁnicio´n 2.0.4 dada para el caso de variedades diferenciables.
Deﬁnicio´n 2.0.7. Sea 푀푚 una variedad holomorfa, ℱ una foliacio´n de di-
mensio´n 푘 en 푀 , deﬁnida por una cobertura abierta 푀 =
∪
푖∈퐼
푈푖 y por colec-
ciones {푦푖}푖∈퐼 y {푔푖푗}푈푖∩푈푗 ∕=∅ satisfaciendo:
i) Para todo 푖 ∈ 퐼, 푦푖 : 푈푖 −→ ℂ푚−푘 es una submersio´n.
ii) Si 푈푖 ∩ 푈푗 ∕= ∅ entonces 푦푖 = 푔푖푗 ∘ 푦푗 donde
푔푖푗 : 푦푗(푈푖 ∩ 푈푗) −→ 푦푖(푈푖 ∩ 푈푗)
es un biholomorﬁsmo.
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En este caso las placas de ℱ en 푈푖 son los conjuntos de la forma 푦−1푖 (푞),
푞 ∈ ℂ푚−푘. La foliacio´n 푓 ∗(ℱ) en 푀 es construida utilizando esta deﬁni-
cio´n. En efecto, consideremos una cobertura abierta {푉푖} de 푁 , y colecciones
{푥푖}푖∈퐼 y {푔푖푗}푉푖∩푉푗 ∕=∅ satisfaciendo i) y ii) de la deﬁnicio´n arriba. Dado 푖 ∈ 퐼,
sea 푈푖 = 푓
−1(푉푖) ⊂푀 y 푦푖 = 푥푖 ∘ 푓 : 푈푖 −→ ℂ푚−푘. Obtenemos de esta forma
una cobertura abierta 푈푖 de 푀 , y una coleccio´n de aplicaciones holomorfas
{푦푖}.
Si 푉푖 ∩ 푉푗 ∕= ∅ entonces 푥푖 = 푔푖푗 ∘ 푥푗 (por (ii)). Luego, 푈푖 ∩ 푈푗 = 푓−1(푉푖) ∩
푓−1(푉푗) = 푓−1(푉푖 ∩ 푉푗) ∕= ∅ y 푦푖 = 푥푖 ∘ 푓 = (푔푖푗 ∘ 푥푗) ∘ 푓 = 푔푖푗 ∘ (푥푗 ∘ 푓) =
푔푖푗 ∘ 푦푗. As´ı, para veriﬁcar que 푓 ∗(ℱ) es una foliacio´n so´lo falta probar que
푦푖 : 푈푖 −→ ℂ푚−푘 es una submersio´n, para todo 푖 ∈ 퐼.
Sea 푈푖 ⊂ 푀 y 푓(푝) = 푞. Entonces por ser 푓 transversal a ℱ en 푁 se tiene
que se cumple la condicio´n de transversalidad (2.5). Adema´s, puesto que,
푥푖 : 푉푖 ⊂ 푁 −→ ℂ푚−푘 es submersio´n se tiene que (퐷푥푖)푞(푇푞푁) = ℂ푚−푘.
Aplicando (퐷푥푖)푞 : 푇푞푁 −→ ℂ푚−푘 a ambos miembros de (2.5) tenemos
ℂ푚−푘 = (퐷푥푖)푞(푇푞푁) = (퐷푥푖)푞(푇푞ℱ) + (퐷푥푖)푞(퐷푓푝(푇푝푀)). (2.6)
Por la Regla de la Cadena (퐷푥푖)푞(퐷푓푝(푇푝푀)) = 퐷(푥푖 ∘ 푓)푝(푇푝푀). Reem-
plazando en (2.6) obtenemos
ℂ푚−푘 = (퐷푥푖)푞(푇푞ℱ) +퐷(푥푖 ∘ 푓)푝(푇푝푀). (2.7)
Por otro lado, por ser 푥푖 una submersio´n, 푥
−1
푖 (푐) = 퐿 es una hoja de ℱ en
푉푖, 푐 ∈ ℂ푚−푘. Adema´s, dado que, 푥푖 es constante para todo 푞 en 퐿, se tiene
que, (퐷푥푖)푞 = 0 en 푇푞퐿 = 푇푞ℱ . As´ı, (퐷푥푖)푞(푇푞ℱ) = {0}. Reemplazando esto
u´ltimo en (2.7) tenemos que
퐷(푥푖 ∘ 푓)푝(푇푝푀) = ℂ푚−푘. (2.8)
Osea, 푥푖 ∘ 푓 = 푦푖 es una submersio´n.
Ejemplo 2.7. (Una foliacio´n sobre la Banda de Mo¨bius). La Banda de
Mo¨bius 푀표 es una superﬁcie regular en ℝ3, construida del siguiente modo
(Ver Figura 2.5): Consideremos el c´ırculo 푆1 = {(푥, 푦, 푧) ∈ ℝ3/푥2 + 푦2 =
4, 푧 = 0} en el plano 푋푌 , y el segmento de recta 퐴퐵 = {(푥, 푦, 푧) ∈ ℝ3/푥 =
0, 푦 = 2,−1 ≤ 푧 ≤ 1} en el plano 푌 푍; deslizemos el punto medio 푐 = (0, 2, 0)
de 퐴퐵 a lo largo de 푆1 a trave´s de un a´ngulo 푢, 0 < 푢 < 2휋. Mientras 푐 se
desliza sobre 푆1 a trave´s de un a´ngulo 푢, rotamos el segmento 퐴퐵 un a´ngulo
푢
2
. Cuando 푐 completa una vuelta alrededor de 푆1, 퐴퐵 retorna a su posicio´n
inicial pero con sus extremos invertidos.
A partir de esta construccio´n, podemos ver que un sistema de coordenadas
푥1 : 푈 ⊂ ℝ2 −→푀표 para la Banda de Mo¨bius viene dado por:
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푥1(푢, 푣) = ((2− 푣 sin 푢2 ) sin푢, (2− 푣 sin 푢2 ) cos 푢, 푣 cos 푢2 ),
donde 0 < 푢 < 2휋 y −1 < 푣 < 1.
En este sistema de coordenadas, 푢 es medido en sentido horario desde el eje
푌 positivo, cubriendo con este sistema casi todo 푀표 excepto el segmento de
recta 퐴퐵∣푢=0 = {(0, 2, 푣) ∈ ℝ3/ − 1 < 푣 < 1}. Entonces tomando el origen
del a´ngulo 푢 en el eje 푋 positivo, obtenemos otro sistema de coordenadas
푥2 : 푈 ⊂ ℝ2 −→푀표, para la Banda de Mo¨bius,
푥2(푢, 푣) = ((2− 푣 sin(휋4 + 푢2 )) cos푢,−(2− 푣 sin(휋4 + 푢2 )) sin푢, 푣 cos(휋4 + 푢2 )),
donde 0 < 푢 < 2휋 y −1 < 푣 < 1. Con este sistema de coordenadas cubrimos











ℝ3/ − 1 < 푣 < 1} contenido en el plano 푋푍. As´ı, con el par {(푥1,푀표 −
퐴퐵∣푢=0), (푥2,푀표 − 퐴퐵∣푢=휋
2
)} cubrimos toda la Banda de Mo¨bius 푀표, ha-
ciendo de este conjunto una superﬁcie regular.
Denotemos por 푈1 = 푀표 − 퐴퐵∣푢=0 y 푈2 = 푀표 − 퐴퐵∣푢=휋
2
los abiertos co-
ordenados que cubren la Banda de Mo¨bius 푀표. Observamos que 푈1 ∩ 푈2 =











푥1(푢, 푣)/ 0 < 푢 <
휋
2




El cambio de coordenada esta´ dado por:⎧⎨⎩









Dado que las composiciones
푦푖 = 휋2 ∘ 푥−1푖 : 푈푖 −→]−1, 1[⊂ ℝ,
para 푖 = 1, 2, son submersiones y adema´s 푦1 = 푔12 ∘ 푦2 es un difeomorﬁsmo,
donde
푔12 : 푦2(푊1 ∪푊2) −→ 푦1(푊1 ∪푊2)




se tiene por la Deﬁnicio´n 2.0.4 que el par {(푈1, 푦1), (푈2, 푦2)}, deﬁne una
foliacio´n de dimensio´n 1 sobre 푀표, cuyas placas en 푈푖 son las componentes
conexas de los conjuntos 푦
−1
푖 (푣), con 푣 ∈ ]−1, 1[.
Sea 푣0 ∈ ]−1, 1[ ﬁjo, se tiene que
푦
−1
푖 (푣0) = 푥푖(푢, 푣0), 0 < 푢 < 2휋
es una curva (llamada curva cooordenada) contenida en 푈푖. Esta curva
푢 −→ 푥푖(푢, 푣0) es una placa de la foliacio´n en 푈푖. Por ejemplo, si tomamos
el primer sistema de coordenadas 푥1 y ﬁjamos 푣0 = 0, obtenemos la curva
coordenada 푣0 = 0 deﬁnida por
푥1(푢, 0) = (2 sin 푢, 2 cos푢, 0), 0 < 푢 < 2휋,
que viene hacer la parametrizacio´n de la curva 푆1 − {(0, 2, 0)} contenida en
푈1. Esta curva es una placa de la foliacio´n deﬁnida sobre 푀표 en 푈1.
Del mismo modo, si consideramos el otro sistema de coordenadas 푥2 y ﬁjamos
푣0 = 0, obtenemos la curva coordenada 푣0 = 0 deﬁnida por
푥2(푢, 0) = (2 cos 푢,−2 sin 푢, 0), 0 < 푢 < 2휋,
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휋2 = 푦푖 ∘ 푥푖
ℝ
que viene hacer la parametrizacio´n de la curva 푆1 − {(2, 0, 0)} contenida en
푈2. Siendo esta curva una placa de la foliacio´n deﬁnida sobre 푀표 en 푈2. La
unio´n de estas dos placas 푃1 = 푆
1−{(0, 2, 0)} ⊂ 푈1 y 푃2 = 푆1−{(2, 0, 0)} ⊂
푈2 nos da´ el c´ırculo 푆
1, que viene a ser una hoja de la foliacio´n deﬁnida
sobre 푀표. (Ver Figura 2.6)
De este modo en la Banda de Mo¨bius tenemos deﬁnida una foliacio´n por cur-
vas (curvas homeomorfas a c´ırculos) donde 푆1 es una hoja de esta foliacio´n.
2.1. Proceso de Explosio´n o Blow-up
Sea 푀 una variedad compleja de dimensio´n 푛 y 푝 ∈ 푀 . El Blow-up
(Explosio´n) de푀 en 푝, es la variedad compleja 푀˜ que se obtiene sustituyendo
el punto 푝 por el espacio proyectivo complejo ℂℙ(푛 − 1), dejando los otros
puntos de 푀 invariantes en un sentido biholomorfo.
2.1.1. El Blow-up centrado en 0 ∈ ℂ2
Deﬁnicio´n 2.1.1. Sea 0 ∈ ℂ2. El Blow-up (explosio´n) de ℂ2 en 0 es el




(푧, 푤), [푧 : 푤]
) ∈ ℂ2 ×ℂ푃 (1)/(푧, 푤) ∕= (0, 0)}∪ ({(0, 0)}×ℂ푃 (1))
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y 휋 : ℂ˜2 −→ ℂ2 una aplicacio´n holomorfa (la aplicacio´n proyeccio´n){
휋
(






, 푠푖 (푧, 푤) ∕= (0, 0)
휋
(






, 푠푖 (푧, 푤) = (0, 0).
ℂ˜2 as´ı deﬁnido es una variedad compleja holomorfa de dimensio´n 2. En
efecto, sean (푉1, 휑1), (푉2, 휑2) las cartas locales de ℂℙ(1) donde
푉1 =
{
[푧 : 푤] ∈ ℂℙ(1)/ 푧 ∕= 0} 푦 푉2 = {[푧 : 푤] ∈ ℂℙ(1)/푤 ∕= 0}
휑1 : ℂ −→ 푉1 , 휑2 : ℂ −→ 푉2
푇 −→ 휑1(푇 ) = [1 : 푇 ] 푆 −→ 휑2(푆) = [푆 : 1]
Consideremos los siguientes subconjuntos de ℂ˜2
푉˜1 =
{(
(푧, 푤), [푧 : 푤]
) ∈ ℂ2 × 푉1 / 푤푧 = 휑−11 ([푧 : 푤])} ∪ ({(0, 0)}× 푉1)
=
{(
(푧, 푧푇 ), [1 : 푇 ]




(푧, 푤), [푧 : 푤]
) ∈ ℂ2 × 푉2 / 푧푤 = 휑−12 ([푧 : 푤])} ∪ ({(0, 0)}× 푉2)
=
{(
(푆푤,푤), [푆 : 1]
) ∈ ℂ2 × 푉2 / 푆 = 휑−12 ([푆 : 1])}
y las funciones
휑˜1 : ℂ2 −→ 푉˜1
(푧, 푇 ) −→ 휑˜1(푧, 푇 ) =
{(
(푧, 푧푇 ), [1 : 푇 ]
)
, 푧 ∕= 0(
(0, 0), [1 : 푇 ]
)
, 푧 = 0
y
휑˜2 : ℂ2 −→ 푉˜2
(푆,푤) −→ 휑˜2(푆,푤) =
{(
(푆푤,푤), [푆 : 1]
)
, 푤 ∕= 0(
(0, 0), [푆 : 1]
)
, 푤 = 0.
Observamos que,
1. ℂ˜2 = 푉˜1 ∪ 푉˜2, esto es cierto desde que ℂℙ(1) = 푉1 ∪ 푉2. Llamamos a
푉˜1, 푉˜2 las vecindades coordenadas de ℂ˜2.
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Figura 2.7: El Blow-up en 0 ∈ ℂ2.
푆
푇 푧
(푧, 푤) = (푆푤,푤)









2. 푉˜1∩ 푉˜2 = (ℂ2× (푉1∩푉2))∪ ({(0, 0)}× (푉1∩푉2)) ∕= ∅, pues, 푉1∩푉2 ∕= ∅.
Adema´s,
휑˜−11 (푉˜1 ∩ 푉˜2) =
{




(푧, 푇 ) ∈ ℂ2/ ((푧, 푧푇 ), [1 : 푇 ]) ∈ ℂ2 × (푉1 ∩ 푉2)}
=
{
(푧, 푇 ) ∈ ℂ2/ 푇 ∕= 0}
= ℂ× ℂ∗ 푎푏푖푒푟푡표 푑푒 ℂ2.
휑˜−12 (푉˜1 ∩ 푉˜2) =
{




(푆,푤) ∈ ℂ2/ ((푆푤,푤), [푆 : 1]) ∈ ℂ2 × (푉1 ∩ 푉2)}
= {(푆,푤) ∈ ℂ2/ 푆 ∕= 0}
= ℂ∗ × ℂ 푎푏푖푒푟푡표 푑푒 ℂ2
3. Las aplicaciones Cambio de Coordenadas esta´n dadas por:




(푧, 푇 ) −→ ((푧, 푧푇 ), [1 : 푇 ]) = ((푧, 푧푇 ), [ 1
푇
: 1]
) −→ ( 1
푇
, 푧푇 )
(휑˜−12 ∘ 휑˜1)(푧, 푇 ) = ( 1푇 , 푧푇 ) ∈ ℂ∗ × ℂ.




(푆,푤) −→ ((푆푤,푤), [푆 : 1]) = ((푆푤,푤), [1 : 1
푆
]
) −→ (푆푤, 1
푆
)
(휑˜−11 ∘ 휑˜2)(푆,푤) = (푆푤, 1푆 ) ∈ ℂ× ℂ∗.
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Puesto que 푇 ∕= 0 y 푆 ∕= 0 se tiene que 휑˜−12 ∘ 휑˜1 y 휑˜−11 ∘ 휑˜2 son holomorfas.
As´ı, el par {(푉˜1, 휑˜1), (푉˜2, 휑˜2)} forma un atlas holomorfo de dimensio´n 2 so-
bre ℂ˜2, y por tanto, ℂ˜2 es una variedad compleja holomorfa de dimensio´n 2,
llamado el blow-up (explosio´n) en 0 de ℂ2.
Por otro lado, observamos que, 휋
−1(0, 0) = ℂ푃 (1). Llamaremos al con-
junto 퐷 = 휋
−1(0, 0) el divisor de ℂ˜2.
Observacio´n 2.2. .
a) ℂ˜2 = (ℂ˜2, 퐷,퐸,ℂ) es un ℂ-ﬁbrado vectorial de rango 1 sobre 퐷. En
efecto, sea 퐸 : ℂ˜2 −→ 퐷 la aplicacio´n proyeccio´n deﬁnida por:{
퐸((푧, 푤), [푧 : 푤]) = [푧 : 푤], 푠푖 (푧, 푤) ∕= (0, 0)
퐸((0, 0), [푧 : 푤]) = [푧 : 푤], 푠푖 (푧, 푤) = (0, 0)




(푧, 푤), [푧 : 푤]
) ∈ ℂ˜2 /퐸((푧, 푤), [푧 : 푤]) = [푎 : 푏]}
=
{(
(푧, 푤), [푧 : 푤]
) ∈ ℂ˜2 / [푧 : 푤] = [푎 : 푏]}
=
{(
(푧, 푤), [푎 : 푏]
) ∈ ℂ2 × {[푎 : 푏]} / 푏푧 = 푎푤}
=
{(
(푧, 푤), [푎 : 푏]








푧)/ 푧 ∈ ℂ
}










푧) / 푧 ∈ ℂ} es isomorfo a ℂ se tiene que 퐸−1(푝) ≃ ℂ.
Si suponemos que 푏 ∕= 0 la demostracio´n es ana´loga. De este modo, pode-
mos decir que, para todo 푝 ∈ 퐷,퐸−1(푝) tiene la estructura de un ℂ-espacio
vectorial de dimensio´n 1.
Por otro lado, deﬁnamos las biyecciones
퐹1 : 퐸
−1(푉1) −→ 푉1 × ℂ(
(푧, 푧푇 ), [1 : 푇 ]
) −→ 퐹1((푧, 푧푇 ), [1 : 푇 ]) = ([1 : 푇 ], 푧)
y
퐹2 : 퐸
−1(푉2) −→ 푉2 × ℂ(
(푆푤,푤), [푆 : 1]
) −→ 퐹2((푆푤,푤), [푆 : 1]) = ([푆 : 1], 푤).
Claramente observamos que, para 푗 = 1, 2 y 푝 ∈ 푉푗 ⊂ 퐷, la restriccio´n
퐹푗∣퐸−1(푝) : 퐸
−1(푝) −→ {푝} × ℂ










Esto es, 휋1 ∘ 퐹푗 = 퐸, donde 휋1 es la proyeccio´n sobre la primera compo-
nente. Sea 푉12 = 푉1 ∩ 푉2 ∕= ∅, entonces
퐹2 ∘ 퐹−11 : 푉12 × ℂ 퐹−11−−→ 퐸
−1(푉12) 퐹2−−→ 푉12 × ℂ(
[1 : 푇 ], 푧
) −→ ((푧, 푧푇 ), [1 : 푇 ]) −→ ([1 : 푇 ], 푧푇)
퐹2 ∘ 퐹−11
(




[1 : 푇 ], 푧푇
)
y
퐹1 ∘ 퐹−12 : 푉12 × ℂ 퐹−12−−→ 퐸
−1(푉12) 퐹1−−→ 푉12 × ℂ(
[푆 : 1], 푤
) −→ ((푆푤,푤), [푆 : 1]) −→ ([푆 : 1], 푆푤)
퐹1 ∘ 퐹−12
(




[푆 : 1], 푆푤
)
.
퐹2 ∘ 퐹−11 y 퐹1 ∘ 퐹−12 son homeomorﬁsmos, llamados trivializaciones y los
abiertos 푉1 × ℂ y 푉2 × ℂ son llamados abiertos trivializadores.
b) La restriccio´n 휋∣ℂ˜2∖퐷 : ℂ˜2 ∖퐷 −→ ℂ2 ∖ {(0, 0)} es un biholomorﬁsmo. En
efecto, sean 푧1 = ((푧, 푤), [푎1 : 푏1]), 푧2 = ((푧, 푤), [푎2 : 푏2]) ∈ ℂ˜2 ∖퐷, tales
que
휋((푧, 푤), [푎1 : 푏1]) = 휋((푧, 푤), [푎2 : 푏2]).
Como 푧1 y 푧2 pertenecen a ℂ˜2 ∖퐷, tenemos que 푏1푧 = 푎1푤 y 푏2푧 = 푎2푤
con 푧 ∕= 0 o 푤 ∕= 0. Si 푧 ∕= 0 entonces 푎푖 ∕= 0 para todo 푖 = 1, 2. Pues sino
es as´ı, es decir, si 푎푖 = 0 con 푧 ∕= 0 entonces 푏푖 = 0, lo cual es absurdo,
pues (푎푖, 푏푖) ∈ ℂ2 − {(0, 0)}.
Por tanto, tenemos
[푎푖 : 푏푖] = 푧[푎푖 : 푏푖], 푧 ∕= 0
= [푧푎푖 : 푧푏푖]
= [푧푎푖 : 푤푎푖]
= 푎푖[푧 : 푤], 푎푖 ∕= 0
= [푧 : 푤]
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para todo 푖 = 1, 2. Luego, [푎1 : 푏1] = [푎2 : 푏2], as´ı, 휋∣ℂ˜2∖퐷 es inyectiva.
Por otro lado, 휋 : ℂ˜2 −→ ℂ2, la aplicacio´n proyeccio´n{
휋
(






, 푠푖 (푧, 푤) ∕= (0, 0)
휋
(






, 푠푖 (푧, 푤) = (0, 0).
es sobreyectiva, y puesto que, 휋−1(0, 0) = 퐷 se tiene que 휋∣ℂ˜2∖퐷 :
ℂ˜2 ∖퐷 −→ ℂ2 ∖ {(0, 0)} es sobreyectiva. Por lo tanto, 휋∣ℂ˜2∖퐷 es biyectiva.
Adema´s,
휋∣ℂ˜2∖퐷 ∘ 휑˜1 : ℂ2 ∖ {푧 = 0} 휑˜1−→ 푉˜1 ∖퐷 휋∣ℂ˜2∖퐷−−−−→
ℂ2 ∖ {(0, 0)}
(푧, 푇 ) −→ ((푧, 푧푇 ), [1 : 푇 ]) −→ (푧, 푧푇 )
es holomorfa. Ana´logamente, 휋∣ℂ˜2∖퐷 ∘ 휑˜2 : ℂ2 ∖ {푤 = 0} −→ ℂ2 ∖
{(0, 0)}, (푆,푤) −→ (푆푤,푤) es holomorfa.
Deﬁnimos la inversa de 휋∣ℂ˜2∖퐷 ∘ 휑˜1 y 휋∣ℂ˜2∖퐷 ∘ 휑˜2 por:
(휋∣ℂ˜2∖퐷 ∘ 휑˜1)−1 : ℂ2 ∖ {(0, 0)} −→ ℂ2 ∖ {푧 = 0}




(휋∣ℂ˜2∖퐷 ∘ 휑˜2)−1 : ℂ2 ∖ {(0, 0)} −→ ℂ2 ∖ {푤 = 0}
(푧, 푤) −→ ( 푧
푤
, 푤).
Evidentemente (휋∣ℂ˜2∖퐷∘휑˜1)−1 y (휋∣ℂ˜2∖퐷∘휑˜2)−1 son holomorfas. Asimismo,
휋∣ℂ˜2∖퐷 es un biholomorﬁsmo.
Puesto que ℝ2 esta´ contenido en ℂ2 naturalmente, al hacer la explosio´n de
ℂ2 en 0 ∈ ℂ2, se esta´ haciendo simulta´neamente una explosio´n en 0 ∈ ℝ2, y al
igual que el caso anterior se obtiene una nueva variedad, la cual denotaremos
por ℝ˜2 y probaremos en la siguiente seccio´n que es homeomorfa a la Banda de
Mo¨bius. As´ı tenemos que dentro de la variedad compleja ℂ˜2 esta´ la variedad
diferenciable (real) ℝ˜2.
2.1.2. El Blow-up centrado en 0 ∈ ℝ2
Deﬁnicio´n 2.1.2. El Blow-up (Explosio´n) de ℝ2 en 0 ∈ ℝ2, es una variedad
diferenciable de dimensio´n 2, deﬁnida por:
ℝ˜2 =
{(
(푥, 푦), [푥 : 푦]
) ∈ ℝ2 × ℝℙ(1)/(푥, 푦) ∕= (0, 0)} ∪ ({(0, 0)}× ℝℙ(1)),
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y una aplicacio´n diferenciable 휋 : ℝ˜2 −→ ℝ2(la aplicacio´n proyeccio´n){
휋
(






, 푠푖 (푥, 푦) ∕= (0, 0)
휋
(






, 푠푖 (푥, 푦) = (0, 0).
La variedad ℝ˜2 junto con la proyeccio´n 휋 es llamado el blow-up (explosio´n)de
ℝ2 en el punto 0.
Veamos que ℝ˜2 as´ı deﬁnida es una variedad diferenciable de dimensio´n 2.
En efecto, sean (푈1, 휙1), (푈2, 휙2) las cartas locales de ℝℙ(1), donde,
푈1 =
{
[푥 : 푦] ∈ ℝℙ(1) / 푥 ∕= 0} y 푈2 = {[푥 : 푦] ∈ ℝℙ(1) / 푦 ∕= 0}
휙1 : ℝ −→ 푈1 , 휙2 : ℝ −→ 푈2
푡 −→ 휙1(푡) = [1 : 푡] 푠 −→ 휙2(푠) = [푠 : 1]
Deﬁnamos los siguientes subconjuntos de ℝ˜2
푈˜1 =
{(
(푥, 푦), [푥 : 푦]
) ∈ ℝ2 × 푈1/ 푦푥 = 휙−11 ([푥 : 푦])} ∪ ({(0, 0)}× 푈1)
=
{(
(푥, 푥푡), [1 : 푡]




(푥, 푦), [푥 : 푦]
) ∈ ℝ2 × 푈2/ 푥푦 = 휙−12 ([푥 : 푦])} ∪ ({(0, 0)}× 푈2)
=
{(
(푠푦, 푦), [푠 : 1]
) ∈ ℝ2 × 푈2/ 푠 = 휙−12 ([푠 : 1])}
y las funciones
휙˜1 : ℝ2 −→ 푈˜1
(푥, 푡) −→ 휙˜1(푥, 푡) =
{(
(푥, 푥푡), [1 : 푡]
)
, 푥 ∕= 0(
(0, 0), [1 : 푡]
)
, 푥 = 0
y
휙˜2 : ℝ2 −→ 푈˜2
(푠, 푦) −→ 휙˜2(푠, 푦) =
{(
(푠푦, 푦), [푠 : 1]
)
, 푦 ∕= 0(
(0, 0), [푠 : 1]
)
, 푦 = 0.
El par {(푈˜1, 휙˜1), (푈˜2, 휙˜2)} forma un atlas diferenciable de dimensio´n 2 sobre
ℝ˜2. En efecto, observamos que:
1. ℝ˜2 = 푈˜1 ∪ 푈˜2, esto es cierto desde que ℝℙ(1) = 푈1 ∪ 푈2. Llamamos a
푈˜1, 푈˜2 las vecindades coordenadas de ℝ˜2.
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1 (푈˜1 ∩ 푈˜2) =
{




(푥, 푡) ∈ ℝ2/ ((푥, 푥푡), [1 : 푡]) ∈ ℝ2 × (푈1 ∩ 푈2)}
= {(푥, 푡) ∈ ℝ2/ 푡 ∕= 0}




2 (푈˜1 ∩ 푈˜2) = {(푠, 푦) ∈ ℝ2/ 휙˜2(푠, 푦) ∈ 푈˜1 ∩ 푈˜2
}
= {(푠, 푦) ∈ ℝ2/ ((푠푦, 푦), [푠 : 1]) ∈ ℝ2 × (푈1 ∩ 푈2)}
= {(푠, 푦) ∈ ℝ2/ 푠 ∕= 0}
= ℝ∗ × ℝ 푎푏푖푒푟푡표 푑푒 ℝ2.
3. Las aplicaciones Cambio de Coordenadas esta´n dadas por:











(휙˜−12 ∘ 휙˜1)(푥, 푡) = (1푡 , 푥푡) = (푠, 푦) ∈ ℝ∗ × ℝ.




(푠, 푦) −→ ((푠푦, 푦), [푠 : 1]) = ((푠푦, 푦), [1 : 1
푠
]





1 ∘ 휙˜2)(푠, 푦) = (푠푦, 1푠) = (푥, 푡) ∈ ℝ× ℝ∗.
Puesto que 푡 ∕= 0 y 푠 ∕= 0 se tiene que 휙˜−12 ∘ 휙˜1 y 휙˜−11 ∘ 휙˜2 son diferen-
ciables. As´ı, ℝ˜2 es una variedad diferenciable de dimensio´n 2, llamado
el blow-up (explosio´n) en 0 de ℝ2.
Observacio´n 2.3. .
a) 휋




(푥, 푦), [푥 : 푦]
) ∈ ℝ2 × ℝℙ(1)/ 휋((푥, 푦), [푥 : 푦]) = (0, 0)}
=
{(
(푥, 푦), [푥 : 푦]







b) ℝ˜2 = (ℝ˜2,ℝℙ(1), 푃,ℝ) es un ℝ-ﬁbrado vectorial de rango 1 (lineal)
sobre ℝℙ(1). En efecto, sea 푃 : ℝ˜2 −→ ℝℙ(1) la aplicacio´n proyeccio´n,
deﬁnida por:{
푃 ((푥, 푦), [푥 : 푦]) = [푥 : 푦], 푠푖 (푥, 푦) ∕= (0, 0)
푃 ((0, 0), [푥 : 푦]) = [푥 : 푦], 푠푖 (푥, 푦) = (0, 0)
y 푞 = [푎 : 푏] ∈ ℝℙ(1) con (푎, 푏) ∈ ℝ2∖(0, 0).




(푥, 푦), [푥 : 푦]
) ∈ ℝ˜2 /푃((푥, 푦), [푥 : 푦]) = [푎 : 푏]}
=
{(
(푥, 푦), [푥 : 푦]
) ∈ ℝ˜2 / [푥 : 푦] = [푎 : 푏]}
=
{(
(푥, 푦), [푎 : 푏]
) ∈ ℝ2 × {[푎 : 푏]} / 푏푥 = 푎푦}
=
{(
(푥, 푦), [푎 : 푏]










/ 푥 ∈ ℝ
}







/ 푥 ∈ ℝ
}
× {[푎 : 푏]}
Ya que ℒ = {(푥, 푏
푎
푥) / 푥 ∈ ℝ}, la recta real pasando por 0 ∈ ℝ2 con
pendiente 푏
푎
, es isomorfo a ℝ, se tiene que, 푃−1(푞) ≃ ℝ. Si 푎 = 0
entonces 푏 ∕= 0 y la demostracio´n es ana´loga.
As´ı, para todo 푞 ∈ ℝℙ(1), 푃−1(푞) tiene la estructura de un ℝ-espacio
vectorial de dimensio´n 1.
Deﬁnamos las funciones
푓1 : 푃
−1(푈1) −→ 푈1 × ℝ(
(푥, 푥푡), [1 : 푡]
) −→ 푓1((푥, 푥푡), [1 : 푡]) = ([1 : 푡], 푥)
y
푓2 : 푃
−1(푈2) −→ 푈2 × ℝ(
(푠푦, 푦), [푠 : 1]
) −→ 푓2((푠푦, 푦), [푠 : 1]) = ([푠 : 1], 푤).
Para todo 푞 ∈ 푈푗 ⊂ ℝℙ(1), 푃−1(푞) es un ℝ−espacio vectorial de di-
mensio´n 1, entonces la restriccio´n 푓푗∣푃−1(푞) : 푃−1(푞) −→ {푞} ×ℝ, para
푗 = 1, 2, es un isomorﬁsmo de espacios vectoriales.
Deﬁnamos la inversa de 푓1 푦 푓2 por:
푓
−1
1 : 푈1 × ℝ −→ 푃−1(푈1)(
[푎 : 푏], 푥




2 : 푈2 × ℝ −→ 푃−1(푈2)(
[푎 : 푏], 푦
) −→ 푓−12 ([푎 : 푏], 푦) = ((푎푏푦, 푦), [푎 : 푏])









esto es, 휋1 ∘ 푓푗 = 푃 , donde 휋1 es la proyeccio´n sobre la primera com-
ponente.
Sea 푈12 = 푈1 ∩ 푈2 ∕= ∅, entonces
푓2 ∘ 푓−11 : 푈12 × ℝ 푓−11−→ 푃
−1(푈12) 푓2−→ 푈12 × ℝ(
[푎 : 푏], 푥
) −→ ((푥, 푏
푎
푥), [푎 : 푏]















푓1 ∘ 푓−12 : 푈12 × ℝ 푓−12−→ 푃
−1(푈12) 푓1−→ 푈12 × ℝ(
[푎 : 푏], 푦
) −→ ((푎
푏
푦, 푦), [푎 : 푏]















푓2 ∘ 푓−11 y 푓1 ∘ 푓−12 son homeomorﬁsmos, llamados trivializaciones y los
abiertos 푈1 × ℝ y 푈2 × ℝ son llamados abiertos trivializadores.
c) 휋∣ℝ˜2∖ℝ푃 (1) : ℝ˜2 ∖ ℝ푃 (1) −→ ℝ2 ∖ {(0, 0)} es un difeomorﬁsmo. La de-
mostracio´n es ana´loga a la parte b) de la Observacio´n 2.2 de la seccio´n
anterior.
Hemos probado que ℝ˜2 es una variedad diferenciable de dimensio´n 2, mas
precisamente es un ℝ-ﬁbrado vectorial de rango 1 sobre ℝℙ(1). Ahora vamos
a ver que ℝ˜2 es homeomorfa a la Banda de Mo¨bius.
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Proposicio´n 2.1. ℝ˜2 es una variedad diferenciable no orientable.
Demostracio´n : Sea {(푈˜1, 휙˜1), (푈˜2, 휙˜2)} la estructura diferenciable de ℝ˜2,deﬁnida
arriba. Sea (푥, 푡) ∈ 휙˜−11 (푈˜1 ∩ 푈˜2) = ℝ× ℝ∗ y
휙˜
−1
2 ∘ 휙˜1 : 휙˜−11 (푈˜1 ∩ 푈˜2) −→ 휙˜−12 (푈˜1 ∩ 푈˜2)
(푥, 푡) −→ (1
푡
, 푥푡)
la aplicacio´n cambio de coordenada. El Jacobiano de (휙˜
−1




2 ∘ 휙˜1)(푥, 푡)] =

















siendo positivo, si 푡 > 0 y negativo, si 푡 < 0. De esta manera podemos decir
que ℝ˜2 es una variedad diferenciable no orientable.
Puesto que, los u´nicos ℝ-ﬁbrados vectoriales sobre 핊1 ≃ ℝℙ(1) son el
Cilindro y la Banda de Mo¨bius y el primero es orientable, podemos concluir
que la variedad diferenciable ℝ˜2 es homeomorfa a la Banda de Mo¨bius.
2.1.3. El Blow-up de una foliacio´n ℱ en el punto 0 ∈ ℂ2
Denotemos por ℂ{푧, 푤}, el conjunto de las series de potencias conver-
gentes en una vecindad 푉 de 0 ∈ ℂ2 con coeﬁcientes en ℂ. Sean 푃 (푧, 푤), 푄(푧, 푤) ∈
ℂ{푧, 푤}, (푧, 푤) ∈ 푉,


















los polinomios homoge´neos de grado 푗, con 푃푘 ∕≡ 0 표´ 푄푘 ∕≡ 0. Entonces
푃 (푧, 푤) =
∞∑
푗=푘




Consideremos un sistema de ecuaciones diferenciales de la forma:⎧⎨⎩
푑푧
푑푇
= 푃 (푧, 푤) =
∞∑
푗=푘
푃푗(푧, 푤) = 푃푘(푧, 푤) + 푃푘+1(푧, 푤) + ⋅ ⋅ ⋅
푑푤
푑푇
= 푄(푧, 푤) =
∞∑
푗=푘
푄푗(푧, 푤) = 푄푘(푧, 푤) +푄푘+1(푧, 푤) + ⋅ ⋅ ⋅
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A este sistema le asociamos el campo vectorial holomorfo







o equivalentemente la 1-forma dual
Ω = 푄(푧, 푤)푑푧 − 푃 (푧, 푤)푑푤 = 0. (2.10)
Supongamos que (0, 0) ∈ 푉 es la u´nica singularidad de 푋 (equivalentemente
de Ω). Sea ℱ la foliacio´n generada por (2.9) (o equivalentemente por (2.10)).
Veamos lo que ocurre con esta foliacio´n ℱ despue´s de un blow-up 휋 de 푉 en
0 ∈ ℂ2.
Denotemos por 휋∗(푋) (o equivalentemente 휋∗(Ω)) el campo (o la forma)
obtenido despue´s de un blow-up 휋 de 푉 en 0. Este campo (o la forma) deﬁne
sobre ℂ˜2 una 푓표푙푖푎푐푖표´푛 푠푎푡푢푟푎푑푎 que denotamos por 휋∗(ℱ) y llamamos el
blow-up de ℱ en 0 ∈ ℂ2. Las singularidades de esta foliacio´n 휋∗(ℱ) van
a estar contenidas en el divisor de ℂ˜2, pues 푋 es singular solamente en
(0, 0) ∈ ℂ2.
El campo 휋∗(푋) se escribe en la carta ((푧, 푇 ), 푉˜1) de ℂ˜2 (donde 푤 = 푧푇 ),











(푄푘(1, 푇 )− 푇푃푘(1, 푇 )) +






La 1-forma diferencial equivalente a este campo es:
휋∗(Ω) = 푧푘
[(
(푄푘(1, 푇 )− 푇 푃푘(1, 푇 )) + 푧(푄푘+1(1, 푇 )− 푇 푃푘+1(1, 푇 ))
+ ⋅ ⋅ ⋅ )푑푧 − 푧(푃푘(1, 푇 ) + 푧푃푘+1(1, 푇 ) + ⋅ ⋅ ⋅ )푑푇] = 0 (2.11)
Ana´logamente, escribimos 휋∗(푋) en la carta ((푆,푤), 푉˜2) de ℂ˜2 como:
휋∗(푋) = 푤푘
[(
(푃푘(푆, 1)− 푆푄푘(푆, 1)) + 푤(푃푘+1(푆, 1)− 푆푄푘+1(푆, 1)) +















푄푘(푆, 1) + 푤푄푘+1(푆, 1) + ⋅ ⋅ ⋅
)
푑푆 − ((푃푘(푆, 1)− 푆푄푘(푆, 1))






Deﬁnamos el polinomio homoge´neo de grado k+1
푅(푧, 푤) = 푧푄푘(푧, 푤)− 푤푃푘(푧, 푤) (2.13)
Dos casos distintos podemos tener:
Caso 1 : 푅(푧, 푤) ≡ 0. En este caso decimos que la singularidad de 푋 es
dicr´ıtica. Observando que
푅(1, 푇 ) = 푄푘(1, 푇 )− 푇 푃푘(1, 푇 ) ≡ 0,
tenemos que la 1-forma diferencial (2.11) se puede dividir por 푧푘+1, obtenien-
do





(푄푘+1(1, 푇 )−푇 푃푘+1(1, 푇 ))+푧(푄푘+2(1, 푇 )−푇 푃푘+2(1, 푇 ))
+ ⋅ ⋅ ⋅ )푑푧 − (푃푘(1, 푇 ) + 푧푃푘+1(1, 푇 ) + ⋅ ⋅ ⋅ )푑푇 = 0. (2.14)
Del mismo modo, teniendo que
푅(푆, 1) = 푆 푄푘(푆, 1)− 푃푘(푆, 1) ≡ 0,






푄푘(푆, 1) + 푤푄푘+1(푆, 1) + ⋅ ⋅ ⋅
)
푑푆 − ((푃푘+1(푆, 1)−
푆푄푘+1(푆, 1)) + (푃푘+2(푆, 1)− 푆푄푘+2(푆, 1)) + ⋅ ⋅ ⋅
)
푑푤 = 0. (2.15)
La forma Ω˜푖, para 푖 = 1, 2 deﬁne sobre el abierto 푉˜푖 de ℂ˜2 una foliacio´n ℱΩ˜푖
(foliacio´n por curvas, curvas solucio´n de la ecuacio´n Ω˜푖 = 0). La foliacio´n
휋∗(ℱ) estara´ representada en la primera carta de ℂ˜2 por la forma Ω˜1 y en la





en 푉˜1 ∩ 푉˜2.
Esta u´ltima ecuacio´n nos dice que las curvas solucio´n se “pegan“ en la in-
terseccio´n de los abiertos 푉˜1 y 푉˜2. As´ı de este modo tenemos deﬁnida una
foliacio´n (foliacio´n saturada) sobre ℂ˜2. Las singularidades de 휋∗(ℱ) en la
primera carta de ℂ˜2 son los puntos de la forma (0, 푇0), que satisfacen el
sistema de ecuaciones (como se puede apreciar en (2.14))
푃푘(1, 푇 ) = 0 y 푄푘+1(1, 푇 )− 푇 푃푘+1(1, 푇 ) = 0.
En los puntos del divisor (z=0) donde 푃푘(1, 푇 ) = 0 y푄푘+1(1, 푇 )−푇푃푘+1(1, 푇 )
∕= 0 las hojas de 휋∗(ℱ) son tangentes al divisor. En los dema´s puntos del









Caso 2 : 푅(푧, 푤) ∕≡ 0. En este caso decimos que la singularidad de 푋 es
no dicr´ıtica. Las formas (2.11) y (2.12) son en este caso divisibles por 푧푘 y
푤푘 respectivamente. As´ı










푃푘(1, 푇 ) + 푧푃푘+1(1, 푇 ) + ⋅ ⋅ ⋅
)







푄푘(푆, 1) + 푤푄푘+1(푆, 1) + ⋅ ⋅ ⋅
)
푑푆 − (−푅(푆, 1)+
푤(푃푘+1(푆, 1)− 푆 푄푘+1(푆, 1)) + ⋅ ⋅ ⋅
)
푑푤 = 0. (2.17)
Igual que el caso anterior las formas Ω˜1(푧, 푇 ) y Ω˜2(푆,푤) deﬁnen sobre ℂ˜2
una foliacio´n (foliacio´n saturada) que denotamos por 휋∗(ℱ). En este caso la
ecuacio´n que garantiza que las soluciones en la interseccio´n de los abiertos





Las singularidades de 휋∗(ℱ) en el divisor 퐷 = {푧 = 0} en la primera carta
estan dadas por los puntos de la forma (0, 푇0), que satisfacen la ecuacio´n
푅(1, 푇0) = 0 (como se puede apreciar en (2.16)). Puesto que, 푅(푧, 푤) es un
polinomio homoge´neo de grado k+1, 휋∗(ℱ) poseera´ k+1 singularidades, con-
tadas con multiplicidad en el divisor.
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En este caso el divisor 퐷 es invariante, esto es, esta´ compuesto por singular-
idades y una hoja.
El polinomio homoge´neo (2.13) es llamado el 퐶표푛표 푇푎푛푔푒푛푡푒 de la fo-
liacio´n ℱ .
2.2. Holonomı´a
2.2.1. Holonomı´a de una Hoja
Deﬁnicio´n 2.2.1. Sea 푀 una variedad compleja de dimensio´n 푛 y ℱ una
foliacio´n holomorfa sobre 푀 de codimensio´n k (0 < 푘 < 푛). Fijemos una
hoja L de ℱ y 훾 : 퐼 = [0, 1] −→L un camino continuo en L. Sean Σ0 y Σ1
secciones transversales a ℱ (homeoformas a discos de dimensio´n k), tales
que 푝0 = 훾(0) ∈ Σ0 y 푝1 = 훾(1) ∈ Σ1. Sean 푈0 y 푈1 cartas distinguidas en 푝0
y 푝1 respectivamente, de la foliacio´n ℱ , entonces Σ푖, i=0,1 intersepta cada
placa de 푈푖 en exactamente un punto, como lo muestra la siguiente ﬁgura.













Consideremos una cobertura ﬁnita de 훾(퐼) por cartas distinguidas de ℱ ,
digamos 푉0, ..., 푉푚 tal que:
i) 푉0 = 푈0 푦 푉푚 = 푈1.




iii) Para todo 푗 = 1, . . . ,푚 existe una carta distinguida U de ℱ tal que
푉푗−1
∪
푉푗 ⊂ 푈 .
iv) Existe una particio´n {0 = 푡0 < 푡1 < . . . < 푡푚+1 = 1} de 퐼 = [0, 1] tal
que 훾([푡푗, 푡푗+1]) ⊂ 푉푗 para 푗 = 0, . . . ,푚.
Decimos que la familia {푉푗}푚푗=0 satisfaciendo (i), (ii), (iii) y (iv) es una
cadena subordinada al camino 훾.
Ahora, para cada 푗 ∈ {1, . . . ,푚} ﬁjemos Σ′푗 una seccio´n transversal a ℱ
(homeomorfa a un disco de dimensio´n k) tal que 훾(푡푗) ∈ Σ′푗 ⊂ 푉푗−1
∩
푉푗.
Pongamos tambie´n Σ′0 = Σ0 y Σ
′
푚+1 = Σ1.
Para cada 푗 = 0, . . . ,푚, sea 푞 ∈ Σ′푗 suﬁcientemente cercano a 훾(푡푗); la placa
de 푉푗 que pasa por 푞 intersepta Σ
′
푗+1 en un u´nico punto, llamemo´sle 푓푗(푞)
quedando as´ı deﬁnida una funcio´n:
푓푗 : 퐴푗 ⊂ Σ′푗 −→ Σ′푗+1
푞 −→ 푓푗(푞)
tal que 푓푗(훾(푡푗)) = 훾(푡푗+1). 퐴푗 es una pequen˜a vecindad de 훾(푡푗) en Σ
′
푗.
Como podemos observar, posiblemente para algunos 푞 ∈ 퐴푗 sus ima´genes
푓푗(푞) ∕∈ 퐴푗+1 ⊂ 푓푗(퐴푗), entonces no sera´ posible deﬁnir la composicio´n
푓푗+1 ∘ 푓푗 en esos puntos, pero como 푓푗 es continua (ya lo justiﬁcaremos mas
adelante) y 푓푗(훾(푡푗)) = 훾(푡푗+1) existira´ una vecindad 퐴
′
푗 ⊂ 퐴푗 de 훾(푡푗) tal
que 푓푗(퐴
′
푗) ⊂ 퐴푗+1 en ese caso es posible hacer la composicio´n. Luego es claro
que 푓훾 = 푓푚 ∘ . . . ∘ 푓0 esta bien deﬁnida en una pequen˜a vecindad 퐴′0 ⊂ 퐴0 de
푝0 en Σ0; adema´s se cumple que 푓훾(푝0) = 푝1. Llamamos a 푓훾 la aplicacio´n
de holonomı´a con respecto a 훾 y a las secciones Σ0 y Σ1.
La existencia de la vecindad 퐴′푗 de 훾(푡푗) nos esta haciendo notar que lo
que estamos componiendo son los ge´rmenes de 푓푗+1 con 푓푗.
Para cada 푗 = 0, . . . ,푚, denotamos el germen de 푓푗 en 훾(푡푗) por [푓푗] y
deﬁnimos la composicio´n de [푓푗+1] con [푓푗] de la siguiente manera:
[푓푗+1] ∘ [푓푗] = [푓푗+1 ∘ 푓푗∣퐴′푗],
donde el germen en 훾(푡푗) de 푓푗+1 ∘ 푓푗∣퐴′푗 no depende de 퐴′푗.
De all´ı es claro, que la composicio´n [푓 ]훾 = [푓푚] ∘ . . . ∘ [푓0] esta bien deﬁnida.
Llamamos a [푓 ]훾 el germen de holonomı´a de 훾 con respecto a las secciones
Σ0 y Σ1.
Observacio´n 2.4. Si ℱ es holomorfa, las aplicaciones 푓푗(0 ≤ 푗 ≤ 푚) son
holomorfas, luego 푓훾 es holomorfa.
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En efecto, puesto que ℱ es holomorfa de codimensio´n k entonces las parametriza-
ciones
휙푗 : 픻푛−푘 × 픻푘 −→ 푉푗
son holomorfas.
Para cada 푗 = 0, . . . ,푚, sea 픻푗 = {(푥, 푦) ∈ 픻푛−푘 × 픻푘/푥 = 푥푗} ∼= 픻푘 un
disco abierto de dimensio´n k, donde 푥푗 ∈ 픻푛−푘 es constante, tal que Σ′푗 ∼= 픻푗.
Deﬁnamos
푓ˆ푗 : 픻푗 −→ 픻푗+1
(푥푗, 푦) −→ 푓ˆ푗(푥푗, 푦) = (푥푗+1, 푦).
푓ˆ푗 as´ı deﬁnida es holomorfa. Entonces la aplicacio´n 푓푗 = 휙푗 ∘ 푓ˆ푗 ∘ 휙−1푗 :
Σ′푗 −→ Σ′푗+1 es holomorfa, para cada 푗 = 0, . . . ,푚. Luego, 푓훾 es holomorfa.
Au´n ma´s, puesto que 휙푗 푦 푓ˆ푗 son biholomorﬁsmos entonces 푓푗 para
푗 = 0, . . . ,푚 es un biholomorﬁsmo. As´ı, 푓훾 sera´ un biholomorﬁsmo sobre
su imagen.
Para deﬁnir la inversa de 푓훾 tomamos el camino inverso de 훾, es decir
훾
−1, camino que nos permite deﬁnir la aplicacio´n de holonomı´a 푓훾−1 =
(푓훾)
−1(inversa de 푓훾) del modo siguiente:
Observacio´n 2.5. (la inversa de 푓훾). Sea 훾
−1 (el camino inverso de 훾) un
camino continuo en 퐿 deﬁnido por:
훾
−1 : [0, 1] −→ 퐿
푡 −→ 훾−1(푡) = 훾(1− 푡),
donde 푝1 = 훾
−1(0) = 푝˜0 y 푝0 = 훾
−1(1) = 푝˜1.
Sean Σ0, Σ1 secciones transversales, tales que 푝˜0 ∈ Σ1 y 푝˜1 ∈ Σ0 y 푈0, 푈1
cartas distinguidas en 푝˜1 y en 푝˜0 respectivamente de la foliacio´n ℱ .
Podemos considerar como cadena subordinada a 훾
−1 la misma familia {푉푗}푚푗=0
de cartas distinguidas de ℱ , satisfaciendo (i), (ii), (iii) y (iv) de la Deﬁnicio´n
2.2.1. Luego existe una particio´n {0 = 푠0 < 푠1 < . . . < 푠푚+1 = 1} de 퐼
con 푠푗 = 1 − 푡푚−푗+1 tal que 훾−1([푠푗, 푠푗+1]) ⊂ 푉푚−푗 para 푗 = 0, . . . ,푚. De
esta manera, podemos deﬁnir la inversa de 푓훾 como la composicio´n (푓훾)
−1 =
푓훾−1 = 푓˜푚 ∘ . . . ∘ 푓˜0, donde para cada 푗 = 0, . . . ,푚
푓˜푗 = 푓
−1
푚−푗∣푉훾(푡푚−푗+1) : 푉훾(푡푚−푗+1) −→ Σ′푚−푗,
con 푓˜푗(훾(푡푚−푗+1)) = 훾(푡푚−푗) y 푉훾(푡푚−푗+1) ⊂ Σ′푚−푗+1 una pequen˜a vecindad de
훾(푡푚−푗+1) en Σ′푚−푗+1.
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El siguiente lema nos deﬁne el germen de holonomı´a de un camino que es
el producto de dos caminos.
Lema 2.1. Sean 훾, 훿 : 퐼 −→ 퐿 dos caminos continuos en 퐿 tal que 훾(0) =
푝0, 훾(1) = 훿(0) = 푝1 푦 훿(1) = 푝2. Fijemos secciones transversales a ℱ ,
Σ0,Σ1 푦 Σ2 por 푝0, 푝1 푦 푝2 respectivamente. Entonces
[푓 ]훾∗훿 = [푓 ]훿 ∘ [푓 ]훾,
donde los ge´rmenes arriba son obtenidos como holonomı´as en las secciones
Σ0,Σ1 푦 Σ2.
Demostracio´n: Sean 푈0, 푈1 푦 푈2 cartas distinguidas en 푝0, 푝1 푦 푝2 re-
spectivamente, de la foliacio´n ℱ . Consideremos una cobertura de 훾(퐼) por
cartas distinguidas de ℱ , digamos 푉0, ..., 푉푚 tal que:
i) 푉0 = 푈0 푦 푉푚 = 푈1.
ii) Para todo 푗 = 1, . . . ,푚, 푉푗−1
∩
푉푗 ∕= ∅.
iii) Para todo 푗 = 1, . . . ,푚 existe una carta distinguida U de ℱ tal que
푉푗−1
∪
푉푗 ⊂ 푈 .
iv) Existe una particio´n {0 = 푡0 < 푡1 < . . . < 푡푚+1 = 1} de 퐼 = [0, 1] tal
que 훾([푡푗, 푡푗+1]) ⊂ 푉푗 para 푗 = 0, . . . ,푚.
Del mismo modo consideremos una cobertura ﬁnita de 훿(퐼) por cartas dis-
tinguidas de la foliacio´n ℱ , digamos 푉푚, 푉푚+1, ..., 푉푚+푘, 푘 ≥ 0 tal que:
i) 푉푚 = 푈1 푦 푉푚+푘 = 푈2.
ii) Para todo 푗 = 푚, . . . ,푚+ 푘 − 1, 푉푗
∩
푉푗+1 ∕= ∅.
iii) Para todo 푗 = 푚, . . . ,푚 + 푘 − 1 existe una carta distinguida U de ℱ
tal que 푉푗
∪
푉푗+1 ⊂ 푈 .
iv) Existe una particio´n {0 = 푠0 < 푠1 < . . . < 푠푘+1 = 1} de 퐼 = [0, 1] tal
que 훿([푠푗, 푠푗+1]) ⊂ 푉푚+푗 para 푗 = 0, . . . , 푘.
Sabemos que bajo esas condiciones, es posible deﬁnir aplicaciones de holonomı´a
para cada camino con respecto a las secciones transversales. Sea 푓훾 = 푓푚 ∘
. . . ∘ 푓0 la aplicacio´n de holonomı´a de 훾 con respecto a las secciones transver-
sales Σ0 y Σ1, donde 푓푗 para todo 푗 = 0, . . . ,푚 es un biholomorﬁsmo deﬁnido
sobre una vecindad suﬁcientemente pequen˜a de 훾(푡푗). Del mismo modo, sea
푓훿 = 푓
′
푘 ∘ . . . ∘ 푓 ′0 la aplicacio´n de holonomı´a de 훿 con respecto a las secciones
transversales Σ1 y Σ2, donde 푓
′
푗 para todo 푗 = 0, . . . , 푘 es un biholomorﬁsmo
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deﬁnido sobre una vecindad suﬁcientemente pequen˜a de 훿(푠푗). El camino 훿∗훾
deﬁnido por
(훿 ∗ 훾(푠)) =
{
훾(2푠); 0 ≤ 푠 ≤ 1/2
훿(2푠− 1); 1/2 ≤ 푠 ≤ 1 (2.18)
es un camino continuo en 퐿, que comienza en 훾(0) = 푝0 y termina en 훿(1) =
푝2 (en la mayor´ıa de los textos de teor´ıa de homotop´ıa el camino que hemos
deﬁnido se denota por 훾 ∗ 훿 nosotros adoptaremos la siguiente notacio´n 훿 ∗ 훾
por conveniencia). Este camino tiene un cubrimiento ﬁnito dado por la unio´n
de las cartas distinguidas de la foliacio´n 푉0, ..., 푉푚, 푉푚+1, ..., 푉푚+푘 tales que
satisfacen las condiciones:
i) 푉0 = 푈0, 푉푚 = 푈1 푦 푉푚+푘 = 푈2.
ii) Para todo 푗 = 1, . . .푚, . . . ,푚+ 푘,, 푉푗−1
∩
푉푗 ∕= ∅.
iii) Para todo 푗 = 1, . . .푚, . . . ,푚+ 푘 existe una carta distinguida U de ℱ
tal que 푉푗−1
∪
푉푗 ⊂ 푈 .
iv) Existe una particio´n {0 = 푡0 < 푡12 < . . . < 푡푚+12 = 푠0+12 < 푠1+12 <
. . . < 푠푘+1+1
2
= 1} de 퐼 tal que 훾([푡푗, 푡푗+1]) = (훿 ∗ 훾)([ 푡푗2 , 푡푗+12 ]) ⊂ 푉푗,
para 푗 = 0, . . . ,푚 푦 훿([푠푗, 푠푗+1]) = (훿 ∗ 훾)([ 푠푗+12 , 푠푗+1+12 ]) ⊂ 푉푚+푗, para
푗 = 0, . . . , 푘.
Segu´n la Deﬁnicio´n 2.2.1 es posible deﬁnir la aplicacio´n de holonomı´a 푓훿∗훾 de
훿 ∗ 훾 con respecto a las secciones Σ0 푦 Σ2. Deﬁnimos esta aplicacio´n como:
푓훿∗훾 = 푓훾 ∘ 푓훿,
donde 푓훾 푦 푓훿 son las aplicaciones de holonomı´a deﬁnidas arriba. Asimismo,
[푓 ]훿∗훾 = [푓 ]훾 ∘ [푓 ]훿.
Observacio´n 2.6. Si el camino 훿 es obtenido del camino 훾 por deformacio´n
continua de 훾, manteniendo los extremos de ambos caminos ﬁjos durante la
deformacio´n, entonces se tiene que las aplicaciones de holonomı´a de ambos
caminos coinciden, es decir, 푓훾 = 푓훿. En efecto, sea 훾 : [0, 1] −→ 퐿 un
camino continuo en 퐿 y 훿 : [0, 1] −→ 퐿 otro camino en 퐿 (obtenido por
deformacio´n continua de 훾) tal que 푝0 = 훾(0) = 훿(0) 푦 푝1 = 훾(1) = 훿(1).
Si 훿 esta muy pro´ximo de 훾, existe una cadena (푈푖)
푘
푖=0 subordinada a 훾 푦 훿
simulta´neamente.
Sean 푓훿 푦 푓훾 las aplicaciones de holonomı´a con respecto a 훿 푦 훾 respecti-




una pequen˜a vecindad de 푝0, sabemos que 푓훾(푞) es el punto donde la hoja
pasando por 푞 (siguiendo el camino 훾) intersepta a la seccio´n transversal Σ1.
Del mismo modo,푓훿(푞) es el punto donde la hoja pasando por 푞 (siguiendo
el camino 훿) intersepta a la seccio´n transversal Σ1. Puesto que la cadena
subordinada es la misma para 훾 푦 훿 y el punto de interseccio´n de la hoja con
la seccio´n tranversal Σ1 es u´nico entonces 푓훾(푞) = 푓훿(푞) para todo 푞 ∈ 푉푝0.
As´ı, 푓훾 = 푓훿 en una vecindad de 푝0 ∈ Σ0.
El siguiente lema nos permitira´ deﬁnir el ”grupo de holonomı´a”de una
hoja de ℱ .
Lema 2.2. Sea 푀 una variedad compleja de dimensio´n 푛 y ℱ una fo-
liacio´n holomorfa de codimensio´n k en 푀 , 퐿 una hoja de ℱ , 푝0, 푝1 ∈ 퐿,
Σ0 y Σ1 secciones holomorfas transversales a ℱ tal que 푝0 ∈ Σ0 y 푝1 ∈ Σ1.
Si 훾, 훿 : 퐼 −→ 퐿 son dos curvas tal que 훾(0) = 훿(0) = 푝0, 훾(1) = 훿(1) = 푝1 y
훾 y 훿 son homoto´picas en 퐿 con extremos ﬁjos, entonces [푓 ]훾 = [푓 ]훿.
Demostracio´n: Puesto que 훾 y 훿 son homoto´picas entonces existe 퐻 :
퐼 × 퐼 −→ 퐿 continua tal que 퐻(푡, 0) = 훾(푡), 퐻(푡, 1) = 훿(푡) y 퐻(0, 푠) =
푝0, 퐻(1, 푠) = 푝1 para todo 푠, 푡 ∈ 퐼.
Para cada camino 훾푠 : 퐼 −→ 퐿, 훾푠(푡) = 퐻(푡, 푠) existe una cadena subordinada
a 훾푠. Por continuidad si 푠
′ esta´ pro´xima a 푠 entonces la cadena subordinada
a 훾푠 es tambie´n subordinada a 훾푠′ . Entonces, si tomamos una particio´n
{0 = 푠0 < 푠1 < . . . < 푠푛 = 1} de 퐼 y denotamos con 퐶푖 una cadena
subordinada a todos los caminos 훾푠, 푠푖−1 ≤ 푠 ≤ 푠푖, se tiene por la Observacio´n
2.6, que [푓 ]훾푠푖−1 = [푓 ]훾푠푖 para todo 푖 = 1, . . . , 푛. Luego, [푓 ]훾 = [푓 ]훿.
2.2.2. Grupo de Holonomı´a
Consideremos ahora el caso que 훾 : [0, 1] −→ 퐿 sea una curva cerrada
en 퐿, es decir 푝1 = 푝0 y Σ1 = Σ0 entonces [푓 ]훾 es un elemento del grupo
퐷푖푓(Σ0, 푝0) (el grupo de ge´rmenes de biholomorﬁsmos en 푝0 con punto ﬁjo
푝0), llamado germen de holonomı´a de 훾 con respecto a Σ0, o simplemente
holonomı´a de 훾. Por otro lado sabemos por Lema 2.2, que el germen de 푓훾
en 푝0 ∈ Σ0 es invariante por homotop´ıas de 훾 con extremos ﬁjos, inducimos
as´ı una aplicacio´n natural
퐻 : 휋1(퐿, 푝0) −→ 퐷푖푓(Σ0, 푝0)
[훾] −→ 퐻([훾]) = [푓 ]훾
entre el grupo fundamental de 퐿 en 푝0 y el grupo de ge´rmenes de biholomor-
ﬁsmos de Σ0 en 푝0, donde [푓 ]훾 es el germen de 푓훾 en 푝0 ∈ Σ0.
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Proposicio´n 2.2. 퐻 as´ı deﬁnido es un homomorﬁsmo de grupos.
Demostracio´n: Sean [훾], [훿] ∈ 휋1(퐿, 푝0),
퐻([훾] ∗ [훿]) = 퐻([훿 ∗ 훾])
= [푓 ]훿∗훾
= [푓 ]훾 ∘ [푓 ]훿
= 퐻([훾]) ∘퐻([훿])
Entonces 퐻([훾] ∗ [훿]) = 퐻([훾]) ∘퐻([훿]).
Deﬁnicio´n 2.2.2. El subgrupo 퐻표푙(퐿, 푝0) = 퐻(휋1(퐿, 푝0)) de 퐷푖푓(Σ0, 푝0) es
llamado el grupo de holonomı´a de 퐿 en 푝0.
Puesto que 퐿 es conexo por caminos entonces para cualesquiera puntos
ba´sicos 푝0, 푝1 ∈ 퐿, los grupos fundamentales 휋1(퐿, 푝0) 푦 휋1(퐿, 푝1) son iso-
morfos. As´ı ya no diremos el grupo de holonomı´a de 퐿 en 푝0 표 푒푛 푝1 sino
simplemente el grupo de holonomı´a de 퐿 y lo denotaremos por 퐻표푙(퐿).
2.2.3. Ejemplos de Holonomı´a
Ejemplo 2.8. Consideremos el campo lineal 푋 : ℂ2 −→ ℂ2






, 휆1 ⋅ 휆2 ∕= 0




cuyo ﬂujo esta dado por:
휑(푇, 푧) = (휑1(푇, 푧), 휑2(푇, 푧)) = (푒
휆1푇 푧1, 푒
휆2푇 푧2)
푇 ∈ ℂ, 푧 = (푧1, 푧2) ∈ ℂ2.
Denotemos por ℱ푋 la foliacio´n generada por 푋. Observamos que los con-
juntos
퐿 = {휑(푇, (0, 1)) = (0, 푒휆2푇 )/ 푇 ∈ ℂ} = {푧1 = 0} − {(0, 0)} = {0} × ℂ∗
y
퐿′ = {휑(푇, (1, 0)) = (푒휆1푇 , 0)/ 푇 ∈ ℂ} = {푧2 = 0} − {(0, 0)} = ℂ∗ × {0}
son hojas de ℱ푋 pasando por los puntos (0, 1) y (1, 0) respectivamente.
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Vamos a deﬁnir la aplicacio´n de holonomı´a 푙훾 : ℂ −→ ℂ de 퐿 con respecto
al punto 푃1 = (0, 1) ∈ 퐿 y a la seccio´n transversal Σ1 = {(푧1, 푧2) ∈ ℂ2/ 푧2 =
1} ≃ ℂ pasando por 푃1.
Sean 훾 : [0, 2휋] −→ 퐿, 훾(푡) = (0, 푒푖푡) una curva cerrada contenida en 퐿 (esta
curva pasa por (0, 1) y envuelve la singularidad (0, 0) ∈ ℂ2) y 푞 = (푧1, 1) ∈ Σ1
suﬁcientemente pro´ximo de 푃1 El levantamiento de 훾 a lo largo de la hoja de
ℱ푋 pasando por 푞 esta´ dado por:
훾˜(푡) = (훾˜1(푡), 푒
푖푡), 푡 ∈ [0, 2휋]
con 훾˜1(0) = 푧1 y 훾˜1(2휋) = 푙훾(푧1).
Los puntos (푧1, 푧2) = (훾˜1(푡), 푒
푖푡) para 푡 ∈ [0, 2휋] pertenecen a la hoja de ℱ푋













































푙훾(푧1) = 푧1 푒
2휋푖
휆1
휆2 , ∀ 푧1 ∈ ℂ.
es la holonomı´a de 퐿 con respecto a 훾.
Del mismo modo, obtenemos por ca´lculo ana´logo que la holonomı´a 푙′훾 :
ℂ −→ ℂ de 퐿′ con respecto al punto 푃2 = (1, 0) ∈ 퐿′ y a la seccio´n transversal
Σ2 = {(푧1, 푧2) ∈ ℂ2/ 푧1 = 1} ≃ ℂ pasando por 푃2 esta dada por:
푙′훾(푧2) = 푧2 푒
2휋푖
휆2
휆1 , ∀ 푧2 ∈ ℂ.
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Ejemplo 2.9. Vimos en el Ejemplo 2.7, una foliacio´n sobre la Banda de
Mo¨bius (푀표); cuyas hojas son homeomorfas a c´ırculos (curvas cerradas)
siendo una de estas hojas el c´ırculo 푆1. Vamos a probar que la aplicacio´n
de holonomı´a de la hoja 푆1 es perio´dica de periodo 2.
Sean 훾 : [0, 2휋] −→ 푆1, 훾(푢) = (2 sin 푢, 2 cos 푢, 0) la parametrizacio´n de la
curva cerrada 푆1 y 푓훾 :]
−1, 1[−→]−1, 1[ la aplicacio´n de holonomı´a sobre 훾 y
a lo largo de las hojas de esta foliacio´n.
Sea Σ0 = 퐴퐵∣푢=0 = {(0, 2, 푣) ∈ ℝ3/ − 1 < 푣 < 1} ≃ ]−1, 1[ el segmento
de recta vertical pasando por el punto (0, 2, 0) ∈ 푆1. Fijemos 푣 = 푣0 ∕= 0 y
sea 푞 = (0, 2, 푣0) ∈ Σ0. El levantamiento de 훾 por los segmentos de rectas
verticales 퐴퐵∣푢=푡 con 0 ≤ 푡 ≤ 2휋 (ﬁbras del ℝ-ﬁbrado vectorial 푀표 sobre 푆1)










, 푣0), 푢 =
휋
2
푥2(푢− 휋2 , 푣0), 휋2 < 푢 ≤ 2휋
con 훾˜(0) = 푥2(
3휋
2






















entonces 푓훾(푣0) = −푣0.
As´ı la aplicacio´n de holonomı´a o primer retorno 푓훾 es perio´dica de periodo
2.
2.3. El Teorema de Mattei-Moussu
As´ı como en dina´mica real el Teorema de Hartman-Grobman nos da´ un
criterio para saber cuando dos retratos de fase de campos vectoriales diferen-
ciales son equivalentes, en dina´mica compleja el Teorema de Mattei-Moussu
nos dara´ un criterio para saber cuando dos foliaciones asociadas a campos
holomorfos son equivalentes.
Teorema 2.1. Dados los campos vectoriales holomorfos
푍푗 = (휆1푗푧1 + 푧1푧2퐴1푗(푧1, 푧2))
∂
∂푧1
+ (휆2푗푧2 + 푧1푧2퐴2푗(푧1, 푧2))
∂
∂푧2
, 푗 = 1, 2
deﬁnidos en una vecindad de (0, 0) ∈ ℂ2, con (휆1푗, 휆2푗) ∈ 퐷푠 y 휆11휆21 = 휆12휆22 .
Sean 푓 y 푔 las aplicaciones de holonomı´a de ℂ∗ × {0} en el punto (1, 0). Si
existe un biholomorﬁsmo local 휉ˆ en 0 ∈ ℂ de modo que 휉ˆ ∘ 푓 = 푔 ∘ 휉ˆ entonces
existe un biholomorﬁsmo local 휉 en (0, 0) ∈ ℂ2 tal que conjuga ℱ푍1 con ℱ푍2.
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Demostracio´n: Demostraremos este teorema para el caso en que 푍1 sea
un campo no lineal y 푍2 un campo lineal. Sea
푍1 = (휆11푧1 + 푧1푧2퐴11(푧1, 푧2))
∂
∂푧1
+ (휆21푧2 + 푧1푧2퐴21(푧1, 푧2))
∂
∂푧2
donde para cada 푗 = 1, 2, 퐴푗1 es una funcio´n holomorfa deﬁnida en una
vecindad de (0, 0) ∈ ℂ2 y 퐴11(0, 0) = 퐴21(0, 0) = 0.
Multiplicamos 푍1 por 푔(푧1, 푧2) = (휆11 + 푧2퐴11)
−1 y continuamos denotando






휆21 + 푧1퐴21(푧1, 푧2)





Haciendo 휆 = 휆21
휆11







+ 휆푧2 (1 + 1(푧1, 푧2))
con 1(0, 0) = 0 y 1 holomorfa en una vecindad de (0, 0) ∈ ℂ2.







Multiplicamos 푍2 por 휆
−1









Denotemos por 휑1(푇, (푧1, 푧2)) el ﬂujo generado por el campo 푍1, el cual
esta´ dado por:
휑1(푇, (푧1, 푧2)) =
(
푒푇 ⋅ 푧1, 휑12(푇, (푧1, 푧2))
)
.
Ana´logamente, denotemos por 휑2(푇, (푧1, 푧2)) el ﬂujo generado por el campo
푍2 que pasa por (푧1, 푧2),
휑2(푇, (푧1, 푧2)) = (푒
푇 ⋅ 푧1, 푒휆푇 ⋅ 푧2).
Sea 풪푍푗(푧) = {휑푗(푇, 푧)/ 푇 ∈ ℂ} la curva solucio´n de 푍푗 pasando por el pun-
to 푧 = (푧1, 푧2). Observamos que, para 푗 = 1, 2, el conjunto 푆1 = {푧2 = 0}
es una curva invariante de 푍푗 y 푆1 − {(0, 0)} = 풪푍푗(1, 0) = ℂ∗ × {0} es
una hoja de ℱ푍푗 foliacio´n regular generada por el campo 푍푗. Denotemos por
ℱ∗푍푗 = ℱ푍푗 − {ℂ∗ × {0}, {0} × ℂ∗}.
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Sean 0 < 휌 < 1 푦 퐷휌(0) = {푧2 ∈ ℂ/ ∣푧2∣ < 휌} vecindad abierta de 0 ∈ ℂ,
훾(푡) = (푒푖푡, 0), 푡 ∈ [0, 2휋] curva cerrada contenida en la hoja ℂ∗ × {0} y
Σ = {(1, 푧2) ∈ ℂ2/ 푧2 ∈ 퐷휌(0)} seccio´n transversal a ℂ∗ × {0} pasando por
el punto (1, 0) ∈ Σ. Sean 푓훾 푦 푔훾 las aplicaciones de holonomı´a de ℱ푍1 푦 ℱ푍2
respectivamente, relativas a la hoja ℂ∗ × {0} y a la seccio´n transversal Σ
pasando por el punto (1, 0).
ℱ푍2ℱ푍1









휉ˆ : Σ −→ Σ
(1, 푧2) −→ 휉ˆ(1, 푧2) = (1, 휉ˆ(푧2))
el biholomorﬁsmo local que conjuga 푓훾 푦 푔훾, es decir,
휉ˆ ∘ 푓훾 = 푔훾 ∘ 휉ˆ.
Vamos a construir a partir de 휉ˆ un biholomorﬁsmo 휉 : (ℂ2, 0) −→ (ℂ2, 0)
deﬁnido en una vecindad de 0 ∈ ℂ2, que conjuge ℱ푍1 con ℱ푍2 .
Consideremos la familia Σ푡 = {(푒푖푡, 푧2) ∈ ℂ2/ ∣푧2∣ < 휌} con 푡 ∈ (0, 2휋],
de secciones transversales a ℂ∗ × {0} pasando por los puntos (푒푖푡, 0) ∈ Σ푡.
Tenemos que Σ2휋 = Σ.
Deﬁnamos aplicaciones de holonomı´a de Σ (ﬁja) en Σ푡 con respecto a la
curva 훾푡 (arco de 훾 que une el punto (1, 0) ∈ Σ con (푒푖푡, 0) ∈ Σ푡) contenida
en la hoja ℂ∗ × {0} ∈ ℱ푍푗 , (푗 = 1, 2). Indiquemos por ℎ푡 la aplicacio´n de
holonomı´a de Σ en Σ푡 obtenida por levantamiento del arco 훾푡 sobre la hoja






























Ana´logamente, indiquemos por ℎ˜푡 la aplicacio´n de holonomı´a de Σ en Σ푡



























Estas aplicaciones son biholomorﬁsmos; esto, segu´n lo visto en la Observacio´n
2.4 es consecuencia de la trivialidad local de las foliaciones ℱ푍푗 a lo largo del
arco 훾푡. Adema´s, ℎ2휋 = 푓 y ℎ˜2휋 = 푔.
Deﬁnimos 휉 :Σ푡 −→ Σ푡 tal que, 휉 = ℎ˜푡 ∘ 휉ˆ ∘ ℎ−1푡 , de modo que,
휉(푒푖푡, ℎ푡(푧2)) = (푒
푖푡, ℎ˜푡(휉ˆ(푧2))). (2.20)
para cualquier 푡 ∈ (0, 2휋] 푦 푧2 ∈ 퐷휌(0).
휉 as´ı deﬁnido es un biholomorﬁsmo.
Sea el conjunto 퐶1 = {(푧1, 푧2) ∈ ℂ2/ ∣푧1∣ = 1} = 푆1 × ℂ y la o´rbita
풪푍푗(푧1, 푧2) ∈ ℱ∗푍푗 , entonces para 푗 = 1, 2 la curva
훼푗 : ℝ −→ ℂ2
푡 −→ 훼푗(푡) = 휑푗(푖푡, (푧1, 푧2)) = (푧1푒푖푡, 휑푗2(푖푡, (푧1, 푧2)))
parametriza 퐶1 ∩ 풪푍푗(푧). Esto es, 퐶1 ∩ 풪푍푗(푧) es una hoja de la foliacio´n
ℱ∗푍푗 ∣퐶1 que pasa por 푧 ∈ 퐶1.
Vamos a probar que 휉 as´ı deﬁnida lleva hojas de ℱ∗푍1∣퐶1 en hojas de ℱ∗푍2∣퐶1 .
En efecto, sea 푝 = (푧1, 푧2) ∈ Σ푡 ⊂ 퐶1 (esto es, 푝 esta´ en alguna de las ﬁbras
de 퐶1) entonces existe 푡 ∈ ℝ, 푧′2 ∈ 퐷휌(0) tal que (푧1, 푧2) = (푒푖푡, ℎ푡(푧′2)) =





Sea 푞 ∈ 퐶1 ∩ 풪푍1(푝) ∈ ℱ∗푍1∣퐶1 entonces 푞 = 휑1(푖푡0, 푝) = (푒푖푡0 ⋅ 푧1, 휑12(푖푡0, 푝))
para algu´n 푡0 ∈ ℝ. As´ı tenemos que,




= 휉(푒푖푡0 ⋅ 푒푖푡, 휑12(푖푡0, 휑1(푖푡, (1, 푧′2))))









= (푒푖(푡0+푡), 휑22(푖(푡0 + 푡), (1, 휉ˆ(푧
′
2))))
= (푒푖푡0 ⋅ 푒푖푡, 푒푖휆(푡0+푡) ⋅ 휉ˆ(푧′2))
= (푒푖푡0 ⋅ 푒푖푡, 푒푖휆푡0 ⋅ 휉ˆ(푧′2) ⋅ 푒푖휆푡)
= 휑2(푖푡0, (푒
푖푡, 휉ˆ(푧′2) ⋅ 푒푖휆푡))
= 휑2(푖푡0, (푒


















Entonces 휉(푞) ∈ 퐶1 ∩ 풪푍2(휉(푝)) ∈ ℱ∗푍2∣퐶1 , 푝 ∈ 퐶1.
As´ı hemos probado que 휉 lleva hojas de ℱ∗푍1∣퐶1 en hojas de ℱ∗푍2∣퐶1 . De este
modo, la conjugacio´n 휉 queda deﬁnida en el cilindro 퐶1 de radio 1.
Ahora extenderemos 휉 al polidisco Δ ((0, 0), (1, 휌)) = 퐷1(0)×퐷휌(0) ⊂ ℂ2
휉 : Δ ((0, 0), (1, 휌)) −→ ℂ2
Sea 푧1 ∈ 퐷1(0), 푧1 ∕= 0. Deﬁnamos el camino radial
Γ푧1 : [0,−푙표푔∣푧1∣] −→ ℂ∗ × {0}
푡 −→ (푒푡 ⋅ 푧1, 0)
contenido en la hoja ℂ∗ × {0} ∈ ℱ푍1 con punto inicial (푧1, 0) y extremo
( 푧1∣푧1∣ , 0) ∈ 퐶1. Fijemos una seccio´n transversal Σ푧1 = {푧1} ×퐷휌(0), pasando
por el punto (푧1, 0) y levantemos el camino radial Γ푧1 dentro de la hoja de
ℱ푍1 pasando por el punto (푧1, 푧2) ∈ Σ푧1 en el camino
Γ(푧1,푧2) : 푡 −→ (푒푡 ⋅ 푧1, 푧2(푡)), 푧2(0) = 푧2
cuyo punto inicial es (푧1, 푧2) y el extremo (
푧1
∣푧1∣ , 푧2(휏)) ∈ 퐶1, 휏 = −푙표푔∣푧1∣.
De este modo,
Γ(푧1,푧2)(푡) = (푒
푡 ⋅ 푧1, 푧2(푡)) = 휑1(푡, (푧1, 푧2)), ∀푡 ∈ [0,−푙표푔∣푧1∣].
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Entonces, 푧2(푡) = 휑
1
2(푡, (푧1, 푧2)), para todo 푡 ∈ [0,−푙표푔∣푧1∣]. Esto es, la solu-
cio´n 푧2(푡) de la ecuacio´n diferencial
푧′2(푡) = 휆푧2(푡)(1 + 1(푧1(푡), 푧2(푡)))
con condicio´n inicial 푧2(0) = 푧2, esta´ deﬁnida en el intervalo [0,−푙표푔∣푧1∣],
para 0 < ∣푧2∣ < 1. En efecto tenemos que,





































푧′2(푠) ⋅ 푧2(푠) = 휆푧2(푠) (1 + 1(푧1(푠), 푧2(푠))) ⋅ 푧2(푠)







푅푒 (1 + 1(푧1(푠), 푧2(푠))) 푑푠.
Por otro lado,
푅푒 (1 + 1(푧1(푠), 푧2(푠))) ≤ ∣1+ 1(푧1(푠), 푧2(푠))∣ ≤ 1+∣ 1(푧1(푠), 푧2(푠))∣ ≤ 1+푏
donde 푏 > 0 tal que ∣ 1(푧1, 푧2)∣ ≤ 푏. Entonces
2 푙표푔
∣푧2(푡)∣
∣푧2(0)∣ ≤ 2휆(1 + 푏)푡
luego,
∣푧2(푡)∣ ≤ ∣푧2(0)∣ ⋅ 푒휆(1+푏)푡 ≤ ∣푧2∣ < 휌, (2.21)
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para todo 푡 ∈ [0,−푙표푔∣푧1∣], pues 휆 ∈ ℝ− y 푡 ≥ 0.
Ana´logamente para el campo 푍2 deﬁnamos el camino radial (el camino
inverso de Γ푧1)
Γ−1푧1 : [0,−푙표푔∣푧1∣] −→ ℂ∗ × {0}
푡 −→ (푒−푡−푙표푔∣푧1∣ ⋅ 푧1, 0)
el cual se levanta dentro de las hojas de ℱ푍2 pasando por el punto ( 푧1∣푧1∣ , 푤2),
en el camino
Γ−1(푧1,푤2) : 푡 −→ (푒−푡−푙표푔∣푧1∣ ⋅ 푧1, 푤2(푡)), 푤2(0) = 푤2
cuyo punto inicial es ( 푧1∣푧1∣ , 푤2) ∈ 퐶1 y el extremo (푧1, 푤2(휏)).
La coordenada 푤2(푡) para todo 푡 ∈ [0,− log ∣푧1∣], satisface el problema de
valor inicial
























as´ı, 푤2(푡) = 푤2(0) ⋅ 푒휆푡 para todo 푡 ∈ [0,− log ∣푧1∣]. Adema´s,
∣푤2(푡)∣ = ∣푤2∣ ⋅ 푒휆푡 ≤ ∣푤2∣ (2.22)
pues, 휆 ∈ ℝ−, 푡 ≥ 0.
De este modo, construimos 휉 de la siguiente manera: Al punto inicial (푧1, 푧2)
del camino Γ(푧1,푧2) le hacemos corresponder el punto (푧1, 푤2(휏)) del camino
Γ−1(푧1,푤2), el extremo (
푧1
∣푧1∣ , 푧2(휏)) ∈ 퐶1 del camino Γ(푧1,푧2) le hacemos correspon-
der el punto ( 푧1∣푧1∣ , 푤2) ∈ 퐶1 del camino Γ−1(푧1,푤2). As´ı entonces tenemos:





















푡 ⋅ 푧1, 푧2(푡))
( 푧1∣푧1∣ , 푧2(휏))









= (푒−푡−푙표푔∣푧1∣ ⋅ 푧1, 푤2(푡))
( 푧1∣푧1∣ , 푤2)



























donde 푧2(휏) = 휑
1
2(휏, (푧1, 푧2)).









2 (휏, (푧1, 푧2))
))






∈ 퐶1 y sabemos por (2.20) que 휉 esta´ bien deﬁni-
da en ese conjunto y adema´s es un biholomorﬁsmo entonces 휉(푧1, 푧2) es un
biholomorﬁsmo, para todo (푧1, 푧2) ∈ (퐷1(0)− {0})×퐷휌(0).
El conjunto 푉 de los puntos (푧1, 푧2) ∈ (퐷1(0) − {0}) × 퐷휌(0) tales que
el extremo de Γ(푧1,푧2) ∈ 퐶1 es un abierto y 푉 ∪ {푧1 = 0} es una vecindad de
0 ∈ ℂ2. Veamos que 휉 as´ı deﬁnida es una conjugacio´n de las hojas ℱ푍1∣푉 en
hojas de ℱ푍2∣휉(푉 ).
En efecto, sea 푝 ∈ 푉 tal que 푝 = 휑1(푇, (푧1, 푧2)) para algu´n 푇 ∈ ℂ. Entonces
휉(푝) = 휉(휑1(푇, (푧1, 푧2))) = 휉(푒
푇 ⋅ 푧1, 휑12(푇, (푧1, 푧2)))
= (푒푇 ⋅ 푧1, 푒−휆휏 ⋅ 휉2( 푒
푇 ⋅ 푧1
∣푒푇 ⋅ 푧1∣ , 휑
1
2(휏, (푒
푇 ⋅ 푧1, 휑12(푇, (푧1, 푧2))))))
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donde 휏 = − log ∣푒푇 ⋅ 푧1∣.
Si consideramos 푇 = 푡+ 휃푖 entonces 휏 = −푡− log ∣푧1∣. As´ı,




2(−푡− log ∣푧1∣, (푒푇 ⋅ 푧1, 휑12(푇, (푧1, 푧2))))))




2(−푡− log ∣푧1∣, 휑1(푇, (푧1, 푧2)))))




2(−푡− log ∣푧1∣+ 푡+ 휃푖, (푧1, 푧2))))




2(− log ∣푧1∣+ 휃푖, (푧1, 푧2))))





1(− log ∣푧1∣, (푧1, 푧2)))))





− log ∣푧1∣ ⋅ 푧1, 휑12(− log ∣푧1∣, (푧1, 푧2))))))






2(− log ∣푧1∣, (푧1, 푧2))))))
= (푒푇 ⋅ 푧1, 푒휆푡 ⋅ ∣푧1∣휆 ⋅ 휉2(휑1(휃푖, ( 푧1∣푧1∣ , 휑
1
2(− log ∣푧1∣, (푧1, 푧2))))))




2(− log ∣푧1∣, (푧1, 푧2)))))
= (푒푇 ⋅ 푧1, 푒휆푡 ⋅ ∣푧1∣휆 ⋅ 푒휆(푖휃) ⋅ 휉2( 푧1∣푧1∣ , 휑
1
2(− log ∣푧1∣, (푧1, 푧2))))
= (푒푇 ⋅ 푧1, 푒휆푡 ⋅ 푒휆푖휃 ⋅ 푒휆 log ∣푧1∣ ⋅ 휉2(푒− log ∣푧1∣ ⋅ 푧1, 휑12(− log ∣푧1∣, (푧1, 푧2))))
= (푒푇 ⋅ 푧1, 푒휆(푡+휃푖) ⋅ 푒−휆휏 ⋅ 휉2( 푧1∣푧1∣ , 휑
1
2(휏, (푧1, 푧2))))
= (푒푇 ⋅ 푧1, 푒휆(푡+휃푖) ⋅ 휉2(푧1, 푧2))
= 휑2(푡+ 휃푖, (푧1, 휉2(푧1, 푧2)))
= 휑2(푡+ 휃푖, 휉(푧1, 푧2))
Luego, 휉(푝) = 휑2(푇, 휉(푧1, 푧2)) ∈ 풪푍2(휉(푧1, 푧2)) para algu´n 푇 = 푡+ 휃푖 ∈ ℂ.
As´ı hemos probado que 휉 lleva hojas de ℱ푍1∣푉 en hojas de ℱ푍2∣휉(푉 ).
Observamos hasta ahora segu´n la contruccio´n hecha que 휉(푧1, 푧2) es un
biholomorﬁsmo sobre 푉 satisfaciendo:
1. 휉(0, 0) = (0, 0), esto es, el punto singular de 푍1 es llevado en el punto
singular de 푍2.
2. Si 푧1 ∕= 0, 휉(푧1, 0) = (푧1, 0), esto es, la hoja ℂ∗ × {0} ∈ ℱ푍1 es llevada
en la hoja ℂ∗ × {0} ∈ ℱ푍2 .
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3. 휉(1, 푧2) = (1, 휉ˆ(푧2)), 푧2 ∈ 퐷휌(0).
4. 휉(푧1, 푧2) = (푧1, 휑
2
2(푖 arg(푧1), (1, 휉ˆ(푧
′
2)))), (푧1, 푧2) ∈ 퐶1, con 푧′2 = ℎ−1푡 (푧2).
5. 휉(푧1, 푧2) = (푧1, 푒
휆 log ∣푧1∣⋅ 휉2( 푧1∣푧1∣ , 휑12(− log ∣푧1∣, (푧1, 푧2)))), (푧1, 푧2) ∈ (퐷1(0)−
{0})×퐷휌(0).
So´lo falta extender 휉 a la separatriz vertical {푧1 = 0}. Para ello probaremos
que 휉2 : 푉 −→ ℂ es acotada. Veamos





, 휏 = − log ∣푧1∣.
Entonces
∣휉2(푧1, 푧2)∣ = ∣푧1∣휆 ⋅






= 푤2(0) = 푤2.
Por otro lado, de (2.22) tenemos que, ∣푤2(휏)∣ = ∣푤2∣ ⋅ 푒휆휏 . As´ı,
∣푤2∣ = ∣푤2(휏)∣ ⋅ 푒−휆휏 . (2.23)
De (2.21) se tiene
∣푧2(휏)∣ ≤ ∣푧2(0)∣ ⋅ 푒휆(1+푏)휏 = ∣푧2∣ ⋅ 푒휆휏 ⋅ 푒휆푏휏 ,
entonces
∣푧2(휏)∣ ⋅ 푒−휆휏 ≤ ∣푧2∣ ⋅ 푒휆푏휏 .
Multiplicando por ∣푤2(휏)∣ esta u´ltima desigualdad y reemplazando (2.23)
obtenemos que,
∣푧2(휏)∣∣푤2∣ ≤ ∣푤2(휏)∣∣푧2∣ ⋅ 푒휆푏휏
luego,
∣푤2∣ ≤ ∣푤2(휏)∣∣푧2(휏)∣ ∣푧2∣ ⋅ 푒
휆푏휏 .
As´ı,
∣휉2(푧1, 푧2)∣ ≤ ∣푤2(휏)∣∣푧2(휏)∣ ⋅ 푒
휆휏(푏−1)∣푧2∣ < ∣푤2(휏)∣∣푧2(휏)∣ ⋅ 푒
−휆휏 ∣푧2∣ < 푘 휌 = 훿,
donde, 푘 = ∣푤2(휏)∣∣푧2(휏)∣ ⋅ 푒−휆휏 > 0. Entonces, existe 훿 > 0 de modo que, 훿 → 0
cuando 휌 → 0 y ∣휉2(푧1, 푧2)∣ < 훿, para todo (푧1, 푧2) ∈ 푉 . De este modo 휉2 es
acotada, entonces por el Teorema de Extensio´n de Riemann, 휉 se extiende
al conjunto 푉 ∪ {푧1 = 0}, que es una vecindad abierta de 0 ∈ ℂ2. Luego,
existe un biholomorﬁsmo local de ℂ2 en 0 ∈ ℂ2 que transforma la foliacio´n
asociada a 푍1 = (푧1, 휆푧2(1+1(푧1, 푧2)) en aquella asociada a 푍2 = (푧1, 휆푤2).
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Cap´ıtulo 3
El Teorema del Centro
En este cap´ıtulo enunciaremos y demostraremos el Teorema del Centro,
resultado principal de esta monograf´ıa. Vamos a ver como argumentos de la
teor´ıa de variable compleja son utilizados para demostrar este teorema de
naturaleza real. Denotemos por ℝ{푥, 푦} el conjunto de las series de poten-
cias convergentes en alguna vecindad de 0 ∈ ℝ2 con coeﬁcientes en ℝ. Esto




훼푦훽 con 푘 ≥ 0, es
convergente en alguna vecindad de 0 ∈ ℝ2. Consideremos la ecuacio´n
휔 = 푎(푥, 푦)푑푥+ 푏(푥, 푦)푑푦 (3.1)
la cual denota un germen de una 1-forma anal´ıtica real en 0 ∈ ℝ2, esto es,
푎(푥, 푦), 푏(푥, 푦) ∈ ℝ{푥, 푦}. Las singularidades de 휔 son los puntos (푥, 푦) tales







Si det퐴 ∕= 0 entonces 휔 tiene parte lineal.
Deﬁnicio´n 3.0.1. Decimos que 0 ∈ ℝ2 es un centro para 휔 si existe una
vecindad 푈 de 0 dentro de ℝ2 tal que las curvas integrales de 휔 en 푈 − {0}
son cerradas.
Teorema 3.1. Sea 0 ∈ ℝ2 una singularidad de 휔. Si det퐴 ∕= 0 y 0 es un
centro para 휔 entonces 휔 posee una integral primera.
Demostracio´n: Puesto que 0 ∈ ℝ2 es una singularidad de 휔 y det퐴 ∕= 0
se tiene que los desarrollos en series de potencias de las funciones 푎(푥, 푦)
77









El campo vectorial dual asociado a 휔 = 0 esta´ dado por:






La parte lineal de 휔
휔1 = (푎(1,0)푥+ 푎(0,1)푦)푑푥+ (푏(1,0)푥+ 푏(0,1)푦)푑푦
tiene como campo lineal asociado
푋1 = (−푏(1,0)푥− 푏(0,1)푦) ∂∂푥 + (푎(1,0)푥+ 푎(0,1)푦) ∂∂푦
el cual se puede expresar como un sistema de ecuaciones diferenciales
푋1 =
{
푥′ = −푏(1,0)푥− 푏(0,1)푦
푦′ = 푎(1,0)푥+ 푎(0,1)푦
(3.3)















Proposicio´n 3.1. Los valores caracter´ısticos de 퐴 son nu´meros complejos
imaginarios puros.
Demostracio´n: Sean 휆1 푦 휆2 los valores caracter´ısticos de 퐴 y
supongamos que no son imaginarios puros, esto es, 푅푒(휆푖) ∕= 0 para 푖 = 1, 2;
entonces (0, 0) es un punto singular hiperbo´lico de 푋 (Deﬁnicio´n 1.2.5).
Tenemos los siguientes casos:
i) 휆1 = 휆2 con 휆1, 휆2 ∈ ℝ− (o 휆1, 휆2 ∈ ℝ+).
ii) 휆1 ∕= 휆2, con 휆1, 휆2 ∈ ℝ− (o 휆1, 휆2 ∈ ℝ+).
iii) 휆1 ∈ ℝ− y 휆2 ∈ ℝ+ (o 휆1 ∈ ℝ+ y 휆2 ∈ ℝ−).
iv) 휆 = 푎± 푖푏, con 푎, 푏 ∕= 0.
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휆1 ∕= 휆2
휆1, 휆2 ∈ ℝ−
휆1 = 휆2 ∈ ℝ−
휆1 ∈ ℝ− ∧ 휆2 ∈ ℝ+ 휆 = 푎± 푖푏









Segu´n estos casos vemos que las curvas integrales de 푋1 se comportan co-
mo alguno de los tipos mostrados en la Figura de abajo (foco, nodo, silla o
espiral); comportamiento cualitativo que se sigue manteniendo segu´n el Teo-
rema de Hartman Grobman para 푋 (equivalentemente para 휔), puesto que
(0, 0) es un punto singular hiperbo´lico de 푋. Pero observamos que dentro de
estos casos (foco, nodo, silla o espiral) al menos una de las curvas integrales
no singulares de 푋 contiene al cero dentro de su adherencia, lo cual es una
contradiccio´n, pues (0, 0) es un centro para 휔, todas las curvas son cerradas
ninguna se acumula a cero. Por lo tanto, los valores caracter´ısticos 휆1 y 휆2
de 퐴 son imaginarios puros, esto es, 휆1 = 푖푏 y 휆2 = −푖푏, 푐표푛 푏 ∕= 0.
Sabemos que el complejiﬁcado de ℝ2 es ℂ2 y que el operador ℝ-lineal
퐴 : ℝ2 −→ ℝ2 se extiende de manera natural a un operador ℂ-lineal
퐴ℂ : ℂ2 −→ ℂ2 (el complejiﬁcado de 퐴) deﬁnido por:
퐴ℂ(푢+ 푖푣) = 퐴(푢) + 푖퐴(푣), 푢, 푣 ∈ ℝ2;
adema´s, si 푢 + 푖푣 ∈ ℂ2 para algu´n 푢, 푣 ∈ ℝ2 es el vector caracter´ıstico
de 퐴ℂ correspondiente al valor caracter´ıstico 휆1 = 푖푏 entonces el conjunto
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, 푏 ∕= 0.









ellas representan la misma transformacio´n lineal pero en bases diferentes. En
esta nueva base, el sistema (3.3) toma la forma (vamos a seguir considerando












As´ı, ﬁnalmente el campo (3.2) toma la forma

















2 + 푏(1,1)푥푦 + ⋅ ⋅ ⋅
)
푑푦 = 0.
Nuestro propo´sito es utilizar argumentos de la teor´ıa de variable compleja
para demostrar este teorema sobre centros reales, para lograrlo a partir de
aqui en adelante vamos a trabajar con la Ecuacio´n Complejiﬁcada de 휔 = 0,
la cual deﬁnimos como:
Ω = (푧+푎(2,0)푧
2+푎(1,1)푧푤+⋅ ⋅ ⋅ )푑푧+(푤+푏(2,0)푧2+푏(1,1)푧푤+⋅ ⋅ ⋅ )푑푤 = 0 (3.5)
donde Ω es un germen de una 1-forma holomorfa en (0, 0) ∈ ℂ2, 푧, 푤 ∈ ℂ
con 푅푒(푧) = 푥 y 푅푒(푤) = 푦.
El campo vectorial dual asociado a Ω = 0 esta´ dado por:
푋 = −(푤 + 푏(2,0)푧2 + 푏(1,1)푧푤 + ⋅ ⋅ ⋅ ) ∂
∂푧
+ (푧 + 푎(2,0)푧
2 + 푎(1,1)푧푤 + ⋅ ⋅ ⋅ ) ∂
∂푤
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Ahora podemos utilizar argumentos de la teor´ıa de variable compleja para
continuar de manera natural la demostracio´n del Teorema del Centro.
El primer argumento de variable compleja a utilizar es el concepto de Ex-
plosio´n de una foliacio´n ℱ en un punto (Ver Seccio´n 2.1.3).
El representante del germen de la 1-forma holomorfa Ω, que denotamos nue-
vamente por Ω deﬁne una foliacio´n holomorfa ℱΩ de dimensio´n 1 en alguna
vecindad 푈 de 0 ∈ ℂ2. Veamos lo que ocurre con esta foliacio´n en 푈 despue´s
de un blow-up 휋 de ℂ2 en el punto 0 ∈ ℂ2.
El Cono Tangente de la foliacio´n ℱΩ es en este caso un polinomio homoge´neo
de grado 2 dado por:
푅(푧, 푤) = 푤2 + 푧2.
Puesto que 푅(푧, 푤) ∕≡ 0 la singularidad (0, 0) 푑푒 푋 es no dicr´ıtica y segu´n lo








(1 + 푇 2)+
푧
(
(푎(2,0) + 푏(2,0)푇 ) + (푎(1,1) + 푏(1,1)푇 )푇 + (푎(0,2) + 푏(0,2)푇 )푇
2
)
+ ⋅ ⋅ ⋅ ) ∂
∂푇






(1 + 푇 2) + 푧
(




+ ⋅ ⋅ ⋅ )푑푧+ 푧(푇 + 푧(푏(2,0)+ 푏(1,1)푇 + 푏(0,2)푇 2)+ ⋅ ⋅ ⋅ )푑푇 = 0. (3.6)













푆 + 푤(푎(0,2) + 푎(1,1)푆 + 푎(2,0)푆
2) + ⋅ ⋅ ⋅ ) ∂
∂푤






푆 + 푤(푎(0,2) + 푎(1,1)푆 + 푎(2,0)푆
2) + ⋅ ⋅ ⋅ )푑푆 + ((1 + 푆2)+
푤
(
(푏(0,2) + 푎(0,2)푆) + (푏(1,1) + 푎(1,1)푆)푆 + (푏(2,0) + 푎(0,2)푆)푆
2
)
+ ⋅ ⋅ ⋅ )푑푤 = 0.
Las singularidades de ℱΩ˜1(foliacio´n en ℂ˜2, generada por la 1-forma holomorfa
Ω˜1) en el divisor퐷 son los puntos de la forma (0, 푇0) que satisfacen la ecuacio´n
푅(1, 푇0) = 0.
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푅(1, 푇0) = 1 + 푇
2
0 = 0⇐⇒ 푇0 = ±푖
As´ı tenemos que las singularidades de ℱΩ˜1 son los puntos 푝1 = (0, 푖) y
푝2 = (0,−푖).
Ana´logamente, las singularidades de ℱΩ˜2(foliacio´n en ℂ˜2, generada por la 1-
forma holomorfa Ω˜2) en el divisor 퐷 son los puntos de la forma (푆0, 0) tales
que 푅(푆0, 1) = 0.
푅(푆0, 1) = 푆
2
0 + 1 = 0⇐⇒ 푆0 = ±푖
As´ı tenemos que las singularidades de ℱΩ˜2 son los puntos 푞1 = (푖, 0) y
푞2 = (−푖, 0).
Hacemos notar, que so´lo tenemos dos singularidades en el divisor 퐷, ya que
푝1 = (0, 푖) en las coordenadas (푧, 푇 ) es el mismo punto 푞2 = (−푖, 0) en las
coordenadas (푆,푤). Del mismo modo que, 푝2 = (0,−푖) en las coordenadas
(푧, 푇 ) es el mismo punto 푞1 = (푖, 0) en las coordenadas (푆,푤). Adema´s,
퐷−{푝1, 푝2} es una hoja de ℱΩ˜1 . Luego, las formas Ω˜1(푧, 푇 ) y Ω˜2(푆,푤) deﬁnen
sobre ℂ˜2 − {푝1, 푝2} una foliacio´n sin singularidades denotada por 휋∗(ℱΩ) y
llamada el blow-up de ℱΩ en 0 ∈ ℂ2.
Ahora veamos como se comportan las hojas de ℱΩ˜1 pro´ximas a esta hoja ﬁja
퐿˜0 = 퐷 − {푝1, 푝2}. Observaremos este comportamiento en una vecindad del
punto (0, 푖), pero sin pe´rdida de generalidad nos podemos trasladar al punto
(0, 0) ∈ 퐷 haciendo el cambio de coordenadas 푇 = 푢 + 푖. As´ı tenemos que
(3.6) en las coordenadas (푧, 푢) se escribe como:
Ω˜1 =
(
2푖푢+ 푢2 + 푎(2,0)푧 + 푏(2,0)(푢+ 푖)푧 + 푎(1,1)(푢+ 푖)푧 + 푏(1,1)(푢+ 푖)
2푧 +
⋅ ⋅ ⋅ )푑푧 + (푖푧 + 푢푧 + 푧2(푏(2,0) + 푏(1,1)(푢+ 푖) + 푏(0,2)(푢+ 푖)2)+ ⋅ ⋅ ⋅ )푑푢 = 0.




2푖푢+ 푖훼푧 + 푡.표.푠
)
푑푧 + (푖푧 + 푡.표.푠)푑푢.
donde 훼 = −푖푎(2,0) + 푎(1,1) + 푖푎(0,2) + 푏(2,0) + 푖푏(1,1) − 푏(0,2). Entonces la parte
lineal Ω˜11 de Ω˜1 en el punto (0, 푖) esta´ dada por
Ω˜11 = (2푖푢+ 푖훼푧) 푑푧 + 푖푧 푑푢
= 푖[(2푢+ 훼푧) 푑푧 + 푧 푑푢].
Haciendo el cambio de variable 푣 = 푢+ 훼
3
푧 obtenemos
Ω˜11 = 푖[2푣 푑푧 + 푧 푑푣]. (3.7)
La foliacio´n generada por (3.7) es igual a la foliacio´n generada por
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Ω˜11 = 2푣 푑푧 + 푧 푑푣.




푧′ = −푧 + 퐴1(푧, 푣)
푣′ = 2푣 + 퐴2(푧, 푣)
(3.8)
donde las funciones 퐴푗 son anal´ıticas en una vecindad de (0, 0) ∈ ℂ2 y
퐴푗(0, 0) = 0 para 푗 = 1, 2.




de los autovalores es un nu´mero
real negativo entonces la singularidad (0, 푖) ∈ 퐷 (la cual identiﬁcamos con la
singularidad (0, 0) ∈ ℂ2 de 푋) de 푋˜1 esta´ en el dominio de Siegel, luego por
el Teorema de Briot-Bouquet (Ver Seccio´n 1.3.3) existe un cambio de coor-




푧′ = −푧 + 푧푣 푎1(푧, 푣)
푣′ = 2푣 + 푧푣 푎2(푧, 푣)
(3.9)
donde las funciones 푎푗 son anal´ıticas en una vecindad de (0, 0) ∈ ℂ2 y
푎푗(0, 0) = 0 para 푗 = 1, 2. Adema´s, los conjuntos 푆1 = {푧 = 0} y
푆2 = {푣 = 0} son curvas invariantes de 푋˜1 (equivalentemente de Ω˜1), siendo
푆1 = 퐷 el divisor de ℂ˜2 y 퐿˜0 = 퐷 − {푝1, 푝2} una hoja de ℱ푋˜1 .
Proposicio´n 3.2. La holonomı´a de 퐿˜0 es perio´dica de periodo 2.
Demostracio´n: Sea 푈 ⊂ ℝ2 una vecindad abierta de 0 ∈ ℝ2 en la cual el
representante del germen de la 1-forma 휔 que denotamos nuevamente por 휔
es anal´ıtica. Al hacer la explosio´n de ℝ2 en 0, obtenemos la variedad diferen-
ciable ℝ˜2 (Banda de Mo¨bius) la cual como sabemos es un ℝ-ﬁbrado vectorial
sobre ℝ푃 (1) ≃ 푆1, con ﬁbra 푃−1(푞), 푞 ∈ ℝ푃 (1).
Sea 푃0 = (푧, 푇 ) = (0, 0) ∈ 퐷 = ℂ푃 (1). Puesto que, 퐿˜0 ≃ ℝ2 − {0} entonces
휋1(퐿˜0, 푃0) ≃ ℤ. Esto es, el grupo fundamental de 퐿˜0 con punto base 푃0 es
generado por un so´lo elemento. Podemos considerar a este elemento como la
clase de homotop´ıa de la curva 훾 = 푆1 ≃ ℝ푃 (1) ⊂ ℂ푃 (1) = 퐷 (con punto
inicial y ﬁnal en 푃0 ∈ 퐷) contenida en 퐿˜0.
Vamos a estudiar la holonomı´a de 퐿˜0 con respecto al punto 푃0 ∈ 퐿˜0 y
a la seccio´n transversal Σℂ = 퐸
−1(푃0) ≃ ℂ a lo largo de este camino
훾 ⊂ 퐿˜0, donde 퐸−1(푃0) es la ﬁbra del ℂ-ﬁbrado vectorial ℂ˜2 pasando por el
punto 푃0 ∈ ℂ푃 (1) = base de este ℂ-ﬁbrado.
Sea 퐻 : 휋1(퐿˜0, 푃0) −→ 퐷푖푓(Σℂ, 푃0) el representante de holonomı´a de 퐿˜0
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con respecto a 푃0 y a Σℂ. Puesto que 퐻 es un homomorﬁsmo de grupos
y 휋1(퐿˜0, 푃0) es generado por un so´lo elemento ([훾]) entonces el Grupo de
Holonomı´a 퐻표푙(퐿˜0, 푃0) ⊂ 퐷푖푓(Σℂ, 푃0) de 퐿˜0 en 푃0 tambie´n tendra´ un so´lo
generador que denotamos por [푓 ]훾 signiﬁcando que este generador [푓 ] (ger-
men de holonomı´a) va a ser estudiado a partir de este camino 훾. As´ı para
estudiar la holonomı´a de 퐿˜0 en 푃0 sera´ suﬁciente estudiar la holonomı´a de
esta curva 훾 = 푆1 con respecto al punto 푃0 ∈ 푆1 ≃ ℝ푃 (1) ⊂ ℂ푃 (1) y a
la seccio´n transversal Σℝ ⊂ Σℂ donde Σℝ = 푃−1(푃0) ≃ ℝ es la ﬁbra del
ℝ-ﬁbrado vectorial ℝ˜2 pasando por el punto 푃0 ∈ ℝ푃 (1) = base de este
ℝ-ﬁbrado.
La holonomı´a de 훾 relativa a Σℝ y al punto 푃0 ∈ Σℝ es un difeomorﬁsmo
푓훾 : Σ
′
ℝ −→ Σℝ, deﬁnido en una pequen˜a vecindad abierta Σ′ℝ ⊂ Σℝ de 푃0
( Σ′ℝ ≃ segmento de l´ınea recta).
Como sabemos 훾 = 푆1 ≃ ℝ푃 (1) es la base del ℝ-ﬁbrado vectorial ℝ˜2 que es
homeomorfo a la Banda de Mo¨bius 푀표, entonces estudiar la holonomı´a de
esta curva 훾 a lo largo de las ﬁbras Σℝ de este ℝ-ﬁbrado vectorial ℝ˜2 equivale
a estudiar la holonomı´a de la curva 훾 = 푆1 como base del ℝ-ﬁbrado vectorial
푀표 sobre 푆
1, vista en la Seccio´n 2.2.3 (Ejemplo 2.9 de Holonomı´a) donde
en este caso el segmento de recta Σ′ℝ ⊂ Σℝ coincide con el intervalo abierto
]−1, 1[⊂ ℝ. As´ı tenemos que 푓훾 : Σ′ℝ ≃ ]−1, 1[−→ Σℝ ≃ ]−1, 1[ es perio´dica de
periodo 2.
Por otro lado, puesto que la aplicacio´n de holonomı´a 푓훾 (representante del
germen de holonomı´a [푓 ]훾) de 퐿˜0 con respecto a 푃0 y a Σℂ es un biholomor-
ﬁsmo deﬁnido en alguna pequen˜a vecindad Σ′ℂ ⊂ Σℂ de 푃0 y adema´s siendo
푓 2훾 = identidad en Σ
′
ℝ ⊂ Σℂ con 푃0 ∈ Σ′ℝ un punto de acumulacio´n en Σ′ℂ se
tiene por el Teorema de la Identidad que
푓 2훾 (푧) = 푧, ∀푧 ∈ Σ′ℂ.
As´ı la aplicacio´n de holonomı´a 푓훾 : Σ
′
ℂ −→ Σℂ de 퐿˜0 con respecto a 푃0 y a
Σℂ a lo largo del camino 훾 = 푆
1 ⊂ 퐿˜0 es perio´dica de periodo 2.





Segu´n lo visto en el Ejemplo 2.8 de la Seccio´n 2.2.3, la aplicacio´n de holonomı´a
푙훾 : (ℂ, 0) −→ (ℂ, 0) ((ℂ, 0) = vecindad abierta de 0 ∈ ℂ) de la hoja 퐿˜0 ≃
{0} × ℂ∗ de ℱ푋˜11 se deﬁne como:
푙훾(푧) = 푧 ⋅ 푒2휋푖(
−1
2 ) = −푧.
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Se tiene que 푙훾(푧) = −푧 es la parte lineal de la aplicacio´n de holonomı´a 푓훾.
Puesto que ℎ(푧) = 1
2
(푧 − 푓훾(푧)) es un biholomorﬁsmo que conjuga 푓훾 con 푙훾,
pues ℎ ∘ 푓훾 = 푙훾 ∘ ℎ, se tiene en virtud del Teorema de Mattei-Moussu que
la foliacio´n ℱ푋˜1 es equivalente en una vecindad de 푃1 = (0, 푖) a la foliacio´n
dada por el campo lineal 푋˜11.
El conjunto 푆2 = {푣 = 0} es otra curva invariante de 푋˜11 (equivalentemente
de 푋˜1) y es transversal al divisor 퐷 en el punto (0, 0) ∈ 퐷. Adema´s, 퐿˜′0 =
푆2 − {(0, 0)} es una hoja de ℱ푋˜11 (equivalentemente de 푋˜1) y puesto que,
휋∣ℂ˜2−퐷 : ℂ˜2−퐷 −→ ℂ2−{(0, 0)} es un biholomorﬁsmo se tiene que 휋(퐿˜′0) =
퐿′0 es una hoja de ℱ푋 (equivalentemente de ℱΩ). Veamos que la holonomı´a
de 퐿′0 esta´ bien deﬁnida en alguna pequen˜a vecindad de 0 ∈ ℂ. En efecto,
sea 푃2 = (1, 0) ∈ 퐿˜′0 ≃ ℂ∗ × {0} y Σ = {(1, 푣) ∈ ℂ2/ 푣 ∈ 퐷휌(0) ⊂ ℂ} ⊂ 푈
una seccio´n transversal a 퐿˜′0 en el punto 푃2. Sea
훾 : [0, 2휋] −→ 퐿˜′0 ≃ ℂ∗ × {0}
푡 −→ 훾(푡) = (푒푖푡, 0)
una curva cerrada contenida en 퐿˜′0 y 훾˜(푡) = (푒
푖푡, 훾˜2(푡)) , 푡 ∈ [0, 2휋] con




el levantamiento de 훾 sobre la hoja de ℱΩ˜1
pasando por (1, 푣) ∈ Σ, (1, 푣) suﬁcientemente cercano de (1, 0).
Los puntos (푒푖푡, 훾˜2(푡)) con 푡 ∈ [0, 2휋] pertenecen a la hoja de ℱΩ˜1 pasando
por (1, 푣) ∈ Σ. Puesto que 푒푖푡 ∕= 0, ∀푡 ∈ [0, 2휋] se tiene que los puntos
(푒푖푡, 훾˜2(푡)) ∕∈ 퐷. Entonces la aplicacio´n de holonomı´a de 퐿′0 con respecto al
punto 푃2 = (1, 0) ∈ 퐿′0 y a la seccio´n transversal Σ ≃ 퐷휌(0) pasando por 푃2
esta´ bien deﬁnida en Σ ⊂ 푈 . Luego,
푙′훾 : Σ −→ Σ
(1, 푣) −→ 푙′훾(1, 푣) = (1, 푙′훾(푣))
esta bien deﬁnida en la vecindad abierta 퐷휌(0) ⊂ ℂ.
Del mismo modo, sabemos por el Ejemplo 2.8 de la Seccio´n 2.2.3 que la
holonomı´a 푙′훾 de la hoja 퐿˜
′
0 ∈ ℱ푋˜11 esta´ dada por:
푙′훾(푣) = 푣 ⋅ 푒2휋푖(
2
−1) = 푣,
es decir, es periodica de periodo 1 (es la Identidad). Entonces al ser conju-
gadas las foliaciones ℱ푋˜1 con ℱ푋˜11 se tiene que la holonomı´a de 퐿˜′0 ∈ ℱ푋˜1
es tambie´n la Identidad. Luego, la holonomı´a de 퐿′0 = 휋(퐿˜
′
0) ∈ ℱ푋 es la
Identidad.
Tenemos segu´n (3.5) que la parte lineal de Ω esta dada por:
Ω1 = 푧 푑푧 + 푤 푑푤,
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siendo su campo lineal asociado (parte lineal de X)
















































donde 휙1(0, 0) = 휙2(0, 0) = 0.





= −1 ∈ ℝ−) se tiene por el Teorema de Briot-Bouquet que
existe un cambio de coordenadas holomorfo (el cual seguiremos denotando


















donde 1(0, 0) = 2(0, 0) = 0. Adema´s, los conjuntos {푧′ = 0} y {푤′ = 0}
son curvas invariantes de 푋.
Puesto que los campos (3.10) y (3.11) son equivalentes se tiene que la hoja
퐿′0 ∈ ℱ푋 es tambie´n una hoja de ℱ푍 con la misma aplicacio´n de holonomı´a,
es decir, la aplicacio´n Identidad, y puesto que ella es conjugada a su parte
lineal (mediante el biholomorﬁsmo Identidad) se tiene por el Teorema de
Mattei-Moussu (Ver Seccio´n 2.3) que la foliacio´n ℱ푍 es equivalente mediante
el biholorﬁsmo 휉 en una vecindad de (0, 0) ∈ ℂ2 a la foliacio´n dada por el
campo lineal 푍1 = −12푧′ ∂∂푧′ + 12푤′ ∂∂푤′ .




(푤′ 푑푧′ + 푧′ 푑푤′) .
Observamos que 푓(푧′, 푤′) = 푧′ ⋅ 푤′ es una integral primera anal´ıtica de Ω1
(equivalentemente de 푍1) pues, Ω1 ∧ 푑푓 = 0.
86
Puesto que 푍1 admite una integral primera y 휉 es un biholomorﬁsmo que
conjuga ℱ푍1 con ℱ푍 se tiene que la funcio´n 퐹 = 푓 ∘ 휉 es una integral primera
para 푍.
퐹 (푧′, 푤′) = (푧′ + ⋅ ⋅ ⋅ )(푤′ + ⋅ ⋅ ⋅ ).
Dentro de las coordenadas (푧, 푤) ella se escribe
퐹 (푧, 푤) = 푧2 + 푤2 + ⋅ ⋅ ⋅
Al ser 퐹 una integral primera de Ω, se cumple que Ω ∧ 푑퐹 = 0. Asimismo,
퐹 : (ℂ2, 0) −→ ℂ deﬁnida en una vecindad de 0 ∈ ℂ2, se puede expresar
como:
퐹 (푧, 푤) = 푔(푧, 푤) + 푖ℎ(푧, 푤)
donde 푔, ℎ : (ℂ2, 0) −→ ℝ son funciones con valores en ℝ. La parte real de 퐹 ,
푅푒(퐹 ) = 푔(푧, 푤) = 푥2+ 푦2− 푥′2− 푦′2+ ⋅ ⋅ ⋅ , siendo 푧 = 푥+ 푖푥′ y 푤 = 푦+ 푖푦′.
Al restringuir 푔 a la vecindad 푉 de 0 ∈ ℝ2, tal que, 푉 ⊂ (ℂ2, 0) se tiene que,
푥′ = 푦′ = 0. Entonces,
푔∣푉 (푥, 푦) = 푥2 + 푦2 + ⋅ ⋅ ⋅









푞1푤푞2 ; asimismo, 푑퐹 = 푑푔 + 푖푑ℎ. Entonces,
Ω ∧ 푑퐹 = (퐴(푧, 푤)푑푧 +퐵(푧, 푤)푑푤) ∧ (푑푔 + 푖푑ℎ) = 0
= (퐴(푧, 푤)(푑푥+ 푖푑푥′) +퐵(푧, 푤)(푑푦 + 푖푑푦′)) ∧ (푑푔 + 푖푑ℎ) = 0
= ((퐴(푧, 푤)푑푥+퐵(푧, 푤)푑푦)+푖(퐴(푧, 푤)푑푥′+퐵(푧, 푤)푑푦′))∧(푑푔+푖푑ℎ) = 0
Luego,
(Ω ∧ 푑퐹 )∣푉 = ((퐴(푥, 푦)푑푥+퐵(푥, 푦)푑푦)) ∧ (푑푔 + 푖푑ℎ) = 0. (3.12)
Como podemos observar 퐴(푥, 푦)푑푥 + 퐵(푥, 푦)푑푦 = 휔, entonces se tiene de
(3.12) que
휔 ∧ 푑푔 = 0 푦 휔 ∧ 푑ℎ = 0.
Luego, 푔∣푉 : 푉 −→ ℝ es una integral primera para 휔. As´ı hemos probado la
existencia de una integral primera para 휔.
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CONCLUSIONES
Hemos conseguido en la demostracio´n del Teorema del Centro que in-
teractu´e la Dina´mica Compleja con otras a´reas de la Matema´tica como:
Geometr´ıa Diferencial, Topolog´ıa Algebraica y Dina´mica Real.
Siendo el Teorema del Centro un teorema de naturaleza real, para su




[1] Camacho, C.−Neto, L. Introduc¸a˜o a` Teor´ıa das Folheac¸o˜es, IMPA
CNPq,1977.
[2] Camacho, C.−Neto, L. Teor´ıa Geome´trica das Folheac¸o˜es, IMPA
CNPq,1979.
[3] Cerveau ,D.−Mattei. Formes Inte´grables Holomorphes Singulie`res, So-
cie`te` Mathe`matique de France, Aste´risque, vol 97, 1982.
[4] Gunning, R.−Rossi, H. Analytic Functions of Several Complex Vari-
ables, Prentice Hall, INC-1965.
[5] Hirsch,M.−Smale, S. Ecuaciones Diferenciales, Sistemas Dina´micos y
Algebra Lineal, Alianza Editora, S.A, 1983 .
[6] Hochstadt, H. Diﬀerential Equations - A Modern Approach., Holt,
Rinehart and Winston, INC-1964.
[7] J.−F. Mattei, R. Moussu. Holonomie et Inte´grales Premie`res, Ann.
Scien. E.N.S., tome 13, no4 (1980), p. 469-523.
[8] Lima, E. Curso de Ana´lise Volumen 2, IMPA CNPq, 1989.
[9] Lima, E. Algebra Lineal, Coleccio´n Textos del IMCA, 1998.
[10] Lima, E. Variedades Diferenciaveis, IMPA 1973.
[11] Moussu, R. Une de´monstration ge´ome´trique d’un the´ore´me de
Lyapunov-Poincare´, Aste´risque, 98-99, Par´ıs 1982.
[12] Neto, L.−Scardua, B. Folheac¸o˜es Alge´bricas Complexas, IMPA, 1997.
[13] Otto, P. Ecuaciones Diferenciales Ordinarias, Editorial Reverte´, S.A
1974.
89
[14] Perko, L. Diﬀerential Equations and Dynamical Systems., Editorial
Springer, 1991.
[15] Sad, P.−Camacho, C. Pontos Singulares de Equac¸o˜es Diferenciais
Anal´ıticas, 16o Coloquio Brasileiro de Matema´tica, IMPA, 1987.
[16] Sotomayor, J. Lic¸o˜es de equac¸o˜es diferenciais ordina´rias, IMPA CNPq,
1979.
90
