A new explicit fourth-order accurate staggered ÿnite-di erence time-domain (FDTD) scheme is proposed and applied to electromagnetic wave problems. It is fourth-order accurate in both space and time, conditionally stable, and highly e cient (with respect to Yee's scheme) and still retains much of the original simplicity of Yee's scheme. Both extension to perfectly matched layers and modiÿcation to deal with dielectric interfaces and perfectly conducting boundaries of the scheme have also been presented. Numerical examples are shown to illustrate the e ciency of the method.
Introduction
As the most standard algorithm, the Yee scheme, which is second-order accurate in both space and time, has been widely used in computational electromagnetics up to the present [16, 19] . Unfortunately, for electrically large domains and for late-time analysis, the Yee scheme begins to show its limitations. At large time, numerical dispersion generates errors on solutions which can no longer be considered as reasonable, and one is then naturally led to make use of higher-order schemes [8, 14, 13, 22] .
In 1989, Fang [8] proposed two higher-order accurate FD-TD schemes, one which is fourth-order accurate in space and second-order accurate in time ((2; 4)-scheme), and another which is fourth order accurate in both space and time ((4; 4)-scheme). The (4; 4)-scheme was developed by employing a fourth-order central di erence approximation in conjunction with the Yee grid and a modiÿed fourth-order leap-frog time integrator. Both schemes are proved to be more e cient than Yee's for a desired accuracy level [15] . In deriving the (4; 4)-scheme in [8] , a third-order correctional temporal derivative was introduced and then converted into third-order spatial derivatives through repeated application of Maxwell's equations. It should be pointed out that similar ideas have also been used to derive (4; 4)-schemes for acoustic waves (see [5] and references quoted there) and that in [3] the authors developed a fourth-order method around the MacCormack scheme which is a variant of the Lax-Wendro scheme and employs dimensional splitting for elastic wave propagation problems. The appearance of crossed derivatives is an obstacle of employing the e cient staggered grids especially for lossy media [21] so it is di cult to deal with perfectly matched layers for simulating unbounded domains. Also, the varying of permittivity or permeability in inhomogeneous domain will generate much di culties in calculating these derivatives. Moreover, higher-order spatial derivatives are unfavourable in treating the boundary and interface conditions. In order to overcome these problems, the (2; 4) scheme should be a reasonable choice if the time step is chosen to be much smaller, since in this case the temporal accuracy can be improved [17, 20] . However, the computational error accumulation would be somewhat problematic at very late times. It should be remarked that the fact that (2; 4) schemes for hyperbolic problems have to be operated at a small CFL if any beneÿt is to be drawn from their fourth-order accuracy in space is well-known since the mid-1970s (see the numerous publications of E. Turkel in the Journal of Computational Physics from that era).
On the other hand, the four-stage Runge-Kutta (RK) integrator was applied to deal with the temporal derivatives in [22] which, together with a compact central-di erence approximation with the Yee grid to the spatial derivatives in Maxwell's equations, leads to a fourth-order in both space and time FDTD scheme. This fourth-order scheme is conditionally stable and highly e cient compared with Fang's (see [22] ), but is still di cult to cope with the interface conditions since the compact operator is constructed globally through a tridiagonal matrix. A similar idea has also been used in [17] . It should be noted, however, that appropriate intermediate-stage boundary conditions are needed for high-order RK time integrators to maintain the order of accuracy (see, e.g. [12] and the references quoted there).
In this paper, we use a new approach to deal with the correctional third-order temporal derivative used by Fang [8] in order to derive a fourth-order di erence approximation to the temporal derivative appeared in Maxwell's equations. The idea is that, instead of converting the third-order temporal derivative into third-order spatial derivatives through repeated application of Maxwell's equations as in [8] , we only make use of Maxwell's equations once to transfer ÿrst-order temporal derivative into ÿrst-order spatial derivatives and apply second-order backward di erence approximation to the remaining second-order temporal derivative (see Section 2). This, combined with a fourth-order di erence approximation to the spatial derivatives, leads to a fourth-order in both space and time FD-TD scheme. The advantage of this new approach is that: (1) the computational e ciency is dramatically improved (with respect to the Yee scheme), (2) the numerical algorithm retains much of the original simplicity of the Yee scheme, and (3) it is very easily implemented and modiÿed to cope with material discontinuities, perfect conductors and re ectionless absorbing layers. The main disadvantage is that the scheme requires additional memory with respect to the Yee scheme. Fortunately, this can be o seted by using coarser grids in the computational domain.
Formulation
Considering in this paper the transverse electric (TE) polarization case inside a computational domain, the model equations are
where t is the time step size and u n denotes the value of u at t = n t. Using Eq. (2.3) it follows that
Thus a fourth-order discrete formula of Eq. (2.3) can be obtained as follows:
where x and y denote the fourth-order di erence operators of the ÿrst-order spatial derivatives along x and y directions, respectively, deÿned as follows:
x (u i; j ) = 
where M and˜ M have the similar expressions as E and˜ E with and the subscript E being replaced with and M , respectively. Apply the four-point second-order backward di erence approximation:
and the four-point third-order backward di erence approximation:
to the second-and ÿrst-order temporal derivatives, respectively, which appear in (2.8), (2.10) and (2.11). A simple explicit fourth-order in both space and time leap-frog FDTD scheme can thus be developed for Eqs. (2.1) -(2.3). This scheme needs the history values of the ÿeld unknowns at four time levels. Compared with the Yee scheme the fourth-order scheme requires additional computational memory but does not increase the workload sharply. Besides, the computational memory required by the fourth-order scheme is similar to the classical fourth-order Runge-Kutta (RK) scheme. Note that low-storage fourth-order RK schemes may require more operations per time step, thus compromising the scheme's e ciency. Further, Section 3.2 shows that both the fourth-order and the RK schemes have similar numerical behavior. From Section 3.2 it is found that the amplitude error for the RK scheme is smaller than that for the explicit fourth-order scheme. However, the amplitude errors for both schemes are much smaller than their respective phase errors and have little e ect on the solution compared with the phase errors, and the phase error for the RK scheme is only slightly smaller than that for the fourth-order scheme. Furthermore, compared with the fourth-order RK scheme our explicit fourth-order scheme requires fewer operations per time step and also avoids the di culty of imposing appropriate intermediate-stage boundary conditions, which are required by the RK scheme to maintain the order of accuracy (see, e.g. [12] and the references quoted there).
For our explicit fourth-order scheme we need di erence formulas for the initial three time steps (i.e. n = 1; 2; 3) due to the lack of history values of the ÿeld unknowns. In this paper, we shall use the (2; 4) scheme for n = 1; 2; 3.
Stability, dispersion and dissipation

Stability
We ÿrst study the stability of our fourth-order scheme for the case of one-dimensional wave propagation through an inÿnite homogeneous lossless computational domain. Assume that the ÿeld components E z and H x are present and that the direction of propagation is in y. Under such assumptions, Eqs.
2)
The fourth-order scheme for (3.1) -(3.2) is
where y is the di erence operator deÿned by (2.7). Now let
where the complex-valued vector X =(H; E) T is the eigenvector of the di erence system (3.3) -(3.4), is the complex time eigenvalue we wish to ÿnd and whose magnitude will determine the stability and dissipation properties of the di erence scheme, and k is the real wavenumber of the arbitrary harmonic wave component whose stability and decay is determined by | |. Substituting them into the di erence scheme (3.3) -(3.4) and eliminating E and H together with a direct calculation lead to the characteristic polynomial equation for :
where P = sin(k y=2) and Q = (6 + sin 2 (k y=2))=3 with the Courant (or CFL) number = c t= y and c =( ) −1=2 . The solutions of (3.5) give as a function of the medium parameters, the timestep, and the quantity k y(=2 =N with N being the number of points per wavelength).
The polynomial equation (3.5) has at least one real solution, and all the real solutions lie on the negative real axis. Let = re iÂ with r = | | be a complex solution of (3.5) .
where
. Since the left-hand side of (3.6) is real, then
A straightforward calculation shows that
In view of the fact that sin(Â=2) = 0 and cos(Â=2) = 0, it follows from (3.7) that either f(r) = 0 or g(r) = 0. It is easy to verify that both functions f(r) and g(r) are strictly increasing for r ¿ 1 so that for r ¿ 1, f(r) ¿ f(1) ¿ 36 and g(r) ¿ g(1) = 64ÿ 3 ¿ 0. Thus we have r ¡ 1, that is, | | ¡ 1. This means that all the complex solutions of (3.5) have a modulus less than 1.
Now let = −r with r ¿ 0 be a real solution of (3.5). Then (PQ) 2 = 576r 5 (r + 1) 2 (26r 3 + 5r 2 + 4r + 1) 2 := h(r):
. The function h(r) is strictly increasing for r ¿ 1 so, if r ¿ 1 then ¿ 3 h(1)=7 = 4=7. Thus r 6 1 or | | 6 1 for arbitrary y as long as 6 4=7. Hence the fourth-order di erence scheme (3.3) -(3.4) is stable as long as = c t= y 6 4=7 ≈ 0:57.
The above analysis can be easily extended to the two-dimensional case discussed in Section 2. Assume that M = E = 0 and and are constant, that is, the isotropic medium is lossless and
where (m; j) are the discrete spatial indices and k x = k cos and k y = k sin with k the wavenumber magnitude and the angle of propagation with respect to the grid x-axis. Substituting them into the di erence scheme (2.8) -(2.11) and eliminating H 1 , H 2 and E lead to the algebraic polynomial equation for :
where P x = x sin(k x x=2), x = c t= x and Q x = (6 + sin 2 (k x x=2))=3, and P y , y and Q y are deÿned similarly with x replaced by y. By exactly the same argument as applied to (3.5) it is seen that max| | 6 1 as long as This stability condition is stricter than that of Yee's scheme and Fang's fourth-order accurate in space and time scheme [16, 8, 15] :
This is because we have only applied Maxwell's equations once to convert the ÿrst-order temporal derivatives in the correctional third-order temporal derivatives into ÿrst-order spatial derivatives (see Section 2) . If the second-order or the third-order temporal derivatives are converted into spatial derivatives through repeated application of Maxwell's equations, we can derive a fourth-order accurate in space and time scheme with a much better stability condition than (3.9). This, however, would introduce crossed derivatives and derivatives of the material parameters into the equations which causes di culty in dealing with material discontinuities and boundary conditions and in employing the e cient staggered grids. Note that a direct second-order di erence approximation to the correctional third-order temporal derivatives will lead to a unconditionally unstable fourth-order accurate in space and time scheme.
Dispersion and dissipation
The solution of the characteristic polynomial equation (3.5) in the 1D case or (3.8) in the 2D case determines the dispersion and dissipation properties of the fourth-order scheme; | | determines the amplitude (or dissipative) error, while arctan(J =R ) determines the phase (or dispersive) error, where J and R are the imaginary and real parts of . Fig. 1 shows the modulus of the seven roots of the polynomial equation (3.5) (or the ampliÿcation factors) for the (4; 4) (or fourth-order) scheme as a function of spatial resolution k y at a Courant number of 0.4, where the solid and dashed lines represent the physical and computational modes, respectively, and the dotted line represents the non-propagating computational mode corresponding to a real root. Here the physical mode is deÿned as one corresponding to the principal root of the characteristic polynomial equation (3.5) that is an approximation to exp(i! t) = exp(ick t). The others are the parasite modes associated with the numerical scheme.
The normalized local amplitude and phase errors are determined from the principal root , as follows:
(3.10)
where = arctan(J =R ). Fig. 2 plots the normalized local amplitude (or dissipative) errors for the (4; 4)-scheme and the RK scheme as a function of spatial resolution k y at a Courant number of 0.4, where the RK scheme employs the classical fourth-order four-stage Runge-Kutta time integrator in conjunction with the ÿve-point fourth-order central di erence approximations (2.6) and (2.7) to the ÿrst-order spatial derivatives (see, e.g. [22] ); note that the Yee and the (2; 4) schemes are dissipationless. From Fig. 2 , it is seen that the amplitude error for the RK scheme is better than that for the (4; 4) scheme. For example, when the wave is sampled at eight points per wavelength the amplitude errors for the RK and the (4; 4) schemes are −0:00065% and −0:00384%, respectively. However, the amplitude errors for both schemes are much smaller than their respective phase errors, , the (2; 4) scheme exhibits zero dispersion along the coordinate axes (due to cancellation between the spatial and time discretization errors) and maximum dispersion along the coordinate diagonals when the wave is sampled at 5 points per wavelength, while both the RK and (4; 4) schemes exhibit maximum dispersion along the coordinate axes and minimum dispersion along the coordinate diagonals in this case. However, when the wave is sampled at 10 points per wavelength, the maximum and minimum dispersion are close to each other for the (2; 4) scheme, which are almost two times bigger than the maximum dispersion for the RK and (4; 4) schemes (see Fig. 6 ).
Interface and boundary conditions
We shall illustrate the treatment of interface and boundary conditions by considering in detail the three most important types for numerical simulations of Maxwell's equations in CEM: the dielectric interface, the perfect conductor and a re ectionless absorbing layer meant to simulate radiation that leaves the computational domain. 
Dielectric interface and perfect conductor
In [11] the immersed interface method was developed to establish special di erence formulas near or at the interface between di erent wave speeds for the acoustic wave equation that incorporate the jump conditions and give pointwise second-order accuracy. We extend this idea here along with one-sided di erence approximations to develop special third-order accurate di erence formulas at the dielectric interface for Maxwell's equations. Other higher-order treatment of interface conditions for Maxwell's equations can be found in [20] with one-sided di erence and one-sided extrapolation approximations and [6, 7] using block pseudospectral methods with ÿctitious points or characteristic coupling techniques.
We assume that the magnetic permeability is a constant in the whole domain and that there is no electric or magnetic loss. Without loss of generality we consider the case of a horizontal plane interface at y = 0 where the electric permittivity is discontinuous. It is well known that across the interface, the tangential ÿelds E z and H x are continuous in the case of TE polarization. Because an interface point has a unique values for these ÿelds for all time, we can also conclude the continuity of their time derivatives and their tangential derivatives (i.e. @E z =@x, @H x =@x). Using (2.2) with M = 0 we conclude the continuity of H y and @H y =@x so it follows from (2.3) with E =0 that
at the interface, where u + means the limiting value of u(t; x; y) as y → 0 from the top, and u − is the limiting value of u(t; x; y) as y → 0 from the bottom, and similarly for derivatives.
Assume that the electric grid points with j = 0 are located at the interface. Since @H x =@y is discontinuous across the interface, then we need to modify its high-order di erence approximation at the grids with j = 0. From (4.1) it follows that for 0 ¡ ¡ 1,
At the grid points (i; 0) we use the one-sided third-order di erence approximations:
Substituting these one-sided approximations into (4.2) and eliminating H x | i; 0 we obtain that = − =( − + + ) and
At the grid points close to the interface we use four-point third-order one-sided approximations:
We can use the same technique as in Section 2 to discretize @E z =@t, @H y =@x and @E z =@x.
Similarly, at the grid points on and close to a perfectly conducting plane boundary we also use four-points third-order one-sided spatial di erence approximations in the direction perpendicular to the boundary, and the same technique as in Section 2 to discretize the temporal and other spatial derivatives.
Numerical experiments in Section 5 showed no instabilities of the fourth-order scheme with the above treatment of interface and boundary conditions. Furthermore, the overall fourth-order convergence rate of the fourth-order scheme is not a ected by the above third-order di erence schemes at and near the boundaries and interfaces, as conÿrmed in some simple numerical experiments in Section 5, which is consistent with the theoretical results of Gustafsson [9, 10] .
Re ectionless absorbing layers
There is great interest in absorbing perfectly matched layers (PML) for simulation of radiation out of a domain [1, 14, 23] . The most widely known PML, due to Berenger [4] , requires a nonphysical splitting of the electric ÿeld that enlarges the system from three to four partial di erential equations. It has been shown [1] that the Berenger PML is only weakly well-posed and may in fact be prone to instability in practice.
An alternative model, introduced in [14, 23, 24] and based on the Lorentz-material model, is strongly well-posed [2] and can be written as follows (see [14] ):
The explicit fourth-order staggered ÿnite di erence scheme for the above equations in the absorbing layer can be derived similarly as in the last section:
where M ,˜ M , E and˜ E and the di erence operators x and y are deÿned as in the last section, and the ÿrst-and second-order temporal derivatives will be discretized using the four-point three-order and four-point second-order backward di erence approximations, respectively, as in Section 2.
Numerical results
In this section we present some numerical results to illustrate the e ciency of the method and verify fourth-order accuracy in some simple cases. All examples are coded in MATLAB.
Example 1: As the ÿrst example, we consider the problem of a pulse propagating in a 1D grid with periodic boundary conditions. The pulse is mathematically given by
where the pulse width parameter w is set to 1.035 so that the pulse will contain su cient spectral information to a frequency of rad (see [22] ). In this example we consider the case when the angular frequency ! = 2 rad. The wave is sampled at 10 points= and the Courant number was chosen as CFL = 0:5.
The problem was solved using both the (2; 4)-and (4; 4)-schemes, and the time-domain errors (i.e. the di erence between the exact and computed solutions) are displayed in Fig. 7 after the pulse has traveled 10 000 cells or a length of 1000 at the 2 rad spectral component. From the time-domain data, we observe that the maximum errors for the (4; 4)-and (2; 4)-schemes are about 2.75% and 33.6%, respectively.
To evaluate the e ects of perfect conductors on the schemes' performance, we next study the 1D cavity problem where, instead of incorporating periodic conditions at the boundary of the domain, the domain is truncated with perfect electric conductors; all other features of the previous problem are remained. In this case, there is no evidence of any instabilities for the (2; 4)-and (4; 4)-schemes after 80 000 time steps, as shown in Fig. 8 which plots the pulse after it has traveled 40 000 cells or a length of 4000 at the 2 rad spectral component. However, the numerical dispersion of the (2; 4)-scheme has completely destroyed the pulse's wave shape after traveling a long distance.
Example 2: In this example we consider a 2D problem in the domain = {(x; y) | |x | 6 1; 0 6 y 6 1} containing air and a lossless dielectric material with a relative permittivity of 2 . Precisely, we assume that the permeability ≡ 1 and the permittivity (x; y) is deÿned by ; 0 6 y 6 1: An exact solution for time-varying electromagnetic ÿelds is [20] : . The accuracy of Yee's and the fourth-order ((4; 4)) schemes will barely change with time step if the stability condition is satisÿed, while that of the (2; 4)-scheme depends on the time step distinctly. In general, the time staggered leap-frog (2; 4)-scheme produces a leading phase error which can o set the phase lag usually produced by centered spatial di erences. This cancellation brings in unexpected higher accuracy when the ratio t= x of the time step to the grid size is close to a special value, as shown in Fig. 9 . This special value of t= x will depend on the problem and, in this example, is equal to about 4 x.
To verify the convergence rate of the fourth-order scheme Tables 1 and 2 are provided, which present comparison of the maximal errors in L 2 norm and the convergent rate for di erent schemes in two cases when t= x = 0:4 and 0.025, respectively. As indicated in Tables 1 and 2 , the Yee and the fourth-order schemes are indeed of second-and fourth-order rate of accuracy, respectively, independent of the ratio t= x of the time step to the grid size if the stability condition is satisÿed, whilst the (2; 4)-scheme achieves the fourth-order convergent rate only when the ratio t= x is small enough.
Example 3: In the ÿnal example we consider the problem of scattering of a point source in the case with two dielectric materials in the strip S = {−1 6 x 6 1; −0:2 6 y 6 2:2}, where periodic boundary conditions are assumed at the sides x = ±2 and re ectionless sponge layers [14, 23, 24] are placed in the upper (2 6 y ¡ 2:2) and lower (−0:2 6 y ¡ 0) parts of the domain with 1.9940 Table 2 The maximal error in L2 norm when t= x = 0:025 With r as the distance from a point to (0; 0:5), the initial ÿelds are given by This arrangement creates a radially symmetric pulse. This problem was solved using three methods: the (2; 4)-and (4; 4)-schemes and Yee's scheme with the average permittivity˜ = (1 + 4)=2 = 2:5 at the interface. The (2; 4) scheme was used for the initial three time steps in the (4; 4) scheme. Since the exact solution for this problem is unknown, the solid line representing the numerical solution obtained using Yee's scheme on a ÿne uniform grid with the grid size x = y = 0:005 (400 grid points in both directions) is assumed Fig. 11 . Scattering of a point source in two-dielectric media with PML at the top and bottom and periodic conditions at both sides. Snapshots and slices of the electric ÿeld at t = 5 as computed by: (a) (4; 4)-scheme (100 × 100 grids), (b) (2; 4)-scheme (100 × 100 grids), (c) Yee's scheme on a ÿne grid (400 × 400 grids). Bottom: slices along x = 0 (left) and y = 0:5 (right).
to be the exact solution. This solution is compared with the numerical solution computed using the (2; 4)-scheme (the dotted line) and the (4; 4)-scheme (the dashed line) on a coarse uniform grid with the grid size x = y = 0:02 (100 grid points along both directions). The time step is taken as t = x=1:5 ≈ 0:0033 (corresponding to the Courant number CFL = 2 3 ) for the Yee scheme and Fig. 12 . Scattering of a point source in two-dielectric media with PML at the top and bottom and periodic conditions at both sides. Snapshots and slices of the electric ÿeld at t = 10 as computed by: (a) (4; 4)-scheme (100 × 100 grids), (b) (2; 4)-scheme (100 × 100 grids), (c) Yee's scheme on a ÿne grid (400 × 400 grids). Bottom: slices along x = 0 (left) and y = 0:5 (right).
as t = x=3 = 1=150 ≈ 0:0067 (corresponding to the Courant number CFL = 1 3 ) for the (2; 4)-and (4; 4)-schemes.
In Figs. 10 -13 we show snapshots and slices of the time history of the electric ÿeld E z up to t = 20 for the three methods. The re ected and transmitted wavefronts at the dielectric interface are clearly seen in three methods and so is the absorption in the re ectionless absorbing layer. There are Fig. 13 . Scattering of a point source in two-dielectric media with PML at the top and bottom and periodic conditions at both sides. Snapshots and slices of the electric ÿeld at t = 20 as computed by: (a) (4; 4)-scheme (100 × 100 grids), (b) (2; 4)-scheme (100 × 100 grids), (c) Yee's scheme on a ÿne grid (400 × 400 grids). Bottom: slices along x = 0 (left) and y = 0:5 (right).
transmitted waves entering the region from both sides of the computational domain due to the use of periodic boundary conditions on the left and right boundaries. The numerical results computed with the (4; 4)-scheme are found to be in good agreement with the 'exact' solutions obtained using Yee's scheme on the ÿne grid even for very large time. However, those computed using the (2; 4)-scheme are in good agreement with the 'exact' solutions by Yee's scheme with the ÿne grid only for small time (e.g. upto t = 5). No instability was observed in the numerical computations.
Concluding remarks
We have developed a new explicit fourth-order accurate in both space and time, staggered, FD-TD scheme, which is conditionally stable and highly e cient (with respect to Yee's scheme) and still retains much of the original simplicity of Yee's scheme. The scheme has also been extended to re ectionless absorbing layers for simulation of radiation out of a domain and modiÿed to cope with material discontinuities and perfect conductors so the method should be applicable to practical problems. The method was applied to electromagnetic wave problems. Numerical experiments indicate that the nonphysical oscillations in the solution due to the dispersive error can be e ectively reduced and that the re ection at the perfectly conducting boundary, the re ection and transmission at the interface and the absorption in the absorbing layer of waves are all very well modeled.
The main disadvantage is that the scheme requires additional memory with respect to the Yee scheme. Fortunately, this can be o seted by using coarser grids in the computational domain.
The method has been extended in [18] to the case of general orthogonal curvilinear grids which conform to curved material boundaries and interfaces.
