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Abstract
Standard convolutional neural networks(CNNs) require
consistent image resolutions in both training and testing
phase. However, in practice, testing with smaller image
sizes is necessary for fast inference. We show that triv-
ially evaluating low-resolution images on networks trained
with high-resolution images results in a catastrophic ac-
curacy drop in standard CNN architectures. We pro-
pose a novel training regime called Scale calibrated Train-
ing(SCT) which allows networks to learn from various
scales of input simultaneously. By taking advantages of
SCT, single network can provide decent accuracy at test
time in response to multiple test scales. In our analysis,
we surprisingly find that vanilla batch normalization can
lead to sub-optimal performance in SCT. Therefore, a novel
normalization scheme called Scale-Specific Batch Normal-
ization is equipped to SCT in replacement of batch normal-
ization. Experiment results show that SCT improves accu-
racy of single Resnet-50 on ImageNet by 1.7% and 11.5%
accuracy when testing on image sizes of 224 and 128 re-
spectively.
1. Introduction
Image classification, one of the most important fun-
damental task in computer vision, has gained a remark-
able success with the development of convolutional neural
networks(CNNs)[12, 15, 17, 5, 8, 18]. The advent of Batch
Normalization(BN)[9] also serves as an effective compo-
nent of deep convolutional neural networks not only im-
proving network accuracy but also allowing faster conver-
gence of the training process.
∗Preprint
†Work done during internship at SenseTime
The standard regime of using CNN for classification in-
volves network training and inference. Typically, images
used in these two phases are in the same sizes. However, in
practice, sizes of testing images may vary when the tradeoff
of ”accuracy vs speed”[18] is exploited. Specifically, one
may want to use smaller images in testing for faster infer-
ence time; on the other hand, when longer inference time is
acceptable, large images are preferred for accuracy ensur-
ing.
However, scale invariance is not perfectly guaranteed by
standard CNNs due to non-linear downsampling and acti-
vations. Discrepancies between sizes of training and testing
images naturally lead to accuracy decline[19]. The fact is
illustrated in Figure 1, where regular Resnets[5] are trained
on ImageNet[3] with input size of 224×224 and tested with
various sizes from 320×320 to 128×128. It can be inferred
from the figure that resolution inconsistency between train-
ing and testing causes catastrophic accuracy drop.
Training with test resolution does not completely solve
the problem. Low resolution images contain less seman-
tic information which consequently lowers the upper bound
of accuracy that networks can achieve. Moreover, it also
introduces extra storage and management cost to maintain
different models trained with different image sizes. If there
is a demand of evaluating images with K different sizes, this
trivial solution would factor the storage cost by a factor of K
and introduce additional effort to manage all these models.
In this paper, we describe a novel training regime called
Scale Calibrated Training(SCT) which improves perfor-
mance of convolutional neural networks no matter what
sizes of testing images are given. In general, SCT is com-
posed by three phases: sampling phase, forwarding phase,
and calibrating phase. During the sampling phase, a batch
of images is sampled with several distinct spatial sizes and
these samples are fed into convolutional layers which is
known as the forward phase. Finally, in the calibrating
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phase, features extracted from samples at different resolu-
tion are passed to an calibrating layer where features are
spatially calibrated to create fix-sized feature vectors for
classification.
We further identify the fact that vanilla batch normal-
ization in response to various spatial sizes may lead to
sub-optimal performance of deep convolutional neural net-
works. As we show in this paper, distribution discrepancy
between different scales is exacerbated as the network goes
deeper, which violates the assumption of batch normaliza-
tion. To tackle this drawback of batch normalization,we
propose an effective normalization process in SCT called
Scale-Specific Normalization which is particularly useful in
the scenario that sizes of input image can vary.
Figure 1: The above figure presents validation results of
ResNet-18 and ResNet-50 trained on image sizes 224×224
and tested on various sizes.
We summarize the contribution of this paper as follows:
1. We illustrate the accuracy decline when testing with
different image resolutions other than tge training reso-
lution and propose Scale Calibrated Training to tackle
this problem. SCT steadily improves accuracy of a sin-
gle network with various test resolution, especially for
those are lower than the training resolution.
2. We identify the discrepancy between distribution of in-
ternal activation of networks with different input scales
and demonstrate it deleterious effect on the perfor-
mance of batch normalization.
3. We propose a novel normalization module called
Scale-Specific Normalization which is particularly
beneficial when inputs of batch normalization have
scale variance.
2. Related Work
Training Regime. Many classic convolutional neural
network models have much redundancy of channels and
many changes in training regime have been proposed to bet-
ter utilize network parameters and improve generalizations.
Dropout[16] is another approach that helps regularization
by deactivating neurons of networks with some probabil-
ity. Following research work in dropping layers during
training[21, 22], RePr[13] temporarily drops channels from
networks and restore them with new initialization. All these
work involve direct manipulation to networks during train-
ing. On the other hand, Mixup[25] is a data-driven approach
that trains networks on convex combination of training sam-
ples. Some other simple yet efficient approaches in convo-
lutional neural network training is described in [6]. We shall
see in section 3 that our approach works in a similar fashion
to Mixup without directly manipulating network layers.
Size Discrepancy between Training and Testing. Pre-
vious work have discovered that the size discrepancy be-
tween training and testing decreases accuracy in testing.
Few attempts tried to tackle this problem. Progressive
resizing[10] proposed to progressively increase sizes of im-
ages presented to generator and discriminator in GANs[4].
FixRes[19] identifies the limitation of current data augmen-
tation strategies that implicitly causes discrepancy between
the actual sizes of objects in train and test phases. Their
approach worked on a joint optimization approach and
achieved accuracy advancement when training with iden-
tical and smaller image sizes. We shall see in experiment
section that FixRes does a good job on classifying high so-
lution images but benefits of inferecing with low resolution
images are not fully exploited.
Normalization. Normalization methods stablizes the in-
ternal activations of networks. Batch normalization (BN)[9]
is a widely used ingredient that normalize internal acti-
vations with statistics of training batches. Several vari-
ants of BN are proposed. Layer normalization [1] nor-
malizes activations using channel-wise statistics. Instance
Normalization[20], on the other hand, normalizes each sam-
ple independently. Group normalization [23], which divides
channels into several groups and normalizes each group in-
dependently, stabilizes training procedure for tasks where
small batches are incorporated. Our analysis in the exper-
iment section identifies the fact that these normalization
schemes do not necessarily improve performance of net-
works trained with SCT. Further, we propose our novel nor-
malization method in response to the problem.
3. Method
In this section, we clarify the insight of our SST, describe
its key components, and detail its implementation.
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Figure 2: The overall pipeline of training networks for classification problems: the figure above shows the training step.
During the sampling phase, fix-sized input images are transformed to samples with different spatial sizes. Samples are
forwarded through a convolutional neural network and spatially calibrated before presented to the final linear classifier.
3.1. Motivation
There is no general agreement on what sizes of images
should be chosen for training and testing. High resolution
images expose more semantic information whereas low res-
olution images allow faster training and inference. In prac-
tice, the tradeoff of ”accuracy vs speed”[18] is ubiquitous.
Simply feeding low resolution images to networks trained
with high resolution images results in a catastrophic accu-
racy drop as shown in Figure 1. One trivial solution is to
store networks trained on various sizes of images and select
a proper one for actual demand. However, this solution has
two main drawbacks: it introduces additional maintenance
cost to store separate models and training with low resolu-
tion image usually leads to low accuracy as shown in Table
1.
Then, a natural and greedy question to ask is: is it pos-
sible to get a single network that provides decent accuracy
no matter what sizes of images are used for testing?
Train & Test Size 64 128 224 384
Accuracy(%) 63.4 73.1 77.1 78.3
Table 1: Results of ResNet-50 with different sizes of images
on ImageNet.
In this paper, we present Scale Calibrated Training(SCT)
to give a positive answer to the aforementioned question.
SCT as a training regime can be applied to any CNN models
and make networks more robust in response to variance in
spatial size inputs.
3.2. Scale Calibrated Training
We demonstrate the process of Scale Calibrated Train-
ing(SCT). The pipeline of our method is presented in Figure
2 and the core components are as follows.
Scale Sampling Phase. In this phase, a batch of raw
images is first passed through standard augmentation pro-
cedure, which is usually composed of operations such as
ResizedCrop and RandomHorizontalFlip followed by a nor-
malization operation. Then, the transformed batch data, de-
noted by X, of dimension B ×C ×H ×W is passed to the
scale sampling layer. X is then transformed to M batches
through bi-linear interpolation with several pre-defined and
well-spaced scales∗ {s1, s2, ..., sM}. To this end, the out-
put of the sampling layer is of dimension {B × C ×Hi ×
W i}Mi=1, where M is the number of different scales in-
cluded in the run of SCT. In other words, the sampling layer
generates M batches of data each of a distinct scale and we
call it the scale collection of mini-batch X.
Forwarding and Calibrating Phase. Components of
the scale collection of mini-batch X are then forwarded to
the deep neural networks simultaneously. There is no re-
quirement on DNN models and any types of models can be
used in this phase. Finally, since spatial sizes are differ-
ent cross scales, each with dimension {B ×Cout ×Hiout ×
W iout}Mi=1, the final features are generated through adaptive
average pooling so that features from different scales can
be calibrated to the same dimension, which makes it plau-
sible to use linear classifiers with shared weights to classify
images.
∗Generally, it is a good practice to make the interval between scales
as the downsample factor from the input of output in most networks. We
follow this design in all of our experiments.
Loss and Backwards. With standard stochastic gradi-
ent descent, in each iteration, the loss is calculated over a
mini-batch of data and then propagated backward to update
model parameters. In SCT, the loss is calculated over the
scale collection of a mini-batch generated by the scale sam-
pling layer. We further assign tunable weights to each scale,
the denoted as αi, which refers to weights of i-th scale in
loss computation. The general formula of loss calculation
with mini-batch X is described as follows:
L =
M∑
i=1
αi
1
B
B∑
j=1
Lcls(f(x
i
j), y
i
j) (1)
where f(·) denotes the sequential execution of deep neural
networks and xij , y
i
j denotes sample image j at i-th scale and
its corresponding label respectively, B denotes batch size
and M denotes the total number of scales included in SCT.
Gradients can be computed with the loss as normal with
back propagation and weights are updated correspondingly.
Testing Phase. Testing a model trained by SCT does
not introduce any extra cost. Testing images with different
scales can be directly forwarded by skipping the scale sam-
pling phase. The forwarding phase in testing works exactly
the same as that in training.
3.3. Refined Design of Batch Normalization
In general, vanilla batch normalization normalizes en-
tries in feature maps of batch X as follows:
xˆ = γ
x− E[X]√
V ar[X] + 
+ β (2)
where γ and β are scaling and shifting factors and  is the
smoothing constant. In training phase, µ and σ are calculate
over mini-batch B and in testing phase, those values are
directly extracted from running statistics.
We describe Scale-Specific Batch Normalization(S-BN)
in replacement of vanilla batch normalization layer in SCT.
Scale-Specific Batch Normalization(S-BN). Batches in
the same scale collection are passed through regular convo-
lution layers and batches at each scale are normalized by a
specific BN layer. In other words, S-BN makes parameters
of batch normalization layers non-shareable between dif-
ferent spatial scales of inputs. Meanwhile, S-BN computes
batch statistics at each specific scale and uses scale-specific
scaling and shifting parameters(γ and β in BN). The feature
map of an image sample x at scale i is normalized by:
xˆi = γi
xi − E[Xi]√
V ar[Xi] + 
+ βi (3)
where Xi is the batch of samples at scale i to which xi be-
longs. The running mean and variance are updated by batch
statistics at scale i correspondingly. Therefore, we have M
disjoint set of parameters {γi, βi, µi, σi}Mi=1 for each S-BN
layer where M is total number of scales.
Inference with S-BN does not introduce additional costs:
parameters of BN layers are switched corresponding to the
input scale on-the-fly in the forward pass of inference. In
experiment section, We show that S-BN significantly im-
proves test accuracy with all training scales over the vanilla
batch normalization and we investigate the reasons behind
the performance in the experiment section as well.
4. Experiments
We evaluate the performance of our method SCT with
Scale-Specific Batch Normalization(S-BN) on image clas-
sification benchmarks. To better illustrate the effectiveness
of our method, we simply set uniform weights of 1M where
M is the total number of scales to each scale in the calcula-
tion of loss.
4.1. ImageNet Image Classification
We conduct exhaustive experiments on ImageNet image
classification task to evaluate the effectiveness of SCT. We
demonstrate the improvement of SCT when testing images
are in the same size as training images and when testing im-
ages are in low resolution. We use standard ResNet-18 and
ResNet-50 with batch norm trained on images of 224× 224
as baselines. All models are trained with batch size of 256
on 8 Nvidia Titan XP GPUs over 120 epochs and learning
rates are annealed from 0.1 to 0 with a cosine scheduler[24].
For SCT, we use three different schemes: the standard set-
ting with only scale of 224, SCT-A including scales of 320,
224, 192, and SCT-B including scales of 320, 224, 192,
128, 64.
4.1.1 Testing with Standard Training Resolution
Table 2 illustrates the validation accuracy on ImageNet
evaluated at the standard training scale 224 × 224. Obvi-
ously, all models trained with SCT have acquired perfor-
mance gain to some extent. No matter what normalization
schemes used, training using SCT provides a better accu-
racy over the baseline model while networks equipped with
GN can outperform models with BN. It is also remarkable
that using Scale-Specific BN with SCT can further improve
accuracy of networks where ResNet-18 and ResNet-50 have
gained 2.1% and 1.7% accuracy bonus respectively.
4.1.2 Testing with Low Resolution Images
One of the key motivation of this work is to improve test
accuracy of low resolution images because doing so can re-
duce inference time without modifying network structures.
We showcase our experiment results of ResNet trained by
Model - Scheme Top-1(%) Top-5(%)
ResNet-18
BN
Standard 71.1 90.0
SCT-A 71.9 90.5
SCT-B 71.3 90.2
GN
Standard 69.9 89.3
SCT-A 71.8 90.4
SCT-B 72.0 90.5
S-BN SCT-A 72.8 (+1.7) 91.0SCT-B 73.2 (+2.1) 91.2(+1.2)
ResNet-50
BN
Standard 77.1 93.5
SCT-A 77.3 93.3
GN
Standard 76.9 93.3
SCT-A 77.9 93.9
S-BN SCT-A 78.3 (+1.4) 94.1SCT-B 78.8 (+1.7) 94.5(+1.0)
Table 2: Validation accuracy for ImageNet
Model Method Scheme Top-1(%)@192 Top-1(%)@128
ResNet-18
BN Standard 67.6 55.3SCT-A 71.1 65.0
GN SCT-A 70.1 64.1SCT-B 70.6 65.3
S-BN SCT-A 71.4 65.8SCT-B 71.9 (+4.3) 66.8 (+11.5)
Table 3: Low resolution validation accuracy for ImageNet
SCT with S-BN when testing with low resolution images in
this section.
Table 3 shows test results of SCT training in response to
low resolution images. The salient fact is that the baseline
model(standard ResNet-18 trained without SCT) does un-
surprisingly poorly on low resolution images. When SCT is
invoked, the accuracy of testing with size of 192× 192 and
size of 128 × 128 have improved 4.3% and 11.5% respec-
tively.
This section of experiments demonstrates that single net-
work trained with SCT can perform reasonably well with
various testing sizes, which saves extra cost on storing mul-
tiple models for different resolutions.
4.1.3 SCT with Limited Capacity Models
Unlike over-parameterized convolutional neural net-
works, which often have much redundancy, efficient deep
learning models[18, 14] have limited capacity, which makes
the accuracy improvement more challenging. Low-bit
quantization is widely used in practice, which also lowers
the model compacity.
In this section, we present the efficiency of SCT in
lightweight network MobileNetV2[14] and ResNet-18 with
low-bit quantization. Specifically, the quantization training
follows PACT[2] which finetunes the float-point pretrained
model 20 epochs.
Detailed results are shown in Table 4, where the SCT
with S-BN provides steady accuracy increase for both
MobileNet-V2 and 8-bit ResNet-18. The result in this sec-
tion shows that our method can also work with networks
with limited capacity.
Model Method Scheme Top-1(%) Top-5(%)
MobileNetV2 BN
Standard 72.1 90.5
SCT-B 72.3 90.6
S-BN SCT-B 73.3 (+1.2) 91.1 (+0.8)
ResNet-18(8 bit)
BN Standard 71.3 90.1
S-BN SCT-B 73.1 (+1.8) 91.1 (+1.0)
Table 4: Validation accuracy for efficient deep model
Our results in Section 4.1 demonstrates the universal ef-
fectiveness of our method. In summary, our method is com-
patible with different types of deep neural networks and im-
proves the accuracy of a single model when evaluated with
different resolutions.
4.2. Ablation Study
We present our ablation study on different normaliza-
tion approaches in SCT with deeper analysis. Besides
vanilla batch normalization[9] and our refined designs of
BN, we further include group normalization[23], fix-up
initialization[26].
Why Vanilla BN Fails. We first present our analysis on
the failure case of vanilla BN designs in SCT by showing
results on CIFAR-10[11] benchmark dataset. We follow the
original ResNet[5] to build ResNet-32 and ResNet-110 with
Basic Blocks. We include two sets of scale combinations in
SCT: {32×32, 24×24} and {32×32, 16×16}where 32×32
is the standard scale in CIFAR-10 training and testing. We
train networks over 160 epochs with a batch size of 128 on
a single NVIDIA 2080 GPU. The initial learning rate is 0.1,
decayed by a factor of 10 at epoch 80 and 120 respectively.
All experiments are run 3 times and we report the averaged
accuracy.
As shown in Table 5 and Figure 3, when scale differ-
ence in SCT is not significant, accuracy of all models are
improved. However, when this difference becomes consid-
erable, models with vanilla batch norm suffer from an ac-
curacy loss. Furthermore, ResNet-110 with BN loses more
accuracy than ResNet-32 does(-7.34 and -1.75).
Networks without vanilla Batch Normalization does not
reveal similar behavior: Group Normalization is more ro-
bust in response to scale variation of inputs and we spec-
ulate this is because it doe not track running statistics and
(a) Validation Results of Resnet-32 on Cifar-10 (b) Validation Results of Resnet-110 on Cifar-10
Figure 3: ResNet Validation Accuracy of SCT: ResNets with batch normalization show an obvious accuracy drop when scales
of input have dramatic distinction. ResNets without batch normalization do not suffer from this issue and benefits from SCT.
Networks with exclusive batch normalization trained with SCT outperform all other settings.
Model Method mean(%) ± std(%)
32 32, 28 32, 16
ResNet-32
BN 92.58(0.21) 93.12(0.19) 90.83(0.28)
GN 90.55(0.17) 91.47(0.31) 91.22(0.28)
Fixup 91.92(0.20) 92.63(0.25) 92.71(0.39)
S-BN - 93.35(0.23) 92.96(0.11)
ResNet-110
BN 93.59(0.13) 93.83(0.20) 86.25(0.33)
GN 89.25(0.19) 92.0(0.22) 91.01(0.25)
Fixup 92.27(0.29) 92.97(0.28) 93.38(0.32)
S-BN - 94.28(0.19) 94.46(0.22)
Table 5: Validation accuracy for CIFAR-10
training with both combinations of scales increases the ac-
curacy. Similarly, networks with Fix-up initialization also
shows steady increase when multi-scale images are in-
cluded. However, both networks with both GN and Fix-up
cannot achieve significantly higher accuracy than networks
trained with single-scale and vanilla BN.
On the other hand, training with S-BN recovers net-
works from accuracy loss when variance in scales becomes
large and significantly outperforms standard training strat-
egy with vanilla BN.
To further demonstrate the issue of vanilla BN, we an-
alyze the distribution of intermediate feature maps of net-
work layers. We provide the visualization of feature map
distribution at the inference phase. In other words, we visu-
alize the distribution of intermediate activation of ResNet-
32 built with batch normalization and Fixup initialization
respectively from the last layer of each stage where stages
refer to a collection of consecutive layers whose outputs
share the same spatial size.
Figure 4 provides a visualization for the aforementioned
experiment. It can be seen from the plot that the initial dis-
tribution difference between images with different scales is
marginal. However, as the network goes deeper, the net-
work built with BN shows a distinct discrepancy between
feature maps of two scales. When it comes to the last stage,
the distribution of outputs corresponding to different input
scales becomes divergent. In contrast, the distribution of
feature maps outputted by the network with Fixup initializa-
tion shows consistency between scales even for activations
of deep layers.
The visualization of feature maps provides validation of
our experimental results and speculation. It clearly identi-
fies the drawback of sharing parameters of batch normaliza-
tion between scales in SCT.
4.3. Comparison with State-of-the-art Training
Schemes
We compare the performance of SCT to other state-of-
the-art training schemes to illustrate the effectiveness of our
method on improving generalization when evaluated with
training resolution. For all experiments in this section, SCT
is built up with Scale-Specific Batch Normalization(S-BN)
and the set of scales is: 320, 224, 196, 128, 96. We denote
our method as SCT for simplicity.
4.3.1 Comparison with other Training Schemes
We first describe several training schemes we include for
comparison:
Mixup[25] is a training scheme that trains a network on
convex combination of pairs of training samples and their
labels. It can be viewed as a data-agnostic augmentation
approach that regularizes networks to favor linear behavior
in-between training images.
Figure 4: Distribution of feature maps outputted by ResNet-32 with BN and Fixup initialization respectively
Repr[13] uses an approach that temporarily pruning and
then restore subsets of channels of convolutional neural net-
works repeatedly. Dropped channels are re-initialized and
included in training again at the end of this process.
FixRes[19] tackles the problem of size discrepancy in
training and testing by an augmentation-styled approach. It
not only performs operations on training images but also
applies particular operations on testing images. We report
the best accuracy achieved by FixRes when evaluating with
testing size of 128× 128.
Knowledge Distillation[7] Knowledge Distillation(KD)
is a widely used co-training strategy, based on a teacher-
student knowledge transfer framework in which outputs
from a pre-trained teacher model are ”distilled” and trans-
fer to student models with less parameters. We present a
new knowledge distillation method, scale knowledge distil-
lation, which distills knowledges from models trained with
specific resolution of images to networks designed for other
resolution of images. In experiments, we use two pre-
trained ResNets with input scale of 320x320 and 192x192 to
help the training of models that take input of scale 224x224.
We evaluate all these schemes and compare it with
SCT. Table 6 illustrates the comparison of different training
strategies on ImageNet[12]. All of these methods are evalu-
ated on testing image sizes of 224×224. In both ResNet-18
and ResNet-50, SCT outperforms all other training schemes
and advances the accuracy by 0.5% and 1.1% respectively.
If regarded as a pure training regime, SCT is still able to
outperform all other existing training regimes, which fur-
ther shows the effectiveness of our method.
4.3.2 Speed up Inference with Low Resolution Images
As aforementioned in section 4.1.2, SCT enable net-
works to classify low resolution images more accurately. In
this section, we further compare the effectiveness of SCT
with FixRes[19] and standard settings. For FixRes, we re-
port the best accuracy achieved at specified test sizes no
Model Method Top-1(%) Top-5(%)
ResNet-18
Mixup[25] 71.9 90.5
RePr[13] 72.7 -
RePr† 71.6 90.2
Scale KD 72.1 90.6
SCT(Ours) 73.2 91.2
ResNet-50
Mixup[25] 77.5 93.6
RePr[13] 77.6
FixRes[19] 77.6 -
Scale KD 77.4 93.5
SCT(Ours) 78.8 93.9
Table 6: Comparison of test accuracy from various training
scheme with testing size 224× 224 on ImageNet.
matter what training sizes are included.
Experimental results on ResNet-50 are listed in Table
7. With ResNet-50, SCT outperforms both standard setting
and FixRes on resolution of 128. When evaluating with
image size of 224, SCT achieves comparable accuracy to
FixRes tested at size of 448, which indicates its potential of
inference speed with 4 times faster latency in theory.
Model Method@Test Scale Top-1(%)
ResNet-50 Standard@128 73.3
ResNet-50 FixRes@128 73.4
ResNet-50 SCT@128 73.9
ResNet-50 FixRes@224 77.1
ResNet-50 FixRes@384 78.2
ResNet-50 FixRes@448 78.8
ResNet-50 SCT@224 78.8
Table 7: Comparison of SCT and FixRes[19] on low reso-
lution images
Experimental results in this section demonstrate that
our method can effectively improve the accuracy of net-
works when evaluated at the standard training scales.
Our method generally outperforms other effective train-
ing regimes achieving state-of-the-art accuracy for convo-
lutional neural networks.
5. Conclusion
In this paper, we present Scale Calibrated Train-
ing(SCT), along with our novel Scale-Specific Batch Nor-
malization module, as an effective training paradigm that
significantly improves accuracy of the image classification
tasks. Our method enables a single networks to be ex-
ecutable at multiple scales in inference and remarkably
improves the accuracy over other existing state-of-the-art
training regimes when evaluated with different image res-
olutions. We also conduct a detailed ablation study to
identify the weakness of vanilla batch normalization in our
method SCT and explain the advantage of our refined batch
normalization design.
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