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Abstract 
 
Excitons are quasi-particles, which are responsible for energy transport in organic 
semiconductors. Excitons are therefore instrumental in understanding the photophysics of 
organic opto-electronic devices. The present work focused on describing the dynamics of 
spin-forbidden, long-lived triplet excitons in archetypal organic materials such as CBP.  
Triplet excitons lifetime and diffusion length are here estimated from modelling the results of 
triplet-triplet photoinduced absorption spectroscopy, steady-state photoluminescence 
spectroscopy and time-resolved photoluminescence measurements. The last two 
measurements are performed using a modified time-of-flight method, whereby the 
investigated material is adjacent to a phosphorescent sensing layer and optically excited from 
the opposite side. As the thickness of the material is increased, the variations of 
phosphorescence intensity coming from the sensing layer is correlated to the exciton 
diffusion parameters.  
We show that for fluorescent materials such as CBP, the near-field component of this 
emission couples to guided modes supported by the structure and directly excites the 
sensitizer – here Ir(ppy)3 doped into CBP – which lead to an overestimation of the diffusion 
length. In addition, we investigate a strategy to mitigate the effect of guided modes by using 
an optical quenching layer of C6.  
This results in an estimated triplet exciton lifetime in the ms range and a diffusion length in 
excess of 30 nm, based on modelling the steady-state and time-resolved emission of the 
sensing layer when varying CBP thickness. 
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Chapter 1: Introduction 
This first section aims at setting the present work into context. It combines elements of 
literature review and theoretical background to briefly trace the development of the field of 
organic opto-electronics as well as introduce the concepts necessary to formulate the 
problems that this thesis is addressing and to appreciate their importance. Furthermore, the 
elements of theory used to analyse the results are presented and the purposes of this work 
are explained. 
 
1.1) A short historical perspective on organic opto-electronics 
In the second half of the twentieth century, advances in organic chemistry, materials science 
and chemical physics enabled the development of organic opto-electronics [1]. Organic 
semiconductors are characterised by the wide variability of their structural and optical 
properties. They however share one electrical feature, namely that intermolecular Van der 
Waals bonds tend to reduce charge transport in comparison with covalently bonded inorganic 
semiconductors. The first reports by Pope [2] in 1963 and Helfrich [3] in 1965 of 
electroluminescence, the emission of light upon application of a voltage, used molecular 
crystals of anthracene, which, at the time, had some of the best mobilities and PL yield 
amongst organic materials. Because such crystals were several microns thick, an unpractically 
large voltage was required. It is only twenty years later, in 1985, that the seminal works of 
Tang and VanSlyke [4, 5] circumvented this issue by using vacuum thermal deposition to 
fabricate solar cells and light-emitting devices using amorphous films that were 100 nm-thin 
and electrically continuous. Figure 1.1 sketches the first organic heterostructure light-
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emitting device, which allowed a drastic reduction of the operating voltage. In such a device, 
the recombination of electrons and holes creates an exciton, a pair of bounded electron-hole, 
near the interface. The energy levels of this quasiparticle lead to the green emission colour. 
But if this first organic heterostructure emphasizes the role of excitons, the concept itself can 
be dated back to the work of Frenkel [6] in 1931.   
 
 
 
             
  
Figure 1.1: Sketch of the first organic heterostructure light-emitting device fabricated by 
Tang and VanSlyke.  Electrons are injected from the metallic cathode and holes from the 
transparent ITO anode. The heterostructure consists of a hole transporting material - 
Tris-(8-hydroxyquinoline)aluminum (Alq3) – deposited on a diamine, electron 
transporting layer. Recombination of electrons and holes occurs in the Alq3 layer, 
generating excitons, which are responsible for light emission. The topological formula of 
Alq3 is added on the right. (adapted from [5]) 
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In 1990, the first polymeric light-emitting device was developed by Burroughes et al. [7],  using 
poly(p-phenylene vinylene) (PPV) as the fluorescent material. Because polymers cannot be 
thermally deposited, it was instead cast from a solution. This discovery triggered a schism 
between the advocates of small-molecule systems, which could be thermally deposited in 
vacuum and achieved higher purities, and those defending the more cost-effective, solution-
processable polymeric systems. From then on the two avenues were for some time 
investigated independently. Among the most notable results on small molecular systems, we 
can first cite the development of optically pumped organic lasers by Kozlov [8] et al. It used 
the red dye DCM doped into Alq3 and relied on excitons to efficiently transfer the energy from 
the absorbing host to the emitting dopant. In 1998, phosphorescent organic light-emitting 
diodes (OLED) were reported by Baldo et al. [9], with the aim to harvest the maximum of 
excitons. As for the research on polymeric systems, it involved investigating new scalable and 
cost-effective techniques to fabricate large-area opto-electronic devices on flexible 
substrates or synthetizing new materials with better optical, mechanical or electrical 
properties [10].  Polyfluorene derivatives are an example of such materials: they originally 
have a large band-gap corresponding to deep-blue emission but can accept substituents to 
emit in the entire visible range [11]. In addition, they can form co-polymers with other units 
to tune even further their electrical and optical properties [12]. As far as polymeric 
photovoltaics is concerned, the adaptation of the concept of bulk heterojunction solar cells 
to polymeric systems can be considered as a major breakthrough [13]. Its basic idea is to blend 
two polymers with different charge transport properties and proper energy levels in order to 
increase dramatically the interface area at which photogenerated excitons can dissociate into 
electrons and holes then collected by each polymer and to increase the dissociation 
efficiency. Roll to Roll printing of polymeric solar cells offer another interesting venue [14]; 
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the high throughput, low-cost goal has been realised but the challenge of high efficiency 
remains.  
Among the many recent developments of organic opto-electronics, we can very selectively 
cite the intense efforts in hybrid organic-inorganic perovskite solar cells [15] as well as several 
endeavours to use exotic features of excitons such as triplet-triplet annihilation for 
upconversion [16], thermally activated delayed fluorescence [17] and singlet exciton fission 
[18] to maximize energy transfers. 
 
1.2) What are excitons? 
The optical properties of aggregates of organic molecules derive from both the properties of 
the individual molecules and energy interactions between these molecules [19]. The 
collective response of an aggregate of molecules upon excitation is described by quasi-
particles called excitons. Those can be understood as resulting from the coulombic repulsive 
forces exerted by the surrounding electrons on the electron promoted to a higher molecular 
orbital, which effectively bounds this electron to the hole left in the lower-lying original 
molecular orbital [20]. In molecular solids, with weak Van der Waals intermolecular 
interactions, excitons are strongly localised. They are called Frenkel excitons to differentiate 
them from more delocalised Wannier-Mott excitons [21]. In the extreme case where 
intermolecular interactions are so strong that the presence of the electron distorts the local 
environment, one speaks of a polaron [1].  Molecular exciton models can explain the 
differences in the spectral features between single molecules and thin films. Those include: 
absorption and emission bands shifts, modification of the selection rules and oscillators 
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strength for optical transitions and displacement of molecular vibrational frequencies. 
However, introductory textbooks start with a study of dimers, then trimmers etc. [19, 22] 
Because we cannot indulge ourselves the luxury of such an extensive treatment (as satisfying 
as it may be), this first sub-section concentrates on a single molecule system in order to 
introduce the fundamental concepts necessary to understand the present work.    
 
We know from classical mechanics that the total angular momentum of an isolated system of 
interacting particles is conserved. A transfer of angular momentum from one particle to 
another can occur under the effect of internal forces but the total angular momentum must 
be a constant of motion. Similarly, in a quantum system only submitted to a central potential, 
any angular momentum operator commutes with the Hamiltonian. The study of the angular 
momentum in particular allows establishing the expression of the molecular orbitals, whose 
main characteristics are summarised later in this sub-section. Although spin is a purely 
quantum mechanical observable, it shares with the angular momentum the same 
commutation relations.  This means that for a system consisting of two spin-1/2 particles, 
described by their respective spin operators S1 and S2, their sum S is also a spin angular 
momentum and therefore commutes with the Hamiltonian. This means that a basis formed 
of eigenvectors common to S2, H, S12 and S22 can be determined and that these eigenvectors 
are stationary states of the system. In addition, S2 commutes with Sz, which can also be added 
to this complete set of commutating observables.  
 
(1.3)4
3
(1.2)
(1.1)1
22
2
2
1
22
S, M S, M SS, MS
S,MMS,MS
S,MSSS,MS
Z






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Equations (1.1) to (1.3) present the eigenvectors, where the total spin quantum numbers S 
and M have been introduced. The problem now becomes to determine these quantum 
numbers by constructing the new basis of eigenvectors out of the natural basis, shown in 
equation 4, which simply corresponds to spins 1 and 2 being up or down independently.  
    (1.4),,,,,,,, 21 
This is achieved by a tedious but straightforward process [23] involving the expression and 
diagonalization of the matrices corresponding to S2 and Sz in the natural basis. The results are 
gathered in Table 1. 
 
 
Eigenvalues Eigenvectors 21,  Eigenvectors MS,  
0   ,,
2
1
 0,0  
22  ,  1,1  
22    ,,
2
1
 1,0  
22  ,  1,-1  
  
Table 1: Eigenvalues and eigenvectors of the squared total spin and its z-component for 
a system of two spin-1/2 particles. 
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The first two columns show the eigenvalues of the system and their respective eigenvectors: 
0 is non-degenerate and corresponds to a single eigenvector anti-symmetric under particles 
exchange, whereas 2ℏ2 is triply degenerate and corresponds to three different symmetric 
eigenvectors. The last column identifies the values of the spin quantum numbers S and M for 
each eigenvector. We note that the total spin number S can take two values: when S = 0, then 
M = 0, but when S =1, M can take any of the three values 1, 0 and -1. 
 
These results can readily be visualized using the vector model of coupled angular momentums 
[24]. Figure 1.2 shows the vector model of the total spin angular momentum.  
                                              
  
Figure 2: Sketch of the total spin angular momentum. The cone represents the possible 
orientations of S with respect to the z-axis. The magnitude of the total spin and of its z-
component are expressed as a function of the two quantum number of spin S and M. 
(adapted [24]) 
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As mentioned before, the properties of angular momentum ensure that S2 commutes with 
the components Sx, Sy and Sz of the spin angular momentum. This means that the magnitudes  
 
  
Figure 1.3: Vector model representation of the stationary states of a system of two spin-
1/2 particles. The top part corresponds to the singlet state with quantum numbers S = 0 
and     M = 0; the bottom part corresponds to the triplet states with quantum numbers 
S = 1 and    M = -1, 0, 1. The dark blue arrow pictures the spins of each particle (Adapted 
from [24]). 
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of S2 and Sz, for example, can be specified simultaneously. Conversely, Sz does not commute 
with Sx or Sy. This explains why on Fig. 1.2, S can rotate freely describing a cone centred on 
the z-axis: the magnitude S and its projection on the z-axis are specified according to 
equations (1.1) and (1.2) but not the projection on an x-y plane.  
 
The model can also be applied to represent the eigenmodes of S2 and Sz summarized in Table 
1. Figure 1.3 sketches the singlet and the three triplet states. When S = 0, equation (1.1) shows 
that the magnitude of the total spin is zero; S1 and S2 must therefore cancel each other out. 
The two spins are then said to be anti-parallel. When S = 1, equations (1.1) and (1.3) set the 
magnitudes of S, S1 and S2. This implies that the angle formed by the two spins is also set and 
can be calculated to be close to 70°. Although not in the same direction, such two spins are 
then said to be parallel, essentially by opposition to the first case. The difference between the 
three triplet states comes from the projection on the z-axis of the total spin. If M=1, then 
according to equation (1.2), the projection must be a positive number; this requires both spins 
to point upwards (the same logic applies for if M = -1). If M = 0, the projection on the z-axis of 
the total spin must vanish; this requires the two spins to point upward and downward but 
conserving the acute angle between them. 
 
The Born-Oppenheimer approximation allows predicting the energy levels of a molecule by 
studying its molecular orbitals (MO) separately. The problem essentially becomes that of two 
electrons interacting in a central potential so that the vector model representation can be 
applied to the electronic transitions between molecular orbitals [22].  For a given molecular 
system of known number of electrons, MOs and their energy order, the Pauli exclusion and 
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aufbau principles are employed to determine the ground-state electronic configuration. 
Equation (1.5) gives an example of such a configuration. Here, the wave function of the system 
simply is the product of the molecular orbitals and the electrons are distributed by anti-
parallel pairs, filling the MOs from the lowest in energy to the highest, as signified by the 
numbers in superscript. The letter K corresponds to all the filled MOs that are too low in 
energy to participate in any electronic transitions. The highest occupied (HO) and lowest 
unoccupied molecular orbitals (LU) are represented; they constitute the molecular equivalent 
of the valence and conduction bands in semiconductor physics. Eventually, a lower-lying MO 
is added to allow picturing secondary electronic transitions.  
    (1.5))(K 022 LUHOMO
Figure 1.4 shows two possible electronic transitions occurring between these MOs: the 
promotion of an electron from either the HO or the lower-lying MO occurs to the LU. The 
corresponding electron configurations are then represented as singlet and triplet states. Note 
that here the triplet and singlet excited states are not differentiated in terms of energy. 
Hund’s rule however indicates that maximizing the total number of spin leads to more stable 
molecular orbitals. Since we show that triplet excited states correspond to a total spin number 
S = 1, whereas singlet states correspond to a total spin number S = 0, it follows that a triplet 
excited state associated with a given transition has a lower energy than its singlet 
counterpart. In the ground-state, all the electrons belong to filled MOs, within which the two 
electrons have anti-parallel spins according to Pauli exclusion principle. This state therefore 
corresponds to a singlet state, the subscript 0 indicating the ground-state. In the two other 
configurations, the interacting spins belong to different MOs. This relaxes the imperative of 
paired electrons and, as we have seen, can lead to four different singlet or triplet cases. The 
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last configuration, labelled 2, corresponds to an excited state higher in energy than the 
configuration labelled 1, because it involves the transition from a deeper MO. Eventually, the 
last panel emphasises the spin configurations of the T1 and S2 states.   
          
  
Figure 1.4: Representation of molecular electronic transitions, configuration and excited 
states. Three molecular orbitals are considered: the lowest unoccupied (LU), the highest 
occupied (HO) and a third lower-lying, filled molecular orbital (MO). Two possible 
transitions are sketched together with the ground-state and the two corresponding 
configurations. Among the configurations presented, a singlet and triplet excited states 
are specified to emphasise the spin distribution. (adapted from [22]) 
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It shows one of the two outcomes (singlet or triplet) of each of the two excited configurations. 
The T1 state corresponds to two electrons alone in their MOs with “parallel” spins whereas in 
the S2 state, they are anti-parallel. 
In such excited states, the resultant of the coulombic repulsive forces exerted by the 
surrounding electrons on the electron promoted to a higher MO effectively bounds this 
electron to the hole left in the lower-lying original MO.  Because such an excited state can be 
transferred from one molecular site to another while conserving its spin configuration, the 
associated bounded electron-hole has been described as a quasi-particle, called exciton [20]. 
In molecular solids, with weak Van der Waals intermolecular interactions, excitons are 
strongly localised. They are called Frenkel excitons to differentiate them from more 
delocalised Wannier-Mott excitons. In the extreme case where intermolecular interactions 
are so strong that the presence of the electron distorts the local environment, one speaks of 
a polaron. 
 
Lastly, the prominent role of excitons in understanding the basic principles of some opto-
electronic devices should be underlined. First, in planar heterojunction organic photovoltaic 
cells (OPVs), photo-generated excitons are the energy intermediary between photons and 
charges; but there is an inherent trade-off in the cell thickness: it must be sufficient to absorb 
most of the incoming photons, but thin enough to ensure that the excitons can reach the 
donor-acceptor interface at which dissociation occurs [25]. Equally, in organic light-emitting 
diodes (OLEDs), injected electrons and holes recombine to form excitons, which are 
responsible for light emission. Here, the optimisation of the structure requires a careful 
spatial separation of the exciton formation regions and emitting regions and thus relies on 
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knowledge of the singlet and triplet transport properties [26, 27]. These examples illustrate 
that the importance of excitons spans the entire field of organic optoelectronics.  
 
1.3) Excitons, absorption and decay. 
Another requirement of the Pauli exclusion principle is that final and initial spin states of 
optical transitions have similar symmetry [1]. However, the results presented in Table 1 show 
that singlet and triplet correspond respectively to anti-symmetric and symmetric spin states. 
As a consequence, transitions from singlet to singlet states and triplet to triplet states are 
allowed, but transitions from singlet to triplet states and from triplet to singlet states are 
disallowed. In particular, the fact that the ground state in most organic molecules is a singlet 
state, as illustrated in Fig. 1.4, explains that optical absorption in organic materials leads to 
the formation of singlet excited states.  
 
The excited states of an organic molecule are commonly presented on a Jablonski diagram. 
Figure 1.5 presents such a diagram, where the electronic configurations exemplified in            
Fig. 1.4 are now represented as simple bold lines ranked vertically in order of energy. Note 
that the triplet excited states are below their singlet counterparts in accordance with Hund’s 
rule. The diagram describes the path followed by energy from its absorption by a molecule to 
its emission. The absorption of a photon excites the molecule from the ground-state to the 
first, or a higher-lying, excited state. If this energy is lost radiatively, the resulting emission 
constitutes fluorescence. The singlet excited state can alternatively transfer its energy to a 
lower-lying triplet excited state, through a process known as intersystem crossing (ISC). But 
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because the transition is symmetrically disallowed, it can only occur through a secondary 
process called spin-orbit coupling. 
 
 
This involves the additional interaction of the magnetic moment of electron spins. Although 
weak in most organic molecules, this phenomenon can become dominant in molecules 
incorporating heavy-atoms.  Because it is commonly only weakly allowed, the subsequent 
transition from a triplet excited state to the ground-state occurs on a much longer time scale. 
Whereas singlet exciton lifetimes are on the order of 1 ns, the range of triplet exciton lifetimes 
are reported to be 1 µs up to 1s. If this transition is radiative, then it constitutes 
phosphorescence. Note that non-radiative transitions can additionally occur between the first 
singlet and triplet excited states to the ground-state. 
 
Figure 1.5: Jablonski diagram of an organic molecule. The ground-state as well as the 
first singlet and triplet excited states are represented together with their vibrational 
manifolds. The straight and curved lines correspond respectively to radiative and non-
radiative transitions. The emission for T1 is represented by a dashed arrow to signify that 
it is spin-forbidden.  
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This large difference in the singlet and triplet exciton lifetime has significant implications for 
organic systems. Indeed, writing the system of simplified rate equations (1.6) for the density 
of ground-state and first singlet and triplet excitons, N0, NS and NT  
(1.6)
-
-
0
0
0












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T
SISC
T
SISC
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τ
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 gN
dt
dN
τ
N
 
τ
N
gN
dt
dN
where g and kISC are the singlet generation and intersystem crossing rates,  and τS and τT are 
the singlet and triplet exciton lifetimes, shows that in the steady-state (
𝑑𝑁0
𝑑𝑡
=
𝑑𝑁𝑆
𝑑𝑡
=
𝑑𝑁𝑇
𝑑𝑡
= 0) 
the singlet and triplet exciton densities are simply related by equation (1.7),  
)7.1(
TISC
T
S k
N
N


in which the singlet exciton density is inversely proportional to kISC and τT. This means that 
even for systems with low intersystem crossing, excitons can effectively be trapped into long-
lived triplet states. This can have a detrimental impact on applications such as organic lasers 
where it limits the achievable repetition rate [28]. 
 
The selection rules for molecular system transitions are actually composed of electronic, 
vibrational and rotational terms. In particular the Franck-Condon principle [24] emphasises 
the importance of the overlap between the initial and final vibrational states. The vibrational 
manifolds are added as light lines in Fig. 1.5 to the singlet and triplet exciton energy levels. 
The initial transition corresponding to the absorption of light occurs between the vibrational 
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sub-levels of the ground state and first singlet manifolds such that the overlap of the wave 
functions is maximized. A rapid thermal relaxation process called internal conversion then 
brings the excited state to its lower vibrational level, where a radiative or none radiative 
transfer to a different manifold takes place.  This results in a shift towards lower energies 
(longer wavelength) between the absorption and photoluminescence (emission of light after 
optical excitation) spectra called Franck-Condon or Stokes shift [21].    
 
 
 
 
Figure 1.6: Absorption coefficient and normalized photoluminescence (PL) of a 50 nm-
thick film of 4,4′-Bis(N-carbazolyl)-1,1′-bipheny (CBP), an organic molecule. The PL 
spectra was acquired at an excitation wavelength of λ = 340 nm. 
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The understanding of the mechanisms at stake during the optical transitions between the 
energy levels of a molecule allows identifying the origin of the features observed on its 
experimental absorption and emission spectra. Figure 1.6 gathers those spectra for a 50 nm-
thick film of 4,4′-Bis(N-carbazolyl)-1,1′-bipheny (CBP), a molecule which will be studied in the 
next chapters. The low-energies (long wavelengths) part of the absorption coefficient shows 
a broad peak with two shoulders around 325 nm; we can know understand that this must 
correspond to transitions from the ground-state manifold to the first singlet manifold and 
more precisely to the three main vibrational transitions resulting in absorption between these 
manifolds. Note that the onset of transitions to the next manifold is visible around 300 nm. In 
contrast, the photoluminescence (PL) spectrum exhibits the superposition of only two 
vibrational transitions between the same manifolds, which, as expected, is red-shifted from 
the absorption. 
 
These transitions could additionally be ranked by increasing intensity, using the concept of 
oscillator strength. This concept originates from classical theory of light, where optical 
transitions are understood as resulting from the oscillations of electrons attached to the 
molecule being harmonically driven (absorption) or damped (emission). In this context 
oscillator strength can be calculated [22] as the ratio of the intensity absorbed or emitted by 
a molecule to that of a single electron behaving as a canonical harmonic oscillator. In quantum 
mechanics, the concept has been extended to account for the symmetry of the initial and final 
state of an electronic transition, as well as their spin and vibrational properties. In the 
example presented in Fig. 1.6, the three transitions just identified could therefore be 
understood as those with the largest oscillator strengths.  
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1.4) Transport properties of excitons 
In molecular materials, excitons are responsible for the transport of energy. Equation (1.8) 
describes the elementary process of an exciton transfer between a donor molecule (D) and 
an acceptor molecule (A).  This non-radiative, one-step process couples the initial state,  
 
where D is excited and A in the ground-state, to the final step, where D has been deexcited 
and A has become excited. The coupling interaction is described by a perturbation 
Hamiltonian [29]. In an amorphous organic solid, the transfer rate of this process is typically 
lower than that of a vibrational relaxation such that A* quickly relaxes to its lowest vibrational 
(1.8)ADA  D
                   
Figure 1.7: Diagram representing the coulomb and exchange interactions between 
donor (D) and acceptor (A) molecules. The excited molecule can transfer its energy 
either by dipole-dipole coupling (top) or exchange of an electron and a hole (bottom) 
(adapted from[21]).  
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level preventing a back-transfer to D.  The Hamiltonian can be decomposed into two main 
contributions: a coulombic interaction and an exchange interaction. 
 
Figure 1.7 presents a schematic overview of these two interactions. The coulombic interaction 
can be expanded into a series of multipole-multipole interactions, which, to zero-order, 
becomes a dipole-dipole interaction, as illustrated in the top left panel of Fig. 1.7 by the 
curved arrows. The second contribution to the perturbation Hamiltonian mixes the wave 
functions of the individual electrons involved in the interaction on each molecule. It has 
therefore been simply explained as the exchange of the two electrons between D and A, as 
illustrated by the dashed arrows in the bottom left part of Fig. 1.7. Equations (1.9) and (1.10) 
express respectively the Coulomb and exchange transfer rates, where fD and fA correspond to 
the oscillator strengths of the transitions occurring in D and A; R corresponds to the D-A 
intermolecular distance, L corresponds to the average of the orbital’s effective radii of D and 
A and J corresponds to the spectral overlap between the normalised emission of D and the 
normalised absorption of A. Note that, under this definition, J can be large even for 
 
  
 
a transition carrying no oscillator strength. These expressions outline two stark differences 
between the coulombic and exchange interactions with respect to the intermolecular 
distance R and to the question of spin dis-allowed transitions. First, while kc is inversely 
proportional to R6, kE decays exponentially with R. This means that although both interactions 
can co-exist at very short distances, only the coulombic interaction can be effective at longer 
(1.9)
6
J
R
ff
k ADC 
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distances. The cross-over distance can roughly been estimated to be 1 nm [21]. Second, while 
the overlap integral J appears in the expression of both transfer rates, only kc depends on the 
oscillator strengths of the donor and acceptor transitions. This means that an exciton transfer 
involving a spin-disallowed transition cannot occur through the coulombic interaction. In 
contrast, the exchange interaction can be an effective way for an exciton to be transferred 
even when a spin-disallowed transition is involved.  
 
A consequence of the properties of the coulombic and exchange interactions is the existence 
of two dominant modes of transfer specific to singlet and triplet excitons. Figure 1.8 
summarises these two modes named Dexter and Förster transfers.  
 
 
 
 
Figure 1.8: Schematic representation of the Dexter and Förster exciton transfer 
processes. Triplet exciton transport occurs through the Dexter process, while singlet 
excitons preferentially transfer their energy through Förster transfer.    
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Singlet excitons, which correspond to spin-allowed transitions, are dominated by Förster 
transfer deriving from the coulombic interaction. The transport of singlet excitons, illustrated 
in the bottom part of Fig. 1.8, is therefore understood as resulting from long-distance dipole-
dipole coupling. The distance at which its transfer efficiency drops to 50% is called the Förster 
radius and ranges from 1 to 10 nm [21]. In most organic materials, spin-orbit coupling is weak. 
The transport of triplet excitons can therefore only occur through Dexter transfer. It involves 
the exchange of two electrons and thus requires the overlap of the molecular orbitals of D 
and A. As a consequence, triplet excitons can only be transferred from a molecule to its 
neighbour.    
In addition to exciton transfer from a donor to an acceptor, the encounter of two excitons 
can lead to energy transfer and exciton recombination. These processes are referred to as 
bimolecular processes and require high exciton densities to be detected, because they 
depend on the probability of encounter of two excitons at the same localised site. Among 
them, triplet-triplet annihilation, which leads to delayed fluorescence, can be highlighted 
[30]. 
Förster and Dexter transfer modes are of prime importance to the understanding of molecular 
systems. An illustrative example of their application is guest-host systems. Figure 1.9 presents 
an energy diagram of the guest-host system first used to achieve optically pumped organic 
lasing [8]. It consists in doping a host material, responsible for the absorption of light, with a 
small quantity of a highly emissive dye, therefore avoiding concentration quenching issues 
[31], which would otherwise reduce the efficacy of the system. The working principle relies 
on optically generated singlet excitons to transport the energy to the emitters using Förster 
transfer. As an improvement, a phosphorescence dye 
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incorporating a heavy atom can be chosen as the dopant [27]. This allows both Förster 
transfer of singlet excitons and Dexter transfer of triplet excitons from the host to the guest, 
where they both contribute to emission.     
 
As highlighted earlier, exciton transport consists in a series of hops from one molecule to 
another in all possible directions. For an individual exciton in an amorphous isotropic material, 
this would describe a random walk. When the number of steps is sufficiently large, random 
walks however can be approximated by Wiener processes, which are governed by the 
diffusion equation [32]. Given the overwhelmingly large number of excitons created in the 
volume probed by any optical experiments, the average behaviour can be modelled by the 
diffusion equation [33, 34]. This explains why exciton transport is often referred to as exciton 
diffusion. In addition, the diffusion equation is separable [35], which means that it can be 
 
Figure 1.9: Energy diagram of a guest-host system. Excitons are generated on the host 
and following internal conversion are transferred to the guest by dipole-dipole coupling, 
resulting in emission from the guest (Adapted from [8]).   
 
28 
 
solved independently in all directions. As a result, exciton transport can be modelled by the 
one-dimensional time-dependent or steady-state diffusion equations (1.11) and (1.12).  In 
these equations, n refers to the exciton density in the medium and G represents the spatially- 
dependent exciton generation rate resulting from light absorption. 
 
 
 
 
 
 
 
The two parameters D and τ are, respectively, the exciton diffusivity (expressed in cm2 s-1) and 
the exciton lifetime (s). The former characterizes the exciton flux induced by a density 
gradient, while the latter is a measure of how long the exciton survives in the face of 
competing radiative and non-radiative decay pathways. They can be combined into a single 
parameter: the diffusion length, DDL , which characterises the average distance an 
exciton propagates before recombination. If bimolecular processes need to be taken into 
account, an extra recombination term is added in the form of            , where kB is the 
bimolecular recombination rate. 
 
Although exciton transport in the continuum-limit can be described by the diffusion equation, 
there is an implied assumption which needs clarifying. Indeed in amorphous organic solids, 
the morphological disorder leads to a distribution of molecular site energies, intermolecular 
distances and exchange couplings and, for polymers, chain lengths. This leads to an 
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inhomogenously broadened density of states [36], which means that each exciton is offered 
a different broad density of states to transfer its energy. Figure 1.10 represents a Gaussian 
density of states in which an exciton performs a random walk towards the low-energy tail. 
For such an exciton, the number of potential acceptors decreases with time and eventually, 
if the time required for energy transfer becomes too long, the exciton decays prematurely. 
This situation is referred to as dispersive transport and would correspond to a time-
dependent diffusivity D. 
 
                                                         
Figure1.10: Schematic diagram of the inhomogenously broadened density of excited 
states in an amorphous organic material. The exciton (blue dot) performs a random walk 
through the density of states towards its lower energy tail (adapted from [36]). 
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In a polyfluorene polymer called PF2/6, the standard deviation of the inhomogenously 
broadened Gaussian density of state has been estimated to be 70 meV for the first singlet 
excited state and 40 meV for the first triplet excited state. However, those standard 
deviations have to be compared to thermal energy. Indeed, at room temperature, 
meV. 25TkB  Thermal energy would therefore be sufficient to offset the impact of 
morphological disorder on the density of excited states [37] so that exciton transport can be 
assumed to be non-dispersive. 
 
The transport of excitons can therefore be understood in the framework of non-dispersive 
diffusion, characterized by the diffusion length LD. Its experimental determination can be 
achieved by both electrical and optical means. Electrical approaches are used to measure the 
triplet diffusion length, since excitons generated by the recombination of electrons and holes 
are not required by the Pauli principle to be singlets. In fact, the ratio of triplet to singlet 
excitons generated by electron-hole recombination is of three to one in accordance with the 
degeneracy of the states, as presented in Table 1.  One such approach relies on measuring 
the external quantum efficiency of a phosphorescent OLED as a function of the distance 
between the exciton generation interface and the emissive layer [27, 38-41]. This method 
however presents several main disadvantages [1]: first, the diffusion is actually compounded 
of charge diffusion (which can be adversely affected by traps in the hole and electron 
transport layers) and exciton diffusion; second, the emission itself can come from trapped 
electrons or holes in the emission layer, which obviously makes its interpretation more 
difficult; last, the density of triplet excitons can here be large enough for bimolecular 
recombination to skew the measurements. Optical approaches, on the other hand, are used 
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to characterize singlet exciton diffusion. The most common method is the photoluminescence 
quenching method, where the investigated material is inserted between a quenching layer 
and a blocking layer, and excited from the blocking side. The blocking layer ensures that the 
excitons created in diffusion layer cannot escape other than by reaching the quenching layer, 
where they decay non–radiatively. The variations of the PL intensity as a function of either 
the film thickness or the excitation wavelength can then be used to infer the diffusion length 
[42-44]. 
 
Photoluminescence quenching can be readily adapted to the measurement of triplet diffusion 
by using a phosphorescent sensing layer [37]. Figure 1.11 illustrates how this PL quenching 
method can become a PL sensing method for triplet diffusion measurements. Recently, this 
method has been modified by the addition of a phosphorescent injection layer in addition to 
the sensing layer [45]. In both cases, the recorded signal then depends on the fraction of 
triplet excitons that reach and are transferred to the phosphorescent sensitizer. Equations 
(1.11 and 1.12) can then be used to model the PL intensity as a function of the studied layer 
 
Figure 1.11: Schematic diagram representing the photoluminescence sensing method 
used to measure the diffusion length of excitons.   
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thickness using only LD as a fit parameter. In particular, a large body of work has focused on 
estimating the triplet diffusion length of 4,4′-Bis(N-carbazolyl)-1,1′-biphenyl (CBP), an 
archetypal organic host material. There is, however, a significant disparity in the results, with 
reported triplet diffusion lengths ranging from 8 to 140 nm [27, 37-39, 41], although the 
influence of traps [40], microcavity effects [44], bi-molecular quenching [37] and self-
absorption [46] on the measurement of LD have been considered. 
 
1.5) Excitons in nanostructures 
The photophysical properties of excitons are largely understood in the framework of quantum 
chemistry. However excitons cannot be fully studied independently of the environment in 
which they are generated, diffuse and eventually decay. In particular, this sub-section 
introduces the impact of the nanostructure on the generation and the decay of excitons. 
 
Although the recombination of charges can result in exciton generation, this work will only 
consider situations where the absorption of photon energy from the optical electric field is 
the unique exciton generation process. In an absorbing material characterises by its complex 
refractive index               , the power dissipated by the electromagnetic field per unit volume 
Q is given by equation (1.12), where          is the absorption coefficient of the material, 
ε0 and c are the vacuum permittivity and speed of light and E is the electric field.  
 
Given that the absorption of a photon creates a single exciton, one can then readily calculate 
the exciton generation rate G per unit volume and by dividing Q by the energy of a photon. 
(1.13)
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The optical electric field obviously depends on the structure of interest. Its distribution at any 
position in the structure must include contributions from forward and backward propagating 
fields as well as interference effect [47]. In this respect, the exciton generation rate profile, 
which follows the distribution of the optical field, is highly dependent on the environment. 
 
When considering emitters in nanostructures, the electric dipole approximation is often 
assumed in relation to the interaction between a system (atoms or molecules) and the 
electromagnetic field [48]. The potential corresponding to this interaction can be expanded 
into a multipole series, the first of which is the electric dipole interaction –p.E. The next terms 
however depend on the gradient of the electric field over the system. For a molecule emitting 
in the visible, the electric field can be assumed to be constant over the system so that those 
terms can be neglected. As a consequence, only the electric dipole interaction is considered 
and exciton emitters are modelled by fictional point-dipoles. 
 
Although exciton decay can be approximated by electric point-dipoles, their optical properties 
cannot be understood independently to their environment. Absorption and decay of the 
exciton are accounted for by a damped, harmonically oscillating dipole, characterised by its 
intrinsic angular frequency ω0 and damping rate b0 in the absence of the structure. In addition, 
the point-dipole is driven by its own electric field ER reflected by the structure. Equation (1.14) 
then states Newton’s second law applied to the dipole. 
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Because the impact of the reflected field on the dipole is expected to modify its damping rate 
and angular frequency, a complex-valued trial function, which depends on damping rate and 
angular frequency in this inhomogeneous environment, can be inserted in the equation in 
place of p. This ultimately leads to equation (1.15), which expressed the normalised damping 
rate as a function of the emitter’s photoluminescence quantum efficiency     , which measures 
how many photons are emitted by the system compared to how many were absorbed [49], 
and of an amplitude-reflection coefficient      which captures the effect of the structure on the 
decay of the point-dipole [50]. 
(1.15))( Re1
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But the impact of the environment can also manifests itself by offering excitons competing 
coupling channels such as guided modes supported by the structure. A mixed approach of ray 
optics and electromagnetic theory allows describing the basic concepts of guided modes, 
their propagation and cut-off in dielectric waveguides [51]. The left panel of Fig. 1.12 
schematises an organic structure, in which the real-valued refractive index of the organic layer 
is higher than both that of the substrate and air. Such a structure constitutes a slab waveguide 
allowing possible guided modes to propagate as illustrated by the profile of the electric field. 
The right panel presents the ray-optics picture, in which light impinging on the interface from 
the organic layer – the more refringent – can experience total internal reflection provided the 
incidence angle is greater than a critical angle. 


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This corresponds to the propagation of two plane waves towards the air and substrate 
interfaces. For them to be coherent, a phase relation must be satisfied, leading to the 
transverse electric (TE) and transverse magnetic (TM) dispersion relations of the guided 
modes. For a given structure and wavelength, these equations can be numerically solved 
yielding the insightful features of the modes; namely, these are the effective index, the 
propagation constant and cutoff thickness. The effective index should have a value between 
that of both surrounding media; it indicates the extent of confinement of a guided mode. The 
propagation constant is the inverse of the characteristic propagation length of the mode. Last, 
the cutoff thickness corresponds to the minimum thickness of the slab for the mode to be 
supported. 
 
To understand the interaction of a point-dipole with the guided modes supported by a plane 
layered structure, the angular spectrum representation of the electric field of the dipole 
needs to be considered [48].  This means that the electric field is decomposed into plane and 
 
Figure 1.12: Schematic of a dielectric nanostructure supporting a guided mode and ray 
picture of the coupling of a point-dipole to a guided mode. 
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evanescent waves: these correspond respectively to wave vectors pointing below or beyond 
the critical angle of total internal reflection. Two directions of evanescent components are 
illustrated on the right panel of Fig. 1.12 by the solid arrows originating from the point-dipole. 
These evanescent waves can transport energy along the interfaces and transfer it into the 
guided modes supported by the structure. 
 
Eventually, it should be mentioned that the impact of the structure on the decay of excitons 
can be even more complex when the structure includes a metal layer. Figure 1.13 summarizes 
the dominant channels of de-excitation of a source as it comes close to a metal interface. The 
additional channels include coupling to surface plasmons, which are collective oscillations of 
the free electron gas created at the metal-dielectric interface [52], and other nonradiative 
processes, such as direct excitation of electron-hole pairs in the metal. 
 
 
 
 
Figure 1.13: Diagram of the main channels of excitation decay for a source near a metal 
surface [53].  
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1.6) Purpose of this work 
In this first section, the basic concepts of excitonics in organic molecular systems were 
introduced. We tried to highlight that exciton energy carriers were prominent to virtually any 
organic opto-electric devices, and yet that some fundamental questions remained opened. In 
particular, triplet excitons possess longer lifetime than their singlet counterpart, which can 
cause detrimental issues to the development of organic devices. But because the 
corresponding optical transitions are spin-forbidden, even measuring triplet exciton lifetime 
in non-phosphorescent materials becomes a challenging task. In addition, its long lifetime 
should translate into a long triplet exciton diffusion length as compared to singlets, even if 
the two transport mechanisms differ. However, a large range of triplet diffusion lengths have 
been reported for an archetypical organic material such as CBP. As we emphasized it, an 
accurate measurement of LD should take into account the effect of the nanostructure on 
exciton emission. 
 
This analysis allows the following purposes for the present work to be considered: 
- To assess the lifetime of triplet excitons in materials characterised by a weak spin-orbit 
coupling and to investigate the possibility of reducing the lifetime of long-lived triplet 
excitons. 
- To identify some of the causes of the large variations of the value of the diffusion 
length reported for CBP. 
- To offer alternative or improved methods, taking the effects of the nanostructure into 
account, to offset the cause of variation and to estimate the diffusion length.  
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The thesis is organised as follow: 
- The second section of this thesis presents the materials and methods.  
- The third section aims at estimating the triplet exciton lifetime in different polymeric 
and small-molecule systems.  
- The fourth section evidences the role of guided modes in the measurement of triplet 
diffusion length.  
- The fifth section tries for an estimation of the triplet diffusion length in CBP using the 
insight gained from the previous results sections.  
- The last section forms the conclusion to this thesis.  
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Chapter 2: Materials and Methods 
 
This section details the materials, fabrication and characterisation techniques and the 
experimental and numerical methods used in the present work. The emphasis is on 
motivating the choice of materials and experimental methods; outlining the equipment used 
and explaining the verification procedures applied to our measurements and simulations.  
 
2.1) Materials, fabrication and characterisation 
 
2.1.1) Materials 
 
As highlighted in the introduction, the materials used in this work were chosen for being 
archetypical, intensively investigated for their opto-electronic properties but also because 
their transport properties are not well understood. Table 2 summarises their official and 
commonly accepted nomenclatures and their topological formulae. These materials can be 
divided into two classes: polymers and small molecules. First, the three polymers studied here 
were chosen among polyfluorene derivatives, which are conjugated polymeric 
semiconductors, characterised by the presence in the monomer of two benzene rings 
attached to a cyclopentane [54, 55]. For example, PFO and PF2/6 only differ in the alkyl chains 
that substitute the cyclopentane. They both absorb in the UV region and emit in the blue.  
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Nomenclature Short Name Topological formula 
Poly(9,9-di-n-octylfluorenyl-2,7-diyl) 
 
PFO 
 
Poly[9,9-di-(2′-ethylhexyl)fluorenyl-2,7-
diyl] 
 
PF2/6 
 
Poly[(9,9-di-n-octylfluorenyl-2,7-diyl)-
alt-(benzo[2,1,3]thiadiazol-4,8-diyl)] 
 
F8BT 
  
4,4'-Bis(carbazol-9-yl)biphenyl 
 
CBP 
 
 
Tris[2-phenylpyridinato-C2,N]iridium(III) 
 
Ir(ppy)3 
 
 
1,3-Bis(carbazol-9-yl)benzene 
mCP 
 
 
1,3-Bis(triphenylsilyl)benzene 
UGH3 
 
 
3-(2-Benzothiazolyl)-7-
(diethylamino)coumarin 
C6 
 
 
Table 2: Official nomenclature, short name and topological formula (reproduced from 
manufacturers specification sheets [56, 57]) of the organic materials considered in the present 
thesis. All the materials were purchased from Sigma-Aldrich, except for CBP, which was 
purchased from Lumtec (Luminescence Technology Corporation). 
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In contrast, the addition of a benzothiadiazol unit to the monomer of F8BT results in blue 
absorption and green emission. The measurement of the triplet lifetime of these fluorescent 
polymers will be analysed in Chap. 3. Second, when a thermal deposition chamber allowing 
sublimation of organic low molecular weight materials became available, we adopted such 
small molecules for the remainder of the work. Although polymers clearly offer advantages 
from the technological point of view, we thought that the higher purity higher reproducibility 
made small molecular materials more suitable for fundamental proof of concepts.  CBP was 
chosen for its reported long triplet lifetime [37, 39, 42, 58], which made it a suitable for studies 
of the triplet state. CBP absorbs in the UV and emits in the blue. It has been widely used as a 
hole transporting host in OLEDs.  Figure 2.1 presents a typical structure used in our PL sensing 
experiments, described in this section. It shows the various  
 
 
 
Figure 2.1: Schematic representation of the organic multilayer structure used in the 
photoluminescence sensing experiments. The name of the materials, the function they 
realise and the associated energy requirement, are outlined for each layer. 
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other materials, which were required to estimate the diffusion length in CBP. Each material 
performs a particular function, according to its excited energy levels, which are gathered in 
table3. In particular, it was found to be an appropriate host for the green phosphorescent 
emitter Ir(ppy)3 [1, 21], which was therefore chosen as a sensing material for the diffusion 
length measurements presented in chapters 4 and 5. Lithium fluoride (LiF, purchased from 
Sigma-Aldrich) was initially used an exciton blocking material because of its large bandgap of 
11.9 eV [61]. LiF is however known to diffuse into adjacent organic layers [62], it was therefore 
substituted by mCP [63] and UGH3 [64], which both possess optical gap and triplet energy 
larger than those of CBP. Eventually C6 was chosen because of the large overlap between its 
absorption band and CBP PL emission. This was necessary to be used as a guided mode 
quencher as investigated in chapter 5. 
  
Material Optical gap Triplet energy 
CBP 
 
3.1[1] 2.6[1] 
Ir(ppy)3 
 
2.6[56] 2.4[1] 
mCP 
 
3.7[59] 2.9[59] 
UGH3 
 
4.4[60]-4.6[59] 2.9[60] 
C6 2.7[56]  
    
Table 3: Energy levels (in eV) of materials used in the present work. The optical gap 
corresponds to difference between the ground-state and the first singlet excited state; 
the triplet energy corresponds to difference between the ground-state and the first 
triplet excited state. Source for these values are referenced in bracket.  
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Fused silica substrates were purchased from Apex Optical Services [65]. The cleaning 
procedure involved four five minute long ultrasonic baths: in a lightly concentrated alkaline 
solution[66], in deionized water, in acetone and in isopropyl alcohol. This last step was 
followed by blow-drying each sample immediately after removing it from the solvent using a 
nitrogen gun. Prior to the deposition of a thin gold layer, the samples were plasma-ashed 
under oxygen for 3 min at radio-frequency power of 60W and immediately placed in a low 
vacuum vessel where a (3-Mercaptopropyl)trimethoxysilane self-assembled monolayer 
(Sigma-Aldrich) was vapour-deposited, as an adherence under layer to gold [67]. 
 
2.1.2) Fabrication 
 
Spin-coating: 
Polymeric samples were fabricated by spin-coating from solutions onto cleaned glass 
substrates. Spin-coating consists in dispensing a small volume of a polymer solution onto a 
substrate placed on a fast rotating plate [68], as illustrated by Fig. 2.2. The resulting radial 
force exerted on the solution leads to its uniform spreading over the substrate and to the 
evaporation of the solvent, thus forming a solid polymer film. The main parameters 
controlling the thickness and quality of the film are the concentration, viscosity and 
dissolution of the polymer solution, the volume of solution dispensed on the substrate, the 
quality of the substrate surface, the spin speed and acceleration of the plate and the overall 
spinning time. 
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PFO, PF2/6 and F8BT were dissolved in toluene at concentrations ranging from 10 to 30 
mg/mL, stirred, and if necessary heated at 40°C, for several hours until a homogeneous 
appearance was observed. The substrates were centered on the spinning plate and covered 
with the solution; neither plasma-ashing nor heating of the substrate prior to spin-coating 
was found to significantly change the thickness or the optical properties of the films. The spin 
speed ranged from 1000 rounds per minute (1kRPM) to 5 kRPM to allow spin-coating films of 
different thicknesses. For consistency, the spinning acceleration and total duration were kept 
constant to 5 kRPM/s and 1 min.  
Vacuum Thermal Deposition: 
In contrast, small molecule materials were deposited by high vacuum thermal sublimation 
[69] using an Amod 520 (Angstrom Engineering) deposition chamber, which achieves high 
vacuum by the combination of a primary mechanical pump and a secondary cryopump 
allowing a base deposition pressure of 1x10-7 Torr (1.3x10-10 bar) to be reached. Figure 2.3 
                                                          
Figure 2.2: Schematic representation of the spin-coating process: The material is 
dispensed from a solution onto a spinning plate, which uniformly forms a thin film 
(reproduced from Cee application note [68]). 
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shows the arrangement of the resistive sources in the chamber. Note that the sputtering 
sources presented in Fig. 2.3 were not used in this work. An automatically controlled shutter 
isolates the sample holder from the sources and allows reaching stable deposition rates prior 
to actual deposition. Sources 3 and 6 are dedicated to thermal deposition of organic 
materials. Placed in these crucibles and once high vacuum was reached, organics were heated 
up to sublimation temperatures, which range from 100⁰C to 250⁰C depending on the material,  
 
 
 
                                   
Figure 2.3: Diagram of Angstrom thermal and sputtering vacuum deposition machine, 
representing the arrangement of the sources and sensors in the chamber (reproduced 
from Angstrom manual [69]).  
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the volume of material in the crucible and the exact deposition pressure. Figure 2.3 also shows 
the quartz microbalance sensors, which monitor the deposition rates. Those are based on 
piezoelectric quartz crystal materials, on which the application of an alternative potential 
creates a standing shear wave [70].  The deposition of an amount of material as small as a few 
nanograms per square centimetre on the quartz crystal then induces a measurable shift of its 
resonant frequency. However, material density is required to infer from this measurement 
the thickness deposited on the sensor. For small molecule materials, density is often unknown 
and set to an arbitrary value. In addition, the deposition rates on the substrate and sensor are 
different because emission from the source is not isotropic. Figure 2.4 illustrates the tooling 
factor (TF), which is defined as the ratio of the thickness deposited on the substrate to the 
thickness deposited on the sensor. 
 
                          
Figure 2.4: Schematic representation of the vacuum deposition chamber illustrating the 
concept of tooling factor. On the left, the substrate is brought closer to the source than 
to the sensor; this case corresponds to a tooling factor over 100%. The opposite situation 
is depicted on the right (reproduced from the Angstrom manual [69]). 
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Therefore, a TF larger than 100% simply means that the substrate is closer to the source than 
the sensor. Similarly to the density, the TF has to be initially set to an arbitrary value. An 
independent measurement of the material thickness, deposited on the substrate, however 
allows compensating for these unknown parameters. Equation (2.1) shows indeed that a new 
TF can be then calculated, which means that any subsequent deposition of that material can 
be accurately monitored by the change in the resonant frequency of the quartz crystal. The 
study of all new materials was therefore started by the calibration of its TF. 
 
Furthermore, a proportional-derivative-integral (PID) controller, with user-defined 
parameters, enables automatic deposition sequences, using the quartz crystal microbalance 
sensor as a feedback. To compensate for the non-isotropic emission of the sources, the 
sample holder was spun so that each sample could be exposed equivalently. For further 
precaution, the samples were positioned at equal distance from the centre of the holder. 
Shadow-masking was used to prepare samples with the exact same CBP thickness but with or 
without an extra blocking layer (as reported in section 4) in a single batch and without 
breaking vacuum. Sublimation purified materials were used as received, whereas for the non-
sublimed-grade materials a minimum of 20 nm was pre-evaporated prior to deposition of the 
desired layer. A deposition rate of 2 Å/s was commonly used. Because a few milliseconds were 
required for the shutter to close, a small uncertainty on the thickness measured by the sensor 
was introduced. For layer thinner than 5 nm the deposition rate was lowered to 0.5 Å/s to 
limit the impact of this uncertainty. For gold, on the other hand, even layer as thin as 10 nm 
were deposited at a minimum of 3 Å/s because it was found to lead to films of superior 
quality.  
(2.1)
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2.1.3) Characterisation 
 
A variety of characterisation techniques were used in this work to verify the consistency and 
reproducibility of the fabrication and to determine the materials optical parameters which 
are necessary to understand the results of the experiments. This sub-section describes in 
particular the principle of spectrophotometry, emphasising on the functioning of a 
monochromator, which was used in all of our experiments. It also explains how variable-angle 
spectroscopic ellipsometry was used to determine the thickness of each sample and the 
refractive indices of each organic material. Eventually, the calculation of the PL quantum 
efficient and Förster radius are presented.    
UV-Vis Spectrophotometry: 
A UV-2550 spectrophotometer (Shimadzu Co.) was used to measure the transmission of UV 
and visible light through organic samples. The left panel of Fig. 2.5 gives an overview of its 
basic principle: a broad light source, combining halogen and deuterium lamps, illuminates a 
monochromator, which allows selecting the excitation wavelength. The illumination is then 
split in two beams impinging at normal incidence on a sample and a reference substrate. The 
intensities are then measured by a photomultiplier and then subtracted. The second panel of 
Fig. 2.5 illustrates the Czerny-Turner grating monochromator configuration: a concave mirror 
collimates the light illuminating the entrance slit onto a diffraction grating consisting of a 
periodic collection of grooves separated by a distance d. The light reflected by the grating is 
spectrally dispersed and a camera mirror then allows choosing the wavelength of the light to 
be focused on the exit slit. 
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Equation (2.2) relates the incident and diffracted angles i and 𝜃 between a beam of 
wavelength λ and the grating’s normal, as shown on the last panel of Fig. 2.5. In the equation, 
the integer m is the order of the diffracted beam.  In this optical configuration, d and i are set. 
This means that, for a given order, the wavelength is set by the diffraction angle. By rotating 
the exit mirror, the wavelength of the light outcoupled from the monochromator can thus be 
selected.  This means, in addition, that higher-order light corresponding to multiple of the 
desired wavelength will also exit the monochromator.  
 
The exit slit width determines the spectral resolution of the system.  Because it is not infinitely 
narrow, several components with close wavelengths will indeed be diffracted through the exit 
slit. Reducing the width of the slit is therefore necessary to distinguish spectrally close 
features. In contrast, broad features, such as absorption bands of some organic materials can 
benefit from larger slit width in that the intensity of the signal will be increased. Accurately 
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Figure 2.5: Simplified block diagram of a UV-Vis spectrophotometer, schematic 
representation of a Czerny-Turner grating monochromator and illustration of the 
geometric parameters of a diffraction grating (adapted and reproduced from [71]) 
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inferring the absorption bands only from measurements of the transmission through the 
sample can however be challenging because of the reflection at the interface. Ellipsometry, 
on the other hand, allows both the reflection and the transmission to be measured form a 
sample, as it is subsequently described. 
 
Ellipsometry: 
 
A V-VASE spectroscopic ellipsometer (J. A. Woollam CO, Inc.) was used to measure the 
thickness and the complex refractive indices of organic thin films. Figure 2.6 shows the picture 
of the equipment. A xenon arc lamp (150 nm - 1700 nm) is coupled to a monochromator and 
its output is polarised and collimated onto a rotating sample holding stage. A detector 
mounted on a second rotating stage then monitors the change in the polarisation of light as 
it is reflected by the sample. Equation (2.3) relates ψ and Δ, the physical quantities that are 
      
Figure 2.6: Picture of the V-VASE spectroscopic ellipsometer. The main three elements 
highlighted are the rotating sample holder and detector and the illumination input 
which is connected to the monochromated lamp. (reproduced from [72]) 
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being measured, to the complex Fresnel reflection coefficients Rp and Rs corresponding to the 
p and s polarisations. Ψ depends on the ratio of modulus of the Fresnel coefficients, while Δ 
is their phase difference.  To infer from their experimental measurements the determination 
of the sample thickness d and the refractive indices n and k, a model has to be built, taking d, 
n and k as parameters. 
 
 
The best fit of Ψ and Δ provides the estimated sample thickness and refractive indices. 
However, for thin absorbing films such as organic thin films, this fitting procedure can be 
compounded by correlations between the parameters. In particular, a decrease in the 
thickness of the sample d can be partially compensated by an increase in the extinction 
coefficient k. A method is therefore needed to fit d, n and k while avoiding cross-correlation, 
which would otherwise render their estimation dubious. In this work, the method followed 
involved a first fit of the thickness over a near-infrared spectral range of 900 to 1600 nm, 
where organic materials are typically transparent. Here ψ and Δ were fitted to a Cauchy model 
which only takes the thickness d and two parameters α and 𝛽 to account for a real-valued 
refractive index n dependant on the wavelength λ according to the dispersion relation 
described by equation (2.4). 
 
A second set of data was then acquired from the same sample spot but allowing the 
wavelength to scan the UV and visible part of the spectrum. This dataset was furthermore 
appended to transmission data acquired either with the ellipsometer or the 
spectrophotometer as described above. Similarly to the Cauchy relation, a generalised 
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oscillator dispersion equation was used to model Ψ and Δ over the visible region. This consists 
of a linear combination of Gauss, Lorentz, or Tauc-Lorentz oscillators each characterised by 
their amplitude, full-width at half maximum and energy position. Note that the Tauc-Lorentz 
oscillator requires an extra parameter, which corresponds to its level of asymmetry.           
Figure 2.7 illustrates, in the case of CBP, the building process of such a model. A first 
dispersion relation is calculated based on the fitting of n and k for each wavelength. The 
corresponding dielectric function can then readily be plotted and guides the choice of the 
oscillators. These oscillators model the optical features corresponding to electronic and 
vibrational transitions carrying significant oscillator strength, as it was explained in the theory 
section. For example, Fig. 2.7 shows the imaginary part of the dielectric function ε2 of CBP and 
a Gaussian oscillator positioned in energy to match one of the feature of ε2. The use of such 
parameterised optical models offers two main advantages over simply fitting n and k for every 
wavelength. First, the number of parameters to be fitted is drastically reduced from several 
hundred – depending on the spectral range and the step considered – to 10 to 20 – depending 
on how many oscillators are needed – which makes the fitting results more reliable. The 
second advantage has to do with the physicality of the model: the real and imaginary parts of 
the refractive index have to satisfy the Kramers-Kronig relations, which translate the causality 
concept in optics. While fitting n and k for every wavelength can lead to a non-physical 
solution, the generalized oscillator model insures Kramers-Kronig consistency, simply because 
each of the oscillators satisfies the Kramers-Kronig relations. Eventually two more features of 
the V-Vase ellipsometer were used to provide an accurate estimation of the complex 
refractive index,  
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namely the abilities to vary the reflection angle and to account for multiple reflections at the 
back of transparent substrates. Varying the reflection angle provides more independent data 
to fit, which reduces the correlation between parameters. More importantly, it allows more 
accurate and less noise-prone measurements of the reflection by the sample. Indeed the 
system has been found to provide more reliable measurements near the Brewster angle, 
which for organic layers is between 60⁰ and 70⁰ depending on the wavelength. Each of our 
measurements was therefore conducted at 60⁰, 65⁰, 70⁰ and 75⁰. Accounting for multiple 
reflections at the back of transparent substrates was also found to considerably affect the 
quality of the fits.  When thin films are deposited on silicon, back substrate reflections can 
           
Figure 2.7: Calculated imaginary part of the dielectric function ε2 of CBP as a function of 
energy. A gaussian oscillator is added to illustrate the building process of a Kramer-
Kronig consistent model to fit the refractive indices. 
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safely be neglected due to the high absorption of silicon in the UV and the large difference 
between the refractive indices of the organic layer and silicon. In contrast, our samples were 
deposited on transparent quartz substrates to be used in the optical experiments described 
in the next section. This means that the contribution of the back substrate reflections to the 
overall reflected signal was no longer negligible. The ellipsometer modelling software 
however conveniently allows taking into account these additional reflections by identifying 
the experimental Ψ and Δ to resulting from reflections at the air-organic and organic-substrate 
interfaces plus the first reflections at the substrate-air interface.  
By following the procedure described here, we therefore managed to determine Kramers-
Kronig consistent complex refractive indices of organic materials, using both reflection and 
transmission measurements.   
Photoluminescence Quantum Efficiency: 
Photoluminescence quantum efficiency γ is commonly used to characterise the emissive 
properties of organic semiconductors. γ measures the ratio of the total emitted photon 
number Nem of a thin organic film, to the absorbed photons number Nabs upon excitation. This 
also corresponds to the ratio of the radiative decay rate krad, to the sum of the radiative and 
non-radiative (knr) decay rates [22]. In this work, these measurements were conducted with 
an integrating sphere combined with a Fluoromax-3 spectrofluorometer (both from Horiba 
Jobin Yvon Ltd). The spectrofluorometer provides a monochromated broad excitation (Xenon 
arc lamp) monitored for intensity drift by a photodiode detector and coupled to the entrance 
port of the integrating sphere. The emission exiting from the integrating sphere is collected 
and focused on a second monochromator and measured by a photo-multiplier tube. 
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Figure 2.8 presents the optical paths of interest in an integrating sphere. The sample is placed 
in the sphere, forming an acute angle with the excitation beam to avoid normal reflection 
towards the input port. The broad angular emission of the sample is scattered by the highly 
diffusive inner coating of the sphere and eventually collected through the output port. A 
baffle is positioned between the sample and the output port to prevent reflections from the 
sample to directly reach this port, which would otherwise affect the estimation of Nabs. Three 
measurements are required to determine γ [73].  First, the transmission through a bare 
substrate is measured at an excitation wavelength λex chosen to match the absorption of the 
organic semiconductor under study. Here, the excitation and emission monochromator slit 
widths were set to 0.75 nm equivalent bandwidth in order to maximize the signal Iex while 
insuring it is still in the linear regime of the detector. The emission monochromator then scans  
                                  
Figure 2.8: Schematic representation of an integrating sphere showing the excitation 
beam (ex.) impinging on the sample; its emission (em.) is then diffuse by the coating of 
the inner sphere and reaches the collection output which is coupled to a photodetector. 
The presence of the baffle in the sphere insures that emission cannot directly reach the 
output (reproduced from [73]). 
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a short range of wavelengths around λex. Second, the measurement is replicated while using 
the sample with the organic layer. This second signal Iex’ corresponds to the absorption 
through both the organic layer and the substrate. As a result, the subtraction Iex - Iex’ solely 
accounts for the absorption through the organic layer. For the third measurement, the sample 
is scanned over its entire emission spectrum and the signal Iem is recorded. The calculation of 
γ is performed according to equation (2.5), where both photon numbers are determined by 
dividing the respective PL intensities by the energy of a single photon and integrating over 
the entire energy spectrum. Note that we expressed the integrals with respect to the 
wavelength to describe our particular setup, but that, in contrast to [73], we found the 
wavelength λ to appear in the denominators. Secondary effects such as scattered photon 
absorption [74] and PL photon re-absorption [75] can be additionally taken into account, but 
both were find to introduce only minor corrections. On the other hand, a correction for the 
spectral response of the system (source, monochromators, integrating sphere and detector) 
was devised and is included in equation (2.5) by the term corr. For this purpose a calibrated 
light source (DH-2000, Ocean Optics) was used; Figure 2.9 shows the spectrum of the source 
supplied by the manufacturer (blue line). The correction is shown in black in Fig. 2.9 and 
simply consists in dividing the response from the system to the light source by its calibrated 
spectrum. 
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Förster Radius: 
Eventually, the Förster radius R0 can be estimated to characterised singlet exciton diffusion.  
R0 is defined as the length for which the Förster transfer efficiency drops to 50%. We used the 
formulation of Pope and Swenberg [19] but, similarly to the calculation of the PL quantum 
efficiency γ, we  expressed in equation (2.6) the spectral overlap of the normalized 
fluorescence of the donor molecule fD with the extinction coefficient of the acceptor molecule 
A as a function of the wavelength. Note that here R0 also depends on an orientation factor χ2, 
the molar mass M and the density ρ.  
 
χ2 is directly related to the oscillator strength of the donor transition [19, 22] and for randomly 
oriented dipole in an amorphous film  [42, 76]. The density of most small 
    (2.6)f
32
9
AD4
2
6
0 


d
N
M
R
A

                               
Figure 2.9: Spectral correction for the overall system composed of: the lamp, the 
excitation monochromator, the integrating sphere, the emission monochromator and 
the photodetector. 
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molecular weight semiconductors are not reported in the literature and must often be 
measured; we used the value measured for Alq3 in reference [77]. In addition, many different 
formulations of R0 can be found in the literature [1, 19, 21, 48, 78-80]. For those reasons, the 
estimation of the Förster radius should be regarded with great caution. 
2.2) Experimental methods 
 
This sub-section presents the experimental setups built for this work. The functioning of the 
main pieces of equipment is succinctly described. We tried to highlight the rationale behind 
their choice and to give enough details to allow reproducing our results if ever needed. 
Photoinduced Absorption Spectroscopy: 
Our first setup aimed at measuring photo-induced absorption (PIA) of triplet-triplet 
transitions in non-phosphorescent organic polymeric and small-molecule systems. Figure 2.10 
illustrates the principle of PIA, a pump and probe technique allowing for the spectral 
monitoring of photo-induced states: a pump laser beam excites the transition between the 
ground and the first singlet excited state; then, a fraction of the generated singlet excitons 
undergoes ISC and populates the first triplet excited state. A probe laser excites the transition 
from the first triplet excited state to a higher-lying triplet excited state and the transmitted 
light corresponds to the photo-induced signal. To a first approximation [81, 82], the change 
in the transmission ΔT through the sample is proportional to its thickness d and to the triplet 
density nT. The normalized change in transmission can therefore be expressed by the product 
of d, nT and the triplet-triplet absorption cross-section σTT, as described by equation (2.7).  
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Figure 2.11 presents the PIA optical setup that was built. We used a laser diode (Coherent 
Cube, Coherent Inc.) emitting at a wavelength λ = 405 nm as the pump excitation source and 
modulated by a square wave function of variable frequency, provided by a function generator 
(3390 Arbitrary Waveform generator, Keithley Instruments Inc.). The excitation wavelength 
was chosen to match the energy of the first singlet excited state of the polyfluorene 
derivatives described earlier. The beam impinged on the sample at an angle of approximately 
45⁰. The spot size and power were measured using a beam profiler (BC106, Thorlabs Inc.). It 
was found to form a slightly ellipsoidal spot of 670 x700 µm2 (area where the intensity drops 
to 1/e2 of its peak value) with a typical power of 7 mW, which corresponds to a pump power 
per unit area of 3 W/cm2. Several pigtailed laser diodes were used as CW probing lasers 
 
Figure 2.10: Illustration of photo-induced absorption in an organic material on a 
Jablonski diagram. Following excitation by a pump laser, the first singlet excited S1 is 
populated; a fraction of the excited states undergoes intersystem crossing leading to 
population of the first triplet state T1. A second probe laser excites the transition from 
T1 to a higher-lying excited state T2. 
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(Thorlabs Inc.). Those were housed on a pigtail laser mount connected to both an intensity 
controller and a temperature controller. This allowed stable emission at wavelengths λ = 635 
nm, 675 nm, 785 nm and 830 nm, corresponding to expected triplet-triplet absorption bands. 
neutral density filter in order for its intensity to match the intensity of the transmitted beam 
when the pump was switched off. The collimated probe laser was divided in two arms by a 
beam splitter. While the transmitted beam impinged normally on the sample at the centre of 
the pump spot, the reflected part of the probe beam was used as a reference. 
 
Figure 2.11: Pump-probe setup used to measure photo-induced absorption (PIA) and to 
estimate triplet exciton lifetime. A modulated pump laser generates a singlet excited 
state population in the organic material. A CW probe laser beam, split into a sample and 
a reference beam, is either absorbed by triplet excitons or attenuated to match the 
transmission through the sample in the absence of the pump. A balanced photodetector 
records the difference in the transmitted signal and a lock-in amplifier, synchronised 
with the pump, isolates the PIA signal. 
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This reference beam went through a continuous Long-pass filters with a cut-on wavelength 
of 600 nm (FEL600, Thorlabs Inc.) were additionally used to prevent parasitic signals, 
especially coming from the pump, to reach the photodetectors. A balanced photodetector 
(Large-area balanced photoreceivers, New Focus Inc.) was used to monitor the change in the 
transmission. It collects both the reference and sample beams, subtracts them and amplifies 
the difference. This allows cancelling the noise common to both optical paths [83].  
                   
Figure 2.12: Functional block diagram of the lock-in amplifier (LIA) used in this work. The 
main elements are: the input notch filters tuned to the frequencies of the main 
frequencies (utility frequency); the internal oscillator and the phase-locked loop, which 
synchronize the LIA to the experiment reference frequency; the two phase-sensitive 
detectors (PSD) and their associated low-pass filters, which are responsible for isolating 
the signal of interest from the noise; the amplifiers, which are distributed before and 
after the PSD (reproduced from [84]). 
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The output of the detector, corresponding to the PIA signal and some additional noise, was 
then fed to a lock-in amplifier (LIA) (SRS830, Stanford Research Systems Inc.). Figure 2.12 
shows a block diagram describing the functioning of a LIA, a technique relying on phase-
sensitive detection to track a weak modulated signal, for which a reference frequency is 
available, from a large noise background. This consists in multiplying the sinusoidal input of 
amplitude Vsig, angular frequency ωsig and phase 𝜃𝑠𝑖𝑔  by a reference signal generated by the 
internal oscillator and characterised by Vref, ωref and 𝜃𝑟𝑒𝑓. This step is implemented by the 
phase-sensitive detector (DSP). Equation (2.8) shows that this multiplication can be expressed 
as a difference between two cosine functions depending respectively on the differences and 
the sums of the angular frequencies and phases. Because the internal oscillator is 
synchronised with the function generator and the pump laser, both the angular frequencies 
 
 
 
 and phases of the signal and the reference are equals; they are said to be frequency and 
phase locked. This means that the first cosine corresponds to a DC signal. The subsequent 
low-pass filter therefore removes the second cosine and leaves a signal X, which only depends 
on the input amplitude Vsig and the phase difference 𝜃 between the input and the reference. 
Equation (2.9) also shows that a second DSP phase shifted by 90⁰ from the first DSP allows 
obtaining a similar signal Y depending only on Vsig and 𝜃 but in quadrature with X. 
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 Eventually, equation (2.10) shows how these X and Y quantities can be used to recover and 
output a tension R proportional to the PIA signal and its phase, which is the phase difference 
between the pump and the PIA signal.   
 
 
To recover the normalised change in the transmission through the sample, this tension R was 
divided by the tension measured at the output of the balanced photo-detector, with the 
pump switched off and the reference beam blocked, using an oscilloscope (Tektronix Inc.).  
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Figure 2.13: Instrument Response Function (IRF) of the overall system and graphical user 
interface (GUI) designed using Matlab.   
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Figure 2.13 eventually shows the instrument response function (IRF) of the overall system 
that was acquired by directing and attenuating the pump laser to the detector while the probe 
laser was switched off. Data were then divided (for amplitude) or subtracted (for the phase) 
by the IRF. The entire experiments was controlled by a GPIB interface and a custom-made 
graphical user interface written in Matlab (The MathWorks). 
Spectroscopic Photoluminescence Sensing: 
The next setup was built to measure the diffusion length of triplet excitons in organic small 
molecule semiconductors following the modified PL quenching method exposed in the 
introduction. Figure 2.14 shows the steady-state PL setup. The illumination was generated by 
a Xenon arc lamp, which was coupled to a monochromator (Apex Illuminator and Cornerstone 
1/8 m monochromator, both from Oriel Instruments, Newport Spectra-Physics Ltd.). A 100 
mm 1’ focal lens was chosen to match the f-number of the monochromators output and to 
collimate the excitation.  In contrast, we used our smallest focal lens available to reduce the 
size of the excitation sport on the sample to approximately 3 mm in diameter. A custom-made 
vacuum chamber, which was pumped down to a base pressure of 1.5 mbar using a small 
diaphragm pump (MD1, Vacuubrand GmbH), housed the sample in close proximity to one of 
the glass window. The emission from the sample was then collected at an angle close to 30⁰ 
from normal in order to limit the additional collection of the pump. The emission was then 
focused onto an optic fibre, which was connected to a spectrometer coupled to a camera 
(both from Princeton Instruments). Note that two options were available for the position of 
the chamber: it could either be set so that the sample was on the excitation side of the setup 
or so that it was on the spectrometer side. Having it on the excitation side allowed using  
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smaller focal length optic; this corresponds to a smaller spot, higher intensity and eventually 
more emission. On the other hand, having the sample on the other side allowed collecting 
more emission angles but required a larger focal length optic at the excitation side. The 
former option was found to lead to a higher signal to noise ratio and was therefore chosen. 
Eventually the lamp was allowed to warm up for a minimum of 45 min to reach a stable output 
and the excitation power was kept below 25 µW to ensure that the measured PL remained in 
the linear regime such that triplet-triplet annihilation could be ignored. 
Time-Resolved photoluminescence: 
A last setup was used to probe the PL time-dynamics. The geometry of the setup resembled 
that of the previous setup illustrated in Fig. 2.14, but instead of the monochromated lamp 
source, a femtosecond pulsed laser source (Orpheus OPA, Light Conversion) was used. The 
excitation wavelength was kept to λ = 340 nm. In addition, the spectrometer was coupled to 
 
Figure 2.14: Spectrally-resolved PL measurements setup. The illumination of a 
monochromated broad lamp is collimated and focused on the sample; an angular range 
(around 30⁰ with reference to normal) of the resulting PL emission is collected and 
focused onto an optical fibre; a spectrometer connected to a camera resolves the 
spectra. 
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a streak-camera, triggered to the laser, which allowed time-resolved spectra of the PL 
emission to be acquired. Figure 2.15 describes the main elements and the working principles 
of a streak-camera.  Prior to arriving on the entrance slit of the streak-camera, the emission 
was passed through the spectrometer so that the spatial spreading on the horizontal axis, 
shown in Fig. 2.15 before the entrance slit, here corresponds to a spectral spreading. Photons 
arriving at the photocathode are then sequentially converted into electrons, which are 
accelerated and deflected vertically proportionally to their delay with respect to the trigger 
signal. The electrons then impact a phosphor screen, which produces an image of all the 
photons arriving at the photocathode. 
 
 
Figure 2.15: Diagram describing the operating principles of a streak camera, which 
allows temporal and spatial mapping of a modulated optical signal.  Four optical pulses 
are considered to illustrate the principle: those are delayed and impinge on the entrance 
slit with an angular spread. They are then focused on a photocathode, where they 
successively generate electrons in proportion with their relative intensities. Those 
electrons are then accelerated and deflected vertically upon application of a time-
dependant voltage triggered to optical pulses. An image is then produced by the impact 
of the electrons on a phosphor screen. On this image, the time-evolution of the photons 
and their spatial spread are represented respectively on the vertical and horizontal axis.  
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Those are mapped according to their time-delay with respect to the trigger on the y-axis and 
to their wavelength on the x-axis. Figure 2.16 shows such an image, where the trigger-pulse 
is represented by the region of intense illumination between the two green lines.  
 
 
Figure 2.16: Image recorded with the streak-camera of a sample consisting of: C6 (5 
nm)/UGH3 (25 nm)/CBP (119 nm)/CBP:Ir(ppy)3 (10 nm, doping at 8% in vol.) and excited 
at λ = 340 nm. The x-axis corresponds to the wavelength in nm. The y-axis corresponds 
to time in ms. The blue dots correspond to photons; the green double-line just before 
0.5 ms is due to the laser pulse. The integration of the intensity over time yields the PL 
emission spectrum presented in the bottom panel; its integration of the wavelengths 
yields the time-resolved PL emission, presented in the right panel.  
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All the other blue dots correspond to the recording of a photon. In order to monitor the 
dynamics of triplet exciton diffusion, which occur on the time-scale of a triplet lifetime, a time-
window of 2 ms was chosen. In addition, the spectrometer grating was rotated so that the 
central wavelength entering the streak-camera was λ = 550 nm. This corresponds to the 
centre of the phosphorescent sensitizer Ir(ppy)3 emission. The bottom and right panels of Fig. 
2.16 correspond respectively to the time and wavelength integration of the overall signal. 
Whereas the integration of the signal over time yields a PL spectrum similar to that acquired 
with the previous setup, the integration over the wavelengths yields the time-resolved PL 
measurements, which allow discriminating between the prompt and delayed emission. 
Because in the latter measurements, the information of the wavelength of each photon was 
ultimately lost in favour of the temporal aspect, the entrance slit width was increased 
compared to the former experiments allowing for higher signal to be recorded.  
 
2.3) Numerical methods 
 
This sub-section presents the numeric methods used in this work to model the experimental 
results. The validation of the simulations is emphasised as much as possible by comparing 
their results to analytical solutions or by comparing the results of different numerical methods 
between them.  The numerical methods are presented in the same order as the experimental 
methods: modelling of the PIA results, steady-state PL sensing, visualisation of the guided 
modes supported by these structures and eventually modelling of the time-resolved PL 
sensing results. 
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Photoinduced Absorption: 
The photoinduced absorption experiments aimed at measuring triplet exciton lifetimes and 
can also be used to determine the change in triplet exciton density between two organic 
systems. The results of these experiments are output by the lock-in amplifier as two variables: 
a magnitude and a phase. After normalising the magnitude by the voltage corresponding to 
the transmission through the sample in the absence of the pump, the normalised relative 
change in the transmission -ΔT/T0, proportional to the triplet density, can be recovered [81, 
82]. Equation (2.11) shows the rate equation satisfied by the triplet exciton density. The first 
term of the right-hand side corresponds to the first harmonic of the square wave excitation 
of frequency f detected by the lock-in. G0 is proportional to the pump excitation, the 
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absorption coefficient at the excitation wavelength and the ISC rate. The second term 
accounts for the decay of triplet excitons to ground-state with a lifetime τT. The solution to 
this equation consists of a transient response, exponentially decaying with time, and of a 
steady-state solution. Equation (2.12) expresses the amplitude and phase of the steady-state 
solution as a function of f and τT.  
 
   12.22tan
21
1
T
1
T




  f
f
nT
This model replicates the frequency response of a low-pass filter, which is characterised by a 
cut-off frequency equals to 1/ τT corresponding to a -3 dB decrease in the signal.  Figure 2.17 
describes the main features of the low-pass filter response. For frequencies significantly lower 
than the cut-off, the amplitude describes a plateau. Conversely, after the cut-off, the response 
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decreases exponentially with the frequency, which appears as a linear decline on the 
logarithmic scale. This model was used to fit the triplet exciton lifetime of from the PIA signals 
of polymeric or small molecule systems. Note that statistical weighting was applied to avoid 
overlooking the data points after the cut-off, due to their lower magnitude. 
 
Diffusion Length Fitting Routine:  
Figure 2.18 next presents a block diagram of the algorithmic procedure aiming at fitting the 
triplet exciton diffusion length in CBP out of the experimental results from the PL sensing 
method. This gives a high-level overview of the layout and the interactions between the 
different functions, written in Matlab (The MathWorks, Inc.). The parameters defining the 
organic structure are the complex refractive indices and the thicknesses of each layer,  
                   
Figure 2.17: Model for the normalised relative transmission accounting for triplet-triplet 
photoinduced absorption. The model corresponds to a low-pass filter characterised by 
the low-frequency plateau, which is proportional to the triplet density and the -3dB cut-
off frequency, which is inversely proportional to the triplet lifetime. 
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Figure 2.18: Block diagram of the overall code to fit the diffusion length LD of triplet 
excitons in CBP. It simulates the variation of the sensitizer PL intensity with the diffusion 
layer thickness using LD as a fitting parameter.  First the exciton generation rate in CBP is 
calculated using the absorption profile. A second function then takes this generation 
rate, the triplet lifetime and the boundary conditions to solve the diffusion equation in 
the steady-state (using either Matlab’s bvp4c solver or a custom-built Green function 
script). The output is used to calculate the flux at the CBP-CBP:Ir(ppy)3 interface and the 
overall model accounting for the two thickness-dependent corrections for the fraction 
of PL emitted in the collection solid-angle and for the change in the triplet lifetime.  An 
objective function then compares the model to the experimental data and is inputted in 
MATLAB's lsqnonlin non-linear least-square fitting routine. Note that the multistart 
routine was additionally implemented to verify the independence of the optimum LD   
from the starting point. 
 
72 
 
determined by ellipsometry. The excitation is characterised by the wavelength and impinged 
at normal incidence on the substrate. These parameters are used to calculate the exciton 
generation rate and the corrections to the overall model for the thickness-dependant fraction 
of the PL emitted in the collection solid-angle and the modification of the lifetime. The 
function in charge of solving the steady-state diffusion equation in the CBP layer requires the 
generation rate, the boundary conditions and the lifetime to be input and yields the triplet 
exciton density in the CBP layer and its spatial derivative. From there, the flux of exciton 
through the CBP-CBP:Ir(ppy)3 sensing interface can readily be calculated and the overall 
model is formed by multiplying the flux with the two corrections. An objective function is then 
formed by comparing the model to the experimental data and statistically weighting the 
difference with the experimental errors.  This objective function was then inputted in 
MATLAB's lsqnonlin non-linear least-square fitting routine, using the diffusion length LD as the 
optimizing parameter. Alternatively, Matlab’s multistart function was used to check that the 
result of the fit was independent from the starting point. 
 
Exciton Generation Rate: 
To model the electric field distribution in the organic multilayers that were used in our 
experiments, a transfer-matrix method was extensively applied, based on the work of 
Pettersson et al. [47]. The knowledge of the electric field profile is necessary to calculate first 
the exciton generation rate, but also the corrections for the thickness-dependent fraction of 
emission in the solid-angle of detection and the modification of the total exciton lifetime. The 
transfer-matrix method [85] consists in expressing the electric field in any layer of a multi-
stack of thin films as a function of the thin films properties (complex reflective index, 
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thickness) and of the excitation properties (wavelength, incidence angle). The forward and 
backward propagating electric field in a layer j are represented as a column- matrix. 
In contrast, the optical system is represented by a matrix product of 2 by 2 square matrices 
accounting for the reflection and transmission at each interface and for the phase factor 
introduced during the propagation through each layer. Figure 2.19 shows a diagram of the 
multilayer with the forward and backward propagating fields in each layer. Here the field is 
incident from the ambient medium and the backward propagating field in the substrate 
vanishes as this corresponds to a non-coherent field. Note that in our experiments, the 
samples were excited from the substrate side. This means that in our simulations, the 
structure had to be returned with respect to that schematic. Figure 2.19 also shows that 
formalism requires two sub-systems to be defined on each side of the layer j where the 
electric field is to be determined. Equation (27) shows that the total field in layer j simply is 
       27xExExE jjj
 

             
Figure 2.19: Schematic representation of a multilayer stack with the forward and back 
propagating scalar E-fields 𝑬
𝒋 
+ and 𝑬
𝒋 
− in each layer j, its thickness 𝒅𝒋and the grouping of 
the layers into two sub-systems 𝑺
𝒋 
′  between the ambient medium and the layer j under 
study and 𝑺
𝒋 
′′between layer j and the substrate (reproduced from [47]). 
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the superposition of the backward and forward propagating fields as a function of the exact 
position x in the layer. Note that in Pettersson’s manuscript, a minus sign is missing in the 
formula of the Fresnel reflection coefficient for the TM polarisation. However, in most of our 
experiments the excitation was impinging normally to the sample surface, in which case TE 
and TM polarisations cannot be differentiated. Figure 2.20 shows the profile of the electric 
field square modulus in the organic multilayer considered as an example in Pettersson’s work. 
To validate our implementation of this formalism, we verified that our simulations matched 
that presented in the paper. Note that the simulations were conducted at normal incidence, 
so that the sign issue mentioned earlier has no relevance here. Once the electric field profile 
in the structure is known, the exciton generation rate profile can readily be calculated using 
equation (1.13).  
 
 
Figure 2.20: Profile of the electric field square modulus in an organic multilayer 
consisting of: PEDOT(110 nm)-PEOPT(40 nm)-C60(80 nm), sandwiched between ITO and 
Al contacts. Our simulation (left panel) reproduces the simulation presented in 
Pettersson's work (right panel - [47]) corresponding to an excitation wavelength λ = 460 
nm at normal incidence. 
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Diffusion Equation Solver: 
The steady-state diffusion equation (1.12) was solved using Matlab’s bvp4c boundary-value 
differential equation solver. The exciton generation rate was used as the source term. 
Blocking ( 
𝑑𝑛
𝑑𝑥
(𝑥 = 0) = 0 ) and quenching ( 𝑛(𝑥 = 𝑑) = 0 ) boundary conditions were 
implemented to match the PL sensing experiments in which CBP is sandwiched between the 
exciton blocking material UGH3 and the sensing material CBP:Ir(ppy)3. The value of the triplet 
lifetime in CBP estimated by the PIA experiments was used in the model. To check the 
accuracy of the solver and its implementation, its results were compared against the 
analytical solution of the steady-state diffusion equation (2.13) in the case of a simpler 
exponentially decaying source term, where the absorption characteristic length LA = 55 nm is 
derived from the absorption coefficient of CBP at the excitation wavelength λ = 340 nm and 
the scaling parameter α was chosen to match the simulated generation rate at the blocking 
boundary. Equation (29) presents the analytical solution, in which the first two terms 
correspond to the general solution to the homogeneous equation and the last term 
 13.2
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corresponds to a particular solution to the overall equation. The integration constants A and 
B are found by expressing the boundary conditions and solving for A and B the resulting 
system of two coupled equations. 
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Figure 2.21 shows the perfect agreement between the analytical solution presented in 
equation (2.14) and the simulations using bvp4c. Note that Matlab's bvp4c solver was 
subsequently substituted by a custom-script calculating the Green function associated with 
steady-state diffusion equation including the simulated generation rate. The construction of 
the Green function for such a problem is described in reference [86]. This allowed finding 
solutions to the diffusion equation in agreement with bvp4c and speeding the convergence 
of the fitting routine from hours to minutes.  
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Figure 2.21: Density of triplet excitons in the CBP layer using an exponentially decaying 
absorption profile. In this case, an analytical solution to the diffusion equation can be 
calculated (solid black line) which is found to exactly match our simulations (dotted red 
line).  
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Angular-Dependant Photoluminescence: 
When modelling the results of PL sensing measurements as a function of CBP thickness, 
additional thickness-dependant effects on the PL need to be taken into account. In particular, 
the fraction of the PL emitted in the solid-angle dP/dΩ, which is collected by the optical setup, 
changes with the thickness of the CBP layer. To model this effect, a method of source terms 
for dipolar emission in a planar structure was implemented [87]. It consists in adding a 
discontinuity in the electric field at the position of the emitter, as shown by equation (2.15). 
The discontinuity corresponds to the square root of the power per unit solid angle radiated 
by a horizontal or a vertical dipole for both the TE and TM polarisation. 
   15.2mssource terE-E 
Figure 2.22 shows the radiation patterns corresponding to a dipole positioned vertically or 
horizontally with respect to the multilayer and for both polarisations. This formalism can be 
integrated to the transfer-matrix method presented earlier. Equation (2.16) then allows 
determining the fraction of power emitted in the collection solid-angle, by calculating the 
electric field square modulus outside the structure |Eout|2. The right panel of Fig. 2.22 shows  
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the detection solid-angle dΩ as well as the component of the wave vector normal to the 
interface in the emission and ambient mediums. To match the geometry of the PL sensing 
experiments, the correction dP/dΩ was eventually integrated over the range of angles 
collected by optical system after the vacuum chamber, as shown in Fig. 2.14. The integration 
was performed using Matlab’s quadv routine. 
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Point-Dipole Emitter Lifetime: 
Another thickness-dependant correction to the PL sensing emission is related to the 
modification of the emitter’s lifetime as a result of the presence of the layered medium [50]. 
In the introduction, this effect was described by the damping rate of a point-dipole in an 
inhomogeneous environment normalised by the damping rate in a homogeneous 
environment. Equation (1.15) expressed this ratio as a function of Γ, which accounted for the 
electric field radiated by the dipole, reflected by the structure and in turn driving the 
oscillation of the dipole. More precisely, equation (2.17) expresses Γ, for a vertical (V) or 
 
Figure 2.22: Schematics of dipolar emission spatial profile (left panel) and point-dipole 
in multi-layered stack. This illustrated the sources terms and the corresponding 
geometry used in addition to the transfer-matrix method to estimate the fraction of PL 
emission in the solid-angle collected by the optical setup. (Reproduced and adapted 
from [87]) 
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horizontal (H) dipole and for both TE and TM polarisations, as an amplitude-reflection 
coefficient ratio between the amplitude of the reflected electric field acting on the source E0 
      
 17.2
.ˆ
1
H,,0TM,
,
S
Vs
TM
Rs
TE
R
S
HVTE
HV E
zzDzzDz
E
E





 
and a parameter ES proportional to the source strength. The former can be expressed, through 
the constitutive relation, as the component of the reflected electric displacement at the 
source position. Equation (2.18) shows the Green function corresponding to the solution of 
the wave equation for a point-dipole source in an unbound medium [48].  This relates the 
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input, the point-dipole, to the output, which is the electric displacement field  ?⃗? . Eventually 
those are expanded in a plane-wave spectrum through the Sommerfeld identity and the 
calculation of these integrals yields the normalised damping. The normalised changed in the 
lifetime of the emitter is then the inverse of the normalised damping rate.  
 
Guided Mode Solver: 
In this work, the role of guided modes on the experimental determination of triplet exciton 
diffusion length in CBP is investigated. To calculate and visualise the guided modes supported 
by an organic multilayer, CAMFR (Cavity Modelling Framework, [88]), a Maxwell equation 
solver was used. Its principle is to exploit the invariances in the geometry of typical optical 
structures and to expand the electric and magnetic fields into the eigenmodes of the 
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structures considered. In this work, those are plane-layered stacks with the z-axis taken to be 
orthonormal to the surfaces. Equation (2.19a) then describes fields that can propagate in the 
transverse directions (identified by the t subscript) while maintaining their shape in the z 
direction. These modes are called eigenmodes because they satisfy the eigenvalue problem 
presented in equation (2.19b), where 𝛽 is the propagation constant. 
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Equation (2.20) relates 𝛽 to the effective index of the mode neff, which allows discriminating 
between guided, radiation and leaky or complex modes: for the mode to be guided, its 
effective index must be set between the refractive indices of the two mediums surrounding 
the medium supporting the mode. CAMFR allows defining the structure and calculates the 
)20.2(
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
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electric field profile for each mode as well as its effective index. Figure 2.23 shows an example 
of a guided mode supported by the following multilayer: Qtz-CBP(150 nm)-LiF (5 nm)-
CBP:Ir(ppy)3(10 nm) and calculated by CAMFR. At the wavelength considered λ = 400 n, the 
refractive index of the organic layers are close to n = 2 and the material is transparent to its 
own radiation;  in addition the refractive index of the surrounding mediums, the substrate 
and the vacuum are lower than that of the organics. Such configuration allows guided modes 
to be supported by the structure. Although the refractive index of the thin LiF layer is also  
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lower than that of the organic layers, the first order TE mode illustrated in Fig. 2.23 was found 
to extended over the entire multilayer.  Camfr was additionally used to calculate the total 
power radiated by a dipole in the structure. This allowed verifying the accuracy of the 
correction for the change in the point-dipole lifetime in the structure presented earlier. Figure 
2.24 shows that both methods predict the same variation of an emitter lifetime, when placed 
in the middle of the CBP:Ir(ppy)3 sensing layer as the thickness of the CBP layer is increased. 
 
 
 
                           
Figure 2.23: Calculated lowest-order TE guided mode in a multilayer using the Cavity 
Modelling Framework software (CAMFR). The structure consists of: CBP (100 nm)-LiF(5 
nm)-CBP:Ir(ppy)3 deposited on quartz. The calculation was performed at an excitation 
wavelength λ = 400 nm corresponding to CBP peak PL emission wavelength. 
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Time-Resolved Photoluminescence: 
Last, the modelling of the time-resolved PL measurements was addressed. The general 
structure of the fitting procedure presented in Fig. 2.18 was re-used but several major 
differences need to be noted. First, equation (2.21) presents the time-dependent diffusion 
equation, which is here being solved. The time-derivative of the exciton density is no longer 
equals to zero and the exciton generation rate is no longer present as a source term but 
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Figure 2.24: Variation of the lifetime of a point-dipole in an organic multilayer (Qtz/C6(5 
nm)/UGH3(5 nm)/CBP/CBP:Ir(ppy)3 (10 nm)) as a function of the CBP thickness. The 
lifetime is normalised to its value in an infinite medium of CBP:Ir(ppy)3 . The graph shows 
the agreement between the output of the code written in Matlab and based on Green 
function formalism and the subsequent Sommerfeld expansion and the simulations of 
CAMFR using eigenmode expansion. 
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appears as the initial condition. In contrast to the steady-state model, here both the triplet 
exciton lifetime τ and diffusion length LD were taken as fitting parameters.   
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Figure 2.25: Simulation of the time and spatial -dependent triplet exciton density 
resulting from solving the full diffusion equation using Matlab's pdepe solver, using the 
blocking and quenching boundary conditions. The initial condition is proportional to the 
generation rate in the CBP layer and can clearly be identified on the 3D plot. Equally, at 
longer time the density mimics the solution to the steady-state diffusion equation.  
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Matlab’s pdepe one-dimensional, initial-boundary problem partial-derivative solver was 
used. Pdepe uses the finite-difference method and converged quickly enough so that no 
alternative Green function solver was investigated. Similarly to the steady-state model, a 
multistart routine was implemented to check that the optimized parameters were not 
dependant on the starting point. Figure 2.25 shows the temporal and spatial evolution of the 
exciton density resulting from solving equation (2.21) using Matlab’s pdepe solver. In 
particular both the generation rate and the steady-state solution can be found at the initial 
and final time. Similarly to the steady-state model, the exciton flux at the CBP-CBP:Ir(ppy)3 
sensing interface was used to model the PL emission recorded by the streak-camera. Equation 
(2.22) presents the overall model, which accounts for the IRF of the optical system. In this 
model, the simulated flux and the experimental IRF are convolved and an additional term, 
proportional to the IRF, is added to account for the prompt emission.  
         22.2tIRFαdTtTIRFLτ,t,Fluxα,Lτ,t,Model DD  
Eventually, the fitting of τ, LD and the scaling parameter α was based on several independent 
streak-camera measurements with different time-windows and on samples of different CBP 
thicknesses. The pdepe solver however requires all these resulting equations to be defined 
on the same temporal and spatial intervals. Equation (2.21) had therefore to be expressed 
with normalised parameters ?̂? = 𝑡/𝑡0and ?̂? = 𝑥/𝑥0 where t0 and x0 are the time-window and 
CBP thickness for each experiment, as shown in equation (2.23). 
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Chapter 3: Frequency domain measurements 
of the triplet exciton lifetime in polyfluorene 
and CBP 
 
The twofold interest in measuring triplet exciton lifetime was highlighted in the 
introduction. First, we explained that the presence of long-lived triplet excitons in 
organic semiconductors leads to a depopulation of singlet excited states and can 
hence limit potential applications based on organic semiconductors such as high 
repetition rate lasers.  It is therefore necessary to measure triplet exciton lifetimes in 
organic semiconductors to quantify this phenomenon. Second, the lifetime 
determines triplet exciton transport properties as illustrated by its presence in the 
diffusion equation. In fact, to estimate the diffusion length in an organic 
semiconductor, two independent measurements are ideally needed: one for the 
lifetime and one for the diffusivity. This section aims at providing estimates of the 
triplet exciton lifetime in PF2/6, a polyfluorene, and CBP, a small-molecular material, 
using the photoinduced absorption setup presented in Chap. 2. Here, we start by 
differentiating the photoinduced absorption signal corresponding to triplet-triplet 
transitions from parasitic thermally-induced modulation of the refractive index of the 
sample and from photoinduced absorption due to polarons. In the last sub-section, 
we presents the results of our investigation into reducing the triplet exciton lifetime 
and concomitantly the density, in these two materials. 
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3.1) Identifying triplet-triplet absorption 
 
To measure the lifetime with photoinduced absorption (PIA) spectroscopy, the probe 
wavelength needs to be tuned to the corresponding triplet-triplet transitions. In 
polyfluorenes, the presence of a triplet-triplet PIA band centred on the wavelength                         
λ = 800 nm has been reported [89, 90]. We therefore conducted PIA measurements using a 
fiber pigtailed-laser diode with emission wavelength λ = 785 nm, which is close to the 
maximum of the PIA band. Figure 3.1 presents the PIA absorption spectra of a 200 nm-thick 
film of PF2/6 excited at a wavelength λ = 405 nm. The excitation laser frequency was swept 
from 10 Hz to 10 kHz (right panel) and from 0.1 Hz to 100 Hz (left panel). This shows a 
monotone decrease of the PIA signal with the pump frequency. In particular, no plateau can 
be observed even for frequencies as low as 0.1 Hz, as explained in Fig. 2.17 and illustrated in 
Fig. 3.2. 
 
      
Figure 3.1: Photoinduced absorption spectra of 200-nm thick samples of PF2/6, excited 
at a wavelength λ = 405 nm and probed at a wavelength λ = 785 nm. The left panel shows 
the frequency scan below 100 Hz while the right panel shows the scan up to 10 kHz. 
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This could mean that the triplet exciton lifetime is in excess of 10 s, in striking contradiction 
with room-temperature values reported for triplet exciton lifetime in polyfluorene between 
1 µs and 100 µs [91, 92]. It could alternatively mean that another phenomenon synchronised 
with the modulated excitation is superimposed to the low-pass filter profile and prevents its 
observation.  
To discard the first option and check that this feature was indeed independent from the probe 
wavelength, we additionally measured the PIA for different probe wavelengths: λ = 635 nm,  
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Figure 3.2: Normalized relative change in the transmission through a 200 nm-thick 
sample of PF2/6 pumped and probed respectively at the wavelengths λ = 405 nm and λ 
= 635 nm against the pump frequency. These measure the photoinduced absorption 
signal of PF2/6 at ambient temperature and at this probing wavelength. The amplitude 
of the PIA signal was fitted to the low-pass filter model, corresponding to the 
monomolecular decay of triplet excitons, and yielded a lifetime τ = 0.18 ± 0.02 ms. 
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λ = 675 nm and λ = 830 nm. While probing at λ = 675 nm and λ = 830 nm yielded very similar 
results to those presented in Fig. 3.1, probing at λ = 635 nm revealed an additional feature. 
Indeed Fig. 3.2 presents the resulting PIA spectrum, which was fitted to a low-pass filter model 
(red line), yielding a lifetime τ = 0.18 ± 0.02 ms. The significant deviation between the low-
pass filter model and the experimental data should however be emphasized. As stated earlier, 
such a long triplet exciton lifetime however does not fit into the range of reported values. 
Subsequent research into the literature led us to tentatively assign this signal to polaron 
absorption. Whereas the wavelength λ = 635 nm is indeed largely off-centred from the 
reported triplet-triplet absorption band, it matches much better the absorption of polarons, 
which for PFO were reported to peak at a λ = 560 nm [96]. To unambiguously differentiate 
between polarons and triplet-triplet photoinduced absorption signal, extra measurements 
would have been required. This could for example be achieved by monitoring the 
temperature-dependence of the photoinduced signal, exploiting the fact that polarons vanish 
at low temperature [96]. Another possibility is to use Photoinduced Absorption Detected 
Magnetic Resonance (PADMR), which relies on the spin properties of triplet exciton (total spin 
number S =1) to detected their response to an applied magnetic field. Unfortunately none of 
these techniques were easily available to us and were not implemented. 
Furthermore, we investigate the possibility that thermally-induced modulation of the 
refractive index could explain the low frequency feature evidenced in Fig. 3.1. Indeed, as the 
modulated pump light is absorbed by the organic layer, heat is deposited and possibly 
conducted to the substrate. The corresponding refractive indices are thus modulated by the 
pump, because they depend on the temperature. This can then be picked up by PIA 
spectroscopy, as the normalised transmission –ΔT/T0 through the sample can be shown to be 
proportional to the refractive index [36]. The frequency response of this phenomenon would 
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additionally be consistent with a steep increase of the PIA signal as the modulation frequency 
decreases. This would stem from the fact that both polymers and glass are thermal insulators 
and can therefore only poorly conduct heat. As a result, those thermal effects only follow the 
modulation of the optical excitation at low frequency. To support this explanation, we 
monitored the change in the PIA spectrum as the duty cycle of the excitation pump laser was 
reduced. The duty cycle measures the ratio of the time period where the excitation is in its 
high state to the total period of the modulation.  
 
 
 
Figure 3.3: Sketches of the temporal profile of the excitation laser for decreasing duty 
cycle and photoinduced absorption signal corresponding to a 200 nm-thick sample of 
PF2/6, probed at λ = 635 nm and excited at λ =405 nm for various excitation laser duty 
cycles.  
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The right part of Fig. 3.3 sketches the temporal profile of the excitation for three different 
duty cycles: 50%, 25% and 10%. As the duty cycle is reduced, the power deposited in the 
organic layer diminishes without affecting the amplitude of the modulation. This means that 
the thermal-modulation of the refractive index is reduced and so should –ΔT/T0 be. Figure 3.3 
shows the PIA spectra of a 200 nm-thick sample of PF2/6 for decreasing duty cycles. This 
indeed confirms that the low-frequency feature can be drastically reduced by using lower 
excitation duty cycles, corresponding to a diminished heat deposited in the sample, without 
affecting noticeably the higher-frequency part of the spectra. We therefore adopted a lower 
excitation duty-cycle for our subsequent measurement of the PIA signal to offset this effect. 
 
3.2) Measuring triplet exciton lifetime in PF2/6 and CBP. 
 
Building on the results of the last sub-section, the PIA signal of a 200 nm-thick PF2/6 layer was 
measured with a laser excitation duty cycle reduced to 30% (Fig. 3.3 showed that reducing 
further did not prove more effective) to mitigate the effect of thermally-induced modulation 
of the refractive index on the PIA. This allowed us to uncover the signal corresponding to 
triplet-triplet absorption when the probing wavelength was set to λ = 785 nm. Figure 3.4 
indeed shows the corresponding experimental data and its fit to a low-pass filter model. Note 
that data below 10 Hz, corresponding to the thermal modulation of the refractive index, was 
not included in the fitting data range. Equally, the last two data points were not included in 
the fit. Although they would have slightly modified the results of the fit, we discarded them 
on the ground that this frequency range corresponded to the lowest sensitivity of the system. 
The fitting yielded a lifetime τ = 56 ± 7 µs, which is in the range of triplet exciton values 
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reported for semiconducting polymers and certainly well in excess to singlet exciton lifetime 
as described in the introduction. The right panel of Fig. 3.4 presents the results of PADMR 
measurements conducted on a PFO thin film (bottom graph) and correlates it to the 
photoinduced absorption signal (top graph – labelled PA), reproduced from [93]. This clearly 
shows that the PIA band centred on an energy of E = 1.45 eV (corresponding to a wavelength 
λ = 855 nm) can be assigned to triplet-triplet transitions only. To the best of our knowledge, 
similar data has unfortunately not been reported for PF2/6. 
 
 
Figure 3.4: Photoinduced absorption of 200 nm-thick PF2/6 sample excited at a 
wavelength of λ = 405 nm and with a duty cycle of 30 % and probed at a wavelength of 
λ = 785 nm. The red line shows the best fit using the low-pass model, which yielded a 
lifetime τ = 56 ± 7 µs. Also shown is the Photoinduced Absorption Detected Magnetic 
Resonance (PADMR) of PFO conducted at room temperature (reproduced from [93]). 
The vertical line at an energy E = 1.58 eV corresponds to the excitation wavelength of     
λ = 785 nm used in our experiments with PF2/6. 
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Based on their structural proximity, these two polymers can however be assumed to present 
close PADMR energy profile though they may be slightly shifted. As a consequence, the fitted 
lifetime of τ = 56 ± 7 µs can only tentatively be assigned to triplet exciton in PF2/6. The 
presence of a charge in a polymer can lead its monomeric units to twist and bend with respect 
to one another in order to minimize the energy of an excited state. This means that polaron 
appearance can be facilitated in polymers by both long conjugation lengths and its ability to 
rearrange itself. In contrast, small molecule materials such as CBP offer less opportunities for 
polarons to be generated due to the lower conjugation length and less possibilities for the 
molecule to twist and bend itself. In addition, a very long lifetime was reported for CBP, which 
motivated its choice as a proof of concept material.  
 
CBP samples were prepared by high vacuum thermal sublimation as described in the 
fabrication section of the methods. This allowed more reproducible results to be achieved. 
Photoinduced triplet-triplet absorption in CBP was probed at the wavelength λ = 635 nm, in 
accordance with triplet-triplet absorption band location reported for CBP [94]. Figure 3.5 
shows the PIA spectrum corresponding to a 150 nm-thick sample of CBP and its fit to the low-
pass filter model (red line on the left panel). This yielded a long lifetime of τ = 0.58 ± 0.02 ms. 
Note in addition, that the fit to the low-pass filter matches well the data, which is in contrast 
to the case of PF2/6 shown in Fig. 3.2, attributed to polaron absorption. All this suggests that 
the fitted lifetime can be attributed to triplet exciton lifetime in CBP. To ensure a linear power 
dependency of the PIA in CBP, we additionally recorded its amplitude (plateau), 
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which is proportional to the triplet exciton density, for various excitation powers. The right 
panel of Fig. 3.5 shows the plot of the relative change in the transmission through a 150 nm-
thick CBP sample against the power (in mW/cm2) of the modulated excitation laser P0. The 
experimental data were fitted to a model of the form P0α with a best fit corresponding to α = 
0.6. This sublinear evolution of the PIA signal with the power can be explained by the onset 
of triplet-triplet bimolecular quenching. Note that the PIA measurement on CBP were 
 
Figure 3.5: Left panel: Photoinduced absorption of 150 nm-thick CBP sample excited at 
a wavelength of λ = 375 nm with an excitation power P0< 300 mW/cm2, and probed at a 
wavelength of λ = 635 nm. The red line shows the best fit using the low-pass model, 
which yielded a lifetime τ = 0.58 ± 0.02 ms and an amplitude A = 1.11 ± 0.02 x10-4. Right 
panel: Photoinduced absorption of 150 nm-thick CBP sample excited at a wavelength of 
λ = 375 nm as a function of the excitation power P0 in mW/cm2. The probing wavelength 
was λ = 635 nm. The red line primarily serves as an eye guide. It corresponds to modelling 
the power evolution as P0α, where the best fit was found for α = 0.6. This also outlines 
the importance of bimolecular quenching. 
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conducted at the lowest power possible to limit the impact of triplet-triplet quenching while 
still being able to do the measurements with a reasonable signal to noise ratio. In addition, 
the fitting of the data presented in the left panel of Fig. 3.5 to a model accounting for 
bimolecular quenching did not improve the mean squared error compared to fitting with the 
low-pass filter model. Triplet-triplet quenching was therefore assumed to be substantially 
mitigated in our fitting of the triplet exciton lifetime in CBP. Note also that no such effect was 
observed with PF2/6, where doubling of the excitation power led to a doubled PIA signal. 
 
3.3 Attempt to reduce triplet exciton lifetime and density using a 
thin gold underlayer. 
 
As highlighted in the introduction, long-lived triplet excitons in non-phosphorescent organic 
semiconductors constitute a loss channel for the emitting singlet excited states. In addition, 
they are known to lead to permanent photobleaching of organic films through the coupling 
to triplet ground-state molecular oxygen [95]. The reduction of triplet exciton lifetime and 
density therefore offers a practical interest. This sub-section presents our attempt to reduce 
triplet exciton lifetime and density by employing a thin-gold layer. The idea is to exploit the 
many extra decay channels introduced by the presence of a gold underlayer; by exciting the 
organic layer from the opposite side, one can expect that mostly long-lived triplet excitons 
would be affected by the gold layer and that singlet excitons, responsible for the fluorescence, 
would remain unaffected. In fact, our interest in accurately determining triplet lifetimes was 
triggered by a strategy to selectively remove unwanted triplet excited state using “plasmonic 
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sinks” [28], an array of gold nano-disk with spacing and resonant absorption tuned to the 
diffusion length and energy of triplet excitons.  
 
A first series of experiments was conducted in which different thicknesses of PF2/6 spin-
coated on a thin, continuous gold layer were evaporated on quartz substrates, which had 
been covered with a self-assembled monolayer for adhesion purposes. Note that these 
experiments were conducted prior to using a vacuum chamber. Exciting the sample from the 
air-polymer interface, the idea was to use PIA to monitor for each thickness the change in 
triplet exciton lifetime and density in order to determine if excitons were quenched at the 
gold interface. Figure 3.6 presents the results, where the PIA signals are plotted against the 
frequency of the pump for three thicknesses 37 nm (a) 53 nm (b) and 132 nm (c) of PF2/6 
pristine layer (in black) and spin-coated on a 11 nm-thick gold layer (in red). Experimental 
data are fitted to the low-pass model, yielding the triplet exciton lifetime and density. For 
each pristine PF2/6 sample, the fit to the low-pass model yielded a lifetime falling in the range 
of 2 to 10 µs, sensibly lower than that fitted from the data presented in Fig. 3.3, which 
corresponded to PIA signal under high vacuum. This marked reduction of the lifetime by 
almost a factor 10 must be due to oxygen quenching, which exposes the presence of triplet 
excitons. Therefore, this further supports the assignment of the PIA signal to triplet excitons 
instead of polarons, which are not subject to oxygen bleaching. The low-frequency amplitude 
of the PIA signal follows the exciton density. For the two thinner samples, the introduction of 
a thin gold layer leads to a reduction of the exciton density. In contrast, for the 132 nm-thick 
sample, the PIA signal in the presence of gold is higher than that for the pristine PF2/6 layer. 
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This contrasting effect of the gold layer on the exciton density as a function of the thickness 
of the PF2/6 can be understood in the framework of exciton diffusion: if the sample is thin 
enough, most of the excitons generated in the organic layer can diffusive close enough to the 
 
Figure 3.6: Photoinduced absorption (PIA) spectra and simulation of the exciton 
generation rate profile of pristine PF2/6 (black) and PF2/6 on gold (red) for the three 
thicknesses: a) 37 nm, b) 53 nm and c) 132 nm. The PIA spectra were acquired in ambient 
atmosphere, pumping at a wavelength of and probing at a wavelength of λ = 785 nm. 
For the red curves, PF2/6 was spin-coated on top of an 11 nm-thin gold layer attached 
to the quartz substrate using a self-assembled adherence monolayer. Both structure 
types are sketched in d). 
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gold interface and experience an increase in the decay rate. For a thick enough sample, 
however, the excitons generated too far from the gold interface will remain unaffected, but 
the gold layer lead to a high reflection of the excitation laser, which explains the increase in 
the exciton density. The results are additionally summarised in Fig. 3.7, which compares the 
reduction of the triplet exciton lifetime (blue columns) and density (red columns) between 
the pristine and the gold incorporating samples and normalised by the value of the pristine 
sample. This highlights the large variability of the effect of gold on the triplet exciton lifetime 
and density. In particular, it should be noted that the results contrast with equation (7), which 
concluded that triplet lifetime and density should be proportional if singlet excitons were 
indeed unaffected by the introduction of the gold layer.  
 
                     
Figure 3.7: Column chart summarising the results of the photoinduced absorption of the 
three sets of samples (bare PF2/6 and PF2/6 on a thin layer of gold), presented in Fig. 
46. The results are plotted as normalised change in the triplet exciton lifetime (blue 
columns) and triplet exciton density (red columns). Each set of samples corresponds to 
a specific thickness of PF2/6: 37 nm, 53 nm and 132 nm. 
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This must mean that a fraction of singlet exciton are quenched in the vicinity of the gold layer. 
This also outlines the difficulty to predict the effect of the coupling to various decay modes 
introduced by the presence of a metallic interface as the exciton comes closer to the interface 
as it was underlined by Fig. 1.13. 
The effect of a thin gold layer was similarly investigated for triplet excitons in CBP. Figure 3.8 
presents the PIA spectrum of a 150 nm-thick CBP layer deposited on a thin gold layer. In 
accordance with the discussion in the last sub-section, a probing wavelength of λ = 635 nm 
was used to evaluate the change in the triplet exciton lifetime and density introduced by the 
gold film. Here, the initial decay of the PIA is assigned to the thermally-induced fluctuation of 
the refractive index. The last two data point were on the other hand clearly buried in noise 
and were consequently also discarded. The fit to the low-pass filter yielded a triplet exciton 
lifetime of τ = 0.43 ± 0.01 ms which corresponds to a reduction of 25% compared to the case 
of pristine CBP, presented in Fig. 3.5. The amplitude is almost unaffected by the introduction 
of gold. The situation is here further compounded by the trade-off in the signal intensity 
between having a thin enough sample for the excitons to experience the effect of gold and a 
low-enough pump power to ensure that the measurements are conducted in the linear 
regime. 
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To conclude, photoinduced absorption spectroscopy offers several insights into the 
photophysics of PF2/6 and CBP but unfortunately cannot address all the questions this works 
focused on. In particular, CBP was established to be a more suitable candidate to measure 
triplet exciton diffusion length as it was shown to possess a longer lifetime and to be less 
prone to supporting polarons. To estimate its triplet exciton lifetime with a higher certainty 
extra measurements would have been required such as temperature-dependant PIA 
spectroscopy coupled with scanning of the probing wavelength capabilities. Eventually 
     
Figure 3.8: Photoinduced absorption 150 nm-thick CBP layer thermally deposited on a 7 
nm-thin gold layer. The spectrum was acquired under vacuum pumping at a wavelength 
λ = 375 nm of and probing at a wavelength of λ = 635 nm. The red curve corresponds to 
the best fit of low-pass filter model, which yielded a triplet exciton lifetime τ = 0.43 ± 
0.01 ms and an amplitude A = 8.9 ± 0.1 x10-5. 
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understanding the effect of gold as an exciton quenching interface revealed to be challenging 
due to the numerous decay paths introduced, its effect on the overall exciton generation rate 
and the concomitant decay of singlet excitons. This however shaped our thinking for the 
following experiments, where we employed an organic quenching layer and complemented 
the measurements with exciton diffusion modelling. 
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Chapter 4: The role of guided modes in diffusion 
length measurements. 
 
The previous chapter outlined the insufficiency of lifetime measurements for understanding 
the photophysics of triplet excitons and the important role of the diffusion length. As 
explained in Chap. 2 the exciton diffusion length LD is indeed a driving parameter for the 
design of most organic optoelectronic devices.  
The experimental determination of LD is commonly achieved by photoluminescence (PL) 
quenching, which is an optical pseudo-time of flight technique where the investigated 
material is inserted between a quenching and a blocking layer, and excited from the blocking 
side. The variations of the resulting PL intensity as a function of either the film thickness or 
the excitation wavelength can then be used to infer the diffusion length [42, 43, 61]. 
Photoluminescence quenching can be readily adapted to the measurement of triplet diffusion 
by using a phosphorescent sensing layer [44]. The recorded signal then depends on the 
fraction of triplet excitons that reach and are transferred to the phosphorescent sensitizer. 
In the section, the effect of fluorescence into waveguided modes is consider when exciton 
diffusion length measurements are performed using a sensitizer. We show that when this 
method is applied to fluorescent materials such as CBP, the fluorescence couples efficiently 
to guided modes supported by the structure and directly excites the sensitizer – here Ir(ppy)3 
dispersed in CBP – which leads to a gross overestimation of the diffusion length. We also 
investigate a strategy to mitigate the effect of guided modes by using an optical quenching 
layer of C6. 
Field Code Changed
Field Code Changed
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4.1) Conventional PL quenching leads to an overestimate of the 
diffusion length. 
 
To demonstrate a typical case of PL quenching measurements grossly overestimating 
the triplet diffusion length within a fluorescent material, a series of structures were fabricated 
with CBP layers as thick as 450 nm deposited directly on CBP:Ir(ppy)3. One example is 
sketched as an inset in Fig. 4.1a with a schematic exponentially decaying generation profile 
resulting from illumination at λ = 340 nm incident from the CBP side.  Figure 4.1a shows the 
peak PL intensity at λ = 550 nm, which corresponds to Ir(ppy)3 emission, for films of increasing 
CBP thickness. An accurate evaluation of the diffusion length requires identification of the 
cross-over between two regimes: one where the PL intensity increases with CBP thickness up 
to the diffusion length, simply due to more light being absorbed and therefore more triplet 
excitons reaching CBP:Ir(ppy)3, and another where the thickness of CBP becomes larger than 
the diffusion length and a drop in the PL intensity occurs due to the decay of most of the 
generated triplets before they can reach the CBP:Ir(ppy)3 interface. The results, in contrast, 
do not show a marked drop in PL intensity. Indeed, the PL intensity for the 450 nm thickness 
film still corresponds to 60% of the maximum peak PL intensity observed such that these 
results would suggest a diffusion length LD > 450 nm. 
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The overestimate is due to guided modes supported by the structure at λ = 400 nm, the CBP 
fluorescence maximum. The high index CBP layer (n ≈ 2.0) can, as a result of being sandwiched 
between two asymmetric lower index materials (quartz, air), support a number of guided 
modes beyond a cutoff thickness (here dc = 37 nm).  For example, Fig. 4.1b shows the 
calculated |E|2 for the lowest order TE0 and TM0 guided modes supported by a 100 nm thick 
CBP layer. Fluorescence originating from singlet recombination in CBP, can efficiently couple 
to these guided modes. Because all the materials, with the exception of the Ir(ppy)3 dopant, 
are transparent at λ = 400 nm, the only dissipation pathways for this waveguided fluorescence 
          
Figure 4.1: (a) Peak PL intensity of CBP/CBP:Ir(ppy)3 when excited at λ = 340 nm from the 
CBP side for increasing CBP film thickness. The inset shows a schematic diagram of the 
stack and the singlet exciton generation profile. The emission was collected from the 
CBP:Ir(ppy)3 side through the quartz substrate.  Note that even for the thicker CBP 
samples, the emission of Ir(ppy)3 remains significant suggesting a diffusion length of 
several hundred nanometres. (b) Squared modulus of the electric field |𝑬|𝟐 of guided 
modes in CBP (100 nm)/CBP:Ir(ppy)3 (10 nm)/Quartz, confined to the CBP and 
CBP:Ir(ppy)3 layers and propagating in a direction parallel to the interface. The lowest 
order TE (solid line, neff = 1.71) and TM (dashed line, neff = 1.58) mode profiles are shown. 
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are absorption directly by Ir(ppy)3 and scattering due to surface roughness. Indeed the 
absence of other dissipation paths means that this energy transfer process can occur 
efficiently despite the small CBP:Ir(ppy)3 layer thickness and low Ir(ppy)3 dopant 
concentration leading to a consequently weak absorption at λ = 400 nm.  
 
This premise is further supported by the disappearance of Ir(ppy)3 emission when the field 
overlap between guided modes and the sensitizer is reduced. Figure 4.2a shows the effect of 
adding a 400 nm-thick, optically inert LiF layer between a 160 nm thick CBP layer and 
CBP:Ir(ppy)3. Note that here, the substrate side has been reversed. As a reference, a second 
sample including a 5 nm-thick LiF layer was prepared. Owing to a band gap of 11.9 eV, LiF 
efficiently blocks any non-radiative (Dexter) triplet exciton transfer to CBP:Ir(ppy)3   [61]. 
Figures 4.2b and 4.2c show the TE0 mode for both structures. It shows good overlap with 
CBP:Ir(ppy)3 when a thin LiF layer is employed (Fig. 4.2b), and negligible overlap when a thick 
LiF layer is used (Fig. 4.2c). Although both samples show similar CBP fluorescence at λ = 400 
nm, Ir(ppy)3 emission disappears for the thicker blocking layer. This clearly demonstrates the 
significant guided mode contribution to the sensitizer emission thus preventing a reliable 
estimate of the diffusion length. 
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Figure 4.2: (a) PL intensity spectra of CBP/LiF (5 nm)/CBP:Ir(ppy)3 (solid line) and CBP/LiF 
(400 nm)/CBP:Ir(ppy)3 (dashed line) structures excited at λ = 340 nm through the quartz 
substrate. The emission bands centred around λ = 400 nm and λ = 550 nm correspond 
to CBP and Ir(ppy)3 emission respectively. Here and in further measurements, emission 
was collected from the sensitizer side at an angle θ = 22˚ and excitation was normally 
incident from the opposite side. Calculated lowest order TE guided modes in (b) 5 nm 
and (c) 400 nm LiF thickness structures with neff = 1.80. For the stack including a thin LiF 
layer, there is an overlap between the mode profile and the CBP:Ir(ppy)3 layer; in 
contrast, when the LiF layer is made thick, the mode does not overlap the Ir(ppy)3 
containing layer.  
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4.2) Assigning direct absorption, diffusion and guided mode 
contributions. 
Figure 4.3 illustrates the intricate combination of diffusion, guided modes and direct 
excitation potentially leading to Ir(ppy)3 emission, for the organic structures typically used in 
the PL sensing method. To obtain a reliable estimate of LD, the contribution of diffusion must 
be isolated and its variation with CBP thickness must be accounted for. To do so, we first 
devised a procedure to gradually identify each excitation mechanism using 3 different 
structures. Second, two such sets were prepared with 45 nm and 160 nm CBP thicknesses. 
This allowed us to investigate two limiting cases: for the 45 nm-thick CBP layer, which is close 
to cutoff, a single guided mode is supported with most of its field intensity within the 
substrate, while for the 160 nm-thick CBP layer, two modes are supported with most of their 
field intensity within the organic layers.  
                            
Figure 4.3: Sketch illustrating the three excitation channels of Ir(ppy)3 dopants in the 
sensing layer: first, exciton generated and diffusing in CBP and transferred to the sensing 
layer; second, coupling of singlet exciton in CBP to guided modes supported by the 
organic structure and eventually exciting Ir(ppy)3 dopants; third, direct excitation of CBP 
or Ir(ppy)3 in the sensing layer. 
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4.2.1) Direct excitation 
First, Fig. 4.4 describes the procedure followed to isolate the contribution of direct excitation 
to Ir(ppy)3 emission. As sketched in Fig. 4.4a, the sensing layer was excited through a neutral 
density filter to match the absorption of the CBP diffusion layer. To that end, the transmission 
through the bare CBP sample was measured at the excitation wavelength λ = 340 nm. This is 
shown in Fig 4.4.b for a 150 nm –thick CBP layer, for which the transmission was determined 
to be 8%. Then, the emission of a bare CBP: Ir(ppy)3 sample was measured when illuminated 
at λ = 340 nm through various neutral density (ND) filters. This is shown in Fig. 4.4c, where 
the dashed line identifies to the position of the peak PL intensity. Note that all the curves 
share the same spectral profile. Fig. 4.4d eventually plots the peak PL intensity as a function 
of the incident excitation power measured at the output of the ND filters.  In the case of the 
150 nm-thick CBP sample, the 8 % transmission in Fig. 4.4b is translated into 8 % of the 
maximum power, marked by the red dashed line in Fig. 4.4d. The corresponding peak PL 
intensity is subsequently used to scale the closest PL emission spectrum form Fig. 4.4c. All this 
allows plotting the PL spectrum associated with CBP(150 nm)-CBP:Ir(ppy)3 sample but only 
corresponding to the contribution of direct excitation to the overall emission of the sensitizer.   
 
4.2.2) Guided modes 
Figure 4.5 then builds on this approach and examines the two limiting cases introduced 
earlier: for a 45 nm-thick CBP layer (close to the cutoff) and for a thicker 160 nm CBP sample. 
The profiles of the modes supported by these two structures are plotted in Fig. 4.5c and 4.5d 
respectively. Figure 4.5 also shows the PL spectra of those samples excited at λ = 340 nm. 
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Figure 4.5: Description of the procedure followed to determine the contribution of direct 
excitation to the emission of the sensing layer: (a) schematic representing the 
experiments where neutral density (ND) filters were used to emulate the absorption 
and reflection of light from CBP prior to exciting the CBP:Ir(ppy)3 sensing layer; (b) 
Measurement of the transmission through a 150 nm – thick layer of CBP: the dashed 
lines corresponds to the transmission at the wavelength λ = 340 nm of excitation, which 
was here determined to be 8%; (c) PL intensity of CBP:Ir(ppy)3 layer excited at λ = 340 
nm through various ND filters, and where the dashed line identifies the peak PL 
intensities; (d) Those are then plotted against the excitation power P0, measured at the 
output of the ND filters. The dashed line here corresponds to 8% of the maximum power; 
this gives the peak PL intensity corresponding to the direct excitation contribution.  
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The black dot-dashed lines in both panels correspond to the emission of CBP/CBP:Ir(ppy)3, 
where all three contributions are present. The red solid lines correspond to the emission of 
CBP/LiF/CBP:Ir(ppy)3. As before, the 5 nm-thick LiF exciton-blocking layer ensures that the 
diffusion of excitons does not contribute to the emission. The blue dashed lines correspond 
to the emission of a single CBP:Ir(ppy)3 film  excited through neutral density (ND) filters 
matching the optical density corresponding to absorption from the  CBP layers, as explained 
earlier. Consequently, the bottom areas in both panel coincide with the fraction of emission 
due to direct excitation of CBP:Ir(ppy)3 through the CBP layer. The central areas thus 
represent the fraction of Ir(ppy)3 emission due to transfer via guided modes, while the top 
areas can be assigned to the contribution arising from exciton diffusion. As expected, the 
contribution of direct excitation to the emission is markedly reduced when the thickness of 
CBP is increased from 45 nm (Fig. 4.6a) to 160 nm (Fig. 4.6b). To explain the significant 
increase in the contribution of guided modes with CBP thickness, their complex effective 
indices are specified in the caption. These show that the guided modes supported by the 
thickest organic bi-layer are more tightly confined within the organic layers and also carry a 
higher power density in the direction of propagation. The attenuation of the propagating 
waves along the interface, due to absorption in Ir(ppy)3, is directly quantified by the imaginary 
part of the effective index. Although here the calculated values are small, it should be noted 
that for the modes supported by CBP:Ir(ppy)3/CBP(160 nm), the imaginary part  is four times 
greater than for those supported by CBP:Ir(ppy)3/CBP(45 nm). All this shows that the 
contribution to Ir(ppy)3 emission of guided modes dominates for thick CBP layers and 
obscures the estimation of the diffusion length. 
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Figure 4.6: (a) PL intensity spectra of CBP (45 nm)/CBP:Ir(ppy)3 (10 nm) (dash-dotted line), CBP 
(45 nm)/LiF (5 nm)/CBP:Ir(ppy)3 (10 nm) (solid line) and CBP:Ir(ppy)3 (10 nm) (dashed line). The 
excitation wavelength was λ = 340 nm. For the CBP:Ir(ppy)3 sample, the excitation power was 
reduced to match the absorption of a 45 nm thickness CBP layer, using a neutral density (ND) 
filter. (b) PL intensity of the same three sample types but with a 160 nm thickness CBP layer. The 
areas under the curves correspond to the different mechanisms of Ir(ppy)3 excitation; from 
bottom to top: the vertical hatched area corresponds to direct excitation through the first CBP 
layer, the dense oblique hatched area corresponds to guided mode coupling and the sparse 
oblique hatched area corresponds to the transfer of excitons through the CBP/CBP:Ir(ppy)3 
interface. As the CBP thickness is increased, guided modes become the main contribution to 
Ir(ppy)3 emission. (c) Calculated lowest order TE mode in CBP (45 nm)/CBP:Ir(ppy)3 (10 nm) with 
neff = 1.52 – 0.001j. Here, a single mode is supported by the structure and the field profile extends 
into the substrate. (d) Calculated TE0 and TM0 field intensities in CBP (160 nm)/CBP:Ir(ppy)3 (10 
nm). Here, two modes, bound to the organic layers, are supported with refractive indices: neff = 
1.79 – 0.004j (dashed line, TM0) and neff = 1.72 – 0.004j (solid line, TE0). 
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4.2.3) Singlet and triplet exciton diffusion 
In addition to evidencing the role of guided modes, the procedure presented above allows 
exposing the contribution of exciton diffusion by incorporating an exciton blocking layer and 
observing the difference it introduces. Indeed Fig. 4.7 shows the contribution of exciton 
diffusion to the overall Ir(ppy)3 emission as a function of CBP thickness. . In contrast to Fig. 
4.1a, a cross-over between two distinctive regimes is clearly visible. Those correspond to the 
a first case where more light is being absorbed by the CBP layer as CBP thickness is increased 
up to 100 nm, and a second case where the excitons generated in the CBP layer can no longer 
reach the sensing interface. However, the contribution of exciton diffusion cannot be solely 
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Figure 4.7: Evolution of the diffusion contribution as a function of the CBP thickness. The 
diffusion contribution was determined by subtracting to the emission of C6(5 nm)-UGH(5 
nm)-CBP-CBP:Ir(ppy)3 samples that of C6(5 nm)-UGH3(5 nm)-CBP-UGH3(5 nm)-
CBP:Ir(ppy)3. In contrast to Fig. 47a, a drop in the signal is clearly observable after 100 
nm, consistent with fewer excitons reaching the sensing interface. 
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attributed to triplet excitons. Figure 4.8 presents indeed two arguments showing that singlet 
exciton diffusion can additionally contribute to the overall Ir(ppy)3 sensitizer emission. First, 
the calculated exciton generation profile, shown in Fig. 4.8a for a 50 nm –thick CBP layer, 
highlights the considerable amount of excitons created close to the sensing interface. 
Exponentially decaying absorption (red line), which is often used in the literature [45, 61], is 
here shown to markedly differ from the profile calculated by the transfer-matrix method 
described in chapter 2 (black line), which accounts for interference effects. In particular, this 
shows that even though singlet excitons may have a shorter diffusion length than triplet 
excitons, a large fraction can be generated close enough to reach the sensing interface. In 
addition, the intersystem crossing (ISC) rate, which sets the fraction of singlet excitons that 
become triplet exciton is unknown in CBP. This means that even if the probability of a triplet 
exciton reaching the sensing interface was indeed far greater than that of a singlet exciton, 
an exceedingly low ISC rate could mean that the contribution to the overall Ir(ppy)3 emission 
due to diffusion corresponds in fact to singlet excitons. Furthermore, once these excitons do 
reach the sensing interface, they can both transfer their energy to the sensitizer. Indeed,       
Fig. 4.8b presents a Jablonski diagram of the energy levels in CBP and Ir(ppy)3, where the 
transfer pathways for both singlet and triplet excitons are described by solid arrows. This 
shows that both singlet and triplet excitons in CBP can efficiently be transferred to the 
emitting state in Ir(ppy)3. Note that these two challenging elements can be addressed: the ISC 
rate can be determined by Fluorescence Correlation Spectroscopy, a technique consisting in 
monitoring the variation in the PL emission from the probed spot [97].  Equally, Ir(ppy)3 
dopants could be substituted with a triplet exciton specific sensitizer; however, such a 
phosphorescent dye would require to be specially synthesise for that purpose, as none are 
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commercially available to the best of our knowledge. This must be due to the fact that this 
dye would probably be  
 
             
Figure 4.8: Considerations regarding the nature of the contribution to the sensitizer 
emission due to exciton diffusion: (a) Exciton generation rate profile inside a 50 nm-thick 
CBP layer deposited on quartz. Two models are compared: exponential decay (red line) 
and generation rate accounting for interference effect (black line). Those outline the 
considerable fraction of exciton generated close enough to the sensing layer for both 
singlet and triplet excitons to be transferred. (b) Jablonski diagram presenting the first 
energy levels in both CBP and Ir(ppy)3. This shows that both singlet and triplet excitons 
in CBP can be collected by Ir(ppy)3 and result in phosphorescence. 
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 very inefficient because of the large energy gap between its first singlet and triplet excited 
state required to be used as a triplet specific sensitizer [98]. We tried to implement one 
strategy to achieve selectivity between singlet and triplet exciton transfer. This consisted in 
exploiting their different transfer mechanism: as explained in Chap. 1, while triplet exciton 
transfer occurs from one molecule to an adjacent one, singlet exciton transfer occurs through 
longer-range Förster dipole-dipole coupling characterised by the Förster radius R0, which is 
the distance at which Förster transfer efficiency drops to 50 %. Figure 4.9 examines the 
possibility for singlet excitons to Förster transfer across the thin UGH3 blocking layer, as this 
would allow assigning the difference between PL emission of the sample with and without 
the blocking layer to originating from triplet exciton diffusion only. Fig. 4.9a shows the PL 
emission of samples with UGH3 layer of increasing thickness. Note that those samples 
additionally incorporate a C6 layer, whose purpose will be described in more details in the 
next sub-section. The impact of the UGH3 layer can clearly be observed as the thickness 
increases to 7 nm. Further increase however leads to less pronounced decrease in the PL 
emission. In addition, Fig. 4.9b plots the efficiency of singlet exciton Förster transfer as a 
function of the distance between the donor, located at the CBP-UGH3 interface, and the 
acceptor in the CBP:Ir(ppy)3 sensing layer. Two cases are represented: first, both the donor 
and acceptor are singlet excitons located on CBP molecules (blue line); second, the acceptor 
is a singlet exciton now located on a Ir(ppy)3 molecule. The corresponding Förster radiuses 
were calculated by using equation (2.6) and the overlap between CBP normalised emission 
and CBP and Ir(ppy)3  normalised absorption spectra. Figure 4.9 therefore shows that 
selectively blocking triplet excitons based solely on the thickness of the UGH3 is possible in 
principle. However, to achieve 100 % singlet exciton transfer efficiency, Fig. 4.9b shows that 
one would require the deposition of a 2.5 nm–thick layer of UGH3. Indeed, the reduction of 
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the PL emission shown in Fig. 4.9a could also come from the progressive coalescence of UGH3 
islands as the thickness deposited increases.   
 
4.3) Using an optical quenching layer to mitigate the impact of 
guided modes. 
After having evidenced the role of guided modes on the emission of the sensing layer, a 
possible solution to mitigate their impact was investigated. This consisted in using a thin C6 
layer, which provided a much stronger absorption pathway than Ir(ppy)3. Indeed, Fig. 4.10a 
and 4.10b present the absorption coefficient and normalised PL emission spectra of the three 
 
Figure 4.9: Thickness of the UGH3 blocking layer and efficiency of Förster transfer 
across: (a) Phosphorescence PL intensity spectra for C6(5 nm)-UGH3(10 nm)-CBP(150 
nm)-UGH3-CBP:Ir(ppy)3 structures of increasing UGH3 blocking layer thickness; (b) 
Energy transfer efficiency between a dipole located at the CBP-UGH3 interface (x=0) 
and a second dipole, which position d is increased. The efficiency η is expressed 
as   𝜼 = 𝟏 (𝟏 + (𝒅 𝑹𝟎⁄ )
𝟔)⁄ , where 𝑹𝟎 is the Förster radius, which was calculated to be 
1.38 nm for CBP-CBP transfer and 4. 75 nm for CBP- Ir(ppy)3 transfer. 
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materials: CBP, CBP:Ir(ppy)3 and C6. This shows that the position of C6 absorption band 
strongly overlaps with the emission band of CBP, so that C6 can be used as an optical 
quencher of the guided modes supported by the structures.  Fig. 55c indeed shows the effect 
of incorporating a 5 nm-thin C6 layer on the emission of a CBP(150 nm)-UGH3(25 nm)- 
CBP:Ir(ppy)3 sample. Note that the use of a thick CBP layer ensures that direct excitation is 
minimized; equally the UGH3 layer suppresses the exciton diffusion. Note also that a second 
UGH3 layer was added between the C6 and CBP layer to prevent exciton transfer to C6. The 
emission, which can then be assigned to guided modes only, is markedly reduced when the 
C6 optical quenching layer is present. 
 
This method however required finding a material with both an absorption profile that 
matched that of CBP and either no emission or an emission profile largely shifted from Ir(ppy)3 
emission to avoid misinterpreting  the signal at λ = 550 nm. In that respect, depositing C6 as 
a bare layer instead of dispersing it into a host was assumed to result in a very weak emission 
due to concentration quenching [31]. In contrast, we found that when indirectly excited by 
the guided modes supported by the organic multilayer, C6 emission could become noticeable, 
which compelled us to use only a 5 nm-thin layer. This solution could be improved by 
substituting C6 with a guest-host system to separate the absorption and emission 
requirements. For example, Alq3 (Tris-(8-hydroxyquinoline) aluminum) has absorption and 
emission profiles overlapping those of CBP and Ir(ppy)3; it can however be doped with Pt(tpp) 
(Platinum 5,10,15,20-tetra-phenylporphyri) a near-infrared metalloporphyrins dye [99], 
which considerably shifts the emission to longer wavelengths, thereby suppressing the 
overlap with Ir(ppy)3 emission. 
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Figure 4.10: (a) Peak-normalized PL spectra of CBP (blue solid line), C6 (red dashed line) 
and CBP:Ir(ppy)3 (green dash-dotted line). CBP and CBP:Ir(ppy)3 were excited at λ = 340 
nm and C6 at λ = 400 nm. Note that in CBP:Ir(ppy)3, where an efficient energy transfer 
occurs between host and guest, the emission is solely due to Ir(ppy)3. (b) Measured 
absorption coefficient spectra of the same materials. The Ir(ppy)3 dopant is responsible 
for the slightly higher absorption of the CBP:Ir(ppy)3 film at λ = 400 nm. Note also the 
spectral overlap between the emission of CBP and the (weak) absorption of Ir(ppy)3 and 
also that of C6. (c) Effect of the C6 optical quenching layer used to mitigate the effect of guided 
modes: the black line corresponds to the emission from CBP:Ir(ppy)3 when deposited on a 150 
nm-thick layer of CBP, to minimize the contribution of direct excitation, and a 25 nm –thick layer 
of UGH3, to suppress the contribution of exciton diffusion. The only contribution left, 
corresponding to guided modes is shown to be considerably reduced by the introduction of the 
C6 optical quenching layer (green line). 
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This work studied the role of fluorescence coupling to guided modes on triplet diffusion length 
measurements. Particularly, we showed that for a fluorescent material such as CBP, the 
dominant mechanism for transfer to a sensitizer is via evanescent coupling at the 
fluorescence wavelength.  It was shown that even a modest overlap with the absorption of 
the sensitizer can have a dramatic effect on the estimation of LD. For CBP, this effect becomes 
dominant for film thicknesses larger than 37 nm, the cutoff thickness for the TE0 mode, when 
the mode profile begins to overlap the organic bilayers. Moreover, we have investigated a 
strategy to mitigate such effects by using an additional optical quenching layer as a dominant 
dissipation pathway for guided modes. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
119 
 
Chapter 5: Modelling triplet exciton diffusion in 
steady-state and time-resolved PL experiments 
 
In Chap. 4, the existence of guided modes was shown to skew the estimation of the diffusion 
length in CBP, when using the PL sensing method. In addition, three different contributions 
to the sensitizer emission were exposed by specific experimental design. It was also found 
that monitoring the difference in the PL between two samples: C6-UGH3-CBP-CBP:Ir(ppy)3 
                   
Figure 5.1: Schematic diagram of the structure incorporating a C6 layer to mitigate the 
contribution of guided modes to Ir(ppy)3 emission. The size of each materials represents 
the optical gap (LUMO-HOMO) of each materials. In addition, triplet energy levels are 
shown by the dotted-dashed and dashed line. UGH3 triplet blocking layers are added to 
prevent triplet excitons generated in the CBP layer from being transferred to the C6 or 
the CBP:Ir(ppy)3 layer. It was shown in Chap. 4 that the contribution of exciton diffusion 
to Ir(ppy)3 emission could be isolated by subtracting the emission from the sample with 
UGH3 to the emission from the sample without UGH3. 
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and  C6-UGH3-CBP-UGH3-CBP:Ir(ppy)3 , as sketched in Fig. 5.1, allows one isolating the 
emission due to exciton diffusion. 
This section aims at better understanding these results. To that end, a model is first derived 
to account for the CBP thickness dependency of the sensitizer PL, then this model is applied 
to the experimental data. The last sub-section examines how time-resolved PL can 
complement the steady-state PL results. 
 
5.1) Model for the sensitizer emission as a function of CBP thickness  
 
To model the sensitizer emission (here taken to be Ir(ppy)3),  an expression for the PL 
intensity, IPL, is derived that accounts for interference patterns in the exciton generation 
profile, microcavity effects in the Ir(ppy)3 emission and the effect of the modified optical 
density of states on the lifetime of the emitting triplet excitons, as explained in chapters 1 
and 2. In the simplest picture, IPL is proportional to NT, the density of excited Ir(ppy)3 triplets 
and to 𝛿𝑃(𝜃𝑑𝑒𝑡), the power emitted by a randomly oriented point-dipole in the solid angle 
subtended by the detector and characterized by the angle 𝜃𝑑𝑒𝑡  with its normal to the sample: 
                                                        
The rate equation (5.2) describes the dynamics of NT, where ks is the sensitizer decay rate and 
in  is the flux of triplet excitons across the CBP/CBP:Ir(ppy)3 interface, assuming 100 % 
transfer to the sensitizer. It shows that in the steady-state, the triplet density NT can be 
expressed as a function of both in and ks. 
   1.5detθδPNI TPL 
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    sinTinTs
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         2.5
  
Inserting this expression into equation (5.1) leads to equation (5.3), where ks is split into 
radiative and non-radiative components and the dependence of the radiative decay rate krad 
(d) on the thickness of the CBP layer d is emphasised.  
   3.5
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which equates the radiative decay rate of a point-dipole in an inhomogeneous (such as a 
stratified) medium, krad (d) relative to that in a homogeneous environment,  kr0, to the power 
dissipated by the dipole in an inhomogeneous P(d) environment relative to that in a 
homogeneous environment P0 [48].  
The non-radiative decay rate is obtained from the photoluminescence quantum efficiency, γ, 
of the system: 
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The combination of equations (5.1) to (5.5) yields the following model for the PL intensity of 
the sensitizer:   
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As explained in greater details in Chap. 2, the exciton flux at the CBP-CBP:Ir(ppy)3 interface is 
calculated by solving the diffusion equation in the CBP layer, taking into account the 
interference pattern in the exciton generation rate associated with the entire structure, 
illustrated in Fig 5.1. The boundary conditions are assumed to be blocking (flux equals to zero) 
at the UGH3-CBP interface, which corresponds to the excitation side, and quenching (exciton 
density equals to zero) at the CBP-CBP:Ir(ppy)3 interface. Fig. 5.2a presents the simulations of 
the flux as a function of CBP thickness for three diffusion lengths: LD = 28 nm, LD = 58 nm and 
LD = 140 nm.  As LD increases, the position of the maximum is slightly shifted to the larger 
thicknesses, and the profile of the flux is broadened. The variation with CBP thickness of the 
second term δP in equation (5.6) is presented in Fig. 5.2b. The power per unit solid angle 
𝑑𝑃
𝑑𝛺
 emitted in the direction of the detector 𝜃𝑑𝑒𝑡 by a randomly oriented point-dipole is 
calculated as described in Chap. 2. Equation (5.7) then shows how δP additionally accounts 
for the range of angles Δθ collected by the detection lens located just after the vacuum 
chamber.  The result of the integration was additionally checked 
     7.5sin
2
0
det
det
 



 


d
dP
ddδP
 
against simulations with open-source software CAMFR [45] for the angular-dependent 
emission of a randomly oriented point-dipole in the structure described in Fig. 5.1. Figure 5.2b 
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also shows the variation with CBP thickness of the third term in equation (5.6), which accounts 
for the change in the total power dissipated by a point-dipole when placed in an 
inhomogeneous stratified medium. This correction is however attenuated by the PL quantum 
efficiency γ, which for CBP:Ir(ppy)3 was calculated to be γ = 60 % following the method 
presented in chapter 2. This results in a flatter profile of the correction with respect to CBP 
thickness, when compared with δP.  This means that δP is the most important correction to 
the profile of the overall model for IPL. 
 
 
 
Figure 5.2:  (a) Simulations of the exciton flux at the CBP-CBP:Ir(ppy)3 interface as a 
function of CBP thickness. The simulations correspond to diffusion lengths LD = 28 nm 
(green line), LD = 52 nm (magenta line) and LD = 140 nm (black line). (b)  Corrections for 
the fraction of Ir(ppy)3 emission in the detection solid-angle dP (red line) and for the 
change in the total power dissipated P/P0 (dashed blue line) as a function of CBP 
thickness. This outlines the overwhelming impact of the microcavity effect, through δP, 
over the change in the total power dissipated in the structure, which is modulated by 
the PL quantum efficiency γ = 60 % in CBP:Ir(ppy)3. 
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5.2) Modelling of steady-state PL experimental results.  
 
The model derived in equation (5.6) was then used to model the experimental data presented 
in Fig. 4.6 using the fitting routine described in Fig. 2.20. This yielded a diffusion length LD = 
28 ± 5 nm, but the fit shown Fig. 5.3 does not qualitatively model the data accurately. In 
particular the profile of the model does not reproduce the cross-over close to 100 nm but is 
instead monotonally decreasing. To understand the difference between the model and the 
experimental data, two modifications to the model were added to account for extra 
contribution form singlet exciton diffusion and to allow a second parameter to be fitted.  
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Figure 5.3: Fitting of the experimental data corresponding to exciton diffusion to the model 
accounting for the exciton flux through the CBP-CBP:Ir(ppy)3 interface, the fraction of emission 
in the detection solid-angle and the modification of the total power dissipated by an emitter 
introduced by the structure. The minimum of the χ2 was found for a diffusion length LD = 28 ± 5 
nm but this clearly did not resulted in a model reproducing the evolution of the diffusion 
contribution to Ir(ppy)3 emission as a function of CBP thickness. 
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In 4.2, the effect of increasing the thickness UGH3 blocking layer was examined. It suggested 
that the contribution of exciton diffusion to Ir(ppy)3 emission included both singlet and triplet 
exciton components. Figure 5.4 therefore examines the superposition of two diffusion 
processes, corresponding to singlet and triplet excitons, to model IPL. This was achieved by 
solving the diffusion equation for two sets of lifetime and diffusion length parameters: τ = 1 
ns and LD = 14 nm (for singlet excitons) and τ = 0.58 ms and LD = 140 nm (for triplet excitons). 
Note in particular that the singlet exciton lifetime was determined by a streak-camera 
measurement of CBP fluorescence (data not shown), and that the value of singlet and triplet 
exciton diffusion lengths were taken from [37] and illustrate the case of two diffusion 
processes with two largely separated diffusion lengths. The flux of triplet excitons was 
additionally multiplied by the intersystem crossing factor ISC, which was chosen to be ISC = 
0.3 to allow both diffusion processes to be of equal magnitude. The results are plotted in Fig. 
5.4a in black line (triplet excitons) and red line (singlet excitons). The superposition of both 
components is represented by the blue line and was found to broaden the profile of the 
exciton flux as a function of CBP. Figure 5.4b then shows the effect of the corrections when 
applied to the sum of both singlet and exciton fluxes. In contrast to triplet diffusion alone 
presented in Fig. 5.3, this presents a maximum around a CBP thickness of d = 125 nm. 
However such a model would require an important parameter to be additionally fitted, 
namely the intersystem crossing factor. In addition, the position of the maximum still seems 
to be dictated by δP, the correction for the emission in the solid-angle of detection, instead 
of the exciton flux.  
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The second modification to the overall model for Ir(ppy)3 emission consisted in allowing an 
extra parameter to be fitted. Here, the overall model is first normalised and then multiplied 
by a coefficient to match the magnitude of the raw experimental data. In contrast to the 
previous modification, this extra coefficient is not bearing any physical meaning but only 
aimed at facilitating the fitting process. Figure 5.5 presents the variation with CBP thickness 
of the model corresponding to the optimum parameters, which minimize the sum of the 
square normalised residuals χ2. Figure 5.5a shows that here the model qualitatively 
reproduces the profile of the experimental data to some extent: with an increase up to 100 
 
 
Figure 5.4: (a) Simulations of the exciton flux at the CBP-CBP:Ir(ppy)3 interface as a 
function of CBP thickness. The simulations correspond to: singlet exciton diffusion (red 
line) with lifetime τ = 1 ns and diffusion length LD = 14 nm; triplet exciton diffusion (black 
line) with lifetime τ = 0.58 ms and diffusion lengths LD = 140 nm and multiply by the 
intersystem crossing yield ISC = 0.03; the superposition of singlet and triplet exciton 
diffusion contributions (blue line). (b) Experimental data compared with the model 
resulting from the multiplication of the flux of both triplet and singlet excitons with the 
corrections presented in Fig. 5.2b. 
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nm and a following decrease, but the sharp peak of the experimental data is not matched by 
the model. The optimum diffusion length was found to be LD = 52 ± 9 nm, which is twice the 
value found when fitting the diffusion length alone, but still lower than the CBP thickness d ≈ 
100 nm corresponding to the experimental data peak-value. This estimation of the diffusion 
length must however be further questioned by the uncertainties on the parameters 
estimations, as illustrated by the 3D plot of χ2 against LD and the extra scaling parameter in 
Fig. 5.5b. This indeed shows that an increase of one fitting parameter can be compensated by 
a decrease of the second parameter to maintain χ2 close to its minimum value. 
 
 
 
Figure 5.5: (a) Fitting of the experimental data to the model allowing two parameters to 
vary: the exciton diffusion length LD and a scaling factor. The best fit yielded the diffusion 
length LD = 52 ± 9 nm and the scaling factor 2.0 ± 0.5. (b) The sum of the square 
normalised residuals χ2 as a function of the two parameters LD and the scaling factor. 
The flat profile of χ2 outlines the difficulty to get a reliable estimate of the diffusion 
length even when a second parameter is allowed to be fitted. 
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5.3) Modelling of time-resolved PL experimental results.  
 
Another venue for investigating the dynamics of excitons in organic semiconductors is time-
resolved PL commonly performed by illuminating the material with a pulsed source and 
monitoring the emission with a streak-camera synchronised with the source. In contrast to 
steady-state PL, this offers the opportunity to single out triplet exciton diffusion due to the 
difference in time-scales between all the processes. Indeed both direct excitation and singlet 
coupling to guided modes followed by Ir(ppy)3 absorption and emission are time-limited by 
the lifetime of Ir(ppy)3 emitters, whose decay occurs over less than a millisecond; equally, 
singlet diffusion is limited  by the singlet lifetime (ns) and Ir(ppy)3  emission – those 
contributions will be referred to as prompt emission. On the other hand, the emission 
corresponding to triplet diffusion contribution occurs over the triplet exciton lifetime (ms) 
and is therefore delayed compare to the other contributions.  
Time-resolved PL measurements were therefore conducted on C6(5 nm)-UGH3(25 nm)- CBP-
CBP:Ir(ppy)3 samples with different CBP thicknesses. Figure 5.6 presents the results of the first 
series of experiments were the principle was tested on samples incorporating a 100 nm-thick 
CBP layer. Note that these time-resolved measurements were performed on a 200 μs time 
window and with an excitation pulsed at a frequency f = 1 kHz (Fig. 5.6a) and on a 1 ms time-
window with an excitation frequency f = 100 Hz.  For these experiments, the prompt emission 
– corresponding to the contributions to Ir(ppy)3 emission of direct excitation, guided modes 
and singlet exciton diffusion – is limited by the instrument response functions (IRF) of each 
time-window.  Figure 5.6a however shows that when exciting the sample at f = 1 kHz, no 
delayed emission is detected. In contrast, Fig. 5.6b shows that when the sample is excited at  
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f = 100 Hz, a significant delayed contribution can be observed (red line). In addition, when a 
second sample incorporating an extra UGH3 exciton blocking layer is excited, this delayed 
contribution disappears (black line), which confirms its triplet exciton nature.  
Figure 5.7 explains the effect of the excitation frequency on the delayed emission: when the 
excitation frequency is considerably lower than the inverse of the triplet exciton lifetime (top 
panel), the triplet exciton density goes back to zero as the bulk of triplet excitons has enough 
 
 
Figure 5.6: (a) Time-resolved PL spectrum of C6(5 nm)-UGH3(25 nm)-CBP(100 nm)-
CBP:Ir(ppy)3(10 nm) excited at a wavelength λ = 340 nm and with a frequency f = 1 kHz. 
The prompt emission results from direct excitation, guided modes and singlet diffusion 
contributions to Ir(ppy)3 emission. (b) Time-resolved PL spectrum of C6(5 nm)-UGH3(25 
nm)-CBP(100 nm)-CBP:Ir(ppy)3(10 nm) (red line)  and C6(5 nm)-UGH3(25 nm)-CBP(100 
nm)- UGH3(25 nm)- CBP:Ir(ppy)3(10 nm) (black line) excited at the same wavelength but 
with a frequency f = 100 Hz, which is significantly lower than the inverse of the triplet 
exciton lifetime. This allows observing a delayed signal originating from triplet diffusion 
contribution to Ir(ppy)3 emission, in contrast to (a) for a higher excitation frequency. 
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time to either be transferred to Ir(ppy)3 or decay between two pulses; in contrast, when the 
excitation frequency is considerably higher than the inverse of the triplet exciton lifetime 
(bottom panel), the triplet exciton density reaches an equilibrium density which leads to little 
to no modulation and therefore no signal is recorded by the streak-camera.  
 
Two more C6-UGH3-CBP-CBP:Ir(ppy) samples were prepared in order fit three independent 
time-resolved PL datasets (corresponding to 78.2 nm, 100 nm and 119 nm CBP thicknesses) 
to the model presented in equation (2.23). This model takes the triplet exciton lifetime τ and 
diffusion length LD as fitting parameters as well as an extra scaling parameter per datasets. 
 
 
Figure5.7: Schematic illustration of the time evolution of triplet exciton density 
depending on the frequency of the pulsed laser excitation used for the streak-camera 
measurements of time-resolved PL spectra. The top panel depicts a situation where the 
excitation frequency is low enough for triplet excitons to decay between two pulses. In 
contrast, the bottom panel describes a case where the excitation frequency is high 
enough such that the bulk of triplet excitons has not decayed in the period between two 
pulses. In such a situation, the triplet exciton density quickly reaches a steady-state level 
independent of the modulation; the corresponding emission therefore cannot be 
detected by the streak-camera, which is synchronised to the excitation frequency. 
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Note that each scaling parameter sets the magnitude of prompt emission with respect to 
delayed emission for each sample and is therefore not equivalent to a simple normalisation 
procedure. In that respect, the scaling parameters should probably be fitted independently; 
however, the fitting of the three datasets altogether for τ and LD only could not be made to 
converge. As a consequence, five parameters were allowed to vary as the three datasets were 
fitted altogether. When using the triplet exciton lifetime τ = 0.58 ms estimated through the 
PIA measurements, as detailed in Chap. 3, the fitting did not converge. Figure 5.8 presents 
the three experimental datasets (black lines) and the simulations using the optimized 
parameters (red lines). This yielded a triplet exciton lifetime τ = 1.47 ± 0.37 ms, which is 
consistent with the observation of the effect of the excitation frequency. This is however 
larger than the value estimated from the PIA, but as it was explained in 3.2, this may be due 
to some bimolecular quenching. Note that this would explain the difference in the lifetime 
estimations: one can indeed expect the natural triplet exciton lifetime, without bimolecular 
quenching, to be higher than what was measured.  The fit additionally resulted in a diffusion 
length LD = 28.0 ± 2.9 nm, which is exactly the same value output by the initial fit of the steady-
state PL experiments. The fact that both experiments gave the same diffusion length can, 
however, hardly be taken to support this estimate given that the fit presented in Fig. 5.3 was 
clearly not reproducing the experimental data. On the other hand, here the diffusion length 
cannot be masked by a secondary component due to singlets. 
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Figure 5.8: Time-resolved PL spectra of C6(5 nm)-UGH3(25 nm)-CBP-CBP:Ir(ppy)3 for 
three thicknesses of CBP: 78.2 nm, 100 nm and 119 nm. These samples were excited at 
λ = 340 nm with a frequency f = 100 Hz. The three datasets were fitted together to the 
model presented in the last section of the numerical methods. This yielded a diffusion 
length LD = 28.0 ± 2.9 nm, a lifetime τ = 1.47 ± 0.37 ms and three scaling factors                       
α1 = 1.34 ± 0.35 x 108, α2 = 1.99 ± 0.46 x 108 and α3 = 8.18± 2.15 x 107. 
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This section studied the modelling of both steady-state and time-resolved PL experiments. 
The derivation of our model for the sensitizer emission showed in particular the large impact 
of microcavity effect on the fraction of emission in the detection solid-angle. However these 
simulations were shown to be at odds with the experimental data of the steady-state PL 
sensing especially when the diffusion length is the only fitting parameter. Building on Chap. 
4, we examined the possibility of both singlet and triplet exciton diffusion contribution and 
showed that here again the position of the maximum was largely set by the simulation of δP. 
Allowing a scaling coefficient to be fitted instead of normalising both the model and the 
experimental data improved to some extent the fitting and yielded a larger value for the 
diffusion length. However, this value was contradicted by the fitting of three independent 
time-resolved PL datasets, which yielded a diffusion length LD = 28.0 ± 2.9 nm. The caveat of 
this last fitting procedure is that it required five parameters to be fitted. On the other hand, 
the resulting triplet exciton lifetime is consistent with direct evidence of a long lifetime, as it 
was shown by the observation of the effect of the excitation frequency. 
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Conclusion and outlook. 
 
In this last chapter, the main conclusions of each of the results section are summarized; they 
are then compared, especially in regard to the aims presented in the introduction. Finally 
some outlooks drawn from this work are discussed. 
 
Photoinduced absorption spectroscopy was first used to probe the photophysics of triplet 
excitons in two organic semiconductors: PF2/6 (a polymer) and CBP (a small-molecule). Triplet 
exciton lifetimes of τ = 56 ± 7 μs and τ = 0.58 ± 0.02 ms were found respectively for PF2/6 and 
CBP. Unambiguously assigning the PIA signal to triplet-triplet absorption proved to be 
challenging due to the presence of polarons in particular for PF2/6. This led us to choose CBP 
as a proof of concept material for our subsequent experiments. Moreover, using a gold thin 
layer to reduce triplet exciton lifetime and density by exploiting the large non-radiative decay 
experienced by excitons as they approach the quenching interface showed the importance of 
measuring the diffusion length to understand how to manipulate excitons. 
Pseudo-time of flight measurements were therefore implemented to estimate the triplet 
exciton diffusion length in CBP, using a layer of Ir(ppy)3 dopant dispersed in CBP as a terminal 
sensing layer to reveal the transfer of triplet excitons. However, the presence of guided 
modes in the structure was shown to lead to an overestimation of the diffusion length. Using 
an optical quenching of C6, characterised by an absorption profile overlapping CBP 
fluorescence, allowed mitigating the impact of the guided modes. In addition, monitoring the 
difference between samples with and without a layer of UGH3, an exciton blocking material, 
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was shown to clearly isolate the contribution of exciton diffusion from the other contributions 
to Ir(ppy)3 emission, but without differentiating singlet from triplet excitons. 
To fit the resulting experimental data, a model for the sensitizer emission was derived, which 
accounts for interference effect in the exciton generation rate profile, the thickness-
dependant fraction of the emission in the solid-angle of detection and the impact of the 
nanostructure on the total power dissipated by the emitters. The fitting was however found 
to be more dependent on the fraction of power in the solid-angle of detection than on the 
flux of excitons, which includes the dependency on the diffusion length. The best results were 
obtained with a diffusion length LD = 52 ± 9 nm. These results were however found to be at 
odds with subsequent time-resolved PL measurements, which yielded a triplet diffusion 
length LD = 28 ± 3 nm. 
 
All this allows comparing our results with the initial purposes of the work, namely: assessing 
and possibly reducing triplet exciton lifetime and density in non-phosphorescent organic 
semiconductors, identifying causes of large variation in the body of diffusion length value 
reported for CBP, developing alternative methods to address these issues. 
Regarding the first item, PIA and time-resolved PL sensing methods were both found to yield 
triplet exciton lifetime in CBP in the ms range (0.58 and 1.47 ms respectively). The difference 
is consistent with the fact that the first method was suspected of wrongly assuming purely 
monomolecular decay. On the other, the reduction of triplet exciton lifetime and density 
using a thin gold layer proved to be challenging, especially without fully understanding first 
the diffusion of exciton to the gold interface. 
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Second, we have clearly demonstrated the role of guided modes in diffusion length 
measurements, which had largely been ignored by the works reported so far. Another cause 
for the variation in the diffusion lengths measured in CBP must come from the choice of 
method employed. We have found that steady-state PL sensing measurements allowed to 
clearly expose CBP thickness-dependence of the sensitizer emission. In contrast, in time-
resolved PL, the difference in the measurement of the delayed emission for three different 
CBP thicknesses was not so marked. It however offered the advantage to be independent of 
the absolute intensity, which explains why these measurements were less prone to sample 
bleaching and variation form one batch to another. In terms of fitting the experimental data, 
both are based on the resolution of inverse problems – recovering the estimation of 
parameters based on what their effect on a measurable quantity should be – in an organic 
system, where many phenomenon can occur concomitantly. This explains the difficulty to 
extract a figure from our experiments. Last, an alternative method was successfully developed 
to mitigate the role of guided modes and to isolate the contribution of exciton diffusion.  
 
The experimental methods used in this work could be further developed. In particular, it was 
shown that the assignment of PIA signal to triplet-triplet absorption was questionable. 
Temperature-dependent measurements could be implemented to unambiguously 
differentiate triplet from polarons. Equally, the ability to scan the probing wavelength would 
allow uncovering the exact position of the spectrally-narrow triplet-triplet absorption band. 
With regard to time-resolved PL measurements, those could be further leveraged by looking 
at the evolution of the delayed signal as the frequency of the excitation is changed. This would 
exploit our observation of the appearance of the delayed signal only for sufficiently low 
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excitation frequency and could be particularly interesting as importing the triplet exciton 
lifetime estimated from another method yielded mixed results. Here, the lifetime and 
diffusion length could be fitted from two independent but consistent measurements on the 
same setup.  
Another venue which could be investigated is the excitation mechanism of the C6 dye in our 
typical structure. This stems from our observation of the surprisingly intense emission from 
the C6 dopant, when excited indirectly by the CBP fluorescence coupled to the guided modes 
supported by the structure. We assumed, when choosing this material to mitigate the impact 
of guided modes, that concentration quenching would lead to little to no C6 emission. In 
contrast, we recorded an intense and spectrally shifted C6 emission, which could be 
interesting to study as an alternative to dispersing the dye in a passive matrix at a low 
concentration. 
 
This thesis studied the diffusive transport properties of triplet excitons in CBP, an archetypal 
organic semiconducting material widely used in opto-electronic devices. In particular, we 
showed the pivotal role of the interaction of light with the nanostructure to estimate the 
triplet diffusion length with a PL sensing method. In such a topic, there is a complex interplay 
between photochemistry and nanophotonics. We however presented an experimental 
strategy to cope with the obscuring effect of guided modes and to isolate the signal due to 
triplet excitons. Our results were then compared with an extensive model for the sensitizer 
emission to estimate the triplet exciton diffusion length in CBP. 
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