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CH APTER 1
Introduction
Spin is fundamentally a quantum mechanical effect, and the prediction and discovery 
of electron spin by Goudschmidt and Uhlenbeck constituted a resounding affirmation of 
the quantum mechanical view of Nature. The methods developed for spin resonance in 
nuclei [2,3] and electrons [11,13] and the amazing discovery of the spin echo [4] showed that 
it was possible to generate, detect and manipulate the quantum state of the spin polarization 
by applying radio-frequency (RF) or microwave radiation. However, while the technology of 
nuclear and electron spin detection is applied routinely in chemical laboratories for analysis 
of compounds and in medical magnetic resonance imaging by doctors all around the world, 
it was only in the late 1980s that spin polarization was exploited for purposes of information 
storage. The discovery of the giant magnetoresistance (GMR) effect, wherein the state of 
the magnetization is used to change the resistance of a device, provided an impetus to 
the field of spintronics. The current generation of computer technology, which uses the 
charge of the electron to perform logical operations and to carry information, is commonly 
labeled as electronics (or “charge”tronics). For the last several years, a complementary 
direction of research has been towards the possibility of using the spin of the electron as 
the data bit (or spintronics). The electron spin has already been exploited for commercial 
applications such as GMR sensors and memory read/write heads in computer hard disks. 
The passive manipulation of the magnetization to change electronic properties may more 
properly be classified as magneto-electronics [232]. A more active approach is to transport 
spin-polarized currents, leading to spin valves and transistors [76,103,255,356,370]. For a 
recent review on the state of the field, see Reference [456].
Concomitantly, the study of low dimensional quantum confined structures has experi­
enced rapid growth over the past thirty years, with great advances being made in fabrication
1
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methods. Quantum well (QW) heterostructures, where the carriers are confined along the 
growth direction, have been extensively studied in the laboratory [37,89,210]. Commercial 
applications such as the quantum well laser and detectors tha t rely on the lowered dimen­
sionality and quantum confinement in these systems now form the backbone of the current 
information revolution. The exciting possibilities of bandgap engineering for tunability and 
sensitivity, as well as lowered threshold current and higher gain in quantum cascade lasers 
shows the importance of quantum effects [60]. A natural extension of such research is there­
fore to consider the effects of confinement in the directions perpendicular to growth, leading 
to quantum wires and quantum dots (QDs). QDs refer to systems wherein the motion of 
charge carriers in semiconductors is confined in all three dimensions on the order of the de- 
Broglie wavelength of the particle. Due to the zero-dimensional nature of the confinement, 
the density of states for QDs is discrete [146, 345, 379]. The result is that a macroscopic 
collection ( ~  103 — 106) of atoms behaves like a single atom under optical or electronic 
excitation, leading to unusual properties. Hence, QDs are sometimes referred to as artificial 
atoms, and coupled QDs as artificial molecules. As a simple example of the tremendous 
change in the properties, consider the difference between a bulk semiconductor and a QD 
under optical excitation. As the excitation density increases, since a semiconductor can 
be well-modeled in a “quasi-particle” picture, more and more quasi-particles are excited 
corresponding to increase in occupation number of the mode. The system behaves as a 
harmonic oscillator, with any nonlinearities usually arising from the interactions between 
the quasi-particles. In a QD however, it is well established both theoretically and exper­
imentally now tha t stimulated emission or Rabi oscillations take place instead, leading to 
higher probability tha t the quasi-particle will emit a photon and return the crystal to the 
ground state!
QD structures have been the subject of intense investigation for the past decade. W ith 
their discrete, atomic-like density of states and the availability of modern semiconductor 
processing technology tha t permits fabrication into compact integrated packages, they are 
attractive candidates for the next generation of technologies. QD detectors and lasers have 
already been demonstrated in several laboratories [153,160,313]. Inherently, QDs exhibit 
several quantum-mechanical properties tha t cannot be explained by classical physics, such 
as photon antibunching in the light emission [299]. This also makes them  exciting sources 
of new devices such as QD single-photon sources [300, 388, 438,439], and single-electron
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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transistors [190,218]. We shall provide a brief review on the varieties of growth processes, 
devices and applications of QDs in Section 1.2.1.
Following Moore’s law, the shrinking size of components in modern integrated circuits 
will soon reach the regime where quantum size effects become im portant. The synergy that 
is currently developing at the intersection of research into QDs, spintronics and informa­
tion processing makes it a most exciting and fertile area of investigation. In particular, 
the emerging field of quantum information processing which utilizes the powerful resources 
of quantum entanglement and massive parallelism that are inherent in quantum mechan­
ics [124,281], provides an example of an area tha t would greatly benefit from research in this 
area. In Section 1.1 of this chapter, we will review the basic ideas of quantum information 
processing and survey a few of the experimental implementations being actively pursued, 
such as those based on ion traps, photons and nuclear magnetic resonance (NMR). Due to 
the natural advantages of mature technologies that are available for growing arrays of de­
vices which enable large-scale integration, solid state implementations under investigation 
include donor nuclear spins in Silicon, superconducting circuits and QDs. In Section 1.2, 
we will summarize the key ideas behind QD quantum computing (QDQC). In Section 1.3, 
we discuss the importance of our work in the field of optical implementation of spin-based 
QDQC and provide an outline of the chapters tha t follow.
1.1 M otivation: Q uantum  Inform ation Processing
The field of quantum information processing was originally suggested by Feynman [47]. 
The fundamental unit of the quantum computer is called a quantum bit (or qubit) and can 
exist in a superposition of quantum states |0) or |1). The central idea is to utilize the massive 
parallelism of quantum mechanical superpositions, combined with quantum interference 
during the unitary evolution, to achieve a desired computational result. Pioneering work 
by Deutsch and Bennett showed that quantum computers could, in principle, out-perform 
classical computers by exploiting the resources of quantum entanglement. For instance, the 
Deutsch-Jozsa algorithm [92] can decide whether a one-bit function is balanced or constant 
on a single run, while classical algorithms require at least two.
Entanglement refers to the property tha t the wavefunction of a system cannot be de­
composed into the tensor product of its subsystems. As an example, denoting the state
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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of two spins by |x,y) ,  x , y  =  0,1, one such maximally entangled state is the Bell state 
|/?oo) =  IMLHbL, _ Entanglement allows for non-local correlations tha t are at the heart of 
the Einstein-Podolsky-Rosen (EPR) paradox [1], so tha t the spin pair that comprises the 
Bell state is often referred to as an EPR pair. Bennett et al. showed that it is possible 
by means of shared EPR  pairs and classical communication to achieve teleportation of an 
unknown quantum state [99], and to perform super-dense coding for quantum communica­
tion [90].
An obvious impediment to quantum computing (QC) is decoherence, which means the 
non-unitary collapse of the delicate quantum superpositions required for computations due 
to interactions of the quantum computer with the environment. The discovery of quantum 
error-correcting codes [171,274] for fault-tolerant QC showed how to overcome this impor­
tant issue. Peter Shor discovered a random algorithm, i.e. one tha t will eventually work, 
for the prime factors of large numbers that requires only polynomial steps as a function 
of the input size [120] (see Reference [151] for a clear review). It was (and still is) widely 
believed that this problem cannot be solved in polynomial steps by classical computers. The 
importance of Shor’s algorithm lies in the fact tha t a number of modern-day cryptographic 
systems such as the RSA algorithm rely on this belief for their security. Similarly, Grover’s 
search algorithm in an unsorted space showed tha t quantum algorithms could work faster 
than classical algorithms [183].
However, the problem of how to experimentally realize a working quantum computer 
was still monumental until it was realized that all the steps required for a computer could 
be constructed from universal quantum logic gates [124,125,141,281]. Combined with single 
qubit rotations, it was shown tha t two-qubit logic gates (for example, the controlled-NOT, 
or phase gate) are sufficient to enable QC. A discussion of the im portant requirements for 
QC is given by David DiVincenzo in Reference [285], which we paraphrase here:
1. A scalable physical system with well characterized (physically distinguishable) qubits.
2. The ability to initialize the state of the qubits to a simple fiducial state, such as 
1000 ...) (state preparation).
3. Long relevant decoherence times, much longer than the gate operation time. Com­
bined with error correction for fault-tolerant QC, this translates to the requirement 
tha t the decoherence time is 104 — 105 times longer than the gate operation time.
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4. A “universal” set of quantum logic gates.
5. A qubit-specific measurement capability (state readout).
Below, we briefly discuss the various experimental successes in other schemes for QC 
before moving on to discuss QDQC. Note tha t we have not considered so far another sub-field 
of quantum information processing, namely quantum communication which forms a highly 
interesting and active area of research in its own right. However, for QC with photons, the 
two fields are closely inter-related, so we shall discuss them together now.
1.1.1 P hoton  Q uantum  C om puting
The use of photons for quantum communication is obviously attractive because of their 
rapidity and ease of transmission through long distances, either through free space or opti­
cal fibers. Furthermore, they are highly robust against decoherence processes, but unfortu­
nately do not interact strongly with each other making it difficult to construct logic gates. 
The latter difficulty may be overcome using atom-cavity QED as discussed below. It has 
been shown however tha t quantum teleportation combined with linear optical elements can 
also be used to construct a scalable quantum computer [257,339],
In most quantum teleportation experiments with photons, highly correlated photon 
pairs are created by parametric down-conversion in nonlinear crystals. These pairs are then 
used for demonstration of quantum teleportation, for example in Reference [176], In tha t 
work, the authors use EPR  pairs combined with post-selection (or conditional gating) for 
teleportation of unknown polarization states. The experiment usually ends up destroying 
the teleported photon, although this drawback was addressed in a subsequent work [412]. 
The entanglement and teleportation demonstrated in these experiments are usually random 
in nature due to the randomness of the source, relying on the post-selection for the high fi­
delity. Furusawa et al. attem pted to address this criticism by using the amplitude and phase 
quadratures of squeezed light for continuous-variable teleportation [217]. Their experiment 
however suffered from poor fidelity compared to the polarization state teleportation. Quan­
tum entanglement and teleportation have now been demonstrated for three [246,302,305], 
four [344] and even five [455] photons. Maximally entangled four-photon states, known as 
Greenberger-Horne-Zeilinger (GHZ) states are especially interesting as they can be shown 
theoretically and experimentally to form decoherence-free subspaces where the action of a
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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common-mode noise operator does not lead to decoherence [432]. While these challenging 
experiments certainly provide proof of principle, QC with linear optics requires a determin­
istic and bright source of entangled photons. Recently, such a source has been demonstrated 
with quantum dots for verification of the Bell’s inequality violation [439], and for determin­
istic quantum teleportation with high fidelity [438].
As noted earlier, quantum communication with photons is in a much more advanced 
stage, particularly in demonstrations of quantum cryptographic protocols over long dis­
tances [391] (see Reference [301] also). Another active area in quantum communication is 
to network quantum computers at different nodes in a quantum network, wherein photons 
transmit the quantum information between nodes. A recent proposal in this regard shows 
that quantum communication can be achieved with tools tha t are currently available such 
as cold atomic ensembles and linear optics [325], Significant experimental progress has al­
ready been made, with Kuzmich et al. showing that it was possible to transfer quantum 
information from photons into the atomic ensemble and store it for long times ( ~  400 nsec 
in the experiment) [406], We now leave behind the area of photon QC and discuss another 
extremely successful experimental deisgn, namely the trapped ions.
1.1.2 Trapped Ion Q uantum  C om puting
The use of cold trapped ions for QC was originally suggested by Cirac and Zoller [123]. 
Trapped ions tha t have been cooled below the Lamb-Dicke limit, i.e. the average motion 
is smaller than a wavelength, can be individually addressed through laser excitation and 
coupled through vibrational modes of the trapped ion array ( “bus” qubit). Demonstration 
of a controlled-NOT gate using the ion and bus qubit followed soon thereafter [134]. Scaling 
up the system presents some difficulties, although a recent proposal [372] offers promise in 
this regard. Both the Cirac-Zoller gate [418] and a geometric controlled 7r-phase gate [445] 
between two ions have been achieved experimentally. The geometric phase gate is based 
on the idea tha t depending on the internal atomic state of the ions (which is controllable), 
the combined state of motion of the ions will result in a geometric phase after a complete 
round-trip in the motion tha t depends on the area of the orbit in phase space. Since the 
geometric phase is less subject to the perturbations from the surrounding environment, 
higher fidelities were achieved (F ~  0.97) as compared to the Cirac-Zoller gate (F  ~  0.71).
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Deterministic entanglement between two [235], three [444,449] and four ions [306] has also 
been demonstrated. The problem of post-selection is avoided in these experiments, and 
have led to the demonstration of deterministic teleportation of the quantum states with 
high fidelity ~  78% [430,448],
Atom-cavity QED schemes have also been proposed for networking ion trap  quantum 
computers through photons via high-Q optical cavities and optical fibers [178]. Pellizzari 
et al. have shown how to use an ion trap enclosed in such a high- Q cavity to achieve 
gates between ions using photons rather than phonons as in the Cirac-Zoller scheme [137]. 
The experiment of Turchette et al. shows that cavity-QED may be utilized to generate 
strong nonlinear interactions between photons as required for the traditional linear optics 
QC proposals [142]. The experiments were however limited in nature as they relied on 
hot atomic beams which randomly interacted with the cavity photons [111, 142]. The 
strong coupling regime, wherein the coupling between the atom and the photon (inversely 
proportional to the cavity mode volume) is greater than the spontaneous emission rate of the 
atom and the cavity lifetime of the photon is hard to achieve, especially in a deterministic 
one-atom regime as required for the proposals in References [137,178], However, recent 
experiments using a magneto-optical trap  from which cold atoms are dropped into the 
cavity shows how to overcome the limitations, and have realized deterministic generation 
of single photons [447] and the ultimate limit of strong-coupling: a single-atom laser [411]. 
In another recent experiment, Blinov et al. have demonstrated tha t trapped ions and 
photons can be entangled by employing an appropriate level scheme and detecting the 
spontaneously em itted photons along particular directions [431], thereby circumventing the 
experimental challenges of incorporating ion trap technologies and high- Q cavities. Their 
experiment thus shows tha t ions and photons may be used to build quantum networks and 
implement the quantum communication protocol proposed in Reference [325]. The trapped 
ion implementation clearly offers a viable scheme for building scalable quantum computers 
and quantum networks.
1.1.3 Bulk N uclear M agnetic R esonance Quantum  C om puting
The next experimental paradigm tha t we consider for QC is using NMR in bulk materi­
als, and the basic ideas were laid out by DiVincenzo in 1995 [124] and by Gershenfeld and
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Chuang in 1997 [182]. Even though the qubits are not addressed individually, the NMR 
experiments can still extract information by considering the outcome of many computations 
running in the ensemble of molecules (to be thought of as individual quantum computers). 
The problem of different local magnetic fields experienced by different quantum computers 
can be overcome through the spin-echo technique, or “refocusing” sequences as they are 
known. Due to the advanced capabilities in the mature field of NMR, rapid progress was 
quickly realized, with demonstrations of the one-qubit Deutsch-Jozsa algorithm [209] and 
the four-state Grover’s search algorithm in chloroform molecules [208]. Shor’s algorithm for 
finding the prime factors of 15 with a seven-qubit designer molecule of perfluorobutadienyl 
has also been performed [355]. The above examples show tha t NMR QC is highly useful 
to test the basic concepts and algorithms of QC. However, NMR QC suffers from exponen­
tial degradation of the signal as the system is scaled up [247] and also from the fact that 
state preparation is limited by the thermal distribution of the states in the ensemble of 
molecules [200]. Finally, we note that NMR QC may be useful in a different context when 
we consider the implementations of QC with donor nuclei in solids, as discussed below.
1.1.4 Solid S ta te  Q uantum  C om puting
Solid state implementations of QC have been pursued vigorously due to the obvious 
advantages in scaling and fabrication. The three most viable candidates at the moment 
appear to be superconducting Josephson junctions, donor nuclei in Silicon and QDs. We 
discuss the implementations with superconducting circuits and the donor nuclei in Silicon in 
this section. The concepts of QDQC will be discussed in greater detail in the next section.
The initial proposals used the charge states of a Josephson junction (explained below) 
as the qubit [195,269]. A superconductor below the crossover temperature is comprised of 
Cooper pairs of electrons. By placing two superconductors (assumed to have only paired 
electrons) separated by a thin layer of normal metal, one obtains a Josephson junction. 
The difference in number of Cooper pairs on the two superconductors forms a qubit. By 
applying gate voltages, one can perform qubit rotations and by using inductive coupling, 
one can engineer two-qubit entanglement and logic gates. Coherent superpositions [272] 
and Rabi oscillations [341] of single Cooper-pair box states have been observed, first by 
Nakamura et al. and later by others [385,387], The la tter experiments addressed the issue
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of charge fluctuations leading to decoherence, by clever circuit design and biasing of the 
Josephson junctions in such a manner as to bring the two charge states to nearly the same 
average energy, thereby making the system immune to first-order charge fluctuations. The 
decoherence times so far reported are on the order of 0.5 fisec, and compare favourably 
with the operational time of a few hundred psec. Recently, entanglement between two 
macroscopic charge qubits has also been shown [413], An alternative proposal was also 
made to use the quantized flux enclosed in superconducting persistent-current loops as the 
qubit [271]. Since the magnetic flux is only sensitive to fluctuating magnetic backgrounds, 
it can possess much longer coherence lifetimes. Coherent superpositions of flux qubits have 
also been demonstrated [288,312].
As noted earlier, donor nuclear spins in semiconductors can form a qubit that can 
be easily manipulated through electron spin resonance (ESR) techniques. For instance, 
given the popularity of Si technology, the idea of using a phosphorous donor embedded in 
bulk Si would be an obvious choice for a qubit. The decoherence times of 31P (nuclear 
spin I  =  | )  donor nuclei in bulk Si was measured as early as 1958 through spin-echo 
techniques to be ~  200 — 500psec [11]. The same donor in isotopically purified Si was 
found recently to have even longer coherence times ( ~  20 msec) [426]. This motivated 
the proposal by Kane in 1998 to consider an array of 31P nuclei embedded just below the 
surface of a Si crystal [222]. The electron-nuclear hyperfine interaction can be controlled 
by means of electrical gates (the A gate), bringing different nuclei into resonance with an 
applied RF-magnetic field. The shift can be as great as 38 MHz for typical gate voltages, 
allowing one to perform coherent qubit rotations. Additionally, the exchange interaction 
between the electrons on different donors lowers the energy of the nuclear spin singlet 
with respect to the spin triplet, leading to controllable coupling between donor nuclei and 
the possibility of logic operations (the J  gate). The shift is small, and places stringent 
requirements on the donor separation ( 200 A ) as well as excellent control over the
depth and location of the nuclei that stretches the limits of available technologies. Recent 
progress in the field indicates tha t the above technology is not out of reach however [419]. 
More recently, there have been proposals to use the random telegraph signal in silicon 
field effect transistors [314,409,429], the photocurrent in bulk Si [397] or single-electron 
transistors in silicon-germanium heterostructures [440] to read out the state of the electron 
spin trapped in paramagnetic defects. A recent measurement using ESR of the random
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telegraph signal due to single electron capture and emission from a paramagnetic trap in a 
silicon field-effect transistor reveals a spin decoherence time T2  ~  0.1 psec [454].
1.2 Q uantum  D ot Q uantum  C om puting
We begin the section with a brief review of various kinds of QDs, and then proceed to 
discuss the implementations of QDQC in Section 1.2.2. The review of QDs given here is by 
no means exhaustive, and we refer the reader in most cases to comprehensive reviews on 
the subject.
1.2.1 R eview  o f Q D s
For a good review article on nanocrystals, interface fluctuation QDs (IFQDs) and self­
assembled QDs (SAQDs), see Reference [358], We will also identify below other review 
articles related to each individual type of QD.
1.2.1.1 L ithographically D efined Q uantum  D ots
The first ideas for fabrication of QDs were an outgrowth of QW research, and it was 
attempted by means of electron-beam and ion-beam lithography to define patterns within 
the QW which would confine electrons. However, the damage and micro-roughness of the 
surfaces caused by etching resulted in quenching of optical and transport properties. The 
high mobilities observed in two-dimensional electron gases (2DEGs) formed by high-quality 
modulation doped QWs [33,37] showed tha t electrons in those materials were largely free 
from scattering processes. By lithographically defining gates on the surface of the 2DEGs, 
it was possible to empty a region of the 2DEG completely of electrons, and then proceed 
to fill it sequentially. In this manner, Coulomb blockade effects became observable for the 
first time in the capacitance spectroscopy of these QDs [89,95,104]. Coulomb blockade is 
actually a classical effect that arises because it requires an energy e2/2 C  to load a charged 
QD (CQD) with an extra electron, where C  is the capacitance of the CQD. An important 
many-body effect has been observed in these QDs, known as the Kondo effect [218], which 
refers to the increase in resistance below a certain tem perature when an isolated electron 
spin forms a singlet state with a delocalized state.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
11
The use of electrostatic gates to define QDs is extremely attractive as it allows for 
voltage control of the electronic charge, as well as between nearby QDs. Rabi oscillations 
with voltage pulses [403] as well as coupling between QD molecules [143] has been observed 
in these QD systems. Further, it is possible with the sophisticated lithographic techniques 
to arrange for periodic arrays and stacking of the QDs, thus allowing for scalability tha t is 
required for QC. However, the necessity for voltage control of the electronic state in the QD 
is actually a drawback as charge fluctuations in the environment can lead to dephasing of 
the charge qubit. Further, it is difficult to manufacture ultrafast voltage pulses tha t meet 
the requirement of being able to perform many gate operations within the decoherence time. 
This led to the proposal by Loss and DiVincenzo in 1998 to control the spin state of the 
electron in the lithographically defined QDs instead of the charge state, to be discussed 
below.
1.2.1.2 N anocrystals
Nanocrystals are semiconductor clusters formed by chemical colloidal synthesis, with 
typical radii ~  10s of A , unlike other QDs which are synthesized by molecular beam epi­
taxy (MBE) or metal organic chemical vapour deposition (MOCVD). The most common 
nanocrystals are formed from II-VI materials like CuCl or CdSe [73,106,146], although 
other material systems such as InAs [241] and InP [174] have also been developed. Single 
nanocrystal spectroscopy has been demonstrated by different groups [152, 263, 334], and 
discrete resonances due to the three-dimensional confinement with linewidths ~  100 peV 
have been observed. Since they can be prepared as nearly perfect macroscopic crystallites of 
atoms in the gas phase, it might be presumed tha t they are perfect examples of semiconduc­
tor QDs. However, studies of nanocrystals showed tha t the optical properties and carrier 
dynamics are strongly influenced by the surface reconstruction which leads to the formation 
of surface states in the band gap of the semiconductor [117,146,298], While possessing the 
advantage of simple synthesis procedures and wide tunability (CdSe nanocrystals can be 
made with wavelengths from 430 nm to 650 nm), one of the problems with nanocrystals is 
the spectral “blinking” after a few seconds [164,263] and wandering of spectral lines [149] 
presumably due to the surface effects. While passivation with higher-bandgap material such 
as ZnS did alleviate the problem to an extent, it is not clear at present if nanocrystals can
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serve as stable optical materials.
A variety of nonlinear optical spectroscopy techniques have been applied to nanocrystals 
to explain the broad homogeneous linewidth (short dephasing times) observed [96,117,224]. 
Recently, spectral hole burning measurements have shown tha t the broad linewidth is 
due to contributions from acoustic or surface phonon sidebands, in addition to the in­
trinsic radiative contribution to dephasing of ~  30/reV [343]. Nanocrystals have been 
used to demonstrate many quantum-mechanical effects, such as photon antibunching [299], 
quantum-confined Stark effect [180], single-electron transistors [190] and stimulated emis­
sion for laser action [313],
1.2.1.3 Interface F luctuation  Quantum  D ots
In normal growth of GaAs/ALcGai-xAs QWs by MBE, interface roughness occurs with 
a disorder lengthscale typically a few atomic diameters and is responsible for Anderson 
localization of mobile excitons [39,43], However, it was discovered tha t by interrupting the 
growth at the interfaces of narrow QWs while subject to steady As flux, the subsequent 
interface formation shows large monolayer-high islands [39,91,113,121]. We will discuss the 
different localization mechanisms for IFQDs in Section 2.1.3. These islands are typically 
40-100 nm in size (i.e. on the order of the Bohr radius of the exciton), and preferentially 
elongated along the [110] and [110] axis, giving rise to linearly polarized photoluminescence 
(PL) emission [155]. Extremely narrow linewidths in the PL emission ( ~  25 peV) [156], 
series of sharp resonances in photoluminescence excitation (PLE) spectra [128,156], and 
strong suppression of spin relaxation processes [308, 309] confirms the zero-dimensional 
nature of the confinement in the islands.
A number of interesting experiments which exploit the zero-dimensional confinement of 
IFQDs have been performed with linear spectroscopic methods. The shift in the exciton 
Zeeman splitting, under the combined action of continuous optical excitation and magnetic 
field, due to the Overhauser effect (caused by electron-nuclear hyperfine interaction) has 
been observed, and used for optically detected NMR of single QDs [181,206], Direct ab­
sorption and modulation spectroscopy measurements on single QD excitons reveal large 
dipole moments [368,381], consistent with theoretical predictions [239], Coherent control 
techniques combined with PLE were applied to demonstrate elementary wavefunction engi­
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neering in single QDs [205]. Besides single excitons, biexcitons have been observed in both 
GaAs [112,316] and CdTe IFQDs [282],
In addition to linear spectroscopy, a rich variety of nonlinear spectroscopy measurements 
have been performed, revealing tha t the dephasing dynamics of these QDs are primarily 
from the radiative recombination [204,382]. Near-field scanning optical microscopy (NSOM) 
techniques combined with nonlinear spectroscopy was used to directly image the center- 
of-mass wavefunction of localized excitons [332]. The optical stark effect, wherein strong 
excitation with a laser pulse can modify the polarization created by an earlier pulse has been 
observed [451]. Strong-field experiments confirm the atomic-like character of the excitonic 
states through the observation of exciton Rabi oscillations [353]. Biexciton Rabi oscillations 
in such dots have been used to demonstrate a quantum controlled-ROT gate [408]. Quantum 
entanglement between the bright exciton states has been experimentally shown both in the 
weak-field [284] and strong-field regime [446]. The large dipole moments of the QDs, and 
the lack of pure dephasing processes, makes them an ideal model system for study of the 
important physics tha t must be taken into account for QDQC.
1.2.1.4 Self-A ssem bled Quantum  D ots
SAQDs have received a tremendous amount of attention in the semiconductor commu­
nity. SAQDs are formed by growth of lattice-mismatched III-V or II-VI semiconductors 
(such as InAs on GaAs) in the coherent Stranski-Krastanow MBE growth mode. The use 
of this mode for the growth of SAQDs was proposed and achieved independently by Snyder 
et al. [88] and Leonard et al. [116], See References [118,148,166,345] for excellent reviews on 
the growth processes tha t have been developed for SAQDs. The growth essentially occurs 
by the wetting action of 2-3 monolayers of the semiconductor during the MBE growth, 
followed by the self-organization of clumps of atoms around 10-100 nm in size which form 
QDs. The shape of the dots can be in the form of disks, lenses, pyramids, and even rings, de­
pending on the growth conditions. The absence of interface dislocations during the process 
(hence the term coherent) allows for high optical-quality material.
Due to the extremely small size, and randomness of the self-organization process, there 
is a great deal of inhomogeneity in the size and shape leading to a large distribution in 
transition energies. Efforts to reduce the inhomogeneity involve usually vertical stacking
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of layers of dots which tend to align naturally due to strain fields in the system. Another 
method is the growth of InzGai_a;As islands on both (311)A and (311)B surfaces of GaAs, 
where the inhomogeneity was found to be considerably reduced. Two- and three-dimensional 
ordered arrays of SAQDs have also been demonstrated [162,260,266,410], which is partic­
ularly useful for addressing the scalability issue in QC applications. Lateral alignment and 
size homogeneity can be induced through either strain patterning with a layer of stressor 
dots [264,297], or on templates patterned by e-beam lithography [219,293].
SAQDs have been investigated through electrical methods such as photocurrent spec­
troscopy [251,252] and capacitance spectroscopy, but the optical techniques have primarily 
utilized cathodoluminescence [132], PL and PLE techniques. We will focus on optical stud­
ies of SAQDs, as the primary goal of the thesis is to study the physics of QDs for optically 
driven QC. An im portant effect predicted in SAQDs was the “phonon bottleneck” , occur­
ring because the energy levels in the QD are separated by a spacing that does not match 
the LO phonon energies in the material [82]. LA, TA and TO phonons are also found to be 
inefficient in causing energy relaxation (see Reference [220] for a detailed explanation). The 
“phonon bottleneck” gives rise to poor luminescence properties because it inhibits energy 
relaxation from the the higher excited states to the ground state, and should lead to the 
observation of peaks at the excited state energies even at low excitation intensity. However, 
the effect was not observed for a long time, and this led to some controversy regarding the 
models of energy relaxation. PLE spectra revealed the presence of a number of peaks sepa­
rated by integer multiples of the LO phonon frequency [126,157,168], leading some authors 
to argue that multi-phonon processes were contributing to the relaxation, and masking the 
phonon bottleneck [93]. At high excitation intensity, Auger processes, involving the scat­
tering of delocalized electrons with the QD electrons, can take place thereby leading to 
energy relaxation [167]. The existence of continuum and wetting layer states [275], could 
also contribute to the relaxation processes and ameliorate the phonon bottleneck. Recent 
measurements with pump-probe spectroscopy have shown however tha t the leading mech­
anism responsible for masking the phonon bottleneck was actually electron-hole exchange 
scattering [233], and further demonstrated the existence of the phonon bottleneck when the 
electron-hole scattering is suppressed [354].
Single QD spectroscopy has also been realized, with high spatial resolution achieved 
through NSOM [115,275] or micro-PL experiments [112]. These techniques were extended
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to the study of SAQDs and supported the claim of true zero-dimensional and discrete 
nature of the density of states [132,165, 226]. Single SAQDs have also been studied by 
mesa-etching of samples which have a low surface density of dots [360], Most of the earlier 
studies with NSOM [207,275] or micro-PL [165,211,226] reported extremely large linewidths 
( ~  100 — 200 /reV) which however did not agree with the calculated dephasing rates of 
~  1 fxeV. On the other hand, photon echo measurements performed on ensembles of SAQDs 
were found to be in good agreement with the calculated values [320,321]. The discrepancy 
in the PL experiments is due to the long integration times, which makes the measurement 
especially sensitive to the fluctuating charge backgrounds. In comparison, the photon echo 
measurement occurs within the timescale of the decoherence, and faster than the spectral 
diffusion time (see Reference [52] for a detailed explanation on how to measure the spectral 
diffusion with the photon-echo method). It was found that, under resonant excitation in 
small mesa-etched structures, spectral diffusion due to the fluctuating charge background 
could be suppressed, leading to extremely narrow homogeneous linewidths ( ~  2 fieV) [359].
Due to the discrete nature of QD states, they also exhibit complicated fme-structure 
which has been the focus of many studies on single SAQD emission. Fine-structure splitting 
and linear polarization of the bright exciton doublet (due to exchange and dot anisotropy) 
have been observed [242,279], as well as the dark exciton states [360]. The dependence on 
magnetic field, and the ^-factors of excitons have been studied for different orientations of 
the magnetic field [242,360], Biexcitonic lines [201,207,221,225], and their fine structure 
caused by exchange and Coulomb interactions [265] have been resolved. Applications of 
SAQDs tha t range from detectors [319] and lasers [153,160,187,188,296,335] to information 
storage [268] and hole-burning memories [234] have already been demonstrated.
1.2.2 Im plem entations o f Quantum  D ot Q uantum  C om puting
We now consider the proposals and experiments in the field of QDQC, which have in­
volved two complementary ideas. Proposals to perform QC with QD electron spins [228,261] 
take advantage of the fact that since spins are inherently immune to long-range Coulomb 
interactions with environmental electric fields, they have extremely long coherence times, 
and hence should be perfect candidates for qubits. In the spin based implementation pro­
posed by Loss and DiVincenzo [228], the electron spin in a gated (electrostatically-defined)
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QD is used as the qubit, with qubit rotations applied either by pulsed ESR fields, or an 
electrically gated tunnel barrier between the QD and a nearby ferromagnetic QD. Similarly, 
an exchange coupling of the Heisenberg form H s{t) =  J ( t)S i • S2  can be induced by gating 
the tunnel barrier between adjacent dots. The above interactions were analyzed by Loss 
and DiVincenzo and it was shown tha t a VSWAP gate could be implemented which is also 
a universal logic gate. The question of the spin coherence times in QDs is still a m atter of 
theoretical and experimental investigation, and will be considered in this thesis (see Sec­
tion 3.4.1 and Section 5.2). Previous works on spin coherence through Faraday rotation 
techniques have measured lifetimes limited by inhomogeneous broadening (T |) of upto 1 0 0  
ns in n-doped bulk GaAs [223], and ~  3 ns in n-doped ZnSe QWs [189], The mechanisms 
of decoherence are, however, very different in higher-dimensional structures, as compared 
to QDs. A similar experiment with neutral CdSe QDs shows tha t exciton spin coherence, 
even though limited by recombination, can be as long as 3 ns due to the zero-dimensional 
confinement [258], A recent measurement of the spin relaxation time, which ultimately 
limits T2 , gives Tj ~  1 ms in gated GaAs QDs [437],
In the optically driven implementations of QDQC, optical excitation generates excitons 
in neutral QDs, and the absence or presence of the exciton can be mapped onto the Bloch 
vector [107,270]. The qubit |0 ) ( |1 )) is related to the Bloch vector pointing down (up). Pro­
posals for quantum logic operations involve coupling the excitons in different QDs through 
dipole [122] or electrostatic interactions [283,311]. As noted in Section 1.2.1.3, significant 
progress has been made with demonstration of single qubit rotations [336, 353,369, 390], 
quantum entanglement [284,318] and controlled logic gates [408].
Following naturally from this work, the alliance of ultrafast optical techniques and the 
long coherence times of electron spin has been proposed by Imamoglu et al, for opti­
cally driven spin-based QDQC [261], In that work, the authors embedded the CQD in 
a high-Q cavity, and used cavity photons to engineer an XY type interaction H s(t) = 
J( t) (S i tXS2,x +  S i tyS 2,y) between the electron spins, where J(t)  is related to the Rabi fre­
quency of the cavity mode. It is possible using this interaction to engineer a conditional 
phase-flip gate tha t is extremely fast. Another option for a two-qubit universal gate is 
to implement controlled-NOT gates through the application of bias voltages to the QDs, 
thereby tuning the resonance frequencies to an applied laser field [273], Further, single 
qubit rotations can also be implemented with off-resonant stimulated Raman transitions
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F ig u re  1.1: Proposal for optically driven spin-based quantum dot quantum computing. Simplified A energy 
level scheme for a single electron in a CQD, with optical excitation creating an intermediate trion state. Off- 
resonant Raman processes can be used to  avoid populating the trion state, which would lead to undesirable 
decoherence.
to a  charged exciton (trion) state as shown in Reference [292] (see Figure 1.1). A charged 
exciton is a three-particle electron-hole complex bound together by the Coulomb attraction 
between the particles. We will discuss charged excitons in great detail in this thesis, for 
example in Section 2.1.2 and Section 2.1.3. Optical control of the spin state in a dot by 
an adiabatic Raman process requires the laser fields to be detuned from the trion reso­
nance [434]. The detuning is required to avoid populating the trion state, which can then 
lead to spontaneous emission and decoherence. Optical excitation of a  continuum exciton 
state could also be used to coherently control the entanglement of electron spins in laterally 
separated CQDs. Piermarocchi et at  showed that the entanglement occurs through an 
RKKY type interaction which leads to a Heisenberg Hamiltonian similar to the one used by 
Loss and DiVincenzo [378]. Furthermore, by detuning from the resonance and pulse-shape 
engineering, an optically controlled two-spin VSWAP gate can be implemented on ultrafast 
timescales.
Other ideas for controlled coupling between electron spins have also been proposed such 
as through Coulomb interactions between a  vertically coupled quantum dot molecule [425]. 
In tha t work, if an electron in one of the dots (control qubit) is excited to a charged 
exciton state, the transition frequencies for the other dot are changed because of electrostatic
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interactions and therefore one performs rotation based on whether the control qubit was 1  
or 0. Pauli blocking has also been considered as a scheme for engineering the entanglement, 
whereby two laterally coupled dots interact through the dipole-dipole interaction between 
charged exciton states only if both the dots are occupied [399,415]. The scheme utilizes 
the fact that a a + laser field can excite the trion state |T ifi) only if the electron spin is 
in the state ||)(P au li blocking). Here | f) ( ||) )  denotes electron spin up (down) and jff) 
(||1)) denotes hole spin up (down). Another all-optical spin-based scheme involves coupling 
quantum dots directly through cavity photons, and utilizes the idea tha t logical qubits can 
be encoded in the state space of pairs of adjacent QDs [402]. The advantage of this coding 
is that it does not require single qubit rotations, and universal quantum computation can 
be carried out by two-qubit operations alone. This is an idea first proposed by DiVincenzo 
et al. [286], and requires approximately a factor of 3 more in number of devices and a 
factor of 10 more in computational steps. Later work by Lidar and Wu has shown how to 
reduce this requirement to a factor of only 2 more in the devices and a factor of 5 more in 
computational steps [374].
Another requirement for optical spin-based QDQC is the ability to perform state prepa­
ration and readout. A variety of schemes for initialization exist, such as allowing the electron 
spin to equilibriate in a large magnetic field at low temperature, applying local magnetic 
fields through gated interactions with nearby ferromagnetic dots [228], optically pumping 
an effective nuclear spin polarization that in turn  polarizes the electron spin (Overhauser 
effect) [249,405], or optical pumping through the trion state [420]. Spin-polarized currents 
can also be used for injection of a polarized electron into an empty dot which ties in with a 
large body of research in spintronics [456]. Read-out of the electron spin through electrical 
methods such as single-electron transistors was proposed [228], and has been experimentally 
demonstrated recently [437]. Other schemes involve spin filtering through leads attached 
to the dot tha t have different energy levels in an applied magnetic field, and thereby block 
certain spin states from tunneling [326,417], or optical readout via the trion state com­
bined with photon counting [365,399,420]. Spin-based quantum memories have also been 
proposed for the transfer of electron spin coherence into the nuclear spin state [423,424], 
which has much longer decoherence lifetimes. Read out is performed either by experimen­
tally demonstrated gate-voltage controlled interactions between the nuclear and electron 
spins [380,442], or through optically induced AC stark shifts tha t bring the electron-nuclear
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spin system into resonance [333,405].
1.3 Thesis O utline
It is clear from the above discussion on optically driven spin-based QDQC that the 
intermediate trion state is crucial for the implementation. The trion dipole dephasing 
and decay times are im portant first measurements tha t are essential for progress towards 
implementing such proposals. Furthermore, as shown in References [292,415,420,425], it is 
important to be able to resonantly access the optical transitions between the spin states and 
the trion states. Coherence between spin states may be optically induced at second order 
in the fields when both states are optically coupled to this common excited state (known 
as a A-energy level scheme), shown in Figure 1.1, and could be detected in the third-order 
polarization through ensemble measurements using, for example, photon echo techniques or 
homodyne-detected four-wave mixing (FWM) [215],
The focus of this thesis is the study of the resonant nonlinear optical response of trions in 
charged GaAs QDs. The experiments are motivated by the exciting possibility of coherent 
optical manipulation of single electron spins, for which it is im portant to understand the 
fundamental physics of trions in QDs. The thesis begins in Chapter 2 with an introduction 
to basic semiconductor theory of charged excitons in bulk and lower-dimensional semicon­
ductor systems. The mechanism of modulation doping used to introduce electrons into the 
QDs is discussed, including the sample structure used for the experiments in this thesis. 
Finally, the results from PL experiments used to characterize the sample are presented.
It is essential for the optical approach to spin-based QDQC to characterize the transition 
from the spin state to the trion state both theoretically and experimentally. In Chapter 3, 
we discuss the selection rules for the transitions between the spin and trion states. As 
discussed earlier, Pauli blocking will prevent the absorption of light from the electron spin 
state ]T) to the singlet trion state |TI4-), and these selection rules will be laid out from the 
point of view of the electromagnetic field interaction with the CQDs. The method employed 
to overcome the limitation of the vanishing dipole moment between these states, which is 
so essential for enabling stimulated Raman processes for qubit rotations, involves applying 
a magnetic field in the transverse direction. In the presence of the magnetic field, the CQD 
system corresponds closely to a four-level system with simple selection rules between the
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states. The chapter concludes with a discussion of the various spin relaxation processes for 
electron spins in semiconductors, especially with respect to mobile and localized electron 
spins.
The resonant interaction between the electromagnetic field and m atter leads to nonlin- 
. earities in the response. The fundamental tool used to analyze the outcome of this inter­
action, taking into account decay and decoherence, is the density m atrix master equations 
that are introduced in Chapter 4. The method of the density matrix master equations allows 
us to compute the nonlinear optical signal that is expected in different experimental con­
figurations such as differential transmission (DT), FWM and Faraday Rotation (FR). The 
experimental setup for both transient and frequency-domain nonlinear optical spectroscopy 
experiments will also be presented in this chapter.
Chapter 5 presents experimental studies using transient nonlinear spectroscopy to probe 
different parameters of the CQD system, such as the trion dipole decoherence and relaxation 
rates. Significantly, we will report on the coherent optical excitation of the electron spin 
coherence between the ground states of the CQD. The experimental data will show that 
the decoherence rate is at least an order of magnitude lesser for the spin than for the 
excitonic dipole (optical Bloch vector qubit) in neutral QDs. This im portant result shows 
that the spin state in a charged semiconductor QD is indeed viable as a qubit for optical 
implementation of QDQC. An unexpected and fascinating outcome of our experiment is the 
first observation of a vacuum field induced contribution to spin coherence from spontaneous 
emission of the trion state.
Chapter 6  will demonstrate that the spin coherence in the CQD can be controlled by a 
pair of phase-locked optical pulses. This is an important step towards showing that the spin 
coherence can not only be generated and detected by optical radiation, but also coherently 
manipulated. In a sense, these are the optical extension of ESR experiments that perform 
coherent manipulation of the spin polarization. We also demonstrate tha t by considering 
all the quantum-mechanical pathways for generation of the spin coherence, we can perform 
ultrafast optical control of the spin polarization.
Chapter 7 extends the study of the resonant nonlinear optical response of CQDs to a 
single QD regime. Single trions can be probed with frequency-stabilized continuous-wave 
(CW) laser fields, and an apertured mask allows us to spectrally and spatially select different 
CQDs from the inhomogeneous distribution. We shall show tha t the trion dipole transition
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is indeed well modeled by a two-level system in the absence of magnetic fields, and that 
characteristic interference lineshapes due to coherent effects can be observed. Further, we 
demonstrate resonant optical access to the nominally forbidden transition from the state 
| |)  to the trion state |TID-), in the presence of a magnetic field. Finally, by coherent optical 
excitation with pulsed laser fields, we excite and detect the coherence of a single electron 
spin, and find tha t I 2  is not limited by the recombination of the trion dipole transition.
In Chapter 8 , we conclude this work by discussing a few future directions such as electron 
spin state initialization and readout through optical methods, improving the measurements 
of the spin coherence time through either single QD techniques or Raman spin echo exper­
iments and finally extending the weak-field spin polarization to perform complete coherent 
qubit rotations (spin Rabi oscillations). We also include two im portant theoretical results 
in the appendices. Appendix A demonstrates how the contribution to spin coherence can 
arise from the vacuum field tha t gives rise to spontaneous emission of the trion state. Ap­
pendix B shows how to analyze analytically the quantum interferogram created by finite 
bandwidth pump and control pulses in the coherent control experiment of Chapter 6 , while 
including the inhomogeneous distribution of transition frequencies.
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CHAPTER 2
Charged E xcitons in Interface F luctuation  Quantum  D ots : Basic Theory and
Sam ple Structure
The discussion in Chapter 1 motivates a deeper examination of the nature of charged 
excitons in semiconductor QDs. In this chapter, the bandstructure of bulk GaAs is re­
viewed in Section 2.1.1 with particular attention to the crystal symmetry and its effects 
on the bandstructure as well as the effects of quantum confinement. The basic theoretical 
equations for the motion of charged excitons in bulk semiconductor materials are outlined in 
Section 2.1.2. The effect of lowering the dimensionality on the energy states of the charged 
excitons are then considered in Section 2.1.3. A brief review will also be given of the recent 
work on the physics of charged excitations in QW and QD nano-structures. The growth 
process and structure of the samples studied in this thesis as well as the aperture pattern 
on the sample surface are discussed in Section 2.2. Finally, we present some initial PL 
characterization experiments on the samples in Section 2.3.
2.1 Basic Sem iconductor Theory
2.1.1 Properties o f GaAs
The importance of GaAs as a semiconductor that empowers both opto-electronics appli­
cations and fundamental research cannot be overstated. The revolution in communication 
and information technologies tha t has occurred in the past few decades would not have been 
possible without key components like modulation doped field effect transistors (MODFET), 
solid state diode lasers and fast photodetectors that rely on GaAs. In this section, we de­
vote some time to understand the essential features and properties of bulk GaAs. GaAs is
22
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a direct band-gap semiconductor which crystallizes primarily in the zinc-blende structure, 
with a face-centered cubic (fee) primitive lattice. The basis set of atoms in this structure 
consists of two elements, gallium and arsenic. The band-gap of GaAs at 0 K is 820 nm 
(1.519 eV) [338], and the unit cell constant is 5.6 A at 300 K [324]. In the resulting crystal 
structure, each atom is surrounded by four nearest neighbours of the other species, forming 
a tetrahedron (similar to a methane molecule). The point group for GaAs, consisting of 
symmetry operations which leave the tetrahedron invariant, is denoted by T^. The sym­
metry operations and multiplication table for T j  may be found in many standard texts on 
group theory in solids [22,64,191,277],
The immediate consequence of the crystal symmetry is tha t the unit-cell components of 
the Bloch eigenfunctions can be expressed in a form such that they have definite transfor­
mation properties under the associated symmetry operations. To be exact, at the center of 
the Brillouin zone, the eigenfunctions must transform according to the basis functions that 
generate an irreducible representation of the point group. For GaAs, the topmost occupied 
band (the valence band), transforms according to the F 5  representation (Koster notation) 
and the lowest unoccupied band (the conduction band) transforms according to the F 1 rep­
resentation. From the group-theoretical tables, one finds tha t the basis functions for the 
F 5  representation are {x, y, z],  which behave like the p-orbitals in atoms. This implies that 
under the symmetry operations of the group, the eigenfunctions in the valence band can be 
combined in such a manner that they will transform like eigenstates of the orbital angular 
momentum 1 with I =  1 given by { — (x +  i y ) / V 2, (x — iy)/y/2, z}. Likewise, the basis 
functions for the conduction band are similar to the s-orbitals (1 =  0). With the addition 
of spin, we may consider states of the total angular momentum j =  1 +  s. For I =  1 and 
s = 1/2, the eigenvalues of j are j  — 3/2 and j  = 1/2. For I = 0 and s — 1/2, the eigenvalue 
of j  is j  =  1/2. Thus, we have six degenerate states in the valence band and two degenerate 
states in the conduction band, in the absence of spin-orbit coupling. However, due to the 
spin-orbit interaction, there occurs a splitting of the states in the valence band, such that 
the j  =  1/2 states are lowered by an energy Ao compared to the j  =  3/2 states. This 
is shown in Figure 2.1(a), with the magnitude of Ao =  0.341 eV for GaAs, an enormous 
number compared with the splitting due to quantum confinement or stress, and so we will 
always neglect the j  = 1/2 states, known as the split-off (SO) band, from our considerations.
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F igu re  2.1: Bandstructure of bulk GaAs and the effect of quantum well growth, (a) The bandstructure of 
bulk GaAs along the direction [100], with the top filled valence bands energy taken to be zero. These bands 
correspond to the j z =  ± 3 /2  heavy hole (HH) and the j z =  ± 1 /2  light hole (LH) bands. The conduction 
band (CB) is higher in energy by the bandgap Es . The j  =  1/2 split-off (SO) band is lower in energy by 
Ao =  0.341 eV for GaAs. (b) The effect of quantum confinement along the [001] direction (taken to be the 
z-axis) on the bandstructure is shown. The energy versus wavevector in the k x direction shows clearly that 
while the j z =  ± 3 /2  states are still heavier in the z-direction, they are lighter in the x-direction than the 
j z  =  ± 1 /2  states. The band-gap is increased due to the quantum confinement.
The four remaining j  = 3/2 states at zone-center are also broken up into j z = ±3/2  
heavy hole (HH) and j z =  ± 1 /2  light hole (LH) states, where the terms heavy (light) arise 
from the lower (higher) curvature of the band dispersions away from zone-center. The effect 
of quantum confinement, such as in a QW, on the holes may be seen by treating the QW 
potential as a perturbation to the k = 0 unperturbed states, and then by using the Luttinger 
Hamiltonian in the absence of a magnetic field [8],
H m tt = h22toq
(71 ±  ^72)fc2 -  72 (k • J ) 2 -  2y3( {kxk y } { J x Jy}  ±  { kykZ} { J yJZ} ± {k z  fc*} {JZ JX })
(2 .1)
where mo is the electron mass, 7 1 , 7 2 , 7 3  are the Luttinger parameters of the valence band 
and the symbols { . . .  } represent anticommutators. In the simple spherical approximation, 
the last term in the Hamiltonian may be neglected.
Along a high-symmetry direction such as [001], the usual growth direction, the QW 
potential splits the HH and LH bands as shown in Figure 2.1(b), and the Luttinger terms 
will mix them for k ^  0 so that the terms heavy and light no longer have any meaning.
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There is also crossing of the bands, which is removed when higher order terms in the 
Hamiltonian are taken into account. For our considerations near the zone-center, we may 
still use this terminology with the understanding tha t for the quantization axis along the 
growth direction, the heavy-hole bands are the j z — ± 3 /2  states. Along the growth or 
confinement direction, the j z = ± 3 /2  states have the heaviest mass, and therefore the 
smallest shift due to confinement. Hence, these states usually have the lowest transition 
energy in optical spectra. However, along the perpendicular directions the j z = ± 3 /2  states 
have larger curvature, and are in fact lighter than the j z =  ± 1 /2  states, as can be verified 
from the Luttinger hamiltonian given above [46,53,54,100], It should be emphasized that 
this simple picture only holds along the high symmetry directions such as [001], and is much 
more complicated in case of growth along other directions. The application of uniaxial stress 
along high or low symmetry axes gives rise to similar results, with the stress axis playing 
an important role in determining the changes in the bandstructure. However, unlike the 
effects of QW growth, there is no crossing of the bands for the simple case of uniaxial stress 
along the [001] directions [14,17]. In the remainder of this thesis, we shall restrict ourselves 
to only the heavy-hole states of the semiconductor.
2.1.2 Charged E xcitons in B ulk  Sem iconductors
The ground state of a semiconductor at zero temperature consists of all the electrons in 
the valence band and none in the conduction band. In this simple picture, the Wannier ex­
citon in direct band-gap materials is formed when an electron is promoted to the conduction 
band from the valence band leaving behind a hole in the electron sea. The Coulomb attrac­
tion between the electron and the hole leads to a bound state similar to a positronium atom 
which consists of an electron and positron. In view of the fact tha t even at zero temperature 
a semiconductor consists of over 1023 interacting electrons /cm 3 in the valence band, the 
positronium picture might initially seem naive and probably incorrect. Remarkably enough, 
it was shown by Sham and Rice in 1966 that one may replace the Schrodinger equation for 
the interacting electron gas by an effective mass equation for quasi-electron and quasi-hole 
particles moving in a dielectric [16], This dramatic simplification allows us to understand 
and predict properties of the Wannier exciton such as binding energy, Bohr diameter and 
absorption oscillator strengths using the well-known quantum-mechanical solutions to the
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
26
positronium atom problem.
In this work, we are concerned with both neutral and charged excitons. The charged 
exciton (trion) can be formed by the addition of an extra electron (negative trion X~) or 
extra hole (positive trion X+) to the exciton, in analogy with H-  and ions, as first 
predicted in 1958 by Lampert [12]. We are primarily interested only in the negative trion in 
this thesis which we will denote by either T  or X- . The ground state of the semiconductor 
in this case can be viewed as having every electron still in the valence band, and a single 
electron in the conduction band. If an electron is now excited to the conduction band from 
the valence band, we must consider the Coulomb attraction between the two electrons in 
the conduction band and the hole left in the valence band. The binding energy of the trion, 
which is defined as the exciton energy minus the trion energy, must be positive for the trion 
to be stable against dissociation into an exciton and an electron.
The theoretical basis for charged excitons in three dimensions builds on the excitonic 
work, which is reviewed in [15,40], For the negative trion, we can write the trion wavefunc- 
tion as a linear combination of the electron and hole Bloch wavefunctions,
^ ( r ei , r e2, r fe) =  $(kei, ke2, k/l)uc(kei, r ei)elkel'reluc(ke2, re2)elke2're2uv(kh, ryl)elkh'rh
kel
(2 .2 )
where the expansion coefficients 4>(kei, ke2, k^) are functions of the wave-vectors kj, and 
position vectors r* , where i =  el, e2, h denotes the three charge carriers. This wavefunction 
is governed by a Schrodinger equation which takes into account both the infinite crystal 
potential as well as the attraction between the charges. The task of solving such an equation 
is certainly daunting. To make any progress, we will have to assume tha t the wavevectors 
in the summation come from a small range around the zone-center. This in turn indicates 
that the trion wavefunction must be large compared to the dimensions of a unit cell for the 
assumption to be valid. W ithin this envelope function approximation (EFA), the unit cell 
components of the Bloch wavefunctions (uc and uv) must be slowly varying compared to 
the exponential terms. This allows us to take uc and uv out of the sum, and replace them 
by their values at the zone center. To be self-consistent, we must check the validity of the 
approximation at the end by showing that the dimension of the wavefunction is much larger 
than the unit cell size. Thus we get,
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^ ( r ei) r e2, r /J  «  uc(0,rei)uc(0,re2)uv(0,vh) ] T  $ (k el, ke2, k^)eikel'releike2're2eikh'rh
^el jke2 )k/i
=  «c(0, r ei)u c(0, re2)uv(0, rh)3(rel, r e2, rh) (2.3)
where
E(rei , r e2, r h) = $ (kei , ke2 , kh)elkel rele*ke2 Fe2etkh Fh (2.4)
ke l -Me'2 ̂  h
is the trion envelope function. The effect of the crystal potential on the motion of the 
electrons and holes can be accounted for by using an effective mass, corresponding to the 
curvature of the conduction and valence bands near the zone center, in the Schrodinger
equation. The Hamiltonian for this Schrodinger equation is given by,
H x -  =  +  5 k  +  JBL +  y x -  (2.5)
2m* 2m* 2mj(
and V x -  is the interaction potential given by
V x -  =  - j  ( ---- 1 +  1 -  * r )  (2 .6)e \ | r ei -  r |̂ |re2 — r ĵ |rei — re21J
where e is the dielectric constant of the semiconductor, m* and m*h are the effective masses 
of the electron and hole, and p i, i  =  el, e2, h are the conjugate momenta for the charges.
We now consider the transformation to relative coordinates for the three-body system 
of the charged exciton. This is done by the following set of definitions,
R c m  = m p h + m l u  1 + m >c2 ^
r  =  r e2 -  t e\ (2.8)
R  =  ^ ( r e2 +  r ei) -  t h (2.9)
where R cm  denotes the center of mass (CM) coordinate, r  is the relative separation between 
the two electrons, R  is the coordinate of the hole measured from the CM of the two electrons 
and M  =  2m* +  m*h is the total mass of the trion.
It can be shown tha t under this transformation, the motion of the center of mass is 
separable from the motion of the relative coordinates [58,198,199],
S(r, R, R c m ) =  ^ (R c m M *1, R) (2.10)
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and in the case of a bulk semiconductor, the CM motion and the relative motion are governed 
by the following equations,
h2
- 2 M V ^CM^ (Rcikf) =  EcmtPCRc m ) (2.11)
/  2 fc2 \
{ - T » V ' - 2 M * *  + Vx - ) ^  = E w ( r , R )  (2-12)
where fi = m */2 is the effective mass of the two electrons, and M q = 2m*em*h/M  is the 
effective mass of both electrons and the hole. The Coulomb interaction in this coordinate 
system is given by
v* - = - T ( i ^ + p b n R )  <2-13>
The solutions to the CM equation are plane waves given by exp(iKcM  ■ Rcm)> with 
energy ft2K ^ M/2Mo. The plane wave implies tha t trions can be found anywhere in the 
crystal, or we can construct a wave packet by mixing a range of K c m - However, the tiny
wave vector of light means tha t K cm  w 0 for optically generated trions and the motion of
the center of mass can be ignored. The equation for the relative motion is not analytically 
tractable even in the bulk material case where there are no confining potentials. This adds a 
degree of complexity, as compared to neutral excitons, when trying to estimate the binding 
energy, Bohr diameter or absorption oscillator strength of the trion. For example, from the 
exciton work, it is well known tha t the excitonic binding energy which is defined as the 
energy difference between the exciton ground state and the bulk is on the order of 4.7 meV 
in bulk GaAs. Solution of the trion equation is only possible through numerical methods, 
such as variational approaches using trial wavefunctions to predict the binding energy [72]. 
The binding energy for trions in bulk GaAs was predicted to be extremely small (0.17 
meV). This and other complexities in the measurements of bulk properties complicated the 
observation of trions in bulk semiconductors which was not made for nearly 30 years after 
they were first predicted [29,32]. The wavefunction of a trion in bulk Ge was estimated as 
nearly 50 % larger than the exciton wavefunction [32], again indicative that they are weakly 
bound relative to the exciton.
2.1.3 Charged E xcitons in Quantum  W ells and Q uantum  D ots
We saw in Section 2.1.2 tha t the equation of motion for the relative coordinates can­
not be easily solved even for bulk materials. Additional confinement naturally increases
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the complexity of the problem to be solved. The effect of quantum confinement will be 
discussed only in very general terms here. It is known from the work on excitons, that 
separation of variables into CM and relative coordinates is possible only in the planar di­
rections when the exciton is confined in a quantum well [38], As before, we may ignore 
the CM motion in considering the energy. The confinement in the growth direction (the 
z-direction) is comparable to the Coulomb attraction between the electron and hole and 
now affects the relative motion of the exciton. A complete solution is possible through a 
variational approach, as described in [38,42,61]. For a strictly two-dimensional exciton, it 
can be shown tha t the binding energy in the ground state increases by a factor of four [89]. 
We may similarly expect that for charged excitons, the binding energy increases although 
the exact amount by which it increases varies depending on the numerical treatment and the 
semiconductor material. For lower dimensional systems, it was predicted that the binding 
energy should be larger [66,72], because of the greater overlap between the electron and 
hole wavefunctions. For a strictly two-dimensional trion, Stebe and Ainane predicted that 
the binding energy would increase nearly ten times, to 2.3 meV in GaAs [72]. Their initial 
work did not take into account finite well width effects which should decrease the binding 
energy, as shown in later works [177,198,237,287]. The theoretical calculations showed that 
in wide GaAs QWs, the trion binding energy is around 1.2 meV, which agrees well with 
experimental data [127],
In a modulation-doped QW, where the barriers are doped with shallow donors, electrons 
can transfer into the well layers to form a two-dimensional electron gas (2DEG). The spatial 
separation of the donors from the 2DEG using spacer layers is responsible for the extremely 
high mobilities tha t have been observed [89], Control of the density in the well layers is 
possible through (a) controlling the density of the dopant or (b) application of voltages 
on the gate electrodes deposited on the surface of the sample. As the electron density is 
lowered in the wells, metal-insulator transitions were observed to occur in the conductivity. 
Optical experiments performed close to these densities showed the presence of sharp spec­
tral lines tha t have been attributed to trions, for the first time in CdTe modulation-doped 
QWs [105]. This was followed up by work in GaAs QWs [127], and the positively charged 
exciton as well as the spin-triplet charged exciton states were also observed [139,140]. The 
existence of bound states of electron-hole complexes in the presence of screening by the 
2DEG was the subject of some controversy. Combining the techniques of PL spectroscopy
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and near-field microscopy [127,213] in gated GaAs/AlGaAs wide QWs, these issues were 
addressed in great detail. It is now believed that at the low carrier densities of the 2DEG in 
these QWs, localization of carriers occurs in the wells due to fluctuations in the electrostatic 
potential caused by ionized impurities in the barriers, reducing their effectiveness in screen­
ing the Coulomb interaction, and allowing formation of both excitons and trions. FWM 
measurements on trions in II-VI materials [248,256] also tend to support these arguments. 
Recently, however, researchers have succeeded in observing the drift of free negative trions 
with electric fields in high quality GaAs samples [350]. The difficulty of distinguishing be­
tween X+ , X” and donor-bound excitons is usually solved by relying on the binding energy 
behaviour, or the dependence on doping density. Shakeup processes also provide a very 
effective method of distinguishing the various species [154,331]. Shakeup processes occur 
in a magnetic field when the electron and hole recombine and, instead of leaving behind 
the other electron in the ground state, the electron is left in a higher excited Landau level 
which is separated by energy nfuvc, where uic is the cyclotron frequency.
Further confinement in the lateral dimensions leading to  quantum wires and QDs will be 
treated only qualitatively in this section because of the additional complexities introduced 
into the trion properties in such nanostructures. We draw once again from the excitonic case 
wherein depending on the relative strengths of the confinement in the different directions, 
it is still possible in some limits to consider the CM motion separately from the relative 
motion. The approximation can be made in the “weak-confinement” regime, where the 
relative wavefunction of the exciton is smaller than the dimensions of the fluctuations in 
the quantum well potential. Disordered potentials in two-dimensional systems have been 
investigated for several decades and the topic of localization through the disorder mechanism 
is a subject of ongoing research [10,35,39,48,85,161]. Localization through disorder proceeds 
primarily through two mechanisms : Anderson localization and “box” localization. In the 
former type, the disorder length scale is much smaller than the particle wavefunction leading 
to localization arising from destructive interference between the scattering amplitudes from 
the potential. W ithout disorder, the excitons would be delocalized, and the strength of the 
localization depends on the transition energy, leading to the mobility edge that has been 
observed [43]. The localization is dependent on the phase of the wavefunction and could be 
destroyed by the action of magnetic fields that can perturb the phase. When the disorder 
length scale is comparable to or greater than the wavefunction diameter, we get localization
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akin to tha t for a particle in a box, giving rise to zero dimensional confinement similar 
to tha t found in nanocrystals and SAQDs (see Section 1.2.1). Alternatively, for excitons, 
we may consider th a t box localization occurs when the potential strength is comparable 
to or weaker than the Coulomb attraction between the electron and hole. All of these 
considerations apply also to charged excitons, and “box” localization will occur when the 
fluctuations in the potential have a length scale on the order of the size of the trion. As in 
the excitonic case, we then consider that the fluctuations lead to  a quantization of the CM 
motion in the plane, while leaving the relative motion unchanged.
The IFQDs, which are the subject of this thesis, are formed by monolayer (ML) fluc­
tuations in the plane of a narrow QW. Figure 2.2(a) is a schematic depiction of the QW 
interface after two minute growth interruption (under steady As flux) of a narrow GaAs 
QW surface. In the figure, plateaus of thicker ML deposition lead to islands wherein the 
bandgap energy is lower, and excitons and trions can be confined by “box” localization. PL 
and PLE experiments on neutral IFQDs revealed sharp lines with excited state structure 
in the spectra, confirming tha t “box” localization does indeed occur [91,113,128,155,156], 
Further evidence of confinement is shown in Figure 2.2(b), which is a NSOM image obtained 
using nonlinear spectroscopic probing from a sample with IFQDs. The peak in the figure 
represents a mapping of the CM wavefunction, indicating localization of the exciton in this 
region [332]. The strength of the lateral potential is ~  8 — 10 meV for a 4.2 nm QW, as 
found from the splitting between the different ML regions in the PL spectra (Section 2.3). 
The simple picture of localized excitons in the larger ML regions is believed to hold, es­
pecially for states in the lower energy range of the spectrum. However, it was found that 
the excitons in the smaller ML regions are probably weakly localized as well due to the 
Anderson mechanism, and that there are delocalized states in the larger ML regions [253].
Most of the work on charged excitons in QDs has been carried out using self-organized 
III-V QD structures, although recently trions have been reported in II-VI QDs [361], and in 
type-II Ge/Si QDs [357], Theoretically, charged excitons were expected to have even larger 
binding energy in QDs, as shown by the calculated binding energies for nanocrystals ( ~  5.7 
meV) [66]. The binding energy in SAQDs is highly dependent on the species of trion as well 
as the composition, size and the shape, with X~ and X+ showing opposite binding behaviour 
for InGaAs spherical or cone-shaped dots [163], Using capacitance spectroscopy, Coulomb 
blockade effects were observed in charged InGaAs SAQDs as the dots were sequentially
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Figure 2.2: Localization due to interface fluctuations: Model and NSOM images, (a) shows a schematic 
representation of localization at the surface of a growth-interrupted 4.2 nm quantum well. An area with 15 
MLs will have lower bandgap energy, compared to  a 14 ML region, thus confining the excitons and trions 
laterally [155]. (b) shows a low temperature NSOM image obtained through nonlinear spectroscopy from a 
sample with neutral IFQDs. The peak in the figure represents a mapping of the CM wavefunction, showing 
localization of the exciton in this region. This figure is taken from Reference [332],
loaded with electrons [315]. PL spectroscopy on these single dots reveals the formation 
of X“ , X2~ and higher bound states accompanying the charging of the dots. The X~ 
binding energies have been reported as varying between 4.5-6 meV in most InGaAs SAQD 
structures [315,328,329], which is comparable to theoretical calculations yielding around 3-5 
meV [144,163,383,394]. Much higher binding energies of upto 22 meV have been observed 
in CdSe/ZnSe SAQDs [414] and CdTe SAQDs [361], due to the different semiconductor 
parameters such as the effective masses of the electrons and holes.
QDs tha t are charged with multiple electron-hole pairs were shown to possess statistical 
properties identical to a quantum light source of different emission energies [347]. The anti- 
bunching of photon emission from such nanostructures demonstrates the quantum nature of 
the trions captured in the QDs. Hartmann et al. have studied GaAs/AlGaAs QDs formed 
by epitaxial growth on patterned substrates, and have been able to observe multicharged 
excitonic states by controlling the electron density using above band-gap excitation [289]. 
Multi-charged excitons were shown to be highly sensitive probes of the electron-hole ex­
change interaction, without the need to apply strain or magnetic fields, because of the 
differences in pairing of electrons [427]. Near field microscopy on CQDs has also shown
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that photoexcitation above the barrier can result in capture of electrons in the QD through 
relaxation mediated by acoustic and optical phonons, and diffusion [329,375].
Temperature mediated charging effects, wherein negatively charged QDs are created as 
the temperature is increased, can occur in SAQDs [337]. Because of the increase in the 
relaxation rate of photo-created excess carriers into the QDs as the number of phonons 
becomes larger with temperature, the temperature increases the probability of charging the 
QD, as does non-resonant excitation [329]. The issue of distinguishing X+ and X~ trions is 
also problematic because the large inhomogeneous linewidth makes it difficult to separate 
them into two groups based on the lines observed in far-held PL. However, it is possible, 
by a careful study of the magnetic held behaviour [360], as well as through the different 
degrees of circular polarization in a Faraday magnetic held [361,433], to separate the X-  and 
excitons. CQDs tha t are formed in interface fluctuations can be separated in the far-held 
PL because of the narrow inhomogeneous distributions.
The dynamics of charged excitons have been investigated, and it was found tha t in CdSe 
SAQDs, the trion population decay time was comparable to the exciton decay time [414]. 
However, spin hip relaxation processes from the excited state to the ground state (i.e. 
triplet to singlet transitions) were found to be highly suppressed (ts > 200 fjs) due to the 
Pauli blocking [367] in comparison to exciton spin-hip processes tha t are mediated by the 
exchange interaction. Rabi oscillations of the positive trion state in InGaAs SAQDs have 
been observed through resonant excitation of a higher excited state and detection of the 
PL from the positive trion state [393]. Recently, a charged SAQD was also found to exhibit 
correlations with the extended sea of electrons nearby, forming a hybridized state through 
phonon emission th a t could give rise to Kondo-like many-body effects [443]. Thus, charged 
excitons are an interesting multi-carrier complex capable of revealing new phenomena at 
the boundary of meso- and microscopic physics. The fact that they couple to a ground state 
that contains a single electron spin makes them especially attractive for our work.
2.2 Sam ple Structure and G rowth
In this thesis, two samples, R990912F (henceforth referred to as 912F) and R010612F 
(referred to as 612F), provided by Dr. Allan S. Bracker at the Naval Research Laboratory 
were investigated. The sample structure and doping density are identical for the two sam-
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pies. The growth was by means of MBE on a GaAs (001) substrate. The samples consisted 
of a GaAs buffer layer followed by five GaAs QWs of varying width (nominally 2 .8 , 4.2, 
6.2, 8.5 and 14.2 nm) separated by 50 nm Alo.3 Gao.7 As barriers each containing a thin (3 
nm) section doped with Si atoms at a distance of 10 nm from each well. The last barrier 
layer is followed by a 5 nm GaAs cap. The sample structure, as grown on the substrate is 
shown in Figure 2.3 (a). The carrier doping density in the barriers during growth was set 
to ~  3 x 101 0  cm-2 .
Growth interruptions at the interfaces lead to the formation of ML high islands which 
localize excitons and trions in the QD potentials, as discussed in the previous section. 
Figure 2.3 (b) shows the pattern of apertures tha t is opened using electron-beam lithography 
on a thin Aluminum mask (50 nm in thickness) laid down on the sample surface. The sub­
micron diameter apertures occur in rows 2  through 8 .
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Figure 2.3: Sample structure and mask pattern, (a) The layers above the substrate in the sample structure 
are shown here. The important features are the five GaAs QWs with modulation doped barriers. The 
orange layers indicate GaAs, the blue layers are Alo.3 Gao.7 As and the black layers denote Alo.3 Gao.7 As 
with Si doping, (b) The aperture pattern on the samples is shown here. Row 1 contains large apertures 
of diameter 25 pm (A.B), 10 pm (C,D), 5 pm  (E,F) and 2 pm  (G,H). The rows below7 have apertures of 
diameter 710 nm, 690 nm, 700 nm, 678 nm, 464 nm, 428 nm and 439 nm respectively. The boxes around 
the apertures in the figure are there merely for the reader’s convenience, and not on the actual sample.
The process of charging will be discussed now. The method used to  charge the QDs
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in the samples discussed in this thesis is through modulation doping. This method was 
first pioneered by Dingle and co-workers [33]. Essentially, the idea is to introduce electron 
donors in the barrier layers at a distance from the QW or QD tha t one wishes to dope as 
illustrated in Figure 2.2. Because the well (dot) forms a dip in the energy landscape of 
the heterostructure, the electrons donated by the dopant atoms tend to accumulate in the 
well(dot). The formation of a high density of mobile charge carriers without the associated 
large scattering rates tha t arise from the presence of dopant atoms has been used in QWs to 
produce mobilities as high as 106 cm2V~1s~1. Such high mobilities enable the MODFET and 
metal-oxide-silicon field effect transistors (MOSFET) that have revolutionized the computer 
and communication industries. Our interest here arises from the fact tha t this technique 
may be used to introduce electrons into the QDs formed by interface fluctuations without 
putting dopant atoms in the QD layer tha t might result in non-radiative recombination and 
poor optical quality of the samples. For this work, we will be working with lightly doped 
samples which will result in only a fraction of the dots being charged. The light doping 
is done as a precaution against state filling in the QDs that will mitigate against optical 
absorption. The effect of remote donors, tha t happen to be localized directly above a QD, 
on the excitons is a m atter tha t deserves some investigation, however it is beyond the scope 
of this work. We shall not comment further on the effect, except to note that it should be 
small because the wavefunction of the exciton does not penetrate very far into the barrier 
layers, due to the strong confinement in the growth direction.
The band diagram of the sample as calculated from the grown sample structure is 
shown in Figure 2.5. The data is obtained through a self-consistent solution to the one­
dimensional Poisson equation using the method of finite differences1. The most important 
parameter for the calculation is the density of dopant atoms, which was taken to be Nj, = 
1017cm~3 as calculated from the sheet density of dopants incorporated. The other important 
consideration to keep in mind for modelling the band diagram is the surface boundary 
condition. Since the sample was etched, the surfaces on both sides have an enormous 
number of dangling bonds, or surface states as they are known in the literature. The
1The numerical solution is performed by the routine “1D-Poisson/Schrodinger ” written by Prof.Gregory 
Snider (Dept, of Electrical Engineering, Notre Dame University). The program is capable of also taking 
into account the Schrodinger equation for one of the wells if the exact quantum mechanical wavefunction is 
to be calculated.
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Figure 2.4: Illustration of the modulation doping process. Electrons donated by the Silicon atoms located 
in the barrier will tend to accumulate in the lowest energy region of the heterostructure such as the QDs or 
QWs. This leads to large carrier charge densities in the QW or QD without the accompanying scattering 
from the large Silicon ions.
rearrangement of the surface atoms to appropriately minimize the free energy leads to the 
formation of these surface states, which clamp the Fermi energy to be at approximately 
mid-bandgap ( ~  0.7 eV for GaAs) unless the surface states are completely filled. For 
moderate doping levels, the Fermi energy therefore is far below the states in the QDs that 
are formed in the narrow QWs by the growth interruption process, as shown in Figure 2.5. 
In this equilibrium picture then, there are no electrons in the QDs. However, when the 
sample is illuminated by light, electrons appear to be introduced into the QDs, as will be 
seen in the subsequent section.
Three pieces of the apertured sample (referred to as 912F-2A, 612F-2A and 612F-3A) will 
be used for experiments at the single QD level, as described in Chapter 7. An unapertured 
piece of sample 612F (referred to as 612F-3NA) was also used for ensemble PL experiments 
described in Section 2.3 and for nonlinear spectroscopy measurements in Chapter 5 and 
Chapter 6.
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F igure 2.5: Calculated energy level structure for the etched, unapertured sample. A numerical solution to 
the one-dimensional Poisson equation was performed. The labels E c, E„ and Ej? stand for the conduction 
band, valence band and Fermi energy levels. The positions of the various QWs grown in the structure are 
marked as shown. The position of the Fermi level below the bandgap indicates tha t we do not have electrons 
in the QDs in the absence of any light on the sample.
2.3 Sam ple C haracterization : Ensem ble P hotolum inescence Spectra
For the PL and nonlinear spectroscopy measurements, the sample 612F-3NA was mounted 
on a c-axis cleaved sapphire disk, and the substrate removed first through mechanical lap­
ping, and then through a chemical etch. The etching solution consists of 6  ml H2 O2  (30 % 
concentration) and 500 ml NH4 OH mixed together and maintained at 10° C. The sample 
after etching had a smooth, high optical quality surface. PL spectra were obtained by excit­
ing the sample with laser radiation from either an Argon-ion laser or a Coherent model 699 
dye laser operating at 1.738 eV. The PL is collected and dispersed through a 0.75 m double 
grating monochromator, and detected by a liquid nitrogen cooled charge coupled device 
(CCD). The measurements shown here were conducted in a continuous flow liquid helium 
cryostat (Janis model 8 CNDT) at a temperature of 5 K, unless otherwise mentioned.
The spectrum obtained in Figure 2.6(a) shows the PL emission from all the QWs. 
While trion and exciton lines can be barely resolved in the other QWs, the 4.2 nm QW 
displays clear evidence of trion formation. The data shown in Figure 2.6(b) and (c) are 
from the 15 and 14 ML regions of the 42 A QW. The spectral feature denoted by X" 
is assigned to trions, localized by the interface fluctuation potential in the 15 and also 
in the 14 ML regions of the well. We can make this assignment on the basis of several
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F ig u re  2.6: PL spectra from the unapertured sample, (a) PL spectrum displaying emission from all the 
QWs, with the 699 dye laser used as the exciting source, (b) PL spectra of the 4.2 nm QW for different 
excitation powers, using both Argon-ion laser (green) and 699 dye laser tuned to  1.738 eV (red), Po ~  2.6 
W /cm 2. (c) PL spectra as a function of temperature from the same well, using the 699 as the excitation 
laser.
observations from the data. The separation between the two peaks obtained by curve- 
fitting to  double-Gaussian functions is 2.7 ±  0.1 meV, which is equal to the binding energy 
of the trion. In wider GaAs/AlGaAs QWs, binding energies for the negatively charged 
exciton have been reported as 1.2 meV [127,384]. Clearly, the trion binding energy in the 
QDs is significantly larger than these reports in the QW, as expected due to the increased 
quantum confinement [66,144,163,351, 383,394]. Furthermore, we claim tha t this is not 
an exciton formed by binding to a neutral or charged donor in the dots (D°X and D+X), 
because to the best of our knowledge, the binding energy of such complexes for a 4.2 nm 
well is at most 1.3 meV [69,212]. The linewidth of PL emission from donor bound excitons 
is governed by the Coulomb interactions with nearby donors, rather than the QD potential, 
and hence the large inhomogeneous broadening observed in our data  also suggests th a t the 
peak is due to X " . We characterized the power dependence and found the PL intensity grew 
linearly with the power for low powers (data not shown) and so the resonance is not due 
to a biexciton. PL and CW nonlinear spectroscopy through small apertures has also shown 
narrow resonances (to be discussed in Chapter 7), indicating tha t the doping level is not 
high enough to create a Fermi sea of electrons in the QWs leading to Fermi edge absorption 
singularities. It has also been observed tha t as the remote doping density is increased in
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different samples, the trion peak increases in intensity, implying tha t the creation of X~ in 
the sample is not an effect of background doping [362,398],
Figure 2.6 (b) shows the variation in the PL intensities of the peaks depending on the 
excitation above or below the AlGaAs barrier bandgap. While we do not fully understand 
the reasons for the wide range of intensity variations as a function of well width and laser 
wavelength below the barrier bandgap, X-  dominates at the lower intensities of “green” 
excitation as shown in Figure 2.6 (b). This behaviour has been observed in the litera­
ture and has been explained as due to efficient charging of the QDs when the green laser 
creates electron-hole pairs in the barrier layers throughout the sample. As the excitation 
intensity of the above-barrier laser is increased, the electron and hole pairs formed can 
separate due to local electric fields and can migrate and neutralize partly-ionized donors 
or acceptors and trapped carriers. This will lead to lower density of electrons in the QD 
region and hence lower intensity of the trion peak as observed. The trapping of electrons 
in surface states is largely responsible for depleting the charge densities in the well layers 
in the absence of light. Photo-created excess holes can combine with trapped surface elec­
trons, leading to a band levelling effect and repopulating the quantum wells more efficiently 
with electrons [114,158,289]. Thus, the formation of trions under these non-equilibrium 
conditions is an indication of the fact that electrons do migrate into the QDs, as opposed 
to the equilibrium calculations presented in Section 2.2. While it is difficult to understand 
how photo-induced changes can lead to such a large redistribution of the carriers that the 
Fermi level moves close to the conduction band edge, it is possible that a more complete 
calculation of the energy level structure shown in Figure 2.5 needs to be made. Because it 
is difficult to characterize the exact level of background doping and impurities as well as the 
concentration of donors in the MBE chamber during the growth process, this latter pos­
sibility cannot be eliminated. Furthermore, the calculations did not take into account the 
nature of Si doping in AlxG ai_xAs, where it is well known tha t for varying concentrations 
(re) of Al, the Si donor can behave either as a donor, acceptor or as a deep-level DX center. 
At present, we are unable to explain the discrepancy between the obtained data and the 
calculations.
Figure 2.6 (c) shows temperature dependence of the PL, using the 699 as the excitation 
laser. It is clear tha t X stays relatively unchanged, while X-  disappears around 30 K due 
to dissociation of the charged complex. This is also in accordance with earlier reports [384]
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and with the binding energy of 2.7 meV obtained earlier. An attem pt was made to fit 
the integrated PL intensities of the peaks as a function of tem perature to a single-channel 
thermal activation model, but was unsuccessful, which suggests tha t this simple model is 
not sufficient to explain the PL temperature dependence. A more detailed calculation would 
have to take into account the surrounding energy states due to the donor atoms, continuum 
states, delocalized excitons and possible defects or deep levels in the semiconductor.
2.4 Chapter Sum m ary
The preceding sections have presented some of the background required on the theory 
of semiconductors such as the properties of GaAs (Section 2.1.1), charged excitons in bulk 
semiconductors, QWs and QDs (Sections 2.1.2, 2.1.3 ). Details of the samples that will 
be investigated in this thesis were presented in Section 2.2 alongwith a discussion of the 
modulation doping process. Finally, some basic characterization experiments were presented 
in Section 2.3. In the next chapter, we will present some of the important theoretical 
concepts necessary to calculate the results of the experiments, along with a discussion on 
the mechanisms for electron spin relaxation in semiconductors.
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CH APTER 3
T heoretical Foundations for Charged Q uantum  D ots
The state of the spin vector of an excess electron in a CQD is an attractive candidate for a 
qubit in QC due to its anticipated long decoherence time. Optical implementation of QC 
requires knowledge of the transition strengths and selection rules. The theoretical founda­
tions for understanding the optical spectroscopy experiments and data presented in the rest 
of this thesis will be laid in this chapter. We begin in Section 3.1 by calculating the optical 
selection rules for charged excitons in a CQD, and find tha t the transition between the 
trion state and one of the electron spin states is forbidden according to angular momentum 
conservation. This problem can be circumvented as we will see in Section 3.2 through the 
judicious application of a magnetic field perpendicular to the growth direction of the QDs 
(typically the [001] direction) known as the Voigt configuration. The selection rules are 
derived for the charged QD in the Voigt configuration in Section 3.2. An application of the 
Hamiltonian for GaAs QDs is presented in Section 3.3 where we demonstrate how knowl­
edge of the fine structure and its variation with magnetic field can be used to distinguish 
between trions and excitons.
An interesting question to ask is what are the ultimate limits on the spin decoher­
ence time, and we will consider in Section 3.4 the various theories of spin relaxation in a 
semiconductor, starting with the relaxation of bulk electron spins. The considerations of 
Section 3.4.1 will show tha t the hyperfine interaction between a localized electron spin and 
the 105-T06 nuclei in the QD is the fundamental limit on the spin coherence time, yielding 
an estimate for the spin decoherence time T% ~  50 /is.
41
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3.1 Selection  R ules for Charged Quantum  D ots
We saw in Section 2.1.1 that the heavy hole valence band states in GaAs are labeled 
by the total angular momentum projection along the growth direction Jz =  ± 3 /2  and the 
conduction band electron states are labeled by S z =  ± 1 /2 , with the understanding that the 
z-axis represents the growth direction. Selection rules for transitions between the ground 
states of a CQD and the trion states can be derived using group theory. In the absence of 
any optical excitation, the ground state of a CQD is assumed to be doubly degenerate as 
shown in Figure 3.1, with the two states corresponding to the electron in the IS/. =  ±1/2) 
states labelled as \z±).
|S, = -1/2> |Sz= + 1 /2>
|JZ = ± 3 /2 > |J = ± 3 / 2 >
Figure 3.1: The conduction and heavy hole valence bands of the CQD, in the absence of any excitation. 
The conduction band ground state is doubly degenerate, as the electron spin can be pointing either up or 
down, with the quantization axis taken as the growth direction. In the valence band, the electrons are 
paired, resulting in the total angular momentum projection being zero in the valence band states.
When an incident laser field excites the CQD, a negative trion is created and the trion 
state is formed from two electrons and one heavy hole bound together. Due to the Pauli 
principle, only particular combinations of electron and hole angular momenta are allowed. 
When the electron is in the ground state \z+ ) , the laser field can only excite an electron from 
the Jz =  —3/2 valence band state to the |z —) conduction band state, as shown in Figure 3.2. 
The excitation leaves behind a hole with angular momentum projection Jz =  ±3/2. Thus 
the final trion state is labeled by \Se\z =  ±1/2, Se%z =  —1/2, Jhz =  ± 3 /2). It must be noted 
that we are considering only the singlet trion states here, since both electrons are occupying 
the same envelope function state of the CQD and hence must have opposite spin orientation. 
It would also be possible to consider triplet trion states where the two electrons are in
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|Sz = +1/2>




F ig u re  3.2: Electron hole picture of a CQD upon optical excitation. The figure illustrates the creation of 
the state |i+) from the state |z+ ) . The incoming photon, denoted by the wavy arrow, promotes an electron 
from the filled valence band, leaving behind a hole. The angular momentum projection along the z-axis 
for the hole is Jhz =  + 3/2 , resulting in the total angular momentum projection for the trion M z =  +3/2, 
because the electron spins are paired. As explained in the text, the incoming photon must be a + polarized 
to excite this transition.
The total angular momentum projection defined by,
M z =  Seiz +  Se2z +  Jh z (3.1)
will be equal to  + 3 /2  in this case. The other trion state \MZ = —3/2) can be created from 
the ground state |z —). We will label the trion states \MZ =  ± 3 /2 ) simply as |t± ) in the 
following. We can convert from the electron-hole picture to an excitation level scheme as 
shown in Figure 3.3. The ground states in this viewpoint are the \z±) states and the upper 
states are the trion states |f±), giving rise to a four-level system. Let us now calculate 
the selection rules for the states in this scheme by introducing the electromagnetic field 
interaction potential,
V = ~ix-  E (3.2)
where the dipole moment /x = er and is the operator tha t acts on the states. In spherical 
vector form,
jti =  —e(—r_ie+i -  r+ie_i +  r 0e0) 
E =  —-ELie+i — JF+ie_ i +  Eq€q
(3.3)
(3.4)
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z‘>
B v =  0 BX = B
|t+>
0 ~ 0 “
lx+>,
x ->
F ig u re  3.3: Excitation level picture for the CQD with and without a magnetic field in the Voigt geometry, 
(a) Excitation level picture for the CQD in the absence of the magnetic field, with the ground states consisting 
of electron spin pointing up or down (|.?±)), and the excited states consisting of the two possible singlet trion 
states (|t± )). The selection rules derived in Section 3.1 are summarized by means of the polarizations that 
can excite the transition from one state to another in the direction of the arrow, (b) Excitation level picture 
of the CQD when there is a magnetic field in the Voigt configuration. As explained in Section 3.2, the field 
splits the ground states and mixes them resulting in the states |a:±). The trion states are not mixed, and 
this results in the polarization selection rules shown.
where the spherical vector components of the position operator and the electric field are,
-x- ±  *y) to c\r±i =  =F— ro =  (3-5)
P _  -r- i  iEy)  p _  p hi±1   T 1 -C/0   &Z
and of the polarization unit vector are
=  =  i  (3.6)
with
e±\ ■ £qri =  — 1, £o • €o =  1 and all other dot products vanishing. (3.7)
The above definitions are identical to the ones used when deriving the selection rules in 
atoms. It behooves us to consider how applicable such an approach is in a semiconductor. 
We know from Section 2 .1 . 1  tha t the basis states must transform according to irreducible 
representations of the point group T^, but we have not considered how the operators trans­
form. The Hamiltonian in the effective-mass approximation and assuming semiclassical
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electromagnetic fields in the Coulomb gauge is given by,
(p — eA ) 2  +  Vconf(r)
~b Pcori/(r) (3.8)
where A  is the vector potential, and we neglect terms tha t are second-order in A. The
diagonalization of terms involving the confinement potential (Vconf)  can be done using 
the EFA (see Section 2.1.2) to obtain the unperturbed eigenstates and energies. The last 
term in the Hamiltonian is the interaction term, which we have replaced in Eq. (3.2) by 
V  =  —er • E. In group theory, the selection rules are determined by the representations 
to which the operators and the basis states belong [64,191]. Since we are replacing the 
interaction term by a term  where the operators transform according to the same three- 
dimensional irreducible representation (Ts), the selection rules will remain the same. The 
advantage of doing so is tha t it allows us to derive the selection rules employing the tactics 
used in atomic physics, without resorting to the machinery of group theory. Let us consider 
as an example the matrix element
(t+\/ji\z+) =  - e ( + 3 /2 |( - r _ ie + i - r + 1 e_i + r 0 e0 ) |+ l/2 )  =  -e (+ 3 /2 | -  r +ie _ i|+ l/2 }
where p — (t| jerj |ar) indicates the strength of the dipole matrix element. Similarly we may 
work out the other matrix elements and the results are
The above equations imply that the transition |z —) —> |t—) must be caused by a left 
circularly polarized (a~~ or LCP) field, since only e_i • e+\ ^  0. Similarly the transition 
\z+ ) —> |t+) can only be caused by a right circularly polarized ( cr+ or RCP) field. The
|f±). In the figure, the direction of the arrows indicates that the polarization rules are for 
transitions from the ground states to the trion states.
Hence we see that
(t+\n\z+) =  pe_ i (3.9)
(3.10)
(3-11)
selection rules are summarized in Figure 3.3 (a) which shows the allowed and forbidden 
transitions between the degenerate ground states corresponding to |z±) and the trion states
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In view of the above results arising from the angular momentum selection rules, the 
transitions from the states \z±) to  the states |tq=) are forbidden. The motivation behind 
this thesis work is to manipulate the electron spin states \z±) through optical excitation 
of the intermediate trion state requiring that the trion state couples to both spin states. 
At first glance, therefore, it might appear as though our cause is hopelessly lost. However, 
we must remember tha t since we are considering states in a semiconductor crystal, the 
rotational symmetries tha t we have used to label the states do not arise from the full 
rotation group in three dimensions but from the point group of the crystal T^. W hat 
this means is tha t we may circumvent the “angular momentum” conservation by applying 
a perturbation tha t breaks the symmetry of the system for the electrons, relative to the 
holes. One such perturbation is the application of a magnetic field perpendicular to the 
growth direction, as we shall see in Section 3.2.
3.2 Selection R ules in th e Presence o f  a M agnetic F ield
The complete Hamiltonian for quantum dots in the presence of a magnetic field can be 
derived through either k ■ p  perturbation theory [277,428] or the method of invariants [8 , 
64,186], The latter method is based on group theory wherein operators, momenta and 
their products are decomposed and classified into various irreducible representations. Since 
the Hamiltonian is an invariant under the relevant point group symmetry (such as C2V 
for a QW), only those products which contain a scalar (one-dimensional) representation are 
allowed. Thus, we obtain the Hamiltonian for quantum dots grown in the (001) direction [22, 
186,428],
Hzeeman = y  (B • <fe ' S) -  ^  (2B • K ■ J  +  2B • q  ■ J )  (3.12)
where (3q =  eh/2m ec is the Bohr magneton (note that m e is the free electron mass), g e is the 
electron (/-factor tensor usually written in principal axes form, k  is the corresponding hole 
(/-factor tensor, and q  is the cubic correction to the hole (/-factor tensor. S, J are the angular 
momenta of the electron and hole respectively, and Cf is the set of three four-dimensional 
matrices (J)?, Jy, J f  ). The m atrix Jx, for instance, contains m atrix elements between the 
heavy hole |+3/2) and light hole |+1/2) state, but no term coupling the heavy holes between 
themselves, i.e. (± 3 /2 |Jx |q:3/2) =  0. Only the matrices J ~ x ,y contain terms that couple 
the heavy-hole states.
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Under some approximations, we may simplify the terms in Eq. (3.12) as follows: since 
the heavy-light hole splitting is large, and usually q •C  1, we may neglect the | J h z — ± 1 / 2 ) 
states, and treat the \Jhz = ±3/2) states as having a pseudo-angular momentum Shz — 
=Fl/2, reducing them  to two-dimensional matrices. Note tha t Van Kesteren et al. [79] use 
the opposite convention, \Jhz — ±3/2) =  Shz =  ±1/2 , but we will follow this convention 
used by Ivchenko-Pikus [186]. To convert, we can just flip the sign of all the S h , i  operators 
to obtain the Van Kesteren Hamiltonian.
The neglect of the light-hole states corresponds to neglecting terms proportional to q. An 
additional caveat to  this approximation is that the hole ^-factors in directions perpendicular 
to the growth axis must vanish, because as seen from the exact Hamiltonian in (3 .12), only 
terms that contain J  can flip the hole spin from | ± 3/ 2) to |=f 3/ 2). These statements hold 
for the QDs grown by growth interrupts in GaAs QWs discussed in this thesis; however for 
heavily strained systems such as InAs/GaAs SAQDs, it is possible to find non-vanishing 
in-plane hole g-factors [280]. Due to the strong confinement in those systems in directions 
lateral to the growth, there is increased light-heavy hole mixing, and it is no longer possible 
to neglect those states. The Zeeman Hamiltonian, in the spherical approximation (derived 
from the neglect of the terms due to cubic symmetry), becomes,
H Z e e m a n  =  j r ( 9 e , i S ek,i  +  9 h , i S h k , i ) B i  (3.13)
k i= x ,y ,z
The full Hamiltonian can be written as the sum of two terms, one due to the exchange 
interaction and the other due to the Zeeman interaction with the magnetic field.
H  — HeXch ±  H / eeman (3.14)
The exchange interaction can be broken up into two parts: long-range and short-range. 
The exchange energy occurs because of the Coulomb attraction between electron and hole 
and the requirement of antisymmetry of the wavefunction because they are fermions. The 
magnitude of the exchange energy is given by,
A f  f d v dr' 'K(r)Mr)A(rprh(r') 
e J J |r  -  r '|
which can be separated into a short range and long range part [250,308,309]. It was shown 
in [250,308] tha t the long-range exchange energy SRR can be written as the interaction 
energy between two polarization densities arising from the transition dipoles. Thus, the
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
long-range part is analogous to the interaction of the polarization density of a transition 
dipole moment in a single cell with a depolarization field which is created by all the other 
dipoles in the other unit cells of the dot.
, 2
.... R _  '
JbsPR = 7- 53 /te(re5 r h ) f ? A r ei r 'h l V c v t a - i  ^  o' (3-16)C nr*   nr*'e rê r\
where f*a(re,rh) is the envelope function, y cvta is the dipole transition matrix element 
where c, v represent the conduction and valence band, t, a  represent the spin indices, n, n; 
are the unit vectors between the electrons and holes in different unit cells. The depolariza­
tion field, Edep (similar to a local field concept in a dielectric [262]) affects the transition 
energy of the exciton depending on the polarization density P(r)  created by the exciton.
xLR J d r  Edep(r)P(r) (3.17)
As a result, we see tha t an exciton in the Is  state polarized along the major axis of a dot 
leads to surface charge separation on the dot. The surface charge density in this case is 
lesser than in the case of an exciton polarized along the minor axis, and since the Coulomb 
attraction is larger in the second case this leads to longitudinal-transverse (LT) splitting 
of the exciton states. The exchange splitting will vanish for dots which preserve rotational 
symmetry in the plane, i.e. for circular dots. The splitting is therefore dependent on the 
exact orientation of the dot, as well as its shape.
The short-range exchange interaction Jo corresponds to the part of the exchange Coulomb 
interaction within a unit cell summed over all the cells and weighted by the envelope func­
tion.
50 = J d r  f*a(r, r ) f t>al(r, r) (3.18)
The short-range exchange interaction is quite insensitive to the details of the dot shape and 
size and is usually determined by the strong confinement in the growth direction. Thus, 
the Hamiltonian for anisotropic quantum dots in the presence of a magnetic field is given 
by [79,186,330],
H  = H  E  Y ('9e'iSek’i + 9h' ^ hk'l)Bt
k i=x>y,z
Sll1wn'........................................ v  1   y
H Z e e m a n
“F ^   ̂ĵ 9  $ e k yz ^ h k , z  j-2 { ^ z k , x S h k , x  $ e k , y $ h k , y )  H” ^ 2  “F S e k , y S f i k , y )
k
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where the index k denotes all the electrons and holes in the CQD and ge,« (9h,i) denote 
electron (hole) ^-factors in the directions x, y, z  respectively. The exchange part is clearly 
dependent on the orientation of the electron and hole spins with c>o,m referring to the ex­
change interaction energies between the electron and hole. We note tha t the term propor­
tional to 5b, referred to as the anisotropic exchange term due to the long-range interaction as 
before, is responsible for both the splitting and the linear polarization of the bright exciton 
doublets tha t has been observed in elongated QDs at zero magnetic field [155,175,185,282].
The term proportional to Jo (due to the short-range exchange term) gives rise to exchange 
splitting between bright and dark excitons, and the term proportional to Sj (again due to 
long-range interaction) leads to a splitting between dark exciton states. It is clear from the 
Hamiltonian tha t for arbitrary field directions, the various states will be mixed leading to 
a different set of selection rules.
From Eq. (3.19), we obtain the Hamiltonian in the total angular momentum basis for 
the exciton ( |+ 1 ), j—1 ), |+ 2 ), j—2 )} as,
|+ 1) | - 1) |+2) | - 2)
^ 0  Po {de,z +  g h , z ) B z 5b P o9e ,xB x Po 9 h ,x B x ^
5b Jo T  Po(9e,z  +  gh , z ) B z P o9h ,xB x  P o9e ,xB x
Po9e,xB x P o 9 h ,x B x Jo +  Po(9e,z 9 h , z ) B z 5rf
 ̂ P o9h ,xB x 9e ,xP oB x dd Jo ~ • Po(9e,z 9 h , z ) B z J
(3.20)
The transverse magnetic field mixes the states, allowing observation of the “dark” states.
The same equation gives us the Hamiltonian matrix for the trion state and the electron in 
the ground state of the charged QD,
|t+) | i - )  ^ | z+) | z - )
Ht  =  2 (  ~  @°9h,zBz Po9h,xBx\  H e = -  ( (30ge:ZB z Poge,xB x \  (3-21)
y Po9h,xBx Po9h,zBz )  Y Po9e,xB Po9e,zBz J
It is seen immediately tha t the exchange terms dropped out of the matrix, since for the 
trion state, the two electrons are paired or in a singlet state. It is also possible to find trions 
in triplet states, but we shall not consider them, for that would require one of the electrons 
to be in an excited state of the CQD and would be at a higher energy.
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Let us consider the matrix for the trion states upon application of a magnetic field 
B  =  (B, 0,0). This is a field perpendicular to the growth direction, also known as the Voigt 
configuration.
11+)  |t-)
H t = (  0  ±/3o gh,xB \  (3-22)
\ \ P o9KxB  0  J
Similarly the m atrix for the electron in the ground state of the CQD is
\z+) | z - )
H e = (  0 l(30ge,xB \  (3-23)
J/?o ge,xB o
We may now diagonalize the matrices, and obtain the eigenstates and eigen-energies. The 
new eigenstates for the electron are given as
l*±> =  ^ ( l * + )  ±  \z ~))  (3-24)
and the energy for the eigenstates are,
1
Bx± — B-f3oge,xB
The reason for labelling the states of the electron as |x±) is also clear, because in the presence
of the magnetic field, we expect the electron spin to be oriented along that direction. The
trion eigenstates should similarly be diagonalized. However, we have already assumed in 
this approximation tha t the (/-factors along directions perpendicular to the growth axis are 
negligible, and this assumption is also verified experimentally for our CQDs in [384]. Hence 
the trion states remain unperturbed, and we can now consider the selection rules arising 
from these new eigenstates. Let us consider,
(t+\fi\x+) =  —e(+ 3 /2 |(—r_ ie +i — r +ie _ i) ( |+ l /2 )  +  | —1/2))
=  — e{+3/2| -  r +i€ _ i |+ l/2 )  =  pe_i (3.25)
Similarly we can work out all the others,
(t—\fi\x+) = - e ( - 3 /2 |( —r_ i€+i -  r +ie _ 1 ) ( |+ l /2 )  +  1/2)) = pe+i (3.26)
(t+\p,\x-) = -e (+ 3 /2 |( - r -_ 1 e+ 1 - r + 1 e_ 1 ) ( |+ l / 2 ) - | - l / 2 ) )  = pe _ 1 (3.27)
( t - | / i |x - )  =  - e ( - 3 /2 |( - r _ i6 + i  -  r +ie _ i) ( |+ l/2 )  -  | —1/2>) =  - p e +1 (3.28)
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The application of the magnetic field has resulted in the dipole moments of the “forbid­
den” transitions becoming non-zero. We may wonder physically why the electron and hole 
behave differently. The reason arises from the bandstructure—as we saw in Section 2.1.1, 
the valence band consists of states that transform like p-orbitals, and are strongly affected 
by the confinement in the z-direction, causing the heavy and light hole bands to split. The 
energy separating the heavy and light hole states is a measure of how strongly the hole spin 
is “pinned” to the growth axis. In a semi-classical picture, the angular momentum vector of 
the hole cannot take on values other than those parallel or anti-parallel to the growth axis. 
It is only when the interaction energy of the magnetic field approaches the heavy-light hole 
separation, which is ~  0.1 eV for the narrow quantum wells, that we may expect the hole 
spin to start aligning with the magnetic field.
3.3 Spectroscopy o f Single Charged Quantum  D ots
This section presents an application of the results of Section 3.2 to single-QD spec­
troscopy. To distinguish between trions and excitons at the single QD level, we perform 
magneto-PL spectroscopy through a small aperture on the sample 912F-2A. The apertured 
sample was placed in a magnetic cryostat in the Voigt configuration, where the magnetic 
field is parallel to the quantum well plane. PL was collected and dispersed through a 0.75-m 
double-grating monochromator and detected using a liquid nitrogen cooled CCD. Several 
apertures ranging in sizes from 1 pm to 400 nm were studied, and the data shown are from 
a nominally 0.7 pm aperture (2,B). As the magnetic field strength is varied, many of the 
states exhibit a peak which is ~  98 peV to the lower energy side of the peak at zero field, as 
seen in Figure 3.4C. However, there are also some states tha t do not display a well resolved 
lower energy transition, as shown in Figure 3.4F. We label the former as X and the latter 
as X~ for reasons tha t will be made clear shortly.
We interpret the fine structure of the X and X~ peaks as follows : X and X~ are both 
formed by electrons (with angular momentum projections Sz =  ±  1 / 2 ) and heavy holes (Jz 
— ±3/2) strongly confined by the QW in the z-direction and weakly confined in the lateral 
direction by interface fluctuations. X is formed by one electron and one heavy hole, thus 
giving rise to four possible states, characterized by angular momentum projection M =  ±1, 
±2 as shown in Figure 3.4. Due to the exchange interaction, the degeneracy between these
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forbidden





F igu re  3.4: Magneto-PL spectroscopy of single neutral and charged QDs. A . Fine structure of an exciton in 
a neutral QD at zero magnetic field, labeled by the to tal angular momentum of exciton. B . Fine structure of 
the exciton with magnetic field in Voigt geometry, displaying all the allowed transitions. C. PL obtained from 
a 0.7 pm  aperture (2,B) of sample 912F-2A, showing peaks due to  transitions from previously inaccessible 
dark exciton states. D. Fine structure of a trion in a charged QD at zero magnetic field, labeled by the total 
angular momentum of trion. E. Fine structure of a trion with magnetic field in Voigt geometry, displaying 
all the allowed transitions. F . PL obtained from aperture (2,B) of sample 912F-2A, showing a peak identified 
as a trion.
states is broken even at zero magnetic field as shown in Figure 3.4A, and results in the M 
=  ±2 states (or “dark” exciton states) lying a t an energy 5 below the “bright” (M =  ± 1 ) 
states [79,110,280]. We shall neglect 5b, 8d because as shown previously, they are typically 
<  15/reV [175], The eigenvalues and eigenvectors can be calculated, and the energy is 
plotted as a function of the field in the Voigt profile (Figure 3.4B). The mixing between the 
bright and dark states allows for the observation of the previously forbidden transitions, 
and the splitting between the peaks corresponds to the exchange splitting <5q ~  98/ieV. 
Note also tha t the center-of-mass between the peaks shifts to higher energy, due to the 
diamagnetic interaction, which can also be used as a further proof of the localization of the 
charges [363].
However, for the negative trion (X- ) which is formed from 2 electrons and 1 heavy hole, 
there are two singlet states where the two electrons are in the lowest state of the QD, have 
spins opposite to each other, and differ only by the heavy hole angular momentum as seen
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in Figure 3.4D. Because of the pairing of the electrons, no exchange energy is present for 
this species. On recombination, a single electron is left behind in the ground state of the 
QD as shown in Figure 3.4D. In the Voigt geometry, four possible transitions are allowed 
as shown in Figure 3.4E. The absence of the exchange splitting in Figure 3.4F allows us 
to distinguish the trion from the exciton. Because the in-plane heavy-hole 5 -factors are 
close to zero (see Section 3.2) and the in-plane 5 -factor of the electron is small [384], it 
is difficult to resolve any of the four transitions, however their presence can be detected 
with high-resolution frequency-domain nonlinear spectroscopy as discussed in Section 7.1. 
We also note tha t the resonance X was stable as the temperature increased, however the 
resonance X-  vanishes as the temperature is increased beyond 15 K. This behaviour could 
be explained as due to either ionization of the electron from the trion complex or due to 
hopping of the electron from the QD being studied to another one nearby.
If B = (B  sin 6 ,0, B  cos 6), then the energies of the transitions for bright (E j)  and dark 
(E j)  transitions becomes,
e t  =  {dh,z cos 0)2 +  (gh,x sini9) 2  -  ^  (ge,z cos9 ) 2  +  (gSiX sin<9) 2  (3.29)
E T =  cosB)2 +  (gh,x s in # ) 2  +  ^J(ge,z cos9)2 +  (g£iX sin(9) 2  (3.30)
Since in the Voigt geometry, 6 =  90°, the transition splitting will grow linearly with the 
field, governed by the in-plane electron 5 -factor, as we indicated in Section 3.2. Further 
measurements of the transition energies as a function of the angle were carried out by 
our collaborators which allowed them to extract the 5 -factors g ^ x k, 0 ,gBjX ~  0 .2 , ge)Z ~  
0-2,5 /1 ,2 ~  - 2  [384].
3.4 Spin R elaxation
In this section we consider some of the key mechanisms of spin relaxation for electrons 
in solids. In contrast to the previous sections, we will not be concerned so much with trions 
or excitons but only with the electron spin. We have shown tha t the electron spin can be 
probed through the trion transition in the presence of a magnetic field in the Voigt profile. 
The standard description for the evolution of the spin polarization (or magnetization) of a
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population of spins is through the Bloch equations [2],
^  =  7 e(M x B ) x - ~  + D V 2M x (3.31)
^  -  7 e(M x B ) , - |  + D V 2 M , (3.32)
^  =  7 e(M  x B ) z -  M i z M .  +  D V 2 Mz (3.33)
where the magnetization M  evolves under the influence of an applied magnetic field B (t) — 
Bqz +  B i(f) which has a static longitudinal component, Bo, along the z-direction and a 
transverse oscillating component, B i(i), perpendicular to z. ye =  (3og/h is the electronic 
gyromagnetic ratio, D  is the diffusion coefficient (taken for simplicity to be isotropic) and 
is the thermal equilibrium magnetization. The interaction of the magnetic moment of 
the electron spin with a magnetic field leads to spin precession around the vector B  with a 
frequency, luc =  (3ogB/h. O ther interactions can be treated as local, fluctuating magnetic 
fields. A single electron spin in the population undergoes spin precession about the effective 
magnetic field, while the fluctuations leads to either a spin-flip transition with an average 
rate referred to as Ts =  T f  1 or an irreversible loss in the phase of the spin precession. The
average time before the la tter occurs is referred to as the single spin decoherence time (T2 )
and corresponds to the qubit lifetime in quantum information processing.
The relaxation time T\ represents the time taken for the longitudinal magnetization to 
relax back to equilibrium. It is sometimes also called the spin-lattice relaxation time since 
it represents the thermal equilibriation time with the lattice, and requires energy transfer 
from the spin system (for example through phonons) to the lattice. The time T2  is the 
time for the transverse spin polarization of the ensemble spins which are initially in phase 
to irreversibly lose their phase coherence due to temporal fluctuations in the precessing 
frequencies of individual electron spins. The linewidths of NMR and ESR experiments are 
given by T2 . The correspondence between the Bloch equations and a microscopic picture of 
spin was first identified by Feynman, Vernon and Hellwarth [9] who established the equality 
of the Bloch equations to the density matrix equations for a two-level system.
Mobile electron spins have several sources of spin precession frequency fluctuations—for 
example, through slightly different 5 -factors or spin-flip rates in different momentum states. 
Scattering between states through momentum relaxation creates the fluctuations in the 
phase of the polarization. For mobile electrons, momentum scattering typically proceeds 
much faster than spin-flip scattering, and thus the broadening due to 5 -factor variations
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can be inhibited by motional narrowing [3,7]. The principle behind motional narrowing is 
that if a spin is rotating with frequency u>o, the spin phase changes by A <f> = uiot over a time 
t. If the spin is subject to a random force that is equally likely to make it precess clockwise 
and anti-clockwise, the average spin phase does not change. However, in a time r c before 
the next random impulse, the phase accumulated is ojqtc. In a random walk model, the 
root-mean-square phase change increases with the square root of the number of steps ( t / r c), 
which gives ((A 2 ^ ) ) 1 / 2  (u>qtc) -\J t/rc. Here rc is the correlation time for the random force 
or intuitively the average time before the spin changes direction. The model is valid for 
rapid fluctuations, u>otc <C 1. The phase relaxation time is then defined as the time over 
which the phase fluctuations a /(A 24>) reach unity: =  1/{uiqTc).
For a localized electron spin, the momentum scattering analogy can be made to describe 
intersite hopping or exchange interactions between localized spins. Besides the changes in 
the magnetization due to spin-flips and p-factor broadening, localized spins also experience 
spatially inhomogeneous environments from one site to another, for example due to hyper- 
fine fields or variations in the confinement affecting the spin-flip transition rates. Since the 
variation in frequency of different localized spins is static, the dephasing can be reversed in a 
spin-echo sequence that will refocus the spin vectors of different spins in the ensemble [4,71]. 
The spin dephasing time of ensemble spins is denoted by T |,  and generally T% < T<i- We 
now consider the various mechanisms for spin relaxation in solids.
3.4.1 M echanism s for Spin R elaxation
3.4.1.1 M obile E lectron Spins
In a seminal paper, Elliott showed in 1954 that conduction electron spins can relax 
via ordinary momentum scattering by phonons or impurities [5], The source of the spin 
scattering is the spin-orbit interaction,
Fso -  ^ 2  W -  x P (3-34)
where m is the free-electron mass, Vcr is the scalar periodic lattice potential, p =  — iW  
is the linear momentum operator, and a are the Pauli matrices. For example in metals 
and other solids with a center of symmetry, the eigenfunctions of az are no longer the
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single-electron Bloch wavefunctions but rather a mixture of the spin up and down states. 
Kramer’s theorem states tha t =  £Lkj. =  E^i,  where the last step follows from inversion 
symmetry. Thus, one can create a superposition of states with opposite spin and same 
momentum k, which leads to spin relaxation whenever momentum scattering takes place 
and couples the eigenstates. The Elliot-Yafet (EY) mechanism, as it is known, depends 
on the cause of the momentum relaxation either through phonons, impurities or interfaces. 
The EY spin-relaxation rate in the case of III-V semiconductors is given by
1 a  r A so \ 2 / E k  \2 1
= A e y ( -t —T f ' ) ( ^ )  r r V r  (3.35)T S \E k ) &SO +  E g  E g  TpyEk)
where t p is the momentum relaxation time, A s0 is the spin-orbit splitting, E g is the bandgap 
and A e y  is a factor tha t varies depending on the type of scattering mechanism. The EY 
rate is important for small-gap semiconductors with large spin-orbit splitting (such as InSb).
In a bulk semiconductor such as GaAs, it is clear that spin is not a good quantum 
number because as we saw in Section 2 .1.1 the spin-orbit interaction mixes states with 
different (I, s) quantum numbers giving the degenerate heavy and light hole bands with 
total angular momentum j .  Further, from the Luttinger Hamiltonian (Eq. (2 .1)) we see 
that the energy of the holes depends on the relative orientation of their momentum k and 
the angular momentum J. The strong spin-orbit coupling leads to very rapid change in 
spin orientation whenever the momentum changes, and hence explains why the hole spin 
relaxation in bulk GaAs is very large.
For a free electron in the conduction band, the spin-orbit interaction is weaker but also 
plays a role in a different manner. In zinc blende semiconductors, the lack of inversion 
symmetry implies tha t E ^  /  E ^ ,  although Kramer’s theorem still holds E ^  = E - jq. 
The non-centrosymmetric nature of the crystal leads to a term tha t is dependent on the 
third power of the wavevector projections along the cubic crystal axes [0 0 1 ], [0 1 0 ] and [1 0 0 ] 
and depends strongly on the vector direction. The spin-orbit interaction then leads to a 
precession around an effective magnetic field given by the Dresselhaus field [6 ],
B dr oc kx (ky -  k 2)ex +  ky(k2z -  k l )e y +  kz {kl -  k2)ez (3.36)
The Dresselhaus field is directly responsible for the D ’yakonov-Perel (DP) mechanism 
proposed for spin relaxation in a bulk non-centrosymmetric crystal [18, 19], The spin re­
laxation rate is found to increase as the cube of the electron energy and therefore under
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
57
high-mobility or high tem perature conditions the DP mechanism dominates over the EY 
mechanism. The basic difference between the DP and EY mechanisms is that in the EY 
process, the precession frequency is conserved between collisions and the loss of phase oc­
curs during the collision (similar to collision broadening of the homogeneous linewidth in 
atomic gases). In the DP process, the precession frequency changes in between collisions 
due to the precession of electron spins with different momenta around the corresponding 
Dresselhaus field, thereby leading to loss of phase.
When the dimensionality of the system is reduced as in quantum wells or at the interface 
of a Schottky barrier, there is an additional field, known as the Rashba field which occurs 
from the interface asymmetry or due to the preferred direction of a built-in electric field. 
The Rashba field is given by,
B rashba  =  2ctg^j(k x n) (3.37)
Here a Bp is a param eter depending on spin-orbit couplling and the asymmetry of the 
confining electrostatic potentials. The Rashba field is one example of a structure inversion 
asymmetry (SIA) which creates a corresponding spin splitting in the conduction band and 
is linear in k. The Dresselhaus term is an example of bulk inversion asymmetry (BIA). 
The Rashba field can be tailored by changing the electrostatic potential, which provides a 
potential route to spin control [76]. Both SIA and BIA can be im portant contributors to 
the DP process in two-dimensional semiconductors, and the DP mechanism in QWs was
proposed to be the primary source of spin relaxation in two-dimensional electron gases [55].
The third mechanism for spin relaxation was proposed by Bir, Aronov and Pikus [24,28], 
The exchange interaction between electrons and holes acts as an effective magnetic field,
H  -  a BAPS • J£(r) (3.38)
where a BAp is proportional to the exchange integral between the conduction and valence 
band states, J is the angular momentum operator for holes, S is the electron spin operator, 
and r is the relative position of electrons and holes. Spin relaxation of conduction electrons 
in p-doped semiconductors then proceeds by scattering from the holes, accompanied by the 
spin exchange. The efficacy of the spin scattering depends on the state of the holes, for 
example whether the doping level is high enough to form a degenerate hole gas, or if they 
are bound on acceptors or free. The BAP rate for a bulk semiconductor in the case when
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the holes are degenerate is given by,
1 3 , % fcfiT . .
=  -pa%  ^  f -  (3-39)
T s  T o  V p  b p h
where ap =  f?e /e2m e is the exciton Bohr radius, p is the density of free holes, tq is an 
exchange splitting param eter given by H/tq = (37t/64) Sq/ E b  where do is the exchange 
splitting of the exciton, E p  is the exciton Bohr energy [Ep  =  h2/2 m ea?B), up = h /m eap is 
the exciton Bohr velocity, and Eph is the hole Fermi energy. In general, the BAP mechanism 
dominates in heavily-doped samples at low temperature but the DP mechanism becomes 
dominant at high temperatures even for large acceptor densities.
3.4.1.2 Localized E lectron  Spins
All three mechanisms proposed so far rely on momentum scattering as a mediator for 
spin relaxation, and thereby should be suppressed in QDs where the electron orbital state is 
highly localized and does not undergo elastic scattering events which lead to spin relaxation. 
The fourth mechanism for spin relaxation is due to the hyperfine interaction, which is the 
interaction between the magnetic moments of electrons and nuclei, and becomes highly 
effective for localized electrons. Localized electrons typically interact with around 104-  
106  nuclei, and experience the combined magnetic moments of many nuclei. In GaAs, all 
the lattice nuclei have a magnetic moment corresponding to I  =  3/2, while in Si, the most 
abundant isotope 28Si carries no spin and any hyperfine effects are due to 29Si or the frequent 
donor 31P which both carry nuclear spin 1 = 1 /2 .  The effect of the hyperfine interaction is 
thereby much lesser in Si compared to GaAs.
The contribution to the decoherence in a QD is primarily through three processes: (i) 
spin-flip transitions which require energy transfer and affect Ps or T\ and thereby T2  (ii) 
pure dephasing events which affect the phase but not the population, which contribute 
only to T2 (iii) inhomogeneities that result from varying local environments and affect T | . 
We ignore the last contribution for now, although it will be extremely important for the 
experiments on an ensemble of spins described in Section 5.2, and consider only the other 
processes here. Let’s consider the first contribution to decoherence, from the population 
decay time. For the localized orbital states, population transfer between Zeeman sublevels 
occur through hyperfine or spin-orbit couplings mediated by phonons. Inelastic scattering 
events require energy typically from the lattice or other carriers. At low temperatures and
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densities, such events should not be significant. In fact, it was found theoretically that the 
time scales of spin relaxation between different orbital states in a QD mediated by one and 
two-phonon processes is on the order of milliseconds [295,327], Similarly, spin relaxation 
between the Zeeman sublevels of an electron in a single quantum dot orbital state due 
to spin-orbit scattering from acoustic phonons or due to the piezoelectric interaction were 
found to be ineffective, with T\ ~  200s [294]. We only need to consider the effect of the 
hyperfine interaction on the precession of the electron spin.
The effective Hamiltonian for the hyperfine interaction is the Fermi contact potential 
energy [71],
H  =  y  £ W o  £  7 nS • IjSiv -  Rj) (3.40)
j
where po is the vacuum permeability, go — 2.0023 is the free-electron g-factor, /?o is the 
Bohr magneton, =  (3ngn is the nuclear gyromagnetic ratio with f3n as the nuclear Bohr 
magneton, gn as the nuclear p-factor and j  represents the label for the nucleus at position 
R j.  For localized electrons, the Hamiltonian for the interaction can be written by neglecting 
the higher lying energy levels,
'Hen = + I j}Xa x + I j , y cry ) (3.41)
j
where no is the volume of the unit cell, ^(R j) is the electron envelope function evaluated 
at the j th  nucleus, I j j  and cp are the spin projection operators on the coordinate axes
I 12i — x ,y ,  z. In the above equation, Aj =  (167r/?o7n/3)|uc(Ry)| , where uc (R j) is the electron 
Bloch function evaluated at the nucleus. In GaAs, the sum of the Aj over all the nuclei in 
the unit cell is A  — Yhj A j  «  90 fieV. The electron Bloch functions are s-like and do not 
vanish at the nuclear positions, unlike the holes. This is the reason we can neglect hyperfine 
interactions for holes. The last two terms in the Hamiltonian are responsible for spin flips 
between the electron and nuclei, which would cause dephasing. The first term gives rise 
to an average field, which in combination with dynamical nuclear polarization, can cause 
the Overhauser shift [181,330], The Overhauser shift will be considered in more detail in 
Section 7.1.
In truth, the to tal Hamiltonian of the electron-nuclear spin system is given by,
H to t  =  H e +  H n +  H en (3.42)
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with
H e  =  7eB • S e  (3.43)
Wn =  - 7 n B Ifc +  Wnn (3.44)
k
'H nn  =  4 y  ] b k m .lk z lr m  4” y   ̂ ^ k m i^ k + ^ m — 4" I k —^ m + )  (3.45)
k< m  k< m
where b^m =  —3 7 ^ - — ^ g S is the nuclear dipole-dipole interaction constant which
km
depends on the angle between two nuclear spins 6km and the distance between the spins 
R \ m - For the time being, we ignore the nuclear spin-spin interactions given in H nn  and 
consider only the hyperfine interaction between the nuclei and the electron spin. The total 
spin F  =  S +  I? °f the electron-nuclear system must be conserved because it commutes 
with the total Hamiltonian given in Eq. (3.42) after neglecting Tinn. In the absence of 
nuclear dipole interactions therefore, the total spin F  and consequently the total nuclear 
spin I is conserved. The last part follows from the fact tha t I =  F  — S «  F, since F  S. 
For timescales where the dipole-dipole interactions become im portant ( ~  lOOps), the total 
nuclear spin is no longer conserved and the electron spin precession will be affected, leading 
to dephasing. In tha t case, only the component of the total spin along the magnetic field 
direction (taken as the z-axis) is conserved, i.e. Fz = Sz + I z «  I z is constant.
We consider two cases, when there is no magnetic field present present and when there is 
a strong external magnetic field. For the first case, the electron-nuclear spin flip mechanism 
is applicable for low fields, B  < ^7n|V,(0) | 2  100 G, where jt/>(0) | 2  =  102 2  -  IQ2 5  cm 3  is the
electron probability density on a nucleus. This is in fact the mechanism proposed in [371], 
which showed tha t the single spin decoherence time for the low field case is T2 ~  h N /A  
which gives T2 =  7.3 ps (for GaAs).
For the second case, the strong magnetic field implies a large electron Zeeman splitting 
which is much greater than the nuclear Zeeman splitting, and hence electron-nuclear spin 
flips are not possible due to energy conservation. When the field is increased, we enter the 
regime where the precession frequency of the electron spin is affected randomly whenever 
a nuclear spin flips, which implies we must take into account the term ‘Hnn- However, 
the dipole-dipole interaction does not conserve energy in the presence of the magnetic field 
(due to the nuclear Zeeman splitting), unless the spin flip of the nuclei is accompanied by 
a random change in the electron spin polarization. The energy conservation is satisfied by
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IxjrP
F ig u re  3.5: Illustration of the hyperfine interaction between electron and nuclear spins. The electron spin 
interacts with all the nuclei within the range where the magnitude of the wavefunction is non-zero. Nuclear 
spin flips lead to random shifts in the precession frequency of the electron spin giving rise to  decoherence.
energy fluctuations in the Zeeman splitting of the electron. This is illustrated in Figure 3.5. 
The spin flip-flop of the nuclei must occur in pairs because I z is conserved. The effect on 
the electron spin is to give a shift in the precession frequency, which we can term  as spectral 
diffusion and leads to T2  ~  50 ps for an electron spin in a GaAs QD [400,401]. We shall not 
consider further the hyperfine interaction in this section, but will consider its effect on the 
spin coherence in Chapter 5. This concludes the discussion on spin relaxation mechanisms 
in semiconductors.
3.5 C hapter Sum mary
We presented the essential concepts for understanding the nonlinear spectroscopy exper­
iments on charged quantum dots. Sections 3.1-3.2 derived the selection rules under optical 
excitation for charged quantum dots and showed how to optically couple the electron spin 
states in a charged quantum dot. A fundamental question tha t arises is what causes spin 
polarization to relax in semiconductors in general, and we presented the basic mechanisms 
for relaxation in Section 3.4.1. The next chapter will discuss how to apply the models and 
selection rules derived in this chapter to the nonlinear spectroscopy experiments.
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N onlinear O ptical Spectroscopy: T heory and E xperim ental Setup
The simplest model for an atom, a two-level system, directly leads to a nonlinear in­
teraction between light and matter. Nonlinear optical spectroscopy is used throughout 
our work to probe the light-matter interaction. An essential theoretical tool for physical 
interpretation of the results from the experiments is the density matrix, introduced in Sec­
tion 4.1.1. The master equations of the density matrix, used to calculate the signals, are 
presented in the la tter section, along with the most important approximations such as the 
rotating-wave approxim ation (RWA) and the slow ly varying envelope approxim a­
tion (SV EA ) that are used to simplify the process of solving the equations. Section 4.1.2 
derives the expressions necessary to calculate various nonlinear optical signals such as differ­
ential transmission (D T), four-wave mixing (FWM) and Faraday rotation (FR). While all of 
these techniques were used in the experiments presented in this thesis work, we concentrate 
primarily on DT where the bulk of the measurements were carried out.
Nonlinear optical spectroscopy both complements and supplements the information 
gleaned by linear spectroscopic methods such as photoluminescence, photoluminescence ex­
citation and absorption. It is an excellent tool for studying dynamical processes in atoms, 
semiconductors and even complex biological systems [41,62,135,170], and it is highly sen­
sitive to many-body correlation effects tha t are unique to understanding semiconductor 
physics [322]. Recent advances in ultrafast lasers have yielded the ability to time resolve 
dynamics down to the single optical cycle regime. The experiments carried out in this work 
rely on both ultrafast mode-locked and frequency-stabilized laser systems, which will be 
described in Section 4.2 and Section 4.3, respectively. The common goal of both kinds of 
measurement techniques is to extract information on the coherent and incoherent dynamics 
in the system.
62
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
63
4.1 Theory for N onlinear Spectroscopy E xperim ents
4.1.1 D en sity  M atrix  for th e Four-L evel System
The density m atrix approach is a powerful theoretical tool used when considering the 
interactions of light with matter, especially when trying to incorporate the effects of decay 
and decoherence. Quantum  mechanics defines a pure state as one where the system can 
be described by a single state vector |\Er) in Hilbert space. However, when the system can 
exist with different probabilities in various pure states, then a complete description of the 
system can be obtained through the density operator [119],
P = J 2 P* \ * ) ( * \  (4-1)
w
where represents the probability that the system is in any given pure state |\1>). In 
some set of basis states (|*)}, usually taken to be the energy eignestates of the unperturbed 
Hamiltonian Ho, we obtain the density matrix elements,
= (4 .2 )
4-
The diagonal density matrix elements correspond to the population present in different 
energy eigenstates, while the off-diagonal elements carry information about the coherence 
or phase relationship between the state amplitudes. The preceding sections have shown 
that we need to consider a four-level model to simulate the nonlinear optical response from
a CQD. The master equation of motion for the density m atrix is given by,




We shall use the density matrix formalism to model all the experimental results obtained 
in this thesis. The first term  on the right hand side arises from the deterministic, unitary 
evolution of the system under the influence of the system hamiltonian, while the second 
term arises from interactions with a reservoir or “bath” which causes decay of diagonal 
terms and decoherence of the off-diagonal terms. The nature and form of the decay can be 
derived depending on the kind of bath and the coupling to the reservoir. In our case, we 
shall restrict ourselves to only considering the bath consisting of the vacuum fluctuations 
in the electromagnetic field, and the corresponding decay terms arising from the dipole
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interactions of the system with the vacuum field. We begin by writing out here in full the 
density matrix equations for the four level system described schematically in Figure 4.1.
dephasing rates for the off-diagonal density matrix elements p i j  are denoted by 7 ^. This 
gives the following set of equations,
P ll =  r  1P22 +  F 2/^33 +  F 4 i ( p 4 4  -  p n )  +  — (Vl2p21 -  C.C.) +  ~ ( V i 3 p 3 i  -  c.c.) (4.4)
p'22 =  — ( r i  +  T 2)P22 +  F 23(/>33 — P22) +  J ^ ( V 2 lP l2  ~  C.C.) +  — (F24P42 — C.C.) (4.5)
P33 =  —(F l +  F 2)/?33 -  T23(P33 ~  P22) +  V^(V3lP l3 -  C.C.) +  t ^ ( F 34P43 ~  C.C.) ( 4 .6 )
P44 =  F1P33 +  F 2P22 ~  F4i(p44 -  P n )  +  — (F42P24 -  C.C.) +  — (F43/534 ~  C.C.) (4 .7 )
Vx2 Vx3 V42
Pl2 =  (*^21 — 7 l2 )p i2 +  ~Tjr{p22 — P ll)  +  ~7 r̂ P 3 2 ----
Vj_3 V12 V43
P l3 =  ( ^ 3 1  -  7 l 3 )p i3 +  w ^-(P33 -  P ll)  +  -T̂ -^23 ~  (4 .9 )
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with
=  ~ h ,  ' “ ^ ( t  -  Tl)e‘(k' r - n-(‘^ » ,
K «  =  I > «  ' o i W  -  (4.15)
In the above equations, E* is the energy of the state |i) and Ej is the electric field arriving 
at time tj, along the direction kp with central frequency Sip amplitude Si, and polarization 
vector ep For experiments with CW laser fields, we would set the amplitude to be a 




F ig u re  4.1: Illustration of the  four level system th a t is used to  model th e  experim ental nonlinear optical 
signals obtained from  the CQDs. The two ground levels (1 and 4) correspond to  the electron spin states 
\x—) and |a:+) respectively while the two upper levels (2 and 3) correspond to  the  trion  states 1t—) and |t+ ) . 
The splitting between 2 and 3 is taken to  be non-zero for generality bu t m ay later be set to  zero. We have 
assumed th a t th e  relaxation pathways from 2 =)• 1 and 3 => 4 are the  same (IS), bu t different from the 
relaxation rates for 2 =s> 4 or 3 => 1 (lb). The rates for 2 <=> 3 and 3 =>• 2 are assumed to  be th e  same 
(T2 3 ), bu t different from th e  rates for 1 <=> 4 which is F u .
The solution of the density matrix equations given above is greatly simplified in the 
RW A [107,169,270]. The physical basis for the approximation is as follows: when integrat­
ing the density matrix equations, those field components th a t oscillate with the same time 
dependence e±tQt as the density matrix elements e±wt lead to terms with denominators 
~  for CW fields. Because the optical frequencies involved here are much larger
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than either the dipole moments, or the decay rates, we may neglect these denominators 
corresponding to counter-rotating terms. The same holds true for pulsed laser fields, be­
cause the fast oscillations e±l^ +u,')t will be averaged out. In the RWA, the equations for
the density m atrix elements become,
p i l  =  T 1 P 22 +  T 2 P 33 +  T 4 i ( p 44  — p n )  -  i ( ' l Z \ 2 P 2 \  -  h . c . )  — i ( T Z l 3 p 3 i  — / i . e . )  ( 4 . 1 6 )
P 22  =  - ( I T  +  I T ) P 22 +  T 2 3 ( P 33  -  P 2 2 )  -  i { T ^ 2 \ P l 2 ~  h . c . )  -  l ( 7?-2 4 P 42  -  h . c . )  ( 4 . 1 7 )
P 33  =  - ( I T  +  T 2 ) P 33 -  T 2 3 ( P 33 -  P 2 2 )  ~  * C & 3 l P l 3 -  h . C . )  -  i ( 7?-3 4 P 43 -  h . C . )  ( 4 . 1 8 )
p 44  =  r  1 P 33  +  r 2 P 22  — 1*41 ( p 44  -  P 1 1 )  — i ^ X i P i A  —  h . c . )  — i { 7 t \ 3 p Z A  ~  h . c . )  ( 4 . 1 9 )
P 12 =  ( h U 2 i  — 7 l 2 ) p i 2 — i T ^ 1 2 ( p 22  — P l l )  — ^ u P 32  +  ^ 4 2 P l 4 ( 4 . 2 0 )
P 13 =  ( 1UJ31  — 7 i 3 ) p i 3 — *1^-13 ( P 33 — P l l )  — ^ 1 2 P 23 +  ^ 4 3 P l 4 ( 4 -2 1 )
P 42  =  ( * ^ 2 4  -  7 2 4 ) P 42  +  i ^ h i P U  ~  P 2 2 )  +  * ^ 1 2 P 41 ~  f ^ 4 3 P 3 2  ( 4 . 2 2 )
P 43  =  ( ^ 3 4  -  7 3 4 ) P 43  ~  *7 ^ 4 3 ( P 33 -  P 4 4 ) -  * ^ 4 2 P 23 +  ^ * 3 P 41 ( 4 . 2 3 )
P 23 =  ( * ^ 3 2  -  7 2 3 ) P 23  — * ^ 2 l P l 3 ~  ^ 2 4 P 43  +  ^ 1 3 P 21 +  / ^ 4 3 P 24  ( 4 . 2 4 )
P l 4  =  ( 10)41  — 7 l 4 ) p i 4 — ^ 1 2 P 24 — ^ 1 3 P 34  +  i T ^ 2A P \ 2  +  * & 3 4 P l 3 ( 4 -2 5 )
The polarization can be calculated from the density matrix as,
P  =  Tr (W ) (4.26)
The solution to these equations usually proceeds in a perturbative manner, with some 
assumptions about the initial state of the system. We assume tha t initially (at t  =  — 0 0 ) the
system starts in the ground states 1 and 4 with no coherences, tha t is pf± =  N — pf^  =  No- 
The equations can also be integrated numerically when exact solutions for a given pulseshape 
are required. The perturbative solution to the equations requires that we expand the density 
matrix as,
p =  p(°) +  p^T -f p®  +  p(3) +  . . .  (4.27)
where the superscripts denote higher orders in the field interaction. To any given order, we
can then calculate the ntfe-order polarization as,
P (n) =  TV (ftp(n)) (4.28)
As an example, the 3rd-order polarization for the four-level system in Figure 4.1 may be 
written as,
P (3) =  (R 1 2 P2 ? +  /̂ 42P24 +  V n P u  +  M4 3 P3 4  +  c-c-) (4-29)
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We note that Eq. (4.26) can be extended to inhomogeneously broadened systems by mul­
tiplying with the probability distribution that weights the number of oscillators at a given 
frequency and integrating over the distribution. In either case, the polarization will have 
negative and positive frequency components,
P  =  ] T ( P  ̂ t y i k r r - m  + p ^ g - h V r - n ^ ) )  (4.30)
i
which we can substitute in Maxwell’s wave equations in a macroscopic medium,
where /ro is the magnetic permeability of the medium, taken to be the same as that of the 
vacuum, e is the dielectric permittivity of the medium, c =  1/,/epo is the speed of light 
in the medium, and J  is the current density in the medium. We drop the second term on 
the left side for the rest of the current discussion, as it does not apply to dielectric media. 
The above equation neglects transverse effects, i.e. the terms V(V • E), which are usually 
negligible in optics since the optical field vector hardly varies along the direction parallel to 
the propagation direction. The Maxwell wave equations allows us to find the electric field 
generated by the nonlinear polarization calculated using the density matrix equations, as 
described in the next section.
In general, the polarization may be expanded in powers of the field, with the suscepti­
bility tensor forming the coefficients in the expansion,
a  =  E*s,£i + E + Y.X%iE,EkEl +  . . .  (4.32)
i j i
where x ^  is the nt/l-order susceptibility tensor. The fact that P ^  is dependent on the 
nth power of the electric field is very useful in experiments as it allows for distinguishability 
between signals due to nonlinear susceptibility x^n\  and those from the first order suscep­
tibility which gives rise to the usual effects of linear absorption and dispersion [262]. 
Thus, the density matrix theory allows us to directly predict the susceptibility tensors, 
which are of great interest in pursuing a variety of technological applications.
4.1.2 Calculation o f Coherent N onlinear O ptical Signal
The experiments in this thesis are carried out typically in a standard pump and probe 
geometry [170], where the pump (E i) and probe (E 2 ) fields are overlapped on the sample
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and the probe field is then collected on a square-law detector. As seen in the previous 
section, the nonlinear polarization created by the pump and probe fields will in turn 
create an electric field E n l  through the Maxwell equations. Physically, the picture is that 
the pump and probe beams resonantly interacting with the nonlinear oscillators gives rise 
to a macroscopic polarization. Maxwell’s equations predict tha t the polarization will act as 
a source to generate fields coherently emitted along the phase-matched direction.
The calculation of the actual nonlinear field E ^ x  is then carried out by substituting 
Eq. (4.30) into Eq. (4.31), and making the SV E A  which neglects second and higher deriva­
tives in time and space. The SVEA implies tha t the envelope is varying slowly on the 
timescale of the optical period, which can be stated mathematically as,
f | « 0 | V ,  (4.33)
where U is the envelope of either the electric field or the nonlinear polarization. To calculate 
the field from the nonlinear polarization then along some direction k (taken as the z- 
direction), we set
Ejvjr, =  +  E ^ ( f ) e - i(k-r- Qit)
and substitute this along with Eq. (4.30) into Eq. (4.31). This yields, after neglecting 
second-order derivatives,
( 2 i f c ^ |p  -  k2ENL) +  +  t t2E NL) =  -  fi2P (3)) (4.34)
With the assumption of phase-matching i.e. k 2 — fi2/c 2 and using the SVEA again we get 
the Maxwell-Bloch equations,
=  ^p<»> (4.35)
dz  2e
For optically thin samples of length L, this can be immediately integrated to give,
E n l  =  ^ P {3) ( 4 . 3 6 )
The field so obtained, tha t we shall denote by E dt  is along the k? direction for the case 
of DT experiments, is proportional to the pump and probe electric fields and is detected 
along with the probe beam. We shall assume a square-law detector, and hence the signal 
is just the time-average of the square of the absolute value of the total field incident on 
the detector. Typically, in the experiment, one modulates the pump and probe beams at 
some frequency and uses a lock-in amplifier for phase-sensitive detection at the difference
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frequency. Thus, only those parts of the signal tha t are proportional to  the intensities of 
the pump and probe beam will be detected, allowing us to drop all terms in Eq. (4.26) that 
are not of this form. Further, the first-order (linear) polarization gives rise to modifications 
in the probe and pump beams through the refractive index and absorption, but will not be 
picked up in the lock-in due to the modulation. We may therefore neglect the linear terms, 
and write the total photocurrent induced on the detector as,
/OO |E d T +  E 2| dt (4.37)
-00
where Q is the detector response coefficient. The fields in this case no longer have any 
spatial variation because they are evaluated at the detector. Since we only detect terms 
that are sensitive to  both pump and probe modulation, this gives,
I d t  = 2 Q R [  j dt E d t -E*2 
QkL
( ^ j  d t p ( 3\ t )  (4.38)
To normalize for the effects of changing pump and probe transmissions, we usually divide 
by the probe transmission,
/OO dt |E 2(t) |2 (4.39)
-OO
Differential transmission as the name suggests, can be viewed as the differential signal 
obtained by subtracting the transmission of a probe beam when the pump beam is on from 
the transmission of the probe beam when the pump beam is off.
/ppump on rripump off
D T /T  =  tZL-— LSf.  (4.40)' rppump off v }Ipr
While certainly correct, the above viewpoint obscures the fact tha t the transmission of a 
coherent laser pulse through the medium can imprint quantum coherences that will persist 
long after the pulse is gone, and can affect the properties of another pulse that arrives much 
later in time. T hat is why Eq. (4.38) should be used to calculate the actual DT signal that 
is measured [97].
It is an interesting question to ask whether the Maxwell-Bloch equations are valid in 
the limit of a single QD. Certainly when considering a single QD, it is meaningless to talk 
about phase-matching or plane-wave propagation of the nonlinear polarization and fields. 
The radiation pattern of a single dipole oscillator is no longer a plane-wave. However, one
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may still ask the question of how much absorption the probe pulse undergoes in interacting 
with the single QD. The absorption of the probe pulse is proportional to the work done by 
the pulse, which in a time interval 5t is given by [262]
8 W  =  St J  • E 2 =  St • E 2 (4.41)
at
and integrating to obtain the total work done by the pulse,
/OO dt  P ( t )  • E 2(t)
-OO
which gives for time-harmonic fields
w = f  r  dtuj
\ J  — OO
where we substituted P  =  and a similar expression for E 2 , and used the SVEA to
neglect terms that are derivatives of the envelope functions, to obtain Eq. (4.42). Then the 
DT signal can be written as D T  cx —W  which is the same as Eq. (4.38). Thus we can still 
use Eq. (4.38) to calculate the DT signal from a single QD after obtaining the nonlinear 
polarization using the density matrix equations.
We also carried out FWM experiments in this thesis, where the signal in the direction 
2 k 2  — ki is detected directly using a sensitive photomultiplier tube. FWM is sensitive to 
different terms in the nonlinear polarization, and therefore can be used to obtain com­
plementary information from DT. As an example, transient FWM in an inhomogeneously 
broadened 2 -level system can be used to obtain the decoherence time (T *poie) of the dipole 
transition [36], while transient DT is sensitive to the decay time of the dipole transition 
( T f pole) [170], The FWM signal is given by,
/ oo „
dt |p (3)| (4.43)
-OO
An important technique used in previous experimental work tha t probed the spin co­
herence in semiconductors is FR [109,189,223,258, 333]. FR experiments are performed 
in the pump-probe geometry, but measure the pump-induced rotation in the polarization 
of the linearly polarized probe beam, usually by setting up a polarization analyzer after 
the sample and using lock-in techniques to measure the signal from the detector at the 
difference of the modulation frequencies (for a typical experimental setup see Ref. [179]). 
The use of FR to probe quantum coherence is not new, and extends back several decades,
P(i)-E$(i) (4.42)
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for example see Ref. [34]. The simplest way to understand the signal is by decomposing the 
probe beam into circularly polarized components, and calculating the birefringence caused 
by the pump [136,227].
I  f°°
& f = 2F 0 J_ dt ^ i P+ E l+ -  P - E l _ )  (4.44)
where L is the length of the sample, Iq is the probe intensity, and P± — K[P±e_ttJt] are the 
left (right) circularly polarized components of the polarization, with similar expressions for 
E 2 - Eq. (4.44) is not written in invariant form, but has to be applied separately for the 
cases when the probe is either s-polarized (E^ + — E% _) or p-polarized (E |+  — — -)•
4.2 E xperim ental Setup for Transient N onlinear O ptical Spectroscopy
Figure 4.2 shows the experimental setup used for carrying out transient nonlinear spec­
troscopy measurements. The laser system used was a Coherent Mira-90QD Ti:Sapphire 
oscillator system, operating at a repetition rate of 76 MHz. The Mira was pumped with 
either a Coherent Innova Saber argon-ion laser or a Coherent Verdi solid-state diode laser. 
The latter system showed significant improvement in performance categories such as sta­
bility, tuning range, ease of operation, and noise. The principles of Kerr lens mode-locked 
Ti:Sapphire oscillators are well known and will not be described here, but one may refer to 
the manuals for further information. The Mira-900D can be run in either femtosecond or pi­
cosecond modes. The femto-mode produces pulsewidths of ~  200 fsec while the pico-mode 
produces pulsewidths of ~  3 psec, with corresponding bandwidths of 7.5 meV and 0.4 meV 
around 760 nm. The pulsewidths change slightly as a function of the wavelength, but since 
our experiments are usually performed on the 4.2 nm QW whose emission is around 760 
nm, we shall only report the numbers at tha t wavelength. The experiments presented in 
Chapter 5 use primarily the femto-mode, combined with a pulse-shaper which is described 
below.
The bandwidth of the Mira in femto-mode is much greater than even the inhomoge- 
neously broadened PL linewidth ( ~  1.5 meV) in our sample, and so we used pulse-shaping 
techniques to reduce the bandwidth for selective excitation. Another advantage of pulse- 
shaping is that one may use the same laser to drive different pulse-shapers thereby giving 
us the ability to perform non-degenerate measurements where two laser fields at different 
frequencies are used for the measurements. The two fields obtained are by definition highly
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Figure 4.2: Experimental setup for transient nonlinear spectroscopy measurements. The pulses from the 
Mira can be shaped by the pulse-shaper or directly sent to the experiment using moveable mirrors. The 
pulses can be characterized in the time-domain using the g r e n o t j i l l e  or the cross-correlation setup, and in 
the frequency domain using a spectrometer. Traveling wave AOMs are used to impose modulation on both 
pump and probe beams, while simultaneously shifting the optical frequencies by 40 MHz. Mechanical delay 
lines (Newport model PM-500) allow us to change the relative timing between the pump and probe beams. 
The beams are focussed onto the sample placed in a magneto-optical cryostat using a 20 cm gradium lens.
mutually coherent which can be im portant when trying to probe quantum coherence tha t 
is excited through different coherent pathways [284,407].
Figure 4.3 shows an idealized passive 4-f pulse shaper schematic. The incoming light is 
dispersed by the grating, and imaged in the Fourier plane by the first lens placed a t a focal 
length away. The shaping occurs in this image plane, through a mask which filters various 
frequency components. The shaped pulse is then rebuilt through the other lens-grating 
pair. In the absence of any mask, the pulse shaper should be arranged to give rise to a 
dispersion-free pulse. In practice, the complete 4-f geometry can be made compact by using 
a mirror right after the mask. This is of course non-ideal and leads to a compromise between 
output power and the target pulse-shape. For our work, we used a 1800 grooves/mm grating 
blazed for 800 nm (ThermoRGL Model 83-06BK-330H) and an achromatic doublet lens of
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Grating
Figure 4.3: Passive 4-f pulse shaper schematic. The input light is dispersed by the grating, and shaped in 
the Fourier plane by the mask. The resulting pulse is rebuilt using the second lens-grating pair. The mask 
can also be replaced by an active element allowing for adaptive pulse shaping.
f =  2 0  cm.
The pulses emitted by the laser and after the pulse-shaper are characterized using both 
a second harmonic generation frequency resolved optical gating (SHG-FROG) instrument 
(Swamp optics model GRENOUILLE) as w ell as a cross(auto)-correlation setup. SHG-FROG 
allows one to characterize the intensity and phase of the pulses simultaneously, by spectrally 
resolving the auto-correlation of the pulse [310]. The GRENOUILLE is a variation of SHG- 
FROG where the thin nonlinear crystal is replaced by a thick nonlinear crystal which 
simultaneously provides the auto-correlation and spectral resolution functions, and the delay 
line is replaced by a Fresnel biprism. Since the traces are updated a t 10 Hz, the instrument is 
an excellent tool for real time alignment of the pulse-shaper (by a d ju s tin g  the lens d is ta n c e ) 
or the Mira laser (by adjusting the dispersion compensation prisms) for minimum a re a  
(time-bandwidth product) of the traces.
The alignment is reasonably verified  for our pulse-shaper setup from  Figure 4.4 (d) and 
(e) which shows the g r e n o u i l l e  traces directly fro m  the Mira and a f te r  passing through 
the pulse-shaper. As shown in Figure 4.4 (a), the pulse intensity is directly obtained from 
the GRENOUILLE trace (solid circles) while the autocorrelation t r a c e  is shown in open circles. 
The data was best fit to a Gaussian I ( t ) =  Iq exp(— -^p r~) where St is the full width at 
half maximum (FWHM) pulsewidth. From the g r e n o u i l l e  trace we obtain an intensity 
pulsewidth (St) of 203 fs, while the autocorrelation width (Sta) is found to be 386.3 fs. For
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«  No Slit
Figure 4.4: Experimental characterization of optical pulses, (a) Comparison of pulse intensity (after the 
pulse-shaper, without mask) as a function of time, obtained from the g r e n o u i l l e  and auto-correlation. 
Solid lines show Gaussian fits, with the auto-correlation width =  386.3 fs and the actual pulsewidth from 
the g r e n o u i l l e  trace =  203 fs. (b) Pulse intensity spectrum when there is no slit and with the slit closed 
down, with the corresponding FWHM S v  of 1.78 THz and 84.8 GHz respectively, (c) Corresponding time 
traces, as obtained through the cross-correlation. The FWHM of the cross-correlation trace, with the slit 
closed, is 5.36 ps. (d) g r e n o u i l l e  trace obtained directly from the Mira-900D laser in femto-mode. (e) 
g r e n o u i l l e  trace obtained after the pulse-shaper (without mask), showing th a t it is nearly dispersion free.
a transform limited Gaussian pulse, we expect 5ta/5 t  =  \/2, but we find the ratio here 
to be 1.9. Similarly, we also expect tha t the time-bandwidth product 8u8t — 0.44. Prom 
Figure 4.4 (b) and (c) we found that for optimal slit width and position, 5v — 84.8 GHz 
while dt — 5.36 ps which gives the product to  be 0.46, again in reasonable agreement with 
Figures 4.4 (d) and (e) where the g r e n o u il l e  traces show tha t the pulse-shaper is nearly 
dispersion free. We will use this time-bandwidth product to estimate the pulsewidth for 
those cases when the slit width is not as narrow as shown in Figure 4.4. Note tha t to measure 
the laser spectrum when the slit is closed down, we used either a high-resolution single­
grating spectrometer (Jobin-Yvon model HR-640) or a double-grating Raman spectrometer
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(Jobin-Yvon model Spex 1403). The g r e n o u i l l e  can  measure spectra to approximately 1 
nm resolution and pulsewidths lesser than ~  2.5 ps.
Prom Section 4.1.1, we know tha t the DT signal is proportional to the product of the 
pump and probe intensities. Lock-in detection leverages this fact to amplify the signal in 
a background-free manner, through modulation of the pump and probe intensities, and 
phase-sensitive detection at the difference or sum frequency. Two traveling-wave acousto- 
optic modulators (AOMs) were used to perform modulation of the pump and probe beams 
at a frequency of ~  1 MHz. The AOMs (IntraAction AOM-40N) were driven by the RF 
electronics setup shown in Figure 4.5.
The choice of modulation frequency around 1 MHz arises from several competing fac­
tors. Firstly, we cannot modulate higher than the repetition rate of the laser which would 
lead to “over-sampling” of the pulses. Secondly, the AOMs have a finite bandwidth of ps 5 
MHz around their carrier frequency of 40 MHz, which implies we cannot modulate at higher 
frequencies. Thirdly, we would like to modulate at high frequencies since nonlinearities due 
to thermal effects and other slow processes should presumably be weak at those frequencies. 
It had been found in earlier neutral quantum dot samples that these effects were in fact 
suppressed at modulation frequencies >1 MHz [243,244]. Finally, a useful fallout of mod­
ulating with AOMs is tha t the laser noise is significantly reduced at higher frequencies, as 
well as allowing one to pick higher reference frequencies to feed into the lock-in amplifiers, 
which diminishes the electrical noise. Further, the beams are taken from different diffrac­
tion orders (+1 and -1 respectively) which implies the optical frequencies differ by 80 MHz, 
resulting in damping of terms due to classical interference from mixing of the beams on the 
detector.
The setup shown in Figure 4.5 consists of two IntraAction ME405 AOM driver signal 
processors, which can synthesize a carrier frequency of 40 MHz modulated by an external 
output, and amplify the resulting signal to the levels needed to drive the AOMs. The 
modulation is supplied by two phase-locked Stanford DS-345 signal generators. The signal 
generators need to be phase-locked because they are subsequently used to generate the 
reference frequency for the lock-in amplifier, and any wandering in the phase of the reference 
signal will show up as phase noise in the lock-in, and could lead to artificial broadening 
of lines in frequency-domain nonlinear spectra. The reference frequency used is typically 
40 kHz for the measurements. It should be noted that we introduced around 10 dB of





















Figure 4.5: Circuit diagram for radio frequency electronics setup used to drive the AOMs. The mixer and 
band-pass amplifier together produce the reference frequency for the lock-in amplifier.
attenuation at both the inputs of the RF mixer used to generate the reference frequency. 
This is to avoid cross-talking between the pump and probe modulation arms caused by 
feedback through the RF mixer, otherwise we observe nonlinear signal without the pump 
beam on the sample. To regenerate the reference signal, a PA R I25 bandpass amplifier is 
used to amplify the reference frequency to a level of 300 mV p-p required for the lock-in 
amplifiers (Stanford Research SRS830).
Figure 4.6 shows two typical collection setups for performing polarization sensitive mea­
surements of either DT or FR. Figure 4.6(a) shows the setup used to detect simultaneously 
the DT signal when the pump and probe have the same or orthogonal circular polariza­
tions. The probe can be viewed as a combination of left and right circular components, 
which the A/4-waveplate converts to s- and p- polarizations, tha t are subsequently sent in 
different directions by the polarizing beamsplitter. The beams are detected on identical 
Silicon photodiodes tha t are reverse biased at 23 V by a battery, but the currents from 
the photodiodes are in opposite directions. Alternatively, we used the balanced detection 
setup shown in Figure 4.2 where the probe beam is split prior to the cryostat and collected 
on identical Silicon photodiodes that are reverse biased, and the currents are summed in 
a T-junction and sent to the lockin. The balanced detection was performed by adjusting 
the power on the reference arm, and monitoring a voltmeter. This approach requires that
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we perform separate scans for same (orthogonal) circular polarization configurations. Both 
approaches yield similar results, since common-mode laser intensity noise is reduced by 






F ig u re  4.6: Collection optics setup for (a) simultaneous detection in DT and (b) FR. (a) Collection optics 
setup for simultaneous detection in DT. The linearly polarized (LP) light is a superposition of components 
parallel and orthogonal to the circularly polarized (CP) light, and lockin 1(2) detects the parallel (orthogonal) 
configuration, (b) Collection optics setup for FR experiments. The A/2-waveplate after the sample is 
arranged at an angle for balancing the two photodiodes in the absence of the pump, i.e. by rotating LP 
light by 45°, and the difference signal is due to pump-induced rotation.
In Figure 4.6(b), the setup for FR  is shown, where the linearly polarized probe is rotated 
after the sample by 45°, and the beamsplitter sends equal intensities of light to the  two 
photodiodes. Pump-induced rotations will be picked up in the difference signal tha t is sent 
to the lock-in. FR  was only briefly attem pted in this thesis, but further improvements could 
be made in the setup by modulating the polarization rather than the intensity of the pump 
beam using for example a photoelastic modulator. In tha t case, the pump beam would vary 
between right and left circular polarizations, and the probe beam could be mechanically 
chopped [179]. The sample was placed in either a standard continuous-flow liquid helium 
cryostat (Janis model 10DT) or magneto-optical cryostat (Janis model 14CNDT). The 
latter cryostat was modified by placing large numerical aperture lenses close to the sample 
to enhance the collection efficiency for both single QD PL and DT studies.
4.3 Experim ental Setup for Frequency D om ain N onlinear O ptical Spectroscopy
Coherent and incoherent dynamics are both obtainable from transient DT and FWM 
measurements, but the availability of highly frequency-locked CW lasers provides an ex­
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tremely sensitive tool for studying the nonlinear response of materials. Furthermore, it can 
be shown tha t the signals in the frequency domain nonlinear spectroscopy measurements 
are not merely the Fourier transform of the signals in transient measurements [41,135,363]. 
As an example, transient DT experiments cannot extract information about perturbation 
pathways that lead to zero-delay terms (the so-called “coherent artifacts”) while such path­
ways lead to resonant denominators in CW non-degenerate DT experiments depending on 
the detuning of two independent mutually coherent CW laser fields [204,284], Another ex­
ample of the sensitivity of CW spectroscopy occurs when attem pting to measure extremely 
long decay times of either coherent or incoherent processes, which would require unwieldy 
and bulky delay lines in the time domain, whereas their signature in the frequency domain 




Figure 4.7: Experimental setup for frequency domain nonlinear spectroscopy measurements.
Figure 4.7 shows the experimental setup used for high-resolution frequency domain de­
generate and non-degenerated nonlinear spectroscopy measurements. In degenerate experi­
ments, the pump (E i, fl i)  and probe (Ea, O2  =  ^ 1 ) beams are obtained from a TkSapphire 
ring laser (Coherent model 899-29) which was frequency locked to a  temperature-stabilized 
Fabry-Perot external reference cavity. For non-degenerate experiments (fixed fifi, scan D2 ), 
the pump beam is from a frequency-stabilized dye ring laser (Coherent model 699-21), and 
the probe beam is from the 899-29. The 899-29 linewidth was found from measurements to 
be <  1 MHz (4 neV) while the mutual coherence bandwidth between the two lasers was 
found to be ~  4 MHz (16 neV).
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A variety of modulation techniques were used in this work for the CW experiments, 
because the fields can be modulated at higher frequencies. One example is shown in Fig­
ure 4.7 where standing-wave AOMs (IntraAction SWM-502AE3) are used to modulate at 
frequencies of 1 0 0  MHz, and a traveling-wave AOM is used to shift the optical frequency 
by 40 MHz, for reasons similar to that described in Section 4.2. Other modulation options 
include using traveling-wave AOMs directly, or using mechanical choppers. Lower mod­
ulation frequencies may be needed when trying to detect processes with extremely slow 
relaxation times. Since DT can be visualized as the transmission with the pump on sub­
tracted from the transmission with the pump off, if the process of interest is slow compared 
to the modulation period then there will be no change in the transmission due to that 
particular pathway, therefore washing out the expected signal.
We used a 20 cm gradium lens to focus the lasers onto the apertured sample for the 
experiments. A Silicon avalance photodiode (Hamamatsu model S3884) biased slightly 
below breakdown was used for detection, after determining tha t the bias voltage represents 
the best gain/noise ratio [352]. In this thesis work, we primarily used the CW spectroscopy 
in single QD studies so as to isolate narrow resonances from single charged QD trions or 
single neutral QD excitons, as detailed in Section 7.1. The degenerate experiments were 
used to measure the dipole decoherence time ( T * ^ 6) and the non-degenerate experiments 
allowed us to investigate pure dephasing processes and to measure the population decay 
time (T?ipole).
4.4 C h ap te r Sum m ary
Section 4.1.1 presented the four-level model and the density matrix master equations 
that are used to calculate the nonlinear polarization created in nonlinear spectroscopy exper­
iments. Section 4.1.2 demonstrates the application of the nonlinear polarization to calculate 
the experimental signals that are anticipated for different experimental configurations. The 
chapter consisted of a description of the experimental techniques for transient nonlinear 
spectroscopy (Section 4.2) and frequency domain nonlinear spectroscopy (Section 4.3). In 
the former section, we elaborated on the characteristic of the laser system and pulse-shaping 
apparatus used to produce laser pulses, and on the modulation and collection techniques. 
The latter section consisted of a brief description of the experimental setup, and on the
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advantages and utility of CW nonlinear spectroscopy. Starting from the next chapter, we 
will present the experimental results obtained using the nonlinear spectroscopy techniques 
that have been discussed.
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C H A P T E R  5
Transient N onlinear Spectroscopy: C oherent O ptical E xcitation  o f Electron
Spin C oherence
Semiconductor QDs feature prominently in many proposals for solid-state QC, due to 
the availability of a vast infrastructure for advanced fabrication techniques and the rela­
tive ease of integration into devices [228,261,285]. The qubit in optical implementations 
of QDQC schemes is usually represented by the state of the electron spin vector in the 
conduction-band ground state of a CQD [261,378,425], or the state of the excitonic optical 
Bloch vector denoting the presence or absence of an exciton in the QD [122,283,311], In 
the latter case, considerable progress has been made in demonstrating many of the key 
DiVincenzo requirements for QC [285], such as single qubit rotations [336,353,369, 390], 
quantum entanglement [284] and conditional quantum logic gates [408], However, the rel­
atively short decoherence time associated with the excitonic transitions ( ~ 1 0 0  psec in 
large dots [204,382] and ~1 nsec in small self assembled dots [245,320,321]) represents a 
limitation in such systems for the implementation of quantum error correcting codes.
By contrast, the electron spin experiences relatively weak interactions with its crystal 
environment, and theoretical predictions for the single spin decoherence time (T2 ) in GaAs 
QDs range from 1-100 ps [371,376,400,401]. A recent measurement of the spin relaxation 
time (Ti), which ultimately limits T2 , in single GaAs QDs estimates T\ ~  1 ms [437]. Long 
spin dephasing times (T2*), limited by inhomogeneous broadening, ranging from 3-100 ns 
have also been observed in bulk semiconductors [223,366], n-doped ZnSe QWs [189] and 
chemically synthesized neutral nanocrystals [258]. However, the measurements in the latter 
mentioned work are limited by the recombination time of the excitons that are created, and 
therefore do not measure the true spin coherence of an electron in the ground state of the 
QD. To date, the only other measurement of the spin relaxation time was in self-assembled
81
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InAs CQDs using nearly-resonant PL techniques to measure the degree of polarization of 
the recombining electron-hole pairs [365]. Their experiment does not, however, preserve 
coherence since the electron-hole pairs relax from continuum states and the spin polariza­
tion is created by incoherent optical pumping of the electron ground state, thereby only 
measuring the longitudinal spin relaxation time (T\ ~  15 ns). Therefore, it is important to 
excite and detect the spin coherence with resonant optical fields and measure the spin co­
herence time in CQDs, and to compare with theoretical predictions regarding the coherence 
lifetime. The alliance of ultrafast coherent optical control techniques and the long decoher­
ence times of single electron spins in QDs was proposed for quantum computation through 
optical coupling of the QD electron spin to cavity photons [261,273,292] and charged exci- 
tons [378,415,420,421,425,434] as discussed in Section 1.2. Hence, the study of the optical 
transitions of charged QDs is im portant for implementation of optically driven spin QC.
Section 5.1 exploits the power of transient nonlinear spectroscopy to measure the T\ 
and T2  times of the trion transition. In Section 5.2 we report on the coherent optical 
excitation of electron spin coherence in the ground state of charged GaAs QDs via the 
intermediate charged exciton (trion) state. Coherent optical fields are used for the creation 
and detection of the Raman spin coherence between the spin ground states of the charged 
quantum dot, which forms an integral part of proposals for optically driven spin based 
quantum computing [434]. The measured spin coherence time is likely limited by the nature 
of the spin ensemble, but approaches 10 ns at zero field. The results will further show that 
there are two contributions to the electron spin coherence: an induced part arising from 
coherent optical coupling of the spin states through stimulated Raman excitation, and a 
spontaneously generated coherence (SGC) arising from radiative recombination of the trion 
state into the spin states.
5.1 Ensem ble N onlinear O ptical Spectroscopy
Under photo-excitation with an above-gap ultrafast laser pulse, the excited carriers 
undergo evolution back to thermal equilibrium with the lattice. The initial excitation is 
coherent with the exciting laser field, and creates a macroscopic optical polarization, which 
undergoes dephasing through scattering from other excitons, carriers, impurities or lattice 
vibrations. While the dephasing process proceeds on the timescale of 7^ipoie, the carriers
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interact via Coulomb and phonon scattering to evolve from a non-thermal to a quasi­
equilibrium Fermi-Dirac distribution. Finally the electrons and holes recombine to return 
the semiconductor to equilibrium on the timescale of x ^ ipole. In the absence of pure de­
phasing processes such as the scattering events described above, rj ' t̂ pole — 2 T ftpoie. Probing 
the dynamics with DT and FWM reveals a wealth of information on the processes that 
underlie the evolution towards equilibrium, and on the differences between correlated sys­
tems such as semiconductors and non-interacting systems such as atoms. Several processes 
unique to many-body systems like band-gap renormalization, screening, phase-space filling 
and higher-order Coulomb-correlations impact the nonlinear spectroscopy measurements in 
semiconductors and semiconductor heterostructures and excellent reviews may be found in 
Refs. [101,170,322].
The setup for transient nonlinear spectroscopy measurements is shown in Figure 4.2 and 
discussed in Section 4.2. For the measurements discussed in this section, pump (E i) and 
probe (E 2 ) pulses were obtained from the Mira-900D operating in femto-mode and subse­
quent pulse-shaping to reduce the bandwidth sufficiently to allow for selective excitation 
within the spectrum. The resulting pulse bandwidth (FWHM =  0.84 meV) is still much 
larger than the splitting between the electron spin states, which is crucial for the observa­
tion of the Raman coherence, as described in Section 5.2. Coherent transient pump-probe 
measurements show tha t we are able to resonantly excite and detect trion states in the 
ensemble. In this chapter, the sample used was 612F-3NA, an unapertured piece of sample 
612F, which was mounted on a sapphire disk and etched for DT experiments as described 
in Section 2.3.
The DT spectrum is obtained by tuning the frequency of the laser fields using the pulse 
shaper while keeping the delay between the pulses at 6  psec. The DT signal was obtained by 
detecting only the probe beam, using balanced phase-sensitive detection, and the fields were 
modulated at ~1 MHz for lock-in detection at the difference frequency. The homodyne 
detected collinear four-wave mixing response thus measured is sensitive to both incoherent 
and coherent dynamics (see Section 4.1.2). A 25 cm focal length lens was used to focus the 
pump and probe fields onto the sample kept in a standard continuous flow liquid helium 
cryostat (Janis Model 10DT). Figure 5.1 (a) shows the nonlinear response from the 15- 
monolayer region of the 4.2 nm quantum well, in comparison to the PL spectrum. The 
correspondence to peaks earlier identified in PL as trions (T) and excitons (X) is clear.
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F ig u re  5.1: Differential transmission signal from an ensemble of CQDs. (a) Comparison of ensemble tran­
sient DT spectrum with PL spectrum. The delay between the pulses is fixed at 6 ps. (b) and (c) DT as 
a function of delay between pump and probe pulses. Data in (b) [(c)] corresponds to keeping the laser 
wavelength fixed at the solid [dashed] arrow shown in (a) denoting X[T], Both curves are then fit to biex­
ponentials, with slow components of 17.2 ±  4.8 psec (T), and 54.2 ±  8.5 psec (X). Fast decay times were 
found to be 7.3 ±  4.4 psec (T) and 6.1 ±  0.2 psec (X).
Figure 5.1 (b) and (c) show delay scans obtained with laser wavelength fixed at the X and 
T peaks respectively. Biexponential curve fits applied to the data yield fast and slow decay 
rates for both curves. For T, T fast ~  7 psec, while Tsiow ~  17 psec, whereas for X, T fast ~  6  
psec, and Tsiow ~  54 psec. The slow decay times are attributed to radiative recombination 
(known as T * poie), and the fast decay components to acoustic phonon-mediated spectral 
diffusion [214] which controls the establishment of thermal equilibrium among the excited 
carriers. Initial results from ensemble CW hole burning spectroscopy indicate narrow holes 
burned by the pump laser accompanied by spectral diffusion in these systems [435], and 
the radiative recombination times for X are in good agreement with earlier reports for the 
interface fluctuation QDs [204,382]. Time-resolved PL measurements for T in wider QWs 
have reported timescales around 4-10 times longer than the values reported above [216, 
307]. However, the additional confinement in QDs would tend to increase the electron- 
hole wavefunction overlap and thereby enhance the radiative decay rate. Thus, the results 
are consistent with a picture of localization of trions and excitons by the monolayer high
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islands. The narrow resonances observed in single QD linear (Section 3.3) and nonlinear 
spectroscopy (Section 7.1) provide further evidence for the above picture.
In actual data  analysis, however, difficulties arise from variations in the ensemble mea­
surements as the laser frequency or position on the sample are changed, which make the 
interpretation harder. As noted in Chapter 2, the presence of a large number of surface 
states leads to a built-in electric field in the sample in the absence of illumination. Under 
non-equilibrium conditions such as photo-excitation, carriers tha t are possibly trapped in 
low-lying defect states or in donors tha t migrated to the QW region become localized by the 
dot potential, leading to the formation of trions under resonant excitation. As an example, 
excitation with a white-light source or a green HeNe laser or temperature drift leads to 
changes in the relative strength of the X and T peaks, as also observed in the PL spectrum 
(see Figure 2.6). Thus, it is clear that changes in the charge distribution in the sample could 
drastically affect the signal, and we observed variations both in the sign and magnitude of 
the relative amplitudes of the fast and slow exponential decay terms.
Self-diffracted FWM measurements, with signal detected on a photo-multiplier tube 
(Hamamatsu Model R928) in the 2ki — k 2  direction, are shown in Figure 5.2. The FWM 
signal can be viewed as the diffraction of the pump field from the grating formed by the 
interference between the pump and probe fields. The measured FWM signal from the 
X (T) resonance decays exponentially on a time scale of ~  3 (4) psec. In the presence of 
inhomogeneous broadening, the decay time in self-diffracted FWM corresponds to [36], 
which yields T% k, 13 (15) for the exciton (trion). In the low-field x ^  regime, the signal 
strength is expected to vary as i f  1% and our measurements were carried out in this regime 
but under near-saturation conditions for maximum signal to noise. However, by lowering 
the intensity further, changes in the decay times were observed. As shown in Figure 5.2 (b) 
I 2  as long as 28 psec for the trion were measured after performing a careful study of the 
power dependence of the decay times [407], Again, slight variations in the decay time were 
noted with the laser frequency and position.
The power dependence arises because an ensemble of semiconductor QDs does not cor­
respond to an ensemble of non-interacting two-level systems. As the intensity is increased, 
many-body effects come into play that lower the dephasing time. The study of many-body 
correlations using transient DT and FWM experiments is an area of intensive research, and 
a great deal of work has been done on modeling the nonlinear response in DT and FWM
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F ig u re  5.2: Four-wave mixing measurements on am ensemble of CQDs. (a) FWM signal obtained at the X 
resonance, as a function of the pump-probe delay. The symbols +  (•) represent data taken with the power 
fixed at the dashed (solid) arrows shown in the inset. The data are fit to an exponentially decaying function 
(solid curves), yielding exponential decay times of 3.2 ±  0.2 ps (5.3 ±  0.2 ps), which then yields T% =  12.8 ps 
(16.2 ps). Inset: Plot of FWM signal strength as a function of the pump power i f  .(b) FWM signal obtained 
at the T resonance, as a function of the pump-probe delay. The symbols +  (•) represent data taken with 
the power fixed at the dashed (solid) arrows shown in the inset. The data are fit to exponentials, yielding 
exponential decay times of 3.8 ±  0.4 ps (7.2 ±  0.3 ps), which then yields T2  =  15.2 ps (28.8 ps). Inset: Plot 
of FWM signal strength as a function of the pump power i f .  Power dependence and low intensity FWM 
scans courtesy of Dr. Xiaoqin Li [407].
using modified semiconductor Bloch equations for a mean-held Hartree-Fock approach and 
quantum kinetics theory when the mean-held theory starts to fail [101,170,322]. The focus 
of this thesis work is however on the optical manipulation of the electron spin states in 
CQDs, rather than on the possible many-body effects tha t are present. We will therefore 
proceed to ignore these, except insofar as they might represent higher-order terms that 
would need to be taken into account in a more complete theory. The im portant point to 
note is that T2  and T\ obtained for the trion optical dipole transition do not seem to devi­
ate significantly from that of the excitonic dipole. The above conclusions will be borne out 
further in Section 7.1 where single dot measurements using frequency-stabilized lasers are 
described.






Figure 5.3: Excitation level scheme and selection rules for a CQD. In the  excitation picture, the CQD 
ground states are labeled by electron spin sta tes along the x-axis split by j3oge,xB x, and the trion  states 
are labelled by the  heavy-hole angular m om entum  projection along z-axis, as explained in the tex t. Solid 
(dashed) lines denote transitions excited by cr+(a ~ )  light. The dipole m atrix  elements are derived in Sec­
tion 3.2 to  be M t-.x- =  -/**-,*+  =  ~ pe+ ,  =  Mi+1*+ =  P «-
5.2 R am an Q uantum  B eats D ue To E lectron Spin C oherence
An essential ingredient for quantum logic operations is the coherent manipulation of the 
qubit wavefunction, along with the ability to perform a complete bit flip, collectively known 
as qubit rotations or Rabi oscillations. In this section, we report on the coherent optical 
excitation of electron spin coherence in the ground state of a CQD ensemble via resonant 
excitation of the intermediate trion state. Coherent optical excitation, resonantly enhanced 
by dipole coupling to the trion state, leads to a quantum mechanical superposition of the 
electron spin states, which we detect through the time evolution of the quantum phase.
As shown in Section 3.1, the Hamiltonian for the electron in a CQD leads to the exci­
tation level scheme shown in Figure 5.3. In the absence of any magnetic fields, the Zeeman 
sublevels (|m z =  ± 1 / 2 ) =  [z± ))  of the electron spin in the conduction band ground state of 
a CQD are assumed to be degenerate, where the z-axis is taken to be the growth direction. 
The singlet trion state consists of paired electron spins bound to a heavy-hole, which implies 
its total angular momentum projection is determined purely by the heavy-hole angular mo­
mentum direction ( \ J h h z  — ±3 /2) =  |t± )). Application of a  magnetic field (Bx) along the 
x-axis (Voigt geometry) aligns the electron spin states parallel and anti-parallel to the field, 
denoted by the eigenstates |a?±) =  (|z+) ±  \z—})/\/2, and causes a splitting Hojc =  /3o9e,xBx 
between the eigenstates; where /?q is the Bohr magneton and ge,x is the electron g-factor
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along the x-axis. As discussed in Section 3.2, due to the large splitting between the heavy- 
hole and light-hole states induced by quantum confinement, the hole angular momentum 
is pinned to the growth direction and cannot follow the magnetic field, resulting in van­
ishing g-factors for the hole in the x-direction [77,79,110,428]. Thus, the trion states are 
unaffected by the field and optical transitions can occur with a ~ (a +) circular polarization 
between \x^)  —* |t—)( |t+ )) , as shown in Figure 5.3.
The set of three levels { |i—), |*±)} and transitions thus engineered through the appli­
cation of the magnetic field corresponds, in the language of quantum  optics, to a A-system 
where the two nearly-degenerate ground states are not susceptible to decay. These systems, 
and their counterparts the V-systems, have been used to demonstrate a variety of fasci­
nating phenomena such as electromagnetically induced transparency [83,84,184,377,416], 
lasing without inversion [56,67,70], slowing [259] and storage of light pulses [340,346,392]. 
The basis for all these effects is the non-radiative quantum coherence, often referred to  as 
a Raman coherence, created between two closely-spaced levels th a t are coupled to  a com­
mon state(s). Previous works have probed the Raman coherence quantum  beats due to 
excitons in semiconductors by means of transient nonlinear spectroscopy [80,215,373,446]. 
As reported in Section 3.3, the characteristic signatures of single QD trions and excitons
r (c)(b)
=i«s
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Figure 5.4: DT signal obtained for SCP and OCP configurations in th e  Voigt geom etry a t th e  trion  and 
exciton resonances, (a) D T signal at an in-plane magnetic field B x =  6.6 T  obtained w hen th e  laser pulse is 
tuned  to  selectively excite the T  resonance. Solid (dashed) lines show signal obtained for S C P  (O C P) pum p 
and probe fields, (b) D T spectrum  w ith the  pulse delay fixed at +10 ps. T he shaded region is the pulse 
spectrum , and arrows at T  (X) label th e  trion  (exciton) resonances, (c) D T signal at th e  X  resonance for 
B x — 6.6 T  showing no oscillations, (d) D ata  shown is difference between SCP and O C P  signals at the T 
and X resonances.
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in magnetic fields were detected from an apertured piece of a similar sample (912F-2A). 
Measurements by our collaborators on the sample 612F showed a vanishing hole g-factor as 
well as a small electron g-factor that implies a maximum splitting hwc ~  80 /reV at the high­
est fields reached in our experiment [384]. The sample was placed in the superconducting 
magnetic cryostat and maintained at a temperature of 4.8 K in the Voigt geometry.
Figure 5.4(b) shows the spectrum obtained by fixing the delay between the pulses at 
+10 ps and tuning the laser, with two peaks corresponding to trions (T) and excitons (X) 
trapped in charged and neutral QDs, respectively. The binding energy for the trion of 
2.7 meV extracted from the spectrum is in good agreement with tha t obtained in [384]. 
In Figure 5.4(a)[(c)], the data obtained as a function of delay when the laser is tuned to 
resonantly excite charged QDs at T[X] is shown. When the laser fields have the same (SCP) 
or orthogonal circular polarization (OCP), long-lived oscillations are observed that differ 
by a 7r-phase shift. We can isolate the oscillatory part of the signal by subtracting the SCP 
and OCP data, which is plotted in Figure 5.4(d) when the laser is tuned to X or T. We 
monitored the intensity dependence of the signal and all the data shown in this paper were 
taken in the x ^  regime. Note tha t there were no oscillations at the T resonance for any 
of the linear polarization configurations, and when the sample was placed in the Faraday 
geometry, with field parallel to the growth direction.
The long-lived oscillation at the trion energy shows the predominantly coherent evolution 
of the quantum mechanical superposition of the QD electron spin states. In contrast to the 
T resonance, tuning the laser to the X resonance results in vanishing of the beats. No 
oscillations are observed at the exciton energy in the Voigt geometry, due to overdamping 
caused by the small exciton g-factor and the short recombination time ( ~  50-100 ps) 
that limits the coherence of optically injected electron spins in neutral interface fluctuation 
QDs [204,284, 381,382]. The absence of oscillations may be viewed from the standpoint 
that because QD excitons correspond to a V-system, where the upper states can decay due 
to exciton recombination, the Raman coherence lifetime cannot exceed the recombination 
time.
We performed a careful study of the magnetic field dependence of the oscillations at T, 
and the data at a few representative magnetic field values is shown in Figure 5.5. The data 
shown in Figure 5.5(a) was fitted using the equation,
DTscp^ocp =  C1e~2VtT +  C'2 e~7sT cos(wcr  -  <f>) (5.1)
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F ig u re  5.5: Magnetic field dependence of the spin quantum beats, (a) DT signal obtained by taking the 
difference between data for SCP and OCP configurations at different magnetic field values. Solid lines denote 
fits obtained using Eq. (5.1). (b) The fitted values for huic and k y s are plotted as a function of the field. The 
solid lines are linear fits to the data, which yields a in-plane 5-factor \ge,x\ — 0.13. The zero-field intercept 
for h'fa is 0.067 fie V , which implies a zero-field decay time of 9.8 ns.
and the resulting values for Twjc and foy8 are plotted in Figure 5.5(b) as a function of the 
field. The oscillation frequency is expected to depend on the splitting between the states 
which allows us to extract the value of \ge,x\ to be 0.13 in good agreement with [384]. This 
technique does not allow us, however, to determine the sign of ge<x.
We can understand the results using the density matrix formulation for the four-level 
scheme shown in Figure 5.3, wherein the pump pulse coherently excites the Raman co­
herence (px+ia;_) to second order in the field, and the probe pulse converts this to a non­
linear polarization ( p t - tX- )  th a t co-propagates with the probe field. This polarization is 
phase-sensitively homodyne detected with the probe pulse by a square-law detector in the 
experiment. The coupled equations for the Raman coherence and the nonlinear polarization
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between the levels (|a:±), \t±)}  are given in the rotating-wave approximation by,
P t - , x -  =  - i (u>9 -  -  p x - , x - )  +  i ^ E ^ { t ) p t - , t+
~  ^2 J^^+(t)Px+,x- (5.2)
p t + , x -  =  -  i 'Y t )p t+ ,X-  -  i ^ E - ( t ) ( p t+it+ -  p x - , x - )  +  i ^ E + ( t ) p t+ , t -
~  i7jj-E~-{t)px+,x~~ (5.3)
(T) (T)
P x + , x -  — ~i(p*c ~~ i ' J s )Px+,x— ~  P x+,t— +  *2J^E + { t )  p  x +,t+ ~  i ~ 2 f r E + ( t ) p t - , x —
~ i £ E l ( t ) p t+}^  (5.4)
where the electric field tha t appears in 7Zij (see Eq. (4.15)) is given as,
Ei = - ( e +Ei_ +  e~Ei+ + c.c.) (5.5)
with
Ei±(t) =  £i(t -  r ^ v r - W - n ) )  (5>6)
and 7 i , 7 s are the dephasing rates for the trion and spin coherence, respectively, ug,uic 
are the energy splittings u>t-,x-  and u;x+>x_, respectively, p is the magnitude of the dipole 
matrix elements, and E ± ( t ) is the total field polarized along the e T  basis vectors. In addition 
to the above, there are several other equations describing the complete four-level system 
given in Eqns 4.16-4.25, and the calculation of the full third-order polarization involves 
solving them in a perturbative manner (see Section 4.1.1). However, Eqns 5.2-5.4 are 
sufficient for the purpose of gaining intuition regarding the behaviour of the signal. Note 
that the above equations have been obtained from Eqns 4.16-4.25 by setting the decay rates 
F 2 3  =  0,r4i =  0 , all population decay rates to be identically I \  and all dipole decoherence 
rates to be yt . The selection rules derived in Section 3.2 are also shown schematically in 
Figure 5.3. One possible pathway for reading out the Raman coherence through the pump 
and probe fields may be represented schematically as [2 1 ],
Ei(o-) E*(er_) E2(ff*) J P t - , x -
P x —,x— ' * P t —,x— “ P x+,x— ~ ”  * \
Pt+ ,x—
The above Raman process leads to the third order nonlinear polarization along the k 2
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direction,
/£ ,* _  =  3  r  d h  f l dt2 r  dt3 ( - i p E 2+(t1) )e - i^ - ^ i- ^ x
\ Z f l )  J  „ OQ J — CO J — oo
p f + ^ = ~ ^  r  dtx t  dt2 r  dt3 ( - i PE 2^ ( t 1))e~i^ i^ t- ^ x
{ A l l )  J — OQ J — oo j —oo
3 ) ) e - i K - n t ) ( t 2 - t 3 )  ( 5 . 8 )
When we use 5-function pulse shapes for the optical fields, we get,
p t , x -  =  r^ f e(t ~ T ) 0 ( r ) e - * ^ - i'>'*)^-T)e - l(a;c- i'>,̂ T (5.9)
(in.)'
and an identical expression for where the Heaviside unit step function is given by
!0 t <  0,1 t >  0
The third order polarization due to the Raman coherence at the frequency uj9 is therefore, 
P > 9 )(Scp) =  pix^ p t , x-  =  (5.10)
P R^ g)(ocp) =  Mx-,i+pf-,x+ =  -  r ) 0 ( r ) e - iK - ^ ) ( i- T)e - i^ ^ ' ) T (5.11)
The homodyne detection of the above nonlinear polarization with the corresponding probe 
pulse gives the DT signal, as defined in Eq. (4.38)
D T R(scp) oc J ° °  dtS(t -  Ty n2{i~T)eI  • e_ e- i ^ g-n t)(t-r)e- i ^ c- i l3)r^
= cos(wcr)  exp(—7st) (5.12)
D T R{ocp) oc - 9  ^  f  dt 6(t -  r )ejn2(t-T)€^  . e+ e-*(ws-i7t)(t-T)e-i(u/0- i7 .)^
=  — cos(o;cr)  exp(—ysr) (5.13)
showing there is an oscillatory component to the DT signal at the frequency of the Zeeman 
splitting with a 7r-phase shift between the cases for SCP and OCP, as observed in the data. 
Further, for a circularly polarized pump and linearly polarized probe pulse, the nonlinear 
polarization is given by Eq. (5.10) ±  Eq. (5.11) for s-polarized (p-polarized) probe fields. 
In either case, the DT signal due to the Raman coherence is given by,
D T R(clp) oc 3? ^ J ° °  dt6(t -  r )ein^ - T)(eI ±  e%) ■ (e_ e+ )e_i(w®-i7 t)(t- '’V <(Wc“ i7<>T^
(5.14)
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which vanishes, in accordance with our experiments.
There are also many incoherent pathways, wherein diagonal density matrix elements 
corresponding to population are created in second order of the fields, which lead to a third- 
order polarization. One possible pathway is,
E b O  E J ( o - )  E  2 (<tT) J P t - , x -
P x —,x~ * P t —1X  — * p t ~ , t — * \
 ̂ P t+ ,x -
The second order population created during this process is given by,
No f l
J-c
= 7 ^ 2  t  dt± r  d t2 [ ( - i ^ l +(*i))e-2rt(t- tl)( i^ i+ ( i2 ))e - i{u’»-i'Y*)(tl- t3) + c.C.
— oo  J —oo L
(5.15)
where 2 Ft is the trion recombination rate, obtained by setting Fi — F 2  =  F t in Figure 4.1. 
We can then proceed to calculate the DT signal due to this incoherent pathway in the same 
manner as for the coherent process. In the limit of 5-function pulses, we performed the 
complete theoretical calculations by solving the coupled set of equations (Eqns 4.16-4.25) 
and obtained the signal to be,
DTscp~ocp =  exp [—(Fx +  F 2  +  2 F 23) t ]  +  exp ( - 7 4 1 T) cos(w4 1 r)  (5.16)
which reduces to  tha t in Eq. (5.1) when F 2 3  =  0, Fi =  F 2  =  T*, 7 4 1  =  j s, anduqi — u>c. The 
first term in Eq. (5.16) arises from the incoherent pathways mentioned earlier. The second 
term gives rise to the beats in the DT signal, and arises from the coherent pathways. Hole 
spin relaxation, which would give rise to decay between the two trion states or between 
the spin states is thus found to affect only the first term, but not to affect the beats. The 
approximation T2 3  =  0 is reasonable, since hole spin relaxation in QDs is theoretically 
expected to be much lower than electron spin relaxation, due to the vanishing hyperfine 
interaction with the nuclei [452]. Electron spin relaxation (F4 i) does not affect the result 
either because the bandwidth of the laser pulse (in the 5-function limit as well as in the 
experiment) is much greater than the splitting, therefore the effect is lost when integrating 
over the change in population. We would like to call to the reader’s attention the theoretical 
prediction tha t </> =  0 , C2  =  1 , which is in contradiction with the experimental results to be 
presented in Section 5.3.
It is important to note that, in agreement with the complete theory, we did not observe 
beats in the Faraday rotation signal (within the signal to noise of ~  5 x 10~ 5  degrees) in our
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experiments. The polarization symmetry of the dipole matrix elements leads to complete
cancellation of all the terms in Eq. (4.44) for either s- or p-polarized probe fields. This is 
in contrast to earlier experiments tha t probed the spin coherence using Faraday rotation in 
undoped chemically synthesized nanocrystals [258], bulk n-doped GaAs [223] or in a two- 
dimensional electron gas [189], The reason for the vanishing of FR beats in our experiments 
is due to  the polarization symmetry, the on-resonant excitation and the small sample length 
traversed by the optical fields.
Figure 5.5(b) shows tha t the experimentally obtained decay rates depends on the field. 
A possible explanation for the observed trend is that the p-factors are inhomogeneously 
distributed because of differences in the quantum confinement potentials among the dots. 
Suppose that is truly a constant, independent of the field and tha t we have a Gaussian 
probability distribution for the Zeeman splittings,
where Sc =  /3q5ge,xBx is the width of the distribution due to the variation in the p-factors. 
We can integrate Eq. (5.10) weighted by W(u>c), and obtain,
and the resulting parameters (wc, qs, Sc) are plotted in Figure 5.6 as a function of the 
magnetic field. While the oscillation frequency is well described by a linear fit, the values
7 s is not a constant, nor is 8C well fit to a straight line. There is also a clear anti-correlation 
between j 3 and 5C, with j s increasing whenever 8C decreases, showing that the fitting may 
not be entirely trustworthy, due to the many adjustable parameters. Therefore, either the
dependence is still not well understood at this point, but the zero-field intercept for the 
decay rate gives a dephasing time T% ~  10 ns, which is much smaller than the T2 ~  50 fis 
predicted by theory (Section 3.4.1).
(5.17)
P * H )  CX e ~ ^ 9- n t ) ( t - T ) e - 7 sr e - ( V ) V “ A e _ (5.18)
which clearly shows how the decay of the oscillations becomes Gaussian and can depend 
on the magnetic field, implying tha t we were probing T2*. We fit the oscillations to the 
function,
DTSCp-.OCp — B\e  2Ftr +  B 2e( 7,r)e "V- cos(tacr  -  (f>) (5.19)
for ys, Sc do not conform to our expectations from the simple model above. We observe that
data is not good enough at this time to test this model, or the model is incorrect. The field
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F igure  5.6: Fit parameters huic, h-js, hSc, obtained assuming a Gaussian distribution of (/-factors, (a) Plot 
of fkOc and h ys obtained by fitting the data with Eq. (5.19) as the in-plane magnetic field is varied. The 
extracted (/-factor from the Zeeman splitting is ge<x =  ±0.13. (b) Plot of M c obtained by fitting the data 
with Eq. (5.19) as a function of the in-plane magnetic field. The solid line is a rather poor linear fit to the 
data from which we obtain Sg =  0.005.
In order to understand this discrepancy, we note tha t as per the discussion in Sec­
tion 3.4.1, the primary mechanism for spin relaxation in GaAs QDs is hyperfine interactions 
with the N  ~  106  nuclei in the QD. That discussion did not consider the ensemble nature 
of the electron spins, but concentrated instead on the ultimate limits on T2 , the single spin 
decoherence time. The ensemble nature of the QDs however is obviously crucial in our 
experiment. The spin of an electron in an orbital state ^ (r)  experiences the magnetic field,
B» = ^ ; { E ± h b ( i9 ) |2)w (5.20)
which is obtained by taking the expectation of Eq. (3.41) over the ensemble of nuclear wave 
functions.
Let us assume initially tha t the spin relaxation of an ensemble of localized electrons 
through the hyperfine interaction proceeds in the limit of complete decoupling between the 
orbital and spin states of neighbouring electrons. Hence, we may consider each electron 
in the QD ensemble to be interacting purely with the hyperfine field of nuclei within its 
wavefunction. We showed in Section 3.4.1.2 that fluctuations in the electron spin precession 
take place due to spectral diffusion caused by the hyperfine interaction. When considering 
an ensemble of CQDs, the electron spin in each CQD experiences a different B n . Thus,
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
96
spatial variations in B n lead to inhomogeneous variations of the precession frequencies 
of different spins, with the distribution proportional to the rms of B n, and depend on 
whether the nuclear spins are in a thermal or non-equilibrium distribution. The width of 
the distribution caused by the electron-nuclear interaction sets the ultimate limit on the 
spin dephasing time ( T |) at low magnetic fields. The effects of inhomogeneous broadening 
on lead to broadening of ESR lines, for example, of donors in Silicon [13] or GaAs [196], 
An order of magnitude estimate for the contribution to inhomogeneous broadening from 
the hyperfine interaction can be made as follows: the electron wavefunction interacts with N  
nuclei in the dot through the hyperfine coupling constant A  (?s 90 /xeV for GaAs), and hence 
the interaction per nuclei is A; ss A / N . The average rms phase gained can be obtained in 
a random walk phase model to be (A /h N )V N .  Hence, the time scale of the fluctuations in 
the electron spin coherence caused by the hyperfine spread in frequencies is h s fN /A  ss 6  ns 
for N  =  106  nuclei, comparable to the zero-field intercept obtained above. For a localized 
) electron in GaAs QDs, Merkulov et al. carried out a more detailed analysis, obtaining a 
decay time [376],
where JT (A j ) 2  =  1.2 x 10- 3  meV2, and Ij =  3/2 for all the nuclei. Again, for N  ~  106  
nuclei, we obtain Ta ~  4 ns. Hanle effect measurements by our collaborators on a single 
charged QD, gives Ta ~  4 ns [433], in agreement with the above equation and our results. 
For a single electron, it is clear tha t the time-averaged measurement will also yield the same
echo experiments, as shown for example in Si [11,426].
As pointed out in Section 3.4.1.2, at high magnetic fields, we can ignore the electron- 
nuclear spin-flip mechanism. In tha t regime, temporal fluctuations in the precession fre­
quency, which occur due to nuclear dipole-dipole interaction, are by nature irreversible 
causes of decoherence and ensemble spin dephasing. The electron Zeeman levels split by 
the hyperfine field will undergo shifts which vary randomly with time. The typical fluctua­
tion time scale (rc) in GaAs is given by the precession of a nucleus in the field of neighbouring 
nuclei, which is on the order of 1 0 0  fis, while the precession frequency of the electron is 
ojo ~  27r ( 1  GHz) even in modest magnetic fields. Since the random kick imparted by the 
inter-nuclear interaction is in the regime l o q t c  >  1  it cannot lead to motional narrowing of
(5.21)
result as above. Due to the static nature of the broadening, it can be removed through spin-
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the electron spin coherence. The single spin decoherence time is primarily limited by the 
inter-nuclear interaction, as discussed in Section 3.4.1, and gives T<i ~  50 ps. This corre­
sponds to the limitation on the coherence due to the lifetime broadening caused by the rate 
of the spectral diffusion process.
The last point we wish to address is the long spin dephasing time (T2* ~  100 ns) observed 
in n-doped bulk GaAs. Strong orbital correlations, for example due to intersite hopping, 
or spin correlations, for example due to  direct exchange interaction, between neighbouring 
electrons can occur in bulk materials. Then motional narrowing (see Section 3.4) can take 
place, and the ensemble spin dephasing time (T2) is much longer than the single spin 
decoherence time (T2 ). The effect is pronounced for donor electrons in GaAs, because as 
the donor density is increased the overlap between different donor site wavefunctions is large 
even for low densities ( ss 101 4  cm-3 ) but should be ineffective for a QD since presumably 
the electron is truly localized. References [223,366] measured the ensemble spin dephasing 
time (T |) as a function of the doping density in bulk GaAs and observed an increase in 
the dephasing time as the donor density was increased upto «  1 0 1 4  cm - 3  and then a 
decrease. The decrease, as explained in Reference [366], arises from an increase in pure 
dephasing events th a t reduce the interaction time between localized electrons and nuclei 
thereby reducing the motional narrowing.
5.3 A nom alous V ariation o f B eat A m plitude and P h ase : E vidence for SGC
Consider the data  shown in Figure 5.7(a) and (b) where we have plotted the beat 
amplitude (C2 ) and phase ((f)) obtained from the fitting procedures (solid symbols) as a 
function of hu>c. The data in the figure were obtained as follows: the DT data as a function 
of delay at each magnetic field were fitted either using the nonlinear Levenberg-Marquardt 
algorithm (as implemented in M athematica and Kaleidagraph) with Eq. (5.1) as the fit 
function, or by a linear-prediction least square fitting procedure1 tha t does not rely on initial 
parameter estimates [45,63], The mean of the fit parameters obtained was then plotted in 
Figure 5.7 and the error bars establish the systematic errors in the fitting procedure obtained 
from the standard deviation. The variation of the C2 and cf> parameters as a function of 
the splitting has not been observed in other quantum beat experiments using transient
1We would like to thank Dr. Andrea Bragas, Dr. Jiming Bao and Prof. R. Merlin for pointing out this 
technique and allowing us to use their code.
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F igure  5.7: Anomalous variation of beat amplitude and phase, (a) and (b) show the changes in the am­
plitude (C2 ) and phase (<fi) of the oscillations as a function of the splitting, with the error bars establishing 
the systematic errors calculated. Solid (dashed) black lines denote theoretical predictions for these param­
eters with(without) the effects of SGC included. In numerical calculations, the optical pulses are assumed 
Gaussian with the intensity given by T ( uj) =  exp(—w2/2cr2) (a  — 0.35 meV). Gray lines are obtained by 
plotting the results assuming 5-function pulses given by Eq. (5.25) as a function of the splitting using the 
experimentally obtained values for Ft and
nonlinear spectroscopy in semiconductors [80,215,373,446], or in experiments which probed 
the spin coherence using Faraday rotation [189,223,258],
This effect is unexpected since, in the limit where the pulse bandwidth is much greater 
than the Zeeman splitting and optical coupling of the spin states to the trion is independent 
of the splitting as shown in Figure 5.3, the amplitude and phase shift of the Raman coherence 
generated by the pump pulse should be a constant. Our intuition is further confirmed by 
the theory discussion in Section 5.2 which predicts in Eq. (5.16) that the amplitude and 
phase of the oscillatory component in the signal should remain unchanged as the field is 
varied. Numerical simulations with Gaussian pulses (dashed lines in Figure 5.7(a) and (b)), 
whose spectral power density is given by T(u>) =  exp(—w2 /2(x2) (a =  0.35 meV, FWHM —
0.84 meV), are in close agreement with the calculation assuming d-function pulses, and both 
are in contradiction with the experimental results [436]. The results cannot be explained 
either by a shift in the resonance, as we found that the nonlinear spectrum does not change 
as the magnetic field is varied (data not shown).
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The magnetic field dependence confirms the existence of the spontaneous emission of 
the trion state into a coherent combination of the two spin states, known in the atomic 
physics literature as SGC [94,102,229]. Spontaneous emission is commonly considered to 
destroy coherence, but in the present case, the Zeeman splitting fkoc is comparable to or 
even smaller than the trion decay rate 2 I \ ~  7.8 peV, so different transitions can couple to 
the same modes of the electromagnetic vacuum, for instance the transitions between |t—) 
and |x±) can couple to the same vacuum mode with polarization cr~, and thus the vacuum 
fluctuation creates coherence between the final states (|a;±}) of the spontaneous emission 
process.
Hitherto, our discussion has neglected this term in the master equation for the Raman 
coherence where
p x + , x - \ sgc =  r t {pt+,t+  -  P t - , t ~ )  (5.22)
should be added to Eq. (5.4). The above term represents SGC due to the decay of the 
trion level, as predicted for A-systems when the transition dipole matrix elements are non- 
orthogonal (see Appendix A ). This condition does not occur in most atomic or semiconduc­
tor systems where quantum beats have been observed [34,80,215,373,446], One possible 
perturbation pathway for the SGC effect can be represented schematically as,
P t - , t -  f
E i(o-) EJ(o-~) f 1 E2(<t=f) I P t - , x -
P  x —,x — y P t —, x — > I J- f * 1
 ̂ J { p t + , x -
Px+,x —
Using Eq. (5.15), the above perturbation sequence (in the limit of 5-function pulses) leads
to the polarization,
-N0Tt r* rh ft2 rh
oSGC -
P t    yX    — m U  /  dt l  I '  d h  f  2 d h  f  3 dUJ —CO J —oo J — oo J — oo
' ( - i p E 1% (t3 ))(ipE 1 + (t4 ))e - i^ - ^ )^ - t4) +  c.c
e - 2 r tr _  e-i{uc-i~ts)r
e —j(o>c—i js)  (d ~ *2 ) g —2E t (i2 —*3 )
2iNoYtp i
(2 Tj y.s) iwc
(5.23)
(2h)3
We note that, in comparison to Eq. (5.7), the polarization created by the SGC term is of 
opposite sign. The amplitude also depends on the Zeeman splitting and the difference of 
the recombination rate and the spin decoherence rate. The DT signal is obtained in the 
usual manner to be,
n T sgc _  2 r > ee~2rtT _  r (2 I \  -  7a) cos(a>cr)  ^ s in (w cT) 1 .
^ s c p - o c p  w 2 + (2r t -  7 s ) 2  U +  (2Tt — y3)2 w2 + (2T* — 7s)2J 1 j
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Thus, we see tha t the beats in the signal will have a varying amplitude and phase that
total amplitude and phase of the beats obtained on combining Eq. (5.16) and Eq. (5.24) 
can be found,
Taking into account the full four-level system, the above equations were still found to hold.
how the amplitude increases as the Zeeman splitting becomes large in comparison with the 
recombination rate, and also approaches the result expected in the absence of SGC (black
precession, so the SGC cancels the conventional Raman coherence. In the strong magnetic 
field limit, the rapid spin precession averages the SGC to zero. This explains the observed 
field dependence of the spin beats in Figure 5.7. As the Zeeman splitting increases from 
zero to much larger than  the radiative decay rate, the beat amplitude increases until it 
saturates at the value calculated without the SGC effect, and the phase shift increases from 
close to — 7t/ 2 to zero.
The solid black lines in Figure 5.7(a) and (b) represent the complete numerical calcula­
tions using Gaussian pulses whose spectral power density is given by T{u>) = exp(—o>2 /2cr2), 
with a — 0.35 meV [436]. The only parameters in the theory were the recombination and 
spin decoherence rates, obtained from the experimental fits tha t were described earlier. 
The theoretical prediction for the trends in C% and <f> closely matches with the experimental 
data, as well as the results for 5-function pulses, although there does seem to be significant 
deviation for <j> from experiment at large splittings for both the numerical and analytical
One possibility for the deviation in the theory for cf> could be due to the inhomogeneous 
Gaussian distribution in the splitting described in Eq. (5.17). Integrating Eq. (5.23) over 
the Gaussian distribution and combining with Eq. (5.16) gives,
depends on the Zeeman splitting and the recombination and spin decoherence rates. The
arctan arctan
(5.25)
Eq. (5.25) is plotted in Figure 5.7 (a) and (b) as indicated by the gray lines, and shows
dashed lines). When the magnetic field is weak, the trion decay is much faster than the spin
solutions.
j-xrpsgc—gauss  _  —7sr ■ 
J J 1  beats ~  e  e ( 2 ) cos ( u j c t )  + 2 Fi ^©(r -  ro)Q[ieluJcTZ (z 0 +
(5.26)
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where
2(2F t 7 s) ^ wc . (2Ft 7 «) t Nr„ =   g  , «, = -  -  —  , (5.27)
c
i>(z) =  exp(—z )(1 +  erf(zz)) is the plasma dispersion function, (5.28)
2 f z _ 2erf(z) =  —— / dt e_t is the complex error function. (5.29)
V 77 Jo
Assuming a distribution in g-faetors of <5 <7/<? ~  10%, we generated delay curves with 
Eq. (5.26) and fitted it with Eq. (5.1) from which we can extract the theory prediction 
for C<2 and <f>. It was found that the presence of inhomogeneous broadening actually washes 
out the effect on the phase, and we found that the result approached the case where there 
was no SGC present. The analysis therefore seems to support our claim that inhomoge­
neous broadening does not seriously affect the spin quantum beats, and that the deviation 
between theory and experiment is still not well understood at this point.
The results still strongly support our conclusion tha t SGC plays an important role in 
affecting the Raman coherence, demonstrating the unanticipated and interesting effects 
that come into play when coupling between nearly degenerate ground states and a decaying 
excited state is taken into account. Because of the fundamental role of the SGC effect in 
the interaction between the dissipative environment and the multi-level system, including 
atoms and artificial atoms (as in the present case), there have been numerous theoretical 
studies since the early 1990’s [59,94,102,229,278,317,386,441], but there had been no ex­
perimental observation of an excited-state population decaying to a ground state Raman 
coherence. Vacuum field induced contributions to the coherence between ground states can 
also lead to a coherent combination of ground states tha t is “dark” . Such “dark” states 
created by the spontaneous emission are responsible for the prediction of holes in spectral 
lines, known as spontaneous emission cancellation (SEC) [20,27,173,231,254]. Experimen­
tal observation of SEC has been reported [172], although the results are still a m atter of 
controversy because the level scheme tha t the authors used for the demonstration can be 
similarity transformed into a basis tha t contains a metastable state [203]. There have been 
no convincing observations therefore in atoms of either SGC or SEC. In atoms, the diffi­
culty of observing SGC arises from the very special conditions tha t must be simultaneously 
satisfied: (i) non-orthogonal transition dipole moments and (ii) the near-degeneracy of the 
ground states. However, the observation of atom-photon entanglement in m Cd+ ions by 
Blinov et al. demonstrates that such level schemes can be implemented in atoms and that
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correlations between the spontaneous emission and the atomic state do exist [431]. The 
SGC effect is unambiguously demonstrated in our experiment by the observed field depen­
dence of the spin beat amplitude and phase shift, and the significant agreement between 
theory and experiment. The observation of SGC in the IFQDs is favored not only by the 
relatively large radiative decay rate as compared to the spin precession rate, but also by the 
ability to tailor the quantum states in the artificial atoms by magnetic field and by doping.
5.4 C hapter Sum m ary
In Section 5.1, we showed tha t the optical transition to the excited states of a charged 
QD, i.e. the singlet trion state, is characterized by T^ipoie and T * poie values that are simi­
lar to those for neutral excitons, and does not suffer from excess dephasing processes. The 
resonant optical generation of electron spin coherence through the stimulated Raman inter­
action with the trion states allowed us to observe spin coherence and measure the coherence 
lifetime in Section 5.2 although much remains to be understood about the dependence on 
the magnetic field and temperature. Theoretical calculations were presented for the signals 
observed, and found to be in discrepancy with the experimentally measured trend for the 
variation of beat amplitude and phase with magnetic field. Upon including a term in the 
master equation which takes into account the vacuum field induced contribution to the co­
herence from decay of the trion population into a coherent superposition of the spin ground 
state, we showed in Section 5.3 that we were able to nearly completely explain the functional 
behaviour of the amplitude and phase of the spin quantum beats. In the next chapter, we 
will show tha t the spin coherence generated by optical pulses can be coherently controlled.
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C H APTER 6
Transient N onlinear Spectroscopy: C oherent O ptical Control o f E lectron Spin
C oherence
The advent of the laser has given scientists a new tool in the quest for control of the 
natural world. An immediate application of the laser, in particular high-power pulsed lasers, 
that suggested itself was for selective breaking of bonds in molecules to 'affect the yield of a 
chemical reaction. This approach was pursued intensively with a great deal of success until 
it became clear tha t the incoherent excitation of a bond in complex polyatomic molecules 
led to the redistribution of the energy into the normal modes of the system, thereby defeat­
ing the goal of selective control (see [108,238,348] and references therein). However, it was 
proposed in the late 1980s to use quantum interference, by harnessing the laser coherence, 
to achieve what incoherent techniques had failed to do. One idea involved quantum inter­
ference between single and multi-photon pathways to the same excited state [57,197] while 
another proposed to initiate wavepacket dynamics with a laser pulse that undergoes quan­
tum  interference with wavepackets created by subsequent pulses [51]. Earlier work on atoms 
using phase-locked pulses had already shown the feasibility of using pairs of pulses, combined 
with the power of nonlinear processes to affect the final state of atoms [30,31,230]. Exper­
imental demonstrations of such concepts were later realized for control of photoionization 
involving one-photon and three-photon pathways in atoms [74,98] and molecules [86,145]. 
Rapid progress followed in the field as phase-locked sequences of pulses and highly com­
plex synthesized pulse-shapes were used to study molecular fluorescence [78, 87], control 
the photodissociation of molecules [81] and to map and control localized atomic wavepack­
ets [65,276], References [108,238,304,348] provide a review of the great progress tha t has 
been achieved, as well as providing some preview of future challenges in the area.
The application of coherent control techniques to solids did not lag far behind and shortly
103
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
104
thereafter, phase-locked pulses were used to coherently control the exciton density [130], ori­
entation [192], and spin [333] in QWs. A staggering variety of control experiments with 
pulse sequences have been achieved including acoustic phonons in semiconductors [240,342], 
optical phonons in thin metal films [159], electron dynamics in metals [194], intraband co­
herences in micro-cavity enclosed QWs [267], electron-LO-phonon scattering in GaAs [236], 
and magnetization memory in thin ferromagnetic films [389], The analog of the multi­
photon quantum interference technique to generate pure charge and spin photocurrents in 
semiconductors was also proposed [68,147] and achieved [404,422].
However, the short dephasing times of the elementary excitations even in QW structures 
made significant progress in quantum control hard to achieve. Recently, neutral semicon­
ductor QDs with their discrete density of states have been shown to have long decoherence 
times [204,321], and coherent control of the QD exciton population both in the weak and 
strong field regime have been demonstrated [205,353,453], As shown in Chapter 5, long- 
lived spin coherence, with lifetimes at least an order of magnitude greater than the exciton 
coherence in neutral QDs, can be optically excited in CQDs with ultrashort laser pulses, 
and a natural direction to pursue is whether the spin coherence can also be controlled 
through coherent optical means. Furthermore, for quantum computation, it is important 
to have the capability to  manipulate quantum superpositions between the spin states, and 
not just to generate and detect the coherence. In this chapter, we outline the results of a 
set of experiments which show tha t coherent optical fields can be used to control the spin 
coherence.
6.1 Quantum  Interference o f C ontrol an d  Prim ary Tw o P h oton  Processes
Chapter 5 showed tha t the spin coherence between the nearly-degenerate ground states 
of a charged QD can be coherently generated and detected by taking advantage of the 
resonant enhancement with the trion dipole transition. The idea of using a stimulated 
Raman process (SRP) which couples two closely spaced ground levels to an excited state, 
and thereby mediates coherence or population transfer between the ground levels, has been 
used in atoms and molecules previously [26,202]. Stimulated Ram an scattering (SRS), 
wherein sub-picosecond light pulses are used as the source of coherent energy supplied to 
the medium, has been widely used for exciting rotational wavepackets in molecules [290,
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291,303], surface acoustic waves [450], coherent plasma and phonon oscillations in bulk 
semiconductors [75,129,131,138,193] and QW structures [150]. Here we combine SRPs 
with phase control techniques to manipulate the spin coherence in the ground state of 
charged QDs.
Figure 6.1: Double-sided Feynman diagram s illustrating two-photon processes leading to  quantum  inter-
As discussed in Section 5.2, the beats in the DT signal arise from the coherent path­
way for the evolution of the third-order off-diagonal density matrix elements. Quantum 
interference can take place between two such coherent pathways as shown in Figure 6.1. 
Double-sided Feynman diagrams are used to illustrate the evolution of the density matrix 
elements [44]. We consider for simplicity the three level A-system illustrated in Figure 6.1, 
with two nearly degenerate ground states labeled |0 ) ( =  \x—)) and |1 ) ( =  |aH-)) and an 
intermediate trion state labeled |T) ( =  |f—}). The diagram Figure 6.1A shows one possible 
coherent pathway for creation of the spin coherence p1 0  in which one pump photon from the 
pump pulse creates the intermediate dipole coherence pTQ and the second photon from the 
pump pulse converts the dipole coherence to a spin coherence p10. Figure 6.1B illustrates 
the corresponding two-photon SRP involving the control pulse, and the addition of the two
j i >  < o | I I )  <«!
<01
+
1 0 )  ( O f  
A
l - F )  T r i o r .
<Q!
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ference. A. Double sided Feynman diagram  wherein pla  is created by a tw o-photon process initiated by the 
first pum p pulse Ep. T he A-system model for the process is shown below th e  Feynm an diagram. B . Double 
sided Feynman diagram  wherein p10 is created by a two-photon process in itiated  by the second pum p pulse
Ey»
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diagrams leads to  the quantum interference. The perturbation sequence, to third order, 
corresponding to the first diagram is,
E P (< r-)  E*p ( 0  E x ( ^ )
p 0,0 --------- ► P T f l  -----------> P l ,0 > P T ,0
and the sequence for the second double-sided Feynman diagram is,
Ey(<r~) Ey(cr~) Ex(ffT)
POfi --------- > P T ,0 ----------- ► P 1,0 -----------* P T fl
Figure 6.2 shows the modified Michelson interferometer for generating the pair of phase- 
locked pump pulses tha t will initiate and control the spin coherence. The input pump pulse 
is split by the first beam splitter, and one arm (labeled by ry) consisting of a right-angle 
prism mounted on a mechanized translation stage (labeled TS-Y, Newport model PM500) 
provides delay adjustments tha t can range from 100 fs to  1.2 ns. The other arm (labeled 
t p ) consists of a mirror mounted on a piezoelectric translation stage (PZT) that can be 
controlled to sub-fs precision. The PZT is driven by a high voltage power supply (Stanford 
Research Systems PS325) that is GPIB controlled. The phase-locked pump pulse pair is 
recombined on the second beam splitter and then re-directed to the sample, while making 
sure that both pump and control fields have nearly the same power when they reach the 
sample. The probe pulse delay (rx) which is used to detect the effect of the pulse pair on 
the spin coherence is set as usual through another mechanized delay stage (TS-X). The 
collection optics setup is the same as in Figure 4.6 (a), which allows for detection of the 
difference between SCP and OCP DT signals on a single scan of the rx delay stage. The Mira 
laser is operated in pico-mode for the experiments, and tuned to the transition energy of the 
trion as shown in Figure 5.4. The sample (612F-3NA) is mounted in the magneto-optical 
cryostat in the Voigt geometry, and the magnetic field B x is held at 2.2 T.
The data is collected by fixing the delay r y ,  and scanning the delay t x  between 0 and
1.2 ns. Figure 6.3A shows the data obtained in a three-dimensional plot with ry varied 
from 100 to 400 ps. The vertical blue line in the figure marks the arrival of the pump 
pulse, and the diagonal blue line denotes the arrival of the second control pulse. The range 
of variation shown in ry corresponds to going through a full period in the spin coherence 
evolution i.e. 2it/ u>c. The starting point for ry is set as 100 ps, so as to avoid contributions 
to the signal from recombination, which has a decay time ~  85 ps. Constructive and 
destructive interferences take place between the spin coherence initialized by the first pump
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F ig u re  6.2: Experimental setup for coherent optical control of spin coherence. The modified Michelson 
interferometer creates a pair of phase-locked pump pulses, labeled by Ep and E y ,  with the delay between 
the two given by t =  ry — t p . The probe pulse delay (tx) is controlled by another translation stage.
pulse and tha t initialized by the second control pulse, depending on the time delay between 
the pulses. A simple visual image of the process is to imagine th a t one strikes a (quantum) 
bell with a hammer tha t initiates ringing. The ringing may be enhanced or destroyed by a 
second hammer strike tha t is correctly phased to achieve the desired result. The stimulated 
Raman interaction provides the impulse necessary to begin the spin coherence evolution, as 
discussed in Section 5.2.
Figure 6.3B shows the complete destructive interference in the spin coherence caused 
by the arrival of the control pulse a t ry — 120 ps. The constructive interference caused by 
arrival of the control pulse at tv =  240 ps (red) is shown in Figure 6.3C, where we have also 
plotted the spin coherence evolution (blue) as a function of the rx delay when there is no 
second control pulse. The green area marks the difference between the two. The theory will 
show that, due to the finite decoherence rate 7 S, the beat amplitude should be enhanced by 
a factor of ~  1.73 through constructive interference. The experimental data is in the ratio 
(6.78/3.79) 1.8, in good agreement with the theory.
The coherent control experiment was modeled for the complete four-level system of the
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Figure 6.3: Experimental data demonstrating coherent optical control of electron spin coherence. A . DT 
signal plotted in color as a function of t x and t v . The signal plotted is the difference between SCP and 
OCP data. B. Lineout through the data in A  (shown by horizontal dashed lines) at r y =  120 ps, showing 
complete destructive interference in the spin coherence. C. Lineout through the data in A  (red) a t t v  —  
240 ps, showing constructive interference in the spin coherence. Also shown is the data with only one pump 
pulse (blue) with the green area marking the difference. D. Vertical lineout through the data in A  at t x  
=  620 ps, showing the interference as r y is varied (solid circles). The open blue circles are obtained from a 
classical first-order auto-correlation between the pump and control fields.
CQD as shown in Figure 5.3 using two pump fields and a probe field in the field-matter 
interaction potential, and the calculation carried out in a manner similar to that described in 
Chapter 5 with 5-function pulse shapes for all the fields. Taking the experimental conditions 
into account, the final expression for the expected DT signal when considering only the 
double-sided Feynman diagrams shown in Figure 6.1 is,
D T s e p - o c p  oc [ I p  cos( ujc (t x  -  Tp))e~7i(7i~'Tp) +  I y  cos( ujc ( t x  -  T y ) ) e ~ l3{Tx~ Tv)}
(6.1)
+  [ l p e ~ 2Tt('Tx~ rp '> +  l Y e ~ 2T t(Tx~ Ty)]
As expected from physical intuition, the first bracket corresponds to the quantum inter­
ference between the coherent pathways and the second bracket corresponds to quantum
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interference between the incoherent pathways. We note tha t by setting the tx — r y  delay to 
be large compared to F ^ 1, we are able to neglect the second bracket and therefore consider 
only the quantum interference between spin coherence created by the pump and control 
fields. Theoretically, for complete constructive interference and assuming qs =  0, we ex­
pect the signal to be twice as large compared to the case for a single pump pulse. Prom 
the extracted value h js ~  0.88 //eV, we obtain an enhancement factor of 1.73. Further, 
Eq. (6.1) shows tha t as ry is increased, the spin coherence created by the first pump pulse is 
decaying, thus we cannot achieve complete constructive and destructive interference since 
the two terms will not have equal strengths. This is observed in the experiment for the 
larger r y delays as seen in Figure 6.3A where in the upper regions of the plot, the data no 
longer has a clear line of destructive interference.
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F ig u re  6.4: Complete set of double-sided Feynman diagrams for the two-photon processes leading to the 
spin coherence. The final diagram C occurs when the first photon is from the pump and the second photon 
from the control pulse, and only lasts as long as the intermediate trion coherence is preserved.
The previous section showed tha t the spin coherence can be manipulated with coherent 
optical fields by phasing a second optical pulse at the right time in the evolution of the 
spin coherence created by the initial pulse. The manipulation takes place on the time scale
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set by the Zeeman splitting between the spin states of the CQD, which is 2ir/ujc «  100s 
of picoseconds due to the small g-factor in our particular GaAs QD system. It would be 
interesting however to ask the question if we can achieve control with femtosecond precision 
of the spin coherence using the time scale of the optical frequency instead. Quantum 
mechanics provides an affirmative answer, because of the fact tha t one must sum up all of 
the possible pathways which can lead to the spin coherence. Figure 6.4C includes another 
Feynman diagram tha t was missing in Figure 6.1 for the two-photon SRPs mediated by the 
pump and control photons that can lead to a spin coherence. Quantum mechanics demands 
that we include this pathway also in the theory, which leads to the following equation for 
the signal,
D T scp- ocp oc [ I p  cos{luc(tx -  Tp ))e~ ' r̂ Tx~ rp'> +  l y  cos(Qc(rx -  Ty ) )e ~ '1s{-Tx~ Ty')
+  2 y / l p l y  cos{ujg{Ty — rp ) +  u>c(tx -  Ty ))e~~'ys(Tx~ Ty ê ~ 7t(Ty~ Tp ]̂ +  [ l p e ~ r t (rx~ Tp^
+  j y e -2 D (^ -n ,)  +  2 ^ / I p l y  cos{ujg{Ty -  Tp ) ) e - Vt{-Tx~ ry h ^ Ty - T^ }
(6 .2)
We note tha t the third term in each bracket in Eq. (6.2), which is due to the third 
diagram in Figure 6.4, corresponds to a SRP where the first photon is provided by the pump 
pulse and the second photon by the control pulse. The intermediate quantum state is the 
trion dipole coherence, which decays with the rate 7 *, and experimentally was determined 
to be 7 t~x ~  20 — 40 ps (see Section 7.1). Hence, modulation in the intermediate state will 
affect the final spin coherence, and the natural optical frequency of the intermediate state 
implies ultrafast manipulation is possible. Once again by setting the probe delay t x  — ry 
to be large (227 ps) compared to the dipole decay time scales, we can neglect the entire 
second bracket. However, we also keep the control-probe separation t x — ry fixed so as 
to avoid any changes in the amplitude due to this factor in the first bracket. As seen in 
Figure 6.5, we collected the DT data under the above conditions, while varying the rv delay 
on a femtosecond scale with the PZT. A quantum interferogram (QI) was taken by scanning 
the PZT at each different coarse delay (ry), thus varying rp on a femtosecond time scale, 
and a sample scan is shown in the inset to Figure 6.5 when ry =  7 ps. Each scan is fit to a 
cosine from which the amplitude is extracted, and denoted by the solid circles in the data. 
The envelope shows a clear decay as expected, from which it should theoretically be possible 
to extract the trion coherence decay rate as shown in Eq. (6.2). However, inhomogeneous
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F igu re  6.5: Quantum interferogram demonstrating femtosecond coherent optical control of the spin coher­
ence. The T y  coarse delay controlled by TS-Y translation stage is stepped, while the PZT (rp) is scanned. 
Inset: Expanded view of the gray region in the main plot, showing oscillations in the spin coherence as the 
phase is varied between the pump and control pulse.
broadening and finite pulsewidth effects complicate this simple picture.
Let us consider the Raman coherence created by the SRP involving the pump and control 
photons, by solving Eqns 5.2-5.4 to the second order,
Px+M t )  =  - ^ 2  / ^ ^ 1 ^ ^ 2 (- ^ P ^ + (t 1 ))e - i(^ - ^ )(^ l)(ip E p+(i 2 ))e - i(^ ^ )(fl^ )
(6.3)
In Appendix B we show tha t this integral can be solved analytically for finite Gaussian 
pulses, under the approximation that the pulsewidth is much shorter than any of the decay 
rates in the problem. To be precise, we assume tha t the electric field amplitude is given in 
Eq. (5.5) by,
{ tP
£{t) = £oexp ( - - j (6.4)
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with the Fourier transform defined by
/ OO d t£ (t)e iut (6.5)
-OO
=  So exp ( —̂ “ 2 )  (6 -6 )
where a = =  (1/s), s =  and 8iu,St are the FWHM in the frequency and
time domain of the intensity (as obtained from a spectrometer or autocorrelation). The 
assumption of Gaussian pulse-shapes is not strictly necessary for evaluating as
shown in Appendix B, but allows the final DT signal including inhomogeneous broadening 
to be evaluated analytically. In fact, all that is required for the analytical evaluation of the 
integral is tha t we probe the signal at time (-rx — ry) »  s, which is certainly satisfied by 
our experimental conditions. Further, we will assume that all the fields E; are degenerate 
and tha t the center frequency coincides with the center frequency of the inhomogenously 
broadened trion transition (fh =  Q =  o>°). We can show in Appendix B tha t the coherent 
contribution to the DT signal from SRP(C) including the inhomogeneous broadening of the 
trion transition is given by,
D T ™ %  =  c o s ^ r ,  -  t p )  +  u>c(rx -  ry)) (6.7)
where a = ^  r/g =  N/pf~o and 8tog is the FWHM of the Gaussian distribution
in the transition frequency of the trion state. The equation shows tha t due to the large 
inhomogeneous broadening (5uog ~  1.5 meV) in the trion dipole transition, we expect the 
decay to be dominated by essentially the Gaussian decay in the pulseshape, since r)g cr. 
Further, the equation also reproduces the result from Eq. (6.2) where we note the DT 
signal oscillates as a function of the delay between the pump and control photons at the 
frequency of the trion transition, i.e. on the femtosecond timescale. To extract the trion 
dipole decoherence time from fitting the above equation to the data directly is difficult. 
However, we may adopt an alternative approach as discussed below.
From Eq. (6.7) given above, we can consider only the envelope of the QI shown in 
Figure 6.5. We plot the envelope of the QI in Figure 6 .6 , and we also plot the envelope 
of the classical first-order autocorrelation function of the electric field, that is the classical 
interferogram (Cl). The Cl envelope is obtained in identical fashion as the QI, except that 
we remove the sample and allow the pump beams to fall on the detector directly, rather
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F igu re  6.6: Comparison of the envelope obtained from the quantum interferogram and the classical inter­
ferogram. The delay here is between the pump and control pulse, i.e. ry — rp. The solid lines are Gaussian 
fits to the data, described by Eq. (6.8) for the classical interferogram envelope and Eq. (6.9) for the quantum 
interferogram envelope.
than the probe beam. Thus, from the Wiener-Kintchine theorem, we know that the Cl is 
just the Fourier transform of the power spectral density [133],
where t  = ry — rp and we drop any constant factors from now onwards. From Eq. (6.7),
It is clear from the above equations th a t the QI envelope should be displaced from the Cl 
envelope backward in time by an amount to — 2 qta, and the shift is clearly reflected in the 
data of Figure 6 .6 . However, the shift predicted by theory seems to be the opposite of the 
shift in the experiment. Because we assumed in the theoretical calculations that the control 
pulse follows the pump pulse (ry — rp > 0), the above equation for the QI is not valid for 
negative delays. When the control pulse precedes the pump pulse, we obtain,
(6.8)
( 6 .9 )
Q le n v  — e
( - ( T p - T „ ) + 2 7 f a ) 2
(6 .10)
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The equation makes sense now when we interchange the role of the pump and control pulse,
i.e. T y  T p . This yields a positive shift in the QI envelope relative to the Cl envelope, 
as observed experimentally. We can thus obtain, by fitting the Cl data as shown, the 
parameter a. From this, and the fit to the QI data, we can obtain both the inhomogeneous 
width and the dipole dephasing time. The various parameters are given by,
s =  a ~ l — 4.43 ps, to =  0.658 ps, a = 12.001 ps2  
from which we obtain
hrjg =  0.44 meV and 7 4  =  0.0274 ps" 1 =4- = 36.5 ps
The obtained inhomogeneous FWHM and trion dipole dephasing time is not in complete 
agreement with the numbers obtained from the DT and FWM data in Section 5.1, but are 
of the same order of magnitude and hence represent reasonable agreement of the theory 
and the experiment.
6.3 Chapter Sum m ary
We have shown in this chapter that coherent optical control of the spin coherence can be 
achieved by taking advantage of the quantum interference between various pathways leading 
to the spin coherence. In the experiments covered in Section 6.1, we used the interference 
between two photon processes created separately by the pump pulse and the control pulse 
to enhance or reduce the spin coherence amplitude. In Section 6.2 we used interference 
between two photon processes where both pump and control fields were present to achieve 
femtosecond control by modulating the intermediate state.
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CH APTER 7
C oherent N onlinear O ptical Spectroscopy o f Single C harged Quantum D ots
The experiments presented in Chapter 5 and Chapter 6  demonstrate that the trion state 
is clearly well suited for performing coherent optical manipulations of the electron spin in 
the ground state of charged QDs. However, the measurements were limited by the ensemble 
nature of the CQDs th a t were probed. A key requirement for optically driven spin based QD 
QC is the ability to coherently manipulate a single electron spin, and to drive qubit rotations 
(Rabi oscillations) between the spin states. Coherent optical control of a single electron 
spin through the trion state requires the ability to address a single spin, and demands a 
deeper understanding of the physical properties and parameters characterizing the optical 
transition between the ground states of a singly charged QD and the trion state. Exciton 
based quantum logic gates that have been demonstrated in our group [408] could not have 
been realized without the initial experiments on the linear and nonlinear optical properties 
of single QD excitons carried out by earlier workers [204,244, 284,332,364,368,381,382], 
The first step in the pathway to QD spin QC with optical fields is therefore to characterize 
the optical transition between the spin states and the trion states at the single QD level. 
Section 7.1 is devoted to exploring measurements on the nonlinear optical spectroscopy of 
single charged quantum dots.
As shown in Section 5.2, the electron spin coherence in the ground state of charged QDs 
is extremely robust against dephasing, and persists up to 1 0  ns for vanishing magnetic field. 
However, due to the ensemble nature of the electron spins tha t were probed, the spatial 
fluctuations in the hyperfine interaction from one QD to another limited the observable 
coherence. In Section 7.2 we demonstrate the coherent excitation of electron spin coherence 
down to the single electron level. The measurements show no decay over the scan range of 
600 ps, in contrast to  the Raman coherence between excited states of a single neutral QD.
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7.1 N onlinear Spectroscopy o f Single Charged QDs
In Section 5.1, transient DT and FWM measurements were presented on the unapertured 
sample (612F-3NA) which showed that the trion dipole decoherence time (T*poie) and the 
population decay time ( I^ ipoie) were comparable to tha t of the excitonic transition. For 
the remainder of this section, we drop the superscript with the understanding that we 
are only concerned with the optical transitions, and not the spin states. The drawback 
to the transient measurements presented in those sections were that they probe ensemble 
properties of CQDs, and furthermore, are sensitive to effects such as spatial and spectral 
diffusion over the area of the laser spot. Thus, we noted certain features like bi-exponential 
decays in the DT signal and a decrease in the FWM decay times as the power is increased.
By contrast, we will show in this section tha t when probed on length scales ~  1  /rm 
or lesser, the trion dipole transition is well described by a simple non-interacting two-level 
model. The data in this section is from the sample 912F-2A, however similar results were 
obtained from sample 612F-2A and 612F-3A as we will see in the subsequent sections. We 
performed frequency domain coherent nonlinear optical spectroscopy measurements, with 
the experimental setup described in Section 4.3. Modulation of the optical fields at ~  
100 MHz using standing-wave AOMs, combined with homodyne detection on an avalanche 
photodiode and standard lock-in detection techniques, allows us to phase sensitively detect 
the coherent nonlinear optical signal (CNOS) in the sample.
7.1.1 R esonant A ddressing o f Single Trion S tates
Figure 7.1(a) shows a degenerate (fix =  f^ )  nonlinear spectrum taken with the Ti:Sapphire 
laser through a 0.7 gm  aperture (2,B), at a temperature of 4.8 K, tha t exhibits sharp atomic- 
like resonances characteristic of the discrete density of states expected. The temperature 
dependence shown in Figure 7.1(b) was used to identify those peaks in the nonlinear spec­
trum that correspond to excitons and trions. The three narrow resonances tha t are clearly 
visible in Figure 7.1(a) with peak positions at 1631.87, 1632.22 and 1632.52 meV are labeled 
as X, Ta, and Tb, respectively, in Figure 7.1(b). The trion resonances labeled as Ta and Tb 
are seen to diminish in magnitude and disappear as the temperature is raised beyond 10 K 
as expected for trions. The exciton resonance however was found to be stable to much higher 
temperatures ( ~  30 K). The temperature dependence observed here in the CNOS reflects
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F ig u re  7.1: Degenerate nonlinear spectroscopy of single CQDs. (a) Degenerate nonlinear spectrum through 
a 0.7 ftm aperture (2,B) of sample 912F-2A, at 4.8 K. The inset shows a high-resolution scan of the resonance
of the DT signal. The resonance marked X  corresponds to an exciton, which is stable as the temperature 
increases. The resonances T a  and T b  are identified as trions, which decrease in magnitude and vanish as 
the temperature increases.
the temperature dependence observed in the single QD PL measurements (Section 3.3). In 
our experiments, the tem perature at which the trion states disappear varies between 1 0  
K to 20 K when probed through apertures. It should be noted tha t in Section 2.3, we 
presented data (Figure 2.6) which showed tha t the trion peak in the unapertured sample 
(612F-3NA) vanished at T  ~  40 K due to ionization of the trion complex. The discrepancy 
is not completely understood, but could possibly be due to hopping of the electron from one 
dot to another, thereby leaving the overall signal unchanged in the ensemble measurements.
To quantify the experimental data, we used the four-level density matrix master equa­
tions presented in Section 4.1.1 and reduced them to a three-level system or two-level system 
based on the appropriate experimental conditions. For the data in Figure 7.1 with no mag­
netic field, we can use a simple two-level model, and obtain the nonlinear polarization in 
the presence of the pump and probe CW fields as follows,
where is the trion dipole decoherence rate, N q is the initial population in the ground
marked by an arrow, with a Lorentzian squared fit yielding h y  =  15.2 ± 1 .1  yueV. (b) Temperature dependence
P _  2iIV0/'3|p?j2p?-* 1 r 1 1
2iiVo/'3l £7* 1 r 1 1 1 1 1
(7.1)
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state, Tt is the trion population relaxation rate, A X(2) =  0 X(2 ) -  uig is the detuning between 
the pump (probe) frequency and the trion resonance frequency. The above equation takes 
into account the fact th a t we are detecting both pump and probe beams on the avalanche 
photodiode. For the degenerate experiments presented here A x =  A 2  =  A ,  and in the 
experiments the pump and probe fields usually have equal magnitude. Therefore, the po­
larization becomes,
p _  iN 0fi 3\E \2 E* x 1  l t
h? 1 — * A  7 t2 +  A 2 1 J
The DT signal is given by D T  oc ^s(P), hence we see tha t the lineshape is described by the
square of a Lorentzian function. The inset to Figure 7.1(a) shows a high-resolution scan of
the resonance Tb with peak position 1632.52 meV. The solid line is a fit with a Lorentzian
squared function to  the data, from which we extracted hrft =  15.2 ±  1 . 1  peV. Thus, we
obtain the trion dipole dephasing time (T2  =  q ^ 1) to be 43.8 ±  3.2 ps, comparable to T2  for
excitons in a neutral QD sample [204]. This is reassuring, since the charged nature of trions
could conceivably increase their coupling to the environment, with excess scattering from
other trions and charge carriers, hence reducing the coherence time. The narrow linewidths
observed above in the degenerate nonlinear spectra for trions are significant since they show
that remote doping has not resulted in a Fermi sea of electrons in the QW. Similarly, the
measured T2  ~  44 ps is roughly an order of magnitude greater than tha t reported for trions
in modulation-doped QW structures tha t are localized by fluctuations in the potential of
the remote donors [248,256], which is further proof of the “box” localization model due to
quantum confinement discussed in Section 2.1.3.
Non-degenerate (fix fix, scan fi2) spectroscopy allows us to study the contribution due 
to the decoherence from pure dephasing processes as well as to verify the two-level model 
adopted. See Section 4.3) for the description of the experimental setup. The data was 
taken by fixing the dye pump laser frequency at fix =  1632.52 meV (the resonance T6 ),and 
scanning the Ti:Sapphire probe laser frequency, The non-degenerate spectra are shown 
in the bottom panel of Figure 7.2(c), and the degenerate CNOS spectrum is also shown for 
reference at the top. From top to bottom, the scans were obtained for the pump detuning 
values Ax =  (0,0.17,0.67,1.2) qt, where hrft = 15.2peV as obtained from the degenerate 
spectrum. As expected for an isolated two-level system, the absence of any spectral hole 
burned by saturation of the resonance Tb implies tha t these are truly localized single trion 
states, and not a micro-ensemble under our laser spot, thus confirming the interpretation
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F igu re  7.2: Theory and experiment for non-degenerate nonlinear spectroscopy of a single CQD. (a) Theory 
for non-degenerate spectrum assuming the pure dephasing rate 7 pd — 0.517. (b) Theory for non-degenerate 
spectrum assuming =  10 17- The shaded regions in (b) represent the contribution to the dipole decoher­
ence from recombination. The 21-axis is the probe detuning (A 2 ) in units of the trion dipole decoherence rate 
(7 1). For both (a) and (b), the order of the curves is (from top to bottom): degenerate, Ai =  0, Ai =  0.7, 
A i =  1.2, Ai =  3.(c) Non-degenerate data : the arrows indicate pump frequency position, the x-axis is 
the probe detuning. The fit to the scan with Ai =  0 /j,eV gives hT t — 15.4 ±  1.6/reV, assuming the dipole 
decoherence rate is given by h'yt — 15.2/zeV as obtained by fitting the degenerate spectrum. Solid lines on 
other scans are guides to the eye and scans are offset for clarity.
of our earlier PL data (Section 3.3).
From Eq. (7.1) and setting A i =  0, we obtain the theoretical prediction for the signal. 
The resulting function was fitted to the data obtained in Figure 7.2(c) for A i =  0, and 
we can extract HTt =  15.4 ±  1.6 peV, which gives T\ = 42.7 ±  4.4 ps. In the absence of 
pure dephasing processes, we expect T% =  2Ti, which shows tha t the pure dephasing rate 
for the state under investigation is roughly comparable to the contribution from radiative 
recombination, i.e. 7 pd ps Ft/2 . The resulting decoherence rate is then 7 4  =  7pd+ F £/2 «  Ft . 
This is in contrast to higher-dimensional systems where typically y£ F£, providing further 
support to our claim tha t localized trion states are immune to the rapid dephasing processes 
which dominate the radiative contribution in bulk and QW structures. To investigate the 
effect of pure dephasing further on the spectral lineshape, we used Eq. (7.1) to generate 
theory curves for the predicted DT signal for two cases (a) j t =  Ft (-ypij = Ft/ 2 ) and (b) 
-ft =  10.5Ft ( j pd =  10 Ft). The predicted signal is plotted in Figures 7.2 (a) and (b),
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respectively.
In the theory, as fti is tuned away from the center of the resonance, the CNOS reduces in 
amplitude, as expected from physical intuition. Furthermore, as seen in Figure 7.2 (b), if the 
pure dephasing rate  were significantly larger than the radiative contribution, a characteristic 
“Prussian helmet” shape would result which tracks the pump frequency, clearly absent in 
the data. The shaded regions in Figure 7.2(b) denote the contribution to the signal from the 
recombination, and the broader feature is due to the pure dephasing contribution. The non­
degenerate data implies tha t pure dephasing has not overwhelmed contributions from the 
radiative decay, unlike in higher-dimensional structures. An extremely interesting feature 
of both the theory in Figure 7.2(a), for — Ft (7 ^  =  Ft/2), and the data in Figure 7.2(c), 
is the development of an interference lineshape as the pump detuning Ai is increased. The 
interference lineshape is a key signature of the two-level model adopted for the trion, since 
it results from coherent population oscillations or “population pulsations” [204,270], The 
coherent population oscillations are a result of the population in second order oscillating 
at the frequency f2 i — O2  of the grating created by the pump and the probe fields, which 
interferes with the usual incoherent contribution to the population. The coherent nature of 
the population pulsations is evident from the fact that if the detuning between the pump 
and probe fields grows large compared to the population relaxation rate Tt, the effect will 
be washed out. The data clearly show that this is not the case for the trion system, and 
is strong evidence for the localized two-level model tha t we have adopted. It is interesting 
to note that the dip in the spectral line caused by population pulsations has been used to 
demonstrate impeding of light pulses in ruby crystals [395] and superluminal and subluminal 
propagation in alexandrite crystals [396] at room temperature.
7.1.2 R esonant A ddressing o f Dark Transitions
In Section 3.3 we discussed the fine structure of trions and excitons, and used their 
dependence on the magnetic field as a signature to distinguish one from the other. We 
also pointed out tha t in the presence of an in-plane magnetic field (Voigt geometry), the 
formerly “dark” transitions of the trion become bright, due to mixing of the electron spin 
ground states (see Section 3.2). The appearance of spin quantum beats in Section 5.2 due 
to stimulated Raman excitation via the intermediate trion state, and the observation of
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spontaneously generated coherence (Section 5.3), are also an indirect indicator that the 
theoretical picture presented for the ground and first excited states of a charged QD are 
correct. However, till now we have not presented direct evidence that we can resonantly 
access the dark transitions which enable the stimulated Raman process, and thereby form 
a key step in optical quantum computing with electron spins.
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F ig u re  7.3: Theory and experiment for resonant addressing of the “dark” transition in a single CQD. (a) 
Theory for degenerate nonlinear spectrum of a single CQD in the Voigt geometry, modeled as a A system, 
(b) Degenerate nonlinear spectrum through aperture (3,C) of sample 612F-2A as a function of the magnetic 
field in the Voigt geometry. The peak at zero magnetic field is due to the allowed trion dipole transition. As 
the field is increased, the peak at lower energy arises due to the formerly dark transitions. Inset:The splitting 
between the peaks is plotted as a function of the field, and a linear fit yields the g-factor \ge,x \ =  0.08.
Figure 7.3 presents both experimental and theoretical results demonstrating direct res­
onant access to both the bright and dark transitions of the trion from the electron spin 
ground states. Degenerate nonlinear spectra were obtained from aperture (3,C) of the sam­
ple 612F-2A, as a function of the in-plane magnetic field. The data was obtained with both 
pump and probe linearly polarized. At zero magnetic field, there is a single peak due to 
the bright transition of the trion in the charged QD. The basic features of the signal as a 
function of the field are easily understood, for we note that as the field is increased there is 
a peak at lower energy tha t increases in separation from the bright trion resonance. This is 
explained by the fact tha t when the field is increased, the splitting between the electron spin 
states increases linearly, and because the in-plane hole g-factor is zero (Sections 3.2-3.3),
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there are only two distinguishable transitions. However, some puzzling aspects of the data 
are tha t firstly, in the simple scheme tha t we have presented for the trion in Section 3.2 
(see also Figure 5.3), all the transitions should be of equal strength, but the data clearly 
shows that the dark transition is initially weaker than the bright transition and grows in 
strength as the magnetic field is increased. Secondly, the dark transition should be expected 
to have nearly the same linewidth as the bright transition, but the data shows that the dark 
transition is narrower. Even taking into account the slope in the background signal (pos­
sibly due to non-resonant nonlinearities), this conclusion still holds. Thirdly, a plot of the 
peak separation versus the field shows tha t while the data is well fit by a line (inset to 
Figure 7.3(b)), there is a zero-field intercept for the splitting of ~  40/xeV.
To quantify the data, we proceed to calculate the expected DT signal. For simplicity, 
we modeled the signal using a A-level scheme, because as seen in Section 5.2, except for 
the polarization dependence, the basic physics is encapsulated in the A-system model upon 
application of the in-plane magnetic field. As in Section 5.2 we denote the electron spin 
levels in the ground state by \x—) and , and the upper trion state by \t—). We take into
account that the ground states are unequally populated due to the Zeeman splitting, and 
further that there is spin relaxation from the upper spin state \x+) to  the lower state \x—) 
whose rate is denoted by Fs. The master equations and notation followed are the same as 
in Section 4.1.1, except for the reduction to a three-level system. We also write the Rabi 
frequencies 1Zij as a sum over all the possible input fields,
i i
where
K j,l -- • e?)£r< ri(k‘ (7.4)
The incoherent contributions to the third-order dipole coherence, wherein population is
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created in second order, are given by,
jnc  =  _ ie-i(k 7 -k /3 +kc,)Tei(n7 -% +n„)t f y -
X _ , i _  a ^ 7  ( ^ 7  ~  fy (3  +  ~  W p )  +  7 1
( i ) (2I'i -  *(tyg -  Oa ) vi(Da -  ujg) +  7 t i ( f l p -LOg) -  Jt Ts - i ( Q p - Q , a) J.){2 + :)
+ Lf e
l l
■ -  0̂ 3 +  Qq -  Wg) + 7t Vi(fiq ~ U J g -  U>C) + 7f (̂D/J — Wg ~ WC) ~ 7t
2 . ,  r f  j W  i
) =
- l ) ( i2rt-i(^-fiq) v2r4- JKr s - i ( f i p - n a ) (7.5)
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Similarly, the coherent contributions which involve Raman coherence created in second 
order,
foh  _  _  • - i(k 7- k 0+kQ)-r i(f27-n^+ n«)t y '  ^ x + t - ^ ^ - x + ^ x - t - ,
P0,T E
a ,  (3,7
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iV0
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1 \ r iV0
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i(Q*y ~  0 ^ 3  “f~ f2 q UJg <UC) ”1“ 7 f
N i (7.8)
7 s  i(C l[3 f i q  tu c )  - i ( f l l q  W g w c )  7 t  i ( f l q  txlg) 7 t -
We calculate the DT signal using the above equations for the given experimental con­
ditions. The initial population in the ground states is taken to be,
1
IVn TVi =  1 -  N 0 . (7.9)1 + e x p (-h a ;c/fcBT ) :
The theory prediction for the expected degenerate CNOS is plotted in Figure 7.3(a) as a 
function of the magnetic field taking the experimentally obtained values for the Zeeman 
splitting, decoherence ( j t) and decay (Ft) rates. It is clear tha t theoretically, we should 
observe a peak at lower energy tha t remains constant in magnitude as the field is raised, 
which does not reproduce the experimental data. A complete calculation taking into ac-
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count the other trion level was performed, and also found to be in agreement with this 
conclusion [435].
One possible reason for the observed behaviour is tha t the spin states are not degenerate 
at zero field. The Hamiltonian for the electron spin states written in the original basis of 
spin quantization along the 2 -axis is,
(2 + 1  ( — hv0  h u A
H e =  (7.10)
{z - 1  y hvc hvQJ
where 2Kvo is the zero-field splitting and Kvc — (l/2)(3oge,xB x - In tha t case, when the field 
is turned on, we see tha t it mixes the states 1 2 ±) unequally and the dipole moment matrix
elements to the trion state are no longer of equal magnitude. The eigenvalues are now given
by,
E± -  ± h \J v l  +  1/2 =  ± ^ 2  (7.11)
and the eigenstates are now given by,
|x+) =  cos 012 +) +  sin# |2 -}  (7.12)
\x—) — — sin# |2 +) +  cos#|2 —) (7.13)
where
8 -  arctan ( - — ----------------------------------------------- (7.14)
V K /2  ) - uqJ
The dipole moments will now become,
=  p co s 6>e+ , = p sm 8 e + (7.15)
thereby leading to a change in the strength of the dark transitions as the field is increased.
This picture is also borne out by the data in Figure 7.3 which shows that there is a
non-zero splitting when the field vanishes. However, we need to consider the physical origin
of the zero-field splitting. We also note that the zero-field splitting was not observed in
the ensemble spin quantum beat measurements presented in Section 5.2 and cannot be the 
cause for the amplitude change observed in the beats as a function of the field (Section 5.3). 
It has been known tha t a non-zero splitting of excitonic lines at zero magnetic field can be 
caused by the Overhauser effect, described briefly in Section 3.4.1.2. The Overhauser effect
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arises because of the hyperfine interaction, which we reproduce here from Section 3.4.1.2, 
'Hen = +  I j ,x a x +  Ij,yay) (7.16)
3
When there is no magnetic field present, the terms proportional to Ixax +  I y o y are respon­
sible for electron-nuclear spin flip, thereby leading to exchange of spin between the electron 
and nuclear system. This in turn, changes the average nuclear magnetic field, leading to 
an effective magnetic field tha t affects the electron spin, and leads to a non-zero Zeeman 
splitting between the spin levels for the electron.
Bou =  -~ ~ \ tp (R j) \2 (Iz) n  (7.17)
P09e
If there is a large magnetic field, then the difference in energy between the nuclear and 
electron Zeeman splittings makes the process highly forbidden due to energy conservation, 
and requires an assisting process such as emission of phonons, photons or other carriers [330]. 
Note that the smaller the g-factor, the larger the Overhauser field. For the effect to be large, 
the electron spin, the nuclear spin and the magnetic field direction needs to be strongly 
aligned, otherwise the spin flips will average out the effect of the nuclear field. Large 
nuclear spin polarizations are possible when the electron spin is predominantly aligned by 
the effect of the optical excitation along the 2 -axis.
Gammon et al. showed tha t the effect can contribute significantly, even at large Fara­
day magnetic fields, to the zero-field splitting of excitonic lines [330], The hole does not 
contribute to the Overhauser field because, as noted previously (Section 3.4.1), the wave- 
function of the hole at the nuclear sites vanishes. Because of electron-hole exchange however, 
the assisting process required to conserve energy during the electron-nuclear spin flip is me­
diated by the exchange interaction. Essentially, the rate at which the spin flip process takes 
place is inversely proportional in second-order perturbation theory to Sq, where So is the 
exchange splitting. This energy is substantially lesser than the energy required to flip both 
electron and hole spins, i.e. for transition from one bright exciton state to another. There­
fore, the rate is significantly increased and the exciton lines display complicated behavior 
which depends on the exchange, Zeeman and hyperfine interactions.
For trions, the situation is more complicated as the transitions occur from the trion 
state to a ground state with an electron spin. Firstly, for the singlet trion state, we note 
there is no exchange interaction because of the pairing of electron spins. Therefore, for the
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electron spin to be flipped, we must promote one electron to a higher energy level, thereby 
making the process highly forbidden and the possibility of building up nuclear polarization 
extremely negligible. Hence, we need to consider only the electron spin in the conduction 
band ground state of the QD. Even at the lowest temperature and highest magnetic fields 
reached in our experiments, we note that the electron spin in the ground state is unpolarized 
as it is in thermal equilibrium with the surroundings. Unless we optically pump the electron 
spin preferentially into one of the spin states, its contribution to the nuclear polarization 
will be averaged out and we conclude that there should be no Overhauser effect in either 
the singlet trion state or in the ground states of the charged QD.
Other possibilities for the zero-field splitting include (a) we are actually probing a triplet 
trion state, for which there would be zero-field splitting due to the exchange interaction (b) 
presence of Dresselhaus and Rashba fields (introduced in Section 3.4.1) because of the non- 
centrosymmetric nature of the crystal as well as the built-in electric fields from interface 
asymmetry due to the QW growth. The latter effects should be relatively small however, 
and are most likely not the causes of the observed zero-field splitting. We cannot rule out 
the possibility tha t this is a triplet trion state with an exchange splitting of ~  40 peV, as 
such states have been observed in single QD PL spectroscopy [362,384]. At this point, we 
do not have a good explanation for the zero-field splitting but it is certainly a key factor 
responsible for the trends observed in the nonlinear spectroscopy measurements.
7.2 Single E lectron Spin C oherence
Section 5.2 showed tha t coherent optical pulses can excite and detect the spin coherence 
between the ground states of an ensemble of charged QDs. W ith the power of high-resolution 
frequency domain spectroscopy and the spatial resolution obtainable by excitation through 
sub-micron diameter apertures, we now extend our ability to excite and detect the spin 
coherence down to the single electron level. The experimental setup for the time domain 
measurements is the same as tha t used previously in Section 5.2, and the collection optics 
setup is shown in Figure 4.6 (a).
The data obtained is from aperture (3,C) of sample 612F-3A, and is shown in Figure 7.4. 
The inset shows the degenerate frequency domain CNOS obtained as a function of the field. 
We note that there are clearly bright and dark transitions with increasing separations as
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F igure  7.4: Single electron spin coherence excited by coherent optical pulses. The pulse width was ~  5.6 
ps. The data (+  symbols) shown is the difference between SCP and OCP configurations, taken through 
aperture (3,C) of sample 612F-3A. The solid line is a sinusoidal fit to the data. The inset shows the forbidden 
and allowed transitions of the trion state probed by frequency domain nonlinear spectroscopy.
the field increases. Once again, we observed zero-field splitting when plotting the splitting 
as a function of the field (data not shown). We however conclude tha t the state is most 
likely to be a trion state based on the discussion preceding this section. W ith optical access 
now to both the bright and dark transitions of a single charged QD, we were able to repeat 
the quantum beat measurements, but now at the single electron level.
The quantum beat data obtained by taking the difference between SCP and OCP con­
figurations is shown in Figure 7.4, denoted by +  symbols. The solid line is a sinusoidal fit to 
the data. A decaying sinusoidal fit was also attempted, and the decay time was found to be 
465 ±  125 ps, with a larger x 2 than for the fit displayed. Since the scan range is essentially 
the same as the decay time, we conclude that there is no decay over the range of data 
obtained. The experiment demonstrates that we have been able to excite spin coherence 
between the ground states of a single charged QD. The Raman decoherence time ~  600 
ps is an order of magnitude greater than the lifetime reported for the Raman coherence 
between excited states of a neutral QD, T2  ~  60 — 100 ps [373,446]. The difference arises
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from the fact tha t in neutral QDs, the Raman coherence between the bright exciton states 
is limited by the recombination lifetime of the excitons, corresponding to a F-system. The 
data demonstrates th a t since the Raman coherence between the spin ground states of a 
CQD resides in non-decaying states, corresponding to the ground states of a A-system, it 
is not limited by recombination of the trion state. The experiment has been repeated on a 
number of other CQDs, and currently the maximum decay time observed is ~  5 nsec [435].
7.3 C hapter Sum m ary
We have shown in this chapter that nonlinear optical spectroscopy constitutes a powerful 
tool to probe the decay dynamics, transition strengths and physical properties of trion states 
in single charged QDs. In Section 7.1.1, we used frequency domain nonlinear spectroscopy 
techniques to  probe the dipole decoherence rate and radiative decay rates of single trions, 
and showed tha t pure dephasing processes do not contribute significantly to the decoherence. 
Section 7.1.2 showed tha t it is possible to resonantly access both the bright and spin-flip 
(or “forbidden”) transitions between a single electron spin and the trion state. Finally, 
Section 7.2 presented experimental data where we used coherent optical fields to excite and 
detect the Raman coherence between the spin states of a single electron in the charged QD. 
The data showed no decay over the scan range ( ~  600 ps), and was not limited by the 
recombination of the intermediate state.
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CH APTER 8
Sum m ary and Future D irections
In this chapter, we summarize the work performed in this thesis, and provide some future 
directions of research. The key ideas that will be discussed are experiments to perform a spin 
Rabi oscillation and measurement of the spin coherence time using spin Raman echo. We 
will conclude with a discussion on how a spin-based quantum logic gate could be realized.
8.1 Sum mary
This work has concentrated on understanding the resonant nonlinear optical response of 
charged excitations in QDs. The experiments were motivated by the possibility of coherent 
optical manipulation of the electron spin in a CQD. We began by characterizing the basic 
linear optical properties of the CQD, both at the ensemble and single QD level, through PL. 
Transient nonlinear optical spectroscopy on the ensemble of CQDs allowed us to measure, 
the T\ and T2 times of the trion dipole transitions, and showed tha t they did not deviate 
significantly from the excitonic dipole transition in neutral QDs. We further demonstrated 
that spin coherence can be excited via the stimulated Raman process involving the trion 
state. The spin coherence time, even though limited by the ensemble nature of the QD spins 
and the fluctuations in the nuclear hyperfine interactions, far exceeds the dipole coherence 
time of excitons tha t has been measured in both interface fluctuation QDs and SAQDs. An 
important outcome of the experiments was the observation of a contribution to the spin 
coherence from the vacuum-field induced decay of the trion state, known as SGC. SGC 
had been sought after unsuccessfully in atoms, where it was first predicted. However, due 
to the difficulty in engineering the correct level scheme, there was no earlier experimental 
observation of an excited state population decaying to a ground-state coherence. Since QDs
129
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behave like artificial atoms, we were able to engineer the required properties in our QDs by 
magnetic field and doping.
Coherent optical control experiments, which form an extension of spin resonance tech­
niques to the optical domain, were performed next. We showed tha t the spin coherence 
generated optically is indeed a true quantum coherence, because it is undergoes quantum 
mechanical interference. The quantum superposition principle allowed us to achieve fem­
tosecond precision control over the state of the electron spin coherence, by modulation of 
the intermediate trion dipole coherence. The experiments, when carried into the strong-field 
regime, could also be used for measuring the spin relaxation time, as well as characterizing 
the physical density matrix of the spin state. Finally, we concluded by extending our en­
semble measurements to the single QD level. We showed that, in the absence of a magnetic 
field and under optical excitation, the CQD indeed behaves like an isolated two-level sys­
tem, even exhibiting the characteristic population pulsations tha t are observed in atoms. 
Upon applying a magnetic field in the Voigt geometry, we were able to resonantly access the 
spin-flip transition for the first time, since the inhomogeneity in linewidth was suppressed. 
Finally, using pulsed optical excitation, we excited and detected the spin coherence between 
spin states at the single electron level. The Raman coherence was found to be limited by 
the scan range, and not the recombination time of the trion state.
8.2 Future D irections
8.2.1 Spin R abi O scillations
The extension of coherent control measurements to the strong-field regime is essential for 
quantum logic operations. By demonstrating coherent qubit rotations or Rabi oscillations 
on the spin state, mediated by optical excitation, we would be able to  perform single qubit 
logic operations, which along with two-qubit universal logic gates can be used to build a 
quantum computer. To begin with, it is necessary to initialize the spin state. Normally, 
the spin states are in thermal equilibrium, because Hu>c <C kgT ,  and so we must show that 
state preparation is possible. Several proposals exist for the initialization and the read-out 
of the spin population, as discussed in Section 1.2. Shabaev et al. have shown tha t the 
trion state can be used to optically pump the electron spin into a well-defined state, by








Figure 8.1: Initialization of electron spin state using resonant CW fields. The Rabi frequency Q r , and the 
decay rates F o , t r ,  F i . t r  must be much greater than the spin relaxation rate r a. I t is also assumed that the 
Zeeman splitting hu>c is larger than the linewidth 7 0 ,t r ,  7 i , t r -  Figure and theory courtesy of Yanwen Wu.
using a train of short optical 7r-pulses tha t is in phase with the spin precession caused by 
a permanent transverse magnetic field which lies in the plane of the QW [420]. A simpler 
protocol is also possible in the absence of a transverse magnetic field. A short cr+ polarized 
optical 7r-pulse creates the singlet trion state |Tifl) from the electron spin state |j) . The 
pulse cannot drive the transition from ||)  because of Pauli blocking as explained before. 
At the same time, a short transverse magnetic field pulse can convert any population in 
the spin state |j) to the | |) .  Obviously, short magnetic pulses (pulse duration shorter than 
the trion recombination time) are hard to engineer, although 5 -tensor voltage modulation 
might overcome this problem [349]. Further, readout of the spin in the protocol is enabled 
through the same trion state by detecting the transient photon polarization upon excitation 
with intense <r+(a~) light, turned on after the N th preparation pulse. Another scheme, tha t 
could be implemented with either a CW or pulsed laser field is shown in Figure 8.1.
The spin Rabi oscillation can now be performed through a fast optical pulse, which is 
detuned A ~  2(1/T) where T  is the pulsewidth. The detuning is required to avoid populat­
ing the intermediate trion state, thereby leading to a mixed state, and the calculations (see 
Figure 8.2) show th a t it is in principle possible to achieve nearly 100% coherent population 
transfer. See also Reference [434] for a similar approach using stimulated Raman adiabatic 
passage (STIRAP).
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F ig u re  8.2: Theory for spin Rabi oscillation with ultrafast pulses. A. Level diagram and pulse properties 
used for calculation of spin Rabi oscillation. B. Numerical simulations showing p u  vs. P22 for on-resonant 
(i) and off-resonant (iii) pulsed excitation. The simulation shows that (ii) for detuning A =  0, the trion 
population is non-zero, thereby creating a mixed state, (iv) for A ~  2(1 / T ) ,  the trion state is not populated, 
resulting in a coherent spin qubit rotation. Figure and theory courtesy of Yanwen Wu.
8.2.2 Spin R am an Echo for M easuring th e  C oherence T im e
In Section 5.2, we demonstrated coherent optical excitation of the spin coherence in an 
ensemble of CQDs and showed tha t T$ ~  10 ns. In Section 7.2, we showed tha t the spin 
coherence of a single QD electron is much greater than the recombination time. In fact, re­
cently our group has measured spin coherence times on single QD electrons of ~  5 ns [435]. 
However, due to spectral diffusion caused by the nuclear hyperfine interactions, both mea­
surements are limited by the ensemble or time averaging. To overcome the limitation of 
the inhomogeneous broadening from the spectral diffusion, we can perform a spin Raman 
echo measurement [23,49]. The Raman echo is a six-photon process occurring in the A- 
level scheme, and allows us to eliminate the inhomogeneous broadening in both the trion 
frequency and the Zeeman splitting. The pulse sequence and perturbation chain are shown 
in Figure 8.3.
The technique adiabatieally eliminates the upper trion states using a two-photon Raman 
process where the laser is detuned from the trion state, returning the treatm ent of the 
system back to a simple problem of photon echo on an effective two-level system. The 
adiabatic condition requires CIr / T  <C  Afr , where Q r  is the Rabi frequency of the dipole 
transition, T  is the pulse width and A tr is the detuning from the upper trion state. After
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Ti= 0 ‘ x2= x3= % e c h o  at 2 t
Figure 8.3: Pulse sequence and perturbation chain for the spin Raman echo. The spin Raman echo will 
allow us to measure the spin coherence time, even in the presence of inhomogeneous broadening caused by 
the nuclear spectral diffusion. The calculations show th a t the spin Raman echo occurs at a time r  after the 
second pulse, and radiates at the cyclotron frequency. Figure and theory courtesy of Yanwen Wu.
the elimination of the upper trion state, we derive the spin Raman echo signal using a 
third order perturbation calculation of the off-diagonal density matrix p01 in the interaction 
picture,
P01 oc i e - 7 dt-(T3 -T2 ))e- r s(T3 - r 2 ) ^ - ^ ( t - ( T 3 - ^ ) ) 2  +  e- ^ ( t - ( r 3+r2))2) (g .i)
where j s is the spin decoherence rate, Fs is the spin relaxation rate, a  is the inhomogeneous 
width of the spin state, and t % and 73 are the time delay of the second and third pulses 
from the first pulse, which arrives at t =  0. By setting 7 2  =  7 3  =  r  and selecting only the 
correct time ordering term, Eq. (8.1) simplifies to the following
P 01  oc  i e - ^ e - T - (t- 2r) (8.2)
where we can clearly see tha t the echo occurs a t the time of 2r. Figure 8.3 shows the time 
ordering of the excitation pulses and the echo signal. By varying r , the coherence time 
between the spin ground states, j s, is measured in the echo.
We note tha t here, the echo signal is real and is radiating at the cyclotron frequency, 
loc, which is in the microwave range. In order to  detect the echo signal in the optical region, 
the optical dipole transition between one of the spin states and the trion state is excited 
with a detuned field when the spin raman echo is produced (t — 2 r) , and the signal can 
be observed via the Stokes radiation. Experimentally, the echo signal can be distinguished 
from signals of other orders by using proper amplitude modulations and lock-in detection.
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8.2.3 Spin-based Controlled Logic G ate
O 'e -io r  cv::?.-!','.
/ .iiv .ijy  irrdjcet-1 K o i'v a ix ig  v. v  i*,-, v.:v
F ig u re  8.4: Scheme for optical gating of the coupling between CQDs. Optically induced Heisenberg ex­
change through the EKKY interaction couples electron spins in different QDs, through the common exciton 
or trion state that overlaps with the QD electron wavefunctions. Adapted from Reference [378].
There have been several proposals in the literature to implement controlled logic gates 
between two QD electron spins using the trion state. We reviewed some of these already in 
Section 1 .2 , and here we will just discuss the proposal by Piermarocchi et al. [378], which 
is schematically depicted in Figure 8.4. An ultrafast laser pulse excites a trion or exciton 
state tha t overlaps with the electron wavefunctions in both the QDs, thereby creating a 
Heisenberg exchange interaction H s(t) =  J i t)  a i  ■ a% where er; represents the spin vector 
of the electron in the ith QD. The exchange coupling J(t)  depends on the Rabi frequency 
of the driving laser field, and will be present only during the optical gate. Therefore, we 
may engineer a VSWAP gate, as long as the adiabatic Raman condition is satisfied, i.e. 
T  »  Q ji/A 2, as before. The off-resonant process is required to avoid populating the overlap 
state, thereby leading to decoherence and loss of fidelity during the gate process. In the 
experiment, the optical pulses should be designed to maintain a relatively small detuning, 
otherwise two immediate problems will arise. First, other exciton or trion states in the 
same QD or other QDs will be excited. Second, increasing laser field strength with larger 
detuning becomes necessary to couple the trion state, and could result in excitation of 
delocalized or continuum states tha t are present in either IFQDs or SAQDs. The narrow 
linewidth of the trion state implies tha t we will be able to avoid these problems through
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
135
design of the optical pulses using pulse shaping techniques [304,323].
The above ideas are just some of the possible exciting avenues of research that are 
now opening up for the pursuit of optically gated quantum computing with quantum dot 
electron spins. We expect tha t other new directions, and unexpected discoveries in the 
physics of charged excitations in semiconductors, will also arise as experiment and theory 
work together to meet the challenging requirements posed by this interesting and fruitful 
area of research.
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A P P E N D I X  A
Spontaneously G enerated C oherence
In Section 4.1.1, the equations that govern the time evolution of the density matrix 
elements were presented (Eqns 4.16-4.25). However, as shown in Section 5.3 it is necessary 
to include a term in the master equation for the Raman coherence due to SGC to fully 
account for the variation in the amplitude and phase of the spin quantum beats. It was 
claimed that the correct term is,
Px+,x— \sgc — ~  P t —.t—) (A -l)
The SGC term occurs because of the non-orthogonal dipole moments of the transitions from 
the trion state to the lower nearly-degenerate states. We will derive that term from first 
principles by considering the quantized electro-magnetic field and its interaction with a four 
level atomic system in this appendix. We work in the interaction picture with the three 
level A-system shown in Figure A.I. The interaction Hamiltonian is given by,
V =  s  X  +  «■•«•] (A-2)
k,q,A,A'
where wea, web denote the transition frequencies, and Vk, uq denote the quantized electro­
magnetic field frequencies. The coefficients in the summation are defined as,
9 e a ’k  ~  V 2e o V h ^ e a  ’ ^  9 e a 'q  ~  V 2e o V H ^ h  ' $   ̂ (A'3)
For ease of notation, we shall drop the polarization indices, except when we explicitly need 
to sum over them. In the interaction picture, the wavefunction is given by,
|* (t)) =  Cei0 |e, 0) +  ^  CaM\a, l k) +  ^  a . q |b, l q) (A.4)
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Figure A .l:  The three level system which is used to derive the SGC term.
Note tha t the sum over k, q  also includes implicitly the sum over all the polarizations (A, A') 
of the field. We then have to solve the Schrodinger equation,
-  -iv|*(t,) (A.5)
subject to the initial conditions Ce,o(0) =  1 and all other coefficients vanishing. Substituting
Eq. (A.2) and (A.4) into Eq. (A.5), we obtain the following set of coupled equations for the
amplitudes,
C ,{ t )  - - < £ f c V t e ' t " - - * ! *C„,t  -  i • £ , (A'6)
k  q
Ca,Ut) = - i g e a M ^ ^ ^ C e i t )  (A.7)
Cb,q(t) = - i g e b ^ e - ^ - ^ C S )  (A.8 )
We can formally integrate the last two equations to yield,
C a,k(i) = -igeaM f d H  C e {H) (A.9)
Jo
Cb,q(t) =  - % 6 ,q f d t 1 (A.1 0 )
Jo
Substituting Eq. (A.9) and Eq. (A.10) into Eq. (A.6 ),
Ce(t) =  -  E  kea,k | 2  / V  Ce{t') -  E  / V
k  Jo q
(A. 11)
So far, the equation is exact, and we have just replaced the coupled differential equations 
Eqns A.6 -A . 8  by the single integro-differential equation Eq. (A.11). Let us look at the first 
term in the latter equation and make the replacement,
J dQk f dvk
v i V
C3 27T3
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The first term  in Eq. (A.11) is then given by, 
( ^ e a ' £ f e ) ( f e ' £^  r°°E  [ d n
A ^
r°° r
/  di/fc i/f /  (A.12)
Jo Jo(27rc)32heo
This may be further simphfied using the Wigner-Weisskopf approximation [107,169,270],
POO
/  dz/fc ^3 ei(Weo-^ )( t- t ')  _  ^  (A. 13)
Jo
which yields for the term,
^ ( 0  , £  J dQk{f^ea . eA)(/iae . eA*} (A.14)
(27r)2c32eoh
The integral over solid angle and the sum over polarizations is denoted by <S,
5 = E  / ■  4)( âe ' 4*) (A.15)
A ^
To evaluate <S, we use the linear polarization basis vectors perpendicular to k ie 6k and J»fc,
k =  sin 6 cos p  x  +  sin 0 sin J) y +  cos 6 z





r-A* \ (A. 19)
— — sin p x  +  cos p y  
And further assume tha t =  di, i = x, y, z to get,
t^ea ’ ^  f^ae ’ ^   ̂Jj (efc
i i
which gives,
^ E ^ l E  / ^ f c (4 ) i (4 * ) i  =  E d*di E  /^ ( c o s f l )  r d ^ k U e t h  (A.2 0 )
. .  \ i /  •• \ *A   1 «/ 0A A
To evaluate 5 , we note that those terms where * ^  j  will vanish because of the p integration.
The terms where i — j  are as follows,
J  d n ^ U e ^ )
J  d n k( e £ X ( e {V*)y = J
J  =  J_
/ l  /-27T 9 „d(cos0 ) J  2 Z3— 2d<fi cos 0 cos J> =  —  o
27T 2 7T








d(cos 0 ) / dp sin2  0  =
Jo
J d£tk{ e f ])x( e f )*)x =  J  d(cos0) J  dp sin2  ^  =  2 tt 
J d f l k ( e ^ ) y(e^'>*)y — J  d(cos0) J  dp cos2  p — 2tt
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The first term in Eq. (A.11) becomes,
^eat^ea ' Mae ̂
The second term  in Eq. (A.1 1 ) can be evaluated in identical fashion. By setting
3 I I2 3 I I2
P  _  UJea\fJ’ea\ _  | 1 /  * 0 0 \
ea 3treo/tc3  1 eb ~  S^ohc*  (A' ^ j
We get
C e ( t )  =  ~ ( T ea +  r  eb) C e (t)  =  - r  eC e(t)  (A.23)
The density matrix element corresponding to the Raman coherence in the normal represen­
tation is given by,
Pba,qk =  ( O q e ^ X C a k ^ r  =  (A.24)
where pba,qk =  CbqC*k is the density matrix element in the interaction representation. The 
reduced density matrix element corresponding to the pure Raman coherence is obtained by 
taking the trace over the field modes, ie by setting q  =  k  and summing,
Pba =  E  C b k \C a k \  
kA
=  E (-^ eb ,k A )(+ ^ :„k A ) f d t 1 e - ^ ^ ' C S ' )  f d t "
do Jo
,  3  t (A.25)
=  E  J d t t k  J d v h 2 ^ c f  eoh^ eb ' €^ ^ ea ' ek*) J  dt! e ^ {uleb- l'k)t'Ce(t')x  
X
f d t " e + ^ a -U k)t" C * ^
Jo
As before, we can perform the integral over solid angle and the sum over the polarizations,
E J d n k( ^ eb ■ e£)(Mea • e£*) =  E E / d^kdl (€k)idj(ek*)j (A.26)
A A i , j
the sum over polarizations gives as usual
Y ,  J  ̂ ( 4 u 4 rh  = Y Si> (A '27>
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so that
] T  J d n k( v eb • £fc)(fiea j E ^ '  (A-28)
A i
where di  =  ( p eb ) i ,  d j  =  { p e a ) j  so that the Raman coherence is given by,
Pba = ^ ' t 1̂  r d ^ l e - ^  f d t ’ e - ^ ' C S ' )  f  dt" e+i^ tn C*e (t") (A.29)
07T C €()U  j 0 JO JO
There is some ambiguity at this point in applying the Wigner-Weisskopf approximation, 
since the integral over vk clearly diverges. It is not clear at what frequency the integral over 
vk should be evaluated. Since we already chose before to evaluate the integral at the atomic 
transition frequency, we proceed by making the substitution vk — z — Co and we will pick u> 
later on as some “average” of the atomic transition frequencies. W ith this transformation,
~Pba = ^ T Y 2i -  H d z  (z -  co)3 r dt! e ~ ^ bt'Ce{t') f  dt" e+î "C * e{t")
07T c eon JQ J o  Jo
(A.30)
We can now use the Wigner-Weisskopf approximation on the integral over 2  to obtain,
P O O
/ d z ( z -  Co)3 w 27T Co35(t’ -  t") (A.31)
J Q
which gives,
J*dt ' j^ d t"  6(t' -  t")e~iu>ebt’Ce{t') e+{ŵ "C*e{t")
( P e b  ' p a e )  ^  /'
Pba —




Substituting the last line of the above equation back into Eq. (A.24),
{ p e b  ' p a e )  ^  r
Pba — 37rc3eoh
We can take the time derivative of the last equation, and obtain
f  d t ' e + ^ ' - V p ee(t') (A.33)
J o
A . _  ( P e b  ‘  P a e )  ^  „ { + \  __ p  „  u \
Pba  —  37ic3£ H Pee \ '  —  sg cp ee i" ) (A-34)
At this point, we can finally put in the selection rules, and also choose the frequency 
Co = yjuopa coea which is the geometric mean of the transition frequencies. We can also 
include another level (denoted by e') which is coupled to the states a, b in the same manner,
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and the above derivation can be repeated. The selection rules are given as in Section 3.2 to 
be
Meb =  p£+ fJ'ea — p£+  (A .35)
Ve'b = p £ -  F e 'a  =  p e _  (A .36)
where we have made the correspondence
\e) -» 11-) \e) -► 1t+) (A.37)
|a) —> \ x - )  |b) —> |a:+) (A.38)
The decay rates are evaluated to be,
r  jfrkiH .. r , -  ^ I H  /A 3 QN
ea 3TT60hc3 37re0ftc3 [ }
which gives for the SGC rate
T I — (u;efeU,ea)3/'2( - | p |  ) _  / - .
r SffC| e -  3 v r e o ^ 3  - v r e6 r ea (a,40)
Similarly the other contribution to the SGC gives,
T I _  (a)e 'b^e'q)3//2(+ lp [ ) _ =  ! A41 lr , 9 c | e ' -  37 r 6 o f c 3  -  VFe'bTe'a (A.41)
If we assume tha t Tej, «  Ffia =  Te, and similarly tha t Te/fc rs Te/a =  Fe/ ks Fewe get,
-  |sgc — P t—.4—) (A.42)
This completes the derivation of the spontaneously generated coherence term in the master 
equations.
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A P P E N D I X  B
F in ite  P u lse  Effects on th e Q uantum  Interferogram
In Section 6.2, experimental results were presented for the quantum interferogram cre­
ated when the pump and control photons combine in a stimulated Raman process (SRP) to 
create the spin coherence (px+)X_). We will now derive Eq. (6.7) which gives the coherent 
contribution to the DT signal taking into account the finite pulsewidth and the inhomoge- 
neous broadening in the trion transition. We start with the second order Raman coherence 
created by the SRP involving pump and control photons,
J *  dt\ £  dh
(B.l)
and substitute Eq. (5.5) to obtain,
px+,x- ( t )  = ^  f  dh  £  dt2S*{h -  Ty)S{h -  rp) e ^ - ^ e ~ ^ ~ ^ x
y l f l )  j  —  QQ J  — OC (B.2)
We shall drop factors pertaining to the strength of the Raman coherence such as and
concentrate purely on the time dependence. Let us also define,
ft =  cOg- i'jt (B.3)
i js  (B.4)
Then, we need to consider the integral, 
px+,x-  =  e - ^ y - ^  f  dh  £*(h  -  _  Tp^e-i(n -^)(h -ti)  (B .5)
J—o o  J — CO
Consider the second integral, with the substitution t 1 = t\ — t2 ,
h  =  -  /  d t '£ ( t  1 -  TP -  (B.6 )
Jo0
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Introduce the inverse Fourier transform as ,
r°° dto _  , lujt,
and we get,
£(0 = J  e o 2 ^ S ^ ) e ~ W t  (BJ)
h  = /° ° A ' ^
JO J —oo
/OO J  POO—  S ( uj ) /-oo J o
_  . duj
When we substitute this back into Eq. (B.5), we get,
fc+,_=,e-«<— ) f  r ^ ^ T T 1
J  — OO J  — O O  2tT (C + ^
=  ie- in(T«-Tp) [  — __ £1 ^   f  du£*(u  -  T e- M t i - r P)
J - o o ^ u  + n - b L j i t v t [ t l  Ty)e
= ie-in(rv-rp) r  g (^ )e-^ ^ -r») /■- do/ ^ ( u / y ^ - ^ - ^ )
7-00  27T W +  U -  & 7-00  27T *(o/  -  W +  f c)
where to obtain the third line, we introduced the inverse Fourier transform again and substi­
tuted t" — t \  — Ty to  do the integration over t \ .  Note tha t we have made no approximations 
regarding the pulseshapes to this point. Consider the second integral over a/, and make the 
substitution x = <J — u>,
dx £*{x + lu)eix^~Tŷ
h
( L ) l - > m  ,
( -1 0 )
Let us now make the assumption that the Fourier transform £{u>) is analytic in the complex 
plane, i.e. there are no singularities. The assumption is satisfied for Gaussian pulseshapes, 
but not for hyperbolic secant or one-sided exponential functions. We shall show at the very 
end tha t even this assumption may be relaxed for times much larger than the pulsewidth, 
but the Gaussian pulse assumption will allow us to solve for the DT signal now. Extend the 
integral into the complex plane, and evaluate over the contour shown in Figure B .l. The 
contour integral is broken into two parts, and we will now show tha t the integral over the
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F ig u re  B . l  : Contour used for evaluating the integral I3.
part C\ vanishes,
/  dz £*(z +  o>)ei2(t“ T»') , /** £*{Reid +  u})eKR«>sO+iRAne){t-ry)
®  ------ -̂------ —---------- =  11m / dd —  ----------------- -̂--- -------------------
JCi 2?r z  +  £c R- + 0 0  Jo RetB +  £c
f n £*(ReiS -f- U))ei(Rcosd+iRsin®)(t- ry)
< lim / d9 I — —— ----- 4 — 3 ------------------------ 1
R-+°° Jo Re +  £c
\£*(Rcos9 + iR  sin 8 + W)e- Rsinfl<t- Tv)|
< lim / dd  ---------------------------------------------------- 1-
R-*°°J0  |i?e^| — |£c|
-> 0  (B .ll)
because sin 5 > 0 for 0 <  0 < tc. Further, because we assumed tha t there are no singularities
other than at z — — £c, we get from the Residue theorem,
1 3  -  ^ ( 2 7 T i) £ >  -  (B.12)
I'K
and the analytic continuation of the Fourier transform into the complex plane is defined by,
/OO POO£{t)eizi dt £*( z ) =  / £*{t)e~tztdt (B.13)-OO J —OO
where it should be noted that,
(£(z*))* = £%z) ±  (,S(z)Y
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We will now use the property tha t the pulse width s <  7 S since
/OO P C Od t  £ * ( t )e ~ i^ ~ Uc+i'1s')t »  /
-OO J  —  CO
where the final step follows because e7st does not vary over the pulse width, and hence
£ *(u> — loc + i j s ) «  £ * { u  — u c) (B.14)
Finally, by substituting Eq. (B.12) into Eq. (B.9) and using Eq. (B.14) we get for the Raman 
coherence,
’ J - ^ i r  u, +  n - ( t
=  i e -i&{.'<-y-Tv)e - it ,c { t-rv) f  d z  £ ( z ) £  (z  — u>c) e  ( v ^  fB  151
7-00 27r z -  -  fi)
Once again, we can perform the contour integral, this time over the lower half plane, since 
the pole is at z =  & — =  (cj9  — fl) — iqt . Similarly the integral over the semi-circle in the
lower half-plane will vanish, and we get,
px+)x_ =  e- iK - i7 4 )(*-rs)e-iK -i7 t)(rB- r p)£:^  Q _  *7,)£*(Wp -  fi -  Wc -  i7*) (B.16)
Again, since the pulsewidth s -C q ^ 1, we have,
px+iX-  =  e-i^c(t-Tj,)g- 7 i,(t-Tj/)e-iw9 (Ty- rp)e- 7 t(r^-rp)£’*(a;  ̂_  _  Q) (B .17)
Note in the above equation tha t the first photon is at frequency detuning A =  uig — f2, and 
the second photon is at the detuning A — toc satisfying the two-photon resonance condition. 
Since the Zeeman splitting wc <  w9, 0  we can write,
px+,x_ = e- ^ ( t - r v)e- 7 s(t-rv)e-ia;s(ry-Tp)e- 7 t(ry- rp)|(?^  _  Q ) | 2  (B.18)
Substituting the above into Eq. (5.2), we obtain the Raman contribution to the third order 
dipole coherence (Eq. (5.7)) assuming tha t the probe pulse is a h-function,
p f _ x _  =  c - l t ( t - T x ) c - i w c ( r x - T v ) c - i s {t x - t v ) c - i u j q ( T y - T v ) c - T ,t ( ^ - r p ) | g ^  _ Q ) |
(2 hf
(B.19)
from which the nonlinear polarization is given by
P R = e_ ~*N ° f  \£(ojg -  a ) \ ‘2e - iuĴ t- T̂ e - ' yt^ x)e-iwc(Tx-Ty)e- ls (rx~Ty)><
(2ft)
e ~ i U g { T y  ~ T p ) e - ~ f t ( T y  - T p )  (B.20)
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and we now have to integrate over the inhomogeneous Gaussian distribution in the trion 
transition frequencies,
w,(^ ) = ^ q e x p ( - ^ f £ ^ - )  ( a 2 1 )
The assumption of 5-function probe pulse can easily be relaxed to accommodate finite 
pulsewidths again. However, the only condition that the probe pulse needs to satisfy (as we 
will show at the end of the section) is that (rx — ry) »  s, where s is the pulsewidth in the 
time. On th a t time scale, we may as well treat the probe as a 5-function. The only integral 
to be evaluated is,
I , ,  . ^2
/ OO V g )dujg e 4  e - w4t-^+ TV-r t ) ^ Ug_ ^-oo
and when we substitute a Gaussian pulse shape (Eq. (6 .6 )) for the electric field
/•oo ( n)a
-  / dwge 4  e~l0J9(.t- Tx+Ty-~Tp) e (B.22)





“  “  2 ^  +  4  < B ' 2 4 )
A
4  =  -  i ( t  -  T x  +  Ty  -  T p )  (B.25)
and Aq =  cug — ST is the detuning from the center frequency of the inhomogeneously broad­
ened transition, tha t we will take to be zero. We can then solve for the DT signal by using 
Eq. (4.38),
D T  oc e~ls T̂x~T4e~ iw°4Ty~Tp)
— e - l s i Tx - Ty) e -Tt(Ty-rp)e y~42 ‘ c O s ( u J g ( T y  — T p )  +  u>c ( t x  — T y ) )  (B.26)
as shown in Eq. (6.7).
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A ddendum : N on-A nalytic Pulseshapes
We now demonstrate tha t the assumption of analytical pulse shape is not strictly nec­
essary. Consider once again the integral,
h
dz £*(z + cu)eiz^ - T̂
z +  £c
=  4 -
J c ^
=  /  r i  (B27)
J c 2 i t  z  -  to +  £ c
with the substitutions z —>. z + uj and t —> t — ry . The worst possibility is a pulse 
with infinitely many singularities. For example, the hyperbolic secant pulse, £ ( l u )  = 
sech(o;/cr) =  has infinitely many singularities (simple poles) along the imagi­
nary axis, zn =  (2n  +  l)iTra/2. In general, the distance of the singularities from the origin 
will be proportional to a oc  1/s where s is the pulsewidth in time. We now evaluate the 
contribution to the contour integral from the residue at the singularity zq =  z7rer/2,
2  1 2777TP~(7r'/2)<rtf _“‘;t
2m  lim (z — z0)—i----- w— ------------- -n ------ — — etzte- luJt -~ .   ̂ — y.(\ \ i  n  ’ — ?.— . .  i £z-+zo ie(z~zo)/a — ie.-{z~zd)la z — u> +  £c ( u j c  — u>) + i{'w/2)a — i^s
(B.28)
which is obtained by expanding the exponentials in powers of {z — zq)/<j . Unfortunately, the 
denominator is exactly cancelled by the contribution to the residue from the singularity at 
zo in the limit j s -C n, else we could have neglected this residue in comparison to the term 
already calculated in Eq. (B.12). However, in the same limit, we see that for t »  s oc (1/er), 
the above residue becomes negligible. Residues at the other poles zn =  (2n + l)zo will die 
out even faster, and hence can also be neglected. Therefore, as stated earlier, the integral 
becomes exact for {t — ry)^> s.
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