We investigate the global asymptotic behavior of solutions of the system of difference equations x n+1 = (a + x n )/(b + y n ), y n+1 = (d + y n )/(e + x n ), n = 0,1,..., where the parameters a,b,d, and e are positive numbers and the initial conditions x 0 and y 0 are arbitrary nonnegative numbers. In certain range of parameters, we prove the existence of the global stable manifold of the unique positive equilibrium of this system which is the graph of an increasing curve. We show that the stable manifold of this system separates the positive quadrant of initial conditions into basins of attraction of two types of asymptotic behavior. In the case where a = d and b = e, we find an explicit equation for the stable manifold to be y = x.
Introduction and preliminaries
The following system of difference equations was considered in [12] :
a + x n b + y n , y n+1 = d + y n e + x n , n = 0,1,..., (1.1) where the parameters a, b, d, and e are positive numbers and the initial conditions x 0 and y 0 are arbitrary nonnegative numbers. It has been shown in [12] that (1.1) has the unique positive equilibrium which is globally asymptotically stable in the following three cases:
(1) b > 1, e > 1; (2) b = 1, e > 1, a < d; (3) b > 1, e = 1, a > d. It has been also shown in [12] that (1.1) has the unique positive equilibrium E = (x, y) which is a saddle point in the following three cases: (4) b < 1, e < 1; (5) b = 1, e < 1, a > d; (6) b < 1, e = 1, d > a. We also proved that all solutions of (1.1) that start in certain regions (x 0 , y 0 ) ∈ O i \E (i = 1,2) approach {(∞,0)} or {(0, ∞)} as n → ∞. Here O i denotes a region in the first quadrant and depends on the case (Lemma 2.2).
For each v ∈ R 2 + , define Q i (v) for i = 1,...,4 to be the usual four quadrants based at v and numbered in a counterclockwise direction, for example, Q 1 (v) = {(x, y) ∈ R 2 + : v 1 ≤ x, v 2 ≤ y}.
In cases (4)- (6) we believe that the global stable manifold W s (E) ⊂ Q 1 (E) ∪ Q 3 (E) of E separates the positive quadrant and serves as a threshold for mutual exclusion, that is, for all orbits below this manifold the y sequence converges to zero and the x sequence becomes unbounded and for all orbits above this manifold the x sequence converges to zero and the y sequence becomes unbounded.
Precisely, we have the following conjecture that was formulated in [12] . The goals of this paper are to prove this conjecture and to prove the result on the rate of convergence of solutions of (1.1) in the cases of global asymptotic stability (1)-(3). Thus we will show that in some cases where the unique positive equilibrium is a saddle point the principle of competitive exclusion applies. In fact we believe that in the case of a saddle point the local behavior implies the global behavior for competitive linear fractional systems.
As a biological model, system (1.1) may represent the competition between two populations which reproduce in discrete generations. The phase variables x n and y n denote population sizes during the nth generation and the sequence {(x n , y n ) : n = 0,1,2,...} represents population changes from one generation to the next. Since the transition function for each population is a decreasing function of the other population's size, the populations are competing with one another.
Competition between 2-species with rational transition functions has been studied by Hassell and Comins [7] , Franke and Yakubu [5, 6] , Selgrade and Ziehe [16] , Smith [17] , and others. A simple competitive model that allows unbounded growth of a population size has been discussed in [1, 2] :
See also [11, 17] . In [2] we show that when A < 1, B < 1, the stable manifold of the positive equilibrium ( In [3] we investigated the effect of help that only one population receives, that is, we consider
In [12] we investigated the effect of the parameters h 1 ,h 2 > 0 which represent the sizes of immigration or help that populations x and y respectively receive. In this case we describe the dynamics with
where
which is of the form (1.1). In [12] we showed that in cases (1)-(3) the introduction of the positive parameters a and d creates a unique positive equilibrium which is globally asymptotically stable, and so the principle of competitive coexistence applies. The corresponding system (1.2) in case (1) has the property that the zero equilibrium is globally asymptotically stable. In fact we believe that the local asymptotic stability implies the global asymptotic stability for competitive linear fractional systems. We will formulate this statement as a conjecture.
In [12] we showed that in cases (5) and (6) an introduction of the positive parameters a and d changed the global behavior of system (1.2) while in case (4) the global qualitative behavior of (1.2) does not seem to be affected by a and d.
We now give some basic notions about systems and maps in the plane of the form:
Consider a map F = ( f ,g) on a set ⊂ R 2 , and let E ∈ . The point E ∈ is called a fixed point if F(E) = E. An isolated fixed point is a fixed point that has a neighborhood with no other fixed points in it. A fixed point E ∈ is an attractor if there exists a neighborhood ᐁ of E such that F n (x) → E as n → ∞ for x ∈ ᐁ; the basin of attraction is the set of all x ∈ such that F n (x) → E as n → ∞. A fixed point E is a global attractor on a set if E is an attractor and is a subset of the basin of attraction of E. If F is differentiable at a fixed point E, and if the Jacobian J F (E) has one eigenvalue with modulus less than one and a second eigenvalue with modulus greater than one, E is said to be a saddle. See [15] for additional definitions. 4 Competitive system of rational difference equations
) be a continuously differentiable function and let U be a neighborhood of a saddle point (x, y) of (1.6). The local stable manifold W s loc is the set
The global stable manifold W s of a saddle point (x, y) is the set
The main result in the linearized stability analysis is the following result [10, 15] . 
lies inside unit circle, that is, if and only if
Here we give some basic facts about the monotone maps in the plane, see [2, 3, 8, 17] . Now, we write system (1.1) in the form 11) where the map T is given as
The map T may be viewed as a monotone map if we define a partial order on R 2 so that the positive cone in this new partial order is the fourth quadrant. Specifically, for 
The mean value theorem and the convexity of R 2 + may be used to show that T is monotone, as in [2] .
The following result gives the rate of convergence of solutions of a system of difference equations
where x n is a k-dimensional vector, A ∈ C k×k is a constant matrix, and B : Z + → C k×k is a matrix function satisfying 
where λ i (A) denotes one of the eigenvalues of the matrix A.
Proof of conjecture
Proof of Conjecture 1.1 will be given mainly in case (4) (proofs in the remaining cases (5) and (6) are analogous). Define the sets S 1 and S 2 as follows:
6 Competitive system of rational difference equations Note that for x > x, y > y:
, and that for (x, y) ∈ S 1 , x > x: φ 1 (x) < y < φ 2 (x) < y, while for (x, y) ∈ S 2 , y > y: ψ 1 (y) < x < ψ 2 (y) < x. Consequently, S 1 ⊂ Q 4 (E) and S 2 ⊂ Q 2 (E).
The following two results were proved in [12] . 
, is an invariant set of (1.1) and every solution {(x n , y n )} of (1.1) with initial conditions (x 0 , y 0 ) ∈ S 2 \ E satisfies
Here Ꮾ(S) denotes the basin of attraction of a set S, see [4, 10, 15] . Next, we will prove the following result.
Proof. If (x 0 , y 0 ) ∈ Q 4 (E) \ E, then E < (x 0 , y 0 ) and so
By induction
Since (x 1 , y 1 ) ∈ Int Q 4 (E), there is u ∈ S 1 so that u < (x 1 , y 1 ). Lemma 2.2 implies
Proof. If (x 0 , y 0 ) ∈ Q 2 (E) \ E, then (x 0 , y 0 ) < E and so
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Thus we see that sets Q 2 (E) and Q 4 (E) are invariant sets of system (1.1). Proof. Set
T(x, y)
(2.11)
Period-two solutions satisfy
Solution of this system is equilibrium point and
where ρ is a root of 14) and where
(2.15) 8 Competitive system of rational difference equations
We will show that either one of the roots of (2.14) is negative, or both are complex conjugate. We will give the proof in all three cases (4)- (6) . Case 1 (b < 1, e < 1). In this case A < 0 and B and C could be of arbitrary sign. We will consider all three possibilities for C.
In this case we have
which shows that one of the roots of (2.14) is negative.
In this case (2.14) takes the form AZ 2 + BZ = 0, which implies Z 1 = 0 and Z 2 = −B/A. Now we have
which implies that Z 2 = −B/A = −d < 0, which completes the proof in this case.
In this case we have Z 1 Z 2 = C/A > 0, which implies that Z 1 and Z 2 are either real and of same sign or are complex conjugate. As in case (2 • ), we obtain
Thus, either Z 1 and Z 2 are complex conjugate or negative which proves lemma in this case. Case 2 (b = 1, e < 1, a > d) . Now we have A = (e + 1)(e − 1) = e 2 − 1 < 0,
The corresponding discriminant has the form
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which completes the proof in this case. Case 3 (b < 1, e = 1, d > a) . In this case we have
(2.25) Clearly, A < 0 and B < 0 which implies
If the solutions of (2.14) are complex conjugate, the proof of lemma is completed. If the solutions of (2.14) are real, then the last inequality implies that at least one of the term of period-two solution is negative which is impossible.
The proof of next result is similar to the proof of [2, Proposition 3.3] and it will be omitted. This proof makes essential use of the nonexistence of prime period-two solution that was proved in Theorem 2.6. Proof. When a = d, b = e, (1.1) becomes
To prove the first statement we need to show that the line y = x is an invariant set, that is, T a ({(x,x) :
and that {(x n , y n )} → E as n → ∞ for every solution {(x n , y n )} of (2.27) initiated on the line y = x. Taking x 0 = y 0 it is obvious that x 1 = y 1 , and induction yields x n = y n , n = 0,1,.... In this case the system (2.27) reduces to a single Riccati difference equation
The Riccati number, see [9] , for this equation is
and so every solution of (2.29) tends to the equilibrium E (see [9] ). The closed-form solution to this equation can be obtained (see [9] ). Using the uniqueness of the stable manifold (see [15, page 182] ) and the fact that the asymptotic behavior off the line x = y follows from Theorem 2.8, it follows that y = x is the global stable manifold.
Remark 2.10. The results of this paper show that in the cases (4)-(6) the competitive exclusion principle applies and so one of the species goes extinct. The results of [12] showed that in the cases (1)-(3) the competitive coexistence principle applies.
In fact, based on our results in this paper and the results of [12] , we formulate the following conjecture. In other words, Conjecture 2.11 states that the global dynamics of (1.1) is determined by its local dynamics. It would be interesting to find the most general class of competitive systems (1.6) for which the global dynamics is determined by its local dynamics. This would provide a partial answer to May's problem [13] . The significance of our results is that we are establishing an important step toward the solution of this problem.
Rate of convergence
In this section we will determine the rate of convergence of a solution that converges to the equilibrium E in cases (1)- (3) .
Assume that a solution {(x n , y n )} converges to E. Then lim n→∞ x n = x and lim n→∞ y n = y.
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First we will find a system of limiting equations for the map T. The error terms are given as in the case (2) . Finally, in the case (3)
(3.10)
This shows that all the systems are exactly the linearized systems of (1.1) evaluated in the equilibrium E.
Using Theorem 1.4 and Pituk's result [14] , we have the following result. where λ 1,2 J T (E) are the characteristic roots of matrix J T (E).
