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Simultaneous Computation of Dynamical and Equilibrium Information
using a Weighted Ensemble of Trajectories
Ernesto Suarez, Steven Lettieri, Metthew C. Zwier,
Sundar Raman Subramanian, Lillian T. Chong, Daniel M. Zuckerman.
Computational and Systems Biology, University of Pittsburgh, Pittsburgh,
PA, USA.
Equilibrium formally can be represented as an ensemble of uncoupled systems
undergoing unbiased dynamics in which detailed balance is maintained on
average. Non-equilibrium processes are described by suitable subsets of the
equilibrium ensemble. Here, we employ the "weighted ensemble" (WE) simu-
lation protocol to generate equilibrium trajectory ensembles and extract non-
equilibrium subsets for computing kinetic quantities. States do not need to be
chosen in advance. The procedure formally allows estimation of kinetic rates
between arbitrary states chosen after the simulation, along with their equilib-
rium populations. We also describe a related history-dependent matrix proce-
dure for estimating equilibrium and non-equilibrium observables when phase
space has been divided into arbitrary non-Markovian regions, whether in WE
or ordinary simulation. The methods are successfully applied and validated
on two molecular systems: explicitly solvated methane association and implic-
itly solvated Ala-4 peptide.
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Inferring Structural Ensembles from Noisy Experiments and Molecular
Dynamics: Correcting Force Field Bias with Bayesian Energy Landscape
Tilting
Kyle Beauchamp1, Vijay Pande2, Rhiju Das2.
1Memorial Sloan-Kettering Cancer Center, New York, NY, USA, 2Stanford
University, Stanford, CA, USA.
Inferring biomolecular conformation from experiment is a fundamental goal of
structural biology. Structure determination often requires the combination of
modeling and experiment, but the vast majority of approaches model only a sin-
gle conformation, provide limited uncertainty information, and inherit biases
from assumed force fields when data are limited. Building on recent conceptual
advances, we hypothesized that these biases and missing uncertainty estimates
could be addressed through Bayesian Energy Landscape Tilting (BELT), a
scheme that enables the systematic computation of fully Bayesian "hyperen-
sembles" over conformational ensembles. As a test of BELT’s ability to correct
force field bias, we show that conformational ensembles of trialanine derived
from five different force fields (ff96, ff99, ff99sbnmr-ildn, CHARMM27, and
OPLS-AA) and chemical shift and scalar coupling measurements give conver-
gent values of the peptide’s a, b, and PPII conformational populations. Further-
more, the ensembles recover set-aside measurements not used in the fitting.
BELT’s principled combination of simulation and limited experimental data
promises rigorous assessment of force field bias and sets a foundation for
modeling ensembles and uncertainties in complex biomolecular systems.
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Optimization of Coarse-Grained Water-Ion Interaction Parameters for
Biological Simulation
Joseph Fogarty1, See-Wing Chiu2, Eric Jakobsson2, Sagar Pandit1.
1Univeristy of South Florida, Tampa, FL, USA, 2University of Illinois,
Urbana, IL, USA.
In our previous work, we developed a coarse-grained (CG) (four water mole-
cules per particle) model for polarizable water-water interactions that replicates
the bulk properties of water as accurately as many commonly used atomically
detailed water models, but with a tenfold reduction in computation time. A key
to the accuracy was to use a more complex functional form for the van der
Waals interactions, specifically a modified Morse potential in which the
short-range repulsion is parameterized independently from the long-range
attraction. A major reason for the efficiency increase was the ability to use a
longer time step. The parameters of the model were optimized using automated
optimization software (ParOpt: Parameter Optimizer) developed in our labora-
tory. The optimization procedure takes a set of parameters which forms a high
dimensional space, a target function defined by the comparison of CG data with
either atomistic molecular dynamics data or experimental values, and explores
the space to yield the point with best fit. By implementing a simplex-based
method we are able to produce optimal points within the high dimensional
space without relying on mathematically tidy assumptions about the underlying
target function. In this work, we present optimized potential parameters for so-
dium and chloride ions obtained using the same method as for determination of
water-water parameters. Each charged ionic bead represents a partially solvated
ion with four water molecules. Our long-term goal is to explore the extent to
which it will be possible to apply this approach to more heterogeneous systems,
maintaining accuracy and gaining efficiency.2050-Pos Board B780
The Bio3D Package: New Interactive Tools for Structural Bioinformatics
Xin-Qiu Yao1, Guido Scarabelli1, Lars Skjærven2, Barry J. Grant1.
1Department of Computational Medicine and Bioinformatics, University of
Michigan, Ann Arbor, MI, USA, 2Structural and Computational Biology
Unit, European Molecular Biology Laboratory (EMBL), Heidelberg,
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We present extensive updates to Bio3D, a package for the interactive analysis
of biomolecular structure, sequence and molecular simulation data. Features
include the ability to read and write biomolecular structure, sequence and dy-
namic trajectory data, query and search online sequence and structure data-
bases, perform alignment, structural superposition, rigid core and dynamic
domain identification, sequence and conformational clustering, distance and
correlation matrix analysis, conservation analysis, normal mode analysis, prin-
cipal component analysis, and many other common structural bioinformatics
tasks. Bio3D also leverages the extensive graphical and statistical capabilities
of the R environment (http://www.r-project.org) and thus provides a useful
framework for the exploratory interactive analysis of biomolecular sequence
and structure data. Recent notable additions to the package include consensus
dynamical community analysis of network based coupled motions, enhanced
coarse grained force fields and methods for normal mode analysis, and multi-
core support for many time intensive tasks. Here we describe these new capa-
bilities with example applications. The previous version of Bio3D has been
downloaded by over 13,700 researchers and cited over 100 times in the last
six years. Merging these new methods represents an important advance that
we hope will further stimulate biophysicists to use structural bioinformatics
methods as an aid in solving their research problems. The Bio3D package is
distributed with full source code and extensive documentation as a platform in-
dependent R package under a GPL2 license from http://thegrantlab.org/bio3d/.
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Learning About Transitions: Adaptive Controls for the Molecular
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Sarana Y. Nutanong1, Yanif Ahmad1, Thomas B. Woolf2, I-Jeng Wang3.
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Improvements in sampling on the events leading to transitions can provide sig-
nificant insights into what drives biomolecular change. We present additions to
our Molecular Dynamics Database (MDDB). We start with the transitions seen
in BPTI from DEShaw Research (Science, 2010) using their long-running 1 ms
trajectory as the basis for a Markov chain with states and transitions analyzed
from the Anton production trajectory. Our algorithm works by resampling
snapshot conformations known to be right before transition events, creating
an ensemble set of transitions preconditioned on sampling in the space near
to the transitions. This enables us to explore the reduced degrees of freedom
that drive the transitions and to examine the statistical foundations of the Mar-
kov chain description for state transitions in BPTI. To achieve these goals we
use an adaptive framework for resampling built around a parallel relational
database system and with scripts controlling molecular dynamics codes running
on XSEDE sponsored national supercomputers. In addition to BPTI, we will
show results that start from other trajectories defined from peptides and from
other long-running protein simulations. Our scripts for the initial analysis
and the resampling thus readily generalize to both long and short trajectory
runs and can be used to increase sampling on a broad range of transition events.
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Management of Molecular Simulation Database
Anand Kumar, Yicheng Tu, Sagar Pandit.
University of South Florida, Tampa, FL, USA.
Large amount of molecular simulations (MS) data produced in scientific studies
is stored in computer flat files. Any information requested by the users (or pro-
gram) is handled by operating system. Often, the same files are accessed mul-
tiples times when different information is requested or different analytical
query is executed. Multiple users accessing same file would result in multiple
access of the file. The I/O bandwidth requirement is huge and multiple accesses
delay requests that arrive in sequence. Therefore, there is need for managing the
MS data effectively so that access to it is efficient.
In this work, we propose the idea of storing MS data in a database management
system (DBMS) and develop novel indexing strategies to help optimize the pro-
cess of a wide range of queries. The query-plan generation feature of DBMS
minimizes number of accesses to the file system. Multiple functions (queries)
accessing same simulation file can share single access request made to the
file system.
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to upload their data and perform analysis efficiently. Users can analyze their
data using efficient functions implemented to access the data. Index structures
are generated to store all results of analysis that may be interesting to other
users, so that the results of analysis are readily available without the need to
duplicate the analysis. The data upload feature can be made available through
application program interfaces (APIs). Users can upload their data using the
APIs. The DBMS takes care of generating indexes, storing results of analysis
and retrieving efficiently, whenever users run analysis query or request
information.
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Molecular dynamics (MD) simulation and its analysis is one of the key tools to
provide deeper insights into biological systems at the molecular level, and the
results from MD simulation often make critical impacts on defining in-silico
models for biological phenomena and validating hypothesis. Recent advances
in computing resources and MD simulators significantly accelerate the MD
simulation time and thus increase the amount of trajectory data. However,
analyzing MD trajectories is still time consuming and often a difficult task
even though many laboratories routinely perform MD simulations. ST-
analyzer, http://im.bioinformatics.ku.edu/st-analyzer, is a standalone GUI tool-
set to perform various trajectory analyses with commonly used built-in analysis
modules. ST-analyzer has several outstanding features compared to other exist-
ing analysis tools: i) handling various formats of trajectory files from
CHARMM, NAMD, GROMACS, and Amber, ii) intuitive web-based GUI
environment - minimizing administrative load and reducing users’ burdens
from adapting new software environments, iii) platform independent design
scheme - works with any existing OS, iv) easily integrates into job queuing sys-
tems - providing options of batch processing either on the cluster or in interac-
tive mode, and v) providing independence between foreground GUI and
background modules - makes it easier to add personal modules or to recycle/
integrate pre-existing scripts utilizing other analysis tools. The current ST-
analyzer contains nine main modules and 18 sub-processors including density




Modified Fast Multipole Method for Coarse-Grained Molecular Simula-
tions
Mohammad Poursina.
University of Arizona, Tucson, AZ, USA.
More than 90% of computational cost in molecular simulations is associated
with pairwise potential evaluations. Fast Multipole Method (FMM) is the
most advanced algorithm with O(n) computational complexity where n is
the number of atoms in the system. This method has also been used in
coarse-grained molecular simulations with the same computational
complexity. This paper as a continuation of [1] presents a novel derivation
and implementation of the FMM for coarse-grained simulations through
which the cost reduces to O(NlogN) where N denotes the number of rigid
clusters in the system, while N<<n. These formulations developed in the
Cartesian coordinates take advantage of the rigidity of the rigid clusters to
express the fast multipole formulations. In other words, the far field potential
is expressed in terms of the physical and geometrical properties of the clus-
ters such as the entire charge, the location of the center of charge, and the
pseudo-inertia tensor of the cluster about its charge center. This tensor is con-
stant for rigid clusters if expressed in terms of the body-fixed unit vectors. As
such, it is calculated for each cluster before the simulation, and is just up-
dated with the appropriate orientation matrix. A novel binary divide and
conquer scheme as opposed to the available octree method is developed forthe efficient implementation of the algorithm. As such, the potential of
each cluster is recursively calculated in an assembly-disassembly pass using
this developed binary tree. The presented method is highly compatible with
coarse-grained models of chain biopolymers, and significantly improves the
computations associated with pairwise interactions compared to the current
FMM.
[1] Long-range force and moment calculations in multiresolution simulations
of molecular systems, Mohammad Poursina, Kurt S. Anderson, Journal of
Computational Physics, Volume 231, Issue 21, p. 7237-7254, 2012.
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nation with a Polarizable Force Field
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Kyle T. Powers2, Timothy D. Fenn3, Michael J. Schnieders1,2.
1Biomedical Engineering, The University of Iowa, Iowa City, IA, USA,
2Biochemistry, The University of Iowa, Iowa City, IA, USA, 3Merck
Pharmaceuticals, Palo Alto, CA, USA.
Global optimization of protein side-chains using discrete rotamer libraries is a
challenging problem due to the large number of permutations that exist. For
example, a small protein with 100 amino acid residues, each with 3 energeti-
cally favorable conformations, gives 3100 (or 1047) permutations to be searched.
A systematic search over all permutations is computationally intractable, even
in this simple case. To reduce the search space, rigorous inequalities have been
described that eliminate high-energy rotamers, rotamer pairs, and so on (i.e.
dead-end elimination), based on the assumption of a pairwise decomposable
energy function. However, important biomolecular driving forces, including
the hydrophobic effect and electronic polarization, are fundamentally many-
body in nature. Neglect of higher order many-body forces has unduly limited
the accuracy protein side-chain optimization and its applications to protein
structure refinement, protein design and drug discovery. Here we present
new rotamer elimination criteria that make possible the provable global optimi-
zation of protein side-chains using a polarizable (many-body) force field. Our
many-body elimination criteria are only modestly more complex than the
earlier pairwise versions when truncated at 3- or 4-body interactions. This
opens the door to the rigorous use of not only polarizable force fields, which
are now widely available for protein simulations, but also quantum mechanical
potentials and/or implicit solvents such as Poisson-Boltzmann. Application to
the protein ‘‘Proliferating Cell Nuclear Antigen’’ (PCNA) will be presented,
which is a eukaryotic sliding clamp involved in numerous DNA processing
pathways.
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Improving the Computational Efficiency of the Induced-Dipole Model in
Amoeba via the 3-Body Approximation
Omar Demerdash, Liam D. O’Suilleabhain, Teresa L. Head-Gordon.
Chemistry, University of California-Berkeley, Berkeley, CA, USA.
Computational modeling at the atomistic level has undergone dramatic devel-
opment to meet the challenge of adequately accounting for the many-body
intermolecular interactions. Polarization is recognized in the force field devel-
opment community as the most important many-body intermolecular interac-
tion due to the fact that it is the slowest decaying of these, and major efforts
have been underway to incorporate classical models of polarization in empir-
ical force fields. However, the computational cost of calculating polarization
for each energy/gradient evaluation has limited its practical use in adequate
sampling of phase space that is necessary to obtain converged condensed-
phase properties. More specifically, calculating polarization in the induced
dipole regime requires the expensive iteration of the values of the induced di-
poles to self-consistency for the entire system. To reduce the computational
cost of the full N-body polarization calculation, we employ a truncation of
the N-body energy expansion at the level of 3-bodies. This reduces the compu-
tational cost in several ways. First, the calculation of the induced dipoles for
groups of 1 body, 2 bodies, and 3 bodies may be calculated exactly with matrix
inversion, obviating the need for an iterative approach due to the small size of
the system. Secondly, due to the fact that they are independent calculations un-
der the 3-body approximation, the polarization energy for the system may be
trivially parallelized. Finally, due to the decay of the polarization energy
with distance, we may employ cutoffs. We first demonstrate that the 3-body
approximation yields errors of 1-5% in the polarization energy for neutral sys-
tems compared to the N-body model. We then demonstrate the computational
savings that result when parallelization is incorporated. Finally, we report the
performance in capturing condensed-phase observables of water and solvated
peptide and small molecule systems.
