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Collision-induced dissociation of the dimethoxyethane (DXE) complexes with copper ions,
Cu1(DXE)n, n 5 1 and 2, is studied using kinetic energy dependent guided ion beam mass
spectrometry. For Cu1(DXE)2, the only product formed corresponds to endothermic loss of a
neutral ligand, while the Cu1(DXE) complex dissociates by several competitive channels. The
cross-section thresholds for single ligand loss are interpreted to yield 0 and 298 K bond
energies for Cu1-DXE and (DXE)Cu1-DXE after accounting for the effects of multiple
ion-molecule collisions, internal energy of the reactant ions, and dissociation lifetimes. We find
absolute 0 K bond dissociation energies for these complexes of 2.74 6 0.08 and 1.87 6 0.06 eV,
respectively. These values are compared with theoretical values obtained using density
functional and second order Møller-Plesset perturbation, MP2, theories. We also compare our
results with previously studied alkali cation-ether complexes. Although Cu1 and all alkali
cations have 1S electronic ground states, the comparison shows different trends for Cu1
because of hybridization effects involving the valence d-electrons. (J Am Soc Mass Spectrom
2001, 12, 480–489) © 2001 American Society for Mass Spectrometry
In recent work, we measured the binding energies ofa simple monodentate ligand, dimethyl ether(DME), to Cu1 [1]. Comparison of this thermochem-
istry to that of analogous complexes of alkali ions
[2,3,4,5] demonstrates that the Cu1 ions bind two of
these ligands much more tightly. Indeed, the second
DME ligand is bound more tightly than the first, in
contrast to the situation with all alkali ion complexes.
Initially, this is surprising as the alkali ions and the
singly charged coinage metal cations all have spher-
ically symmetric 1S electronic ground states. The
explanation for the distinct patterns in binding ener-
gies lies in the ability of the coinage metals to
hybridize the valence s and d orbitals. This was first
elucidated by Bauschlicher and co-workers for the
analogous complexes with water ligands [6], which
show the same relative trends in bond energies [7,
8,9,10,11,12,13].
One of the motivations of our work on metal-ether
complex ions was to understand the noncovalent inter-
actions involved. Such interactions play a significant
role in molecular recognition, which is of potential
utility in advanced chemical separations [14] and ana-
lytical methodology [15]. In the condensed phase, mo-
lecular recognition involves a subtle interplay of en-
tropic and enthalpic effects that can be separated using
gas-phase data on such systems. In efforts to under-
stand how specific ligands might selectively bind to
particular metal ions, we have examined noncovalent
interactions between alkali ions and neutral mole-
cules such as dimethyl ether (DME) [2–5], dimethox-
yethane (DXE) [2–5,16], and crown ethers [3–5,16,17]:
simple monodentate, bidentate, and multidentate li-
gands, respectively. Given the strong interactions
between the coinage metals and the first two mono-
dentate ligands, we are now interested in seeing how
s– d hybridization affects interactions with multiden-
tate ligands. For these species, the locations of the
electron donating sites are now restricted, potentially
leading to different trends than those of the unrestricted
monodentate ligands.
In this project, we investigate the binding of Cu1
to 1 and 2 dimethoxyethane molecules. Guided ion
beam mass spectrometry is used to measure the
kinetic energy dependent cross sections for collision-
induced dissociation (CID). Analysis of these results
provides absolute binding energies of these com-
plexes after consideration of reactant energy distri-
butions, effects of multiple collisions, and lifetime
effects. These results are compared to cost-effective
theoretical results. The binding energies of these
complexes are compared to those of analogous alkali
metal ion complexes to show how hybridization of
the valence s and d electrons alter the metal-ligand
interactions. Comparisons to the metal DME complex
ions provide further insight into the binding of these
complexes.
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Experimental and Theoretical Methods
Experimental Approach
For all reactions studied here, cross sections are col-
lected using a guided ion beam tandem mass spectrom-
eter described previously [18,19]. Cu1(DXE)n com-
plexes are produced in a dc discharge flow tube ion
source. At the front end of a meter long flow tube, a dc
discharge in a ;10% mixture of Ar in He creates Ar1
ions that sputter metal ions from a copper cathode. The
overall gas pressure is about 0.5 Torr and typical
operating conditions of the dc discharge are 1.3 kV and
30 mA. DXE molecules are introduced about 50 cm
downstream of the source and attached to the copper
ions by three-body condensation. While the complexes
traverse the remainder of the flow tube, they are ther-
malized by undergoing . 104 collisions with the bath
gases. The assumption of efficient thermalization is rea-
sonable, as suggested by previous work [11,20,21,22].
The complex ions are extracted from the source,
accelerated, and focused into a magnetic sector momen-
tum analyzer for mass analysis. The mass-selected ions
are slowed to a desired kinetic energy and focused into
a rf octopole ion guide [23]. The guide passes through a
static gas cell containing xenon gas, used in our CID
studies for reasons described elsewhere [11,24]. After
exiting the gas cell, product and remaining reactant ions
drift to the end of the octopole, where they are extracted
and focused into a quadrupole mass filter for mass
analysis. A secondary electron scintillation ion counter
detects the mass-analyzed reactant and product ions.
These signals are converted to absolute reaction cross
sections as described previously [18]. Absolute uncer-
tainties in these cross sections are estimated to be 620%.
Sharp features in observed cross sections are broad-
ened by thermal motion of the xenon gas and the
distribution of ion energies. The distribution and abso-
lute zero of the ion kinetic energies are measured using
the octopole as a retarding potential analyzer [18]. The
uncertainty in the absolute energy scale is 60.05 eV
(lab). Typical distributions have a full width at half
maximum (fwhm) between 0.2 and 0.4 eV (lab). Kinetic
energies in the laboratory frame are converted to ion
energies in the center-of-mass (CM) frame by E 5 E(lab)
m/(M 1 m), where M and m are the ion and neutral
reactant masses, respectively. All energies cited in this
paper are in the CM frame except as noted.
Thermochemical and Threshold Analysis
The kinetic energy dependence of the experimental
cross sections is modeled using eq 1,
s~E! 5 s0Sgi~E 1 Ei 2 E0!
N/E (1)
where E is the relative translational energy of the
reactants, E0 is the 0 K threshold of the reaction, s0 is an
energy-independent scaling factor, and N is an adjust-
able parameter. The sum is over the ro-vibrational
states of the reactant ion having energies Ei and popu-
lations gi (where Sgi 5 1). The vibrational frequencies
(Table 1 ) and rotational constants (Table 2 ) of the
Table 1. Vibrational frequencies and internal energies of Cu1(DXE)n complexes
a
Species
b
Evib (eV)
c
Frequencies (cm21)
DXE [C2h] 0.15 (0.03) 67, 108, 115, 142, 205, 225, 316, 379, 483, 805, 946, 997, 1045, 1127, 1145, 1153, 1154,
1164, 1211, 1219, 1224, 1273, 1343, 1428, 1451, 1462, 1464(2), 1473, 1474, 1493,
1508, 2834, 2835, 2848(2), 2864, 2879(2), 2880, 2953(2)
Cu1(DXE) [C2] 0.20 (0.03) 52, 105, 112, 157(2), 173, 196, 206, 278, 345, 366, 538, 813, 847, 988, 1014, 1066,
1099, 1105, 1149, 1155, 1196, 1213, 1246, 1280, 1380, 1420, 1453, 1457, 1459, 1460,
1468, 1469, 1481, 1486, 2883, 2885, 2889, 2890, 2930, 2940, 2959(2), 2987(2)
C4H9O2
1d [C1] 0.10 (0.03) 92, 202, 282, 306, 350, 514, 553, 661, 744, 870, 911, 938, 976, 1080, 1091, 1126, 1158,
1166, 1189, 1201, 1248, 1309, 1338, 1353, 1425, 1445, 1448, 1460, 1466, 1489, 2966,
2977, 2982, 3005, 3067, 3083, 3084, 3089, 3099
Cu1(DXE)2 [S4] 0.48 (0.06) 13, 22(2), 50(2), 87, 99(2), 107, 123(2), 128, 152, 154, 179, 198, 201, 207(2), 276, 278,
332(2), 352, 355, 545(2), 825(2), 851, 856, 997, 1002, 1021(2), 1090(2), 1101(2),
1122(2), 1151(2), 1156(2), 1201(2), 1213(2), 1246(2), 1280(2), 1380(2), 1421(2),
1453(2), 1457, 1458, 1460(3), 1462, 1469(2), 1471(2), 1482(2), 1486, 1487, 2868(2),
2871(2), 2876(2), 2878, 2879, 2911(2), 2921(2), 2938(4), 2977(4)
a
Except as noted, vibrational frequencies are calculated at the RHF/6-31G* level and scaled by 0.8929. Degeneracies in parentheses.
b
Symmetries of each species are listed in brackets.
c
Average vibrational energies at 298 K. Uncertainties are obtained from scaling the frequencies by 620%.
d
Vibrational frequencies are calculated at the B3LYP/6-311G* level and scaled by 0.9613. Degeneracies in parentheses.
Table 2. Rotational constants of Cu1(DXE)n in cm21
Species
Energized molecule Transition state
1-D
a
2-D
b
1-D
c
2-D
c
2-D
bd
Cu1(DXE) 0.0852 0.0424 0.659 0.0426 0.0019
Cu1(DXE)2 0.0261 0.0138 0.0852 0.0426 0.0013
0.659 0.0424
a
Active external.
b
Inactive external.
c
Rotational constants of the dissociation products treated as internal
rotors.
d
Treated variationally; value cited is obtained at the threshold energy
for dissociation.
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complexes are obtained from theoretical calculations
described below. The Beyer-Swinehart algorithm [25] is
used to calculate the distribution of internal states of the
complex at 300 K, the temperature of the gas in the flow
tube.
In order to analyze the kinetic energy dependence of
these cross sections and acquire accurate thermochem-
istry, several effects have to be considered. First, the
internal energy of the reactants must be well character-
ized. This is achieved by use of the flow tube ion source,
yielding internal energy distributions that should be
Maxwellian. Second, the collision gas must provide
efficient kinetic to internal energy transfer. Using Xe
gas, which is heavy and polarizable while having no
internal modes to carry away energy, satisfies this
condition [11, 24]. Third, rigorous single collision con-
ditions are required to avoid problems associated with
depositing excess (and unknown) energy in secondary
collisions. To produce rigorous single-collision condi-
tions, data obtained at different neutral reactant pres-
sures (; 0.05, 0.1, 0.2 mTorr) are extrapolated to zero
pressure by linear regression [26]. These are the cross
sections analyzed using eq 1.
Fourth, because the ions move through the appara-
tus in a finite time (;1024 s), it is important to consider
the lifetime of dissociating ions, particularly for large
complexes such as Cu1(DXE) and Cu1(DXE)2. The
lifetime effect is taken into account using Rice-Ram-
sperger-Kassel-Marcus (RRKM) theory [27] in the phase
space limit (PSL) using equations developed by Rodg-
ers et al. [28]. Briefly, the transition state (TS) for
dissociation is modeled by loosely interacting products
such that both fragments are free to rotate. This PSL is
appropriate for ion-molecule complexes because the TS
for the reverse, barrierless association process is accu-
rately described as lying at the top of the centrifugal
barrier. In this study, the 2-D external rotations are
treated adiabatically but with centrifugal effects in-
cluded, consistent with the discussion of Waage and
Rabinovitch [29]. The adiabatic 2-D rotational energy is
treated using a statistical distribution with explicit
summation over the possible values of the rotational
quantum number, as described in detail elsewhere [28].
The rotational constants of the energized molecule and
the transition state for each Cu1(DXE)n complex are
listed in Table 2.
Because the rotational, vibrational, and translational
energy distributions are explicitly included in our mod-
eling, the threshold energies determined with eq 1
correspond to 0 K. By assuming that E0 represents the
energy difference between the reactants and products at
0 K [11], threshold energies for CID reactions are
equated with 0 K bond dissociation energies (BDEs).
This correspondence is generally true for ion-molecule
reactions because the presence of activation barriers in
excess of the reaction endothermicity is unlikely [30,31],
especially for the simple heterolytic bond cleavages
considered here [32]. The reported thresholds for all
reactions are determined in the following way. First, eq
1 with an initial set of parameters is convoluted with the
kinetic energy distribution of the ion beam and the
thermal motion of Xe gas in the reaction cell. The
parameters of eq 1 are optimized using a nonlinear
least-squares analysis to give a best fit to the zero
pressure extrapolated cross sections. This represents the
threshold energy at 0 K without lifetime corrections.
The threshold energies including the PSL analysis pro-
vide the bond energy at 0 K including lifetime correc-
tions. An estimate of the error in the threshold energy is
obtained by variations in the parameter N in eq 1,
variations in the time available for reaction by factors of
2 and 1/2, variations in the vibrational frequencies by
620%, and the error in the absolute energy scale (60.05
eV lab).
As described in the results section, CID of the
Cu1(DXE) complex yields two major decomposition
channels. In addition to analyzing these cross sections
individually using eq 1, the CID reaction data for n 5 1
are analyzed further using the competitive statistical
model developed by Rodgers and Armentrout [33]. In
this treatment, the unimolecular rate constant ktot(E*) is
defined in the usual manner by RRKM theory,
ktot~E*! 5 Skj~E*! 5 SdjN
†
j~E* 2 E0j!/hr~E*!, (2)
where kj(E*) is the rate constant for a single dissociation
channel j, dj is the reaction degeneracy for channel j,
N†(E*2E0j) is the sum of rovibrational states of the
transition state (TS) for channel j at an energy E*2E0j,
E0j is the dissociation energy for channel j, and r(E*) is
the density of the states of the energized molecule (EM)
at the energy available E*. The experimental cross
sections are fitted simultaneously with the individual
cross sections being coupled through the ktot terms and
the branching ratio given by kj(E*)/ktot(E*).
As detailed in the results below, there are also two
minor channels that involve formation of methanol and
formaldehyde, respectively. The latter channel is a
decomposition of one of the primary products, and is
analyzed assuming that the rate determining step is the
subsequent loss of formaldehyde. Both channels as-
sume loose PSL transition states. Although it is possible
that tighter transition states might be more accurate
descriptions of the true potential energy surface, we
have no reliable means of estimating these without
detailed potential energy surface calculations that are
beyond the scope of this work.
Theoretical Methods
The geometries, vibrational frequencies, and binding
energies of the Cu1(DXE)n complexes for n 5 1 and 2
and their dissociation products are calculated using
Gaussian 98 programs [34]. Geometries were initially
optimized by ab initio restricted Hartree-Fock (RHF)
methods using the 6-311G* basis set, followed by
optimizations using the Becke three-parameter fit with
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the functional of Lee, Yang, and Parr (B3LYP) [35] using
the 6-311G* basis set. At the RHF/6-311G* levels, the
symmetries of the ground states for n 5 1 and 2 are
found to be C2 and S4, respectively. We also found a
stable C1 conformer for the n 5 2 complex at the
B3LYP/3-21G level of theory, and optimized the geom-
etry further at the B3LYP/6-31G* level. At the B3LYP/
6-311G* level, the C1 structure collapses to the S4
geometry indicating the former is not a stable minimum
at this level of theory. Single point calculations at the
second-order Møller-Plesset perturbation theory, MP2
[36], with a small hybrid basis set (S-hybrid):
6-3111G(3df) for Cu and 6-311G* for O, C, and H, were
performed for the B3LYP/6-311G* optimized C2 and S4
geometries and the B3LYP/6-31G* optimized C1 geom-
etry.
Geometries and energies of other products were also
calculated at the B3LYP/6-311G* level of theory. Bond
dissociation energies calculated from all theoretical
results are corrected using the counterpoise method of
Boys and Bernardi [37] for basis set superposition error
(BSSE). These corrections are about 0.33 6 0.04 eV for
our MP2/S-hybrid calculations and 0.14 6 0.02 eV for
the B3LYP/6-311G* calculations. For most complexes,
harmonic frequencies of the normal modes and zero
point energy corrections (ZPE) to the BDEs were calcu-
lated at the RHF/6-311G* level and scaled by 0.8929
[38]. For the C1 conformer of Cu
1(DXE)2, frequency
calculations were performed at the B3LYP/6-31G* level
and scaled by 0.9613. For the C4H9O2
1 product, fre-
quency calculations were done at the B3LYP/6-311G*
level and scaled by 0.9613. All scaled frequencies used
here are listed in Table 1. All calculated BDEs described
below include ZPE corrections.
In previous studies of Cu1(DME)n complexes [1], we
observed experimentally that the second DME ligand is
bound more tightly than the first. We performed calcu-
lations at MPn, B3LYP, and B3P86 levels of theory using
series of different basis sets. The strong BDEs for n 5 1
and 2 and the weak BDEs for n 5 3 and 4 are repro-
duced at essentially all levels of theory, whereas only
MP2 and MP4 theoretical BDEs reproduce the observed
trends for n 5 1 and 2. Therefore, we conclude that
Cu1-O interactions are not as effectively described in
DFT calculations as in MPn theory.
It should be noted that recent studies on the co-
valently-bound diatomics, CuH1 and CuO1, suggest
that MPn methods can have difficulty yielding mean-
ingful results, a problem that may arise from instabili-
ties in the HF wavefunctions [39,40]. No such problems
were noted by Luna et al. [39] for noncovalently-bound
Cu1 complexes, e.g., Cu1(H2O) and Cu
1(NH3), and
likewise, we did not observe such instabilities in our
previous work [1] or in the present study. However,
Luna et al. [39] find that the MPn series shows strong
oscillations for the isolated Cu1 ion and Cu1 com-
plexes, with negative corrections for MP2 and MP4, and
positive corrections for MP3 and MP5. The MP2 correc-
tions are quite large, while those for MP3–5 are smaller
but of comparable magnitude to one another, showing
that the MP series is far from converged. Therefore, they
concluded that the MPn BDEs are systematically too
small. However, inclusion of a single set of copper f
functions, which is known to make the BDEs stronger
for the analogous Cu1(H2O)x systems [13], appears to
have reduced this underestimation in our previous
work [1]. This explains our use of the S-hybrid basis set.
In our previous studies of Cu1(DME)n, Cu
1-O bond
lengths calculated for RHF optimized geometries are
about a tenth of an Ångstrom longer than those of
correlated methods (B3LYP and MP2). Previous G2
studies of Cu1 complexes [39] also found nonnegligible
differences in the MP2 and B3LYP optimized geome-
tries, but found that the resultant BDEs were not
sensitive to the different geometries. As previously
found by Feller et al. for Cu1(H2O)x complexes [13], we
also noted that the correlated methods find optimized
geometries that are distorted from symmetric geome-
tries such that the metal no longer lies in the C-O-C
plane of the DME ligands [1]. In the present work, this
type of distortion already exists in the C2, S4, and C1
symmetry geometries of the Cu1(DXE)n complexes
because of the restrictions in geometry introduced by
the C-C backbone.
Results
Experimental Observations
Experimental cross sections for the reaction of
Cu1(DXE) complexes with xenon are shown in Figure 1
. Four products formed in reactions 3–6 are observed
and include significant amounts of products in which
the DXE ligand decomposes.
Cu1~DXE! 1 Xe 3 Cu1 1 DXE 1 Xe (3)
Figure 1. Cross sections for reactions of Cu1(DXE) with xenon as
a function of kinetic energy in the center-of-mass frame (lower x
axis) and laboratory frame (upper x-axis).
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3 C4H9O2
1 1 CuH 1 Xe (4)
3 Cu1~C3H6O! 1 CH3OH 1 Xe (5)
3 C3H7O
1 1 CH2OH 1 CuH 1 Xe (6)
Simple collision-induced dissociation to form the Cu1
ion product, reaction 3, is one of the major channels and
has a cross section with an apparent threshold of about
2.7 eV and a maximum magnitude of 3 Å2. Because the
excitation energy of Cu1 is so high, 2.81 eV to the 3D
first excited state [41], the ionic product is certainly
formed in its 1S ground electronic state. The dominant
channel at low energies involves the loss of CuH,
reaction 4, which has an apparent threshold of about 2.6
eV and a maximum cross section of 4.0 Å2 at 4 eV. The
lowest energy, but least efficient channel corresponds to
reaction 5 in which methanol is eliminated. This cross
section has an apparent threshold of about 2.2 eV and a
maximum cross section of 0.3 Å2 at 4 eV. Reaction 6
corresponds to the loss of both CuH and CH2O and has
an apparent threshold near 3 eV and a maximum cross
section of 2.4 Å2. This cross section rises slowly as the
C4H9O2
1 cross section declines, indicating that reaction
6 occurs by subsequent reaction of the primary product
formed in reaction 4.
Collisional activation of the Cu1(DXE)2 complex by
Xe is much simpler, Figure 2 . The only product
observed is the simple CID process, reaction 7.
Cu1(DXE)2 1 Xe 3 Cu
1~DXE! 1 DXE 1 Xe
(7)
As shown in Figure 2, the cross section of this product
ion has an apparent threshold near 1.5 eV and levels off
with a maximum magnitude of 40 Å2.
Theoretical Results
Geometries calculated for the Cu1(DXE)n, n 5 1 and 2,
complexes are shown in Figure 3 . The ground state
conformer of Cu1(DXE) has C2 symmetry at both RHF
and B3LYP levels of theory when using the 6-311G*
basis set. At these levels, the Cu1-O bond lengths are
2.134 and 2.038 Å, respectively, comparable to the
differences observed for calculations on Cu1(DME)n
complexes [1]. The Cu1 ion is found to lie out of the
C-O-C planes by 31.9° and 39.3°, respectively; and the
O-Cu1-O bond angles are 79.5° and 85.0°, respectively.
The dihedral angles defined by O-C-C-O are 53.9° and
54.8°, respectively, compared to 180° in the free ligand
for the ground state anti conformer and 75.4° for the
gauche conformer (0.03 eV higher in energy at the
B3LYP/6-311G* level).
For n 5 2, we found two stable structures having S4
and C1 symmetries. The ground state conformer of
Cu1(DXE)2 has S4 symmetry at the RHF/6-311G* and
B3LYP/6-311G* levels of theory. At these levels, the
Cu1-O bond lengths are uniformly 2.229 and 2.153 Å,
respectively, again with differences between the levels
of theory comparable to those observed for calculations
on Cu1(DME)n complexes [1]. The Cu
1 ion is found to
Figure 2. Cross sections for reaction of Cu1(DXE)2 with xenon as
a function of kinetic energy in the center-of-mass frame (lower x
axis) and laboratory frame (upper x-axis). The dotted line shows
the model of eq 1 for reactants with no internal energy and in the
absence of kinetic energy broadening. The solid line is this model
convoluted with the internal and kinetic energy distributions of
the reactants.
Figure 3. The optimized geometries of Cu1(DXE)n, n 5 1 and 2,
calculated at the B3LYP/6-311G* level of theory, except for the C1
conformer of Cu1(DXE)2, which used B3LYP/6-31G*. Oxygen
atoms are shown in black and copper atoms are shaded.
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lie out of the C-O-C planes by 31.6° and 41.5°, respec-
tively; the dihedral angles defined by O-C-C-O are 55.3°
and 55.6°, respectively; and the O-Cu1-O bond angles
are 75.2° and 78.3°, respectively.
In addition, we also found a C1 structure for
Cu1(DXE)2 at B3LYP/3-21G and B3LYP/6-31G* levels.
With the smaller basis set, the C1 structure was 0.26 eV
lower than the S4 structure, while the larger basis set
finds the S4 structure is the ground state by 0.36 eV.
Single point calculations at the B3LYP/6-311G* level
give a difference of 0.45 eV. In the B3LYP/6-31G* C1
structure, Figure 3, the Cu1 ion is complexed by a
bidentate and a monodentate DXE ligand, such that it
falls in the plane formed by three oxygen atoms. The
bidentate DXE ligand has Cu1-O bond lengths of 1.913
and 2.123 Å with a O-Cu1-O bond angle of 82.1°; the
Cu1 ion lies out of the C-O-C planes by 33.6° (for the
short Cu1-O bond) and 42.5° (for the long Cu1-O
bond), and the O-C-C-O dihedral angle is 51.5°. The
monodentate ligand has Cu1-O bond lengths of 1.883
and 3.081 Å, such that the binding oxygen lies 153.8°
and 122.8° from the oxygens in the bidentate ligand.
The O-C-C-O dihedral angle in the monodentate DXE is
68.8°, close to that of an uncomplexed gauche con-
former.
Figure 4 shows the results of calculations on other
products observed in the CID of Cu1(DXE). Four con-
formers were theoretically examined for the C4H9O2
1
ion at both the RHF/6-311G* and B3LYP/6-311G*
levels of theory. These correspond to gauche (g) and
anti (a) conformers of cations formed by removal of H2
from either the terminal or central carbon of DXE,
1-C4H9O2
1 and 3-C4H9O2
1, respectively. At the
B3LYP/6-311G* level of theory, g-1-C4H9O2
1 is the
ground state conformer and is clearly stabilized by
interaction between the charged center and the farther-
most oxygen. Slightly higher in energy are the g-3-
C4H9O2
1 and a-3-C4H9O2
1 isomers, at 0.11 and 0.16 eV,
respectively, while the a-1-C4H9O2
1 lies substantially
higher at 0.71 eV. Whereas the RHF and B3LYP geom-
etries are similar for three of the C4H9O2
1 isomers, the
RHF calculations do not give g-1-C4H9O2
1 as the
ground state. This is largely because the RHF geometry
does not include the intramolecular solvation interac-
tion of the second oxygen, in contrast to the B3LYP
geometry. Because this geometry difference makes the
vibrational frequencies calculated at the RHF level
inaccurate, frequency calculations at the B3LYP/6-
311G* level were performed for all C4H9O2
1 isomers.
We also examined the theoretical structures of the
minor cationic products, Figure 4. At the B3LYP/6-
311G* level of theory for the Cu1(C3H6O) complex, we
find that the ligand has an allylic structure as indicated
by an O-C-C bond angle of 121.4°. The Cu1 is bound to
the oxygen atom with a Cu1-O bond length of 1.934 Å.
The dihedral angle formed by Cu1-O-C-C is 26.0°. Note
that this complex can be formed from Cu1(DXE) by a
1,3-hydrogen shift to eliminate a terminal methanol
unit. The other minor product is the C3H7O
1 ion
formed by formaldehyde elimination from the primary
C4H9O2
1 product ion. At the B3LYP/6-311G* level of
theory, we find several local minima for this product
ion. Only one of these can be formed directly from the
g-1-C4H9O2
1 ion by cleaving a C-O bond to remove
CH2O. This CH2CH2OCH3
1 structure stabilizes the
radical center by interaction with the oxygen, Figure 4.
Rearrangements of this conformer to form
CH3CHOCH3
1 and CH3CH2OCH2
1 ions (1.35 and 0.75
eV, respectively, lower in energy) can occur by hydro-
gen migrations, but B3LYP/6-311G* calculations indi-
cate that these hydrogen shifts proceed over barriers of
at least an additional 1 eV. The lowest energy conform-
ers of C3H7O
1 are protonated acetone and protonated
propionaldehyde, but formation of these species would
require gross structural rearrangements that are not
considered plausible. Therefore, we believe that the
C3H7O
1 product ion observed in our experiments cor-
responds to the CH2CH2OCH3
1 conformer shown in
Figure 4. This is consistent with the measured thermo-
chemistry, as discussed below.
Experimental and Theoretical Bond Dissociation
Energies
The data shown in Figures 1 and 2 were analyzed using
eq 1 and the competitive model described above [33].
Optimum fitting parameters, s0, N, and E0, are listed in
Figure 4. Optimized geometries of C4H9O2
1, Cu1(C3H6O), and
C3H7O
1 calculated at the B3LYP/6-311G* level of theory. Oxygen
atoms are shown in black and copper atoms are shaded.
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Table 3 , and an example model of the data is shown in
Figure 2. Analysis of the Cu1(DXE) results using the
competitive statistical model shifts the thresholds for
the C4H9O
1 and Cu1 channels to higher energies by
about 0.05 eV. Kinetic shifts obtained from the differ-
ence in thresholds with and without lifetime effects, are
0.69 and 0.76 eV for the C4H9O
1 and Cu1 channels,
respectively, and 0.87 eV for n 5 2 dissociation. The
magnitude of these kinetic shifts are larger than those
observed for Li1(DXE)x or Na
1(DXE)x complexes [3,16].
This is a consequence of the larger BDEs for the Cu1
complexes. The kinetic shift observed for n 5 2 is
slightly larger than the shift observed for n 5 1, which
simply reflects the increasing density of states of the
complexes with increasing size. The kinetic shifts ob-
served in Li1(DXE)2 and Na
1(DXE)2 are smaller than
shifts observed for Li1(DXE) and Na1(DXE) because
the second ligand is bound much more weakly to the
metal ion.
Our experimental results find that reaction 4 requires
0.08 6 0.11 eV less energy than reaction 3. This is the
exothermicity of reaction 8. We can estimate how rea-
sonable this value is by comparing it to heats of reaction
for processes 9 and 10, where the thermochemistry is
known.
Cu1 1 DXE 3 CuH 1 C4H9O2
1 (8)
Cu1 1 DME 3 CuH 1 CH3OCH2
1 (9)
Cu1 1 CH3CH2OCH3 3 CuH 1 CH3CHOCH3
1
(10)
These two reactions are first approximations of energet-
ics for hydride transfer from the 1 and 3 positions of the
DXE ligand, but omit possible interactions between the
charged site and the second oxygen. Using literature
thermochemistry for CuH [42] and the hydrocarbons
[43], we find that hydride transfer to Cu1 from a
terminal carbon of an ether, reaction 9 is endothermic
by 0.65 6 0.08 eV. Hydride transfer to Cu1 from a
secondary carbon of an ether, reaction 10, is more
favorable, being essentially thermoneutral (exothermic-
ity of 0.01 6 0.09 eV). This latter result is in qualitative
agreement with our experimental observations. Our
B3LYP theoretical calculations show that hydride trans-
fer from the terminal carbon requires 0.11 eV less than
the process of losing H- from one of the central carbons
of DXE. This result differs from the relative thermo-
chemistry of reactions 9 and 10 because g-1-C4H9O2
1,
formed by losing H- from the terminal carbon of DXE, is
stabilized by the intramolecular solvation interaction of
the second oxygen. Assuming that reaction 10 has
comparable thermochemistry as formation of g-3-
C4H9O2
1, which is calculated to be 0.11 eV less stable
than g-1-C4H9O2
1, the relative energetics of reaction 8
can be refined to be about 0.12 eV exothermic, in
excellent agreement with our experimental value of
0.08 6 0.11 eV.
The theoretical BDEs for Cu1(DXE)n-1-DXE are listed
in Table 4 and compared to our experimental values. It
can be seen that both theoretical values are in reason-
able agreement with the experimental bond energy for
Cu1(DXE), while values for Cu1(DXE)2 are somewhat
low. Theoretical bond energies for the alternate C1
geometry of the latter complex are in worse agreement
with experiment, indicating that the S4 geometry is the
likely conformation probed experimentally. Note that
the discrepancies between theory and experiment for
Cu1(DXE)2 would be much worse without accounting
for kinetic shifts as shown in Table 3, and that the full
counterpoise method may overestimate the BSSE cor-
rection in these systems.
To allow comparison to commonly used experimen-
tal conditions, we convert the 0 K bond energies deter-
Table 3. Parameters of eq 1 used to model the data
a
Reactant Product s0b N
b
E0
(PSL) (eV)
E0
(w/o lifetime)(eV)
Cu1(DXE) C4H9O2
1 1 CuH 15.5 (0.9) 0.9 (0.1) 2.66 (0.08) 3.35 (0.07)
C4H9O2
1 1 CuH
c
23.0 (1.1) 0.8 (0.1) 2.70 (0.08)
Cu1 1 DXE 6.9 (0.7) 0.9 (0.2) 2.74 (0.08) 3.50 (0.10)
Cu11 DXE
c
23.0 (1.1) 0.8 (0.1) 2.79 (0.07)
Cu1(C3H6O) 1 CH3OH 0.44 (0.43) 2.0 (1.0) 2.0 (0.6) 2.1 (0.7)
C3H7O
1 1 CuH 1 CH2O 4.3 (1.8) 1.7 (0.5) 3.86 (0.22) 3.96 (0.22)
Cu1 (DXE)2 Cu
1 (DXE) 1 DXE 115 (5) 0.7 (0.1) 1.87 (0.06) 2.74 (0.07)
a
Uncertainties are listed in parentheses.
b
Average values for loose PSL transition state.
c
Competitive analysis using eq 2.
Table 4. Bond energies (eV) for (DXE)n-1Cu
1-DXE
a
n 5 1 n 5 2
B3LYP/6-311G* 2.93 (3.08) 1.63 (1.75) S4
1.20 (1.30)
c
C1
MP2/S-hybrid 2.59 (2.88)
b
1.40 (1.76)
b
S4
1.06 (1.40)
c
C1
Experiment 2.74 6 0.08 1.87 6 0.06
a
All theoretical values are corrected for ZPE using frequencies in Table
1 as shown and BSSE. Values excluding corrections for BSSE are given
in parentheses.
b
B3LYP/6-311G* optimized geometries.
c
B3LYP/6-31G* optimized geometry.
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mined here to 298 K bond enthalpies and free energies.
The enthalpy conversions and the entropies are calcu-
lated using a rigid rotor/harmonic oscillator approxi-
mation, and molecular constants calculated at the RHF/
6-311G* level (see Tables 1 and 2). Table 5 lists the 298
K enthalpies, free energies, enthalpic and entropic cor-
rections, along with the 0 K enthalpies for the simple
CID bond energies. Uncertainties in these values are
determined by increasing and decreasing the metal-
ligand frequencies by a factor of 2 and 6 20% varia-
tions in the ligand frequencies for both Cu(DXE)n
complexes. Overall, the enthalpy and entropy correc-
tions and the derived DG298 values listed in Table 5
should be viewed as first approximations.
Theoretical BDEs for other product channels, reac-
tions 4–6, can also be compared to our experimental
values. These values cannot include BSSE corrections
because the wavefunctions for these dissociations (e.g.,
CuH in the Cu1(DXE) complex geometry has a separa-
tion between Cu and H of more than 3.2 Å) are not good
representations of the wavefunction of the product
molecules. Further, we find that the MP2/S-hybrid
result yields CuH that is unbound, a nonphysical result
that is a consequence of the instability issues described
above. Excluding BSSE corrections, the energies re-
quired for reactions 3 and 4 at the B3LYP/6-311G* level
of theory are 3.08 eV and 2.71 eV, respectively. Al-
though this difference in relative thresholds is larger
that observed experimentally, theory correctly predicts
that reaction 4 is the lower energy channel.
For the minor channel, reaction 5, calculations at the
B3LYP/6-311G* level without BSSE corrections yield a
threshold of 1.62 eV. This value agrees with the exper-
imental observation that this is the lowest energy pro-
cess. More detailed analysis of the threshold is prob-
lematic because of the small magnitude of this cross
section, however, analysis using eq 1 with reasonable
values of the parameter N yield a best estimate for E0(5)
of 2.0 6 0.6 eV, Table 3. As noted above, this analysis
assumes a loose PSL transition state, which may be
inappropriate. Indeed, the observed inefficiency of this
reaction compared with processes 3 and 4 makes it
likely that methanol elimination requires a tighter tran-
sition state. This would lead to a larger kinetic shift and
a lower threshold, in better agreement with theory.
For reaction 6, the subsequent decomposition of the
primary C4H9O2
1 product, our analysis yields a thresh-
old of 3.86 6 0.22 eV, 1.20 6 0.23 eV higher than the
threshold for reaction 4. According to the B3LYP/6-
311G* calculations, the loss of formaldehyde from
g-1-C4H9O2
1 to form the CH2CH2OCH3
1 conformer
shown in Figure 4, which involves no structural rear-
rangements, requires 1.33 eV, in excellent agreement
with experiment. Direct formation of any of the other
conformers of this ion is calculated to require less than
0.58 eV, inconsistent with our observations.
Discussion
The first DXE ligand binds more strongly to the Cu1 ion
than a corresponding DME ligand [1], as seen in Table
6 . This is simply because the DXE ligand is bidentate
Table 5. Enthalpies and free energies for Cu1(DXE)n at 0 K and 298 K (in kJ/mol)
a
System DH0
b
DH2982DH0
c
DH298 TDS298
c
DG298
Cu1(DXE) 264.4 (7.7) 1.9 (1.5) 266.2 (7.8) 34.4 (4.9) 231.9 (8.5)
Cu1(DXE)2 180.4 (5.8) 22.4 (0.9) 178.0 (5.9) 40.8 (6.6) 137.2 (8.2)
a
Uncertainties in parenthesis.
b
Present experimental results, Table 3.
c
Calculated using standard formulas and molecular constants determined at the RHF/6-311G* level. The vibrational frequencies for both Cu1(DXE)n
complexes and the DXE ligand are given in Table 1. Uncertainties correspond to increases and decreases in the metal-ligand frequencies by a factor
of 2 and 620% variations in the DXE vibrational frequencies.
Table 6. Absolute bond energies at 0 K and calculated metal-oxygen bond lengths for various metal ligand complexes
a
M1
Li1 Na1 Cu1
BDE (eV) r(M-O) (Å) BDE (eV) r(M-O) (Å) BDE (eV) r(M-O) (Å)
M1(DME) 1.71 (0.11)
b
1.81 0.95 (0.05)
c
2.19 1.92 (0.12)
d
1.89
M1(DME)2 1.25 (0.06)
b
1.84 0.85 (0.05)
c
2.22 2.00 (0.08)
d
1.89
M1(DME)3 0.92 (0.08)
b
1.89 0.72 (0.05)
c
2.26 0.57 (0.04)
d
1.96, 2.45
M1(DME)4 0.70 (0.10)
b
1.98 0.63 (0.04)
c
2.30 0.47 (0.10)
d
2.15
M1(DXE) 2.50 (0.19)
e
1.86 1.64 (0.04)
f
2.24 2.74 (0.08) 2.04
M1(DXE)2 1.44 (0.12)
e
1.97 1.20 (0.08)
f
2.31 1.87 (0.06) 2.15
g
a
Bond lengths are calculated using B3LYP/6-311G* with all oxygen atoms directly bound to the metal cation.
b
Ref. 2.
c
Ref. 4.
d
Ref. 1.
e
Ref. 3.
f
Ref. 5.
g
S4 geometry.
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whereas the DME ligand is monodentate. On the other
hand, the second DXE ligand is bound more weakly
than the second DME ligand. The second DME has an
unusually strong BDE because of 4s-3ds hybridization
[1,6]. Briefly, as the first DME ligand approaches the
Cu1 ion, the occupied 3ds orbital hybridizes with the
empty 4s orbital. The 4s-3ds hybrid localized along the
bonding axis is left empty to act as an acceptor orbital
for electron density from the ligand. The pair of elec-
trons originally in the 3ds orbital occupies the 4s-3ds
orbital localized perpendicular to the bonding axis.
Thus, hybridization reduces the charge density of the
metal along the bonding axis, thereby reducing metal-
ligand repulsion and increasing the effective nuclear
charge seen by the ligand. Because of the symmetry of
the 4s-3ds hybrid orbitals, a second DME ligand, lo-
cated 180° away from the first, can donate electrons to
the same empty 4s-3ds hybrid orbital. Thus, the second
DME ligand also feels less repulsion and a higher
nuclear charge, while the energetic cost of hybridization
is shared by two ligands, such that the second BDE is
slightly greater than the first.
Because the two oxygen binding sites in the DXE
ligand are constrained by the C-C backbone, they
cannot occupy the linear O-Cu1-O arrangement found
in the Cu1(DME)2 complex. However, a comparison
with analogous alkali metal cation complexes suggests
that a propensity for 4s-3ds hybridization is retained in
the Cu1(DXE) complex. The Cu1-O bond lengths and
O-Cu1-O bond angle are calculated to be 2.04 Å and
85.0° at the B3LYP/6-311G* level. In comparison,
M1-O bond lengths and O-M1-O bond angles for
complexes with M1 5 Li1 and Na1 calculated at the
same level of theory are 1.86 and 2.24 Å (Table 6) and
91.2° and 77.2°, respectively. (These latter bond lengths
and angles are essentially same as those for optimized
geometries found in previous work by RHF/6-311G*
calculations [2,44].) The alkali cations and Cu1 ion all
have 1S ground states and the ionic radius of Cu1 is
similar to Na1 (0.96 and 0.98 Å, respectively), whereas
that for Li1 is smaller, 0.70 Å [45]. These values indicate
that the Cu1 ion attempts to squeeze between the two
oxygen atoms, presumably to attempt to place electron
density along a single axis to take advantage of 4s-3ds
hybridization. Thus, the bond energy of the Cu1 com-
plex is larger than that for Li1 (see Table 6), even
though the longer M1-O bond lengths in the former
would suggest weaker electrostatic interactions. How-
ever, the increase in BDE is not nearly as large as for
two DME ligands that can orient themselves around
Cu1 to maximize the benefit of the 4s-3ds hybridiza-
tion. Compared to the similarly sized Na1 ion, the
sum of the BDEs of two DME ligands to Cu1 is 2.2
times greater (and 1.3 times greater than that for Li1),
whereas the DXE ligand is bound only 1.7 (1.1) times
as strongly. It should also be realized that because the
two oxygens on the DXE ligand cannot locate them-
selves in a linear arrangement around the Cu1, it is
likely that the hybridization used to enhance the DXE
bonding compared to the alkalis includes participa-
tion of 4p orbitals. Excitation to such orbitals is costly
(;8 eV for Cu1) but much lower than for Li1 or Na1
(valence excitation energies of 61 and 36 eV, respec-
tively) [41].
Another insightful way of comparing this thermo-
chemistry is to evaluate complexes having the same
number of oxygens, the binding sites in both DME and
DXE ligands. Previously, it has been shown [46] that the
first DXE bond energies to alkali metal cations are
similar to the sum of the first and second DME bond
energies. Likewise, the sum of the third and fourth
DME bond energies to alkali cations is comparable to
the second DXE bond energy. In both comparisons, the
DXE bond energies are consistently lower than the
DME sums by about 10–20% (except for anomalous
bond energies for some Rb and Cs complexes) [46]. The
lower DXE bond energy can be rationalized on the basis
that the C-C bond along the DXE backbone constrains
the orientation of the oxygens toward the metal ion. In
essence, the local dipoles in DXE cannot simultaneously
orient themselves toward the metal ion and maintain
the optimal M-O bond distance because of the restric-
tion in geometry.
For the Cu1 ion complexes, the first DXE bond
energy is lower than the sum of the first and second
DME binding energies by 30 6 3%, as seen in Table 6.
As noted above, this much larger difference is a result of
the less effective 4s(4p)-3ds hybridization for the DXE
ligand compared to two independent DME ligands. In
contrast, Cu1 binds a second DXE ligand much more
strongly (by 80%) than the third and fourth DME
ligands. The third and fourth DME ligands to Cu1 have
particularly weak bonds because of the partial or com-
plete loss of the 4s-3ds hybridization, which is most
effective for two ligands. Indeed, bonds of the third and
fourth DME ligands to Cu1 are weaker than those to
Li1 and Na1, Table 6. Because hybridization is much
less effective for binding the DXE ligand, the loss in
binding energy for the second DXE is commensurately
less. This compensation is clearly indicated by compar-
ing the sum of the BDEs to four DME ligands to the sum
for two DXE ligands. For Li1 and Na1 complexes, the
DXE sums are 86 and 90%, respectively, of the DME
sums, and likewise, for Cu1, the figure is 93%. Note that
the M1-O bond lengths are the same in both the
M1(DME)4 and M
1(DXE)2 complexes for M
1 5 Li1,
Na1, and Cu1, Table 6. Because hybridization is ener-
getically impractical for the alkali cations, this compar-
ison suggests that these two Cu1 complexes show little
residual effects of hybridization. However, the sums of
the BDEs for four DME and two DXE ligands are larger
for Cu1 than for either Li1 or Na1. Given the compa-
rable sizes of atomic Na1 and Cu1, such differences in
the BDEs suggest that there is still some hybridization
on Cu1 that leads to enhanced bond energies. More
sophisticated theoretical calculations would be useful to
examine this interesting question.
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