Chapter written for the Handbook of Research Methods and Applications on Empirical Macroeconomics, edited by Nigar Hashimzade and Michael Thornton, forth-coming in 2012 (Edward Elgar Publishing). This chapter presents an introductory review of Bayesian methods for research in empirical macroeconomics
Introduction
The scope of this Chapter is to introduce applied macroeconomists to the world of Bayesian estimation methods. Why would an empirical macroeconomist invest in learning Bayesian estimation after having invested hours learning estimation methods like maximum likelihood and generalized method of moments (see previous Chapters)?
Nowadays, with the advancement of computing power and the establishment of new simulation techniques, it is probably much easier to answer this question compared to, say, thirty years ago. First, Bayesian methods offer a wide range of estimation tools for macroeconomic models, ranging from simple time series models to structural macroeconometric models. When optimizing the likelihood function becomes a daunting task (due to its high dimensionality or multimodality, or due to under-identification of specific model parameters), Bayesian methods can prove more robust since they do not rely on using complex optimization techniques that might get stuck in local optima. Second, Bayesian methods allow the researcher to incorporate prior beliefs in her model. We argue in this chapter that such beliefs are not so difficult to formalize as one may fear a priori, and that they may help to get reasonable estimates and forecasts, e.g. through soft shrinkage constraints.
The purpose of this Chapter is to provide the reader with a soft introduction to the Bayesian world. Exhaustively presenting the advances of Bayesian methods in macroeconomics is beyond the scope of this Chapter. The interest reader should consult Bauwens et al. (1999) , Koop (2003) , Lancaster (2004) and Geweke (2005) , in order to delve deeper into Bayesian methods in econometrics. We start by introducing the basic principles of Bayesian inference and the numerical tools that are necessary for its implementation (Section 2). We apply all this in Section 3 to the dynamic linear regression model. The last section contains a short guide to the Bayesian literature for more sophisticated models.
Basics of Bayesian inference 2.1 Prior, posterior and likelihood
At the core of the Bayesian paradigm lies 'Bayes Theorem'. This is our starting point for statistical inference. Assume two random events A and B, and a probability measure P such that P (B) = 0, then Bayes Theorem states that P (A|B) = P (B|A) P (A) P (B) .
It holds, by definition of conditional probability, that P (A|B) = P (A ∩ B) /P (B) and similarly P (B|A) = P (A ∩ B) /P (A), which gives P (A|B) P (B) = P (A ∩ B) = P (B|A) P (A), and by rearranging terms we end up with Bayes theorem. However this exposition from probability theory may not be interesting to the applied econometrician who wants to estimate a parametric model which could potentially be connected to economic theory.
Subsequently assume that the random event B is a stochastic process y from which our observed data (for instance US inflation) occur, and the random event A is our parameters θ which take values in a space Θ. An econometric model might have other assumptions apart from observed data and model parameters, but we can ignore them at this level of generality. The parameters θ might come from a regression model, a vector autoregressive (VAR) model, a dynamic stochastic general equilibrium (DSGE) model, or another type of model. We can write Bayes Theorem in terms of y and θ in the following form:
where p denotes generically a probability density function. The density p (θ) is representing our prior beliefs about the values of our parameters. The conditional density of the data given the parameters, p (y|θ), is the familiar likelihood function L (θ; y) (once y is 'realized' into observations). The density p (y) is the marginal 'likelihood' or prior predictive density of the data. It is the density p (y|θ) marginalized with respect to the parameters θ, that is
The resulting conditional density p (θ|y) in Eq. (1) is called the posterior of the parameters: it is the density of the parameters after observing the data (hence conditional on y). Note that p (y) does not depend on θ since it is integrated out from this density. Subsequently the formula of the posterior can be written as
where the symbol ∝ means 'proportional to' and is used extensively to avoid writing uninteresting constants in many formulas. This formulation makes it clear that the posterior density of the parameters, p (θ|y), updates our prior beliefs (before seeing the data) with the data information embedded in the likelihood function that measures the probability that our data come from the specified model. Consequently, the Bayesian econometrician tries to average the likelihood with the prior p (θ), whereas the frequentist tries to maximize the likelihood L (θ; y) ∝ p (y|θ). The equation above has several implications. One of those is that we assumed that we can assign a probability density not only to our data, but also to our parameters θ. That is, the parameters are considered as random variables, with a well defined probability density. Subsequently, for the Bayesian, a parameter θ is not only identified by the likelihood, but also by the prior distribution, something that has very important implications in possibly underidentified macroeconometric models, especially DSGE models.
Thus, what is common to Bayesian and frequentist econometricians is the need to define a model that is assumed to have generated the data, yielding a likelihood function. What differentiates them is that the Bayesian finds it convenient to treat the parameters as random variables, while the frequentist views the parameters as unknown fixed constants. Notice that these viewpoints are not necessarily contradictory, since the Bayesian is just adding that unknown true constants may be the object of (subjective or objective) probability judgements, precisely because they are unknown. The frequentist then maximizes the likelihood (or another) function and reports point estimates and typically asymptotic standard errors. The Bayesian computes the posterior by integral calculus and reports posterior means as point estimates and posterior standard deviations as measures of uncertainty about these estimates.
The presence of a prior distribution is thus one of the main elements that differentiate substantially frequentist from Bayesian analysis. At the same time, the prior is a useful tool for the modern macroeconomist in that it allows to incorporate beliefs from economic theory, personal experience and opinions about the structure or the future of the economy coming from analysts in business, academia, or simply consumers' beliefs. Given that macroeconomic series at monthly or quarterly frequencies are short, thus making the likelihood not very informative (especially when trying to model the economy using many variables), the prior often plays a favorable role in producing reasonable results. Subsequently the prior should be seen as an ally for the applied macroeconomist, and not as one more trouble to solve during the process of statistical inference. In the next section, we discuss in detail the elaboration of priors for the parameters of regression models, and we give examples of informative priors that have been adopted by applied econometricians.
This explains why applied macroeconomics is one of the few fields in economics where the philosophical dispute about being subjective (as opposed to being objective) plays less of a significant role. Nevertheless, Bayesian analysis allows us to produce results that are comparable to maximizing the likelihood (objective analysis). For instance, it is customary in Bayesian econometrics to use a noninformative prior on a parameter θ when we have no prior information about this parameter. Suppose that this parameter is the mean of a normal density with possible values (support) on the space (−∞, +∞) and that since we have no information to restrict this support a priori, 1 we use the uniform prior p (θ) ∝ c (an arbitrary constant), so that all values of θ are a priori equally likely. This leads to write the posterior as p (θ|y) ∝ L (θ; y) × c ∝ L (θ; y), so that the posterior is proportional to the likelihood function (up to a normalizing constant that does not involve θ). Subsequently the mode of the posterior density is equal to the maximum likelihood estimate (MLE), and the posterior mean is close to the MLE if the likelihood is symmetric around its mode.
Finally we should note that another benefit of using Bayesian analysis is that the computation of the posterior (see next subsection) usually does not require optimization techniques that can fail in complex models, when the likelihood function is multimodal or highly dimensional. Additionally, basing predictions (that are often essential for applied macroeconomists) on the predictive density of future observations means that uncertainty about the values of the parameters is accounted for. Let y f denote future observations to be predicted, i.e. y f occurs after our sample y that serves to compute p(θ|y). Then the predictive density of y f is obtained as
The integrand in the previous formula shows that the density of future observations conditional on the past data and the parameters (i.e. the likelihood function of the potential future data) is weighted by the evidence obtained about the parameters from the past data. The integration means that this evidence is taken into account for all possible values of θ, and not only at the MLE as in a frequentist analysis. Indeed, a natural frequentist point predictor of y f is E(y f |y,θ), whereθ is the MLE, whereas a Bayesian point predictor is naturally taken to be E(y f |y) (or any other central measure like the median). Notice that E(y f |y) = E[E(y f |y, θ)], implying that E(y f |y,θ) is just one of the averaged values in the Bayesian formula.
Methods to compute the posterior
In essence all Bayesian computation techniques try to estimate the formula in (5). In the Bayesian context, 'estimate' means finding the normalizing constant of the posterior (which is nothing else but p(y)), and, more importantly, whatever features of it are of interest. Such features typically include the expected value, the covariance matrix, univariate marginal densities of θ and their quantiles, and often also of functions of θ, denoted by g(θ). In general the quantities we wish to compute can be expressed as
where it is understood that p(θ|y) is a properly normalized density, i.e. p(θ|y)dθ = 1. To be concrete, if g(θ) = θ, we get the expected value of θ, if g(θ) = θθ , we get the matrix of uncentered second moments, and from these two, we get easily the covariance matrix of θ.
If we are interested in the posterior probability that the i-th element of θ is in the interval (a, b), we define g(θ) as the indicator function that is equal to one if θ i ∈ (a, b) and to zero otherwise. Moreover, if g(θ) is taken to be p(y f |y, θ), we get p(y f |y), and if it is E(y f |y, θ) (which may be available analytically), we get E(y f |y). For a few (simple) econometric models (in particular the normal linear regression model), some choices of prior densities, and some simple functions g, there is no need to compute the integrals above by numerical methods, because they are known analytically. For example, if the posterior is a Normal density, we know all its moments, but if we are interested in a special function of θ, we may not know the result.
2 In this case, we need numerical methods to compute integrals as in (7). We also need these numerical integration techniques in most econometric models. This is due to the fact that their likelihood function is so complex that whatever the prior we choose and the functions g we are interested in, the integrals are not known analytically. In this kind of situation, the typical tool to compute integrals as in (7) 
as R tends to infinity. We present next the most useful ways of generating draws of the posterior density of the parameters of econometric models.
Direct Sampling
As mentioned above, in linear regression models under the normality assumption, it is possible to obtain analytically the posterior. Write the regression model for observation t as y t = β x t +ε t , where x t and β are vectors of k elements, ε t ∼ N(0, σ 2 ) and t = 1, 2, . . . , T . In matrix form, this is written as y = Xβ + ε where X is the matrix of T observations on the k regressors, and we assume T > k. The likelihood function is then
We use the noninformative prior p(β, σ 2 |) ∝ 1/σ 2 . This means that we consider each regression coefficient and the logarithm of σ 2 to be uniformly distributed on the real line.
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For sure, such a prior is not a density, since it is not integrable ('improper'). However the posterior is integrable (proper) as we explain below. The reader who feels uneasy about using an improper prior may be reassured by the following argument: instead of saying that a regression coefficient is uniformly distributed on (−∞, +∞), we could decide that it should be uniformly distributed on the bounded interval (−B, +B). By choosing B to be very large but finite, the prior is proper and the posterior will be the same as if we used the improper uniform prior. A way to choose B that ensures this equivalence is to choose B as the smallest value such that when the likelihood function is evaluated at β = ±B, the computer returns zero (an underflow). It would be a waste of time to search for this value, so that using an improper uniform prior is a convenient shortcut. By multiplication of the likelihood and the prior, we get the posterior
3 Invoking the ergodic theorem, we do not even need that the sample be independent.
whereβ = (X X) −1 X y is the OLS estimator and s 2 = (y − Xβ) (y − Xβ) is the sum of squared OLS residuals. The equality of (y − Xβ) (y − Xβ) and (β −β) X X(β −β) + s 2 can be checked by using the definitions ofβ and s 2 in the latter. To obtain the posterior density of β alone, we must integrate the above expression with respect to σ 2 . This yields a proper density if T > k, given by
where ν = T − k is the degrees of freedom parameter. The posterior density of β is a multivariate t, with parametersβ, X X, s 2 and ν. To write it as a normalized density, we should multiply the expression in the above formula by some constants (see Bauwens et al. (1999) , Appendix A, for a complete definition and properties). Using the properties of the t density, we can state that the posterior mean of β isβ, and its posterior covariance matrix is s 2 (X X)
. Thus the posterior mean is the OLS estimator, and the posterior covariance differs only slightly from the covariance of the OLS estimator, which is equal to s 2 (X X) −1 /(T − k). For the reader who is not familiar with the multivariate t density, but well with the Normal, the difference disappears as ν tends to infinity. Thus if the sample size is large relative to the number of regressors, the posterior (11) is very well approximated by the N(β, s 2 (X X) −1 /(T − k)) density. This is an example of a model and prior which give numerical results that are quasiidentical from the frequentist and Bayesian perspectives. However the interpretation of the results is different. The Bayesian says that given the observed unique sample that is available, the unknown parameter β has a posterior density centered onβ, while the frequentist says that the (sampling) distribution ofβ is centered on the (unknown) true value of β. Thus the frequentist refers to a hypothetically infinitely many times repeated experiment of sampling the data from the population model, whereas the Bayesian just refers to the single sample that has been observed.
Subsequently all we need to do to obtain features of the posterior density that are not known analytically is to generate independent draws of the t density with the parameters specified above. This can be done easily in any programming language using a random number generator from the t density (see Bauwens et al. (1999) , Appendix B, for a generator). For example, if we are interested to generate the marginal posterior density of (β 1 + β 2 )/(1 − β 3 ), we proceed as follows:
of β from the t density with parametersβ, X X, s 2 and ν.
Compute (β
3 ) for r = 1, 2, . . . , R. 3. Use a kernel method to obtain an estimate of the posterior density.
We draw the reader's attention to the fact that the posterior mean of (β 1 + β 2 )/(1 − β 3 ) does not exist, so that a point estimator of that quantity could be the median of its posterior. The median is obtained by ordering the R draws of (β
3 ) by increasing value and selecting the value ranked in position R/2 (if R is an even number).
Methods to simulate posteriors that are not tractable
There are cases where multiplying the prior with the likelihood gives a mathematical expression of the posterior density that that does not belong to any known family of densities or is not easy to simulate by direct sampling. If this happens, we are unable to simulate directly samples {θ (r) } R r=1 from the posterior of the parameters using known random number generators. In these cases we need to rely on other simulation methods. One useful class of methods to do this is called 'Markov chain Monte Carlo' (MCMC). Two MCMC sampling methods, very much used, are the Metropolis-Hastings (MH) algorithm and the Gibbs algorithm. The 'Markov chain' part of the name reveals that the samples generated by these methods have a 'Markov property', implying that the draws are not independent, contrary to the direct sampling method. To explain MCMC, we first define the Markov property.
A Markov Chain is a stochastic process (i.e. a sequence of random variables) which has the Markov property, i.e. the probability of the next state of the stochastic process depends only the current state, and not on any other state in the distant past. Formally, consider a process {s t }, t = 1, 2, . . . , T . If the probability of moving from one state s t to the next s t+1 satisfies P (s t+1 |s t , s t−1 , . . . , s 1 ) = P (s t+1 |s t ), the process satisfies the Markov property. If the variable s t is continuous, the above property holds using densities (i.e. P is replaced by p). All you need to remember in order to understand MCMC is that we have a variable s t , with initial state (or initial condition) s 0 , and transition density p (s t+1 |s t ) which satisfies the Markov property.
Gibbs sampling In the rest of this section, we denote the posterior by p(θ) instead of p (θ|y). The Gibbs sampler requires us to partition the parameter vector θ (of k elements) into b sub-vectors ('blocks'), with b ≤ k, denoted by
, can be directly simulated. To generate a sample of size R of draws from p(θ) (after warming-up the algorithm with R 0 draws), the algorithm proceeds as follows:
1. Choose an initial value θ (0) −[1] that belongs to the parameter space. 2. Set r = 1.
Draw successively
4. Set r = r + 1 and go to step 3 unless r > R 0 + R.
Discard the first
) . Compute what you are interested in (estimates of posterior means, variances...) from the last R generated values.
In step 3, we sample successively from the full conditional posterior densities of each block. Each full conditional density is updated by the values of the previously generated blocks in the current iteration (r), while the blocks that have not yet been generated are set at the values of the previous iteration (r − 1). This creates the dependence in the sample (through the Markov property). Remark that if there is only one block, the method boils down to direct sampling, which should be used whenever possible. The number of blocks should be chosen as small as possible but this choice is constrained by our ability to find full conditional densities that can be directly simulated. It may happen that for some blocks, we are not able to perform the direct simulation of the full conditional. We then resort to an indirect method to sample from the full conditional (a 'Metropolis step', see Section 3.2.2 for an example) within the Gibbs sampler.
Notice that we must warm-up the algorithm with R 0 draws that are discarded. The purpose of this is to get rid of the impact of the initial value θ (0)
[1] and to let the algorithm converge to the target distribution. Convergence means that the sampled values of θ are a valid sample from the target. The issue of convergence is important and too often overlooked by applied researchers. Though it is often easy to state theoretical conditions for convergence, 5 it is not possible to prove convergence practically (for a given run). There exists convergence diagnostics that should always be used and reported (see e.g. Bauwens et al. (1999) , Ch. 3, 90-92 for details and references).
Metropolis-Hastings algorithm This is a useful algorithm when Gibbs sampling is not applicable, because there is no way to partition the parameter θ into blocks whose full conditional densities are easy to simulate. The MH algorithms requires to elaborate a density that approximates the target (posterior) and is easy to simulate (e.g. a Normal, a finite mixture of Normals...). Parameter values are drawn form the approximating density (called candidate density) and subject to an acceptance-rejection test to decide if the drawn value (called candidate) is a draw of the target, in which case it is kept as a valid draw θ (r) . If the candidate is rejected, the previously accepted draw is accepted once again (i.e. θ (r) = θ (r−1) ). Thus there will be sequences of identical draws in the posterior sample, which directly indicates that the draws are dependent. If the approximating density is identical to the target, all draws are accepted and the method boils down to direct simulation of independent draws of the posterior. Thus, the approximating density should be designed to be as close as possible to the target, which is more easily said than done in large dimension.
The candidate density may depend on the last accepted draw and is therefore denoted by q(θ|θ (r−1) ). The steps of the MH algorithm are:
5 A sufficient condition is that the full conditional densities are always strictly positive in the parameter space.
1. Set r = 1. Choose an initial value θ (0) that belongs to the parameter space.
Draw θ
3. Set θ (r) = θ (cand) with probability p, and set θ (r) = θ (r−1) with probability 1 − p.
4. Set r = r + 1 and go to step 2 unless r > R 0 + R.
5. Identical to step 5 of the Gibbs algorithm.
Step 3 is implemented by drawing a random number U from the Uniform(0, 1) density, and if U < p, setting θ (r) = θ (cand) , otherwise to θ (r−1) ). The ratio in the min of Step 2 is called the MH ratio. It may be larger than one, in which case the candidate is accepted surely. Indeed it is the ratio of the posterior to candidate densities evaluated at the candidate draw, to the same ratio evaluated at the previous draw. If that ratio is larger than one, the new candidate must be accepted. If it is smaller than one, it is accepted only with probability p < 1.
Some choices of proposal density are of interest. If q does not depend on θ (r−1) ), the algorithm is known as the independent MH algorithm. If q is symmetric in the sense that q(θ (r−1) |θ (cand) ) = q(θ (cand) |θ (r−1) ) the MH ratio is simplified. One way to let q depend on θ (r−1) is the random walk MH algorithm. This generates θ (cand) as θ (r−1) + v where v is a draw from a distribution (e.g. Normal) centered on 0 and with a variance matrix to be selected not too small so as to allow the candidate draw to walk in the parameter space without staying too close to the previous draw.
Linear regression model
Since choosing a prior is an important step in an application using Bayesian inference, and this step may look like a daunting task (which is it not), we provide in this section several useful approaches to do this in the context of the dynamic linear regression model. We also describe the corresponding algorithms to compute the posterior.
Consider a univariate time-series of interest y t (GDP, price inflation...) observed over the period t = 1, ..., T . The empirical macroeconomist usually assumes that y t depends on an intercept, some own lags, and current or past values of some predictor variables z t . Then a popular model for y t is the dynamic regression model of the form
with the usual assumption that ε t ∼ N (0, σ 2 ). This model can be cast in the standard regression form already introduced in Section 2.2.1, y t = β x t + ε t , where x t = (1, y t−1 , ..., y t−p , z t−1 , ..., z t−q ) collects all the regressors, and β = κ, ϕ 1 , ..., ϕ p , λ 1 , ..., λ q the coefficients. The first thing the researcher needs to do is chose a 'sensible' prior for the parameters θ = (β , σ 2 ). Here we will guide the reader step-by-step on what exactly Bayesians mean by choosing a sensible prior. We have already presented an easy-to-use and sensible prior in Section 2.2.1. It is actually a particular case of what is called a conjugate prior.
Conjugate priors
The uninformative prior presented in section 2.2.1 does not allow the researcher to add information: it just allows the likelihood to determine the final result about β. Presumably the researcher is free to use any other prior density of the form p (θ) = f (θ|a 1 , a 2 , ..., a n )
( 1 3 ) where f (·) is a generic density function (Beta, Gamma, Dirichlet, Normal and so on) and (a 1 , a 2 , ..., a n ) are parameters of this distribution. In practice, there are three major considerations to keep in mind when deciding on the specific form of the prior:
1. The prior distribution must be congruent with the support of the parameters. As an example, an inverse-Gamma density 6 denoted by iG(ν,q) has support on [0, ∞), so it is not an appropriate choice for a regression coefficient β that is expected to take negative values, but it is appropriate for the variance parameter σ 2 of the regression model.
2. The prior must be of a form that allows to easily choose sensible values of the prior parameters (a 1 , a 2 , ..., a n ). Subsequently Bayesians usually focus on standard distributions, such as the Normal, Bernoulli, Beta, Gamma, Exponential etc. which have one or two prior parameters to choose.
3. The prior distribution must be such that the resulting posterior is either known analytically or easy to sample from using simulation methods such as reviewed in Section 2.2.
In that respect, for many models that are the focus of macroeconomists, default choices of prior densities exist. In practice, Bayesian macroeconomists usually focus on conjugate priors that have all three of the above properties. A prior distribution as (13) is said to be conjugate to the likelihood function L (θ; y) if the resulting posterior p (θ|y) also belongs to the family f (θ|a 1 , a 2 , ..., a n ), but obviously the posterior parameters (overlined) update the prior ones (underlined) with some functions of the data. 6 The iG(ν, q) density with ν > 0 degrees of freedom and scale parameter q > 0, for the random variable U , is given by [1/Γ(ν/2)](q/2) ν/2 u −(ν+2)/2 exp −[q/(2u)]. Its mean is q/(ν − 2) (if ν > 2) and its variance is 2q 2 /[(ν − 2)(ν − 4)] (if ν > 4).
Conjugate prior for the regression model The conjugate prior on β is the Normal density N β, σ 2 V β where the parameters β, σ 2 V β are the prior mean and prior covariance matrix. Notice that for conjugacy the inclusion of σ 2 is needed as a proportionality factor in the prior covariance. This is not very convenient since it forces us to interpret the variances and covariances in units of σ, an unknown parameter, though an idea of its value is given by the usual OLS estimator. We explain how to avoid this problem in Section 3.2. Written explicitly, that normal prior is
Since the likelihood has the same functional form, i.e. Normal -see (9) and (10) -, the resulting posterior of β given σ 2 has the same form:
where
We notice an interesting feature: the posterior mean β does not depend on σ 2 and it is therefore the unconditional mean of β, E(β|y), as well as its conditional mean, E(β|y, σ 2 ). That posterior mean is a matrix weighted average of the prior mean and of the OLS estimator. On the contrary, the posterior covariance matrix V ar(β|y, σ 2 ) is proportional to σ 2 and is thus not the unconditional covariance matrix that we need to make inferences. For example, to compute a highest posterior density (HPD) interval for a particular element of β, we need to know its marginal variance.
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Since the posterior we have obtained for β is conditioned on σ 2 , we must still marginalize it to use it for inferences. For this we need the posterior of σ 2 , since marginalization means computing p(β|σ 2 , y)p(σ 2 |y)dσ 2 to get p(β|y). The conjugate prior for σ 2 is the iG ν, q density. The resulting posterior density of σ 2 is iG(ν, q), where
Finally, the marginal density of β|y is multivariate t with parameters β (the mean), V −1 β , ν (degrees of freedom) and q, such that the posterior covariance matrix is qV β /(ν − 2). The posterior mean of σ 2 is q/(ν − 2), so that we have obtained that the posterior marginal (or unconditional) covariance of β is equal to the posterior mean of σ 2 multiplied by the matrix V β .
The above results are fully analytical and useful if we are just interested in β and σ 2 . However, if we are interested in functions of these parameters, we may need to simulate the posterior. Though we can do this by direct simulation (as explained at the end of section 2.2.1) we can also use the Gibbs sampler to sample from the posterior. The algorithm iterates between the conditional posterior of β given σ 2 , which is none other than N β, σ 2 V β , and that of σ 2 given β, which can be easily shown to be iG(ν * , q * ), where
Here is the Gibbs sampling algorithm to generate a sample of size R of draws from the posterior distribution of β and σ 2 (after warming-up the algorithm with R 0 draws):
1. Choose an initial value (σ 2 ) (0) (e.g. the OLS sum of squared residuals divided by T − k).
2. Set r = 1.
Draw successively
4. Set r = r + 1 and go to step 3 unless r > R 0 + R. Noninformative conjugate prior It is worth mentioning at this point that even though conjugate priors are not by default noninformative, they can (almost) always become noninformative by taking their parameters to some limit. For instance, the bell-shaped Normal density becomes almost flat when its variance is large. Therefore, the conjugate prior N(0, σ 2 10 6 I k ) implies that for each element of β, values in the range (-1000,1000) are practically speaking 'equally likely' a priori. For the regression variance parameter, the inverse Gamma density becomes noninformative (variance close to infinity) when both ν and q tend to zero. Then it is customary in practice to use the iG(0.001, 0.001) in the absence of prior information. The fully noninformative prior p(β, σ 2 |) ∝ 1/σ 2 of Section 2.2.1 is the conjugate prior for β, σ 2 given by N β, σ 2 V β × iG ν, q when β = 0 (a vector), V −1 β = 0 (a matrix) and ν = q = 0 (scalars).
Practical recommendations for fixing β and V β It is recommended to choose a value for the inverse of V β since it is the inverse that appears in the formulas (15) defining the posterior parameters. The researcher who wants to be very little informative on an element of β should choose a very small positive value for the corresponding diagonal element of V β , and zero values for the off-diagonal elements on the corresponding row and column of that matrix. For the prior mean, the element of β should be fixed to zero. For being informative on an element of β, the researcher should assign his belief of what could be the most likely value of this coefficient to the corresponding element of β. Such a belief may be inspired by theory or by empirical results on similar (but different) data. For example, if a theory or past results suggest that the parameter should be between two values, the average of these is a sensible prior mean. The prior variance can then be fixed in such a way that with high prior probability the parameter lies in the interval in question. The corresponding diagonal element of V −1 β is then just the inverse of this variance if one assumes, as is almost always the case, that V −1 β is a diagonal matrix. More examples and ways to choose the prior parameters are discussed in Bauwens et al. (1999) , Ch. 4.
A researcher might have a subjective opinion about a parameter of choice. For instance if in the dynamic regression model written in (12) the GDP growth rate is the dependent variable, one might want to incorporate the belief that the intercept should be in the bounds, say, -15 to 15 percent since the researcher might not expect with certainty to observe a growth rate beyond these bounds in her economy of interest. This could be translated to the subjective conjugate prior for the intercept κ/σ ∼ N(0, 9). This prior gives almost all the prior weight in the support (−15, 15) . Additionally, due to bell shape of the Normal distribution, more prior probability goes to values of the growth rate around zero and less probability is given to tail (extreme) values.
As another example consider the AR(1) coefficient in a dynamic regression model for the case of price inflation. The AR(1) coefficient is not expected to be more than one (the process can be assumed to be stationary or near-stationary, but definitely not explosive), hence the prior ϕ 1 /σ ∼ N (0, 1) seems more appropriate than the noninformative option N(0, 10 6 ), since it will attract the likelihood towards a more realistic posterior mean value. In models with several lags, the researcher might choose for more distant lags to use the prior ϕ i /σ ∼ N (0, 1/i), so that more distant lags are increasingly penalized.
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Other than these specific examples to elicit the prior parameters, macroeconomists (for instance working in Central Banks) have well defined economic theories to guide them empirically 10 as well as strong opinions about the state of the economy. In that respect, researchers have used estimates from national econometric models to form priors for regional models for which data are sparse or simply at yearly frequency, see Adkins et al. (2003) . Other researchers have used priors informed from estimated DSGE models, see Ingram and Whiteman (1994) .
The g-prior Zellner (1986) proposed to use a conjugate prior of the form
that is, scale the prior variance by using the inverse of the information matrix. The resulting Bayes estimate also provides shrinkage over the least squares estimate, since the posterior mean in (15) is simplified into
For g → ∞ we get the least squares estimate, while for g → 0 we have shrinkage towards zero (the prior mean). Despite the shrinkage properties, this prior has mainly been used because it allows analytical calculation of the marginal likelihood. The latter is a prevalent model choice criterion among Bayesian econometricians. Between two models for the same data y, the model that has the highest marginal likelihood is preferred. This prior has been used extensively in situations where (macroeconomic) theory fails to give directions for constructing the empirical model. This is the case of the famous "growth regressions" where researchers try to identify factors affecting growth from a large pool of potential factors; see Fernandez et al. (2001) . A major criticism of the g-prior in dynamic models is that X includes data from y (the vector of data of the dependent variable) through lags, so that prior depends on y and Bayes theorem is inapplicable. The ridge prior presented in the next subsection is a shrinkage prior that avoids this criticism.
Non-conjugate priors
A reason for using a non-conjugate prior is convenience in choosing the parameters of the prior. We have seen that the normal (conjugate) prior for β depends on σ 2 through its covariance matrix that is proportional to σ 2 . Thus if we choose for example the prior β ∼ N(0, σ 2 V β ) (assume β is scalar here) and σ 2 ∼ IG(ν, q) with ν smaller than two, the unconditional prior variance of β is 'infinite' (i.e. it does not exist). This implies that however small we fix the value of V β , a choice we would like to make if we have precise information on β, we will be actually noninformative on β. This happens because a value of a smaller than two implies that E(σ 2 ) does not exist, and though E(β|σ 2 ) = σ 2 V β exists for any finite value of σ 2 , E(β) = E(σ 2 )V β does not exist if E(σ 2 ) does not exist. In practice, it is very practical to be noninformative on σ 2 since this is a parameter about which we usually have no prior ideas. A convenient noninformative prior on σ 2 is proportional to 1/σ 2 , even if an iG(0.001, 0.001) is practically noninformative as well. To avoid the problem outlined above when we want to be informative about at least one element of β, we recommend therefore to use a prior on β that does not depend on σ 2 .
Normal priors
There are many possible choices on non-conjugate priors for β, and we consider first the case where the prior is Normal, say β ∼ N(β, V β ), multiplied by the noninformative prior 1/σ 2 for the variance parameter of the regression model. The price to pay for avoiding conjugacy is that the posterior results are not available analytically and must be computed numerically. However, a Gibbs sampling algorithm is easily constructed to simulate the posterior. It is the same as the algorithm described in Section 3.1 except that the distributions to simulate in steps 3 are given below. Indeed, calculations similar to those of
Apart from subjective choices of β and V β , we review briefly other choices that have been proposed and are less demanding in terms of prior elicitation.
Ridge regression priors A Normal prior of the form
where τ is a prior parameter, is called a 'ridge regression' prior. It leads to a posterior mean similar to the estimate obtained from classical ridge regression. In this case, β|σ 2 has a Normal posterior with posterior mean
As for the g-prior, the case where the prior variance is infinite (τ → ∞) leads to the OLS estimate as unconditional posterior mean. For τ → 0 the unconditional posterior mean of β also tends to zero, thus this prior can provide shrinkage over the OLS estimate. Apart from these two limit cases, the unconditional posterior mean must be computed by Gibbs sampling. Ridge regression priors impose prior independence between the coefficients β, since the prior covariance matrix is diagonal, and cannot incorporate prior beliefs of correlations between elements of β.
Empirical Bayes priors The Empirical Bayes technique relies on the information in the observations to estimate the parameters of the prior distribution. In that respect, they are subject to the major criticism that Bayes theorem is not applicable if the prior depends on the data y. Depending on the problem at hand, there are many options for defining an Empirical Bayes prior. For instance, Judge and Bock (1978) suggested the Empirical Bayes prior
The normality of p(β|y, X, σ 2 ) comes from the fact that its functional form is the product of two functions that are like Normal densities: exp[−(β −β) X X(β −β)/(2σ 2 )] (from the likelihood) and exp[−(β − β) V −1 β (β − β)/2] (from the prior). Actually, the Normal prior used here is conjugate for the likelihood when σ 2 is fixed, though the joint prior of β and σ 2 is not conjugate to the likelihood for both parameters. Thus we have 'partial conjugacy'. β .
Full-Bayes (hierarchical) priors Ridge and g-priors are based on the subjective choice of a 'tuning' prior parameter that provides shrinkage, and hence are difficult to justify among objective researchers. On the other hand, Empirical Bayes priors are less favoured by Bayesians because they do not respect Bayes Theorem, though from an empirical viewpoint, they often prove to be helpful. Since anyway the coefficients β are assumed to be random variables, why not treat also the prior parameters as random variables which admit a prior on their own and can be updated from information in the likelihood (using again Bayes Theorem)? Although this choice may seem abstract conceptually, by definining a hyperprior distribution on unknown prior parameters, we can accommodate a variety of shrinkage and model selection estimators.
To give an example, we consider hierarchical shrinkage priors. In the ridge regression prior β ∼ N (0, τI k ), all k coefficients in β share the same shrinkage factor τ . If we want the different coefficients in β to be shrunk to a different degree, we can use the prior
( 1 7 ) for i = 1, 2, ..., k. Choosing all the different τ i is very demanding. If instead we assume a common prior on all τ i s, we allow the data to determine their values. To see this assume the conjugate prior for this variance parameter of the form
Then we can easily derive the conditional posterior densities for this model and use the Gibbs sampler to simulate all parameters:
2. Draw σ 2 conditional on β and the data from iG(T, (y − Xβ) (y − Xβ)).
3. Draw β conditional on all τ i s, σ 2 and the data from
where V = diag (τ 1 , ..., τ k ) is the prior covariance matrix constructed from the τ i .
Note that in step 1 the data do not revise τ i directly but only through β i , in step 2 the τ i s influence σ 2 only through β, and in step 3 they influence β directly. The data appear directly only in steps 2 and 3.
Numerous such examples exist in the literature. For instance, once can specify a Uniform (noninformative) prior on τ i , while an Exponential prior on τ i gives a posterior mean with shrinkage properties identical to the LASSO (least absolute shrinkage and selection operator) algorithm. Other authors have used hierarchical priors for model selection and model averaging. For instance, one can replace the prior in (17) by
where τ i may, or may not, have a prior but the crucial assumption is that γ i is a 0/1 variable. This prior is a mixture of Normal priors: when γ i = 0, we have a N (0, 0) prior, i.e. a point mass at zero, which by definition will restrict the posterior of β i to have point mass at zero; when γ i = 1, we have a N (0, τ i ) prior, i.e. an unrestricted prior (for nonzero values of τ i ) and hence β i is updated by the likelihood. The Bayesian can allow the information in the likelihood to determine which γ i will be zero and which will be one, by placing a prior on γ i . The conjugate prior is of the form
It leads to a Gibbs sampler algorithm which gives: i) a posterior estimate of β i , which is shrunk towards zero if and only if γ i = 0, and ii) a posterior estimate of γ i indicating which coefficients (and hence which predictor variables) should be included in the model. One can take this hierarchical analysis to a further step and combine algorithms and ideas. For instance, if in (21) we assume τ i → ∞ we just let all coefficients with γ i = 1 to have a very flat and uninformative prior. However, we can use the prior (18) instead. In that case, if a coefficient is not restricted to be exactly 0 (i.e. if γ i = 1), it can still be shrunk towards zero by allowing τ i to vary according to information in the likelihood. Similarly, if we are unsure about choosing a precise value for the hyperparameter π i in (22), we can easily introduce one more hierarchical layer and place a prior on this hyperparameter! In this case, the conjugate prior on π i is in the family of Beta densities, so that the posterior of π i is also a Beta density, and hence is easy to sample from.
Non-Normal priors
If a researcher wishes to use a non-Normal prior for β, denoted by p(β), the conditional posterior of β|y, X, σ 2 is not Normal. 12 We can only say that p(β|y, X, σ 2 ) ∝ p(β) exp[−(β −β) X X(β −β)/(2σ 2 )],
and that it will not be possible to simulate it directly. In such a case, the simulation of β|y, X, (σ 2 ) (r−1) in step 3 of the Gibbs sampling algorithm of Section 3.1 has to be done using a Metropolis step. To do this, at iteration r, we must approximate (23) (where σ 2 is set at the value (σ 2 ) (r−1) generated at step 3 of the previous iteration) by a density that we can simulate directly, denoted by q(β|(σ 2 ) (r−1) ). The sampling of β at step 3 of the algorithm of Section 3.1 is done like this:
Draw β (cand) from q(β|(σ 2 ) (r−1) ). Set β (r) = β (cand) with probability α and = β (r−1) with probability 1 − α, where α = min p(β (cand) |y,X,(σ 2 ) (r−1) ) p(β (r−1) |y,X,(σ 2 ) (r−1) ) q(β (r−1) |β (cand) ,(σ 2 ) (r−1) ) q(β (cand) |β (r−1) ,(σ 2 ) (r−1) )
, 1 and p(.|.) defined in (23).
If the prior p(β) is not very informative, or if it is not highly non-normal, (23) can be easily approximated by replacing the non-normal prior by a normal prior approximating it. Then the candidate q(β|σ 2 ) will be the normal posterior defined in Section 3.2.1 above formula (16) and the Metropolis step is easy to implement. If the prior is highly non-normal and very sharp, one will have to think harder to design a good proposal, i.e. one that does not lead to reject often the candidate draws of β. Too many rejections would slow down (or prevent) the convergence of the algorithm to the targeted posterior distribution.
4 Other models: A short guide to the literature Several books cover in detail Bayesian inference in econometrics. The most comprehensive ones for applied macroeconomists are probably Bauwens et al. (1999) and Koop (2003) . Geweke et al. (2011) has chapters on time series state space models, macroeconometrics and MCMC methods. Geweke (2005) and Lancaster (2004) include each one chapter on time series models.
Bayesian inference on DSGE models is covered in Chapter 22 of this Handbook. Bayesian inference for VAR models is reviewed in Ch. 9 of Bauwens et al. (1999) . A recent treatment of VAR models with shrinkage, time-varying parameters and stochastic volatility, as well as factor augmented VARs can be found in Koop and Korobilis (2010) . The authors provide also MATLAB code to estimate the models using analytical or MCMC methods of the form introduced in Section 2 of this Chapter.
Markov Switching and state-space models are covered extensively in the two excellent books by Frühwirth-Schnatter (2006) and Kim and Nelson (1999) .
The list of resources related to Bayesian analysis in macroeconomics is not by all means restricted to the books and monographs just presented. However, this referenced material is a good starting point for the inexperienced student or researcher who would want to start producing research using Bayesian methods.
