Common image gathers are used in building velocity models, inverting for anisotropy parameters, and analyzing reservoir attributes. In this paper, we offer a new perspective on image gathers, where we glean information from the image volume via efficient matrix-vector products. The proposed formulation make the computation of full subsurface image volume feasible. We illustrate how this matrix-vector product can be used to construct objective functions for automatic MVA.
Introduction
An extended image is a multi-dimensional correlation of source and receiver wavefields, as a function of all subsurface offsets (see Sava and Vasconcelos, 2011 , and references therein for a recent overview). There are many different applications in which extended images are used extensively. A prime example is wave-equation based migration velocity analysis (Biondi and Symes, 2004; Shen and Symes, 2008; Symes, 2008b; Sava and Vasconcelos, 2011) , which is based upon the principle that the energy in the common-image gathers (CIG) is focused at zero offset for the correct velocity model. In general, these CIG's (or extended images) are a function of all subsurface-offset and time-lags (or equivalently, frequencies) for all subsurface points using the full two-way wave equation, which is computationally infeasible to compute and store. In this paper, we propose a new way to compute the subsurface image volume without computing the whole source and receiver wavefields. In order to do so, we first write the multi-dimensional correlation as an outer product of the source and receiver wavefields. Then, we probe the full subsurface image volume for information by matrix-free multiplication with a vector. We show that such matrix-vector product can be computed cheaply and used to formulate a cost efficient automatic MVA algorithm. Finally, we show the efficacy of the proposed formulation on two different velocity models i.e. horizontal reflectors model embedded with Gaussian anomaly (Lens model) and the Marmousi model. Affordable image-gathers with WEMVA Given monochromatic source and receiver wavefields as data matrices U and V , where each column represents the wavefield for a single source, the extended image is given by
where the wavefields U and V are the solutions of a time-harmonic wave equation
Here * denotes the conjugate-transpose, H is a discretization of the Helmholtz operator (ω 2 m + ∇ 2 ), m is the squared slowness, the matrix Q represents the sources, D is the data matrix and the matrices P s , P r sample the wavefield at the source and receiver positions (and hence, their transpose injects the sources and receivers into the grid). An element e i j of resulting matrix E captures the interaction between gridpoints i and j. All conventional extended images can be extracted from this matrix, for example by selecting only elements with lateral interaction. In order to perform the automatic MVA, Shen and Symes (2008) consider penalizing the extended images as a function of subsurface offset with the lateral shift, which in our case is equivalent to demanding that our image matrix commutes with point-wise multiplication with the x-position. For a focused image, we want to enforce that
The obvious way to achieve this is by formulating the optimization problem as
where . is a matrix norm. Since H − * in equation (1) represents an adjoint wave-equation solve, which constitutes the main computational cost in forming the extended image. Therefore, it is not feasible to form and compute the proposed objective function using full subsurface image volume. However, If we choose the Frobenius norm as the matrix norm, then we can mitigate this impediment and estimate the proposed objective function efficiently via randomized trace estimation without explicitly forming the whole matrix (Avron and Toledo, 2011) . The basic idea is as follows. First, write the Frobenius norm as the matrix trace. Then, the trace can be estimated as 
.
Results
We first demonstrate the advantage of randomized trace estimation using a subset of the Marmousi model. Figure 1 shows the true and approximate penalties (in the Frobenius norm) as a function of velocity perturbation for reflected waves. We can clearly see that we only need a few probing vectors to approximate the true objective function. Then, we highlight the computational complexity of the conventional method (Sava and Vasconcelos, 2011) versus the proposed method in terms of the number of sources N s , receivers N r sample points N x and desired number of subsurface offsets (h) in each direction N h x,y,z (Table 1) . To illustrate the benefits of the proposed scheme, we also report the computational time (in sec) and memory (in mb) required to compute a single CIP gather for a 2D synthetic (1-layer) model of 51 × 101 gridpoints, using 25 frequencies and 51 sources and receivers. The results are shown in Table  2 . We can see that the on a small toy model, the probing technique reduces the computational time and memory requirements by a factor of 10 and 30, respectively.
Finally, we perform the automatic velocity analysis on two different velocity models. The first example is horizontal reflectors model embedded with Gaussian anomaly (Lens model). To regularize the inversion and impose the smoothness on the gradient, we parameterize the model using cubic B-splines (Symes, 2008a) . We perform 30 L-BFGS (Nocedal and Wright, 2000) 
Conclusions
We have discussed an efficient way of gleaning information from the full subsurface extended image volume, where we first organize this gigantic extended image volume as a matrix. Then, we compute the action of this matrix on a given vector, without explicitly constructing the whole image volume. We show that how to use such matrix-vector products to formulate a cost efficient function for automatic MVA.
The dominant computational cost of each matrix-vector product is 2 PDE solves and does not depend on Table 2 : Comparison of the computational time (in sec) and storage memory (in megabytes) for computing CIP's gather on a very small model of size 51 × 101. We can see the significant difference in time and memory usage of the method proposed in this paper compared to the conventional method, even for a small test problem, and we expect this difference to be greatly exacerbated for realistically sized models. Petrobras, PGS, Statoil, Sub Salt Solutions, Total SA, WesternGeco, Woodside.
