Abstract
Introduction 24
High concentrations of near-surface ozone have an adverse impact on human health, including 25 respiratory irritation and inflammation, reduced lung function, aggravated asthma, and long- Valley, CO and found that snow-free simulations were incapable of producing the CAP. 18
Zangl (2005a) indirectly examined the effect of cloud particle phase on the formation of 19
CAPs in the Gstettneralm sink-hole, Austria. He found that an efficient drying mechanism to 20 remove fog was required, such as the nucleation and sedimentation of cloud ice, otherwise the 21 enhanced cloud longwave radiation inhibits the low-level cooling necessary for a strong CAP. 22 Numerical models often struggle to accurately simulate ice fogs that occur in some CAPs, 23 largely because the underlying ice fog microphysics are not well-understood (Gultepe et al., 24 
2014). 25
While the influence of snow and cloud cover, inter-basin flows, and terrain-flow 26 interactions on the evolution of the shallow, stable boundary layers associated with 27 wintertime high ozone episodes in the Uintah Basin has been recognized, those impacts have 28 only been partially explored (Lyman and Shorthill, 2013; Stoeckenius and McNally, 2014) . In 29 this study, a high ozone episode from 31 January-6 February 2013 during the Uintah Basin 30 Winter Ozone Study (UBWOS) is examined. The Weather Research and Forecasting (WRF) 31 model is used to examine the sensitivity of CAP thermodynamic structure and wind flow 32 (EPA, 2012). Default (i.e., not Uintah Basin specific) speciation profiles are used, which 29 assign generic natural gas flaring and crude oil storage tank profiles to the oil & gas 30
emissions. Since the UDAQ inventory and CMAQ model are available at a resolution of 4 31 km, that model was forced with WRF data from the 4 km nest (Fig. 2a) . 32
Recent research has shown that small ice particles suspended in ice fog have a much slower 23 rate of gravitational settling than the ice particles found in cirrus clouds (for which the settling 24 rates in the default WRF Thompson microphysics scheme were designed). The BASE and FULL simulations use the prescribed snow cover as shown in Fig. 3c . 31 As discussed in the Introduction, large snow cover variations are observed from one February 32 to another in the Uintah Basin. To examine the sensitivity of the conditions in the basin to 1 snow cover, the NONE simulation uses the same model configuration as the FULL simulation 2 for the 31 January-6 February period but snow is removed for elevations below 2000 m in the 3 basin (Fig. 3d) States with large-scale subsidence and mid-level warming over the Uintah Basin. During the 13 CAP, warm air aloft (700 hPa temperatures between ∼ −7 and 0 •C) was observed 14 overtopping very cold low-level air (diurnally ranging between ∼ −18 and −5 •C), which 15 resulted in a strong capping inversion within the basin (Fig 4a-b) . In addition, the presence of 16 fresh snow cover, quiescent surface weather conditions, and sufficient incoming solar 17 insolation to drive photochemistry set the stage for a high ozone episode. 18
Low stratus and fog were commonly observed during the 31 January-6 February 2013 19 CAP in the lowest reaches of the basin, typically breaking up during the late morning and 20 afternoon hours into hazy skies. A mid-day satellite image on 2 February 2013 indicates that 21 the lower elevations of the Uintah Basin were snow covered with fog and stratus confined to 22 the lowest elevations of the basin (Fig. 5a) . A Visible Infrared Imaging Radiometer Suite 23 (VIIRS) nighttime microphysics RGB image during the previous night (Fig. 5b) provides 24 evidence that the low clouds and fog in the basin may contain ice-phase particles. This 25 product attempts to discriminate particle phase by combining data from the 3.9, 10.8, and 12.0 26 micron infrared channels. Liquid-phase low stratus and fog are represented by aqua/green 27 colours (e.g., southern ID and portions of western and central UT) while the yellow/orange 28 colours evident in the basin are typically associated with ice-phase stratus and fog. Since in 29 situ cloud microphysics measurements were not obtained during the field campaign, 30 unambiguously discriminating between ice and supercooled liquid water droplets is not 31 possible. The elevation dependence of the fog/stratus is evident in Fig. 5b by the cloud 1 tendrils extending up the river valleys within the basin. The clouds observed within the basin 2 generally occurred within a high relative humidity layer located between the surface and 1800 3 m (Fig. 4c) ( Fig. 4e and g ). The observed mixed layer was shallower the following day as a result of a 7 thinner near-surface fog layer (Fig. 4b) Table 2 , the FULL simulation has cloud ice sedimentation and 30 cloud ice autoconversion to snow turned off in the lowest 15 model levels. These 31 modifications force the WRF model to produce and maintain clouds dominated by ice-phase 1 particles, and effectively act to achieve similar results as decreased gravitational settling rates 2 introduced for ice fog by Kim et al. (2014) . Returning to Fig. 4a and b, the mid-day potential 3 temperature profiles at Roosevelt from the FULL simulation exhibit lower temperatures near 4 the surface and a thinner CAP compared to the BASE simulation. Further, the bias and mean 5 errors relative to the observations of the FULL simulation compared to the BASE simulation 6 are reduced by ∼1 •C (Table 3) . When averaged over the entire simulation period, the 7 reduced 2 m temperatures throughout the basin demonstrate the colder CAP in the FULL 8 simulation relative to the BASE simulation (Fig. 7) . Figure 8a indicates the ∼1.5 •C 9 difference between those two fields in the interior of the Basin. 10
Comparing the temporal evolution of the potential temperature, cloud water and ice 11 profiles at Horsepool between the BASE and FULL simulations further illustrates the impact 12 of cloud type on CAP thermodynamics (Fig. 9) . The 1-3 •C colder surface temperatures The ice and liquid clouds simulated in FULL and BASE also have a diurnal cycle, 25 with higher liquid and ice cloud amounts during the night than during the day, but the 26 simulated cloud occurrences are overestimated in both simulations compared to ceilometer 27 observations, particularly on the 5 th and 6 th of February (Figs 6b and 9b) . However, the 28 shallow and surface-based clouds in FULL are more realistic in terms of the depth of the 29 observed clouds than the deeper and elevated stratus clouds seen in the BASE simulation. In 30 addition, the simulated vertical temperature profile in FULL also more closely matches 31 available observations (e.g., Fig. 4a and b) . 32
The improved vertical temperature and cloud profiles and 2 m temperatures in the 1 FULL simulation are related to the depth and compositional change of the fog and stratus 2 clouds in the CAP, i.e., deeper cloud water in the BASE simulation compared to shallower 3 cloud ice in the FULL simulation. Snapshots of the cloud characteristics at 23:00 MST 4 4 February (Fig. 10 ) reflect similar total cloud (cloud water and ice) amounts and coverage. The 5 BASE run is dominated by liquid-phase particles (Fig. 10c) while the FULL run is dominated 6 by ice-phase particles (Fig. 10d) . The preferential tendency for stratus clouds in the BASE 7 simulation due to its deeper CAP leads to cloud cover extending outward farther away from 8 the lowest elevations of the basin compared to the shallower surface-based fogs typically 9 produced during the FULL run. Although the elimination of cloud ice sedimentation leads to 10 greater cloud mass in that run relative to the BASE simulation (compare Fig. 10c to d Fig. 10e to f) . Averaged over the entire 6 day period, downwelling 14 longwave radiation from the cloud water is 10-20 W m −2 more than from the cloud ice ( Fig.  15 8b), which is consistent with the elevated temperatures over the entire period as well (Fig. 8a) . 16
The greatest difference in 2 m temperature is at the low elevations in centre of the basin, 17 while the greatest difference in longwave radiation is mid-way up the basin slope where cloud 18 water is present in the BASE run and cloud ice is not found in the FULL simulation. 19 20
Sensitivity to snow cover 21
The simulation with no snow cover in the basin (NONE) for the 31 January-6 February 2013 22 period is now compared to the FULL simulation. The lack of snow in the basin increases the 23 average CAP temperatures by as much as 8 •C (Figs. 7 and 9), which is unrealistic relative to 24 those observed (Table 3) . While the CAP depth in the NONE simulation is also unrealistically 25 deep (because this particular CAP was snow-covered), the lack of snow has negligible effects 26 aloft (Figs. 4a and b, 9 ). Several interrelated processes contribute to the high low-level 27 temperatures and deep afternoon CAP in the NONE simulation relative to the FULL 28 simulation. First, when the snow is removed from the basin floor, the thermal conductivity of 29 the land surface increases, and the decrease in surface albedo results in greater absorption of 30 solar radiation. Second, the occurrence and thickness of the clouds in the warmer NONE 31 boundary-layer are reduced compared to FULL, resulting in greater incoming short-wave 32 radiation (Fig. 9c) . Finally, the sensitivity of the CAP to ice-phase microphysics is minimized 1 in the NONE simulation since the boundary layer over the bare ground/vegetation is too warm 2 (i.e., higher than −12 •C) to nucleate cloud ice. Where the clouds are present in the NONE 3 simulation, the resulting liquid-phase stratus leads to increased longwave radiation at the 4 surface. 5
The modelled afternoon mixed layer depths of 400-800 m in the NONE simulation 6 were somewhat less than those observed in the basin during snow-free conditions in the 2011- (Fig. 9b) . By midday on 4 February, the inversion base retreats to 1800 m, and 28 eventually lowers to ∼ 1700 m from early on 6 February through the end of the simulation. The CAP may become displaced or tilted through hydrostatic and dynamic processes, 8 which can then be disrupted by changes in wind speed above the CAP (Lareau and Horel, 9 2014). These disruptions produce gravity current features as the CAP rebounds, causing 10 relatively large changes in depth (a few hundred meters) within just a few hours. Figure 11  11 shows an example of this type of behaviour. Strong westerly flow crossing the mountain 12 barrier to the west of the basin at 23:00 MST 3 February is highlighted by a narrow band of 13 increased westerly to northwesterly flow at 2.3 km over the western portion of the basin (Fig.  14   11a) . The cross section of potential temperature from west to east through the centre of the 15 basin at the same time is shown in Fig. 11b (Fig. 11b) . Lower ozone concentrations were also advected down the western slope 20 of the basin by the westerly winds while the primary region of high ozone 21 concentrations simulated in the eastern sector of the basin rem ained undisturbed 22
(not shown). 23
East-west cross basin transport 24
Easterly flow immediately above the shallow mixed layer is evident in the mid-day soundings 25 at Roosevelt on a number of days (Fig. 4) . The ceilometer data at Roosevelt (Fig. 6b) flow is more intense aloft, and the west-east spatial extent is greater (compare Fig. 12a to b) . 10
At night, the easterly flow exhibits a weaker and more regional core shifted to the eastern 11 portion of the basin and extending down to the surface (Fig. 12b) . (Fig. 4) . Within the model 17
simulations, it appears that both additive and destructive interactions between the cross-basin 18 elevated easterly flows and near-surface daytime upvalley/upslope and nighttime downvalley/ 19 downslope flows are occurring (Fig. 12) . While basin-scale thermal gradients likely drive the 20 elevated easterly flow, those gradients are at times in concert with and at other times 21 interfering with more localized thermal gradients within drainages and along slopes. We 22 hypothesize that the basin-scale thermal gradients are associated with either (1) elevated 23 heating on the western slope of the basin, or (2) interactions between the westerly downslope 24 flow, the cold air pool, and the mountain slope. 25
During the night (Fig. 12b) , drainage flows are evident by light westerly winds in the 26 lowest 100 m a.g.l. on the west side of the basin in combination with light easterly winds on 27 the east side. This pattern reverses during the day (Fig. 12a) ; however, the cross-basin 28 easterlies appear to accentuate the upvalley/upslope winds at ∼ 1800 m. As with any basin or 29 mountain range, the diurnal flow patterns within the Uintah Basin are complex. An 30 examination of mean wind direction during the day (not shown) highlights areas of upslope 31 easterly flow within the CAP in the western half of the basin. Outside of the CAP, however, 32 to the north and west of the basin, synoptic west-northwesterly flow dominates. This 1 demonstrates how the strong stability above the CAP is able to effectively shield the basin 2 interior from synoptic flows, allowing for weak thermally-driven circulations to become 3 important. 4
Effects of snow cover on terrain-flow interactions 5
The sensitivity of terrain-flow interactions to the presence or absence of snow cover in the 6 Uintah Basin is briefly examined here. Comparison of the cross sections of time-averaged 7 zonal winds from the FULL (Fig. 12a and b) and NONE ( Fig. 12c and d) simulations are 8 consistent with earlier results: the removal of snow cover only affects the near-surface 9 atmosphere below the capping inversion. The weaker stability within the capping inversion in 10 the NONE simulation likely allows the synoptic-scale westerlies to extend further down 11 toward the basin floor. This extension appears to diminish the intensity of the easterly winds 12 within the lower reaches of the inversion layer that would be expected in NONE given the 13 lack of snow cover. Comparable differences are evident during the day (Fig. 12a and c ) and 14 night ( Fig. 12b and d 
Sensitivity of ozone concentrations to snow cover 5
While ozone concentrations in the Uintah Basin are recognized to be strongly controlled by 6 snow cover, the presence of snow has two complementary effects: (1) higher albedo 7 enhancing photochemistry and (2) reduced near-surface temperatures; shallower CAP; and 8 possibly enhanced east-west cross-basin transport a few hundred meters above the surface. 9
For example, crude estimates of the actinic flux from the WRF FULL and NONE simulations 10 provide an example of these complementary effects. The cloud ice typically present in the 11 colder CAP found in the FULL simulation allows greater penetration of solar radiation to the 12 surface than the cloud water observed between 2-4 February in the NONE simulation (Fig. 9  13 b and c). Hence, more downward solar radiation during that time was then available to be 14 reflected by the snow cover. 15
The objective of this phase of the study is to simply assess the sensitivity of WRF- is forced by the FULL simulation compared to the NONE simulation (compare Fig. 14a to b) . 22 As expected, ozone concentrations simulated by the CMAQ model are highest in the 23 southeastern portion of the basin where the emission of ozone precursors (NOx and VOCs) is 24 greatest (Barickman, 2014). The region where average surface concentrations are greater than 25 75 ppb is ∼ 6 times larger in the FULL simulation than that in the NONE simulation. In 26 addition, the peak ozone concentration simulated in the FULL case is 16 ppb higher than that 27 from the NONE case (Table 4 ) and the timing and magnitude of the peak value on 6 February 28 in the FULL case is comparable to that observed (see Figs. 6 and 13) . A comparison of east-29 west vertical cross sections of ozone (averaged along a 24 km wide swath approximately 25 30 km south of the red line in Fig. 2b) demonstrates the vertical extent of the higher ozone 31 concentrations generated in the FULL vs. NONE simulations (Fig. 14c and d) . 32
Ozone concentrations from the two CMAQ simulations are compared to those 1 observed at Roosevelt and Horsepool in Fig. 14e and f. CMAQ struggles to simulate the 2 ozone buildup at Roosevelt in the western portion of the basin whether snow is present or not 3 (Fig. 14f) . Closer to the primary precursor emission sources in the southeastern section of the 4 basin, substantially higher ozone concentrations are evident at Horsepool in the FULL 5 simulation compared to when snow is removed (Fig. 14e) . 6
A time-height plot of ozone concentration and potential temperature at Horsepool 7 from the FULL and NONE simulations helps to highlight some of the deficiencies of the 8 CMAQ simulations for this case (Fig. 9b-c) . While the largest concentrations of ozone are 9 confined within the CAP, elevated concentrations in excess of 75 ppb extend higher than 10 observed at Horsepool (Karion et al., 2014) . In addition, CMAQ fails to build ozone 11 concentrations from day-to-day through the event (Fig. 6) . Instead, the highest concentrations 12 appear to be controlled by the simulated mixed layer depth, e.g., concentrations are high 13 during the late afternoon/early evening on 1 and 2 February, when the mixed layer is shallow, 14 then they decrease on the 3rd and 4th as the inversion base lifts to ∼ 1800 m. As the inversion 15 base lowers again on 5 and 6 February, concentrations increase with a maximum during the 16 afternoon of the 6th. A similar evolution is noted in the NONE simulation, but the mixed 17 layer is much deeper, concentrations are lower, and the maximum occurs on the afternoon of 18 the 5th (Fig. 9c) . However, the modelled ozone concentrations on some days with no snow 19 cover appear to be unrealistically high compared to observations during other snow-free 20 periods. While this inverse relationship between mixed layer depth and ozone concentrations 21 is understandable physically, i.e., when the inversion base lowers it effectively decreases CAP 22 volume, the observations during this case suggest other processes play a role as well. where snow cover is typically very thin (∼ 5-10 cm) and variable, accurately assessing snow 10 mass or water equivalent for input into numerical models can be difficult (Jeong et al., 2013) . 11
The impacts of modifying the albedo from the default NAM initialization to that observed (an 12 increase of 0.17, see Section 2.2) on the CAP meteorology were relatively small (not shown). 13 However, larger impacts resulting from modest changes in snow albedo are likely to be 14 
