ABSTRACT The clustering of a new unsupervised problem usually requires knowing both if the samples may be separable in different groups and the number of these groups. This information, which has a great impact on the results obtained, is generally unknown beforehand. A wide explored research line in the literature proposes to use some metrics, known as quality indices, to determine the number of clusters in a dataset. However, they may lead to variable results depending on the metric chosen. This research analyzes the usage of a novel meta-learning system for determining the number of clusters in unsupervised data, called Meta-Learning Recommendation System for Cluster Cardinality Estimation (MLRS-CCE). It is based on the idea of using quality metrics not as a solution to the problem, but as a means to characterize the inner structure of each dataset and employing this information to detect when unsupervised data is not uniform and suggest additional information about the number of clusters in the data. In order to achieve such goals a large collection of both real-world and synthetic datasets, in which the number of clusters is known a priori, are used to build the system and check its performance. The meta-learning system was successfully tested on such data, showing that it is accurate enough, both separating uniform data from non-uniform one and predicting cluster cardinality when it is compared to the results given by individual quality indices.
I. INTRODUCTION
Data mining techniques [58] , [65] , which aim at finding hidden knowledge patterns in datasets, play nowadays a crucial role in a wide variety of fields, ranging from bioinformatics [7] to big data applications [21] . Depending on the characteristics of the data addressed, these methods are categorized into two main groups [65] : supervised and unsupervised. In supervised problems [36] , [54] , each object in the dataset is associated with an output target variable. However, most of the information deriving from real-world data gathering procedures, such as that emerging from sensors, does not come with an output associated and, thus, it is unsupervised [4] , [46] . The main goal of unsupervised methods is finding the structure or relationships between the different inputs objects in the dataset. Due to the lack of labeled data in these problems, unsupervised algorithms
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are suitable for those applications where labeled data is difficult to obtain, time-consuming or imply high economical costs [28] .
Even though there are different types of unsupervised techniques, such as anomaly detection [42] or Hebbian learning [50] , the most widely studied unsupervised learning is clustering [29] , [46] . Clustering aims at checking if several groups or clusters can be distinguished in the data. Given a set of objects, clustering methods divide them into clusters in such a way that similar objects are placed in the same cluster and dissimilar objects in different clusters [15] .
In order to achieve such division of objects into groups, most of clustering algorithms use a parameter indicating the number of clusters [28] . For example, hierarchical methods [20] , [67] produce all possible solutions ranging from one cluster to as many clusters as objects in the data but, finally, is up to the user to choose the final number of clusters they want to use. The same situation occurs with other clustering paradigms, such as centroid models [27] , [64] , which are iterative methods that require knowing the quantity of clusters beforehand. These facts imply having a prior knowledge of the data. Because of this, the problem of deciding the number of clusters which suitably fits a dataset has a crucial impact in the results obtained when applying clustering methods and, therefore, in the posterior analysis of the data [27] , [28] .
When facing a new unsupervised problem, the amount of clusters may be totally unknown. Several approaches are proposed in the literature to overcome this issue and make an estimation for the number of clusters in the data [22] , [32] .
On the one hand, data visualization techniques [32] , [52] have been usually applied to reduce the number of dimensions in the dataset and enable a 2-dimensional or 3-dimensional visualization of the data which let one to distinguish and decide the number of clusters. However, these may imply some difficulties in the process since decisions finally lie on human knowledge based on the visualization of, sometimes, images with non-clearly separable clusters.
On the other hand, another main approach found in the literature proposes to use some metrics, also known as quality indices, to determine the quantity of clusters in a dataset [23] , [59] . Given a specific clustering of the objects in the data, these indices provide a value quantifying the quality of the clustering solution. Thus, if a quality index is computed considering different amounts of clusters, the index value providing the best result can be chosen to estimate a potential number of clusters in the data. The main drawback of these metrics is that different indices usually lead to different solutions about cluster cardinality [19] . Therefore, determining how many clusters there are in a specific dataset, or simply knowing if there are separable groups in the data, is not always easy to overcome and it is still an open research line.
Meta-learning [5] , [9] , [30] has been widely used in the last years as the process of acquiring meta-knowledge that relates a measure of interest in the data, such as the expected performance of a learning method, to the characteristics of that data. Most of the works on meta-learning are focused on recommending the most suitable learning technique for a given problem [6] , [30] . However, attempts have been made to exploit meta-knowledge in different types of applications. For example, meta-learning has been used to tune the parameters of a classifier [18] , [40] . Other works include the use of meta-learning in other contexts, such as the treatment of noisy data [16] , [55] , instance selection [35] , classifier building [31] and even the clustering field [13] , [62] .
Following this research line exploring new areas for the application of meta-learning methodologies, this study investigates the usage of a meta-learning approach for the design of a recommendation system with a double goal:
1) Detecting if a dataset is uniformly distributed, that is, the objects in different clusters are not distinguishable.
2) If the data is not uniformly distributed, provide a recommendation on its number of clusters. This novel method is called Meta-Learning Recommendation System for Cluster Cardinality Estimation (MLRS-CCE).
In order to create this meta-learning system with the two aforementioned goals, two different scenarios will be separately studied: one considering real-world data and another with synthetic data -being their number of clusters known beforehand. Twenty well-known quality indices proposed in the literature will be used in an innovate way to characterize the structure of these datasets. Using this information as input, several machine learning techniques [49] , [66] will be employed to extract knowledge relating the data conformations described by quality indices and the cluster cardinality information. For real-world datasets the study will focus on the simplest version of the problem addressed by distinguishing binary from multi-class data, whereas for synthetic datasets the concrete number of clusters in the data will be estimated. MLRS-CCE is based on the hypothesis that datasets that share similar values of quality indices, which include descriptors of data conformations, dimensionality and complexity, will share the value related to the number of clusters too. The meta-learning system will be compared to the solutions for cluster cardinality estimation given by individual quality indices.
Additionally, this research performs a thoroughly study on the evolution of the value distribution of each quality index considered when cluster cardinality in the data varies, as well as an analysis of the models created (Section V). This analysis let us to identify those indices that are more accurate and sensitive to variations in the number of clusters. On the other hand, Section VII summarizes the main lessons learned, which present interesting findings related to the experimentation performed and their analysis.
A web-page with complementary material associated to this research is available at https://joseasaezm. github.io/mlrs-cce/. It includes the data used, the distributions of the quality indices and the performance results of the methods.
The rest of this work is organized as follows. Section II introduces meta-learning. Section III presents quality indices for clustering validation and enumerates those considered in this study. Section IV describes the novel meta-learning system to characterize unsupervised data. Then, Section V studies the distributions of quality indices and the models built, whereas Section VI shows the details of the experimental study performed along with the analysis of the results obtained. Section VII summarizes the lessons learned. Finally, Section VIII enumerates some concluding remarks.
II. META-LEARNING APPROACHES FOR KNOWLEDGE DISCOVERY IN DATA MINING PROBLEMS
Meta-learning [5] , [9] , [30] is a learning paradigm that involves two main parts: the characteristics of a dataset and a data mining question to be solved. Both elements must be described by categorical or continuous variables. Meta-learning is first based on the creation of a dataset (also known as meta-dataset), in which each example is a problem, being the input variables their characteristics (metafeatures) and the output variable the answer to the data mining question. Second, machine learning techniques are applied using the meta-dataset to extract the relationship between the input meta-features describing the datasets and the output variable.
Regarding the data mining questions that can be treated with meta-learning, several alternatives can be found in the literature [6] , [30] . Some research works establish suitable problems for a given machine learning algorithm, using data characteristics [9] , [30] , [56] . Thus, Sánchez et al. [56] study the relationship between data characteristics and the performance of the nearest neighbor classifier. Doan and Kalita [9] use meta-learning to estimate the run-time of classification algorithms on a dataset without experimentation. The work of Kanda et al. [30] proposes to use meta-learning based on label ranking algorithms for selecting the best meta-heuristic for the Traveling Salesman Problem.
Other works on meta-learning are related to the prediction of the best parameters in classifier learning. For example, the research of Gomes et al. [18] and Miranda et al. [40] look for the best hyper-parameter values in Support Vector Machines (SVM) depending on data characteristics, whereas Nojima et al. [41] focus on fuzzy classifiers. There are also some works studying when a preprocessing stage will be beneficial to a subsequent classification method based on the properties of the data [35] , [55] . Thus, Sáez et al. [55] propose using data characteristics to predict when noise filters will improve classifier performance. Leyva et al. [35] study the relationships between the performance of instance selection methods and data characteristics using meta-learning.
Meta-learning has been also applied in the unsupervised learning field. Thus, the research of Vukicevic et al. [62] proposes a meta-learning framework for ranking and selection of algorithms for clustering gene expression microarray data. Ferrari and De Castro [13] study how to use meta-knowledge to select the most suitable clustering algorithm for a given dataset, avoiding the computational costs of experiments.
Regarding data characterization, one must note that the performance of the recommendation based on meta-learning heavily depends on it. Up to date, characterization metrics can be categorized into four main groups [63] : 1) Statistical and information theory metrics [44] . These include the mathematical statistics to deal with data analysis (such as mean, variance and others) and the distribution measures associated with random variables (such as entropy and mutual information). 2) Model structure metrics [43] . These first map the problem into a special data structure (e.g. a decision tree) and then extract the properties of this structure (e.g. the height of that tree) as the meta-features. 3) Landmarking metrics [34] , [45] . These characterize a dataset by the performance metrics of a set of simple learners (called land-markers) on the problem. 4) Data complexity metrics [35] , [55] . These extract a set of measures reflecting the source of the difficulty to solve a classification problem as the meta-features.
In this study, we focus on the application of meta-learning for unsupervised learning. However, difference from existing works in the literature, we do not treat with the problem of recommending the most suitable clustering method for a given dataset, but to find how many clusters there are in the data. To achieve such goal, a new way to characterize unsupervised data is proposed, that is, the use of quality indices [23] , [59] . To the best of our knowledge, no prior work has discussed the usage of these indices as meta-features to describe data. The indices considered in this research along with the motivations for their use in the context of meta-learning with unsupervised data are analyzed in Section III.
III. QUALITY INDICES TO DETERMINE CLUSTER CARDINALITY IN UNSUPERVISED PROBLEMS
In most of real-world clustering situations, the user faces the dilemma of selecting the number of clusters or groups in the underlying data. As such, numerous indices for determining the number of clusters in a dataset have been proposed [22] .
Quality indices [23] , [59] are a criteria to determine the quality of a clustering assignment. These consist of the evaluation of a clustering structure by comparing it with other clustering schemes, resulting by the same algorithm but with different parameter values, e.g., the number of clusters.
One of the former research works on quality indices is that of Ball and Hall [1] , which propose a simple index based on the distance of each example to its cluster centroid. Then, Friedman and Rubin [14] present two indices, i.e. FR1 and FR2, based on the within-group and the between-group dispersion matrices. Other indices, such as the Beale index [2] and the Calinski index [3] , also consider a computation based on these matrices in order to check the suitability of grouping the data into a predefined number of clusters. A quality index based on the distance between clusters and their diameter is introduced by Dunn [12] .
The research of Milligan and Cooper [39] examines the performance of several quality indices with simulated data where the number of clusters is known beforehand. Artificial datasets are also used by other indices, such as the Gap [59] statistic and the CCC index [57] , which compute an heuristic value estimating the quality of the clustering in the original data by comparing it with the clustering considering reference datasets using a predefined distribution. Additionally, Rousseeuw [53] propose the Silhouette statistic computing the dissimilarity of the objects in the same and different clusters. Halkidi and Vazirgiannis propose two indices: the SD index [24] , which is based on the concepts of average scattering for clusters and total separation between clusters, and SDbw index [23] , which is based on the criteria of compactness and separation between clusters.
This research considers all the aforementioned indices along with other representative ones in the literature, up to a total of 20. They are presented in Table 1 . Most of them combine information about intra-cluster compactness and inter-cluster isolation, as well as other factors, such as geometric or statistical properties of the data, the number of data objects and dissimilarity or similarity metrics [22] , [59] . Our meta-learning system is based on the idea that such quality indices, in combination, are also valid to describe inner structures in the dataset, being useful to characterize the data. Therefore, if the properties of a dataset are captured with such quality indices and the number of clusters in that dataset are known beforehand, we will be able to infer that another dataset sharing similar properties will also have a similar number of clusters. The details about the meta-learning system MLRS-CCE are described in Section IV.
IV. A NOVEL META-LEARNING SYSTEM TO CHARACTERIZE NON-UNIFORM DATASETS
The meta-learning recommendation system to provide a recommendation on if a dataset is non-uniform and its potential number of clusters is presented in this section. It is based on the methodology shown in Figure 1 . This methodology consists of 3 main stages:
1) Stage 1 -Meta-data gathering process (Section IV-A). This stage focuses on the creation of the meta-dataset, which requires from the collection of datasets and their corresponding description using the adequate features -quality indices are used to such end in this research. 2) Stage 2 -Models building (Section IV-B). Once the meta-dataset is created, the implicit knowledge embedded in these data is extracted by building the models of interest. Concretely, two models are built. One of them is based on the one-class classification paradigm, using a One-Class Support Vector Machine (OCSVM) [60] , [66] , which enables us to characterize non-uniform datasets and differentiate them from other datasets in which the examples from different classes are not distinguishable. The other model aims at separating non-uniform datasets according to their number of clusters. In order to achieve this goal, the C4.5 algorithm [49] is used to create rules that classify the datasets considering their number of classes.
3) Stage 3 -Unsupervised data characterization
(Section IV-C). The last stage uses the models built in the second stage in order to determine if a new unsupervised dataset is non-uniform and, if so, provide additional information about its number of clusters/classes.
A. STAGE 1 -META-DATA GATHERING PROCESS
The objective of the first stage of MLRS-CCE is creating the meta-dataset over which it is built. It consists of two steps: 1.
Compilation of datasets and, 2. Description of datasets.
Compilation of datasets (
Step 1.1 in Figure 1 ). This first step represents the basis of MLRS-CCE and may influence the performance of its final recommendation. Two different scenarios are studied in this research, each one considering a different type of data and pursuing a different goal:
• Real-world datasets / Binary data characterization. The first scenario considers real-world datasets, being the meta-learning system designed to distinguish between binary and multi-class data. Binary data have a classic relevance in the data mining research. Thus, many real-world applications studied in the literature, such as medical [68] or financial problems [17] , are characterized by having only two possible groups or classes. Furthermore, there are well-known and widely used algorithms, such as SVM [61] , which are designed to FIGURE 1. MLRS-CCE: novel meta-learning approach to provide a recommendation on data uniformity and cluster cardinality. treat with binary problems. Finally, most of the openly distributed real-world data, which are accesible from famous web-sites such as the UCI repository [10] used in this study, are binary, existing a lower amount of datasets corresponding to other specific cardinalities.
In this first scenario a set of 30 real-world datasets have been selected from the UCI repository [10] . They are shown in Table 2 , along with their number of examples (ex), attributes (at) and classes (cl). Half of the datasets are binary, whereas the rest are multi-class, containing a variable number of classes between 3 and 37.
In order to build a reliable meta-learning system, the amount of data used to build the meta-dataset is increased using a procedure to generate multiple datasets from a given one. Thus, from each one of the 30 base datasets, 25 new datasets are created using a stratified sampling of their examples. This consists of randomly choosing a value following a uniform distribution ϕ ∼ U(0.5, 1). Then, for each class in a base dataset, the ϕ per cent of its examples are randomly chosen to form the new dataset. This process is used under the motivation of varying the values of the indices computed over the data, but trying not strongly modifying the inner structure of the data, which determines its number of clusters. Note that, since our main goal is to determine the data uniformity and its cluster cardinality depending on their characteristics, creating new data by adding or removing features could hardly affect to the number of clusters and the separability of the examples -apart from the overlapping, noise, outliers and other problems already present in most of real-world data. Thus, after carrying the aforementioned process, 780 datasets are created (30 base datasets and 30 · 25 = 750 new datasets).
• Synthetic datasets / Multi-cluster cardinality prediction. In order to build the meta-dataset in the second scenario, instead of considering real-world datasets, synthetic data with a different number of clusters (from 2 to 10) are created following the procedure proposed by Qiu and Joe [47] . In this case, since huge amounts of synthetic data can be created for each different number of clusters, MLRS-CCE will be focused on determining the concrete number of clusters in the data. Thus, 2250 synthetic datasets are created in this scenario based on a cluster generation method [47] , in which the minimum degree of separation between a cluster and its nearest clusters is set by a predefined parameter. The distance between any pair of clusters is measured using the separation index proposed in [48] . This proposal uses positive definite covariance matrices corresponding to different shapes, diameters and orientations of the clusters generated. The creation of each covariance matrix VOLUME 7, 2019 for clusters is built upon a set of eigenvalues, being the columns of a randomly generated orthogonal matrix used as eigenvectors to finally construct the matrix. Random noisy features and outliers are also considered when generating the synthetic data to make the cluster structures harder to be recovered. All these facts imply improvements with respect to previous cluster generation methods [38] . For the complete particularities about the synthetic data generation used, the reader may consult the work of Qiu and Joe [47] . The details of the datasets generated in this scenario are show in Table 3 . Figure 1 ). Each dataset collected in the previous step is described computing the 20 indices shown in Table 1 . Before this, features are normalized to the interval [0, 1] to equalize their influence in posterior computations, such as those involved in distances. Indices require of a grouping of the examples in clusters to be computed. To achieve such goal, the well-known k-means [28] , [65] method is used. It is an state-of-the-art reference clustering algorithm which has proven to provide good results in a wide variety of problem domains [65] . For executing k-means, the Euclidean distance is considered and the best result from 10 different random sets of centroids is chosen. Different numbers of centroids (clusters) is considered for computing each quality index, ranging from k = 2 to k = 10. Thus, each of the 20 indices is computed on each dataset considering 9 possible clustering alternatives. This implies a total of 20 · 9 = 180 index values for each dataset.
Description of datasets (Step 1.2 in
Depending on the scenario studied (real-world or synthetic data), the meta-dataset considers the following information:
• Real-world datasets / Binary data characterization:
-Meta-examples: a total of 780 meta-examples corresponding to each one of the datasets. -Meta-features: 180 meta-features, coming from the computation of indices with different clustering schemes, describe each one of the meta-examples. -Class labels: meta-examples are labeled as binary (B) or multi-class (MC) subject to class cardinality.
• Synthetic datasets / Multi-cluster cardinality prediction: -Meta-examples: 2250 synthetic datasets represents the examples of the meta-data.
-Meta-features: similar to the scenario with real-world data, 180 meta-features are associated with each one of the meta-examples. -Class labels: each meta-example is labeled with the number of clusters of its associated synthetic data.
B. STAGE 2 -MODELS BUILDING
The second stage of the recommendation system is based on the creation of several models that serve to characterize non-uniform datasets and its cardinality. Two models are built, each of them following a different goal: 1. Model to characterize non-uniform data (Step 2.1 in Figure 1 ). The first goal of MLRS-CCE is distinguishing between those data with no separable examples in clusters, i.e. their examples are uniformly distributed in the problem domain, from those with at least two distinguishable clusters. In order to solve this task, since our meta-dataset is built considering supervised data and each dataset can be separable into a known number of groups/classes, we must build a model able to characterize these non-uniform datasets and distinguish them from all other datasets, which will be considered as uniform ones. One-class classifiers [66] perfectly fit to achieve this goal. In concrete, OCSVM [60] , [66] is used in this step to build a model to characterize and recognize non-uniform datasets from our meta-dataset.
A radial basis kernel is used to train OCSVM. The ν and γ parameters are experimentally determined by a grid search considering the values in the interval [10 −3 , 10 −1 ] by increments of 0.001 in such a way that the characterization error is the minimum great or equal to 5% of all the examples. Excluding an small percentage of the examples to be characterized is made with a double goal: 1) First, it helps to increase the generalization capabilities of the model built by not learning those examples far away from the core of the class. 2) Second, OCSVM acts as a noise filter by removing those examples that are not learned in this step. Thus, once the OCSVM model is learnt, those examples from the meta-dataset that are incorrectly classified are removed from it. In this way, noisy and outlier data do not affect to the creation of the model built in the next step. 2. Model to recommend class cardinality in non-uniform unsupervised datasets (Step 2.1 in Figure 1 ). The second model aims at providing a recommendation about the number of clusters in non-uniform data, either by distinguishing between binary from multi-class datasets in the first scenario with real-world data or predicting the cluster cardinality in the second scenario with synthetic data.
Thus, the C4.5 algorithm [49] is used to build a decision tree from the meta-dataset, which was previously filtered by OCSVM. By means of the analysis of the decision trees built by C4.5, it is possible to check which are the most important quality indices for the meta-learning system, that is, those in the top levels of the tree and appearing more times.
C. STAGE 3 -UNSUPERVISED DATA DEPICTION
The last stage of the recommendation system implies its application over new unsupervised datasets. Since the two models created in the Stage 2 (OCSVM and C4.5) need the data to be described by quality indices, all the 180 quality indices (meta-features) are computed over the new dataset as it was made in Stage 1 (Section IV-A) .
Then, the new example, i.e. the new dataset, is given to the OCSVM model to check whether it belongs to non-uniform data. If not, the dataset is classified as uniform data, whereas if it is, it is classified as non-uniform and passed to the model built by C4.5, which determines its cluster cardinality -note that cluster cardinalities that can be recognized in this stage are limited to those of the datasets considered in Stage 1.
V. ANALYSIS OF IMPORTANCE OF QUALITY INDICES FOR UNSUPERVISED DATA CHARACTERIZATION
This section focuses on the analysis of the relevance of each quality index for characterizing unsupervised data and recognize its cluster cardinality. Section V-A examines the details of the distributions of the quality indices. Then, Section V-B analyzes the results of each one of the models built, either the one-class model used to characterize non-uniform data and the decision tree created to provide information about the number of clusters in the data. Note that this section focuses on quality indices distributions and models built using real-world datasets to characterize unsupervised binary data. Complete results, including those for synthetic data, are found in the web-page associated with this research. The validation of the meta-learning system for each type of data (real-world and synthetic) is separately studied in Section VI.
A. ANALYSIS OF QUALITY INDICES DISTRIBUTIONS
The first task of the recommendation system, which is described in Section IV-A, gathers a huge collection of meta-data using the quality indices associated to each one of the datasets. This process makes possible to study the values of each one of the quality indices, that is, the value distribution for each quality index. Since 9 different values for the number of clusters (from 2 to 10) are considered to compute the indices, 9 different value distributions for each quality index are obtained. Furthermore, distinguishing the index value distribution of the binary data from the multi-class data is particularly interesting. Thus, the values of the quality indices in which each type of data (binary or multi-class) have more representatives can be identified. Histograms are used in order to represent such high quantity of information and enable an easy comparison of the index value distributions for binary and multi-class datasets. These histograms have the limits of each interval containing a vertical bar for binary data with the same values as the strictly next vertical bar for multi-class data, as depicted in Figure 2 . All the histograms obtained from the experimentation can be consulted in the web-page associated with this study. The analysis of index value distributions for binary and multi-class data let us to group the indices according to their behavior. Thus, the shape evolution of their distribution depending on the number of clusters used to compute the index (which will be thereafter denoted as a subscript in the index name) can be studied. Each index distribution is visually analyzed and quality indices are grouped according to whether their binary and multi-class distributions considering two clusters and more than two clusters may be clearly distinguished in some parts of the domain and are disimilar enough. This grouping is shown in Table 4 . There are several indices, such as Beale, FR1, Krzanowski and Duda (the latter is represented in Figure 3) , in which the differences between the distributions for binary and multi-class data, with independence of the number of clusters considered, are rather minimal and only low variations between them are appreciated. This fact may occur either because the index values are mostly grouped around one concrete value of the distribution and they are not excessively altered varying the number of clusters or because the distributions change in the same way when considering different cluster cardinalities. Thus, the distributions associated to those indices seem not to supply enough information to discriminate between binary and multi-class data and they are not likely to belong to the models created by MLRS-CCE.
There are other indices showing a differentiated behavior between the binary and multi-class distributions considering two clusters, but these differences disappear with more clusters. SDbw presents high peaks for both binary and multi-class data in the lowest values of the distribution, whereas the right area of the distribution is dominated by multi-class data. The increase of the cluster number reduces the values of these distributions and the representation of multi-class data for the highest values of the distribution tends to disappear. Hartigan (Figure 3b ) also shows a certain prevalence of multi-class data in the right area of the distribution for two clusters, being the middle of the distribution more represented by binary data. The increase in the number of clusters makes the distributions to be grouped around 0, making the binary and multi-class distributions more similar.
On the contrary, other indices highlight by having enough similar distributions for the binary and multi-class distributions considering two clusters, i.e., its difficult to observe clear differences between them. This is the case of Calinski, FR2 and McClain. However, interesting divisions between their binary and multi-class datasets can be appreciated for a higher number of clusters. In the Calinski index (Figure 4) , minimal tendencies can be observed when distinguishing between binary and multi-class datasets considering two clusters. However, a higher number of clusters let us to clearly distinguish that there are more binary data for medium values of the index (approximately in the interval [250, 750]), whereas there are more multi-class data for higher values. For FR2, considering a higher number of clusters displaces the distribution to the right and let us to distinguish between areas of the domain in which slightly prevalences the binary or multi-class datasets. For McClain with two clusters, binary and multi-class distributions are enough similar, but they change when considering a higher number of clusters having more binary data in the left area of the distribution and more multi-class data in the right area. Furthermore, both binary and multi-class distributions are displaced to the right when the number of clusters increases. Some indices show a very different behavior for binary and multi-class distributions, being these ones different enough depending on the number of clusters considered. The Ratkowsky index (see Figure 4b) is one of the representing within this group. Its histograms show areas of the domain with a clear prevalence of either the binary or the multi-class data. The increase in the number of clusters changes the form of the distributions, getting closer their values, but they still show important parts of the domain in favor of the binary data (in the right part) or the multi-class data (in the left part). Silhouette has some areas with peaks in which the number of binary data is higher and other areas where the opposite occurs. When considering higher values for the number of clusters, the right part of the distribution mainly belongs to the binary data and there is a high peak around 0 for multi-class data. For Davies with two clusters, the right area of the domain is mainly represented by multi-class data, but when the number of clusters increases, the index values in the middle of the distribution are slightly grouped changing the form of the distributions. On the other hand, other indices such as Dunn, Gap, SD, C and CCC, have domain areas in which more binary or multi-class data are easily distinguishable. Moreover, for CCC, increasing the value of the number of clusters makes the distribution be larger on the right, highlighting the presence of different types of data in these areas. Finally, there is a last group of indices showing important differences between the binary and multi-class distributions, but these distributions are similar considering distinct cluster cardinalities (although they may vary a little when considering a higher number of clusters). For Ball, the right part of the distribution is clearly in favor of the multi-class data with independence of the number of clusters. In Figure 5 a clear behavior is observed for the TraceW index. First, for those values of the index close to 0 there is plenty of multi-class data. Then, more binary data is present for the next values of the distribution, being the right part of the distribution mainly dominated by multi-class data. For TraceC something similar occurs, but the number of datasets is more similar when considering index values close to 0.
From the previous analysis of results, we can conclude that the distributions of binary and multi-class data are different from most of the indices. In many of the indices a threshold is found from which only data from one type (binary or multi-class) is observed. This threshold may change when considering different values for the number of clusters used to compute the indices. The above analysis of distributions gives us an idea on the higher or lower potential of each quality index to describe datasets and their cluster cardinality. Combining several of these indices in the models created by MLRS-CCE (analyzed in Section V-B), it is desired to increase the estimation capabilities of the system predicting the number of clusters present in the data.
B. STUDY OF THE MODELS EMBEDDED IN THE META-LEARNING RECOMMENDATION SYSTEM
This section analyzes the performance of the two models built by MLRS-CCE: OCSVM, which is used to characterize non-uniform data, and C4.5, which is used to distinguish binary from multi-class data. Their results are summarized in Table 5 . For OCSVM, the amount of examples characterized as uniform and non-uniform ones among the total of 780 examples is reported. For C4.5, two metrics are VOLUME 7, 2019 FIGURE 6. C4.5 model distinguishing binary (B) from multi-class (MC) non-uniform datasets. used to compute the model performance: (i) classic accuracy, which computes the percentage of correct classifications with respect to the total amount of examples and, (ii) geometric mean, which is computed as the n-th root of the product of the sensitivity for each class in a n-class problem (therefore, it considers the amount of correct classifications in each one of the classes of the problem to compute the performance and not only the total amount of correct classifications, as accuracy does).
The meta-dataset created in MLRS-CCE consists of 780 examples, each of these associated with the characteristics of a concrete non-uniform dataset. OCSVM, which is trained to recognize data with several clusters, is learnt from these data. As Table 5 reflects, from the 780 nonuniform datasets, 740 are characterized as being part of the non-uniform data and 40 are placed outside the decision boundaries of the model, being classified as uniform data. These 40 examples recognized as uniform ones, which are placed far away of the core of the non-uniform data class, are considered as outliers and are removed to train C4.5. This is trained with the rest, that is, the 740 non-uniform datasets identified by OCSVM. The performance results of C4.5 distinguishing binary from multi-class data shown in Table 5 are obtained by 5 runs of a stratified 5-fold cross validation (5×5-fcv).
As the above results show, both the accuracy and the geometric mean represent a high performance identifying binary data. These results show the great potential of MLRS-CCE related to unsupervised cluster cardinality prediction. At the same time, they position quality indices as an interesting tool to characterize datasets and show that data characteristics captured by them are somehow related to cluster cardinality. These conclusions are completed with a thorough validation of the system and its comparison with all the quality indices used in this study, which are presented in Section VI.
Finally, since one of the advantages of using C4.5 as a classification method is that it is interpretable, its model can be represented and analyzed. This is shown in Figure 6 . This representation shows that, although the meta-dataset is composed by 180 meta-features (20 indices · 9 possible number of clusters), the tree describes a model simple enough. It is composed by only 8 indices: TraceC, Ratkowsky, McClain, C, FR2, Calinski, SDbw and Dunn.
In order to carry out an in-depth analysis of the structure of the model and the importance of each quality index and the number of clusters they use, the series of statistics on the model shown in Table 6 have been compiled. The nodes of the C4.5 tree represent the quality indices and the number of clusters associated. To study the importance of each index and its cluster number, two main factors are analyzed for each node: (i) the level at which it appears within the tree, and (ii) the percentage of occurrences of the index/cluster number at that level. The level of a node is defined as the number of branches from the root of the tree that must be traversed until reaching such node. Thus, the model has 8 levels: the root node is found at level 0 and the leaf farthest from the root node is found at level 8. On the other hand, the percentage of occurrences refers to the times that a index/cluster number appears among the explored nodes up to a concrete level.
The results in Table 6 show that the indices that appear in the top levels of the tree are mainly TraceC, Ratkowsky and McClain -in fact, these are the only indices appearing up to level 4. These three indices are repeated in other levels close to the leaves of the tree or even in the own leaves, representing a large part of the nodes in the full model (a 64.29%). This fact shows the large amount of information provided by these indices to determine if a dataset is binary. In particular, Ratkowsky appears in a 35.71% of the nodes, being the most outstanding index to discriminate between binary and multi-class data. The rest of the indices appear successively in the lowest levels of the tree, having finally a representation of each one.
Regarding the number of clusters associated with these indices, the first two levels of the model show that 2 and 3 clusters are used to compute the indices. These two cardinalities represent half of the nodes in the model, which shows their relevance when discerning binary from multi-class data. 4 and 5 clusters are used by the indices in the lowest levels of the tree, showing that they are also useful to distinguish binary from multi-class data but to a lesser extent than the previous cardinalities (2 and 3). The rest of cardinalities get a discrete representation within the tree (the largest are for 9 and 10 clusters) and some cluster cardinalities at intermediate levels (6 and 8) are even not present in the model.
From the above results on the number of clusters used by each index, an striking aspect is that cardinalities 2 and 3 represent a 50% of the nodes of the model. This fact implies that, to distinguish binary from multi-cluster data, the most representative data descriptors (indices) are those focused on studying the data structure considering 2 and 3 clusters. This detail reveals a highly interesting information: it is indicating that, in the domain space represented by the quality indices, those datasets having 2 clusters are likely to be close to those having 3 clusters. Hence the importance of establishing a decision boundary by the model using a large amount of nodes considering indices using 2 and 3 clusters in order to finally distinguish between binary and multi-cluster data. This observation is analyzed more in depth in Section VI-B, comparing the performance of decision trees distinguishing data containing k and k ± 1 clusters to that distinguishing data containing k and k ± j clusters, j > 1.
Considering both the statistics in Table 6 and the groups in Table 4 , some conclusions can be drawn. Ratkowsky and TraceC are classified in Table 4 as being good discriminating binary from multi-cluster data considering 2 and more clusters -in fact, these indices appear in the tree with very diverse cardinalities. This matching between the grouping performed in Table 4 and the different nodes of the tree is also accomplished with the rest of the indices appearing in the model. For example, none of the indices appearing in the group of those not having enough discriminative power between binary and multi-cluster data in Table 4 (Beale, FR1, Krzanowski and Duda) appear in the model created. Thus, the C4.5 tree includes a part of those indices and their associated cluster cardinalities that offer a good discriminative power by themselves according to the analysis shown in Section V-A, which are then combined in the appropriate way in the C4.5 model to enhance their prediction capabilities.
VI. VALIDATION OF THE MLRS-CCE SYSTEM
This section presents the details for the validation of the MLRS-CCE recommendation system for each one of the scenarios considered. Section VI-A focuses on the characterization of binary data using real-world datasets, whereas Section VI-B focuses on the prediction of the number of clusters using synthetic datasets. In each one of these sections, MLRS-CCE is compared against the 20 quality indices on which it is based in order to check if the combination of indices as data characterization metrics into MLRS-CCE provides some advantages against their individual usage. The experiments were executed under OS X 10.11.5 using a quad-core machine (Intel Core i7, 2.5 GHz, 16 GB RAM).
A. BINARY UNSUPERVISED DATASET CHARACTERIZATION USING REAL-WORLD DATA
In order to validate the usefulness of MLRS-CCE to distinguish binary from multi-class data when facing unsupervised problems, a validation scheme implying a new experimentation is designed. Thus, to check the generalization capabilities of the system, a different set of 24 real-world datasets is VOLUME 7, 2019 TABLE 7. Description of real-world datasets for the validation of the MLRS-CCE meta-learning system. chosen in this validation phase. In this way, different data structures from those of the training datasets used in the building phase of the models are considered. Their details are shown in Table 7 . From these datasets, another 624 nonuniform datasets (including both binary and multi-class data) are created in the same way as explained in Section IV-A.
Furthermore, since MLRS-CCE must be able to detect uniform data thanks to the OCSVM model embedded in it, a set of 750 uniform datasets are also considered in this validation stage. These are created using the following procedure. Each uniform dataset represents an hypercube of uniformly distributed random points and a variable volume being each feature within the interval [−1, 1]. For each dataset, a random number of features is chosen in the interval {2, 50} and a random number of examples is chosen in the interval {50, 500}. Each value v i j of the distribution of each feature f i is created using the expression:
where ϕ is a random value that follows an uniform distribution U(0, 1), and α f i is an scaling factor for the feature f i and β f i is an offset value for the feature f i , being both a random value following an uniform distribution U (−1, 1) . Therefore, the experimentation associated with the validation of the meta-learning system in this scenario considers a total of 1374 datasets (624 non-uniform data and 750 uniform data). After creating the meta-learning system as described in Section IV using the training data proceeding from datasets described in Table 2 , the aforementioned validation datasets are processed. The results obtained, along with the sensitivity (sen) and specificity (spe) measures for each type of data, are summarized in the confusion matrix shown in Table 8 . The results in Table 8 show that sensitivity is around 0.9 for uniform data, 0.8 for multi-class data and 0.75 for binary data.
These values reflect the high performance obtained by MLRS-CCE when recognizing each data type considered in this scenario. The general behavior of the system considering uniform, binary and multi-class data can also be computed from Table 8 , leading to an accuracy in this validation phase of AC v1 = 0.8355 and a geometric mean of GM v1 = 0.8123, representing both good performance results.
Finally, in order to check if the usage of MLRS-CCE provides an advantage over the simple use of individual quality indices it is based on, its performance is compared to that of each one of the indices. Note that since most of quality indices are not designed to recognize uniform datasets, these are excluded from this comparison. The results obtained are shown in Table 9 . MLRS-CCE offers the best performances according to Table 9 , with great differences from the rest of methods, both in terms of accuracy and geometric mean. The accuracy of MLRS-CCE is 0.7853. It is followed by Silhouette The results of geometric mean offer interesting additional information. MLRS-CCE is again the best positioned algorithm (0.7817), greatly differentiated from the rest. This fact implies that it offers a high recognition degree for both binary and multi-class datasets. The Silhouette and Calinski indices present a geometric mean around 0.65. Other indices, such as SD, CCC, Dunn and Krzanowski have performance results close to 0.5-0.55. Finally, there are other methods (Ball, FR1, FR2, Hartigan, SDbw, TraceC and TraceW) providing a geometric mean of exactly 0. This fact means that the aforementioned indices, even though may provide good accuracy results, they correctly identify only datasets of one of the types (either binary or multi-class data).
An interesting observation is that the most influencing indices according to the analysis of the model performed in Section V-B (i.e. TraceC, Ratkowsky and McClain) obtain low performances as Table 9 reflects, being their geometric mean close to 0. On the contrary, other indices, such as Krzanowski, which are classified as not having enough discriminative power between binary and multi-cluster data in Table 4 , obtain some of the best results among all the methods (accuracy = 0.6330 / geometric mean = 0.5106). A similar situation occurs with other methods, such as CCC, SD and Silhouette, which obtain good performance results compared to other indices but they are not part of the C4.5 model built. Thus, even though some metrics do not perform well predicting unsupervised data cluster cardinality, they act notably when characterizing the datasets, and viceversa. Therefore, there is not a direct relationship between both concepts (performance and data characterization).
All the above results show how the combined usage of quality indices considered in MLRS-CCE provides a remarkable improvement with respect to their isolated use, which may offer even a very low performance in some of the cases.
B. MULTI-CLUSTER UNSUPERVISED DATASET CHARACTERIZATION USING SYNTHETIC DATA
This section studies the performance of MLRS-CCE compared to that of the indices when predicting the number of clusters using synthetic datasets. In order to do that, the accuracy and geometric mean results of the methods predicting the number of clusters in the 2250 synthetic datasets created is compared using a validation scheme consisting of 5 runs of a 5-fold cross validation. These results are shown in Table 10 . As it can be appreciated in this table, the performance of the methods is analyzed considering datasets with different cardinalities, that is, these datasets have a maximum number of clusters. Thus, for example, the column labeled with 6 Clusters indicates that only datasets with 6 or less clusters (that is, from 2 to 6 clusters) have been considered in the validation phase. This fact makes possible to check how the discrimination between datasets with larger amounts of clusters affects the different methods.
The results of Table 10 show that MLRS-CCE obtains the best results, both in accuracy and geometric mean, for all the scenarios with a different maximum number of clusters for their datasets. Some indices, among which are SD, Krzanowski, Davies and Calinski, also offer quite good results. The Silhouette method deserves a special mention, since it is usually placed in second place, being in some scenarios (for 5 and 6 clusters) close to the best accuracy results. Other methods, such as TraceC, TraceW, McClain, Hartigan, FR1, FR2 and Ball, obtain a 0% in geometric mean results. This means that there are some classes that they are not able to recognize, being this a not desirable fact. Moreover, as it occurs with binary data characterization in Section VI-A, the aforementioned results show that there is not a clear relationship between the better or worse performance of the quality indices predicting cluster cardinality and their relevance for data characterization as the C4.5 model built by MLRS-CCE shows.
It is important to note that the performance results decrease for all the methods when considering a higher number of clusters in the datasets used in the validation. This is a logical consequence because discriminating among larger amounts of possible cardinalities increases the chances of wrong predictions on the number of clusters. Furthermore, the more clusters there are in a dataset the more complex to recognize its structure is and, therefore, the more difficult to find similarities with other datasets is.
The greatest differences of MLRS-CCE with respect to the rest of the methods are obtained for the smallest number of clusters (being approximately a 10% of improvement with respect to the second method when considering a maximum number of clusters equal to 3). These differences are much more noticeable when analyzing the results of geometric mean, in which MLRS-CCE still offers better results compared to other indices. Thus, for example, MLRS-CCE obtains a performance of around a 8-10% better than that of the best quality indices, Davies and Silhouette, when recognizing datasets with a maximum of 10 clusters. The global results (column Mean in Table 10 ) show that MLRS-CCE is the method providing the best results, recognizing better sets of data with different number of clusters, with a great advantage over the rest of the methods.
Finally, in order to check if the hypothesis stated in Section V-B indicating that, in the domain space represented by the quality indices, those datasets having k clusters are likely to be close to those having k ± 1 clusters, an additional study is carried out with MLRS-CCE considering sets of data with only two possible number of clusters. Thus, the method is validated distinguishing data having k clusters (k = 2, . . . , 10) versus data having j clusters (j = 2, . . . , 10/ j = k). These results, including all the possible combinations of pairs of numbers of clusters, are shown in Table 11 -those results above the main diagonal represent the accuracy, while those below this diagonal represent the geometric mean.
The analysis of these results offers interesting conclusions. In general, the smaller the number of clusters in the datasets is, the better the results are. In this way, those results implying datasets with 2, 3 or 4 clusters are usually higher than those implying datasets with 8, 9 or 10 clusters. A possible explanation to this fact is that datasets having a lower amount of clusters have a lower amount of possible intra-cluster and inter-cluster data configurations than those datasets implying a higher number of clusters and, therefore, their data conformations are easier to characterize and recognize.
Another important aspect to be remarked is that discriminating between datasets having a very different number of clusters is easier than distinguishing datasets having a very similar number of clusters -i.e. the performance in the former case is higher than that in the latter case. See, for example, the results of geometric mean related to the datasets having 5 clusters when they are distinguished from datasets with other cardinalities. Differentiating such data with 5 clusters from those with 2 clusters provides a performance of around 0.98. Then, when considering other datasets with a number of clusters close to 5, this performance is reduced: for data with 3 clusters it is reduced to 0.88, for 4-6 clusters it is around 0.74, for data with 7 clusters it is again around 0.88 and then, it is increased again up to 0.98 approximately for data with 10 clusters. This behavior can be appreciated not only for data with 5 clusters, but for data with any number of clusters. These results support the hypothesis that those datasets having k clusters are closer to those having k ± 1 clusters than to data of other cardinalities in the domain represented by quality indices.
VII. DISCUSSION
In this research a novel meta-learning system based on quality indices has been proposed and a thorough empirical study has been performed in order to check its behavior to characterize unsupervised datasets and provide an estimation for their cluster cardinality, as well as the terms of this improvement. From the results shown in the previous sections and their corresponding analysis, several lessons can be learned:
1) Difficulty to estimate the number of clusters in unsupervised data. Predicting the number of clusters in the data has attracted the interest of researchers from some decades and it is still of great relevance to the data mining community. From the performance results obtained shown in Tables 9-10 , the difficulties that this task poses to most of existing quality indices are still clear, particularly when the number of clusters to recognize in the data is large enough. 2) Potential of meta-learning approaches characterizing non-uniform data. Thanks to the usage of one-class classifiers, MLRS-CCE has provided a high performance close to 0.9 (see Table 8 ) distinguishing uniform from non-uniform data. Even though this should be one of the first aspects to study when facing a new unsupervised problem, it is a factor that most of existing quality indices are not even able to deal with. 3) On cluster cardinality prediction using metalearning. From the analysis of the results in Section VI, the suitability of MLRS-CCE providing information about cluster cardinality has been proved. Both characterizing binary data (Section VI-A) and predicting the quantity of clusters in the data (Section VI-B), MLRS-CCE has obtained high performance results compared to those of the rest of methods considered. 4) Relationship between data conformations and their number of clusters. The MLRS-CCE method has been designed under the hypothesis that two different datasets sharing a similar structure are likely to share the number of clusters too. The aforementioned good performance results of MLRS-CCE predicting cluster cardinality from the variables used to describe each dataset reflect the link between both concepts and reinforce the above hypothesis. 5) Quality indices to determine inner structures and relationships in the data. In order to capture data conformations and inner structures, quality indices are the only source of information used in this research to describe datasets. Even though they have not been used before to such end in the specialized literature, their combined usage have shown to offer good outcomes.
These results present quality indices as a powerful tool to characterize and describe datasets in the future. 6) Performance of indices predicting cluster cardinality and their relevance for data characterization.
The most important indices according to the analysis of the model built (Section V-B) obtain low performances predicting cluster cardinality. The opposite also occurs, and other indices with good performances do not appear in this model. Therefore, a clear relationship between both concepts (performance and importance for data characterization) cannot be established. 7) Complexity of data conformations depending on the number of clusters. Data having a lower amount of clusters have less complex conformations. The possible configurations of the classes and their relative positioning are more limited and, therefore, they are easier to capture by the meta-information collected and it is easier to find similarities with other datasets than analyzing conformations of datasets with a higher number of clusters. This fact may explain the better behavior of MLRS-CCE when discriminating among datasets with lower amounts of clusters (Tables 10-11 ). 8) Existence of an spatial order of datasets according to their number of clusters. The performance results from Table 11 show the higher difficulty of distinguishing datasets having a similar number of clusters than discriminating between datasets having a very different number of clusters. This fact supports the hypothesis that, in the domain space representing datasets by their characteristics, those datasets having a similar amount of clusters are close each other. Thus, datasets having a similar amount of clusters are harder to distinguish because their closeness in the domain space, which produces a higher overlapping between them and, therefore, models learnt from them provide lower performances than those distinguishing data with a very different number of clusters.
VIII. CONCLUDING REMARKS
In this novel research we have addressed the problem of characterizing unsupervised non-uniform data and providing an estimation about their number of clusters. Quality indices have been presented as an existing solution in the specialized literature to overcome this problem and their limitations have been discussed. A meta-learning system, MLRS-CCE, has been proposed based on the novel idea of using such quality indices not as a solution to the problem, but as a means to describe data. MLRS-CCE relies on the idea that datasets that share some structural properties are likely to also share their number of clusters. The proposal has been studied in two different scenarios: i) characterizing binary data against VOLUME 7, 2019 uniform and multi-cluster datasets and ii) predicting the exact number of clusters in multi-cluster datasets. The characterization of unsupervised binary datasets has a traditional relevance, since these represents a large amount of data usually treated in real-world applications. MLRS-CCE has shown to provide high performance results identifying binary data, in terms both of accuracy and geometric mean, compared to those of other quality indices. The recognition grade of uniform data has been also notable. MLRS-CCE has also offered the best results when estimating the exact number of clusters in multi-cluster data, especially for a low-intermediate number of clusters in the data. The aforementioned results show the potential of the meta-learning system designed to provide information about the cluster cardinality in unsupervised problems, positioning it as a remarkable alternative to other existing approaches.
In future works, we plan to study ways to increase the quality of the meta-data used by the meta-learning system by means of the application of pre-processing techniques to polish the data, as well as the working of the proposal recognizing cluster cardinality in big data and the use of quality indices as descriptors of data characteristics in meta-learning approaches to deal with different data mining problems.
