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Abstract
This article proposes a real-time test and verification system for full-reference automatic image quality assessment
and verification of digital TV sets. Digital camera is used for acquisition of the TV screen content in order to ensure
quality assessment of the content as perceived by the user. Test has been executed in three steps: image
acquisition by camera, TV screen content extraction and full-reference image quality assessment. The TV screen
content is extracted from the captured image in two steps: detection of the TV screen edge and transformation of
the TV screen content to dimensions of the reference image. Three image comparison methods are incorporated
to perform full-reference image quality assessment. Reference image for quality assessment is obtained either by
grabbing the image from TV set or by capturing the TV screen content on the golden sample. Digital camera was
later replaced with DSP-based camera for image acquisition and algorithm execution which brought significant
performance improvements. The comparison methods were tested under constant and variable illumination
conditions. The proposed system is used to automate the verification step on the final production line of digital TV
sets. The time required for verification step decreased by a factor of 5 when using the proposed system on the
final production line instead of a manual one.
Keywords: sub-image extraction, image comparison, functional failure detection, digital TV testing, TV screen
capturing
1 Introduction
In the recent years, it has been shown that manual veri-
fication of digital TV systems is not effective for large
industries [1]. The overall complexity of the products is
increasing exponentially and, on the other hand, the
major goal is to keep error rate in the proximity of zero.
As a result, some automated systems for digital TV test-
ing have been proposed [2,3]. The objective of these sys-
tems is to optimize the effort of testing and therefore to
automate the most parts of the testing process. An auto-
mated fault diagnosis becomes an ongoing demand for
new technology. The major challenge in designing auto-
mated testing systems is achieving acceptable levels of
reliability–the system must be able to detect errors with-
out false positives and with a very low rate of false nega-
tives. False positives are faulty TV sets which pass the
tests and false negatives are functional TV sets which
fail the tests. The system should also bring significant
improvements in the speed and cost of testing, in order
to be acceptable in television industry.
In order to measure image quality, Sheikh and Bovik
[4] propose an image information fidelity measure that
quantifies the information that is present in the refer-
ence image and how much of this reference information
can be extracted from the distorted image. Russo et al.
[5] give a vector approach to image quality assessment.
Other approaches for measuring image quality can be
found in [6,7].
This article proposes an approach for an automated
verification of digital television sets based on TV screen
content acquisition by camera and comparison of the
captured content with the content of the reference
image. Recent automatic systems for functional verifica-
tion of digital TV sets use the grabber to capture the
content of the TV memory and compare it to the refer-
ence content [8]. This approach does not provide verifi-
cation of the TV screen content seen from user side,
only verification of the TV screen content represented
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in the memory. While grabbing the TV memory content
is easier, we propose the usage of camera to acquire the
TV screen content in order to ensure quality testing of
the content as seen by the user. The camera usage
allows detection of problems arising in the circuits
between the TV memory and the screen, i.e., when the
image on the screen does not correspond to the image
in the TV memory and when the TV functional opera-
tion fails. The system is based on the algorithm which
extracts the content of the TV screen from the captured
image and compares it with the reference images [9,10].
The system is used as part of the Black Box Testing
(BBT) system [1,8].
The algorithm for TV screen extraction and compari-
son is based on the following image processing pro-
blems: line detection, rectangle detection, image
transformation, and image comparison.
Line detection is the subject of many related studies.
Lagunovsky and Ablameyko [11] propose the line and
rectangle detection by clustering and grouping of linear
primitives. They extract line primitives from image
edges by linear primitives grouping and line merging.
Marot and Bourennane [12] propose a formalism to
transpose an image processing problem to an array pro-
cessing problem. They performed straight-line charac-
terization using the subspace-based line detection
(SLIDE). Both of these methods are computationally
intensive and, due to simplifications imposed by the nat-
ure of our system, they are unnecessarily complex. One
popular method for line detection is the usage of Hough
transform. Duan et al. [13] propose an improved Hough
transform, which is the combination of the modified
Hough transform and the Windowed random Hough
transform. They modify the Hough transform by using
the mapping and sliding window neighborhood techni-
que. Another approach using the Hough transform is
given by Aggarwal and Karl [14] which uses the inverse
of Radon operator, since the Hough transform is the
special case of Radon transform. Hough transform also
provides unnecessary computational complexity and
even though it gives reliable rectangle detection, it does
not pose a suitable method for our system due to the
curvature of TV edges and other non-uniformities in
the system. Therefore we design our own method for
line detection which is computationally simpler, but
more reliable under the conditions imposed by our sys-
tem. Other interesting approaches to line detection are
given in [15,16].
Hough transform is also widely used as a tool in rec-
tangle detection. Jung and Schramm [17] present an
approach to rectangle detection based on windowed
Hough transform. In order to detect rectangles, they
search through Hough domain for four peaks which
satisfy certain geometric conditions, such that they
represent two perpendicular pairs of parallel intersecting
lines. Other approaches to rectangle detection are pre-
sented in [18-20].
Image transformation and scaling are techniques
widely used in digital television industry. Leelarasmee
[21] gives the architecture for a TV sign image expander
with closed caption encoder. It allows nine image scal-
ing factors ranging from 1 × 1 to 2 × 2. Hutchison et al.
[22] present application of multimedia display processor
which provides a cost effective and flexible platform for
many video processing algorithms, including image scal-
ing. In order to overcome the problems such as blurring
and jagging around the edges, Liang et al. [23] propose
a coordinate rotation and kernel stretch strategy com-
bined with the bilinear or bicubic algorithm. Transfor-
mation of image captured by camera is one way of
document digitization. Stamatopoulos et al. [24] present
a goal-oriented rectification methodology to compensate
for undesirable document image distortions. Their
approach relies upon a coarse-to-fine strategy. Very
Large Scale Integration (VLSI) implementation of image
scaling algorithm is presented by Chen et al. [25]. Other
types of image transformations can be found in [26-28].
Sun and Hoogs [29] present a solution for image com-
parison which uses compound disjoint information.
They analyzed their results in the problems of image
alignment, matching, and video tracking. Osadchy et al.
[30] study the surface-dependent representations for
image comparison which is insensitive to illumination
changes. They offer a combined approach of Whitening
and gradient-direction-based methods. Matungka et al.
[31] present an approach to image comparison which
uses adaptive polar transform, which they derived from
log-polar transform. The adaptive polar transform effec-
tively samples the image in Cartesian coordinates. They
perform acceleration using the Gabor feature extraction.
Other approaches to image comparison are presented in
[32-34]. All of these methods bring enough reliability,
but they are computationally complex. Considering that
our system is not pixel-sensitive, i.e., we do not need to
detect faults in individual pixels, but instead functional
failures which are always presented as a wrong screen
content which differs from the reference image in a
whole region, we propose regional-based image compar-
ison methods which are computationally simpler but
reliable-enough for our system application.
This article presents and analyzes three methods for
image comparison with the goal of finding the optimal
method for the system. The first two are standard image
comparison methods: least-absolute-error method (LAE)
and normalized cross-correlation method (NCC). The
third method is the block-based modification of the nor-
malized cross correlation, which introduces the golden
sample and makes comparison scores relative to the
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score of the golden sample. It was designed to be more
sensitive to small differences between the images, com-
pared to the first two methods. The comparison score is
used in making decision if the image on the TV screen
is correct and if the TV set is functioning correctly.
The system was designed in three versions: first, the
regular camera was used to capture the image and per-
sonal computer (PC) was used to run the extraction and
comparison algorithm. Next, the regular camera was
replaced with the DSP-based camera in order to
increase the speed of image capturing. Finally, algorithm
was implemented on the camera DSP, removing PC
from the system, which brought significant performance
improvements in algorithm execution with the goal of
achieving the real-time execution.
The proposed system is used to automate the verifica-
tion step on the final production line of digital TV sets.
To the best of our knowledge, the verification step on
the final production is mostly performed manually, by a
human observing the TV screen. The TVs which are
being tested are coming on a production line and pas-
sing through several test stations. Each station tests a
particular part of the TV system, e.g., component
mount control, High-Definition Multimedia Interface
(HDMI) or SCART. Each station has a person working
on it. The worker’s job is to select desired test
sequences and detect faults on the TV screen by directly
observing the TV screen and reporting if that particular
TV passes or fails the tests. Since the current method of
verification is manual, many subjective errors are possi-
ble. Also, the speed of a manual verification system is
slow. The worker needs to perform manual and visual
check of the TV screen as well as to connect the TV set
to a particular signal generator. The proposed system
aims to eliminate the need for many human workers at
the verification step on the final production line, aiming
to automate the verification process. The time required
for verification step decreased by a factor of 5 when
using the proposed system on the final production line
instead of a manual one [35].
The rest of the article is organized as follows: first, the
system overview is presented. The detailed explanation
of the central part of the system, the TV screen extrac-
tion and comparison algorithm, follows. Three methods
for image comparison: LAE, NCC, and block-based nor-
malized cross-correlation (NCC-BB) are explained and
compared. Next, DSP-based implementation of the pro-
posed system is presented. Finally, experimental results
are presented with some concluding remarks.
2 System overview
The proposed verification system consists of a TV set
being verified, signal generator connected to the TV set,
camera for image capturing and central processing unit
for execution of the algorithm, system control and pre-
sentation of the results. The diagram of the system is
presented in Figure 1.
The captured and the reference images are used as
inputs to the detection and comparison algorithm, pre-
sented in the following sections. The main challenge in
algorithm design was to make a robust method of
detecting the borders of TV screen and transform the
TV screen content from the captured image to the
dimensions of the reference image. The two images
need to have the same dimensions for comparison.
Transformation is the crucial part before the compari-
son can be performed because the TV screen content
does not appear as a rectangle in the captured image.
Instead, it appears as a slightly curved quadrilateral due
to the curvature of the camera lenses and relative orien-
tation of the camera and the TV screen plane. The
transformation problem is addressed and transformation
equations are derived in algorithm section. The output
of the algorithm is the similarity measure of the two
contents. That output is used in making the decision
about the matching of the two contents, as discussed
later.
The black chamber is used as an integral part of the
system, to control illumination conditions. The TV is
brought inside the chamber, the camera inside the
chamber captures the state on the TV and the TV
leaves the chamber on the opposite side. After automat-
ing the verification, its speed would significantly
increase. The proposed automated verification approach
reduces the amount of manual work on the verification
step in TV industry. The manual work is required only
for connecting and disconnecting the TV to signal gen-





Figure 1 The system overview. This figure presents the overview
of the system. The system consists of a TV set being verified, signal
generator connected to the TV set, camera for image capturing and
central processing unit for execution of the algorithm, system
control and presentation of the results. Central processing unit can
be the PC as shown in this figure, or a dedicated DSP platform as
explained in this article.
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reliability of tests increases. The benefits of the proposed
system in industry application and the proposed testing
methodology implemented by the system are analyzed
in detail in [35]. While the reference [35] focuses on
industry application, compares manual and automatic
verification and presents testing methodology on the
final production line, this article presents in more detail
the verification and quality metrics of video, as well as
the DSP implementation of the proposed system with
the goal of achieving real-time execution.
3 Algorithm for TV screen content extraction and
comparison
After capturing the image of the front side of the TV
set, camera sends the captured image to the central
processing unit where the main algorithm of the sys-
tem is executed in order to calculate the similarity
score of the captured TV content with respect to the
content of the reference image. This similarity score is
used in making decision about the correctness of the
content on the TV screen. The diagram of the algo-
rithm is given in Figure 2.
3.1 TV screen content detection and transformation
The TV screen edge detection problem can be thought
of as a modified rectangle detection problem, even
though the TV screen edges do not form straight lines
in the captured image. The curvatures are present in
the TV screen edges and therefore the buffer is used
when detecting the lines of the edge to allow small
curvatures, as discussed later. Additionally, this system
has several constraints which simplify the detection
algorithm. The TV screen edges are always approxi-
mately horizontal and vertical, and the TV screen edge
is always one of the two largest rectangles in the cap-
tured image. These constraints lead to a different algo-
rithm for detection which we implemented in the
system: detection of long horizontal and vertical lines
followed by the extraction of the TV screen rectangle.
This section presents the steps taken to detect the
edges of the TV screen. Figure 3 shows an example of
the captured test image.
The first step in the algorithm is the reduction of
noise by the Gaussian method [36]. In image A, the
noise is reduced using the convolution defined by the
Gaussian method of noise reduction.
The second step in the algorithm is the general edge
detection using the Scharr operator [37]. This operator
is said to have improvements over the widely used Sobel
operator. After calculating the intensity and angle of the
edges, threshold is applied on both values. Only edges
with enough-high intensity and those with the angle in
the neighborhood of the values 0 and π2 (approx. hori-
zontal and vertical) are kept for the future steps.
The third step in the algorithm is the detection of
long horizontal and vertical lines. Due to the non-ideal
positioning of the camera and the curvature resulting
























Figure 2 The algorithm. This figure presents the block diagram of
the algorithm for TV screen content extraction and comparison
with the content of the reference image.
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vertical, but a bit curved. For that reason, the lines are
detected inside a buffer, which allows curvatures to be
detected. The buffer represents the neighborhood of the
points on the line. Using the buffer allows for small cur-
vatures and discontinuities to be neglected, which result
from non-ideal camera lenses and edge-detection
threshold.
The final step in this part of the algorithm is the
detection of the TV screen rectangle. The result from
the previous step is a list of long horizontal and verti-
cal lines. Since each TV has two edges, the screen
edge and the outer edge, only the first two lines on
each side are considered. The lines are checked for
intersections and if two rectangles made with these
lines exist in the image, the inner one is declared the
TV screen. If some edges were not strong enough to
be detected, only one rectangle is detected and it is
declared the TV screen. If no rectangles are detected,
the algorithm stops with an error message. This may
happen when the camera is not properly configured so
that the TV set is out of focus or if the TV set is posi-
tioned such that the camera cannot capture the whole
TV screen. Figure 4 shows the detected TV screen rec-
tangle in this section’s test case. The detected TV
screen edge is completed using the zero-order hold
and reduced to one-pixel width.
The reference images are in a predefined resolution,
1920 × 1080 in HDTV standard. In order to compare
the extracted TV screen content with the reference
images, it is required to transform it to the dimensions
of the reference image. The complications arise not only
in the fact that the vertices of the TV screen edge form
a quadrilateral which does not have to be a rectangle or
not even a rhomboid, but also in the fact that the sides
of that quadrilateral are curved, due to the curvature of
the camera lenses.
The transformed image does not have to be perfectly
interpolated for comparison, because the comparison
will be regional-based and not pixel-based. This con-
straint allows the simplifications in the transformation
mathematics, which will be explained in this section.
In order to better understand the transformation per-
formed in the proposed algorithm, this article proposes
the method for transforming the image from the rectan-
gle dimensions 1920 × 1080 to the TV-screen-edge-bor-
dered area on the captured image. The algorithm
performs the reverse of the proposed operation, because
the comparison is made on 1920 × 1080 pictures, but
the former direction of transformation is easier to
understand.
As mentioned, TV screen edge does not represent any
regular geometric shape. When its vertices are con-
nected with straight lines, they form a general quadrilat-
eral. The first step is transforming the rectangle into a
quadrilateral formed by connecting the vertices of the
detected TV screen edge.
Consider the case presented in Figure 5. Rectangle
ABCD must be transformed into the quadrilateral
A’B’C’D’. The transformation problem becomes the pro-
blem of finding the coordinates of the point G’ which
corresponds to an arbitrary point G from the rectangle.
The point G is on the line EF which should be trans-
formed into the line E’F’, with the assumption that the
lines are preserved in this transformation. It can be seen
that the slope of the line E’F’ is between the slopes of
the lines A’B’ and C’D’.
We can assume that points A and A’ are in the origins
of the respective coordinate systems. One of the sides of
the quadrilateral A’B’C’D’ can be fixed without loss of
generality. We will fix the side A’D’ to be vertical.
We will assume that the slope changes linearly from
the line A’B’ to the line C’D’, since all irregularities are
Figure 3 The captured image. This is an example image of the TV
screen captured by the camera. TV screen boundary has at least
two edges (inner and outer) which need to be detected by the
algorithm. Algorithm should extract only the part of the image
which represents the TV screen content–that is the part inside the
inner boundary.
Figure 4 The detected TV screen edge. This is the detected edge
of the TV screen. It represents the inner boundary. Its interior is the
TV screen content.
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small. The location of the point E’ is given by Equation
(1).




Let h′ = A′E′ , then the slope of the line E’F’ is given by
Equation (2).
θ =  E′F′ =  A′B′ +
h′
A′D′
∗ (  C′D′ −  A′B′) (2)
The slopes of the lines A’B’ and C’D’ can be found
from Equations (3), (4).








The location of the point G’ on the line E’F’ can then
be found from the proportion given by Equation (5).
EG : E′G′ = EF : E′F′ (5)
Given length E′G′ , the coordinates of the point G’ are
calculated with Equations (6), (7).
x′ = E′G′ ∗ cos θ (6)
y′ = h′ + E′G′ ∗ sin θ (7)
After transforming the rectangle into a quadrilateral, it
is required to fit it in the TV screen edges which are
curved. The fitting is performed first in one dimension
and then in the other line by line. Each line is extended
to fit the new edges.
The proposed algorithm performs the transformation
in the opposite direction than the one described before,
transforming the content of the TV screen to the rec-
tangle 1920 × 1080. It is done by simply reversing the
process explained there, first by contracting each line in
both dimensions from curved edges to edges of a quad-
rilateral, and then using inverse Equations (1)-(7) to
transform the quadrilateral to the rectangle.
The transformed image does not require additional
interpolation because the image comparison is later per-
formed using regional-based techniques. With these
techniques, changes of individual pixels are redundant.
The result of the transformation of the test image from
Figure 1 is presented in Figure 6.
3.2 Image comparison methods
The comparison of the test image with the reference
image is performed in the dimensions of the reference
image, which in HDTV standard is 1920 × 1080. In this
section three techniques for comparison are presented,
one based on LAE and two based on NCC.
3.3 LAE method
The first method used for comparison is the regional-
based LAE method. The image is divided into regions
which are considered atomic. Each region in the test
image is compared with the respective region from the
reference image.
The lighting conditions when the image is captured can
alter the results and bring incorrect dissimilarity of the
images. In order to reduce the illumination dependence,
the images are firstly normalized using a standard statisti-















Figure 5 Transforming the rectangle ABCD to a quadrilateral
A’B’C’D’. This is the geometry of transforming the TV screen
content to desired dimensions of the reference image. Rectangle
ABCD must be transformed into the quadrilateral A’B’C’D’. The
transformation problem becomes the problem of finding the
coordinates of the point G’ which corresponds to an arbitrary point
G from the rectangle. The point G is on the line EF which should be
transformed into the line E’F’, with the assumption that the lines are
preserved in this transformation.
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and the standard deviation sA are calculated for the whole





The mean value of each of the three color compo-
nents (red, green, blue) is calculated for each region and
the differences are accumulated across regions. The
overall measure of dissimilarity of the images A and B is
given in Equation (9), where x and y are coordinates of






|A(x, y) − μA
σA




This method is based on the cross-correlation as a mea-
surement of the similarity of the two images. The nor-
malization is performed to reduce dependence on
illumination.
The similarity of image regions RA and RB in normal-
ized images An and Bn is calculated by Equation (10) (N






An(x, y) ∗ Bn(x, y)dxdy (10)
Normalized images can be calculated using Equation
(8), which deduces to Equation (11).
An(x, y) =





(A(x, y) − μA)2dxdy (11)
Combining Equations (10) and (11), the similarity of





(A(x, y) − μA)(B(x, y) − μB)dxdy
√ ∫∫
(x,y)∈RA
(A(x, y) − μA)2dxdy
√ ∫∫
(x,y)∈RB
(B(x, y) − μB)2dxdy
(12)
For discrete signals, integrals change to sums. Each
region is processed independently and the similarities
for each region are accumulated. The similarity mea-
sures are calculated for each color component and
accumulated.
3.5 NCC-BB method
The problem with applying the NCC method is impossi-
bility to define the absolute threshold in the similarity
score. It is a problem because the score on an image got
by NCC method is dependent on the image content. In
order to overcome this problem, an improvement to the
NCC comparison method is presented here. It computes
the relative similarity score, instead of the absolute one
computed by the NCC method. The proposed method
is the NCC-BB which performs NCC comparison in
blocks of an image, not the whole image. “Blocks” in the
name of the method are not the same as “regions” men-
tioned in the previous two methods. Regions are parts
of the image considered atomic, i.e., they are assigned
one (R,G,B) value. Blocks are larger parts of the image
for which NCC score is calculated and they consist of
previously mentioned regions. In the NCC method, the
whole image is one block. In the NCC-BB method,
image is divided into several blocks whose NCC scores
are independently calculated.
First, the correct image captured by camera is fed to
the algorithm for each test case; the NCC-BB algorithm
computes NCC similarity scores for each block in the
image and stores them for future reference. This “learn-
ing” step does not reduce the level of automation of the
system because it needs to be performed only once for
each test pattern, e.g., during system installation. A cor-
rect TV set is chosen to represent the golden sample in
order to capture the image on its screen by camera.
After these initial tests are run and the system installa-
tion is complete, all other TV sets are tested relative to
the results of the golden sample.
Let SA,B be the NCC similarity score of images A and
B in the single block. Let Sgolden be the similarity score
of the golden sample. The similarity score for the whole




|SA,B − Sgolden| (13)
Using NCC comparison on smaller blocks allows for
smaller differences in the image to be reflected with the
larger difference in similarity score. The use of a golden
sample makes similarity score relative, instead of
Figure 6 The transformed TV screen content. This is the TV
screen content transformed to the dimensions of the reference
image.
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absolute. These improvements allow the Definition of
the absolute threshold in the pass/fail decision part of
the algorithm, a value not easily definable in the original
NCC comparison method.
Blocks are distanced a constant number of pixels from
each other, which is unrelated to the size of the block, i.
e., it may be equal, smaller or even larger than the block
size, although the last one is not practical because it
skips parts of the image. The block is moved along the
X coordinate first and when the right end of the image
is reached, block is moved along the Y coordinate and
set to the left end. Iteration ends when the block
reaches the bottom-right corner of the image. The size
of the block for full High Definition image (1920 ×
1080) was chosen to be 512 × 512 with the sliding step
80%. The sliding step is the distance between blocks
relative to the region size.
4 Implementation on dedicated DSP platform
The proposed verification system was designed in three
ways: (1) image capturing with regular digital camera
and algorithm execution on the PC, (2) image capturing
with DSP-based Texas Instruments (TI) IPNC DM368
camera and algorithm execution on PC, and (3) image
capturing and algorithm execution on DSP-based TI
IPNC DM368 camera.
In the first implementation, digital camera was used to
capture the image and send the image to PC where
algorithm execution is performed. The communication
between the camera and the PC is done through the
universal serial bus (USB) interface. This implementa-
tion was the first solution. It is used as a reference
implementation and is expected to have the slowest
time of execution.
The second implementation uses the DSP-based cam-
era TI IPNC DM368 instead of the regular one to cap-
ture the image and send it to PC. The communication
between the camera and the PC is based on the local
area network (LAN) interface. Figure 7 presents the
overview of the system with the DSP-based camera.
This implementation brings improvements to the execu-
tion speed because of faster image capturing and
transfer.
The final optimized implementation executes the algo-
rithm on TI IPNC DM368 DSP-based camera. This
implementation brings the speed improvements further
because the image is not transferred to the PC and algo-
rithm is optimized and executed on a dedicated DSP
platform. PC is used only to present the test results.
The number of Central Processing Unit (CPU) cycles in
the optimized implementation is reduced to 24% of the
number of CPU cycles in the unoptimized version. The
Unified Modeling Language (UML) sequence diagram of
the optimized implementation is presented in Figure 8.
5 Experimental results
This section summarizes the main experimental results
in (1) comparison methods (LAE, NCC, NCC-BB), (2)
algorithm implementation on PC and dedicated DSP
platform. Verification times on the final production line
in industry and improvement of the proposed verifica-
tion approach relative to the manual verification
approach are discussed in detail in [35]. The speed of
verification step is increased by a factor of 5 when the
proposed automatic approach on the final production
line is used instead of a manual one.
5.1 Results of comparison methods
The experiments of comparison methods were per-
formed in order to verify the success of each method
and to choose which method is better for detecting the
content on the TV screen. The methods were first
tested with the test set featuring some common TV pat-
terns and menus. The methods were then tested with
images in normal environment, captured by the camera
in the constant illumination conditions. The final set of
tests was performed under different illumination condi-
tions which were not constant throughout the TV
screen.
The test results are presented in Tables 1, 2, 3, and 4.
In each test case, the captured image was first compared
with the reference image containing the same content,
as a control test. The score represents the score of the
Figure 7 DSP-based system overview. This figure presents the
overview of the DSP-based system. Here the regular digital camera
was replaced with DSP-based camera. In one version the camera is
used only to capture and send the image, while in the other
version it is used to capture image and execute the algorithm with
the PC used only for control and presentation.
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Figure 8 UML sequence diagram of the optimized system. This figure presents the UML sequence diagram of the optimized system
implementation. Multiple test cases are run by the test execution software. Each test case is run in the following steps: (1) the test execution
software initiates the test case execution, (2) the signal generator selects the desired test pattern and sends it to the object under test through a
desired interface, (3) the test pattern appears on the TV screen, (4) camera captures the image of the TV screen, (5) DSP on camera runs the
algorithm, (6) the algorithm returns the pass/fail result based on the similarity score between the captured content on the TV screen and
content of the reference image, (7) the result is sent to the PC where it is presented.
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correct image and should be declared correct by the
algorithm. Then the captured image was compared with
three different reference images as an experimental
group. The scores of these tests should be declared as
not correct by the algorithm. Finally, the captured image
was compared with constant white and constant black
image and these scores should show the largest (maxi-
mum) difference for the test case.
Table 1 shows the results of pattern tests between the
three methods presented in this article. It can be seen
that all three methods correctly detected the reference
image whose content is present on the TV screen. It
should be noted that LAE method measured the dissim-
ilarity of the two images, while NCC and NCC-BB
methods measure the similarity of the two images.
Hence, the correct image has the lowest score under
LAE, highest score under NCC and the score closest to
0 under NCC-BB method, because the NCC-BB score is
relative to the golden sample which has the score 0.
Table 2 shows the results of menu tests between the
three methods presented in this article. It can be seen
that all three methods correctly detected the reference
image. An example of the menu test is given in Figure 9.
The next set of tests was performed with images
under constant illumination conditions. These condi-
tions mean that the test image does not necessarily have
the same brightness as the reference image, but the
brightness of the test image is constant throughout the
image. Due to constant illumination, normalization is
expected to eliminate the difference in brightness and
allow a content-only comparison. Table 3 shows that
these conditions are manageable in all three methods of
comparison and that correct reference image was
detected.
The final set of tests was performed to test the robust-
ness of the three methods under the artificial variable-
illumination condition, as seen in Figure 10. This condi-
tion can be avoided in the TV screen verification sys-
tems by constraining the environment conditions to be
constant. The robustness was tested here to show how
well the methods work in uncontrolled environment
which is a requirement if the algorithm is planned to be
used in the consumer industry some time in the future.
It can be seen from Table 4 that the NCC method was
successful under conditions of variable illumination,
although the relative differences were smaller. The LAE
method was successful in separating identical image
Table 1 Results of the three comparison methods in
pattern tests
Results of pattern tests
Number Test LAE NCC NCC-BB
1 Correct pattern 517.95 2119.78 3.07
2 Different pattern 1 1689.48 -60.56 117.60
3 Different pattern 2 1121.15 769.23 74.67
4 Different pattern 3 2330.17 -123.44 156.90
5 Constant black 1242.31 0.86 77.23
6 Constant white 1240.67 -0.86 77.93
This table summarizes the results for LAE, NCC and NCC-BB comparison
methods in pattern tests. All three methods successfully detected the correct
reference image. Please note that LAE measures dissimilarity, while NCC and
NCC-BB measure similarity, hence the correct image has the lowest score
under LAE, highest score under NCC and the score closest to 0 under NCC-BB
method.
Table 2 Results of the three comparison methods in
menu tests
Results of menu tests
Number Test LAE NCC NCC-BB
1 Correct menu and selection 660.60 1890.65 19.61
2 Same menu, different selection 1 870.11 1565.30 58.02
3 Same menu, different selection 2 864.26 1574.24 58.02
4 Different menu 1812.21 450.80 109.75
5 Constant black 1424.51 7.79 77.86
6 Constant white 1423.85 -7.64 77.33
This table summarizes the results for LAE, NCC and NCC-BB comparison
methods in menu tests. All three methods successfully detected the correct
reference image.
Table 3 Results of the three comparison methods in
image tests under constant illumination
Results of image tests - constant illumination
Number Test LAE NCC NCC-BB
1 Correct image 653.41 1800.98 39.15
2 Different image 1 2191.53 82.46 125.77
3 Different image 2 2058.87 -20.20 76.71
4 Different image 3 2572.08 16.07 133.30
5 Constant black 1772.28 -6.23 78.13
6 Constant white 1770.22 6.20 77.06
This table summarizes the results for LAE, NCC and NCC-BB comparison
methods in image tests under constant illumination. All three methods
successfully detected the correct reference image.
Table 4 Results of the three comparison methods in
image tests under variable illumination
Results of image tests–variable illumination
Number Test LAE NCC NCC-BB
1 Correct image 1657.58 473.74 84.16
2 Similar image 1 1722.57 348.17 84.04
3 Similar image 2 1724.35 348.17 84.04
4 Different image 1972.48 272.48 108.86
5 Constant black 1691.07 2.53 77.93
6 Constant white 1696.50 -2.50 77.26
This table summarizes the results for LAE, NCC and NCC-BB comparison
methods in image tests under variable illumination. NCC method showed the
best vulnerability to these artificial and easily avoidable conditions in test
environments. NCC-BB failed to detect the correct image because of its block-
based properties–part where illumination is different dominated.
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from the different one, but it did not give a significant
score difference between the similar images. NCC-BB
method was not successful under these conditions,
showing that this method should be used only in con-
trolled environments. The reason of failure is high sensi-
tivity to small differences in the image which happen
under variable illumination conditions.
Even though extreme conditions which are avoidable
in test environments showed vulnerability of the NCC-
BB method, the real advantage of NCC-BB method is in
that it gives the relative score which makes the defini-
tion of absolute pass/fail threshold much easier. In the
other two methods the score largely depends on the
image itself and defining the absolute threshold for all
images is difficult, if not impossible. Therefore, NCC-BB
method was chosen to be most suitable for industry
application of this verification system.
5.2 Results of DSP implementation
This subsection presents the comparison of execution
times in the three methods of system implementation
presented in the previous section. As an example of
testing the different inputs on the TV set, ten tests were
executed in all three versions of the system: PC-based
algorithm with digital camera, PC-based algorithm with
TI camera and DSP-based algorithm with TI camera.
Table 5 summarizes the execution times of the following
10 tests:
* GV-698–verifies RF input interface,
* CVBS1–verifies video interface on TV input EXT1,
* CVBS2–verifies video interface on TV input
SideAv,
* HDMI1–verifies video interface on High Definition
Multimedia Interface input 1,
* HDMI2–verifies video interface on HDMI input 2,
* YPbPr–verifies video interface on YPbPr input,
* VGA–verifies video interface on Vector Graphic
Array input,
* CVBS3–verifies video interface on TV input EXT2,
* SVIDEO–verifies video interface on S-input,
* USB–verifies Universal Serial Bus interface.
Table 5 confirms that the optimized implementation
with the algorithm execution on DSP-based camera sig-
nificantly improves the execution time over the other
two versions of the system. Table 6 gives results of the
individual test case in more detail showing the execution
times of algorithm steps in all three versions of the sys-
tem. The bottleneck of the system is the TV screen
extraction which execution time was significantly
reduced in the DSP-based optimized version. The
extraction is there no longer the bottleneck. The time
for image capture was also significantly reduced in the
Figure 9 Example of the menu test under constant illumination conditions. This is an example of the menu test. All pattern and menu
tests were performed under constant illumination conditions.
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versions using the DSP-based camera because the image
is captured, pre-processed in camera and communicated
with PC faster. It can be seen that the most significant
improvement in use of the DSP-based camera for cap-
turing is faster capture and transfer time, while the algo-
rithm running on the DSP-based camera significantly
decreases the execution time of the extraction algo-
rithm. Comparison part of the algorithm is the least
demanding step in all three versions.
6 Conclusions
The proposed algorithm for TV screen content detection
and recognition was successful in recognizing the TV
screen content under different illumination conditions.
The NCC method for image comparison was robust-
enough to recognize the content even under variable illu-
mination conditions with strong brightness in the part of
the image. LAE and NCC-BB methods were vulnerable for
detecting the small differences under variable illumination,
Figure 10 Variable illumination condition. This shows variable illumination condition. This condition shows vulnerability of some methods,
but it is easily avoidable in controlled test environments.
Table 5 Execution times of the three versions of the system in 10 example tests
Execution times on example tests (in seconds)
Number Test Regular camera + PC DSP camera + PC DSP camera optimized
1 GV-698 11.688 14.282 7.735
2 CVBS1 20.549 11.000 8.703
3 CVBS2 21.203 13.906 8.703
4 HDMI1 22.094 11.234 14.656
5 HDMI2 20.172 13.047 11.672
6 YPbPr 30.110 10.281 10.328
7 VGA 19.719 11.610 9.469
8 CVBS3 22.547 10.312 8.703
9 SVIDEO 20.688 14.063 8.703
10 USB 25.734 10.047 12.828
Total 234.504 119.782 101.500
This table summarizes the execution times of the three versions of the system in 10 example tests. Optimized DSP-based algorithm has the fastest execution
times.
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but they were successful under less strict conditions.
NCC-BB is the best for industry application because of its
relative score and the fact that variable illumination can be
avoided in controlled test environments. Due to the high
controllability of the environment in the test systems, all
three methods may be used as part of the algorithm. Since
the comparison part is not the bottleneck of the algorithm,
all three methods may be used together in order to make
the results more reliable.
The proposed verification method significantly
increased the speed of verification on the final produc-
tion line, by a factor of 5 [35]. Proposed implementation
on dedicated DSP platform further increased the speed
of execution.
The future study will consist of improving the steps of
the algorithm to achieve better robustness. One idea is to
dynamically change thresholds during TV screen edge
detection, to allow adaptation in changing environments.
Additional work will be done to improve robustness on
the relative orientation of the camera and the TV screen
plane. Other methods for comparison may be developed
with better robustness on different lighting conditions.
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