Abstract. New techniques for online adaptation in computer assisted translation are explored and compared to previously existing approaches. Under the online adaptation paradigm, the translation system needs to adapt itself to real-world changing scenarios, where training and tuning may only take place once, when the system is set-up for the first time. For this purpose, post-edit information, as described by a given quality measure, is used as valuable feedback within a dynamic reranking algorithm. Two possible approaches are presented and evaluated. The first one relies on the well-known perceptron algorithm, whereas the second one is a novel approach using the Ridge regression in order to compute the optimum scaling factors within a state-of-the-art SMT system. Experimental results show that such algorithms are able to improve translation quality by learning from the errors produced by the system on a sentence-by-sentence basis.
Introduction
Statistical Machine Translation (SMT) systems use mathematical models to describe the translation task and to estimate the probabilities involved in the process.
[1] established the SMT grounds formulating the probability of translating a source sentence x into a target sentenceŷ, asŷ = argmax y Pr(y | x)
In order to capture context information, phrase-based (PB) models [2, 3] were introduced, widely outperforming single word models [4] . PB models were employed throughout this paper. The basic idea of PB translation is to segment the source sentence x into phrases (i.e. word sequences), then to translate each source phrasex k ∈ x into a target phraseỹ k , and finally reorder them to compose the target sentence y. Recently, the direct modelling of the posterior probability Pr(y | x) has been widely adopted. To this purpose, different authors [5, 6] propose the use of the so-called loglinear models, where the decision rule is given by the expression of the log-linear combination. s(x, y) represents the score of a hypothesis y given an input sentence x, and is not treated as a probability since the normalisation term has been omitted. Common feature functions h m (x, y) include different translation models (TM), but also distortion models or even the target language model (LM). Typically, h(·|·) and λ are estimated by means of training and development sets, respectively. Adjusting both feature functions or log-linear weights leads to one important problem in SMT: whenever the text to be translated belongs to a different domain than the training or development corpora, translation quality diminishes significantly [4] . Hence, the adaptation problem is very common, where the objective is to improve systems trained on out-of-domain data by using very limited amounts of in-domain data.
Typically, the weights of the log-linear combination in Equation 2 are optimised by means of Minimum Error Rate Training (MERT) [7] in two basic steps. First, N best hypotheses are extracted for each one of the sentences of a development set. Next, the optimum λ is computed so that the best hypotheses in the nbest list, according to a reference translation and a given metric, are ranked higher within such nbest list. Then, these two steps are repeated until convergence, where no further changes in λ are observed. However, such algorithm has an important drawback. Namely, it requires a considerable amount of time to translate the development (or adaptation) set several times, and in addition it has been shown to be quite unstable whenever the amount of adaptation data is small [8] . For these reasons, using MERT in an online environment, where adaptation data is arriving constantly, is usually not appropriate.
Adapting a system to changing tasks is specially interesting in the Computer Assisted Translation (CAT) [9] and Interactive Machine Translation (IMT) paradigms [10, 11] , where the collaboration of a human translator is essential to ensure high quality results. In these scenarios, the SMT system proposes a hypothesis to a human translator, who may amend the hypothesis to obtain an acceptable target sentence in a post-edition setup. The system is expected to learn dynamically from its own errors making the best use of every correction provided by the user by adapting the system online, i.e. without the need of an expensive complete retraining of the model parameters.
We analyse two online learning techniques to use such information to hopefully improve the quality of subsequent translations by adapting the scaling factors of the underlying log-linear model in a sentence-by-sentence basis.
In the next Section, existing online learning algorithms applied to SMT and CAT are briefly reviewed. In Section 3, common definitions and general terminology are established. In Section 4.1, we analyse how to apply the well-known perceptron algorithm in order to adapt the log-linear weights. Moreover, we propose in Section 4.2 a completely novel technique relying on the method of Ridge regression for learning the λ of Eq. 2 discriminatively. Experiments are reported in Section 5, a short study on metric correlation is done in Section 6 and conclusions can be found in the last Section.
Related Work
In [12] , an online learning application is presented for IMT, where the models involved in the translation process are incrementally updated by means of an incremental version of the Expectation-Maximisation algorithm, allowing for the inclusion of new phrase
