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A weighted Lp-theory for parabolic PDEs with BMO
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Abstract
In this paper we present a weighted Lp-theory of second-order parabolic partial differential
equations defined on C1 domains. The leading coefficients are assumed to be measurable in time
variable and have VMO (vanishing mean oscillation) or small BMO (bounded mean oscillation)
with respect to space variables, and lower order coefficients are allowed to be unbounded and
to blow up near the boundary. Our BMO condition is slightly relaxed than the others in the
literature.
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1 Introduction
In this article we are dealing with a weighted Lp-theory of the parabolic equation:
ut = a
ij(t, x)uxixj + b
i(t, x)uxi + c(t, x)u + f, (t, x) ∈ (0, T )×O (1.1)
u(t, x) = 0, (t, x) ∈ (0, T )× ∂O ; u(0, x) = u0(x), x ∈ O,
where indices i and j run from 1 to d with the summation convention on i and j being enforced,
and O is either a half space or a bounded C1-domain. It is assumed that leading coefficients aij are
measurable in t and have VMO or small BMO with respect to x, and lower order coefficients bi and
c satisfy
lim
ρ(x)→0
sup
t
(
ρ(x)|bi(t, x)|+ ρ2(x)|c(t, x)|
)
= 0, (1.2)
where ρ(x) = dist(x, ∂O). Note that (1.2) is satisfied if, for instance, |bi(t, x)| ≤ Nρ−1+ε(x) and
|c(t, x)| ≤ Nρ−2+ε(x) for some constants ε,N > 0. Also note that bi and c are allowed to be
unbounded and blow up near the boundary.
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We look for solutions in function spaces with weights, in which the derivatives of solutions are
allowed to blow up near the boundary. In particular, we prove that if α ∈ (−1, p− 1), u0 = 0 and
ρf ∈ Lp((0, T ), Lp(O, ρα(x)dx)), then equation (1.1) has a unique solution u so that u|∂O = 0, and
for this solution we have∫ T
0
∫
O
(
|ρ−1u|p + |ux|
p + |ρuxx|
p
)
ρα(x)dxdt ≤ N(p, d, c)
∫ T
0
∫
O
|ρf |pρα(x)dxdt. (1.3)
The condition α ∈ (−1, p − 1) is sharp even for the heat equation ut = ∆u + f (see [21]). Also,
unless much stronger condition on the constant α is imposed, in general (1.3) is false even for the
heat equation if O is just a Lipschitz domain (see [10]).
Our motivation of using such weighted Sobolev spaces lies in the Lp-theory of stochastic partial
differential equations (SPDEs) of the type
dw = (aijwxixj + b
iwxi + cw + f˜)dt+ (σ
ikwxi + g
k)dBkt , (1.4)
where Bkt (k = 1, 2, · · · ) are independent one-dimensional Browninan motions defined on a prob-
ability space (Ω′,F , P ), and all the coefficients and inputs f˜ , gk and the solution w are random
functions depending also on (t, x). It is known that, unless certain compatibility conditions are
assumed, the second derivatives wxixj may blow up near the boundary. Hence, we have to measure
the second derivatives wxixj using appropriate weights near the boundary. It is not hard to see
that our weighted Lp-theory of equation (1.1) with BMO coefficients easily yields the corresponding
Lp-theory for SPDE (1.4) with BMO coefficients. Indeed, for simplicity assume b
i = c = σik = 0
and consider the stochastic heat equation
dv = (∆v + f˜)dt+ gkdBkt . (1.5)
It is well known (e.g. [11, 21, 25]) that
E
∫ T
0
∫
O
(
|ρ−1v|p + |vx|
p + |ρvxx|
p
)
ρα(x)dxdt ≤ NE
∫ T
0
∫
O
(
|ρf˜ |p + |g|pℓ2 + |ρgx|
p
ℓ2
)
ρα(x)dxdt,
where EX :=
∫
Ω′ XdP . Obviously for each ω ∈ Ω
′, u¯ := w − v satisfies the deterministic equation
u¯t = a
ij u¯xixj + (a
ij − δij)vxixj ,
and one gets estimates of u¯ from (1.3) for each ω ∈ Ω′. Since w = v + u¯, the weighted Lp norm of
ρ−1w,wx and ρwxx are obtained for free. Therefore inequality (1.3) for the deterministic equation
yields an extension of existing Lp-theories (e.g. [11, 18, 21, 25]) of SPDE (1.4) with continuous
leading coefficients.
The Sobolev space theory of second-order parabolic and elliptic equations with discontinuous
coefficients has been studied extensively in the last few decades. The famous counterexample of
Nadirashvili for the solvability of equations with general discontinuous coefficients made people to
look for particular type of discontinuity. Among them, VMO condition (or small BMO condition) is
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very sharp and important from mathematical point of view. For practical motivation, we mention
that the uniqueness result for elliptic equations with discontinuous coefficients has connection to the
weak uniqueness of solutions of the corresponding stochastic differential equations.
The study of equations with VMO coefficients was initiated in [4] (elliptic equations) and in [1]
(parabolic equations) and continued in, for instance, [1], [2], [3] and [5]. In [17] N.V. Krylov gave
a unified approach to investigating the Lp solvability of both divergence and non-divergence form
of parabolic and elliptic equations with leading coefficients that are measurable in time variable
and have VMO (or small BMO) with respect to spatial variables. Since the publication of [17], the
theory kept evolved, especially in the direction of partially VMO coefficients. We refer the reader
to e.g. [6], [7] and [9]. The reader can view our article as a weighted version of existing Lp-theories
with small BMO (or VMO) coefficients.
Our BMO (or VMO) condition is slightly relaxed than the others in the literature (see Remarks
5.2 and 7.8) because we impose small BMO condition only on the balls away from the boundary,
that is balls of the type Br(x) ⊂ O with r ≤ κ0ρ(x) ∧ δ, where δ, κ0 ∈ (0, 1) are some constants.
Thus no restriction is imposed on the balls intersecting with the boundary. This relaxation has
become possible due to the method found in [12]. The key is to establish weighted sharp function
estimate (see Lemma 5.4 below) and apply the weighted version of Fefferman-Stein and Hardy-
Littlewood theorems developed in [12]. By the way, if aij are continuous in x, then our results were
already introduced in [14, 19]. Our article is a natural extension of [14, 19] to the equations with
discontinuous coefficients.
The article is organized as follows. In section 2 we introduce our weighted Sobolev spaces and
the weighted version of Fefferman-Stein and Hardy-Littlewood theorems. In section 3 we discuss
local estimates which we use later. In Section 4 and 5 we present sharp function estimates and a
priori estimates. In Section 6 and 7 we prove our main results using all previous preparations.
We finish the introduction with some notations. As usual Rd stands for the Euclidean space of
points x = (x1, ..., xd), Rd+ := {x = (x
1, · · · , xd) ∈ Rd : x1 > 0} and Br(x) := {y ∈ Rd : |x− y| < r}.
For i = 1, ..., d, multi-indices α = (α1, ..., αd), αi ∈ {0, 1, 2, ...}, and functions u(x) we set
uxi =
∂u
∂xi
= Diu, D
αu = Dα11 · ... ·D
αd
d u, |α| = α1 + ...+ αd.
We also use the notation Dm for a partial derivative of order m with respect to x; for instance, we
use Du = ux for a first order derivative of u and D
2u = uxx for a second order derivative of u. If
we write N = N(a, b, · · · ), this means that the constant N depends only on a, b, · · · . A ∼ B means
A ≤ N1B and B ≤ N2A for some constants N1, N2.
The authors are sincerely grateful to Ildoo Kim for finding few errors in the earlier version of
this article.
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2 Preliminaries: weighted Sobolev spaces on Rd+
For any p > 1 and γ ∈ R, define the space of Bessel potential Hγp = H
γ
p (R
d) as the space of all
distributions u on Rd such that
‖u‖Hγp = ‖(1−∆)
γ/2u‖Lp := ‖F
−1[(1 + |ξ|2)γ/2F(u)(ξ)]‖Lp <∞,
where F is the Fourier transform. Then Hγp is a Banach space with the given norm and C
∞
0 (R
d) is
dense in Hγp (see [28]). If γ is a nonnegative integer, then H
γ
p is the usual Sobolev space, that is,
Hγp = {u : D
αu ∈ Lp, |α| ≤ γ}, ‖u‖
p
Hγp
∼
∑
|α|≤γ
∫
Rd
|Dαu|pdx.
It is well known that, for any multi-index α, the operator Dα : Hγp → H
γ−|α|
p , is bounded. On the
other hand, if suppu ⊂ (a, b)× Rd−1, where −∞ < a < b <∞, then (see e.g. Remark 1.13 in [19])
‖u‖Hγp ≤ N(d, a, b)‖ux‖Hγ−1p . (2.1)
Also recall that if |γ| ≤ n for some integer n and |a|n := sup|α|≤n supx |D
αa| < ∞ then (see e.g.
Lemma 5.2 of [18] for a sharper result)
‖au‖Hγp ≤ N(d, γ)|a|n‖u‖Hγp . (2.2)
Next we recall definitions and properties of the weighted Sobolev spaces Hγp,θ introduced in [19]
(also see [20, 25, 26]). The particular case Hγ2,d, i.e. θ = d and p = 2, is introduced in [24]. For
p > 1, θ ∈ R and a nonnegative integer n we define
Hnp,θ := {u : (x
1)|α|Dαu ∈ Lp(R
d
+, (x
1)θ−ddx), |α| ≤ n},
that is, u ∈ Hnp,θ if and only if
∑
|α|≤n
∫
Rd+
|(x1)|α|Dαu(x)|p(x1)θ−d dx <∞. (2.3)
We remark that the space Hnp,θ is different from W
n,p(Rd+, x
1, ε) introduced in [22], where
Wn,p(Rd+, x
1, ε) := {u : Dαu ∈ Lp(R
d
+, (x
1)εdx), |α| ≤ n}. (2.4)
For general γ ∈ R we define the spaces Hγp,θ as follows. Fix a nonnegative function ζ(x) = ζ(x
1) ∈
C∞0 (R+) such that
∞∑
n=−∞
ζp(enx1) > c > 0, ∀x1 ∈ R+, (2.5)
where c is a constant. Note that any nonnegative function ζ with ζ > 0 on [1, e] satisfies (2.5). For
θ ∈ R, p > 1 and γ ∈ R, let Hγp,θ = H
γ
p,θ(R
d
+) denote the set of all distributions u on R
d
+ such that
‖u‖p
Hγp,θ
:=
∑
n∈Z
enθ‖ζ(·)u(en·)‖p
Hγp
<∞. (2.6)
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It is not hard to show that for different η satisfying (2.5), we get the same spacesHγp,θ with equivalent
norms. Indeed, let η(x) = η(x1) ∈ C∞0 (R+), then there exists an integer m so that ξ(x) :=
η(x)[
∑∞
n=−∞ ζ(e
nx)]−1 = η(x)[
∑
|n|≤m ζ(e
nx)]−1 ∈ C∞0 (R+). Thus by (2.2),
‖u(en·)η(·)‖p
Hγp
= ‖u(en·)ξ
∑
|k|≤m
ζ(ek·)‖p
Hγp
≤ N
∑
|k|≤m
‖u(en·)ζ(ek·)‖p
Hγp
≤ N
∑
|k|≤m
‖u(en−k·)ζ(·)‖p
Hγp
,
and therefore we get
∞∑
n=−∞
enθ‖η(·)u(en·)‖p
Hγp
≤ N
∞∑
n=−∞
enθ‖ζ(·)u(en·)‖p
Hγp
. (2.7)
By the same reason the reverse of (2.7) holds if η satisfies (2.5).
To compare (2.3) and (2.6) when γ = n = 0, denote Lp,θ := H
0
p,θ and note that
∑
n
enθ‖ζ(x1)u(enx)‖pLp =
∫
Rd+
|u(x)|p
∑
n
en(θ−d)ζp(e−nx1)dx =:
∫
Rd+
|u(x)|pη0(x
1)dx,
where η0(x
1) :=
∑
n e
n(θ−d)ζp(e−nx1). Obviously the function ξ0(t) :=
∑
n e
(n−t)(θ−d)ζp(et−n) is
bounded 1-periodic function having positive minimum and η0(x
1) = ξ0(lnx
1)(x1)θ−d. It follows that
for some N = N(ζ) > 0 we have
N−1‖u‖pLp,θ ≤
∫
Rd+
|u|p(x1)θ−ddx ≤ N‖u‖pLp,θ .
Therefore (2.3) and (2.6) give equivalent norms if γ = n = 0. Actually, in general if γ = n is a
nonnegative integer, then (see Corollary 2.3 of [19] for details)
‖u‖pHnp,θ
∼
∑
|α|≤n
∫
Rd+
|(x1)|α|Dαu(x)|p(x1)θ−d dx. (2.8)
Let Mα be the operator of multiplying by (x1)α and M := M1. We write u ∈ MαHγp,θ if
M−αu ∈ Hγp,θ. For ν ∈ (0, 1], denote
|u|C = sup
x∈Rd+
|u(x)|, [u]Cν = sup
x 6=y
|u(x)− u(y)|
|x− y|ν
.
Below are other important properties of the spaces Hγp,θ taken from [19, 20].
Lemma 2.1. Let γ, θ ∈ R and p ∈ (1,∞).
(i) C∞0 (R
d
+) is dense in H
γ
p,θ.
(ii) Assume that γ = m + ν + d/p for some m = 0, 1, · · · and ν ∈ (0, 1]. Then for any u ∈ Hγp,θ
and i ∈ {0, 1, · · · ,m}, we have
|M i+θ/pDiu|C + [M
m+ν+θ/pDmu]Cν ≤ N‖u‖Hγp,θ . (2.9)
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(iii) Let |γ| ≤ n and |a|
(0)
n := sup|α|≤n supxM
|α||Dαa| <∞, then
‖au‖Hγ
p,θ
≤ N(d, γ, θ)|a|(0)n ‖u‖Hγp,θ . (2.10)
(iv) Let α ∈ R. Then MαHγp,θ+αp = H
γ
p,θ and
‖u‖Hγp,θ ≤ N‖M
−αu‖Hγp,θ+αp ≤ N‖u‖H
γ
p,θ
.
(v) MD,DM : Hγp,θ → H
γ−1
p,θ are bounded linear operators, and
‖u‖Hγp,θ ≤ N‖u‖Hγ−1p,θ
+N‖Mux‖Hγ−1p,θ
≤ N‖u‖Hγp,θ ,
‖u‖Hγp,θ ≤ N‖u‖Hγ−1p,θ
+N‖(Mu)x‖Hγ−1p,θ
≤ N‖u‖Hγp,θ .
(vi) If θ 6= d− 1, d− 1 + p, then
‖u‖Hγp,θ ≤ N‖Mux‖Hγ−1p,θ
, ‖u‖Hγp,θ ≤ N‖(Mu)x‖Hγ−1p,θ
. (2.11)
(vii) For i = 0, 1 let κ ∈ [0, 1], pi ∈ (1,∞), γi, θi ∈ R and assume the relations
γ = κγ1 + (1− κ)γ0,
1
p
=
κ
p1
+
1− κ
p0
,
θ
p
=
θ1κ
p1
+
θ0(1− κ)
p0
.
Then
‖u‖Hγp,θ ≤ N‖u‖
κ
H
γ1
p1,θ1
‖u‖1−κ
H
γ0
p0,θ0
.
Remark 2.2. Let θ ∈ (d− 1, d− 1 + p) and n be a nonnegative integer. By Lemma 2.1 (iv), (vi)
‖M−nv‖Hγ
p,θ
≤ N‖Dnv‖Hγ−np,θ
(2.12)
for any v ∈ C∞0 (R
d
+). Indeed, since θ +mp 6= d− 1, d− 1 + p for any integer m
‖M−nv‖Hγp,θ ≤ N‖M
−1v‖Hγ
p,θ−(n−1)p
≤ N‖vx‖Hγ−1
p,θ−(n−1)p
≤ N‖M−1vx‖Hγ−1
p,θ−(n−2)p
≤ N‖D2v‖Hγ−2
p,θ−(n−2)p
. . . .
Next, we introduce Fefferman-Stein and Hardy-Littlewood theorems in weighted Lp-spaces. De-
note
Ω := R× Rd+ := {(t, x) = (t, x
1, x2, . . . , xd) : x1 > 0}.
Fix α ∈ (−1,∞) and define the weighted measures
ν(dx) = να(dx) = (x
1)αdx, dµ = µα(dtdx) := να(dx)dt.
Let B′r(x
′) denote the open ball in Rd−1 of radius r with center x′. For x = (x1, x′) ∈ Rd+ and t ∈ R,
denote
Br(x) = Br(x
1, x′) = (x1 − r, x1 + r) ×B′r(x
′), Qr(t, x) := (t, t+ r
2)× Br(x).
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By Q we mean the collection of all such open sets Qr(t, x) ⊂ Ω. For f ∈ L1,loc(Ω, µ) we define
fQ = −
∫
Q
f dµ, Mf(t, x) = sup
Q
−
∫
Q
fdµ, (f)♯(t, x) = sup
Q
−
∫
Q
|f − fQ|dµ,
where the supremum is taken for all Q ∈ Q containing (t, x).
Theorem 2.3. ([12]) (Fefferman-Stein) Let p ∈ (1,∞). Then for any f ∈ Lp(Ω, µ), we have
‖f‖Lp(Ω,µ) ≤ N‖f
♯‖Lp(Ω,µ),
where N = N(α, p, d).
Theorem 2.4. ([12]) (Hardy-Littlewood) Let p ∈ (1,∞). Then for f ∈ Lp(Ω, µ) we have
‖Mf‖Lp(Ω,µ) ≤ N‖f‖Lp(Ω,µ),
where N = N(α, p, d).
3 Some local estimates of solutions
In this section we develop some local estimates of Dβu for any multi-index β, where u is a solution
of the equation:
ut + a
ijuxixj = f, (t, x) ∈ Ω := R× R
d
+. (3.1)
In particular, we prove that if f = 0 in Qr(r) := (0, r
2)× (0, 2r)×B′r(0) then for any s ∈ (0, r) and
θ ∈ (d− 1, d− 1 + p),
max
(t,x)∈Qs(s)
(|Dβuxx|
p + |Dβut|
p) ≤ N(r, s, β, θ)
∫
Qr(r)
|u|p(x1)θ−d+pdxdt.
The estimates obtained here will be used to estimate the sharp function of uxx in the next section.
Throughout this section we assume the following.
Assumption 3.1. aij = aij(t) are independent of x, and there exist constants δ,K > 0 so that
δ|ξ|2 ≤ aij(t)ξiξj ≤ K|ξ|2, ∀ξ ∈ Rd. (3.2)
For −∞ ≤ S < T ≤ ∞, we define the Banach spaces
H
γ
p,θ(S, T ) := Lp((S, T ), H
γ
p,θ), H
γ
p,θ(T ) := H
γ
p,θ(0, T ), Lp,θ(S, T ) := H
0
p,θ(S, T ), Lp,θ(T ) := Lp,θ(0, T )
with the norms given by
‖u‖Hγp,θ(S,T ) =
[∫ T
S
‖u(t)‖p
Hγ
p,θ
dt
]1/p
.
Finally, we set Uγp,θ :=M
1−2/pH
γ−2/p
p,θ with the norm
‖u‖Uγp,θ := ‖M
−1+2/pu‖
H
γ−2/p
p,θ
.
First we recall a Krylov’s result for equations with coefficients independent of x.
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Lemma 3.2. Let d − 1 < θ < d − 1 + p, p ∈ (1,∞), γ ∈ R and T ∈ (0,∞]. Then for any
f ∈M−1Hγp,θ(T ) and u0 ∈ U
γ+2
p,θ , the equation
ut = a
ijuxixj + f, u(0) = u0 (3.3)
has a unique solution (in the sense of distributions, see Remark 3.3 below) u in MHγ+2p,θ (T ), and for
this solution
‖M−1u‖
H
γ+2
p,θ (T )
≤ N
(
‖Mf‖Hγp,θ(T ) + ‖u0‖Uγ+2p,θ
)
, (3.4)
where N = N(δ,K, θ, γ, p).
Proof. See Theorem 5.6 of [19].
For any distribution h on Rd+ and φ ∈ C
∞
0 (R
d
+), by (h, φ) we denote the image of φ under h.
Remark 3.3. We say that u is a solution of (3.3) in the sense of distributions if for any φ ∈ C∞0 (R
d
+)
(u(t), φ) = (u0, φ) +
∫ t
0
(aijuxixj + f, φ)ds, ∀ t ≤ T .,
Corollary 3.4. Let −∞ ≤ S < T <∞. For any f ∈M−1Hγp,θ(S, T ) and u0 ∈ U
γ+2
p,θ , the equation
ut + a
ijuxixj = f, t ∈ (S, T ) (3.5)
with u(T ) = u0 has a unique solution u in MH
γ+2
p,θ (S, T ), and for this solution
‖M−1u‖
H
γ+2
p,θ (S,T )
≤ N
(
‖Mf‖Hγp,θ(S,T ) + ‖u0‖Uγ+2p,θ
)
, (3.6)
where N = N(δ,K, θ, γ, p).
Proof. It is enough to consider the time change t→ −(t− T ) and use Lemma 3.2.
Denote
Qr(a) = (0, r
2)× (a− r, a+ r) ×B′r(0), Ur = (−r
2, r2)× (−2r, 2r)×B′r(0).
Lemma 3.5. Let d− 1 < θ < d− 1 + p, 0 < s < r <∞, u(t, x) ∈ C∞0 (R× R
d
+) and
ut + a
ij(t)uxixj = 0 for (t, x) ∈ Qr(r).
Then for any multi-index β = (β1, · · · , βd), we have∫
Qs(s)
(
|M−1Dβu|p + |Dβux|
p + |MDβuxx|
p
)
(x1)θ−ddxdt
≤ N(1 + r)|β|p · (1 + (r − s)−2)(|β|+1)p
∫
Qr(r)
|Mu(t, x)|p(x1)θ−ddxdt, (3.7)
where N = N(θ, p, |β|, δ,K).
Proof. We use the induction on |β|.
First, let |β| = 0. We modify the proof of Lemma 2.4.4 of [16]. Denote r0 = s and rm =
s+(r−s)
∑m
j=1 2
−j for m = 1, 2, · · · . Choose smooth functions ζm ∈ C
∞
0 (R
d+1) so that 0 ≤ ζm ≤ 1,
ζm = 1 on Urm , ζm = 0 on R
d+1 \ Urm+1 ,
|ζmx| ≤ N(r − s)
−12m, |ζmxx| ≤ N(r − s)
−222m, |ζmt| ≤ N(r − s)
−222m. (3.8)
Note that for each m, (uζm)(r
2, x) = 0 and uζm satisfies
(uζm)t + a
ij(uζm)xixj = fm := ζmtu+ a
ijuζmxixj + 2a
ij(uζm+1)xiζmxj , (t, x) ∈ (0, r
2)× Rd+.
By Corollary 3.4 for γ = 0,
Am := ‖M
−1uζm‖H2p,θ(r2) ≤ N‖Mfm‖Lp,θ(r2).
Denote B := (
∫
Qr(r)
|Mu|p(x1)θ−ddxdt)1/p. Then by (3.8) and Lemma 2.1,
‖ζmtMu+ a
ijMuζmxixj‖Lp,θ(r2) ≤ N(r − s)
−222mB,
‖aζmxM(uζm+1)x‖Lp,θ(r2) ≤ N(r − s)
−12m‖M(uζm+1)x‖Lp,θ(r2) ≤ N(r − s)
−12m‖uζm+1‖H1p,θ(r2).
By Lemma 2.1 (vii) (take p0 = p1 = p, γ = 1, γ0 = 0, γ1 = 2, θ0 = θ + p, θ1 = θ − p and κ = 1/2) for
any ε > 0
(r − s)−12m‖uζm+1‖H1p,θ(r2) ≤ εAm+1 + ε
−1(r − s)−222mB.
It follows that (with ε different from the one above),
Am ≤ εAm+1 +N(1 + ε
−1)(r − s)−222mB.
We take ε = 116 and get
εmAm ≤ ε
m+1Am+1 +Nε
m(1 + ε−1)22m(r − s)−2B,
A0 +
∞∑
m=1
εmAm ≤
∞∑
m=1
εmAm +N(r − s)
−2B.
Note that the series
∑
m=1 ε
mAm converges because Am ≤ N22m‖M−1u‖H2p,d(r2). By Lemma 2.1(v)
and (vi), for any M−1w ∈ H2p,θ,
‖M−1w‖H2p,θ ∼ (‖M
−1w‖Lp,θ + ‖wx‖Lp,θ + ‖Mwxx‖Lp,θ). (3.9)
Therefore, ∫
Qs(s)
(
|M−1u|p + |ux|
p + |Muxx|
p
)
(x1)θ−ddxdt ≤ NAp0 ≤ N(r − s)
−2pBp,
and (3.7) is proved for |β| = 0.
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Next, assume that (3.7) holds whenever s < r and |β′| = k, that is∫
Qs(s)
(
|M−1Dβ
′
u|p + |Dβ
′
ux|
p + |MDβ
′
uxx|
p
)
(x1)θ−ddxdt
≤ N(1 + r)kp · (1 + (r − s)−2)(k+1)p
∫
Qr(r)
|Mu(t, x)|p(x1)θ−ddxdt. (3.10)
Let |β| = k + 1 and Dβ = DiDβ
′
for some i and β′ with |β′| = k. Fix a smooth function η so that
η = 1 on Us, η = 0 on R
d+1 \U(r+s)/2, |ηx| ≤ N(r− s)
−1, |ηxx| ≤ N(r− s)
−2 and |ηt| ≤ N(r− s)
−2.
Note that v := ηDβu satisfies v(r2, ·) = 0 and
vt + a
ijvxixj = f := ηtD
βu+ 2aijηxiD
βuxj + a
ijηxixjD
βu, (t, x) ∈ (0, r2)× Rd+.
By Corollary 3.4 for γ = 0 (also note that x1 ≤ r on the support of η and (r− s)−1 ≤ 1+(r− s)−2),
‖M−1v‖p
H2p,θ(r
2)
≤ N‖MηtD
βu+ 2aηxMD
βux +MaηxxD
βu‖p
Lp,θ(r2)
≤ N(1 + r)p(1 + (r − s)−2)p
∫
Q(s+r)/2((s+r)/2)
(
|Dβu|p + |MDβux|
p
)
µ(dtdx)
≤ N(1 + r)p(1 + (r − s)−2)p
∫
Q(s+r)/2((s+r)/2)
(
|Dβ
′
ux|
p + |MDβ
′
uxx|
p
)
µ(dtdx).
This, (3.9) and (3.10) show that the induction goes through, and hence the lemma is proved.
The following result can be found e.g. in [12], and we give a outline of the proof for the sake of
the completeness.
Lemma 3.6. Let u(t, x) ∈ C∞0 (R× R
d
+). Then for any T > 0, p > 1 and n = 0, 1, 2, · · · ,
sup
t∈[0,T ]
‖u(t, ·)‖Hn
p,θ
≤ N(‖u‖Hnp,θ(T ) + ‖ut‖Hnp,θ(T )).
Proof. First of all, it is easy to check that for any φ = φ(t) ∈W 1p ((0, T )) (see [16], p.32)
sup
t
|φ(t)|p ≤ N
∫ t
0
(|φ|p + |φ′(t)|p)dt.
Thus it suffices to prove
φ(t) := ‖u(t, ·)‖Hnp,θ ∈W
1
p ((0, T )), |φ
′(t)| ≤ ‖ut(t, ·)‖Hnp,θ . (3.11)
One can prove (3.11) by repeating the proof of Exercise 2.4.8 of [16] (see p.71). It is enough to
replace Hnp there by H
n
p,θ.
By C∞loc(Ω) we denote the set of real-valued functions u defined on Ω and such that ζu ∈ C
∞
0 (Ω)
for any ζ ∈ C∞0 (Ω).
Lemma 3.7. Let θ ∈ (d− 1, d− 1+ p), s ∈ (0, r) and u ∈ C∞loc(Ω) satisfies ut + a
ij(t)uxixj = 0 for
(t, x) ∈ Qr(r). Then for any multi-index β = (β1, β2, · · · , βd),
max
(t,x)∈Qs(s)
(|Dβuxx|
p + |Dβut|
p) ≤ N
∫
Qr(r)
|u|p(x1)θ−d+pdxdt,
where N = N(θ, s, r, β, p, δ,K).
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Proof. Choose the smallest integer n so that np > (θ ∨ d). Note that if v ∈ C∞0 (R
d
+) and v(x) = 0
for x1 ≥ r, then by Lemma 2.1(ii) with γ = n, i = 0 and u =M−nv,
sup
x
|v(x)| ≤ N(r) sup
x
|Mθ/pM−nv(x)| ≤ N‖M−nv‖Hn
p,θ
≤ N(r, p, n)‖Dnv‖Lp,θ , (3.12)
where for the last inequality we use Remark 2.2.
Fix κ ∈ (s, r). Let ψ be a smooth function so that ψ(t, x) = 1 for (t, x) ∈ Qs(s) and ψ = 0 for
(t, x) 6∈ Uκ. Then ψx = ψt = 0 on Qs(s). It follows from (3.12), Lemma 3.6 and Lemma 3.5 that
max
Qs(s)
(
|Dβuxx|
p + |Dβut|
p
)
≤ N max
(t,x)∈Qs(s)
|(Dβψu)xx|
p
≤ N max
t∈[0,s2]
‖Dnx(D
βψu)xx‖
p
Lp,θ
≤ N
(
‖Dnx(D
βψu)xx‖
p
Lp,θ(s2)
+ ‖Dnx(D
βψut)xx‖
p
Lp,θ(s2)
)
≤ N
∑
|α|≤n+|β|+4
∫
Qκ(κ)
|Dαu|p(x1)θ−d dxdt
≤ N
∫
Qr(r)
|Mu|p(x1)θ−ddxdt.
The lemma is proved.
4 Sharp function estimates for equations with coefficients
independent of x
In this section we introduce some results developed in [12] with detailed proofs for the sake of
completeness, and extend Theorem 4.5 and Theorem 4.6 to wider range of weights. These theorems
are proved in [12] only for θ ∈ (d− 1, d] and we extend them for any θ ∈ (d− 1, d− 1 + p).
Denote ν1α(dx
1) = (x1)αdx1. Recall that
να(dx) = (x
1)αdx1dx′ = ν1α(dx
1)dx′, Br(a) = (a− r, a+ r) ×B
′
r(0).
We start with a weighted Poincare´’s inequality.
Lemma 4.1. ([12]) Let α > 0, p ∈ [1,∞), Br(a) ⊂ Rd+, and u ∈ C
∞
loc(R
d
+). Then∫
Br(a)
∫
Br(a)
|u(x)− u(y)|pνα(dx) να(dy) ≤ 2
α+1(2r)pνα(Br(a))
∫
Br(a)
|ux(x)|
pνα(dx). (4.1)
Proof. For x, y ∈ Br(a) we have
|u(x)− u(y)|p ≤ (2r)p
∫ 1
0
|ux(tx+ (1− t)y)|
pdt
and the left-hand side of (4.1) is less than or equal to
(2r)p
∫ 1
0
I(t)dt = 2(2r)p
∫ 1
1/2
I(t)dt,
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where
I(t) :=
∫
Br(a)
∫
Br(a)
|ux(tx+ (1− t)y)|
pνα(dx) να(dy)
and I satisfies I(t) = I(1 − t). For each t ∈ [1/2, 1] and y, tBr(a) + (1 − t)y := {tz + (1 − t)y : z ∈
Br(a)} ⊂ Br(a). Substituting w = tx + (1 − t)y and noticing x1 = (w1 − (1 − t)y1)/t ≤ w1/t since
y1 ≥ 0, we get
I(t) ≤ t−α−1
∫
Br(a)
(∫
tBr(a)+(1−t)y
|ux(w)|
pνα(dw)
)
να(dy)
≤ 2α+1
∫
Br(a)
(∫
Br(a)
|ux(x)|
pνα(dx)
)
να(dy)
= 2α+1να(Br(a))
∫
Br(a)
|ux(x)|
pνα(dx).
Now, (4.1) follows.
Lemma 4.2. ([12]) Let α > 0. Denote ν1α(dx
1) = (x1)αdx1. For any B1r(a) := (a − r, a+ r) ⊂ R+
we have a non-negative function ζ ∈ C∞0 (R+) and a constant N = N(α) such that
supp(ζ) ∈ B1r(a),
∫
B1r(a)
ζ(x1)ν1α(dx
1) = 1, (4.2)
sup
x
ζ · ν1α(B
1
r(a)) ≤ N, sup
x
|ζx1 | · ν
1
α(B
1
r(a)) ≤
N
r
. (4.3)
Proof. Choose a nonnegative smooth function ψ = ψ(x1) ∈ C∞0 (B
1
1/2(0)) so that
∫
R
ψ(x1)dx1 = 1
and ψ(x1) = 0 for |x1| ≥ 1/2. Define
ζ(x1) =
(x1)−α
r
ψ(
x1 − a
r
).
Then (4.2) is obvious. Since r ≤ a and (a+ r)α+1 − (a− r)α+1 ≤ 2r(α+ 1)(2a)α,
sup |ζ| · ν1α(B
1
r(a)) ≤ N sup
|x1−a|≤r/2
(x1)−α
r
· ((a+ r)α+1 − (a− r)α+1)
≤ N
(a/2)−α
r
· ((a+ r)α+1 − (a− r)α+1) ≤ N.
Similarly, the last inequality also holds because
sup |ζx1 | · ν
1
α(B
1
r (a)) ≤ N sup
|x1−a|≤r/2
(
(x1)−α
r2
+
(x1)−α−1
r
)
· ((a+ r)α+1 − (a− r)α+1)
≤
N
r
(1 +
(2a)α+1
(a/2)α+1
) ≤
N
r
.
The lemma is proved.
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Recall that for t ∈ R, a ∈ R+ and x′ ∈ Rd−1
Qr(t, a, x
′) := (t, t+ r2)× (a− r, a+ r)×B′r(x
′), Qr(a) := Qr(0, a, 0).
From this point on we fix α := θ − d+ p and denote
ν1(dx1) := (x1)αdx1, µ(dtdx) = ν(dx)dt := (x1)αdxdt,
uQr(a) =
1
µ(Qr(a))
∫
Qr(a)
u(t, x)µ(dxdt).
Lemma 4.3. ([12]) Let p ∈ [1,∞), f i, g ∈ C∞loc(Ω). Assume that u ∈ C
∞
loc(Ω) satisfies the equation
ut + a
ijuxixj = f
i
xi + g (4.4)
on Qr(a) ⊂ Ω. Then∫
Qr(a)
∣∣u(t, x)− uQr(a)∣∣p µ(dtdx) ≤ Nrp
∫
Qr(a)
(|ux(t, x)|
p + |f(t, x)|p + rp|g(t, x)|p)µ(dtdx), (4.5)
where N = N(θ, p, d, δ,K).
Proof. We follow the outline for the proof of Theorem 4.2.1 in [16]. We take the function ζ corre-
sponding to B1r(a) and α(:=θ−d+p) from Lemma 4.2, and take a nonnegative function φ = φ(x
′) ∈
C∞0 (B
′
1(0)) with unit integral. Denote η(x
′) = r−d+1φ(x′/r), Br(a) = (a−r, a+r)×B′r(0) as before,
and for t ∈ (0, r2) set
u¯(t) :=
∫
Br(a)
ζ(y1)η(y′)u(t, y)ν(dy).
Then by Jensen’s inequality and Poincare´’s inequality (Lemma 4.1),∫
Br(a)
|u(t, x)− u¯(t)|pν(dx)
=
∫
Br(a)
∣∣∣ ∫
Br(a)
(u(t, x)− u(t, y))ζ(y1)η(y′)ν(dy)
∣∣∣pν(dx)
≤
∫
Br(a)
(∫
Br(a)
|u(t, x)− u(t, y)|pζ(y1)η(y′)ν(dy)
)
ν(dx)
≤ | sup ζ| · | sup η|
∫
Br(a)
∫
Br(a)
|u(t, x)− u(t, y)|pν(dx)ν(dy)
≤ Nr−d+1| sup ζ| · ν(Br(a)) r
p
∫
Br(a)
|ux(x)|
pν(dx)
≤ Nr−d+1| sup ζ| · ν1((a− r, a+ r)) rd−1rp
∫
Br(a)
|ux(x)|
pν(dx)
≤ N rp
∫
Br(a)
|ux(x)|
pν(dx). (4.6)
We observe that for any constant vector c ∈ R the left-hand side of (4.5) is less than 2 · 2p times∫
Qr(a)
|u(t, x)− c|pµ(dtdx) ≤ 2p
∫
Qr(a)
|u(t, x)− u¯(t)|pµ(dtdx) + 2p ν(Br(a))
∫ r2
0
|u¯(t)− c|pdt.(4.7)
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By (4.6) the first term of the right side of (4.7) is less than (4.5). To estimate the second term, we
take c = 1r2
∫ r2
0
u¯(t)dt. Then by Poincare´’s inequality without a weight in variable t we have
ν(Br(a))
∫ r2
0
|u¯(t)− c|pdt ≤ N ν(Br(a)) (r
2)p
∫ r2
0
∣∣∣ ∫
Br(a)
ζ(x1)η(x′)ut(t, x)ν(dx)
∣∣∣pdt. (4.8)
To estimate the right side of (4.8), we recall ut = −a
ij(t)uxixj +f
i
xi+g. First, to handle the integral
with g, we use Jensen’s inequality, take the supremum out of the integral to get
ν(Br(a)) r
2p
∫ r2
0
∣∣∣ ∫
Br(a)
ζ(x1)η(x′)g(t, x)ν(dx)
∣∣∣pdt
≤ ν(Br(a)) r
2p | sup ζ| | sup η|
∫ r2
0
∫
Br(a)
|g(t, x)|pν(dx)dt
≤ Nν1((a− r, a+ r))rd−1 r2p | sup ζ| r−d+1
∫ r2
0
∫
Br(a)
|g(t, x)|pν(dx)dt
≤ N(θ, p, d) r2p
∫
Qr(a)
|g(t, x)|pµ(dtdx),
where we used | sup ζ| ν1((a− r, a+ r)) ≤ N (see Lemma 4.2).
Next, we handle the integral with −aijuxixj . Fix i, j. Firstly, assume either i or j is 1; say j = 1.
We use integration by parts and observe
ν(Br(a)) (r
2)p
∫ r2
0
∣∣∣ ∫
Br(a)
ζ(x1)η(x′)aij(t)uxixj (t, x)ν(dx)
∣∣∣pdt
≤ ν(Br(a)) r
2p
∫ r2
0
∣∣∣ ∫
Br(a)
ζx1(x
1)η(x′)aij(t)uxi(t, x)ν(dx)
∣∣∣pdt
+ν(Br(a)) r
2p(α− 1)p
∫ r2
0
∣∣∣ ∫
Br(a)
1
x1
ζ(x1)η(x′)aij(t)uxi(t, x)ν(dx)
∣∣∣pdt
=: I1 + I2.
For I2 we use the fact |aijuxi | ≤ |a
ij ||uxi | ≤ K|ux| and 1/x
1 ≤ 2/r on the support of ζ. The
argument handling the case of g easily shows
I2 ≤ N(K, θ, p, d) r
p
∫
Qr(a)
|ux(t, x)|
pµ(dtdx).
For I1 we use Ho¨lder’s inequality and get
ν(Br(a)) · |
∫
Br(a)
ζx1ηa
ijuxi dν|
p ≤ ν(Br(a))
p
∫
Br(a)
|ζx1ηa
ijuxi |
p dν
≤ N(ν1((a− r, a+ r))pr(d−1)p · | sup ζx1 |
pr(−d+1)p
∫
Br(a)
|ux|
pν(dx).
Since ν1((a− r, a+ r)) · | sup ζx| ≤ N/r, it easily follows that
I1 ≤ N(K, θ, p, d) r
p
∫
Qr(a)
|ux(t, x)|
pµ(dtdx).
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Secondly, if i, j 6= 1, by integration by parts, Ho¨lder’s inequality and the inequality sup |ηx′ | ≤ Nr−d,
ν(Br(a)) r
2p
∫ r2
0
∣∣∣ ∫
Br(a)
ζ(x1)η(x′)
[
−aij(t)uxixj (t, x)
]
ν(dx)
∣∣∣pdt
= ν(Br(a)) r
2p
∫ r2
0
∣∣∣ ∫
Br(a)
ζ(x1)ηxj (x
′)aij(t)uxi(t, x)ν(dx)
∣∣∣pdt
≤ ν(Br(a))
p r2p
∫ r2
0
∫
Br(a)
∣∣∣ζ(x1)ηxj (x′)aij(t)uxi(t, x)∣∣∣pν(dx) dt
≤ Nν(Br(a))
p r2p · sup |ζ|p · r−dp
∫ r2
0
∫
Br(a)
|ux|
pν(dx)dt
≤ Nrp
∫
Qr(a)
|ux|
pµ(dxdt).
For the integral with f ixi we use similar calculation to the one used to handle the term −a
ijuxixj ,
and get for each i
ν(Br(a)) r
2p
∫ r2
0
∣∣∣ ∫
Br(a)
ζ(x1)η(x′)fxi(t, x)ν(dx)
∣∣∣pdt
≤ N rp
∫
Qr(a)
|f(t, x)|pµ(dtdx).
Hence, the lemma is proved.
Lemma 4.4. ([12]) Let p ∈ [1,∞), 0 < r ≤ a and u ∈ C∞loc(Ω).
(i) There is a constant N = N(θ, p, d, δ,K) such that for any ℓ = 1, · · · , d we have∫
Qr(a)
∣∣uxℓ(t, x)− (uxℓ)Qr(a)∣∣p µ(dtdx) ≤ Nrp
∫
Qr(a)
(|uxx(t, x)|
p + |ut(t, x)|
p)µ(dtdx). (4.9)
(ii) Denote κ0 = κ0(r, a) := (ν
1((a− r, a+ r))−1 ·
∫ a+r
a−r x
1ν1(dx1). Then
∫
Qr(a)
∣∣∣∣∣u(t, x)− uQr(a) + κ0(ux1)Qr(a) −
d∑
i=1
xi(uxi)Qr(a)
∣∣∣∣∣
p
µ(dtdx)
≤ Nrp
∫
Qr(a)
(|ux(t, x) − (ux)Qr(a)|
p + rp|ut(t, x)|
p + rp|uxx(t, x)|
p)µ(dtdx)
≤ Nr2p
∫
Qr(a)
(|uxx(t, x)|
p + |ut(t, x)|
p)µ(dtdx). (4.10)
Proof. (i) For (4.9) we use that fact that v := uxℓ satisfies vt − a
ijvxixj = (f
i)xi , where f
i =
δiℓ(ut − ajmuxjxm), and apply Lemma 4.3.
(ii) To prove (4.10), denote v(t, x) := u(t, x)− (u)Qr(a) + κ0(ux1)Qr(a) −
∑
i x
i(uxi)Qr(a). Then
vQr(a) = κ0(ux1)Qr(a) −
∑
i
(uxi)Qr(a)
µ(Qr(a))
∫
Qr(a)
xiν(dx)dt = 0,
v − vQr(a) = v, vxi = uxi − (uxi)Qr(a), vt − a
ijvxixj = g := ut − a
ijuxixj .
Now it is enough to use Lemma 4.3 and (4.9). The lemma is proved.
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Theorem 4.5. Let θ ∈ (d−1, d−1+p), 0 < r ≤ a and νr/a ≥ 2. Assume that u ∈ C∞loc(Ω) satisfies
ut + a
ij(t)uxixj = 0 in Qνr(t0, a, x
′
0) ∩Ω. Then there is a constant N = N(K, δ, θ, p, d) so that
−
∫
Qr(t0,a,x′0)
|uxx(t, x)− (uxx)Qr(t0,a,x′0)|
pµ(dtdx)
≤
N
(1 + νr/a)p
−
∫
Qνr(t0,a,x′0)∩Ω
|uxx(t, x)|
pµ(dtdx). (4.11)
Proof. Considering a proper translation, without loss of generality, we assume that t0 = 0, x
′
0 = 0
and thus Qr(t0, a, x′0) = Qr(a).
Step 1. First, we consider the case a = 1. Obviously,
r ≤ 1, 2 ≤ νr, β :=
1 + νr
2
≤ νr,
r
β
≤
1
β
≤
2
3
, 2β = 1 + νr.
Thus,
Qβ(β) ⊂ Qνr(1) ∩ Ω, Qr/β(β
−1) ⊂ Q2/3(2/3).
Denote w(t, x) = u(β2t, βx), then obviously
wt + a
ij(β2t)wxixj = 0, for (t, x) ∈ Q1(1)
and
−
∫
Qr(1)
|uxx(t, x)− (uxx)Qr(1)|
pµ(dtdx) ≤ N(d) sup
Qr(1)
(|uxxx|
p + |uxxt|
p)
≤ N(d)β−3p sup
Qr/β(β−1)
(|wxxx|
p + |wxxt|
p)
≤ N(d)β−3p sup
Q2/3(2/3)
(|wxxx|
p + |wxxt|
p).
Applying Lemma 3.7 to v(t, x) = w(t, x) − wQ1(1) + κ0(wx1)Q1(1) −
∑d
i=1 x
i(wxi)Q1(1), and then
using Lemma 4.4
β−3p sup
Q2/3(2/3)
(|wxxx|
p + |wxxt|
p) ≤ Nβ−3p
∫
Q1(1)
|v|pµ(dtdx)
≤ Nβ−3p
∫
Q1(1)
|wxx|
pµ(dtdx)
= Nβ−2p−2−θ
∫
Qβ(β)
|uxx|
pµ(dtdx).
This leads to (4.11) since |Qνr(1) ∩Ω| ∼ βp+θ+2.
Step 2. Let a 6= 1. Define v(t, x) := u(a2t, ax). Then vt + aij(a2t)vxixj = 0 in Qνr/a(1) ∩ Ω. It
is easy to check
µ(Qr/a(1)) = a
−θ−p−2µ(Qr(a)), (vxx)Qr/a(1) = a
2(uxx)Qr(a), µ(Qνr/a(1)∩Ω) = a
−θ−p−2µ(Qνr(a)∩Ω),
and consequently
−
∫
Qr/a(1)
|vxx(t, x) − (vxx)Qr/a(1)|
pµ(dtdx) = a2p −
∫
Qr(a)
|uxx(t, x)− (uxx)Qr(a)|
pµ(dtdx),
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−∫
Qνr/a(1)∩Ω
|vxx(t, x)|
pµ(dtdx) = a2p −
∫
Qνr(a)∩Ω
|uxx(t, x)|
pµ(dtdx).
It follows that
−
∫
Qr(a)
|uxx(t, x)− (uxx)Qr(a)|
pµ(dtdx) = a−2p −
∫
Qνr/a(1)∩Ω
|vxx(t, x)|
pµ(dtdx)
≤ a−2p
N
(1 + νr/a)p
−
∫
Qνr/a(1)∩Ω
|vxx(t, x)|
pµ(dtdx)
=
N
(1 + νr/a)p
−
∫
Qνr(a)∩Ω
|uxx(t, x)|
pµ(dtdx).
The theorem is proved.
The following is the main result of this section. Recall that θ < d− 1+ p. Thus for q sufficiently
close to p, we have θ + p− q < d− 1 + q.
Theorem 4.6. Let θ ∈ (d− 1, d− 1 + p), 0 < r ≤ a and p, q ∈ (1,∞) so that
q ≤ p, θ′ := θ + p− q < d− 1 + q. (4.12)
Also let ν ≥ 2, rν ≥ a and u ∈ C∞(Ω). Then,
−
∫
Qr(t0,a,x0)
|uxx(t, x)− (uxx)Qr(t0,a,x0)|
qµ(dtdx)
≤ N
1
(1 + νr/a)q
−
∫
Qνr(t0,a,x′0)∩Ω
|uxx(t, x)|
qµ(dtdx)
+ N
νd+1
r/a
(1 + νr/a)p+θ−d+1 −
∫
Qνr(t0,a,x′0)∩Ω
|ut + a
ijuxixj |
qµ(dtdx),
where N = N(K, δ, θ, p, q).
Proof. As before we may assume that t0 = 0 and x
′
0 = 0. Also we may assume that a
ij(t) is
infinitely differentiable in t and all the derivatives of aij are bounded. Indeed, take a sequence of
smooth functions aijn so that each a
ij
n satisfies condition (3.2) and a
ij
n (t) → a
ij(t) as n → ∞ (a.e.).
Then it is enough to observe
−
∫
Qνr(t0,a,x′0)∩Ω
|ut + anuxx|
qµ(dtdx) → −
∫
Qνr(t0,a,x′0)∩Ω
|ut + auxx|
qµ(dtdx) as n→∞.
Also note that we may assume that u(t) vanishes for all large t, say for all t ≥ T (≥ ν2r2).
Take a ζ ∈ C∞0 (R
d+1) so that ζ(t, x) = 1 for (t, x) ∈ Qνr/2(a) ∩ Ω and ζ(t, x) = 0 if (t, x) 6∈
(−ν2r2, ν2r2)× (−a, a+ νr)×B′νr. Denote
f = ut + a
ijuxixj , g = fζ, h = f(1− ζ).
By Corollary 3.4 we can define v as the solution of
vt + a
ijvxixj = h for t ∈ (−∞, T ), and v(T, ·) = 0 (4.13)
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so that v ∈MHnp,θ(−∞, T ) for any n. Also let v¯ ∈MH
n
p,θ(−∞, T + 1) be the solution of
v¯t + a
ij v¯xixj = h for t ∈ (−∞, T + 1), and v¯(T + 1, ·) = 0.
Then by considering the equation for v¯ on (T, T +1), since h(t) = 0 for t ≥ T , we conclude v¯(t) = 0
for t ∈ [T, T + 1]. Thus v¯ also satisfies (4.13) and v = v¯. It follows from (2.9) that v is infinitely
differentiable in x (and hence in t), and thus v ∈ C∞loc(Ω).
By (4.12),
θ − d+ p = θ′ − d+ q, θ′ ∈ (d− 1, d− 1 + q).
By applying Theorem 4.5 with q, θ′ and ν/2 in places of p, θ and ν respectively,
−
∫
Qr(a)
|vxx(t, x) − (vxx)Qr(a)|
qµ¯(dyds) ≤ N
1
(1 + νr/2a)q
−
∫
Qνr/2(a)∩Ω
|vxx(t, x)|
qµ¯(dyds)
≤ N
1
(1 + νr/a)q
−
∫
Qνr(a)∩Ω
|vxx(t, x)|
q µ¯(dyds), (4.14)
where µ¯(dsdy) := (y1)θ
′−d+qdyds = µ(dyds). On the other hand, w := u− v satisfies
wt + a
ijwxixj = g, t ∈ (0, T ).
and w(T, ·) = 0. By Corollary 3.4 (with q, θ′ in place of p, θ respectively),
∫
Qr(a)
|wyy |
q(y1)θ
′−d+qdyds ≤
∫
Qνr(a)∩Ω
|wyy|
qµ(dsdy) ≤ N
∫
Qνr(a)∩Ω
|f |qµ(dsdy),
−
∫
Qr(a)
|wyy|
qµ(dyds) ≤ N
νd+1(1 + νr/a)p+θ−d+1
(1 + r/a)p+θ−d+1 − (1 − r/a)p+θ−d+1
−
∫
Qνr(a)∩Ω
|f |qµ(dyds)
≤ N
a
r
νd+1(1 + νr/a)p+θ−d+1 −
∫
Qνr(a)∩Ω
|f |qµ(dyds), (4.15)
where inequality (4.15) is obtained as follows; since p+ θ − d+ 1 ≥ 1,
(1 + r/a)p+θ−d+1 − (1− r/a)p+θ−d+1 ≥ (1 + r/a)− (1− r/a) ≥ 2r/a.
Observing that u = v + w, we get
I : = −
∫
Qr(a)
|uyy(t, x)− (uyy)Qr(a)|
qµ(dyds)
≤ N(q)−
∫
Qr(a)
|wyy(t, x)− (wyy)Qr(a)|
qµ(dyds) +N(q)−
∫
Qr(a)
|vyy(t, x)− (vyy)Qr(a)|
qµ(dyds)
≤ N(q)−
∫
Qr(a)
|wyy(t, x)|
qµ(dyds) +N(q)−
∫
Qr(a)
|vyy(t, x)− (vyy)Qr(a)|
qµ(dyds).
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Thus by (4.14) and (4.15),
I ≤ N
a
r
νd+1(1 + νr/a)p+θ−d+1 −
∫
Qνr(a)∩Ω
|f |qµ(dyds) +N
1
(1 + νr/a)q
−
∫
Qνr(a)∩Ω
|vyy(t, x)|
qµ(dyds)
≤ N
a
r
νd+1(1 + νr/a)p+θ −
∫
(0,ν2r2)×(0,a+νr)
|f |qµ(dyds)
+N
1
(1 + νr/a)q
−
∫
Qνr(a)∩Ω
(|uyy(t, x)|
q + |wyy(t, x)|
q)µ(dyds)
≤ N
a
r
νd+1(1 + νr/a)p+θ−d+1 −
∫
Qνr(a)∩Ω
|f |qµ(dyds) +N
1
(1 + νr/a)q
−
∫
Qνr(a)∩Ω
|uyy(t, x)|
qµ(dyds).
The theorem is proved.
5 A priori estimate for equations with BMO coefficients
Recall that Qr(t, x) = (t, t+ r2)× (x1 − r, x1 + r)×B′r(x
′). For any d× d matrix a = (aij(t, x)), as
in [17], we define a standard mean oscillation on Qr(t, x) = Qr(t, x
1, x′):
oscx(a,Qr(t, x)) =
1
r2|Br(x)|2
∫ t+r2
t
(∫
Br(x)
∫
Br(x)
|a(s, y)− a(s, z)|dydz
)
ds, (5.1)
where |Br(x)| is the Euclidian volume of Br(x). We say that a is VMO (see [17] for more details) if
lim
r→0
sup
Qr(t,x)
oscx(a,Qr(t, x)) = 0. (5.2)
Now we define a mean oscillation with respect to measure ν(dx) = (x1)θ−d+pdx:
oscθx(a,Qr(t, x
1, x′)) = r−2
∫ t+r2
t
(
−
∫
Br(x)
−
∫
Br(x)
|a(s, y)− a(s, z)|ν(dy)ν(dz)
)
ds
=
1
r2(ν(Br(x)))2
∫ t+r2
t
(∫
Br(x)
∫
Br(x)
|a(s, y)− a(s, z)|ν(dy)ν(dz)
)
ds.
Obviously, if a depends only on t then oscθx(a,Qr(t, x
1, x′)) = 0. Also it is easy to check that for
any d× d matrix-valued a¯(t) depending only on t,
oscθx(a,Qr(t, x)) ≤ 2r
−2
∫ t+r2
t
−
∫
Br(x)
|a(s, y)− a¯(s)|ν(dy)ds.
On the other hand,
r−2
∫ t+r2
t
−
∫
Br(x)
|a(s, y)− (a)Br(x)(s)|ν(dy)ds ≤ osc
θ
x(a,Qr(t, x)),
where (a)Br(x)(s) = (ν(Br(x)))
−1
∫
Br(x)
a(s, y)ν(dy).
Roughly speaking, the following result says that the condition oscθx(a,Qr(t, x
1, x′)) ≤ ε for some
ε is not stronger than the condition oscx(a,Qr(t, x1, x′)) ≤ ε.
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Lemma 5.1. There exists a constant N = N(θ) > 0 so that for any κ ∈ (0, 1] and r = κx1,
oscθx(a,Qr(t, x
1, x′)) ≤ N oscx(a,Qr(t, x
1, x′)), (5.3)
oscx(a,Qr(t, x
1, x′)) ≤ N · (1− κ)−α oscθx(a,Qr(t, x
1, x′)). (5.4)
Proof. Denote α := θ − d+ p > −1. First note that
ν(dy) ≤ (x1)α(1 + κ)αdy on B := Br(x),
|B|
ν(B)
= (α+ 1)(x1)−α
2κ
[(1 + κ)α+1 − (1− κ)α+1]
≤ N(α)(x1)−α,
where the last inequality is obtained as in (4.15). Thus
oscθx(a,Qr(t, x
1, x′)) =
|B|2
(ν(B))2
r−2
|B|2
∫ t+r2
t
(∫
B
∫
B
|a(s, y)− a(s, z)|ν(dy)ν(dz)
)
ds
≤ N2(α)(x1)−2α · (x1)2α(1 + κ)2α oscx(a,Qr(t, x
1, x′))
≤ N oscx(a,Qr(t, x
1, x′)).
To prove (5.4) it is enough to assume κ ∈ (0, 1) and note dy ≤ ν(dy)(x1)α(1−κ)α on Br(x). The lemma is
proved.
Remark 5.2. In Theorem 6.6, the following condition near ∂Rd+ is assumed:
lim
x1→0
sup
r≤κ0x1
oscθx(a,Qr(t, x
1, x′)) < ε, (5.5)
where κ0, ε ∈ (0, 1) will be specified later. To understand (5.5), let d = 1 (so that R
d
+ = (0,∞)) and
a be independent of t. Then (5.5) becomes
lim
x1→0
sup
r≤κ0x1
oscθx(a, (x
1 − r, x1 + r)) < ε. (5.6)
Since x1− r ≥ (1−κ0)x1 > 0, there is no requirement that the mean oscillation on a ball containing
the boundary points is small. Obviously (5.5) is satisfied if a is VMO, since (cf. (5.3))
lim
x1→0
sup
r≤κ0x1
oscθx(a,Qr(t, x
1, x′)) ≤ N lim
x1→0
sup
r≤x1
oscx(a,Qr(t, x)) = 0.
Note that in the following result dxdt is used in place of µ(dxdt). However, if r/a is small then
−
∫
Qr(a)
dtdx and −
∫
Qr(a)
µ(dtdx) are comparable.
Lemma 5.3. Let q > 1 and aij = aij(t). Then there exists a constant N = N(δ,K, p, d) so that for
any ν ≥ 4, r > 0 and u ∈ C∞(Ω),
−
∫
Qr(a)
−
∫
Qr(a)
|uxx(t, x)−uxx(s, y)|
qdxdtdyds ≤ Nν−q−
∫
Qνr(a)
|uxx|
qdxdt+Nνd+2−
∫
Qνr(a)
|ut+a
ijuxixj |
qdxdt
Proof. See Theorem 6.1.2 of [16].
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For κ ∈ (0, 1] and R > 0, let Q(R, κ) be the collection of all Qr(t, x) so that r ≤ κx1 and
Qr(t, x) ⊂ {(t, y) ∈ Ω : y1 ∈ (0, R)}. That is, Qr(t, x) ∈ Q(R, κ) if
x1 > 0, r ≤ κx1, x1 + r ≤ R.
Define
a
#(θ)
R,κ = sup
Q∈Q(R,κ)
oscθx(a,Q), a
#(θ)
κ = sup
R>0
a
#(θ)
R,κ .
Lemma 5.4. Let β ∈ (1,∞), κ ∈ (1/2, 1) and
1 < q < p, θ + p− q < d− 1 + q.
Suppose that u ∈ C∞(Ω) vanishes outside Q0 ∈ Q(R, κ). Then for any ε > 0, Qr(t1, a, x′1) ⊂ Ω and
(t, x) ∈ Qr(t1, a, x
′
1) we have
−
∫
Qr(t1,a,x′1)
|uxx − (uxx)Qr(t1,a,x′1)|
qµ(dyds)
≤ εM(|uxx|
q)(t, x) +N M(|f |q)(t, x) +N (a
#(θ)
2R,κ)
1/β′ ·M1/β(|uxx|
βq)(t, x) (5.7)
where f := ut + a
ijuxixj , β
′ := β/(β − 1) and N = N(ε, θ, q, d, δ,K).
Proof. Let Q0 = Qr0(t0, a0, x
′
0). Considering a translation, we may assume t1 = 0, x
′
1 = 0 ∈ R
d−1
so that Qr(t1, a, x′1) = Qr(a). Also, we assume
Qr(a) ∩Q0 6= ∅. (5.8)
Otherwise, the left term of (5.7) becomes zero.
Step 1. Firstly, we prove that there exists δ0 = δ0(ε) ∈ (0, 1) so that (5.7) holds if r/a ≤ δ0.
Let |Q| denote the Lebesgue measure of Q ⊂ Rd+1. Assume ν ≥ 4 and νr ≤ a/4. Then (3a/4) ≤
x1 ≤ (5a/4) if x1 ∈ B1νr(a) := (a− νr, a+ νr). Denote c0 :=
(
5
3
)θ−d+p
, then
µ(dtdx)
µ(Qr(a))
≤ c0
dtdx
|Qr(a)|
on Qr(a),
dtdx
|Qνr(a)|
≤ c0
µ(dtdx)
µ(Qνr(a))
on Qνr(a).
Also due to (5.8), we have a− r < a0 + r0 and thus
a+ νr ≤ 2R,
νr
a
≤ 1/4 ≤ κ, Qνr(a) ⊂ Q2R,κ. (5.9)
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Denote a¯ij(t) = (aij(t, ·))Bνr(a) and f = ut + a
ijuxixj . By Lemma 5.3,
−
∫
Qr(a)
|uxx − (uxx)Qr(a)|
qµ(dsdy)
≤
1
(µ(Qr(a)))2
∫
Qr(a)
∫
Qr(a)
|uxx(s, y)− uxx(τ, ξ)|
qµ(dsdy)µ(dτdξ)
≤ c20
1
|Qr(a)|2
∫
Qr(a)
∫
Qr(a)
|uxx(s, y)− uxx(τ, ξ)|
qdsdy dτdξ (5.10)
≤ Nc20ν
d+2
∫
Qνr(a)
|ut + a¯
ijuxixj |
q dyds
|Qνr(a)|
+Nc20ν
−q
∫
Qνr(a)
|uxx|
q dyds
|Qνr(a)|
≤ Nc30ν
d+2 −
∫
Qνr(a)
|f |qµ(dyds) +Nc30ν
d+2 · J +Nc30ν
−q −
∫
Qνr(a)
|uxx|
qµ(dyds), (5.11)
where N = N(d, δ,K) and
J := −
∫
Qνr(a)
|(aij − a¯ij)uxixj |
q µ(dtdx) ≤ NJ
1/β
1 J
1/β′
2 ,
J1 := −
∫
Qνr(a)
|uxx|
qβµ(dtdx) ≤ NM(|uxx|
βq)(t, x),
J2 := −
∫
Qνr(a)
|aij − a¯ij |qβ
′
µ(dtdx) ≤ N −
∫
Qνr(a)
|aij − a¯ij |µ(dtdx) (5.12)
≤ Na
#(θ)
2R,κ, (5.13)
where inequality (5.12) is due to |aij | ≤ K, and (5.9) is used in (5.13). Coming back to (5.11), we
get
−
∫
Qr(a)
|uxx − (uxx)Qr(a)|
qµ(dsdy)
≤ Nνd+2M(|f |q)(t, x) +Nν−qM(|uxx|
q)(t, x) +Nνd+2(a
#(θ)
2R,κ)
1/β′M1/β(|uxx|
qβ)(t, x).
Remember that the above inequality holds whenever ν ≥ 4 and r/a ≤ (4ν)−1. Now we fix ν so that
Nν−q ≤ ε and take δ0 = 1/(4ν). Then whenever r/a ≤ δ0 we have (r/a)ν ≤ 1/4 and thus (5.7)
follows.
Step 2. For given ε, take δ0 = δ0(ε) from Step 1. Assume r/a ≥ δ0. Choose ν, which will be
specified later, so that rν > 4a. Denote α := θ − d+ p.
Here we claim that if µ(Q0) ≥ 2d+2α+3µ(Qνr(a) ∩ Ω), then for a¯ := x0 − r0 + νr we have
(Qr0(t0, x0, x
′
0) ∩Qνr(a)) ⊂ Qνr(a¯), a¯+ νr ≤ 2R, νr/a¯ ≤ κ, |Qνr(a¯)| ≤ 2
α+1|Qνr(a) ∩ Ω|.
(5.14)
First, due to (5.8), we have 0 < x0 − r0 < 2a. Let ωd−1 denote the volume of B′1(0). Then
µ(Q0) ≤ |Qx0(t0, x0, x
′
0)| =
1
α+ 1
ωd−12
α+1xα+d+20 ,
|Qνr(a) ∩ Ω| =
1
α+ 1
ωd−1(a+ νr)
α+1(νr)d+1 ≥
1
α+ 1
ωd−1(νr)
α+d+2.
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Thus, by assumption it follows that 2α+1xd+α+20 ≥ 2
d+2α+3(νr)α+d+2 or equivalently x0 ≥ 2νr.
Observe
(Qr0(t0, x0, x
′
0) ∩ Qνr(a)) ⊂
(
(0, (νr)2)× (x0 − r0, a+ νr) ×B
′
νr
)
⊂ Qνr(a¯).
Also from the inequality r0 ≥ 1/2x0 ≥ νr (recall κ ≥ 1/2), we get
νr
a¯
=
νr
x0 − r0 + νr
≤
r0
x0
≤ κ.
Since the last inequality of (5.14) is obvious, the claim is proved. Note that (5.14) implies that
Qνr(a¯) ∈ Q2R,κ.
Now define a¯ij = (aij)Qr0 (t0,x0,x′0) if |Qr0(t0, x0, x
′
0)| < 2
d+2α+3|Qνr(a)∩Ω|, and otherwise define
a¯ij = (aij)Qνr(a¯), where a¯ = x0 − r0 + νr as defined above. By Theorem 4.6
−
∫
Qr(a)
|uxx(t, x) − (uxx)Qr(a)|
qµ(dtdx)
≤
N
(1 + νr/a)q
−
∫
Qνr(a)∩Ω
|uxx(t, x)|
qµ(dtdx) +
N · νd+1
r/a
(1 + νr/a)p+θ−d+1 −
∫
Qνr(a)∩Ω
|ut + a¯uxx|
qµ(dtdx)
≤
N
(1 + νr/a)q
−
∫
Qνr(a)∩Ω
|uxx(t, x)|
qµ(dtdx) +
N · νd+1
r/a
(1 + νr/a)p+θ−d+1
(
−
∫
Qνr(a)∩Ω
|f |qµ(dtdx) + J
)
,
where
J := −
∫
Qνr(a)∩Ω
|(aij − a¯ij)uxixj |
q µ(dtdx) ≤ N(νr)−α−d−2
∫
Qνr(a)∩Ω
|(aij − a¯ij)uxixj |
q µ(dtdx)
= N(νr)−α−d−2
∫
Qνr(a)∩Qr0 (t0,a0,x
′
0)
|(aij − a¯ij)uxixj |
qµ(dtdx) ≤ N(νr)−α−d−2J
1/β
1 J
1/β′
2 ,
J1 :=
∫
Qνr(a)∩Ω
|uxx|
qβµ(dtdx) ≤ N(νr)α+d+2−
∫
Qνr(a)∩Ω
|uxx|
qβµ(dtdx) ≤ N(νr)α+d+2M(|uxx|
βq)(t, x),
J2 :=
∫
Qνr(a)∩Qr0(t0,x0,x
′
0)
|aij − a¯ij |qβ
′
µ(dtdx) ≤ N
∫
Qνr(a)∩Qr0 (t0,x0,x
′
0)
|aij − a¯ij |µ(dtdx).
If |Qr0(t0, x0, x
′
0)| < 2
d+2α+3|Qνr(a) ∩ Ω|, then∫
Qνr(a)∩Qr0 (t0,x0,x
′
0)
|aij − a¯ij |µ(dtdx) ≤
∫
Qr0 (t0,x0,x
′
0)
|aij − (aij)Qr0 (t0,x0,x′0)|µ(dtdx)
= µ(Q0)−
∫
Qr0(t0,x0,x
′
0)
|aij − (aij)Qr0 (t0,x0,x′0)|µ(dtdx)
≤ N(νr)α+d+2a
#(θ)
R,κ ,
and if |Qr0(t0, x0, x
′
0)| ≥ 2
d+2α+3|Qνr(a) ∩ Ω|, then∫
Qνr(a)∩Qr0 (t0,x0,x
′
0)
|aij − a¯ij |µ(dtdx) ≤
∫
Qνr(a¯)
|aij − (aij)Qνr(a¯)|µ(dtdx)
= µ(Qνr(a¯))−
∫
Qνr(a¯)
|aij − (aij)Qνr(a¯)|µ(dtdx)
≤ N(νr)α+d+2a
#(θ)
2R,κ.
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It follows that
J ≤ N(a
#(θ)
2R,κ)
1/β′ ·M1/β(|uxx|
βq)(t, x).
Remember that r/a ≥ δ0 = δ0(ε). Thus for (5.7) it is enough to take ν so that N(1 + νδ0)−q ≤ ε
and observe that
N · νd+1
r/a
(1 + νr/a)p+θ−d+1 ≤ N(α) <∞.
The lemma is proved.
Corollary 5.5. Suppose the the assumptions in Lemma 5.4 are satisfied.
(i) The for any ε > 0 and (t, x) ∈ Ω,
(uxx)
#(t, x) ≤ εM1/q(|uxx|
q) +NM1/q(|f |q)(t, x) +N(a
#(θ)
2R,κ)
1/(qβ′) ·M1/(qβ)(|uxx|
βq)(t, x),
where N = N(ε, θ, q, d, δ,K) is independent of κ, t, x.
(ii)
‖Muxx‖
p
Lp,θ(−∞,∞)
≤ N(d, p, δ,K)‖Mf‖p
Lp,θ(−∞,∞)
+N(p) a
#(θ)
2R,κ · ‖Muxx‖
p
Lp,θ(−∞,∞)
.
Proof. (i) is an easy consequence of Lemma 5.4 and Jensen’s inequality. To prove (ii), take q and
β > 1 so that q < p, qβ′ = p, and apply Theorems 2.3 and 2.4.
The following result is a parabolic version of Lemma 3.3 of [14]. Define Q(κ) := ∪R>0Q(R, κ).
Lemma 5.6. For any ε > 0, there exist a constant κ = κ(ε) ∈ (1/2, 1) and nonnegative functions
ηk ∈ C∞0 (R
d+1
+ ), k = 1, 2, · · · so that (i) on R
d+1
+∑
k
ηpk ≥ 1,
∑
k
ηk ≤ N(d),
∑
k
(M |ηkx|+M
2|ηkxx|+M
2|ηkt|) ≤ ε; (5.15)
(ii) for each k, supp ηk ⊂ Qk for some Qk ∈ Q(κ).
Proof. We modify the proof of Lemma 3.3 of [14]. Let
Rd−1 =
∞⋃
k=1
Q′k, R =
∞⋃
ℓ=1
Iℓ
be a decomposition of Rd−1 and R into disjoint unit cubes Q′k and Iℓ respectively. Mollify the
indicator function of each Q′k and Iℓ in such a way that thus obtained functions χk and χˆℓ vanish
outside of the twice dilated Q′k and Iℓ respectively (naturally, with center of dilation being that of
Q′k and Iℓ respectively). Then (by multiplying by a large constant c > 0 to χk and χˆℓ if necessary)
1 ≤
∑
k
χpk ≤
(∑
k
χk
)p
≤ N0, 1 ≤
∑
ℓ
χˆpℓ ≤
(∑
ℓ
χˆℓ
)p
≤ N0
on Rd−1 and R, respectively. Here the constant N0 ∈ (0,∞) depends only on d and p. Furthermore,
by Lemma 3.2 of [13], there exists a nonnegative function ξ ∈ C∞0 (R+) such that assertion (i) of the
present lemma holds on R+ with the collection {ξ(enx) : n ∈ Z} in place of {ηk(x) : k = 1, 2, ...}.
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We write x = (x1, x′), fix a constant r ∈ (0, 1) to be specified later, and introduce
τk(x
′) = χk(rx
′), τˆℓ(t) = χˆℓ(rt), ηnkℓ(x) = ξ(e
nx1)τk(e
nx′)τˆℓ(e
2nt).
Then
1 ≤
∑
n,k,ℓ
ηpnkℓ ≤
( ∑
n,k,ℓ
ηnkℓ
)p
≤ N on Rd+1+ (5.16)
with constant N ∈ (0,∞) depending only on d and p.
Now, for any multi-index α = (α1, · · · , αd) with 1 ≤ |α| ≤ 2, we have (with some constants cβγ)
M |α|Dαxηnkℓ(t, x) = (x
1)|α|en|α|
∑
β+γ=α
cβγξ
(β1)(enx1)(Dγτk)(e
nx′)τˆℓ(e
2nt),
and
M2(ηℓnk)t = (x
1)2e2nξ(enx1)τ(enx′)(τˆℓ)
′(e2nt).
Hence, ∑
n,k,ℓ
|M |α|Dαxηnkℓ(x)| ≤ N0
∑
β+γ=α
cβγI1(γ)I2(α, β),
where
I1(γ) = sup
x′
∑
k
|Dγτk(x
′)| = r|γ| sup
x′
∑
k
|Dγχk(x
′)|,
I2(α, β) = sup
x1≥0
∑
n
(x1)|α|en|α||ξ(β1)(enx1)| = sup
t∈R
∑
n
e(n+t)|α||ξ(β1)(en+t)|.
Obviously I1 is finite. That I2 is also finite is seen from its representation as the supremum of a
continuous 1-periodic function. Moreover, if γ = 0, then cβγ 6= 0 only if β1 = |α|, in which case
cβγ = 1 and, by the construction of ξ, we have I2(α, β) ≤ ε. It follows that∑
n,k,ℓ
|M |α|Dαηnkℓ(x)| ≤ N(d)ε+N(ε, q, d)r. (5.17)
Similar calculus shows ∑
n,k,ℓ
|M2(ηℓnk)t| ≤ N(ε, q, d)r. (5.18)
We renumber the set {ηknℓ : n = 0,±1, ..., k = 1, 2, ..., ℓ = 1, 2, · · · } and write it as {ηk : k = 1, 2, ...}.
Then from (5.17) and (5.18) we see how to choose r in order to satisfy the last inequality in (5.15)
with N(d)ε in place of ε. This proves (i).
Now we prove (ii). Let (α, β) ⊂ R+ so that suppξ ⊂ (α, β). The above proofs show that
supp η0kℓ ⊂ (tkℓ, tkℓ + r0) × (α, β) × Br(x′kℓ) =: Q0kℓ for some tkℓ, x
′
kℓ, r0, r with r0, r independent
of k, ℓ. By increasing β and adjusting r0, r if necessary we may assume that Q0kℓ ∈ Q(κ) for some
κ ∈ (0, 1), independent of k, ℓ. Finally it is enough to note that
supp ηnkℓ ⊂ (e
−2ntkℓ, e
−2ntkℓ + e
−2nr0)× (e
−2nα, e−2nβ)×Be−2nr(e
−2nx′kℓ) := Qnkℓ ∈ Q(κ).
The lemma is proved.
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Lemma 5.7. Let u ∈ C∞(Ω) and denote f = ut + aijuxixj .
(i) There exists a constant κ0 = κ0(d, p, θ, δ,K) ∈ (0, 1) so that if κ ∈ [κ0, 1], then
‖Muxx‖
p
Lp,θ(−∞,∞)
≤ N(d, p, δ,K, κ)
(
‖Mf‖p
Lp,θ(−∞,∞)
+ a#(θ)κ ‖Muxx‖
p
Lp,θ(−∞,∞)
)
. (5.19)
(ii) If u(t, x) = 0 whenever x1 ≥ R, then
‖Muxx‖
p
Lp,θ(−∞,∞)
≤ N(d, p, δ,K)
(
‖Mf‖p
Lp,θ(−∞,∞)
+ a
#(θ)
Rκ0 ,κ0
‖Muxx‖
p
Lp,θ(−∞,∞)
)
,
where Rκ0 := 2R(1 + κ0)/(1− κ0).
Proof. (i) Fix ε ∈ (0, 1) which will be specified later. Take {ηn : n = 1, 2, · · · } from Lemma 5.6
corresponding to ε. Then since
∑
n η
p
n ≥ 1,
‖Muxx‖
p
Lp,θ(−∞,∞)
≤
∑
n
‖ηnMuxx‖
p
Lp,θ(−∞,∞)
≤
∑
n
(
‖M(ηnu)xx‖
p
Lp,θ(−∞,∞)
+ ‖uxM(ηn)x‖
p
Lp,θ(−∞,∞)
+ ‖M−1uM2(ηn)xx‖
p
Lp,θ(−∞,∞)
)
.
Note that un := uηn satisfies
unt + a
ijunxixj = fn := u(ηn)t + 2a
ijuxi(ηn)xj + a
iju(ηn)xixj + fηn,
and by Lemma 5.6 we have suppun ⊂ Qn ∈ Q(κ) for some κ = κ(ε) ∈ (0, 1). Then by Corollary 5.5,
‖Munxx‖
p
Lp,θ(−∞,∞)
≤ N‖Mfn‖
p
Lp,θ(−∞,∞)
+N(p, q)a#(θ)κ · ‖Mu
n
xx‖
p
Lp,θ(∞)
.
It follows that
‖Muxx‖
p
Lp,θ(−∞,∞)
≤ Nεp(‖M−1u‖p
Lp,θ(−∞,∞)
+ ‖ux‖
p
Lp,θ(−∞,∞)
)
+ Na#(θ)κ ‖Muxx‖
p
Lp,θ(−∞,∞)
+ εpa#(θ)κ ‖M
−1u‖p
Lp,θ(−∞,∞)
+ εpa#(θ)κ ‖ux‖
p
Lp,θ(−∞,∞)
) +N‖Mf‖p
Lp,θ(−∞,∞)
.
Since ‖M−1u‖Lp,θ + ‖ux‖Lp,θ ≤ N‖Muxx‖Lp,θ , we get (i) if ε is sufficiently small.
(ii) Now let supp ηn ⊂ Qn = Qκ0(t0, x
1
0, x
′
0). Note that uηn = 0 if Qn 6∈ Q 1+κ0
1−κ0
R,κ0
. Thus in the
proof of (i), we only need to consider the case Qn ∈ Q 1+κ0
1−κ0
R,κ0
. Therefore (ii) follows from Corollary
5.5(ii) and the proof of (i).
6 Lp-theory on R
d
+
Definition 6.1. Let −∞ ≤ S < T ≤ ∞. We write u ∈ Hγ+2p,θ (S, T ) if u ∈ MH
γ+2
p,θ (S, T ), u(S, ·) ∈
Uγ+2p,θ (u(−∞, ·) := 0 if S = −∞), and for some f˜ ∈M
−1H
γ
p,θ(S, T ) it holds that for any φ ∈ C
∞
0 (R
d)
(u(t, ·), φ) = (u(S, ·), φ) +
∫ t
S
(f˜(s, ·), φ)ds, t ∈ (S, T ). (6.1)
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In this case we write ut = f˜ . The norm in H
γ+2
p,θ (S, T ) is defined by
‖u‖
H
γ+2
p,θ (S,T )
= ‖M−1u‖
H
γ+2
p,θ (S,T )
+ ‖Mut‖Hγp,θ(S,T ) + ‖u(S, ·)‖Uγ+2p,θ
.
Define Hγ+2p,θ (T ) := H
γ+2
p,θ (0, T ), H
γ+2
p,θ := H
γ+2
p,θ (0,∞) and H
γ+2
p,θ,0(T ) := H
γ+2
p,θ (T ) ∩ {u : u(0) = 0}.
Theorem 6.2. (i) The space Hγ+2p,θ (S, T ) is a Banach space.
(ii) If T <∞, then for any u ∈ Hγ+2p,θ,0(T ),
sup
t≤T
‖u(t)‖p
Hγ+1p,θ
≤ N(d, p, θ, T )‖u‖p
H
γ+2
p,θ (T )
.
In particular, for any t ≤ T ,
‖u‖p
H
γ+1
p (T )
≤
∫ T
0
sup
r≤s
‖u(r)‖p
Hγ+1p,θ
ds ≤ N
∫ t
0
‖u‖p
H
γ+2
p,θ (s)
ds. (6.2)
(iii) For any nonnegative integer n ≥ γ + 2, the set
H
γ+2
p,θ (T )
⋂ ∞⋃
k=1
C([0, T ], Cn0 (Gk))
where Gk = (1/k, k)× {|x
′| < k} is dense in Hγ+2p,θ (T ).
Proof. See Theorem 2.9 and Theorem 2.11 of [21]. Actually in [21], (i) is proved only for p ≥ 2
based on Theorems 4.2 and 7.2 in [18]. But by inspecting the proofs of Theorems 4.2 and 7.2 in [18]
one can easily check that in our (deterministic) case the result holds for all p > 1.
Remark 6.3. It is easy to check that any function u ∈ H2p,θ(−∞,∞) can be approximated by functions
in C∞0 (Ω). Thus Lemma 5.7 holds for any u ∈ H
2
p,θ(−∞,∞).
Here are some interior Ho¨lder estimates of functions in the space Hγ+2p,θ (T ).
Theorem 6.4. Let p > 2 and assume
2/p < α < β ≤ 1, γ + 2− β − d/p = k + ε,
where k ∈ {0, 1, 2, · · · } and ε ∈ (0, 1]. Denote δ = β − 1 + θ/p. Then for any u ∈ Hγ+2p,θ (T ) and
multi-indices i, j such that |i| ≤ j and |j| = k,
(i) the functions Diu(t, x) are continuous in [0, T ]× Rd+ and
M δ+|i|Diu(t, ·)−M δ+|i|Diu(0, ·) ∈ Cα/2−1/p([0, T ], C(Rd+));
(ii) there exists a constant N = N(p, d, α, β) so that
sup
t,s≤T


∣∣M δ+|i|Di(u(t)− u(s))∣∣
C(Rd+)
|t− s|α/2−1/p
+
[
M δ+|j|+εDj(u(t)− u(s))
]
Cε
|t− s|α/2−1/p

 ≤ NT (β−α)/2‖u‖
H
γ+2
p,θ (T )
.
(6.3)
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Proof. See Theorem 4.7 of [15].
Throughout this section we assume the following.
Assumption 6.5. There exist constants δ,K > 0 so that
δ|ξ|2 ≤ aij(t, x)ξiξj ≤ K|ξ|2, ∀ξ ∈ Rd. (6.4)
Theorem 6.6. Let p ∈ (1,∞), θ ∈ (d− 1, d− 1 + p) and T ∈ (0,∞]. Take κ0 ∈ (0, 1) from Lemma
5.7. Assume that there exists a constant β > 0 so that
|x1bi|+ |(x1)2c| ≤ β, ∀t, x. (6.5)
(i) Then there exists constants ε0, β0 > 0 depending only on d, p, θ, δ and K so that if a
#(θ)
κ0 < ε0
and β ≤ β0 then for any f ∈M−1Lp,θ(T ) and u0 ∈ U2p,θ the equation
ut = a
ijuxixj + b
iuxi + cu+ f, u(0) = u0 (6.6)
admits a unique solution u ∈ H2p,θ(T ), and for this solution we have
‖u‖H2p,θ(T ) ≤ N
(
‖Mf‖Lp,θ(T ) + ‖u0‖U2p,θ
)
, (6.7)
where N = N(p, θ, δ0,K).
(ii) Let u ∈ H2p,θ(T ) be a solution of equation (7.9) and u(t, x) = 0 whenever x
1 ≥ R. Then the
estimate (6.7) holds true if a
#(θ)
Rκ0 ,κ0
< ε0, where Rκ0 := 2R(1 + κ0)/(1− κ0).
Remark 6.7. It is known (see Remark 3.6 of [21]) that if θ 6∈ (d− 1, d− 1 + p), then Theorem 6.6 is
not true even for the heat equation ut = ∆u+ f .
Proof of Theorem 6.6. As usual, we assume u0 = 0 (see the proof of Theorem 5.1 in [18]).
Take N = N(d, p, θ, δ,K, κ0) from (5.19) and assume that a
#(θ)
κ0 < ε0 := 1/(2N).
Case 1. Let T = ∞ and bi = c = 0. Due to Lemma 3.2 and the method of continuity, we only
prove that estimate (6.7) holds given that a solution u ∈ H2p,θ(T ) already exists.
Define v(t, x) = u(t, x)It>0 and f¯ = fIt>0, then v ∈M−1H2p,θ(−∞,∞) and v satisfies (see (6.1))
vt = a
ijuxixj + f¯ , (t, x) ∈ R
d+1
+ .
By Lemma 5.7 and Remark 6.3,
‖Mvxx‖Lp,θ(−∞,∞) ≤ N‖Mf‖Lp,θ(∞).
This certainly proves (7.10).
Case 2. Let T < ∞ and bi = c = 0. The existence of solutions in Hγ+2p,θ (T ) is an easy
consequence of Case 1. Now suppose that u ∈ Hγ+2p,θ (T ) is a solution of (7.9). By the result of Case
1, the equation
vt = ∆v + (a
ijuxixj + f −∆u)It≤T , t > 0 ; v(0, ·) = 0 (6.8)
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has a unique solution v ∈ Hγ+2p,θ (0,∞). Then v − u satisfies
(v − u)t = ∆(v − u), t ∈ (0, T ) ; (v − u)(0, ·) = 0.
If follows from Lemma 3.2 that u = v for t ∈ [0, T ]. For t ≥ 0, define
aijT = a
ijIt≤T + δ
ijIt>T .
Then (6.8) and the fact u = v for t ∈ [0, T ] show that v satisfies (replace u by v for t ≤ T in (6.8))
vt = a
ij
T vxixj + fIt<T , t > 0 ; v(0, ·) = 0. (6.9)
By Case 1, v ∈ Hγ+2p,θ (∞) is the unique solution of (6.9), and u = v on [0, T ] whenever u is a solution
of (7.9) on [0, T ]. This obviously yields the uniqueness.
Case 3. General case. Again we only prove that there exists β0 so that if a
#(θ)
κ0 < ε0 and β ≤ β0
then estimate (6.7) holds given that a solution u ∈ H2p,θ(T ) already exists. Obviously by the results
of Case 1 and 2,
‖M−1u‖H2p,θ(T ) ≤ N‖M(b
iuxi + cu+ f)‖Lp,θ(T )
≤ N sup |x1bi|‖ux‖Lp,θ(T ) +N sup |(x
1)2M−1u‖Lp,θ(T ) +N‖Mf‖Lp,θ(T )
≤ Nβ‖M−1u‖H2p,θ(T ) +N‖Mf‖Lp,θ(T ).
Thus it is enough to take β0 so that Nβ0 ≤ 1/2. The theorem is proved. 
7 Lp-theory on bounded C
1 domains
Assumption 7.1. The domainO is of class C1u. In other words, there exist constants r0,K0 ∈ (0,∞)
so that for any x0 ∈ ∂O there exists a one-to-one continuously differentiable mapping Ψ of Br0(x0)
onto a domain J ⊂ Rd such that
(i) J+ := Ψ(Br0(x0) ∩O) ⊂ R
d
+ and Ψ(x0) = 0;
(ii) Ψ(Br0(x0) ∩ ∂O) = J ∩ {y ∈ R
d : y1 = 0};
(iii) ‖Ψ‖C1(Br0(x0)) ≤ K0 and |Ψ
−1(y1)−Ψ−1(y2)| ≤ K0|y1 − y2| for any yi ∈ J ;
(iv) Ψx is uniformly continuous in for Br0(x0).
To proceed further we introduce some well known results from [8] and [14] (see also [23] for the
details). Denote ρ(x) := dist(x, ∂O).
Lemma 7.2. Let the domain O be of class C1u. Then
(i) there is a bounded real-valued function ψ defined in O¯ such that the functions ψ(x) and ρ(x)
are comparable. In other words, N−1ρ(x) ≤ ψ(x) ≤ Nρ(x) with some constant N independent of x,
(ii) for any multi-index α,
sup
O
ψ|α|(x)|Dαψx(x)| <∞. (7.1)
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First we introduce Banach spaces Hγp,θ(O), which correspond to the spaces H
γ
p,θ on R
d
+. Take
ζ ∈ C∞0 (R+) satisfying (2.5), which is
∞∑
n=−∞
ζ(en+x) > c > 0, ∀x ∈ R.
For x ∈ O and n ∈ Z = {0,±1, ...} define
ζn(x) = ζ(e
nψ(x)).
Then we have
∑
n ζn ≥ c in O and
ζn ∈ C
∞
0 (O), |D
mζn(x)| ≤ N(m)e
mn.
For θ, γ ∈ R, let Hγp,θ(O) be the set of all distributions u on O such that
‖u‖p
Hγp,θ(O)
:=
∑
n∈Z
enθ‖ζ−n(e
n·)u(en·)‖p
Hγp
<∞. (7.2)
It is known (see, for instance, [26] or [14]) that up to equivalent norms the space Hγp,θ(O) is
independent of the choice of ζ and ψ. Moreover if γ = n is a non-negative integer then
‖u‖p
Hγp,θ(O)
∼
∑
|α|≤n
∫
O
|ρ|α|Dαu(x)|pρθ−d(x) dx. (7.3)
Recall that if γ = n, then the space Hγp,θ is the collection of functions u on R
d
+ so that
∑
|α|≤n
∫
Rd+
|(x1)|α|Dαu(x)|p(x1)θ−d(x) dx <∞.
Denote ψ(x, y) = ψ(x) ∧ ψ(y). For n ∈ Z, µ ∈ (0, 1] and k = 0, 1, 2, ..., define
|u|C = sup
O
|u(x)|, [u]Cµ = sup
x 6=y
|u(x)− u(y)|
|x− y|µ
.
[u]
(n)
k = [u]
(n)
k,O = sup
x∈O
|β|=k
ψk+n(x)|Dβu(x)|, (7.4)
[u]
(n)
k+µ = [u]
(n)
k+µ,O = sup
x,y∈O
|β|=k
ψk+µ+n(x, y)
|Dβu(x)−Dβu(y)|
|x− y|µ
, (7.5)
|u|
(n)
k = |u|
(n)
k,O =
k∑
j=0
[u]
(n)
j,O, |u|
(n)
k+µ = |u|
(n)
k+µ,O = |u|
(n)
k,O + [u]
(n)
k+µ,O.
Below we collect some other properties of spaces Hγp,θ(O) taken from [26] (also see [14]).
Lemma 7.3. Let d− 1 < θ < d− 1 + p.
(i) Assume that γ−d/p = m+ν for some m = 0, 1, · · · and ν ∈ (0, 1]. Then for any u ∈ Hγp,θ(O)
and i ∈ {0, 1, · · · ,m}, we have
|ψi+θ/pDiu|C + [ψ
m+ν+θ/pDmu]Cν ≤ c‖u‖Hγp,θ(O).
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(ii) Let α ∈ R, then ψαHγp,θ+αp(O) = H
γ
p,θ(O),
‖u‖Hγp,θ(O) ≤ c‖ψ
−αu‖Hγp,θ+αp(O) ≤ c‖u‖H
γ
p,θ(O)
.
(iii) There is a constant c = c(d, p, γ, θ) so that
‖af‖Hγp,θ(O) ≤ c|a|
(0)
|γ|+
|f |Hγp,θ(O).
(iv) ψD,Dψ : Hγp,θ(O)→ H
γ−1
p,θ (O) are bounded linear operators, and
‖u‖Hγ
p,θ
(O) ≤ c‖u‖Hγ−1p,θ (O)
+ c‖ψDu‖Hγ−1p,θ (O)
≤ c‖u‖Hγ
p,θ
(O),
‖u‖Hγp,θ(O) ≤ c‖u‖Hγ−1p,θ (O)
+ c‖Dψu‖Hγ−1p,θ (O)
≤ c‖u‖Hγp,θ(O).
Denote
H
γ
p,θ(O, T ) = Lp([0, T ], H
γ
p,θ(O)), Lp,θ(O, T ) = H
0
p,θ(O, T )
Uγp,θ(O) = ψ
1−2/pH
γ−2/p
p,θ (O)).
Definition 7.4. We write u ∈ Hγ+2p,θ (O, T ) if u ∈ ψH
γ+2
p,θ (O, T ), u(0, ·) ∈ U
γ+2
p,θ (O) and for some
f ∈ ψ−1Hγp,θ(O, T ), it holds that ut = f in the sense of distributions, that is for any φ ∈ C
∞
0 (O),
the equality
(u(t), φ) = (u(0), φ) +
∫ t
0
(f(s), φ)ds
holds for all t ≤ T . The norm in Hγ+2p,θ (O, T ) is introduced by
‖u‖
H
γ+2
p,θ
(O,T ) = ‖ψ
−1u‖
H
γ+2
p,θ
(O,T ) + ‖ψut‖Hγp,θ(O,T ) + ‖u(0, ·)‖Uγ+2p,θ (O)
.
Denote Hγ+2p,θ,0(O, T ) = H
γ+2
p,θ (O, T ) ∩ {u : u(0) = 0}.
Lemma 7.5. There exists a constant N = N(d, p, θ, γ, T ) such that for any u ∈ Hγ+2p,θ,0(T ),
sup
t≤T
‖u(t)‖Hγ+1p,θ (O)
≤ N‖u‖
H
γ+2
p,θ (O,T )
.
In particular, for any t ≤ T ,
‖u‖p
H
γ+1
p,θ (O,t)
≤ N
∫ t
0
‖u‖p
H
γ+2
p,θ (O,s)
ds.
Proof. See inequality (2.21) of [27]. Actually there is a restriction p ≥ 2 in (2.21) of [27], but by
inspecting the proofs of Theorems 4.2 and Theorem 7.1 in [18] one can easily check that in our
(deterministic) case the the result holds for all p > 1.
Denote Br(x) := {y ∈ R
d : |x− y| < r} and Qr(t, x) := (t, t+ r
2)×Br(x). As before, we define
weighted mean oscillation on Qr(x) with respect to measure ν(dx) = ρ
θ−d+pdx
oscθx(a,Qr(t, x)) = r
−2
∫ t+r2
t
(
−
∫
Br(x)
−
∫
Br(x)
|a(s, y)− a(s, z)|ν(dy)ν(dz)
)
ds
=
1
r2(ν(Br(x)))2
∫ t+r2
t
(∫
Br(x)
∫
Br(x)
|a(s, y)− a(s, z)|ν(dy)ν(dz)
)
ds.
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Denote OR := {x ∈ O : ρ(x) > R} and OcR := O \ OR. For κ ∈ (0, 1] and R > 0, let Q(R, κ) be the
collection of all Qr(t, x) so that r ≤ κρ(x) and Qr(t, x) ⊂ R×OcR. Define
a
#(θ)
R,κ = a
#(θ)
R,κ,O = sup
Q∈Q(R,κ)
oscθx(a,Q), a
#(θ)
κ = a
#(θ)
κ,O = sup
R>0
a
#(θ)
R,κ .
Recall that
oscx(a,Qr(t, x)) =
1
r2|Br(x)|2
∫ t+r2
t
(∫
Br(x)
∫
Br(x)
|a(s, y)− a(s, z)|dydz
)
ds.
For a subset U ⊂ O we say that a = (aij) is VMO in U if
lim
r→0
sup
Qr(t,x)∩U6=∅
oscx(a,Qr(t, x)) = 0.
Throughout this section we assume the following.
Assumption 7.6. There exist constants δ,K > 0 so that
δ|ξ|2 ≤ aij(t, x)ξiξj ≤ K|ξ|2, ∀ξ ∈ Rd.
Here is the main result of this article.
Theorem 7.7. Assume
a = (aij) is VMO in Oε for any ε > 0 (7.6)
lim
ρ(x)→0
sup
t
(
ρ(x)|bi(t, x)| + ρ2(x)|c(t, x)|
)
= 0 (7.7)
Then there exist constants ε1, κ1 ∈ (0, 1) so that if
lim
R→0
a
#(θ)
R,κ1
< ε1, (7.8)
then for any f ∈ ψ−1Lp,θ(O, T ) and u0 ∈ U
2
p,θ(O) the equation
ut = a
ijuxixj + b
iuxi + cu+ f, u(0) = u0 (7.9)
admits a unique solution u ∈ H2p,θ(O, T ), and for this solution we have
‖u‖H2p,θ(O,T ) ≤ N
(
‖ψf‖Lp,θ(O,T ) + ‖u0‖U2p,θ(O)
)
, (7.10)
where N = N(p, θ, δ0,K, T ).
Remark 7.8. (i) By inspecting our proof, one easily checks that (7.8) and (7.6) can be replaced by
a
#(θ)
R,κ1
< ε1 for some R > 0, and a = (a
ij) is VMO inOR.
(ii) Obviously, (7.8) and (7.6) are certainly satisfied if a is VMO in O (see Remark 5.2).
(iii) Our proof shows that (7.7) can be replaced by
lim
ρ(x)→0
sup
t
(
ρ(x)|bi(t, x)| + ρ2(x)|c(t, x)|
)
< β
for some β > 0.
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Proof of Theorem 7.7
See Theorem 2.10 of [14] for the case aij = δij , bi = c = 0. Hence, due to the method of
continuity, we only need to show that (7.10) holds given that a solution u ∈ H2p,θ(T ) already exists.
Let u ∈ H2p,θ(O, T ) be a solution of equation (7.9). By Theorem 2.10 of [14], the equation
vt = ∆v, v(0) = u0
has a unique solution v ∈ H2p,θ(O, T ), and furthermore
‖v‖H2p,θ(O,T ) ≤ N‖u0‖U2p,θ(O).
Thus considering u− v, we assume u0 = 0.
Let x0 ∈ ∂O and Ψ be a function from Assumption 7.1. In [14] it is shown that Ψ can be chosen
in such a way that for any non-negative integer n
|Ψx|
(0)
n,Br0(x0)∩O
+ |Ψ−1x |
(0)
n,J+
< N(n) <∞ (7.11)
and
ρ(x)Ψxx(x)→ 0 as x ∈ Br0(x0) ∩ O, and ρ(x)→ 0, (7.12)
where the constants N(n) and the convergence in (7.12) are independent of x0. Define r = r0/K0
and fix smooth functions η ∈ C∞0 (Br/2(0)) such that 0 ≤ η ≤ 1, and η = 1 in Br/4(0). Observe that
Ψ(Br0(x0)) contains Br and a
ij(Ψ−1(x)) is well defined for any x ∈ Br(0). For t > 0, x ∈ Rd+ let us
introduce
aˆij(t, x) := η(x)

 d∑
l,m=1
alm(t,Ψ−1(x))∂lΨ
i(Ψ−1(x))∂mΨ
j(Ψ−1(x))

 + δij(1− η(x)),
bˆi(t, x) := η(x)
[∑
l,m
alm(t,Ψ−1(x)) · ∂lmΨ
i(Ψ−1(x)) +
∑
l
bl(t,Ψ−1(x)) · ∂lΨ
i(Ψ−1(x))
]
,
cˆ(t, x) := η(x)c(t,Ψ−1(x)).
Then by (7.7) and (7.12) one can easily find r1 > 0 satisfying
sup
x1≤K0r1
(
|x1bˆi|+ (x1)2cˆ|
)
≤ β0/2.
Denote
b¯i = bˆiIx1≤K0r1 , c¯ = cˆIx1≤K0r1 .
It is not hard to check that there exists κ1 ∈ (0, 1) so that (if R is sufficiently small)
aˆ
#(θ)
R,κ0,Rd+
≤ Na
#(θ)
K0R,κ1,O
+Nη
#(θ)
R,κ0,Rd+
+ c(R),
where N = N(K0, η) and c(R) ↓ 0 as R→ 0. Take ε1 so that Nε1 ≤ ε0/2. The if limR→0 a
#(θ)
R,κ1,O
≤
ε1 then for any sufficiently small R, we have aˆ
#(θ)
R0,κ0,Rd+
≤ ε0, where R0 = 2R(1 + κ0)/(1− κ0).
33
Denote r¯ = r/(4K0) ∧ r1 ∧ R0/K0. Let ζ be a smooth function with support in Br¯(x0) and
denote v := (uζ)(Ψ−1) and continue v as zero in Rd+ \ Ψ(Br¯(x0)). Since η = 1 on Ψ(Br¯(x0)), the
function v satisfies
vt = aˆ
ijvxixj + b¯
ivxi + c¯v + fˆ
where
fˆ = f˜k(Ψ−1), f˜k = −2aijuxiζxj − a
ijuζxixj − b
iurζxi + ζf.
Next we observe that by Lemma 7.2 and Theorem 3.2 in [26] (or see [14]) for any ν, α ∈ R and
h ∈ ψ−αHνp,θ(O) with support in Br¯(x0)
‖ψαh‖Hνp,θ(O) ∼ ‖M
αh(Ψ−1)‖Hν
p,θ
. (7.13)
Therefore we conclude that v ∈ H2p,θ(T ), and by Theorem 6.6(ii) we have, for any t ≤ T ,
‖M−1v‖H2p,θ(t) ≤ N‖Mfˆ‖Lp,θ(t).
By using (7.13) again we obtain
‖ψ−1uζ‖H2p,θ(O,t) ≤ N‖aζxψux‖Lp,θ(O,t) +N‖aζxxψu‖Lp,θ(O,t)
+ N‖ζxψbu‖Lp,θ(O,t) +N‖ζψf‖Lp,θ(O,t).
Next, we easily check that
sup
t,x
(|ζxa|+ |ζxxψa|+ |ζxψb|) <∞
and conclude
‖ψ−1uζ‖H2p,θ(O,t) ≤ N‖ψux‖Lp,θ(O,t) +N‖u‖Lp,θ(O,t) +N‖ψf‖Lp,θ(O,t).
Finally, to estimate the norm ‖ψ−1u‖H2p,θ(O,t), we introduce a partition of unity ζ(i), i = 0, 1, 2, ...,M
such that ζ(0) ∈ C
∞
0 (O) and ζ(i) ∈ C
∞
0 (Br¯(xi)), xi ∈ ∂O for i ≥ 1. Observe that since uζ(0) has
compact support in O, we get
‖ψ−1uζ(0)‖H2p,θ(O,t) ∼ ‖uζ(0)‖H2p(t).
Thus we can estimate ‖ψ−1uζ(0)‖H2p,θ(O,t) using Theorem 2.1 in [17] and the other norms as above.
By summing up those estimates we get
‖ψ−1u‖H2p,θ(O,t) ≤ N‖ψux‖Lp,θ(O,t) +N‖u‖Lp,θ(O,t) +N‖ψf‖Lp,θ(O,t).
Furthermore, we know (see Lemma 7.3) that
‖ψux‖Hγp,θ(O) ≤ N‖u‖Hγ+1p,θ (O)
.
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Therefore it follows
‖u‖p
H2
p,θ
(O,t)
≤ N‖u‖p
H1
p,θ
(O,t)
+N‖ψf‖p
Lp,θ(O,t)
≤ N
∫ t
0
‖u‖p
H2p,θ(O,s)
ds+N‖ψf‖p
Lp,θ(O,t)
,
where Lemma 7.5 is used for the second inequality. Now (7.10) follows from Gronwall’s inequality.
The theorem is proved. 
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