This article presents results from a study of techniques that improve the performance of graphbased interprocedural slicing of the System Dependence Graph (SDG). This is useful in "massive slicing" where slices are required for many or all of the possible set of slicing criteria. Several different techniques are considered, including forming strongly connected components, topological sorting, and removing transitive edges.
INTRODUCTION
As originally introduced, program slicing is a source code extraction technique that allows a software engineer to extract an executable subprogram based upon a slicing criterion Weiser [1981 Weiser [ , 1982 . Program slicing has applications in debugging [Weiser 1982] , testing [Binkley 1998; Harman and Danicic 1995; Hierons et al. 1999 Hierons et al. , 2002 , program comprehension [Binkley et al. 2000; Fox et al. 2001; Rilling et al. 2001; Zhao 2002] , program decomposition [Gallagher and Lyle 1991] and integration [Binkley et al. 1995; Horwitz et al. 1989b ], software metrics [Bieman and Ott 1994; Ott and Thuss 1989; Longworth et al. 1986 ] and re-and reverse engineering [Canfora et al. 1994a , 1994b , Cimitile et al. 1995a , 1995b .
In some applications of slicing, only several slices need be computed, but in others, particularly those where slicing is used as an intermediate step in the computation of dependence information, there is a need to slice on many or all of the possible slicing criteria. This "massive slicing" is the motivation for this article, which studies six dependence graph optimization techniques that support improved performance for massive slicing. Ottenstein and Ottenstein [1984] first observed the suitability of the program dependence graph for computing (intraprocedural) slices as the solution to a reachability problem. The program dependence graph and its applications were also studied by Ferrante et al. [1987] . Horwitz et al. later provided an algorithm for context-sensitive interprocedural slicing that computed slices as the solution to a graph reachability problem over the system dependence graph [Horwitz et al. 1990; Reps et al. 1994; Reps 1998 ]. It is this interprocedural formulation of the dependence graph that forms the subject of the studies in this article.
The context for the work reported here is that of providing assistance to tool designers making decisions regarding the incorporation of a particular graph technique and representation. This article studies six techniques that improve the performance of computing context-sensitive interprocedural slices as the solution to a graph reachability problem. Results collected from a test bed of just over 1,000,000 lines of source code quantify the impact on the running time (and thus the applicability) of the techniques. It is expected that these techniques may also be applicable to and beneficial for other related graph-reachabilitybased analyses. However, future work is necessary to formally verify this belief.
The remainder of this article is organized as follows: Section 2 explains the applications of massive slicing (slicing on every possible slicing criterion). Section 3 provides background on program slicing and the tools used to collect the data. Section 4 describes the optimization techniques, while Section 5 reports the results of the study. Finally, Sections 6 and 7 present related work and then summarize the article.
THE APPLICATIONS OF MASSIVE SLICING
This article presents techniques for scaling up slicing so that it becomes possible to realistically slice medium to large programs on every possible slicing criterion. This section briefly describes some of the applications of this "massive slicing." Following Weiser's original suggestion in his thesis [Weiser 1979 ], several authors have described techniques that use slicing to measure the cohesion of programs [Bieman and Ott 1994; Meyers and Binkley 2004; Longworth et al. 1986; Ott and Thuss 1989, 1993; Ott and Bieman 1992; Ott 1992] . In this approach, slices for all "principal variables" are constructed and the relationships between these slices are explored to provide a basis for cohesion measurement. For example, in a program where there is a large degree of overlap among the program's slices, this would tend to indicate that the program is cohesive; that is, there is a large degree of shared computation, upon which all the primary computational results depend. This observation is at the heart of the work on slice-based cohesion measurement.
In order to measure cohesion using this approach, it is necessary to construct a slice of all principal variables in the program. The definition of what constitutes a "principal" variable is a parameter in these approaches to cohesion measurement. However, common choices [Ott and Thuss 1989, 1993; Ott and Bieman 1992; Ott 1992] include local variables whose value is output, global variables which are affected by a procedure, and a procedure's referencevalue parameters. This approach can result in a large number of slices being required. For example, in a recent study of forward and backward slice sizes [Binkley and Harman 2005a ] a code base of just over 1M lines of code was found to contain 1.8M global variable instances that would play the role of a principal variable according to this approach (i.e., summed over all procedures, there are 1.8M global variable instances that would be deemed to be principal variables). Therefore, taking global variables alone, the cohesion measurement for this code base would require the construction of almost 2M slices.
Massive slicing is also required in applications of slicing to software maintenance, most notably in the technique of union slicing [Beszédes and Gyimóthy 2002; Danicic et al. 2004] and of decomposition slicing [Gallagher and Lyle 1991] . A union slice is constructed from the union of many slices from the program, each constructed for a different dynamic slicing criterion. The aim is to approximate the precise static slice. This cannot always be fully determined, because minimal slicing is known to be undecidable Weiser [1979 Weiser [ , 1984 .
The goal of union slicing is to provide a lower bound on the value of the precise static slice, by combining the results of many dynamic slices. Together with the static slice itself (which provides an upper bound on the precise slice), this provides an approach to incrementally reducing the interval in which the precise slice can be determined to lie. Of course, to construct such a union slice requires that many slices be computed. The more slices that can be computed the greater the precision, so there is a direct connection between the precision of the approach and the level of massive slicing ability. While many different dynamic slicing algorithms exist, it is not uncommon for these algorithms to reuse the same dependence graph for all slices (e.g., the algorithms of Agrawal and Horgan [1990] ). In decomposition slicing, the goal is to construct a partial order of slices that decomposes the program under maintenance. From this decomposition, a set of complement slices can be constructed such that changes to the complement can be shown to leave certain decomposition slices unaffected. This approach supports maintenance activities that change the software; the decomposition and its complement delimit the areas of the software that can be safely changed without introducing ripple effects [Black 2001 ].
Other work on program analysis has used slicing as a bench mark application [Liang and Harrold 1999; Mock et al. 2002] . One aspect of this work was to assess the impact of different points-to analyses upon slice size. In order to ensure that the results were not biased by the choice of slicing criterion, the authors used as wide a selection of slicing criteria as possible [Liang and Harrold 1999] . The work of this article goes some way towards supporting this kind of investigation by increasing the chance that this form of study could routinely apply massive slicing, thereby removing possible experimenter bias in the choice of slicing criteria.
The authors developed the optimization techniques reported in the present paper in order to investigate, empirically, the nature of program dependence [Binkley and Harman 2004 , 2005a , 2005b . All of these studies required the construction of large numbers of slices, because slices had to be constructed for every valid slicing criterion in every procedure of every program. The ability to slice on every possible slicing criterion allowed for investigations of the relationship between forward and backward slicing [Binkley and Harman 2005a] and of the levels of predicate dependence, and of their correlation to parameter list size [Binkley and Harman 2004] . By a similar "massive slicing" approach the authors were able to reveal the presence of dependence clusters, which may cause problems for maintenance [Binkley and Harman 2005b] .
BACKGROUND
This section describes the interprocedural slicing algorithm, the subject programs, threats to the validity of the experiment, and the data collection environment.
Interprocedural Slicing of SDGs
The System Dependence Graph (SDG) is a collection of Procedure Dependence Graphs (PDGs) connected at call-sites by interprocedural control-and flowdependence edges [Horwitz et al. 1990] . A PDG represents a procedure as a collection of vertices and edges. The vertices represent the components of the program (e.g., assignment statements and predicates) and the edges represent dependences between them. With the exception of call statements, a single vertex represents predicates (e.g., from if and while statements), assignment statements, etc. A call statement is represented using a call vertex and four kinds of parameter vertices that represent parameter passing: on the calling side, parameter passing is represented by actual-in and actual-out vertices, while in the called procedure it is represented by formal-in and formal-out vertices. There are two kinds of edges in a PDG: control dependence edges and data dependence edges. A control dependence edge is labeled either true or false. Informally, it connects a predicate vertex v to a vertex u if, during execution, when the predicate represented by v is evaluated and its value matches the edge's label, then the program component represented by u will eventually be executed (provided the program terminates normally) [Horwitz et al. 1990; Ferrante et al. 1987] . The only kind of data-dependence edge used is the flowdependence edge. A flow dependence edge runs from a vertex that represents a definition of a variable to a vertex that represents a use of the variable reached by that definition [Horwitz et al. 1990; Ferrante et al. 1987] . The dependence edges are safe approximations to the semantic dependences found in the program [Podgurski and Clarke 1990] , which are generally not computable and therefore must be (safely) approximated. For example, Figure 1 shows a fragment of a procedure and the corresponding PDG fragment including both control and data dependence edges.
Taken with respect to vertex v, a slice includes the vertices that represent statements that potentially affect the computation represented at v. Figure 2 shows a simple program and the statements corresponding to the vertices in one of its slices. An interprocedural slice can be computed using simple graph reachability. However, the resulting slice is imprecise as it fails to take calling context into account. For example, both calls to add from Figure 2 would be included in such a slice. A two-pass reachability algorithm [Horwitz et al. 1990 ] avoids this imprecision.
In more detail, to address the calling-context problem, an SDG includes summary edges, which represent transitive dependences due to procedure calls. A summary edge at call-site c connects actual-in vertex v to actual-out vertex u if there is a path in the SDG from v to u that respects calling context by matching calls with returns (i.e., there is an interprocedurally realizable path from v to u). For the slice taken with respect to vertex v, the two-pass algorithm first identifies the necessary vertices in v's procedure P and in procedures calling P . It does this without descending into called procedures (by ignoring interprocedural edges from formal-out to actual-out vertices). This avoids the difficulty of identifying to which call site analysis should "return." The second pass identifies the necessary vertices from called procedures by descending only into procedures, again side-stepping the calling-context problem. 
The Subjects
The study considers just over 1 million lines of C code from 43 subject programs that range in size from 563 to 167K lines-of-code. Three programs were obtained from the European Space Agency (ESA), while the remainder are publicly available. Figure 3 presents summary information for these programs. It includes the size of each subject as measured in lines of code (LOC), the size of the resulting SDG (given by both vertex and edge counts), and finally the number of slices computed for each program.
Note that the number of lines-of-code and the number of slices do not match for two reasons. First, lines-of-code were counted using the Unix word count utility which is a rather crude method. Word count was chosen to make the results comparable with other studies that report lines-of-code as counted by word count [Anderson et al. 2001; Eisenbarth et al. 2002; Krinke 2002] . Second, a slice was computed for every vertex that represents executable source code. One "line of code," as counted by word count, may be represented by multiple vertices. For example, the single line "if (a && b)" is represented by two vertices to correctly model the sequence point and short-circuit (conditional) evaluation of boolean expressions in C.
The subject programs cover a wide range of programming styles. For example, the program prepro is Fortran-esque in its use of arrays. In contrast, several other programs make heavy use of function pointers. The program ed is rather tight knit and "single minded." In contrast, the program acct contains many different (related) computations.
Threats to Validity
With any empirical experiment, it is important to consider threats to validity. In the absence of human subjects, only two potential threats to validity need to be considered. These are threats to external validity and internal validity. External validity, sometimes referred to as selection validity, is the degree to which the findings can be generalized. In this experiment, a single platform and SDG construction algorithm were used and it is possible that the selected programs are not representative of programs in general. Thus, the results might not transfer to other platforms or SDG constructions (e.g., using an alternate points-to analysis) and may not apply to "typical" programs.
The use of other slicing algorithms might lead to different results. For example using a less precise points-to algorithm would have a significant, though predictable effect. Considering 43 subject programs helps to mitigate the second concern. The diversity of these programs makes it more likely that the conclusions about the techniques generalize. However, as most of these are opensource programs, it remains possible that non-open source programs would exhibit significantly different behavior.
Internal validity is the degree to which conclusions can be drawn about the causal effect of the independent variable on the dependent variable. In this experiment, the only serious threat comes from potential for faults in the seven slicers studied. Other common forms of internal validity, for example construct validity (the degree to which the variables used in the study accurately measure the concepts they purport to measure) are not an issue as the variables measured (e.g., slice size and time), can both be measured with high precision. Thus, the only serious internal validity concern comes from the assumption that slicers correctly implement each slicing algorithm. In practice, the slicing tools might contain errors, or employ imprecise analyses (e.g., imprecise dataflow analysis or imprecise points-to analysis). To mitigate this concern, for each program the output of the seven slicers was compared (and found identical in all cases). Thus, any slicing fault is present in all of the slicers. This reduces the impact implementation faults may have on the conclusions reached.
Data Collection
The data was collected on a dual processor Linux box running Red Hat Linux 7.1/kernel version 2.4.2-2. Each processor is a 1000-MHz Pentium III and has a 256-Kb cache with a 32-byte cache line. The processors share 4Gb of main memory. Memory contention between the two processors slows each down by 15.5% relative to a single processor in an identical environment. CPU utilization was 99 + % for all runs of each slicer. Each slicer was built using the GNU compiler, gcc version 2.96 with -O3 optimization.
Data was collected by slicing on every vertex in a program's SDG that directly represents source code. The most common cause of vertices that do not directly represent source code are vertices that represent the passing of global variables to and from procedures. Including the slices on these non-source vertices does not affect the results, other than providing more data for each program. Finally, slices were not taken with respect to vertices representing the standard C libraries libc and libm.
TECHNIQUES
This section introduces the six optimization techniques investigated and describes how they are combined to form the seven slicers studied in the next section. The six are summarized in Figure 4 . They include four algorithmic techniques: the formation of three kinds of strongly connected components and topological sorting, or top sorting, (labeled SCC, iSCC-s, and iSCC-c, and TS, respectively), and two "low level" techniques: vertex size reduction and redundant transitive edge removal (labeled Pack and Tran, respectively). These six are all preprocessing steps; thus, other than the time taken, they do not affect the two-pass slicing algorithm.
The seven slicers are based on Std, the standard (unoptimized) slicer. Std is a straightforward implementation of the two-pass interprocedural slicing algorithm presented by Horwitz et al. [1990] . The vertex data structure and excerpts from the slicer's implementation are shown in Figure 5 . The function b_slice drives the computation. It marks the vertices of Pass 1 by calling function b1_flood, which avoids descending into called procedures by considering only interprocedural edges into formal-in and entry vertices. These edges connect the procedure to calling procedures. The actual-out vertices identified in Pass 1 form the starting point for the second pass. Function b_slice calls Function b2_flood (not shown) starting from each actual-out vertex encountered during Pass 1. Function b2_flood is similar to b1_flood except interprocedural edges into called procedures are traversed rather than those out to calling procedures.
The six optimization techniques exploit certain patterns in the dependence graph in an attempt to reduce slice computation time. The first three techniques form different kinds of Strongly Connected Components (SCCs). All three satisfy two key requirements: first all vertices in an SCC will have the same slice and, second, any slice that includes a vertex from an SCC will include all the vertices of the SCC. Satisfying these two requirements allows each SCC to be collapsed into a single representative node. This is an instance of a minimal, consistent, and sharp vertex coarsening , which means that the slices produced are identical to those that would have been produced without merging vertices into SCCs.
The first SCC formation technique, denoted by SCC, builds intraprocedural SCCs by ignoring interprocedural edges during SCC construction. Because slicing within a procedure amounts to computing a transitive closure, SCC clearly satisfies the two requirements. An example of an intraprocedural SCC can be seen in Figure 1 where the vertices labeled "while (i < 10)" and "i = i + 1" form a two-vertex SCC. Any slice that includes one of these vertices will also include the other: thus, the two vertices can be treated as one. Intraprocedural SCCs are the simplest and most efficient of the three SCC formation techniques to compute. The remaining two SCC techniques consider interprocedural edges. Such SCCs are created as a result of recursion or when a procedure call occurs in a loop where results from one call flow into a call in a subsequent loop iteration. The first interprocedural SCC technique is Separate Interprocedural SCC, denoted by iSCC-s. In some sense this technique clones and then creates two specialized versions of the SDG. The clones are specialized to match the two passes of the interprocedural slicing algorithm. Thus, a vertex may be in two separate SCCs, one that is used during Pass 1 of a backward interprocedural slice and a second that is used during Pass 2 of a backward interprocedural slice. Of the three techniques, this produces the largest SCCs.
For example, using the program shown in Figure 6 , Figures 7 and 8 illustrate the pass specific SCCs formed by iSCC-s. Figure 7 illustrates the two SCCs found by iSCC-s for use during Pass 1: The bold vertices form two SCCs that include interprocedural edges only considered during Pass 1. Figure 8 illustrates an SCC found by iSCC-s for use during Pass 2: The bold vertices form an SCC that includes interprocedural edges only considered during Pass 2. Consider, for example the two SCCs in Figure 7 . One of them contains the Vertices 6, 8, 11, 13, and 16. It is due to the call edges (connecting Vertices 8, 13, and 16 to Vertex 6). The other SCC, which contains the Vertices 7, 9, 10, 12, 14, 15, and 17 is due to the parameter-in edges (connecting Vertices 9, 14, 17 to Vertex 7). If any bold vertex is encountered during Pass 1, all of the bold vertices of the corresponding SCC will be included in the slice. However, this is not true when one of these vertices is encountered during Pass 2. For example, consider the computation of a backward slice starting at Vertex 5. The slice will include only Vertices 1-5 during Pass 1 (the edge between Vertices 4 and 19 is not traversed during Pass 1). During Pass 2, this edge is traversed and some of the vertices in the SCC in Figure 8 are encountered (e.g., Vertex 15). However, Vertex 16, for example, is not included in the Pass 2 slice. If the SCC in Figure 7 were also used in Pass 2, the slice would incorrectly include both complete SCCs, and Vertices 16 and 17 in particular, which should not be included (e.g., the The final SCC formation technique, denoted by iSCC-c, attempts to strike a balance between the first two. Unlike iSCC-s, its SCCs can be used by both slicing passes. However, unlike SCC, interprocedural edges are considered. This technique simulates the two passes of the slicing algorithm by intersecting the results of two SCC-building passes. Thus, its interprocedural SCCs must involve recursive calls. The first pass traverses only intraprocedural edges and edges reaching called procedures (ignoring edges from formal-out to actual-out vertices). The second pass builds SCCs along intraprocedural edges and edges leaving called procedures (edges from formal-out to actual-out vertices). The final SCCs are built from the nodes that belong to the same SCC in the first and the second passes. The final SCCs are not true SCCs, but they fulfill the two requirements.
For example, Figures 7 and 8 illustrate the SCCs found during Pass 1 and Pass 2. Vertices 10, 12, 14, and 15 are in the same SCC during Pass 1 and Pass 2. Thus, they form an untrue SCC that can be used both during passes 1 and 2. Whenever one of these four vertices is included in a Pass 1 or Pass 2 slice, the other three will also be included. In comparison, with intraprocedural SCC formation only Vertex 10 has been additionally included in an SCC.
The implementation of the three SCC techniques is similar. The first, SCC, includes a straightforward implementation of intraprocedural SCC construction [Fischer and LeBlanc 1988] . As seen in Figure 9 intraprocedural SCC formation increases the size of a vertex by four additional fields, which has a negative impact on slicer performance. The creation of separate interprocedural SCCs by iSCC-s further increases the vertex size as it requires replacing the field PdgVertex scc rep with two fields: tPdgVertex pass1 scc rep and tPdgVertex pass2 scc rep. Finally, forming combined interprocedural SCCs by iSCC-c adds a field scc1, which is used to map the nodes to SCCs of the technique's first pass for comparisons in the second pass. In addition to the three SCC techniques, the final algorithmic technique changes the order of the vertices in memory. This is achieved by splitting the implementation into two phases. The first phase writes the vertices out in the desired order. The second phase reads them into an array, thereby preserving vertex order. Three orders were considered: depth-first-search order, breathfirst-search order, and topological-sort order. The first two produced no significant improvement from the random order in which vertices are initially read in. However, topological sorting proved beneficial; thus, the fourth algorithmic technique, denoted by TS, topologically sorts the vertices of each PDG. Note that, intraprocedural SCC formation is a necessary preprocessing step to topological sorting, since a precondition to the sort is that its input be a DAG.
The final two techniques are "low level" techniques. The first, Pack, employs bit packing to reduce the memory footprint of a vertex by packing structure fields and exploiting cache behavior. In particular, the four edge pointers of Std (see Figure 9 ) are collapsed to two edge pointers (as shown in Figure 10 ). This is possible because the two low-order bits of a pointer on the architecture used in the study are always zero; thus, the edge kind (intraprocedural or interprocedural) can be "packed" into these bits. After packing, the core of the function b1_flood becomes for( ; *edges != NULL; edges++) if (marked_traverse_in_pass1(*edges)) b1_flood(strip_edge_mark(*edges));
This is an example of a classic time-space trade-off. It produces extra work at run-time in the form of packing and unpacking in exchange for reducing vertex size. However, the relative speed of the memory and the processor make the packing and unpacking essentially "free." This relative speed difference exists on all modern processors. Thus, assuming bits could be found, other processors would be expected to show similar improvement. Pack also pays attention to two memory layout issues. First, related fields of a vertex structure are constructed to be adjacent in an attempt to place them in the same cache line. For example, on the target architecture kind and mark are now always in the same cache line. This is not the case using the declaration shown in Figure 9 . Second, vertices' incoming and outgoing edges are allocated from separate heaps, thereby improving locality of reference in main memory.
The final technique, Tran, performs transitive edge removal. For example, a code sequence such as a = 1; b = a; c = a + b;
includes a "redundant" flow dependence edge: There are flow dependence edges from a = 1 to b = a and c = a + b and from b = a to c = a + b. In terms of reachability, the edge from a = 1 to c = a + b is redundant. The importance of this observation is easier to see from the perspective of the definition of dependence graph slicing than from the perspective of the computation of a slice, which typically involves a backward flood along the edges of the dependence graph. The definition of the slice on Vertex v is the set of vertices from which v is reachable [Horwitz et al. 1989b [Horwitz et al. , 1988 Reps et al. 1994] .
Transitive edge removal is a compromise between two extremes. At one extreme, edges could be added to transitively close the graph, thereby reducing reachability to adjacency (i.e., connected by an edge). Adding these edges would speed reachability (at a tremendous space cost). The other extreme is to perform minimal transitive reduction, which yields the least graph whose transitive closure is the same as the transitive closure of the input graph. Finding a minimal transitive reduction is NP-complete and thus, is prohibitively expensive to compute. The resulting graph would require less memory but cause no increase in slice computation time.
Tran represents an easy-to-compute space-efficient compromise between these two extremes. For each vertex v in the graph, the following two-step procedure is performed. First, all vertices to which v has an outgoing edge are marked as directly reachable. Then, staying within the PDG (i.e., considering only intraprocedural edges), edges are walked starting from each of these vertices in a forward direction. If a vertex w marked directly reachable is encountered during this walk, then the edge from v to w is removed as a transitive edge. This process takes O(N * n) time, where N is the number of vertices in the SDG and n is the number of vertices in the largest PDG. Removing these edges saves the space needed to store them and the time needed to traverse them during slicing.
The six optimization techniques are combined to form seven different slicers. This is a small fraction of the possible number of slicers that could be produced. For example, if all six techniques were independent, six possible slicers could be formed. However, the techniques are interrelated. For example, as noted earlier, topological sorting requires the removal of (intraprocedural) cycles and thus must follow one of the three SCC techniques. Also, only one of the three SCC techniques can be applied, as all are mutually exclusive. Even after taking these interrelations into account, there are still too many combinations to run all possible slicers. The seven slicers summarized in Figure 11 were chosen for study. They cover the primary interesting combinations and are described in the remainder of this section. The first slicer, Std, is included to compute base-line data. The next four incorporate the techniques SCC, Pack, TS, and Tran to form a chain of increasingly optimized slicers. In more detail, the SCC optimization technique is used to augment Std producing +SCC. Next, the "low-level" packing algorithm is used to augment +SCC resulting in +Pack. This version is further augmented by topological sorting to produce +TS. Finally, transitive edge removal is applied, to produce the fully optimized version, +Tran. The final two slicers are produced by replacing SCC, the intraprocedural SCC computation, with one of the two interprocedural SCC formation techniques. The first, w/iSCC-c, replaces SCC with iSCC-c, while the second, w/iSCC-s, is a separate pass applied after intraprocedural SCCs are formed by SCC.
RESULTS AND ANALYSIS
This section describes the results of running each of the seven slicers described in Figure 11 on the programs described in Section 3. Summary data covering all executions is first discussed, followed by an examination of data specific to each different slicer (such as the number and size of the different SCCs). A discussion of memory use appears at the end of the section.
Overall, the combination of optimization techniques produces an average four-fold performance increase. Each individual technique produces an average increase in performance in its own right. However, for the two approaches to interprocedural strongly connected components, although there are performance increases, there are some programs which do not benefit from some of the strongly connected component techniques. The results indicate that the behavior of the graph reachability algorithm, optimized according to strongly connected components, is highly program-specific. This may suggest an alternative approach to cohesion measurement, in terms of the nature of the dependence graph's strongly connected components. However, this remains a topic for future study, as it is outside the scope of this article.
In this section, relative slice computation times for all seven slicers are shown in Figure 12 . This same data is shown graphically in Figure 13 . The times are scaled so that the running time for the unoptimized version (Std) is 1.00 for each program. This was necessary because the raw slicing times for Std ranged from 0.05 seconds to 768,391 seconds, making summary statistics, such as averages, meaningless (for reference, the unscaled times for +Tran are shown in Figure 14) . In Figure 12 , the last three rows show the sum, average, and the total percent run-time reduction. As can be seen in the data, the average performance increases as each of the first four techniques is incorporated into the slicer. Combined, the first four techniques produce an average 71% time reduction. The final two columns in Figure 12 show the performance increase when SCC is replaced by iSCC-c and iSCC-s, respectively. Both produce a mild improvement over +Tran. Figure 12 includes the performance increases for backward slicing. In general, the performance increases for forward slicing are slightly better (about 4% faster for each slicer), but overall show the same trend.
The performance of each slicer is now considered. First, the implementation of +SCC allocates the fields related to SCC formation as part of a vertex, rather than as a separate table. This has the advantage of being faster since a separate table lookup is not required. It has the disadvantage that fields for the SCC computation cannot be easily deallocated once SCCs have been formed. The impact of this can be seen in the data from the Column +SCC of Figure 12 : SCC formation is not beneficial for all programs. The worst case, csurf-pkgs, has a performance increase of 0.82 (i.e., runs 18% slower). Lack of a universal benefit is caused by two conflicting effects on run-time. First, the increase in vertex size required to maintain data used by SCC formation tends to increase computation time as it negatively affects cache performance. On the other hand, not repeatedly processing the vertices that make up each SCC tends to decrease computation time. Over all programs studied, SCC formation causes a net performance increase, as seen in the last three rows of the table.
Next, consider the +Pack column, which shows the effect of the two related packing techniques: the vertex size reduction and structure field reordering. On the target architecture, pointers and integers take four bytes: thus, a vertex from the Std version takes 28 bytes and a vertex from the SCC version takes 44 bytes (iSCC-s and iSCC-c require 48 and 52, respectively). In comparison, a vertex from the Pack version takes only 24 (respectively 28, and 32 for iSCCs and iSCC-c). This reduction was achieved by reducing the number of edge pointers and by reusing certain fields for different purposes during different phases of the computation. For example, the field mark used to mark vertices as "in a slice" during the slicing phase, is also used to hold low_link (see during SCC formation. The total memory used by some of the larger subject programs is discussed at the end of the next section.
In comparison with +SCC, size reduction accounts for three quarters of the improvement seen with +Pack and layout is responsible for the remaining quarter. For +Pack, the smallest performance increase is 1.11 and the largest is 7.85. The rather large spread between these figures suggests future work on why SCC formation is more effective in some cases than others. In particular, this might say something interesting about the underlying cohesiveness of programs and give general guidelines for program development.
Packing makes it possible to isolate the effect of SCC formation by reusing the fields of a vertex so that SCC formation does not need any additional fields. In other words, it forms SCCs without changing the size of a vertex (as +SCC does). This can be done by considering only the vertex size reduction (and ignoring the reordering), thereby obtaining the true effect of SCC formation, without the confounding effect of node size. Doing so, the average performance increase is 1.92 (compared to 2.09 when including the reordering). More importantly, each of the 43 programs shows some reduction. Thus, given constant vertex size, SCC formation always leads to an improvement.
As seen in Figure 10 , Pack biases the computation in favour of operations that use incoming edges over those that use outgoing edges because the latter is in a different cache line from the scc size, kind, and mark fields (the name field holds a unique vertex-id, and is not used after the SCC formation). This bias shows up in the data. The overall improvement for backward slicing, which traverses incoming edges is 14%, while the overall improvement for forward slicing is only 7% (the first 7% is accounted for by the bit packing in the edge lists).
Next, consider the column for top sorting (the +TS slicer). To facilitate placing vertices in topological order, the slicer +TS includes two phases (run in separate processes). The first forms SCCs, topologically sorts, and sends the vertices to the second phase, which computes the slices. During slicing, this allows further reduction in vertex size from 20 to 16 bytes as memory for fields required only during SCC formation need not be allocated during Phase 2.
Slicer +TS provides another significant improvement. This improvement has two main constituents: the top sorting and a drop in vertex size. While not shown in the figure, top sorting accounts for 86% of the reduction. This result suggests future work on techniques for automatically laying out data structures. Such work would mirror similar "lower-level" layout work [Chilimbi et al. 1999] .
The only slowdown with this version is for program time-1.7 whose performance increase goes from 2.50 to 1.67. Program time-1.7 is the second smallest program. The times taken to slice these small programs approach the resolution of the system timer. Thus, this apparent reduction is in fact an artifact of timer's resolution.
Column six shows the performance increases for +Tran, which incorporates transitive edge removal. Like +TS, the slicer +Tran includes two phases. The first forms SCCs, topologically sorts, marks transitive edges for deletion, and sends the vertices to the second phase, which computes the slices. Edges marked for deletion are never written out by Phase 1 and thus are never considered by Phase 2. At first glance, transitive edge removal appears to be another time-space trade-off. In other words, the removal of transitive edges should save the space used to store transitive edges at the expense of having to rediscover the path's transitive edges. However, for slicing, the removal of these edges saves both time and space. The explanation for this behavior lies in the realization that the transitive edges in the SDG have no exploitable pattern; therefore, the slicer cannot exploit their presence.
Over all 43 programs, an average of 25% of the intraprocedural edges were removed as redundant transitive edges, producing a 15% run-time improvement. Although this is considerably less than the 40% increases for each of SCC formation and topological sorting, it is still worthwhile.
Having large procedures and in particular one large procedure also affects the other techniques. The effect of TS is amplified by having large functions because topological sorting is done on a per-procedure basis: thus, programs with lots of small functions get less benefit than those with fewer larger functions. This is clearly the case with indent's large function. A similar observation applies to Tran which does not consider interprocedural edges and thus would be expected to work (slightly) better in the presence of large functions.
For indent, vertex packing provides the average benefit, but the program is small and its SDG may fit entirely in the L2 or even the L1 cache. Over all programs, the improvement caused by Pack also has the lowest standard deviation of all the techniques. Inspection of several programs reveal no source pattern that explains the variation in Pack. A particularly poor cache layout that improved because vertices shrank and thus changed cache lines is the leading contender.
The worst overall improvement was for csurf-pkgs followed closely by copia. Both of these include primarily small functions. Small functions do not support the formation of large intraprocedural SCCs. In addition, they reduce the effectiveness of TS, as sorting the vertices of a small function provides little advantage within the PDG, and the order of the PDGs is essentially random. The same is true for Tran to a lesser extent. As described below, the functions of copia are largely mutually recursive (csurf-pkgs' are not), which does create large interprocedural SCCs.
Finally, the two alternate SCC algorithms provide additional improvement when used to replace SCC in +Tran. Over all programs, w/iSCC-c provides a 15% improvement over +Tran. Excluding the performance increase for copia, w/iSCC-s provides a further 16.5% improvement over w/iSCC-c (the 50% improvement for which in Figure 12 is also a "timer-resolution" artifact). Copia is an outlier. Its performance increase of 330 is due to a 13,040 vertex Pass 1 SCC that is included in 4,461 of the 4,680 slices. As the size of these slices ranges between 13,000 and 14,000 vertices, their computation is very fast (the large SCC is likely to reside in the L1 cache during the entire computation).
The programs that received the best and the worst overall speedup using +Tran are now considered. In particular, program characteristics that cause the extremes are discussed. The program indent shows the best overall improvement (a speedup of 14.01). An inspection of its source code reveals that the main function includes a large (over 1400-line or almost 25% of the code) loop that processes input tokens. This loop includes a "switch on type code" case statement with over 1150 lines. Because this code is all in one function it is possible for it to be part of a large intraprocedural SCC. This indeed happens as the processing of various type codes influence each other, resulting in an SCC that includes about one third of the SDG: 47.5% of indent's 25,737 vertices that belong to SCCs including one of 8,623 vertices (from the main loop).
An inspection of the source code for those programs that had large SCCs reveled two causes. First, programs such as indent, with a few disproportionately large functions, support the formation of large intraprocedural SCCs. The second cause produced the largest improvement of any of the techniques. The reduction is for w/SCC-s when applied to copia. While copia has few global variables and small functions, it essentially implements a finite state machine with a central dispatch function that calls most other functions and is called by all of these. This recursion leads to large interprocedural SCCs and thus the tremendous speedup. The vertices of these SCCs are mostly procedure inputs and outputs that are treated separately by iSCC-s; however this means that iSCC-c does not discover large SCCs nor does SCC.
The observation that some programs have very large SCCs is important not only for optimization purposes. It has practical significance, since large clusters of dependence can be an inhibitor to continued maintenance. This observation motivated a study of dependence clustering using massive slicing, which revealed a striking prevalence of large dependence clusters in the code base, suggesting opportunities for refactoring to reduce this "dependence pollution" [Binkley and Harman 2005b] .
The remainder of this section considers data related to each slicer independently. To begin with, for the +Tran slicer, two additional views of the data are presented. First, the following table shows the time taken (averaged over all programs) by each step in the computation. Note that slicing includes the time to compute both backward and forward slices [Horwitz et al. 1990 ] for every statement in the program. Average time per slice over all programs is 0.32 seconds while the average for cvs, which has the highest average, is 5.5 seconds.
Step For +Tran, Figure 14 shows some additional statistics related to raw slicing times. These include the average slice size, the total time taken to compute the two-pass closure for every executable code vertex from the program, and the pace of this computation. This data provides targets for future tools performing related analyses. Note that the data does not include parsing and preprocessing time-just the slice computation time. The final three columns include the number of slices that must be taken to pay for the preprocessing time. Figure 14 also shows the point at which the pre-processing time invested in applying the optimization techniques pays off. That is, it shows the number of slices which must be computed before both the unoptimized and fully optimized forms of slicing would take identical time. For most of the programs this is well below 10% of the total slices in the program, making the technique applicable for massive slicing in all these cases. For a few of the smaller programs-compress, replace, time, wdiff and which-the break even point is not reached for some time. However, these programs each have no more than 2,500 slices, which is fewer than 10% of the average number of slices for all programs studied. They are all small programs with few slices, relatively speaking. Clearly, for such programs with only a few slices, optimizations for massive slicing may not be worthwhile.
Columns 5 and 6 show the number of slices Std could compute in the time it takes +Tran to perform its preprocessing. Column 5 assumes that each slice is computed "from scratch", while Column 6 assumes the graph is read in only once. The final column shows the number of slices that would need to be computed in order for the faster slicer +Tran to take less time than Std, assuming both slices read the SDG in once during initialization. Ignoring the five smallest programs, for which the resolution of the timer makes the computation errant, the average is about 1% of the total slices taken. Thus, for a user computing individual slices (from scratch), the preprocessing is paid for on average before the 3 rd slice. For a user computing a collection of slices, the preprocessing is paid for after about 1% of all slices have been computed.
Total time, Column 3, was used to generate a linear model predicting the computation time based on a graph's size as measured by the number of vertices and the number of edges encountered during slicing. The resulting linear model is
where V is the number of vertices encountered (a vertex is counted each time it is included in a slice) and E is the number of edges encountered (an edge is counted each time it is traversed). This model has an R value of 95.9, which implies an excellent linear fit. There are approximately 5.9 edges for every vertex. Using this factor, the two coefficients can be combined, yielding Time = 0.710 × V . Inverting the coefficients yields the pace of the computation, which is approximately 1.4 million vertices per second. As there are approximately 14.1 vertices per line of code, this denotes a pace of approximately 100 KLOC per second.
Finally, Column 4 shows the computation pace for each program. Recall that this includes the slicing time only and not the time for parsing the input nor for building the dependence graph. The final row of this column gives an average pace of 3,006 KLOC per second. One reason why this figure is higher than the 100 KLOC is because it is an unweighted average, and the pace of several of the small subject programs is rather fast. The weighted average is 1,177 KLOC per second. Both figures should be treated as approximations.
Three SCC algorithms were studied. Figures 15, 16 , 17, and 18 present statistics that compare the different kinds of SCCs formed. Figure 15 shows numbers for +SCC and w/iSCC-c. This includes the number of vertices in SCCs, the number of SCCs, and the number and percentage of the vertices per SCC. For +SCC, this latter value ranges from 0.2% to 47.5% with three programs having over 30% of their vertices in SCCs (indent, ed, and empire). It is interesting to note that only indent is in the top three when ranked by level of performance increase. Programs a2ps and diffutils with performance increases of 3.33 and 2.18, respectively, show greater improvement than ed and empire. This is explained by observing that, while they have fewer vertices in SCCs, these SCCs are contained in a larger number of slices and thus their smaller savings have a large frequency of occurrence.
In general, w/iSCC-c produces larger but fewer SCCs than +SCC: the average size goes from 29.7 to 142.1 and the average count goes from 1,709 to 769 SCCs. This causes the percentage of vertices in SCCs to rise from 16.9% to 19.2%. Not all programs experience a benefit in terms of performance increase: a program-by-program comparison shows that 18 of the 43 programs have the same SCCs as +SCC. Figure 16 shows the statistics for the two passes of the third SCC algorithm, w/iSCC-s. Computing separate SCCs for Pass 1 and Pass 2 should create larger SCCs. The data supports this observation. In general, when compared to the SCCs computed by +SCC and w/iSCC-c, those computed by w/iSCC-s are larger and fewer in number. The difference can be dramatic. For example, copia's Pass 1 SCCs are over 235 times larger than with +SCC.
Excluding the outlier copia, when compared to +SCC the average SCC is 70% larger for Pass 1 and 56% larger for Pass 2. When compared to w/iSCCc, the average SCC is 45% larger for Pass 1 and 34% larger for Pass 2. At the other end of the spectrum, 8 of the smaller programs (e.g., compress and space) have only intraprocedural SCCs and thus have the same size SCCs for all three techniques. Program li has the largest percentage of vertices in SCCs with 72.4% of the vertices in Pass 1 SCCs and 65.0% in Pass 2 SCCs. Both are significantly greater than the averages of 27.1% and 24.7% respectively.
The final two rows of the table in Figure 16 show the sum and average of each column. On average there are more vertices in Pass 1 SCCs than in Pass 2 SCCs (7,509,911 versus 6,851,449) and more Pass 1 SCCs than Pass 2 SCCs (49,337 versus 46,198) . The number of vertices per SCC is slightly greater with Pass 1 (10,885.0 versus 10,282.5 for Pass 2). This is because there are more procedure inputs than procedure outputs. Thus, there are more interprocedural edges considered during Pass 1, which has the effect of including slightly more vertices.
SCC computation provides two further illustrations of how excessive preprocessing can become prohibitively expensive. First, consider the costs and benefits of the three SCC formation techniques. Figure 17 presents the relevant data. The middle section of the table shows the computation time for SCC formation in the slicers +SCC, w/iSCC-c, and w/iSCC-s. The last two columns show the percentage increase in SCC formation time when SCC is replaced by iSCC-c and iSCC-s. Only programs for which one of the three SCC formation techniques took more than five seconds are shown. For the rest, the comparison is less interesting, as they are all "fast". For reference, the data includes the backward slicing time of the +Tran slicer, which incorporates the intraprocedural SCC technique SCC. As can be seen in the table, SCC takes negligible time relative to the time taken to compute the slices. This is not true of the two interprocedural SCC formation techniques. In fact, for some of the larger programs, forming the SCCs takes longer than slicing, making it inappropriate as an optimization technique for slicing.
The second illustration considers the formation time for intraprocedural SCCs by +SCC and w/iSCC-s, which computes intraprocedural SCCs as a preprocessing step. The data in Figure 18 show how w/iSCC-s takes longer to compute the same intraprocedural SCCs. This increase is caused by a vertex size increase. Comparing the columns labeled "SCC" and "iSCC-s intra only" allows the impact of an increase in vertex structure size to be assessed on the SCC computation (rather than on slicing as seen in Figure 12 ). The additional cost for iSCC-s varies from 7% to 1,826% and illustrates the impact cache effects have on graph algorithms such as SCC formation. This section concludes with a brief look at the memory used by the slicers. Data was collected on the space used by each slicer. The two main constituents are the memory needed to store vertices and the memory needed to store edges. While the techniques affect the vertex size, the size of an edge remains constant, at 4 bytes throughout the experiments. Thus, for the most part, the memory usage tracks the vertex size, dampened by the storage used for edges.
Most of the subject programs require negligible memory. For programs on which Std used at least 15Mb of memory, Figure 19 shows the memory used by Std and the most memory efficient slicer +Tran. The +Tran data is divided into the two phases of the implementation. Phase One computes SCC, Pack, TS and Tran. It then outputs the SCC representatives in topological order, without the edges removed by Tran. Phase one also outputs the remaining vertices (those in SCCs that are not the SCC representative) so that they can be used as slicing criteria. Phase Two reads in the resulting graph and slices it.
These two phases are run in series: thus, the total memory needed is the larger of the two figures. Compared to the 17% average savings for Phase 1 of +Tran over Std, the average reduction for Phase 2 is 66%; thus, a program requiring three times as much memory can be proceeded by Phase 2 of +Tran than by Std. This is practical, even though Phase 1 requires more memory, because Phase 1 takes only a fraction of the total run time: thus, swapping during this phase might be acceptable.
The memory used by the other slicers, and Phase 1 of +Tran, is proportional to that used by Std. The actual proportion varies slightly from program to program depending primarily on the ratio of vertices to edges. In comparison, the memory drop for Phase 2 of +Tran is more dramatic and more varied. It is more dramatic primarily because fields for preprocessing attributes need not be allocated (e.g., fields used in the SCC construction). It is more varied because Tran has varying degrees of success removing redundant edges, which Phase 2 never need allocate.
RELATED WORK
While source code analysis begins with the source code, source code is rarely the best representation for an analysis tool to work with. Many alternate representations have proven useful. Graphs (including their degenerate form, trees) make up a majority of these representations. For example, one of the earliest source code analysis tools, the compiler, led to two of the most widely used graphs: the control-flow graph and the call graph [Fischer and LeBlanc 1988] .
Compilers were arguably the first, but are not the only, source-code analysis tool to make use of graphs as internal representations. For example, dependence graphs, developed in connection with aggressive optimizing compilers [Ferrante et al. 1987] , have been suggested for use in a variety of alternative applications. These include, for example, program slicing [Binkley and Gallagher 1996; Tip 1995; Weiser 1984] , whole program documentation [Balmas 2002] , and heap variable modeling [Horwitz et al. 1989a] .
The optimizations presented here are not restricted to dependence graphs and slicing. Cycle elimination, to which SCC formation belongs, is a very general optimization technique. For example, in data flow analysis it is used to decompose the control flow graph for hybrid analysis algorithms [Lee and Ryder 1994] . Within the SCCs the analysis is iterative and elimination-like during propagation between the SCCs. SCC formation is essential for fast pointer analysis [Fähndrich et al. 1998; Rountev and Chandra 2000; Heintze and Tardieu 2001] .
Another example is the efficient computation of path conditions [Snelting et al. 2006] , which compute necessary conditions for information flow between two program points. The generation makes heavy use of interval analysis to identify nested SCCs and paths are then decomposed into parts that can be analyzed independently.
In software re-engineering SCC formation can be used as a clustering technique. Koschke [1999] uses it for incremental semi-automated component recovery; components in a SCC mutually depend on one another. Systems that analyze dependences and relationships between components, for example, Rigi [Müller and Klashinsky 1988] , use SCC formation to transform cyclic dependence graphs into acyclic graphs.
This article is an extended version of a paper presented at the 3rd Source Code Analysis and Manipulation Workshop (SCAM 2003) [Binkley and Harman 2003b] . Also an analysis similar to the one presented here was undertaken by Krinke [2003] , who proposed several techniques similar to those discussed in Section 3 for reducing the cost of graph based operations. Two are briefly mentioned herein. First, Krinke observes that the standard computation of SDGs leads to a set of redundant vertices and edges. For example, function parameters that are never used before being defined generate formal-in vertices with no outgoing edges. Such vertices can be removed together with the incident edges without loss of precision, leading to 9% fewer vertices and 13% fewer edges.
Second, his notion of folding cycles is essentially the formation of intraprocedural SCCs. He shows that the computation of SCCs for chopping [Jackson and Rollins 1994 ] must be handled differently to the computation for slicing. The computation of SCCs for slicing includes summary edges, and thus it may fold vertices of different call sites into one SCC. This cannot be used for chopping, because the computation of chops relies upon the mapping of summary edges to call sites. This leads to a smaller reduction than for slicing (a 41% reduction in vertices for slicing and only 26% for chopping).
Krinke also observes that folding interprocedural cycles loses context sensitivity, but achieves a dramatic reduction in graph size (a 66% reduction in vertices and a 76% reduction in edges). The loss of context sensitivity causes not only an avalanche-like loss of precision, but also a large increase in average slice construction time. This observation, that waiving context sensitivity typically increases average slice time, has also been reported, with similar results, by Binkley and Harman [2003a] and Krinke [2002] .
SUMMARY
This article presents five optimization techniques designed to improve graph processing time for interprocedural program slicing. It empirically quantifies the efficiency improvements expected from these different algorithms by studying their effect upon interprocedural slicing performance for a code base of just over one million lines of code. This article also investigates the effect of compact data representation on the implementation of interprocedural slicing.
This article also explores the point at which these algorithmic and implementation techniques provide a payoff, relative to the costs of data structure creation. Over all programs studied, only 1.7% of the slices need be computed before the break-even point is reached, indicating that the optimizations are useful for massive slicing, where a much larger percentage of slices would need to be computed. However, the results also indicate, unsurprisingly, that for programs with only a few slices, the break-even point is uneconomical, indicating that the techniques are only worth applying for programs with a large number of slices.
This work is important because many client applications of program slicing require a form of massive slicing-slicing on many or all of the possible criteria within the program. The number of slicing criteria in a program is of a similar order to the number of lines of code in the program, so efficiency of slice computation time is an important issue for massive slicing of large programs.
The empirical evidence provided by the studies reported in this article, gives base-line data for future work. The data are also useful to tool builders concerned with the decision as to which, if any, graph technique to incorporate into a tool. The advantages and disadvantages of identifying strongly connected components or using topological order, for example, can be better evaluated given the data presented in this article. Future work will investigate the extent to which the techniques explored here can be extended to apply to other graph-based program analyses.
