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Abstract
We comment on a phenomenon of instability that appears while computing eigenfrequencies using the integral equation
framework. More precisely, it is currently known that the real symmetric matrices are well, and sometimes the best,
adapted to numerical treatment. However, we show that this is not the case, if we wish to determine with high accuracy
the spectrum of elliptic, and other related operators, using integral representations. c© 2001 Elsevier Science B.V. All
rights reserved.
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1. Introduction
The problem of determining the vibration eigenfrequencies and eigenmotions of structures of
diverse nature, which are under stress, has occupied the attention of a large number of scientists
and engineers during the last decades. The need to study the di9erent energy levels reached by
the systems, their statics and dynamics responses, make it necessary to study quantitatively as well
as qualitatively their associated spectrums. The actual computation of these eigenfrequencies and
the determination of these eigenmotions with good precision is generally a di:cult task. This is
particularly true if we are interested in determining the high frequencies, that is, those frequencies
that have much lower wavelengths than the dimensions of the propagation medium. In practice, we
consider wavelengths that are three, four, 100 times or more smaller than the diameter of the domain
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at issue (propagation medium). In these instances, if we apply the classical discretization methods,
we encounter matrix systems that are made up of several millions of elements and, in this case, we
not only have to handle the problem generated by the vast number of operations to be carried out
but also with the instabilities and inconsistencies that this involves. During the past years and with
the appearance of new computing sciences, it has been possible to extend visibly the horizon of
the calculations that can be carried out in practice and, as a consequence, adopt new mathematical
techniques to solve the problem numerically. Among these techniques, we have the calculation of
eigenvalues using integral equations.
The most well-known classical techniques used to carry out the spectral calculations associated to
elliptic equations, Maxwell equations, and the similar, are Bnite elements, Bnite di9erences, and
colocation methods. Among other well-known references we may mention Zienkiewicz [39,40],
Ciarlet [8], BabuFska and Osborn [3], Axelsson and Barker [2], Brezzi and Fortin [7], Mitchell
and Wait [30], Rannacher [35], Raviart and Thomas [36], Vandeven [38], Oden and Reddy [34],
Bernardi and Maday [4], Gr'egoire et al. [15,16], Forsythe and Wasow [12], Strang and Fix [37],
Gottlieb and Orszag [14], Descloux et al. [10,11] and Mercier et al. [28]. For numerical methods
based on integral equations we may mention N'ed'elec [31–33], Giroire [13], Ha Duong [18], Hazard
and Lenoir [21,22], Bonnet [5], Hsiao and Wendland [23,24], Hamdi [19], Hamdi and Mebarek [20]
and Conca et al. [9], among others.
Our main purpose in this numerical work is to show a perturbation or distortion phenomenon
which is not very well known and that appears while attempting to compute real eigenvalues using
the integral equations technique. More precisely, if we consider spectral problems that have their
real eigenvalues and the associated real-valued eigenfunctions, that is, k ∈ R; u(x) ∈ Rn; ∀x ∈
; n¿1, and if we consequently work with integral representations that only consider the real part
of Green’s function, or fundamental solution associated to the di9erential operator being considered,
then instabilities di:cult to control will appear and which will make it practically impossible to
identify the values searched for. This phenomenon which is detected in numerous applications, see,
e.g., [27] and the references indicated therein, makes it necessary to have a more complete numerical
study. For the sake of clarity and simplicity, the theoretical and numerical development in this article
only deals with the scalar Helmholtz equation. However, it is directly and easily applicable to other
equations such as those of linear elasticity, Stokes’ compressible and incompressible equations in the
elliptic case, and Maxwell’s equations in a more general case. We then restrict ourselves to study
the problem: Find k ∈ R, for which there exists u :  → R nonvanishing such that
Lu+ k2u= 0 in ;
(1.1)
u = 0 on @;
or
@u
@n
= 0 on @: (1.2)
We will present the model spectral problem, its equivalent formulation using integral equations
as well as its variational formulation in Section 2. We stress the computation linked to the limit
conditions of both homogeneous Dirichlet and Neumann type. Section 3 will be devoted to deal
with the discrete associated problem and its matrix formulation. We also tackle the treatment of
singularities using adequate quadrature formulas and the explicit calculation of those terms containing
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these singularities. Some numerical results, which make evident the e9ectiveness and relevance of
the proposed numerical method, will be given in Section 4.
2. Model problem of the eigenvalues
We consider a bounded domain ⊂Rn (with n = 2 or 3), with boundary @ that we suppose
regular enough. Using integral representations we aim to obtaining an e:cient, stable and consistent
method to solve the following eigenvalue and eigenvector problem: Find (k; u) ∈ R+×H 1(); u = 0,
such that
Lu+ k2u= 0 in ; (2.1)
u= 0 on @ (2.2)
or
@u
@n
= 0 on @: (2.3)
In cases (2.2) or (2.3) we restrict ourselves to search for strictly positive real solutions, since the
sign of k ∈ R is not involved, the vanishing eigenvector, if it exists, does not interest us, and if
Im k = 0, the associated bilinear form is coercive, hence we are only left with the null solution. As
usual, the function spaces H 1(); H 10 () are deBned by
H 1() =
{
v :  → C | v; @v
@xi
∈ L2(); i = 1; : : : ; n
}
;
H 10 () = {v ∈ H 1() | v= 0 on @}
and are Hilbert spaces endowed with the scalar products (see, e.g., [6,8,34,36])
〈u; v〉H 1() =
∫

∇u · ∇v dx +
∫

uv dx;
〈u; v〉H 10 () =
∫

∇u · ∇v dx:
In what follows and to obtain the integral representations, we need to deBne the exterior domain
to , that is, e ≡ Rn \ P (see Fig. 1).
Fig. 1. Domain of the problem.
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As is well known, from a functional point of view, (2.1) may be formulated as a compact
perturbation of the identity and, therefore, if we consider the limit condition, be it of Dirichlet (2.2)
or Neumann (2.3), we have the following solutions:
Proposition 1. There exists a countable sequence {(k‘; u‘)}‘¿1⊂R×H 1() of solutions of problem
(2:1). Moreover; they satisfy the following properties:
(i) 06k1¡k26k3 · · ·6k‘ → +∞; as ‘ → +∞;
(ii)
∫
 u‘u‘′ dx = ‘;‘′ ∀‘; ‘′¿1;
(iii)
∫
∇u‘ · ∇u‘′ dx = 0 ∀‘ = ‘′.
Conversely; if (k; u) ∈ R× H 1() is a solution of (2:1); then there exists ‘¿1 such that |k|= k‘;
and such that u ∈ E‘; with E‘ the associated eigenspace to k‘.
The proof of this proposition is classical and may be found in any good text on elliptic operators.
Determining the regularity of the solutions u ∈ Hs() ∧ u ∈ Hs+() ∀¿ 0 (see [17,26]), and the
simplicity of the Brst eigenvalue k1¡k2 (see [6]) is very important in the applications, although
their proofs are less evident.
2.1. Dirichlet’s boundary condition
Let (k; u) ∈ R+ ×H 10 () be a solution of (2.1) and (2.2). If we extend by zero the function u(·)
on e, that is to say,
uT(x) =
{
u(x) if x ∈ ;
0 if x ∈ e;
(2.4)
then u(·) is a solution of (2:1; 2) if and only if uT(·) is a solution of the following transmission
problem (see [32]):
LuT + k2uT = 0 in  ∪ e; (2.5)
[uT] = 0 on @; (2.6)
[
@uT
@n
]
=
@u
@n
on @; (2.7)
where [uT] (resp. [@uT=@n]) represents the jump of function uT(·) (resp. (@uT=@n)(·)) through the
boundary @. Under this condition, it is easy to see that uT(·) has an integral representation (see
[33,25,29]), namely simple-layer potential, given by
uT(x) =
∫
@
@u
@n
(y)Gk(x; y) d(y) ∀x ∈ ; (2.8)
where the integral is deBned on the boundary of , its associated integration variable is y, and the
function Gk(·; ·) is the well-known Green function related to the Helmholtz equation (or operator,
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see the references of above) which, for n= 2 ◦ 3, is given by
Gk(x; y) =


i
4
H (1)0 (k|x − y|); n= 2;
eik|x−y|
4|x − y| ; n= 3:
(2.9)
Here the function H 10 (·) is the HRankel function of order zero and of the Brst kind (see [1]). Therefore,
if we wish to solve (2.1) and (2.2), then @u=@n should satisfy the integral equation∫
@
@u
@n
(y)Gk(x; y) d(y) = 0 ∀x ∈ @: (2.10)
It is worth remarking that @u=@n = 0 on @, is a solution of (2.10) if and only if k = k‘, some
‘ ∈ N. Therefore, our idea consists in computing a high accuracy approximation of the function
(@u=@n)(·) and, next, searching for values of k ∈ R+ for which formula (2.10) is singular, that is,
for those values such that Eq. (2.10) has at least one nonnull solution.
From a functional point of view, we deal with an elliptic pseudo-di9erential operator S of order
−1, deBned ∀k, with s ∈ R, as follows (see, e.g., [13,18] or [33]):
S : Hs(@)→ Hs+1(@); (2.11)
q→ S q= ’; (2.12)
where the function, or distribution, ’ ∈ Hs+1(@) is given by the nonlocal expression
’(x) =
∫
@
q(y)Gk(x; y) d(y) ∀x ∈ @: (2.13)
By the above we have that S is continuous from Hs(@) into Hs+1(@), and then compact from
L2(@) into itself. This fact shows that Fredholm’s alternative is applicable, hence, we search for
positive real values of k such that Fredholm’s integral equation of the Brst kind
Sq= 0 in H 1=2(@) (2.14)
has at least one nonnull solution q ∈ H−1=2(@), (here s =− 12 ). It is straightforward to see that in
such case we have
@u
@n
= q: (2.15)
Thus, it is easy to deduce the variational formulation of (2.10): Find k ∈ R for which there exists
q ∈ H−1=2(@) \ {0} such that ∀q′ ∈ H−1=2(@) we have∫
@
∫
@
Gk(x; y)q(y)q′(x) d(y) d(x) = 0: (2.16)
2.2. Neumann’s boundary condition
Analogously, in Neumann’s case we consider an extension of the function u(·) but other than (2.5).
More precisely, we deBne ue :e → C as the unique solution of the exterior Helmholtz problem (see
[21,33])
Lue + k2ue = 0 in e; (2.17)
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ue = u on @; (2.18)
lim
R→+∞
∫
@B(0;R)
∣∣∣∣@ue@n − ikue
∣∣∣∣
2
d = 0; (2.19)
where @B(0; R) is the sphere centered at the origin and radius R. Therefore, the extended function
uT(·) is given by
uT(x) =
{
u(x) if x ∈ ;
ue(x) if x ∈ e
(2.20)
and satisBes the transmission problem
LuT + k2uT = 0 in  ∪ e; (2.21)
[uT] = 0 on @; (2.22)[
@uT
@n
]
= q on @; (2.23)
from what, we deduce its integral representation, which actually reads
uT(x) =
∫
@
q(y)Gk(x; y) d(y) ∀x ∈ : (2.24)
Taking into account Neumann’s limit condition (2.3) together with the expression of the interior
normal derivative of (2.24), we obtain the following integral equation:
1
2
q(x) +
∫
@
q(y)
@Gk
@nx
(x; y) d(y) = 0 ∀x ∈ @: (2.25)
When solving a Neumann problem using a simple-layer potential, the obtained operator ( 12 I +
D) has good properties as S, deBned in (2.11)–(2.13). That is to say, it is a pseudo-di9erential
operator of order −1. Its variational formulation is done by: Find k ∈ R for which there exists
q ∈ H−1=2(@) \ {0}, such that ∀ ∈ H 1=2(@) we have
1
2
∫
@
q(x) P (x) d(x) +
∫
@
∫
@
q(y) P (x)
@G
@nx
(x; y) d(y) d(x) = 0: (2.26)
3. Discretization of the model problem
As we have a variational formulation, (2.16) or (2.26), it is quite natural to approximate the
problem using a Galerkin method. For the sake of simplicity, in what follows, we restrict ourselves
to the P0-Lagrange Bnite element on @. However, this procedure may be adopted with any other
degree of polynomial approximation or other discrete scheme.
Let !h be a regular surface mesh discretizing @ in the sense of Ciarlet (see [8]). The positive
real number h is the small parameter associated with the size of the mesh. Then, and as it is well
known, we have
@h =
Mh⋃
j=1
PTj Tj ∈ !h; (3.1)
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Ti ∩ Tj = ∅ ∀i = j; (3.2)
1j(x) =
{
1 if x ∈ Tj;
0 if not;
(3.3)
which allows us to approach q(·) by
qh(x) =
Mh∑
j=1
&j1j(x) ∀x ∈ @h: (3.4)
We let H−1=2h (@) denote the Bnite-dimensional subspace of functions deBned as in (3.4). Then
the discretized problem associated to (2.16) becomes: Bnd kh ∈ R for which there exists qh ∈
H−1=2h (@)\{0} such that ∀q′h ∈ H−1=2h (@) we have
Mh∑
j=1
&j
∫
@h
∫
@h
Gk(x; y)1j(y)q′h(x) d(y) d(x) = 0: (3.5)
In particular, taking q′h = 1i, we obtain
Mh∑
j=1
&j
∫
Ti
∫
Tj
Gk(x; y) d(y) d(x) = 0 ∀i ∈ {1; : : : ; Mh};
that can be written in a matricial way as follows:
A(k)&= 0; (3.6)
where the terms of vector & ≡ (&1; : : : ; &Mh) are given in (3.4), and the matrix A(k) ≡ [ai; j(k)] is
deBned ∀k ∈ R by
ai; j(k) =
∫
Ti
∫
Tj
Gk(x; y) d(y) d(x) ∀i; j ∈ {1; : : : ; Mh}: (3.7)
It is interesting to remark that matrix A(k) is symmetric though non-Hermitian, ∀k ∈ R \ {0}.
However, if we only consider the real part of Green’s function Gk(x; y) therefore in this case, the
associated matrix AR(k) is a real symmetric one. The choice of the real part of the Green’s function
seems reasonable, since we deal with real spectrum, real-valued eigenfunctions and we do not have
radiation condition at the inBnity. This point is essential for our work, since we will show, by means
of a simple example, that the numerical behaviour of the real and symmetric matrix AR(k) is much
worse than that obtained when the complex and non-Hermitian matrix A(k) is considered. This fact
contravenes what is generally expected, since it is in the real and symmetric matrix set (Hermitian
and complex matrix set, respectively) in which the numerical methods reach their best application
conditions, having the very best order of convergence, good numerical stability, consistency of the
discretization schemes, etc.
Rate convergence estimates may be derived from standard interpolation theory on Banach spaces
and, in particular, we are able to prove easily the following error estimate for the approximation of
q ∈ Hs(@), with 06s and 06¡ s:
‖q− q˜h‖H(@)6Chs−‖q‖Hs(@); (3.8)
330 M. Duran et al. / Journal of Computational and Applied Mathematics 130 (2001) 323–336
where the real positive constant C is increasing monotonically depending on the geometry and on
the wave number k. The function q˜h(·) is deBned on the surface @ by a kind of local projection
of the surface @ onto the surface @h, namely P (see [18,31,32]), and then
q˜h(x) ≡ qh(P(x)) ∀x ∈ @:
It is worthwhile to remark that matrix A(k) has terms that must be computed carefully because
they include singularities. This means that ai; j(k) should be determined with adequate numerical
integration formulas, which are in general given as follows:
ai; j(k) =


Mh∑
l;m=1
Gk(xl; ym)!l!m if dist(Ti; Tj)¿5.;
Mh∑
l=1
F(l; k)!l if not;
(3.9)
where xl; ym are the points of some numerical integration rule and !l; !m their corresponding
weights, and . is the wavelength considered, which can be obtained by the relation
. =
1
2k :
The complex function F(l; k) given by
F(l; k) =
∫
Tj
Gk(xl; y) d(y) (3.10)
must be determined carefully. At present, it seems that the best way to compute it is the analytical
development (see [5,18–21] and the references therein).
The numerical method that we use to compute the eigenvalues consists in factoring the matrix
A(k) in the LU -form and computing the real-valued function
g(k) =
max16i6Mh |uii(k)|
min16i6Mh |uii(k)|
; (3.11)
where uii(k) is the ith diagonal element of matrix U (k); i = 1; : : : ; Mh. It is clear that, this function
has a countable number of singularities which correspond to the eigenfrequencies that we are looking
for.
We Bnish the section noting that the discretized version of (2.26) is: Bnd kh ∈ R for which there
exists qh ∈ H−1=2h (@) \ {0} such that ∀ h ∈ H 1=2h (@) we have
1
2
∫
@h
qh(x) P h(x) d(x) +
∫
@h
∫
@h
qh(y) P h(x)
@Gk
@nx
(x; y) d(y) d(x) = 0; (3.12)
or in a matricial way( 1
2D + B(k)
)
&= 0; (3.13)
where the matrix D is a diagonal one having the i-diagonal term equal of the measure of Tj ∈ !h
and B(k) is computed similarly to A(k) as follows:
bi; j(k) =
∫
Ti
∫
Tj
@Gk
@nx
(x; y) d(y) d(x) ∀i; j ∈ {1; : : : ; Mh}: (3.14)
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In this discrete scheme, we have chosen H−1=2h (@) = H
1=2
h (@), which is obviously very poor. We
can increase accuracy by taking a high order of polynomials as for instance P1-Lagrange.
4. Numerical results
In this paragraph our aim is to show the numerical experiences that conBrm the theoretical results
(see [9]). We begin by setting a test problem, which validates the software employed to compute the
eigenfrequencies. Finally, we expound the behaviour of the numerical method enounced in (3.11)
for the Helmholtz’s equation with Dirichlet and Neumann’s boundary conditions, respectively.
4.1. The test problem
We compute the solution of the following Helmholtz equation on the unit ball in R2:
Lu+ k2u= 0 in B(0; 1);
(4.1)
u = eik·x on @B(0; 1);
or
@u
@n
= ik · xeik·x on @B(0; 1); (4.2)
where k = (k1; k2) is the wave propagation vector and, of course, the wave number is given by
k =
√
k21 + k22 . It is clear that the unique solution of (4.1) and (4.2) is the exponential function
u(x) = eik·x ∀x ∈ B(0; 1): (4.3)
If we solve (4.1) together with Dirichlet’s boundary condition using a simple-layer potential, we
obtain the variational formulation: Bnd q ∈ H−(1=2)(@) such that ∀q′ ∈ H−(1=2)(@) we have∫
@
∫
@
Gk(x; y)q(y)q′(x) d(y) d(x) =
∫
@
eik·xq′(x) d(x): (4.4)
By following each step, as pointed out in (3.1–3.10), we have obtained for k = (; 0) the solution
shown in Fig. 2.
Fig. 2. Real and imaginary parts of the Dirichlet’s computed solution.
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Moreover, if we consider Neumann’s boundary condition and use the variational formulation
(3.12), again a simple layer potential representation, we found that the numerical experiences give
the same behaviour as above. Other test examples were treated with success, but obviously, we do
not introduce them here.
4.2. Dirichlet’s boundary condition
It is well known that eigenfrequencies of the Helmholtz’s equation considered with Dirichlet’s
homogeneous boundary condition on the unit ball B(0; 1), are none other than the zeros of Bessel’s
functions, currently denoted by jn; s n¿0; s¿1 (see [1]). The Brst eigenvalues are given in Table 1.
Table 1
The Brst Laplacian’s eigenvalues with Dirichlet’s boundary condition
n 0 1 2 0 3 1 4 2 0 5 3 6
s 1 1 1 2 1 2 1 2 3 1 2 1
jn; s 2.41 3.82 5.14 5.52 6.38 7.02 7.59 8.42 8.65 8.77 9.76 9.94
Fig. 3. Computed Dirichlet eigenfrequencies of Laplacian using matrix A(k).
Fig. 4. Computed Dirichlet eigenfrequencies of Laplacian using matrix AR(k).
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These values coincide in a good manner with the approached eigenfrequencies or singularities
obtained by computing function g(k) (see (3.11)) using the whole complex matrix A(k) (see
Fig. 3). We considered 200 degrees of freedom, or equivalently dim(H−(1=2)h (@)) = 200, and
we Bxed the wave propagation speed c = 1 (m=s). Under these condition, we can obtain a good
precision only for frequencies less than 10 (Hz) (at least Bve discrete points per wavelength), and
consequently the computes expounded were stopped at this threshold.
A very di9erent situation occurs when we compute the eigenfrequencies using only the real sym-
metric matrix AR(k) (see Fig. 4), which seems contradictory and inconsistent because we should
have expected a better behaviour of the numerical method given in (3.11). This fact, not quite
known, represents the main result that we want to show in this paper. A key theoretical reference
about this subject can be found in [9].
4.3. Neumann’s boundary condition
In the Neumann’s case the eigenvalues of the so-called Helmholtz equation, or Laplacian ones,
in B(0; 1) are the zeros of the derivative of Bessel’s functions, denoted by j′n; s n¿0; s¿1 (see [1]).
The Brst eigenvalues are given in Tables 2 and 3 and can be precisely determined from Fig. 5,
which gives the function g(k). The same e9ect occurs here, when we replace A(k) by AR(k), and
in this case the result becomes disastrous (see Fig. 6).
Table 2
The Brst Laplacian’s eigenvalues with Neumann’s boundary condition
n 0 1 2 0 3 4 1 5 2
s 1 1 1 2 1 1 2 1 2
j′n; s 0.00 1.84 3.05 3.83 4.20 5.32 5.33 6.42 6.71
Table 3
The Brst Laplacian’s eigenvalues with Neumann’s boundary condition
n 0 6 3 1 7 4 8 2 5
s 3 1 2 3 1 2 1 3 2
j′n; s 7.02 7.50 8.02 8.54 8.54 9.28 9.65 9.97 10.52
Fig. 5. Computed Neumann eigenfrequencies of Laplacian using matrix A(k).
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Fig. 6. Computed Neumann eigenfrequencies of Laplacian using matrix AR(k).
Fig. 7. Computed Neumann eigenfrequencies of Laplacian using matrix A(k) around 5.3 (Hz).
To distinguish two eigenvalues located too close, it is enough to draw function g(k) in a neigh-
bourhood of them. See the example given in Fig. 7, for the Neumann’s case and the values j′4;1=5:318
and j′1;2 = 5:331.
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