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In fuzzy optimization it is desirable that all fuzzy solutions under consideration be attainable, so
that the decision maker will be able to make ‘‘a posteriori’’ decisions according to current decision
environments. No additional optimization runs will be needed when the decision environment
changes or when the decision maker needs to evaluate several decisions to establish the most appro-
priate ones. In this sense, multi-objective optimization is similar to fuzzy optimization, since it is also
desirable to capture the Pareto front composing the solution. The Pareto front in a multi-objective
problem can be interpreted as the fuzzy solution for a fuzzy problem. Multi-objective evolutionary
algorithms have been shown in the last few years to be powerful techniques in solving multi-objective
optimization problems because they can search for multiple Pareto solutions in a single run of the
algorithm. In this contribution, we ﬁrst introduce a multi-objective approach for nonlinear con-
strained optimization problems with fuzzy costs and constraints, and then an ‘‘ad hoc’’ multi-objec-
tive evolutionary algorithm to solve the former problem. A case study of a fuzzy optimization
problem arising in some import–export companies in the south of Spain is analyzed and the pro-
posed solutions from the evolutionary algorithm considered here are given.
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1.1. Fuzzy optimization
It is well known that optimization problems arise in a variety of situations. Particularly
interesting are those concerning management problems as decision makers usually state
their data in a vague way: ‘‘high beneﬁts’’, ‘‘as low as possible’’, ‘‘important savings’’,
etc. Because of this vagueness, managers prefer to have not just one solution but also a
set of them, so that the most suitable solution can be applied according to the state of
existing decision of the production process at a given time and without increasing delay.
In these situations, fuzzy optimization is an ideal methodology, since it allows us to rep-
resent the underlying uncertainty of the optimization problem, while ﬁnding optimal solu-
tions that reﬂect such uncertainty and then applying them to possible instances, once the
uncertainty has been solved. This allows us to obtain a model of the behavior of the solu-
tions based on the uncertainty of the optimization problem.
Fuzzy constrained optimization problems have been extensively studied since the seven-
ties. In the linear case, the ﬁrst approaches to solve the so-called fuzzy linear programming
problem appeared in [21,24]. Since then, important contributions solving diﬀerent linear
models have been made and these models have been the subject of a substantial amount
of work. In the nonlinear case [1,8,19] the situation is quite diﬀerent, as there is a wide vari-
ety of speciﬁc and both practically and theoretically relevant nonlinear problems, with
each having a diﬀerent solution method.
Fuzzy optimization problems also appear in literature with multiple objectives [11],
and, typically, fuzzy logic has been used by numerous authors to solve multi-objective
optimization problems [16,20].
However, for a number of reasons (necessity for managers, practical applications, the-
oretical aspects, etc.), the consideration of fuzzy nonlinear programming problems makes
perfect sense. We consider the following general fuzzy nonlinear programming problem:
max f ðx;~cÞ
s.t.:
gjðx; ajÞK bj; j ¼ 1; . . . ;m;
ð1Þ
where x = (x1, . . . ,xn) is a real-valued parameter vector, with xi 2 ½li; ui  R, liP 0, i =
1, . . . ,n, f ðx;~cÞ is an arbitrary function depending on a fuzzy cost vector ~c ¼ ð~c1; . . . ;~cpÞ,
gj(x,aj) are arbitrary functions depending on a coeﬃcient vector aj ¼ a1j ; . . . ; aqj
 
,
asj 2 R, s = 1, . . . ,q, and bj 2 R. We assume fuzzy costs are characterized by membership
functions of the following form:
lkðvÞ ¼
0 if v 6 rk or vP Rk;
h1k
v rk
ck  rk
 
if rk 6 v 6 ck;
h2k
Rk  v
Rk  ck
 
if ck 6 v 6 Rk;
1 if ck 6 v 6 ck;
8>>>>>><
>>>>>:
ð2Þ
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tions, respectively, such that h1k(Æ) = h2k(Æ) = 1, "k = 1, . . . ,p.
The following membership function related to each fuzzy constraint is considered:
lj xð Þ ¼
0 if gj x; aj
 
P bj þ tj;
h
bj þ tj  gj x; aj
 
tj
 
if bj 6 gj x; aj
 
6 bj þ tj;
1 if gj x; aj
 
6 bj;
8>><
>>: ð3Þ
which gives the accomplishment degree of gj(x,aj), and consequently of x, with respect to
the jth constraint (the decision maker can tolerate violations of each constraint up to the
value bj + tj, j = 1, . . . ,m). We assume that the function h is an arbitrary function, which
allows to represent accurately the accomplishment degree.
Using the results obtained in [3,7,23], the membership function of the fuzzy objective
can be deﬁned as follows:
lðcÞ ¼ inf
k
lkðckÞ; c ¼ ðc1; . . . ; cpÞ; ck 2 R; k ¼ 1; . . . ; p;
and the following fuzzy relation is induced, "x,y 2 X(a1):
lðx; yÞ ¼ sup a2=f ðx;~cÞP f ðy;~cÞ; 8c 2 Rn : lðcÞP 1 a2f g;
with X ða1Þ ¼ fx 2 Rn=gjðx; ajÞ 6 bj þ tjð1 h1ða1ÞÞg, a1,a2 2 [0,1].
This relation is a fuzzy pre-order, as shown in [7], and the solution of (1) can be
obtained by solving the following parametric problem:
max f ðx; cÞ
s.t.:
gj x; aj
 
6 bj þ tj 1 h1 a1ð Þ
 
; j ¼ 1; . . . ;m;
lðcÞP 1 a2;
a1; a2 2 ½0; 1.
ð4Þ
By using the results obtained in [3,7,23], problem (4) can be transformed into a parametric
interval programming problem, as follows:
max f ðx; Iða2ÞÞ
s.t.:
gj x; aj
 
6 bj þ tj 1 h1 a1ð Þ
 
; j ¼ 1; . . . ;m;
ð5Þ
with I(a2) = (I1(a2), . . . , Ip(a2)), Ikða2Þ ¼ ½h11k ð1 a2Þ; h12k ð1 a2Þ, k = 1, . . . ,p, where h11k
and h12k are the inverse functions of h1k and h2k, respectively.
As is well known, the Representation Theorem permits us to represent a fuzzy set by
means of its a-cuts, and then to work on these classical sets instead of the fuzzy ones.
But in a problem such as (1), we have two diﬀerent fuzzy sets (costs and constraints).
Therefore, as the decision maker’s wishes on the objective may be diﬀerent from his sat-
isfaction degree on the accomplishment of the constraints, in this case, the Representation
theorem has to be applied in diﬀerent scales to the costs and to the constraint set. Thus, we
will consider a2-cuts in the costs, and a1-cuts in the constraint set, a1,a2 2 [0,1].
The solution of problem (5), ﬁxed a1,a2 2 [0,1], is composed of the set of eﬃcient
points.
x* 2 X(a1) is said to be an eﬃcient point of (5) iﬀ 9= x 2 X(a1)/f(x,c)P f(x*,c),
" c 2 I(a2), and $c 2 I(a2)/f(x,c)5 f(x*,c).
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fuzzy solution of the problem (1) is
eS ¼[
a2
a2  Sða1; 1 a2Þ;
where
Sða1; 1 a2Þ ¼ x 2 X ða1Þ=8c 2 Iða2Þ; x 2 X ða1Þ () f ðx; cÞP f ðx; cÞf g.
Note that for methodological reasons we are considering fuzzy problems of only one
aim in which the fuzziness appears only in costs and constraint, and that the fuzzy solu-
tions sought are dependent on two parameters only – a1 for the whole set of fuzzy con-
straints and a2 for all the fuzzy costs. However, the approach proposed can be extended
to multi-objective optimization, fuzziness in all the components (constraints, coeﬃcients
in the constraints, costs and objectives) and, hence, solutions dependent on as many
parameters as there are fuzzy elements in the problem.
1.2. Evolutionary computation and fuzzy optimization
Unfortunately, there are not many general-oriented solution methods for solving non-
linear parametric programming problems in the literature, although worthy of mention are
the cases of linear programming problems in which data are continuously varied as a lin-
ear function of a single parameter. Therefore in order to theoretically solve (1) we shall try
to ﬁnd an approximate solution. It is patent that Evolutionary Algorithms (EA) [10] could
be used to solve fuzzy nonlinear programming problems like the above one because EA
are solution methods potentially capable of solving general nonlinear programming prob-
lems or, at least, of approaching theoretical solution ways that, in each case, should be
speciﬁed according to the concrete problem to be solved. An evolutionary-parametric
based approach to solve fuzzy transportation problems has been proposed in [14]. In
[13], a fuzzy problem with fuzzy constraints is solved for a ﬁnite set of values of the para-
meter a by means of an EA for constrained nonlinear optimization problems. The main
disadvantage of this approach lies in the need to run an EA for each value of the para-
meter a. In [2], a fuzzy genetic algorithm to solve fuzzy optimization problems is described
and applications are shown.
The association of multi-objective optimization with fuzzy logic and evolutionary com-
putation is approached in various ways in the literature. A genetic algorithm is described
in [18] to solve multi-objective problems with fuzzy constraints. In [20] an interactive fuzzy
approach is used to solve nonlinear multi-objective optimization problems through genetic
algorithms. A third alternative is described in [15], which describes a multi-objective
approach to solve optimization problems with fuzzy constraints using a Pareto-based evo-
lutionary algorithm to solve a multi-objective optimization problem associated to the
fuzzy problem. In this vein, our paper proposes a multi-objective evolutionary approach
to solve optimization problems with costs and constraints, like in (1).
Given this background, the paper is organized as follows: in Section 2 a multi-objective
technique for fuzzy programming problems like those in (1) is approached. Section 3
describes an ad hoc Pareto-based multi-objective EA to solve the multi-objective problems
connected with the fuzzy programming problems. In Section 4, for the sake of illustration,
a practical real problem based example is developed in order to show the feasibility of the
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in literature for these kind of problems are shown, and a decision making process based
on ‘‘a posteriori’’ preference articulation is described. Finally, Section 5 oﬀers the main
conclusions and future research.2. A multi-objective approach for nonlinear fuzzy programming problems
In this section, we propose a multi-objective approach to solve problem (1). The solution
of (1) can be obtained by solving the problem (5). Problem (5) can be transformed into a
multi-objective nonlinear programming problem in which the parameters a1, a2 are treated
as new decision variables. Besides the decision variables a1, a2, we also consider p new deci-
sion variables bk, k = 1, . . . ,p to transform the intervals Ikða2Þ ¼ ½h11k ð1 a2Þ; h12k ð1 a2Þ
into functions of the form zkða2; bkÞ ¼ h11k ð1 a2Þ þ bkðh12k ð1 a2Þ  h11k ð1 a2ÞÞ.
The solution to (5) is composed of the solutions with maximum values for a function
f(x,a2,b1, . . . ,bp) for each value of the parameters a1, a2, bk, k = 1, . . . ,p. It is clear
that, 8a1; a01 2 ½0; 1, a1 P a01, X ða1Þ  X ða01Þ, and then, for each a2, Sða1; 1 a2Þ 
Sða01; 1 a2Þ. Consequently, Sð0; 1 a2Þ ¼ fmina12½0;1Sða1; 1 a2Þg.
Consequently, by maximizing f(x,a2,b1, . . . ,bp), by maximizing a1, and by maximizing
and minimizing a2, bk, k = 1, . . . ,p simultaneously, we obtain a set of non-dominated solu-
tions which represents the solution of (5).
The multi-objective problem is stated as follows:
max f ðx; a2; b1; . . . ; bpÞ; a1; a2; 1 a2; bk; 1 bk; k ¼ 1; . . . ; p
s.t.:
gj x; aj
 
6 bj þ tj 1 h1 a1ð Þ
 
; j ¼ 1; . . . ;m;
xi 2 ½li; ui; li P 0; i ¼ 1; . . . ; n;
a1; a2; bk 2 ½0; 1; k ¼ 1; . . . ; p.
ð6Þ3. A Pareto-based multi-objective evolutionary algorithm
Multi-objective Pareto-based EAs [4,6,12] are especially appropriate to solve multi-
objective nonlinear optimization problems because they can capture a set of Pareto solu-
tions in a single run of the algorithm. We propose an ad hoc multi-objective Pareto-based
EA with the following characteristics to solve problem (6):
• Pareto-based multi-objective EA; in a single run, it ﬁnds multiple non-dominated
solutions.
• The EA has a real-coded representation. Each individual of a population contains
n + p + 2 real parameters to represent the solution (x1, . . . ,xn,a1,a2,b1, . . . ,bp).
• The initial population is generated randomly with a uniform distribution within the
boundaries of the search space xi 2 [li,ui], i = 1, . . . ,n, a1,a2,bk 2 [0, 1], k = ,1, . . . ,p.
• The variation operators act on real numbers. Two cross types, uniform cross and arith-
metical cross, and three types of mutation, uniform mutation, non-uniform mutation,
minimal mutation, [12], have been used.
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replacement technique.
• It uses the min–max formulation to handle constraints.3.1. Constraint handling
The populations generated by the algorithm are made up of both feasible and unfeasi-
ble individuals. Guided by the multi-objective optimization Pareto concept, the feasible
individuals evolve towards optimality, while the non-feasible individuals evolve towards
feasibility, guided by an evaluation function based on the min–max formulation (see below
for details). Thus the resulting algorithm is weakly dependent on the problem to be opti-
mized since it is the evolutionary heuristics itself that is used to satisfy the constraints,
unlike the repair, decoding or penalty techniques, which tend to be heavily dependent
on the problem.
3.2. Variation operators
Bearing in mind that the EA uses a ﬂoating point representation, and given the coex-
istence of feasible and unfeasible individuals within the EA populations, the variation
operators act on chains (sequences) of real numbers without any consideration as to the
feasibility of new descendants. After experimenting for real parameter optimization with
diﬀerent variation operators proposed in the literature and with others, it was ﬁnally
decided to use two cross types, uniform cross and arithmetical cross, and three types of
mutation, uniform mutation, non-uniform mutation and minimal mutation. The ﬁrst four
have been studied and described in depth by other authors [17]. Minimal mutation causes
a minimal change in the descendant compared to the parent, and is especially appropriate
in ﬁne tuning real parameters [12].
3.3. Generating a new population
The algorithm performs the following steps in the generation of a new population:
(1) Two random individuals are selected.
(2) Two oﬀspring are obtained by parent crossing and mutation.
(3) The oﬀspring are inserted into the population.
The insertion of the oﬀspring is the fundamental point in maintaining diversity. We use
an ad hoc technique for insertion. Objectives space is distributed into N slots, where N is
the population size (one individual in each slot). We use N = (point + 1)p+2 where point is
the number of required points (given by user) for each decision variable a1,a2,bk 2 [0,1],
k = 1, . . . ,p. The insertion of an individual X = (x1, . . . ,xn,a1,a2,b1, . . . ,bp) is performed as
follows:
• Calculate the slot sl the individual belongs to according to the following expression
sl ¼ da1Ne þ da2N 2e þ
Pp
k¼1dbkNkþ2e.
• If the individual X is better than the worse individual X 0 in slot sl, then replace the indi-
vidual X 0 in slot sl by the new individual X.
F. Jime´nez et al. / Internat. J. Approx. Reason. 43 (2006) 59–75 65In order to determine if one individual is better than another, the following criteria are
established:
• A feasible individual is better than another unfeasible one.
• An unfeasible individual X = (x1, . . . ,xn,a1,a2,b1, . . . ,bp) is better than another X 0 ¼
ðx01; . . . ; x0n; a01; a02; b01; . . . ; b0pÞ if
max
j¼1;...;m
gj x; aj
  bj  tj 1 h1 a1ð Þ  	 6 max
j¼1;...;m
gj x
0; aj
  bj  tj 1 h1 a01   	.
• A feasible individual is better than another one if the ﬁrst dominates the second.
It is important to clarify that a partial order has been established among the individuals
within a slot, or in other words, several individuals can be equally good or bad. Thus,
when several equally bad individuals exist within a slot, the worst is selected randomly.
It should be observed that we are using the min–max formulation to satisfy the con-
straints. This method has been used in multi-objective optimization [5] to minimize the rel-
ative deviations of each objective function from its individual optimum, and the best
compromise solution can be obtained when objectives of equal priority are optimized.
Since constraints and objectives can be treated in a similar way, and it is assumed that
all constraints have equal priority, the min–max formulation is appropriate for satisfying
constraints and is, furthermore, independent of the problem.
Finally, it should also be noted that insertion of the new individuals is not always car-
ried out, but only in those cases in which the new individual is better than the individual
replaced, and the diversity is not worsened in any case. Thus, the technique simultaneously
permits optimization and conservation of the diversity. It is also an elitist technique, since
an individual is only replaced by another individual, which is better than itself.
4. Experiments, results and decision making on a simulated real problem based example
South-eastern Spain is an important area for the greenhouse agriculture and for the
canned food industry. This type of process allows the use of diﬀerent technologies for a single
product, and there is no agreement as to which is the best for each situation, since each per-
son in charge of the production system prefers to use their own process, independently of the
others. One of the key factors in this situation is the vagueness associated to the diﬀerent data
intervening in the problem. For example, the exact prices at which the products will be sold is
not known (this depends on the country to which they are exported and when they are
shipped). Neither is the exact duration of a process known, and there are other unknown fac-
tors. This important problem for the economy of South-east Spain is the subject of a research
project by authors which is ﬁnanced by the Comisio´n Interministerial de Ciencia y Tec-
nologı´a (CICyT) [9]. Full details are not within the scope of this paper but we use a reduced
account to illustrate the method presented in the above sections. The problem is an instance
of the optimization problem deﬁned in (1). Essentially, the problem can be stated as follows:
4.1. Problem deﬁnition
A number n of products for export are to be produced using m diﬀerent processes. The
production of one unit of product xi (i = 1, . . . ,n) requires aij minutes of processing time
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minutes for j department, although each department allows an acceptable violation of the
total time, which can be treated as a fuzzy constraint. When sold abroad, product xi yields
an uncertain proﬁt per unit, where uncertainty is produced by money change from one cur-
rency to another, and so costs can be modeled by means of fuzzy costs ~ci, according to the
intrinsic fuzzyness associated to the kind of economic operations. An increasing fuzzy dis-
count ~cdi per unit is also considered from each order. The managers seek maximum proﬁts.
In terms of Mathematical Programming, the above problem can be stated as follows:
max
Xn
i¼1
~cixi  dscðxi;~cdi Þ
s.t.: Xn
i¼1
aijxiK bj; j ¼ 1; . . . ;m;
ð7Þ
where dscðxi;~cdi Þ is an increasing function which gives the required discount according to
the amount of production.
For illustration purpose, let us create an instance of problem (7) in which we consider
the export from Europe to the United States. Let us assume that we have two classes of
products x1 and x2 and their prices have been ﬁxed as cUS1 $ and c
US
2 $, with discounts of
ðcd1ÞUS$ and ðcd2ÞUS$ in the importing country and that the prices are valid for a speciﬁc
period. In the exporting country the price of each product will depend on the prices estab-
lished by the producer and the $/€ exchange rate. At the moment of ﬁxing the prices with
the producer country, the price in euros of each product will be c1 ¼ cUS1 =cotFP and
c2 ¼ cUS2 =cotFP, and the discounts will be cd1 ¼ ðcd1ÞUS=cotFP and cd2 ¼ ðcd2ÞUS=cotFP where
cotFP is the exchange rate at that moment. In order to establish the fuzzy costs and the
fuzzy discounts it is necessary to have economic and ﬁnancial knowledge about the $/€
exchange rate for the period in which the established prices are in eﬀect. It is necessary
to know the margins for the total production times for each production process in order
to establish the fuzzy constraints. Thus, each instance of the problem is valid for a limited
period, which is determined by the factors mentioned above.
Let us consider the following values:umber of products for export n = 2
umber of processes m = 3
rices ﬁxed at importing country cUS1 ¼ 29:9$; cUS2 ¼ 41:6$
iscount ﬁxed at importing country ðcd1ÞUS ¼ 0:052$; ðcd2ÞUS ¼ 0:039$
urrent exchange rate cotFP = 1.3$/€
rices at exporting country c1 ¼ c1 ¼ c1 ¼ 23€; c2 ¼ c2 ¼ c2 ¼ 32€
embership functions of fuzzy costs r1 = 20.8, R1 = 25.3004, r2 = 28.9391,
R2 = 35.2005, h1kðvÞ ¼ vrkckrk
 1=2
,
h2kðvÞ ¼ RkvRkck
 2
, k = 1,2
iscount per unit cd ¼ cd ¼ cd ¼ 0:04€, cd ¼ cd ¼ cd ¼ 0:03€N
N
P
D
C
P
M
D 1 1 1 2 2 2
Membership functions of fuzzy discounts rd1 ¼ 0:036174, Rd1 ¼ 0:044001,
rd2 ¼ 0:02713, Rd2 ¼ 0:033001,
hd1kðvÞ ¼ vr
d
k
cdkrdk
 1=2
, hd2kðvÞ ¼ R
d
kv
Rdkcdk
 2
,
k = 1,2
Discount function dscðxi;~cdi Þ ¼ ~cdi x2i
Processing times a11 = 10, a12 = 6, a21 = 5, a22 = 10,
a31 = 7, a32 = 10
Total processing times b1 = 2500, b2 = 2000, b3 = 2050
Membership functions
of fuzzy constraints
t1 = 0, t2 = 64, t3 = 74
hðxÞ ¼ bjþtjgjðx;ajÞtj
 3
, j = 2,3
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problem, as in (5):
max 20:8þ 2:2ð1 a2Þ2; 25:3004 2:3004
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 a2
ph i
x1
þ 28:9391þ 3:0609ð1 a2Þ2; 35:2005 3:2005
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 a2
ph i
x2
 0:036174 þ 0:003826ð1 a2Þ2; 0:044001 0:004001
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 a2
ph i
x21
 0:02713 þ 0:00287ð1 a2Þ2; 0:033001 0:003001
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 a2
ph i
x22
s.t.:
10x1 þ 6x2 6 2500;
5x1 þ 10x2 6 2064 64 ﬃﬃﬃﬃa13p ;
7x1 þ 10x2 6 2124 74 ﬃﬃﬃﬃa13p ;
x1; x2 P 0; a1; a2 2 ½0; 1.
In order to solve the nonlinear parametric programming problem, the following multi-
objective nonlinear optimization problem according to (6) is considered:
maxf1 ¼ 20:8þ 2:2ð1 x4Þ2þ x5 4:5004 2:3004
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 x4
p
 2:2ð1 x4Þ2
  
x1
þ 28:9391þ 3:0609ð1 x4Þ2þ x6 6:2614 3:2005
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 x4
p
 3:0609ð1 x4Þ2
  
x2
 0:036174þ 0:003826ð1 x4Þ2þ x7 0:007827 0:004001
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 x4
p
 0:003826ð1 x4Þ2
  
x21
 0:02713þ 0:00287ð1 x4Þ2þ x8 0:005871 0:003001
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 x4
p
 0:00287ð1 x4Þ2
  
x22;
maxf2 ¼ x3;
maxf3 ¼ x4;
maxf4 ¼ 1 x4;
maxf5 ¼ x5;
maxf6 ¼ 1 x5;
maxf7 ¼ x6;
maxf8 ¼ 1 x6;
maxf9 ¼ x7;
maxf10 ¼ 1 x7;
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maxf12 ¼ 1 x8;
s.t.:
10x1þ 6x2 6 2500;
5x1þ 10x2 6 2064 64 ﬃﬃﬃﬃx33p ;
7x1þ 10x2 6 2124 74 ﬃﬃﬃﬃx33p ;
x1;x2P 0; 06 x3;x4;x5;x6;x7;x8 6 1. ð8Þ
Note that decision variables a1, a2, b1, b2, b3 and b4 in problem (6) has been renamed in
problem (8) as x3, x4, x5, x6, x7 and x8, respectively.
4.2. Experiment results: an optimality and diversity analysis
In order to check out our technique, the evolutionary algorithm has been executed 10
times on the problem detailed in (8). The parameters given in Table 1 were used in the
executions.
Of the 10 executions (see Fig. 1 for the solution) let us give the name population Q to
that of the best optimality value, according to the metric  described later. We compareTable 1
Parameters in the execution of the algorithm
Population size (N) 15,625 (point = 4)
Cross probability 0.9
Mutation probability 0.2
Uniform cross probability 0.3
Uniform mutation probability 0.1
Non-uniform mutation probability 0.4
Parameter c for non-uniform mutation 2.0
MOEA
Gradient
4800 5000 5200 5400 5600 5800 6000 6200 6400 6600 6800
f1 0
0.2
0.4
0.6
0.8
1
alpha_1
0
0.2
0.4
0.6
0.8
1
alpha_2
Fig. 1. Non-dominated points obtained for problem (8): a fuzzy interpretation.
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four constant values (uniformly distributed) of each decision variable x3, x4, x5, x6, x7
and x8 shown graphically in Fig. 1. Note that for constant values of x3, x4 x5, x6, x7
and x8 the problem is single-objective. It can be observed that non-dominated points
are obtained by the multi-objective evolutionary algorithm evenly distributed in the whole
Pareto optimal front. Fig. 1 shows a fuzzy interpretation of the solution for problem (8),
for which only three axes f, a1 = x3 and a2 = x4 are represented.
Various metrics for both convergence and diversity of the populations obtained have
been proposed for a more exact evaluation of the eﬀectiveness of the evolutionary algo-
rithms. In his book, Deb [6] assembles a wide range of the metrics which ﬁgure in the liter-
ature. For this paper, we propose the use of two metrics to evaluate the goodness of the
algorithm. The ﬁrst metric, the generational distance ( ) proposed by Veldhuizen [22], eval-
uates the proximity of the population to the Pareto optimal front by calculating the average
distance of the population Q from an ideal population P* made up of solutions distributed
uniformly along the Pareto front. This metric is shown in the following expression:
 ¼
PjQj
i¼1d
v
i
 1=v
jQj .
For v = 2, parameter di is the Euclidean distance (in the objective space) between the solu-
tion i 2 Q and the nearest solution in P*:
di ¼ min
jPj
k¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXM
m¼1
f ðiÞm  f ðkÞm
 2vuut ;
where f ðkÞm is the value of the mth objective function for the kth solution in P
*, and M is
the number of objectives. For our problem, we use the points in Table 2 as the ideal
population P*.
We use the measurement put forward by Deb [6] to evaluate the diversity of the
population:
D ¼
PM
m¼1d
e
m þ
PjQj
i¼1jdi  djPM
m¼1d
e
m þ jQjd
;
where di may be any metric of the distance between adjacent solutions, and d is the mean
value of such measurements. In our case, di has been calculated using the Euclidean dis-
tance. Parameter dem is the distance between the extreme solutions in P
* and Q correspond-
ing to the mth objective function.
Table 3 shows the values for convergence and diversity metrics  and D (respectively)
obtained with the proposed multi-objective algorithm for the problem (8).4.3. Decision making
We now propose an ‘‘a posteriori’’ decision-making process to obtain a crisp solution
from the fuzzy solution captured in population Q of the multi-objective evolutionary
algorithm:
Table 2
Results obtained with a gradient method for the problem (8)
x1 x2 x3 x4 x5 x6 x7 x8 f1
87.027 151.481 0.00 0.00 0.00 0.00 1.00 1.00 5857.673
86.646 151.748 0.00 0.33 0.00 0.00 1.00 1.00 5478.645
86.355 151.951 0.00 0.67 0.00 0.00 1.00 1.00 5231.715
86.052 152.163 0.00 1.00 0.00 0.00 1.00 1.00 5103.437
87.027 151.481 0.00 0.00 0.20 0.30 0.35 0.20 5857.673
84.832 153.018 0.00 0.33 0.20 0.30 0.35 0.20 5663.298
83.007 154.295 0.00 0.67 0.20 0.30 0.35 0.20 5565.095
80.939 155.743 0.00 1.00 0.20 0.30 0.35 0.20 5614.519
87.027 151.481 0.00 0.00 0.40 0.70 0.00 0.00 5857.673
82.596 154.583 0.00 0.33 0.40 0.70 0.00 0.00 5847.102
78.752 157.274 0.00 0.67 0.40 0.70 0.00 0.00 5897.781
74.211 160.452 0.00 1.00 0.40 0.70 0.00 0.00 6126.105
87.027 151.481 0.00 0.00 1.00 1.00 0.00 0.00 5857.673
87.437 151.194 0.00 0.33 1.00 1.00 0.00 0.00 6034.250
87.793 150.945 0.00 0.67 1.00 1.00 0.00 0.00 6233.711
88.213 150.651 0.00 1.00 1.00 1.00 0.00 0.00 6637.588
85.064 147.741 0.33 0.00 0.00 0.00 1.00 1.00 5739.938
84.683 148.008 0.33 0.33 0.00 0.00 1.00 1.00 5370.453
84.392 148.212 0.33 0.67 0.00 0.00 1.00 1.00 5130.033
84.089 148.424 0.33 1.00 0.00 0.00 1.00 1.00 5006.177
85.064 147.741 0.33 0.00 0.20 0.30 0.35 0.20 5739.938
82.885 149.267 0.33 0.33 0.20 0.30 0.35 0.20 5549.393
81.072 150.536 0.33 0.67 0.20 0.30 0.35 0.20 5453.104
79.020 151.972 0.33 1.00 0.20 0.30 0.35 0.20 5501.466
85.064 147.741 0.33 0.00 0.40 0.70 0.00 0.00 5739.938
80.633 150.843 0.33 0.33 0.40 0.70 0.00 0.00 5728.357
76.788 153.534 0.33 0.67 0.40 0.70 0.00 0.00 5777.068
72.248 156.713 0.33 1.00 0.40 0.70 0.00 0.00 5999.707
85.064 147.741 0.33 0.00 1.00 1.00 0.00 0.00 5739.938
85.474 147.454 0.33 0.33 1.00 1.00 0.00 0.00 5911.041
85.830 147.206 0.33 0.67 1.00 1.00 0.00 0.00 6104.948
86.250 146.911 0.33 1.00 1.00 1.00 0.00 0.00 6498.865
84.541 146.746 0.67 0.00 0.00 0.00 1.00 1.00 5708.397
84.160 147.013 0.67 0.33 0.00 0.00 1.00 1.00 5341.450
83.870 147.216 0.67 0.67 0.00 0.00 1.00 1.00 5102.758
83.566 147.428 0.67 1.00 0.00 0.00 1.00 1.00 4980.069
84.541 146.746 0.67 0.00 0.20 0.30 0.35 0.20 5708.397
82.366 148.268 0.67 0.33 0.20 0.30 0.35 0.20 5518.878
80.557 149.535 0.67 0.67 0.20 0.30 0.35 0.20 5423.103
78.509 150.969 0.67 1.00 0.20 0.30 0.35 0.20 5471.181
84.541 146.746 0.67 0.00 0.40 0.70 0.00 0.00 5708.397
80.110 149.848 0.67 0.33 0.40 0.70 0.00 0.00 5696.558
76.266 152.539 0.67 0.67 0.40 0.70 0.00 0.00 5744.751
71.725 155.717 0.67 1.00 0.40 0.70 0.00 0.00 5965.878
84.541 146.746 0.67 0.00 1.00 1.00 0.00 0.00 5708.397
84.951 146.459 0.67 0.33 1.00 1.00 0.00 0.00 5878.054
85.307 146.210 0.67 0.67 1.00 1.00 0.00 0.00 6070.487
85.727 145.916 0.67 1.00 1.00 1.00 0.00 0.00 6461.755
84.186 146.069 1.00 0.00 0.00 0.00 1.00 1.00 5686.929
83.805 146.337 1.00 0.33 0.00 0.00 1.00 1.00 5321.703
83.515 146.540 1.00 0.67 0.00 0.00 1.00 1.00 5084.185
83.211 146.752 1.00 1.00 0.00 0.00 1.00 1.00 4962.285
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Table 2 (continued)
x1 x2 x3 x4 x5 x6 x7 x8 f1
84.186 146.069 1.00 0.00 0.20 0.30 0.35 0.20 5686.929
82.014 147.590 1.00 0.33 0.20 0.30 0.35 0.20 5498.109
80.207 148.855 1.00 0.67 0.20 0.30 0.35 0.20 5402.683
78.162 150.287 1.00 1.00 0.20 0.30 0.35 0.20 5450.568
84.186 146.069 1.00 0.00 0.40 0.70 0.00 0.00 5686.929
79.755 149.171 1.00 0.33 0.40 0.70 0.00 0.00 5674.916
75.911 151.863 1.00 0.67 0.40 0.70 0.00 0.00 5722.759
71.370 155.041 1.00 1.00 0.40 0.70 0.00 0.00 5942.860
84.186 146.069 1.00 0.00 1.00 1.00 0.00 0.00 5686.929
84.596 145.783 1.00 0.33 1.00 1.00 0.00 0.00 5855.605
84.952 145.534 1.00 0.67 1.00 1.00 0.00 0.00 6047.040
85.372 145.239 1.00 1.00 1.00 1.00 0.00 0.00 6436.508
Table 3
Convergence and diversity values
 = 0.6533774961857924
D = 0.5420949254344702
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population Q, we perform the following:
(1) Obtain the degree of satisfaction a01 from the total time tm2 and tm3 of the produc-
tion processes where fuzziness exists.
a01 ¼ maxfl2ðtm2Þ; l3ðtm3Þg.
(2) Establish the intervals in the costs which reﬂect the loss/proﬁt margins tolerated by
the manager. These must be included in the initial prevision made when the fuzzy
costs were established. Thus, the manager ﬁxes a02, as an a-cut in the costs, and
the intervals are established as
I1ða02Þ ¼
h
h111 ð1 a02Þ; h121 ð1 a02Þ
i
;
I2ða02Þ ¼
h
h112 ð1 a02Þ; h122 ð1 a02Þ
i
On ﬁxing the value of a2 ¼ a02 we establish the discount intervals asI3ða02Þ ¼ ðhd11Þ1ð1 a02Þ; ðhd21Þ1ð1 a02Þ
h i
;
I4ða02Þ ¼ ðhd12Þ1ð1 a02Þ; ðhd22Þ1ð1 a02Þ
h i
.
(3) At the moment of delivery, within the period established, the $/€ exchange rate is cot.
The price in euros of the loss/proﬁt of the products is c01 ¼ cUS1 =cot and c02 ¼ cUS2 =cot.
The discount values of this cot value are ðcd1Þ0 ¼ ðcd1ÞUS=cot and ðcd2Þ0 ¼ ðcd2ÞUS=cot:
(a) If the values c01 and c
0
2 are within the respective intervals I1ða02Þ and I2ða02Þ, then
calculate b01, b
0
2, b
0
3 and b
0
4.
72 F. Jime´nez et al. / Internat. J. Approx. Reason. 43 (2006) 59–75(b) Otherwise, if there remains time within the period ﬁxed, wait until the exchange
rate puts costs c01 and c
0
2 within the intervals, then calculate b
0
1, b
0
2, b
0
3 and b
0
4. If
no time remains or the time awaiting the change in exchange rate has elapsed,
then c01, c
0
2, ðcd1Þ0 and ðcd2Þ0 will be the lower or upper limits (when we have gone
under or over the interval limits, respectively) of I1ða02Þ, I2ða02Þ, I3ða02Þ and I4ða02Þ,
then calculate b01, b
0
2, b
0
3 and b
0
4.
(c) Calculation of b01, b
0
2, b
0
3 and b
0
4:
b1 ¼
c01  h111 ð1 a02Þ
h121 ð1 a02Þ  h111 ð1 a02Þ
;
b2 ¼
c02  h112 ð1 a02Þ
h122 ð1 a02Þ  h112 ð1 a02Þ
;
b3 ¼
ðcd1Þ0  ðhd11Þ1ð1 a02Þ
ðhd21Þ1ð1 a02Þ  ðhd11Þ1ð1 a02Þ
;
b4 ¼
ðcd2Þ0  ðhd12Þ1ð1 a02Þ
ðhd22Þ1ð1 a02Þ  ðhd12Þ1ð1 a02Þ
.(4) The solution to the problem is
x ¼ min
jQj
k¼1
d a01; a
0
2; b
0
1; b
0
2; b
0
3; b
0
4
 
; xk3; x
k
4; x
k
5; x
k
6; x
k
7; x
k
8
  
;where d is the Euclidean distance between the vector calculated and the kth solution
in Q*.Let us look at the decision process in a speciﬁc case:
(1) Total times tm2 = 2013.2032 and tm3 = 2069.4763.
a01 ¼ maxfl2ðtm2Þ; l3ðtm3Þg ¼ 0:5.
(2) a02 ¼ 0:64:
I1ð0:64Þ ¼ ½21:0851; 23:9202;
I2ð0:64Þ ¼ ½29:3358; 33:2802;
I3ð0:64Þ ¼ ½0:03667; 0:0416;
I4ð0:64Þ ¼ ½0:027502; 0:0312.
(3) cot = 1.28 $/€: c01 ¼ 29:9=1:28 ¼ 23:3594€, c02 ¼ 41:6=1:28 ¼ 32:5€, ðcd1Þ0 ¼
0:052=1:28 ¼ 0:040625€ and ðcd2Þ0 ¼ 0:039=1:28 ¼ 0:030468€,
(a) Since c01 and c
0
2 are within the intervals I1(0.64) and I2(0.64) respectively, then
b01 ¼
23:3594 21:0851
23:9202 21:0851 ¼ 0:8022;
b02 ¼
32:5 29:3358
33:2802 29:3358 ¼ 0:8022;
b03 ¼
0:040625 0:03667
0:0416 0:03667 ¼ 0:8022;
b04 ¼
0:030468 0:027502
0:0312 0:027502 ¼ 0:8022.
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x ¼ ðx1; x2; f1Þ ¼ ð84:2876124515085; 147:5252870144663; 5785:032042876194Þ;
Delivery of 84.2876124515085 units of product 1,
Delivery of 147.5252870144663 units of product 2,
Profit of 5785.032042876194€.
8><
>:5. Conclusions and future research
Fuzzy nonlinear optimization problems are, in general, diﬃcult to solve. Parametric
programming techniques have been reported in the literature as suitable methods to
approach these kinds of problems. However, parametric programming problems have
been solved mainly for linear cases. In this paper, we propose a multi-objective approach
to solve parametric (fuzzy) nonlinear programming problems, and a Pareto-based evolu-
tionary algorithm to capture the solution in a single run of the algorithm is described. The
results show a real ability of the proposed approach to solve problems arising in exporting
companies in the South of Spain.
The following bullet points summarize the contributions of this paper:
• The parametric solution approach proposed by other authors for fuzzy linear optimi-
zation is extended to the nonlinear case.
• Description of a multi-objective approach to solve parametric mathematical program-
ming problems associated to fuzzy nonlinear optimization problem.
• Description of a speciﬁc multi-objective evolutionary algorithm to solve multi-objective
problems associated to fuzzy nonlinear optimization problems. The evolutionary algo-
rithm includes the components of the latest generation of multi-objective evolutionary
algorithm, i.e., Pareto concept, elitism and explicit diversity techniques.
• We focus on an instance of the fuzzy optimization general model applied to a class of
problems which appear in export–import businesses in the southeast of Spain. We
describe a simulated real problem as a case study.
• Optimality and diversity metrics have been used for the evaluation of the eﬀectiveness
of the multi-objective evolutionary algorithm. We show the values obtained using these
metrics for the solutions generated by multi-objective evolutionary algorithm proposed.
• An ‘‘a posteriori’’ decision-making process is described to obtain a crisp solution from a
fuzzy solution. A speciﬁc example illustrates the process.
As regards future works, these are aimed fundamentally at extending the evolutionary
multi-objective parametric approach to deal with fuzzy nonlinear optimization problems
in which there may exist multiple objectives, in which vagueness appears in all the compo-
nents of the optimization problem (objectives, costs, constraints and coeﬃcients) and in
which the solutions depend on as many parameters as there are fuzzy elements in the prob-
lem. Such an extension also implies the study of new test problems. We will also consider
the comparison of results obtained with those that might be obtained with other methods.
Finally, there is ongoing work on the use of co-evolutionary algorithms to solve fuzzy
optimization problems, which would permit the search for solutions covering optimality,
diversity and interpretability.
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