In this paper, we analyze the distribution of the eigenvalues of glued tridiagonal matrices. Such matrices provide a useful class of test matrix because, despite being unreduced, a glued matrix can have some eigenvalues agreeing to hundreds of decimal places.
We study the eigenvalues of the resulting glued matrix when p copies of a tridiagonal T are glued together in the way of G 1 or G 2 . Such glued matrices are important test matrices because their spectra can have very tight clusters even when the glue γ is not particularly small. In 2003, we encountered this phenomenon while investigating the behavior of the MRRR algorithm on a matrix obtained from gluing five copies of the Wilkinson matrix W + 201 , see [3] . Section 3 gives a first, qualitative picture of the spectrum of glued matrices. It also investigates when the original T and a glued matrix have eigenvalues in common. We prove that all eigenvalues of T are eigenvalues of G 1 , and that T and G 2 only share eigenvalues under special conditions stated there.
The quantitative analysis starts with Section 4. Our first discovery was that the contribution of T to a cluster of the glued matrix can be described by its spectrum {λ j } and certain associated weights {ω j }. 1 Together with γ and the number of copies p, these determine the location and width of the cluster, or clusters, of G 1 and G 2 . To intrigue and motivate the reader, we exhibit in Figure 1 .1 an example of the differences in the cluster structures between G 1 and G 2 for increasing p and fixed γ. It is not hard to write down rational functions Γ 1 and Γ 2 whose zeros give the eigenvalues of G 1 and G 2 , respectively. However, while determining the cluster Fig. 1. 1. An example of the cluster structures obtained for G 1 (top) and G 2 (bottom) when gluing p = 2 to p = 7 copies of a matrix T to itself, with γ > 0. Shown are the resulting clusters of the respective glued matrices in the neighborhood of an isolated eigenvalueλ of the original matrix T (which is indicated by the dashed vertical line). For G 1 , all except one eigenvalue form a cluster to the right ofλ, with the single remaining eigenvalue being seemingly very close to the location ofλ. In the case of G 2 , the eigenvalues are distributed aroundλ. (The matrix Vn is defined in Section 2.) structure of G 1 from Γ 1 is quite easy, we found it more difficult to analyze Γ 2 and determine the clusters for G 2 . Most of this paper is thus devoted to elucidating the structure of the clusters of close eigenvalues for G 2 . It pleased and surprised us that in the analysis, it is possible to perform a local change of variable in each cluster. This yields an equation with an interesting universal part S p which captures the role of p in the distribution of zeros within the cluster, see Section 5.
Section 5 also summarizes the results of a deeper analysis given in the appendix. Briefly, the clusters of zeros of G 2 near an isolated eigenvalue of T occur where the graph of S p intersects with a certain hyperbole. These intersections interlace with the poles of S p which have a Chebyshev distribution, and each zero sticks out further from its pole the closer it is to the center. However, if T has two close eigenvalues say, the situation becomes very different. To give the reader another glimpse, we plot in Figure 1 .2 the cluster structures for G 1 and G 2 around a close pair of eigenvalues of the original tridiagonal.
2. Notation, basic facts, and the definition of glued matrices. We try to follow Householder notational conventions: capital Roman letters for matrices, lower case Roman letters for column vectors, and lower case Greek letters for scalars and functions. We denote by v t the transpose of column vector v. In particular I m = [e 1 , e 2 , . . . , e m ] denotes the m × m identity matrix.
Our tridiagonal matrix
is real, symmetric, and unreduced (entries β i = 0, i = 1, 2, . . . , m − 1). Its spectral factorization is
2) where the eigenvector matrix
The following facts may be found in [6] .
Fact 1. The eigenvalues of T are simple, we number them such that
Note however that some eigenvalues may be indistinguishable on a computer, see [3] . Fact 2. Each eigenvector z i , i = 1, 2, . . . m has non-vanishing top and bottom entries z i (1) and z i (m).
Fact 3. The product satisfies
with β i from (2.1), and where χ(ζ) := det[ζI − T ] is the characteristic polynomial of T . Note that
Fact 4. Define the 'weight' When T is persymmetric (T (i, j) = T (m + 1 − j, m + 1 − i)) then m 1 ω j = 1. Next, we define the glued matrices G 1 and G 2 , formalizing the illustration in (1.1). For any square matrix M , we denote by M (p) := diag(M, M, . . . , M ) the direct sum of p copies. Further, we need two auxiliary matrices, each with p − 1 columns and mp rows: 
′ s, we add a rank-1 (rank-2) update to obtain G 1 (G 2 ). Correspondingly, we speak of rank one (rank two) gluing of T . The glued matrix G 1 is easier to analyze than G 2 , much of the theory resembles the analysis of the Divide & Conquer algorithm [1, 2, 5] . The blemish in G 1 is that it alters the T 's, furthermore it alters the first and last T differently from the others.
Remark 1. Because we wish to consider G 1 and G 2 as low rank modifications of T (p) and not the other way around, we assume throughout this paper that |γ| is reasonably bounded, for example by the geometric mean of |β i |, i = 1, . . . , m − 1.
In our analysis, we also need the following result from [4] . Fact 5. The spectral decomposition of a symmetric tridiagonal Toeplitz matrix of dimension m is
and S is orthonormal with
Last, we recall the definition of a matrix introduced by J. H. Wilkinson in [7] :
is useful because its eigenvalues appear in pairs of varying closeness; the largest pair differ by approximately 2/((n − 2)!)
2 . It also is persymmetric and thus has |z(1, j)| = |z(2n+1, j)|, j = 1, 2, . . . , 2n+1, and ω j = 1. The leading n-dimensional submatrix of W + 2n+1 is called V n ; its eigenvalues are all well separated from each other. 3. A qualitative analysis. Using results on eigenvalue monotonicity from [6] , this section gives a first crude picture of the effects of gluing that is refined in the following sections.
The eigenvalues of glued matrices 5 3.1. Introductory comments. Remark 2. G 2 (T, p, γ) and G 2 (T, p, −γ) have the same eigenvalues. They are orthogonally similar to each other with respect to diag(I m , −I m , I m , −I m , . . .). Further, since trace (G 2 (T, p, γ)) = p · trace (T ), rank-2 gluing does not change the average of the eigenvalues. On the other hand, rank-1 gluing does change the average by 2γ(p − 1)/(mp), and the sign of γ does matter.
Remark 3. By (2.6), G 1 (T, p, γ) is a rank p − 1 modification of T (p) whose nonzero eigenvalues equal 2γ. By (2.7), G 2 (T, p, γ) is a rank 2(p − 1) modification of T (p) whose nonzero eigenvalues are ±γ. Weyl's theorem (Theorem 10.3.1 in [6] ) yields, for γ > 0,
These bounds are extremely crude and will be refined later in Section 4. Remark 4.
can be written as a rank-1 (rank-2) modification of the direct sum S 1 (S 2 ) of T and
Now we need a special case of the rank theorem (see Theorem 10.3.1 and Corollary 10.3.1 in [6] ).
Theorem 3.1. Let S 1 and S 2 as in Remark 4, γ > 0, and n := (p + 1) · m. Then
First consider rank-1 gluing for p = 2. By definition (2.6),
Since all eigenvalues of T (2) have multiplicity 2, all eigenvalues of T are also eigenvalues of G 1 (T, 2, γ) by (3.2). Next, using the same argument together with Remark 4, we also find that each eigenvalue of T is an eigenvalue of G 1 (T, 3, γ). Continuing by induction, we obtain the following Theorem 3.2. Any eigenvalue λ of a real unreduced m×m symmetric tridiagonal T is also an eigenvalue of the rank-1 glued matrix G 1 (T, p, γ), for any γ and for p ≥ 2.
Application of the interlacing property (3.2) also explains the 'chandelier' shape of the clusters in rank-1 gluing with increasing p that one can see in Figure 1 .1. Furthermore, it shows that when T has two close eigenvalues, there will be a cluster of G 1 that is 'squished' in between them as seen in Figure 1 .2.
Rank-2 gluing satisfies weaker interlacing properties. Consider G 2 (T, 2, γ), a rank-2 modification of T (2) . By (3.3), G 2 (T, 2, γ) has an eigenvalue in each interval
. Since all eigenvalues of T (2) have multiplicity 2, it follows that G 2 (T, 2, γ) has two eigenvalues in each interval [λ j (T ), λ j+1 (T )]. Now, using the inductive construction from Remark 4, we find that the direct sum of G 2 (T, p, γ) and T has four eigenvalues in the interval [λ j (T ), λ j+1 (T )], hence at least two eigenvalues of G 2 (T, p + 1, γ) must lie in it. This proves Lemma 3.3. For any p ≥ 2, there lie at least two eigenvalues of
3.3. When G 2 shares an eigenvalue with T . For any given matrix M , denote by M ′′ the submatrix obtained from M by deleting the first and last rows and columns. Theorem 3.4. Let λ, z denote an eigenpair of a real unreduced m × m symmetric tridiagonal T .
• λ is an eigenvalue of G 2 (T, p, γ) for all γ = 0 if and only if (λ,
′′ .
• If the previous condition holds for a certain p, then λ also is eigenvalue of
where w : 
with φ 1 = 0 is a nonzero vector from the kernel of (G 2 − λI mp ).
For the last part of the theorem, observe that the construction of an eigenvector for λ with alternating scalar multiples of z and w can be continued. Let the scaling factors φ i obey φ 1 = 0, and
Remark 5. G 2 (T, 2, γ) cannot have eigenvalues in common with T . The simplest example of the special conditions from occurs for the middle eigenvalue λ 2 = 0 of
Then 0 is also an eigenvalue of G 2 ( T , 3, γ) for all γ. In general, if λ is an eigenvalue of both T and T ′′ , then for odd p, it is also an eigenvalue of G 2 (T, p, γ) for all γ. Remark 6. It is interesting to examine what happens when we do not consider G 2 simultaneously for all γ = 0. Take a tridiagonal Toeplitz matrix T = Toep (a, b, a) ∈ R m×m , glued to itself p times, with the special glue γ = a. G 2 (T, p, a) is (again) a symmetric Toeplitz matrix of order mp. By (2.8), the number of eigenvalues that T and G 2
The eigenvalues of glued matrices 7 have in common equals | {i/(m + 1)|1 ≤ i < m + 1} ∩ {i/(mp + 1)|1 ≤ i < mp + 1} |. Thus, when g denotes the greatest common divisor of m + 1 and mp + 1, the number of eigenvalues that T and G 2 have in common equals g − 1. In particular,
• when both m + 1 and mp + 1 are even, the two matrices have at least one common eigenvalue, • when mp + 1 is a multiple of m + 1, all eigenvalues of T are also eigenvalues of G 2 .
4. Governing rational functions. We derive rational functions whose zeros yield those eigenvalues of G 1 (T, p, γ) and G 2 (T, p, γ) that are not already eigenvalues of T . Let f := Z t e 1 and l := Z t e m denote the first and last row of the eigenvector matrix Z of T . Further, from (2.5) obtain two mp × (p − 1) matrices
Again, F stands for first and L for last. Thus, Definition 2.1 yields
In order to replace mp × mp matrices by matrices of order (p − 1) or 2(p − 1), we invoke the identity det
Further, for all possible combinations x, y ∈ {f, l}, define the rational functions
Note that ρ f l = ρ lf , hence we simply write ρ. The special structure of F and L yields The last matrix on the right of (4.4) is a tridiagonal Toeplitz matrix. Define
then using the spectral decomposition (2.8), we have proved Theorem 4.1. The eigenvalues of G 1 (T, p, γ) that are not eigenvalues of T are zeros of the rational function
then the eigenvalues of G 1 close to λ j , other than λ j itself, are to first order in γ,
In words, the cluster near λ j is a Chebyshev distribution of radius 2γω j and center
. Proof. All rational functions from (4.3) share the same poles. Use the leading terms of expansion (A.10) in Appendix A.2 for ρ f f (ζ), ρ ll (ζ), and ρ(ζ) in (4.7). Note that because of (4.8), each factor from (4.7) contributes one of the zeros to find (4.9).
The complication with G 2 comes from the fact that in (4.5), N t N = I p−1 − e 1 e t 1 . As the analysis requires considerably more work, we close with our result so far.
Theorem 4.3. The eigenvalues of G 2 (T, p, γ) that are not eigenvalues of T are zeros of the rational function
(4.10)
Remark 7. For the sake of completeness we mention an approach that seems to offer an elegant way to handle the rank-one modification but does not work out. The characteristic polynomial of N + N t − κe 1 e t 1 , for fixed κ, may be described as a combination of Chebyshev polynomials of the first and second kind. Unfortunately, in our application above κ is not fixed but is the rational function γρ(ζ) and so the eigenvalues of G 2 have no natural description in terms of Chebyshev polynomials.
5. Rank-2 gluing: a change of variable. The diagonal of the Toeplitz matrix in (4.10) brings in the following rational function:
It plays a key role and replaces ρ f f and ρ ll in the analysis. A detailed examination of ρ and ǫ is postponed until Appendix A. Using (5.1) in (2.8), we find Toep(γρ, 1 − γ 2 ǫ, γρ) = SM S t , with S from (2.9), where M := diag(µ 1 , . . . , µ p−1 ), and µ j = µ j (ζ) := 1 − γ 2 ǫ(ζ) + 2γρ(ζ) cos jψ, j = 1, . . . , p − 1, ψ := π/p.
The eigenvalues of glued matrices 9 From (4.10), we obtain with s := S t e 1
The previous derivation assumes that M = M (ζ) is nonsingular at the eigenvalues of G 2 . This is the generic and difficult case. We thus obtain the secular function
whose zeros are the eigenvalues of G 2 we seek. 2 An illustration is given in Figure 5 .
We note that α is the ratio of two rational functions with the same poles, see also Appendix A. Since cos(p − k)ψ = − cos kψ, sin(p − k)ψ = sin kψ for k < p/2, we find
Hence, using (5.3) in (5.2) yields the secular equation
By (5.2), there are (p − 1) simple poles of Γ 2 , each from one µ k , around the eigenvalue of T . When changing to the α-variable, we become interested in the special ζ-intervals that include the poles of S p (α). By (5.5), these are the intervals in which α varies between ±1.
3 For small enough γ, the zeros of Γ 2 occur close to solutions of S p (α) = 1, that is close to the poles. Otherwise, the zeros are the intersections of S p (α) and (1 − γ 2 ǫ) −1 , see Figure 5 .2. Note that the zero of Γ 2 in the center is not captured, this is a complication when p is odd, see also Theorem E.1.
Last, we note that S p (α) is a function of α 2 and thus is symmetric around α = 0 with S p (±1) = ⌊p/2⌋/p. Its center α = 0 is given for ζ such that 1 = γ 2 ǫ(ζ).
2 ρ plays no role for p = 2. Section 4 directly shows e Γ 2 = 1 − γ 2 ρ f f (ζ)ρ ll (ζ). 3 It is remarkable that the poles have a completely standard Chebyshev distribution, α = ± cos kψ, k = 1, · · · , ⌊p/2⌋, in contrast to Γ 1 where the zeros have such a distribution. We now give an overview of our results with pointers to the detailed analysis that can be found in the appendices.
• We first consider an isolated eigenvalue λ j of T . When p is even, all zeros of Γ 2 are of the form λ j + O(γ). In contrast, when p is odd, there is one eigenvalue within O(γ) 2 of λ j . The zeros are roughly, but in general not exactly, symmetric about λ j .
• In more detail, a zero of Γ 2 sticks out further from its pole the closer the pole is to the center. The outer zeros, analyzed in Appendix D, are located at distance ±[cos
The description of the innermost zeros is given in Appendix E and requires an examination of ρ, ǫ, and the parity of p and how γ compares to the separation of the eigenvalues of T .
• Our analysis is based on the ζ-intervals in which α varies between ±1, we roughly distinguish three cases, see Appendix C. For an isolated eigenvalue, the function (1 − γ 2 ǫ(ζ)) −1 is a (positive) branch of a hyperbola with vertical asymptote at α = 0. Near the outer poles of S p , γ 2 ǫ(ζ) is O(γ) and, so 1 − γ 2 ǫ = 1 + O(γ) and the associated zeros depend very weakly on γ. Approximately they satisfy 1 = S p (α).
• We also consider a close pair of eigenvalues λ 2j , λ 2j+1 . In this case, there are two such intervals, on either side of [λ 2j , λ 2j+1 ], and in addition there are two zeros inside [λ 2j , λ 2j+1 ].
Appendix A. Analysis of important rational functions.
A.1. Analysis of ρ and ǫ. Use of the weights ω j from (2.4), in (4.3) yields
Use (2.3) to write
The last part of (A.2) follows by recognizing that the sum is a partial fraction expansion of χ(ζ). As a consequence, ρ(ζ) never vanishes. From (5.1), find
Observe that terms in (λ µ −ζ) −2 in (A.3) cancel, leaving terms in (λ µ −ζ) −1 (λ ν −ζ) −1 , ν < µ, where the numerator is
Note that g µν ≥ 0 with equality when
zµ (1) and µ + ν := 0 (mod 2). In general g µν ≥ 4 when µ + ν := 1 (mod 2). In the persymmetric case g µν = 0, µ + ν := 0 (mod 2), 4, µ + ν := 1 (mod 2).
Thus
Since ǫ and ρ have the same poles, α from (5.3) is well defined at λ j . For isolated λ j , γ ≪ gap(λ j ),
Thus |α(λ j )| = O(γ) < 1 and λ j is inside a special interval.
In contrast, when λ 2j+1 − λ 2j ≪ γ, with ′′ meaning i = 2j, 2j + 1
Throughout this analysis ′ indicates omission of one value, usually j, while ′′ indicates omission of two values, usually 2j and 2j + 1. Similarly for ′′ . The formula for ω j in Fact 3 shows that
Thus α(λ 2j ) is close to α(λ 2j+1 ) and both greatly exceed 1. Despite this there are two zeros of Γ 2 in (λ 2j , λ 2j+1 ) without associated poles, see Lemma 3.3 and Figure 1 .2.
A.2. ρ and ǫ near an isolated zero λ j . An eigenvalue λ j is 'isolated' when
The need for ω j will appear soon. For ζ near λ j write
Insertion into (4.3) yields
Hence, from (A.1),
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(A.13b)
Note that in this case, ρ and ǫ have comparable residues at the pole λ j and comparable constant terms. We can find ζ 0 such that α = 0: using 1 − γ 2 ǫ(ζ 0 ) = 0 and the first two terms of (A.12)
(A.14)
A.3. ρ and ǫ near a close pair λ 2j , λ 2j+1 . A pair is close when
To simplify the analysis to follow, we introducē
Thus, again using (A.8) and leaving out the terms in O 4δ 2 ,
Both ρ and ǫ have simple poles at ζ = λ 2j and ζ = λ 2j+1 but the residues of ρ at these poles almost cancel. Hence, at the ζ values of interest, ζ − λ 2j+1 = O(γω 2j+1 ) and λ 2j − ζ = O(γω 2j ) the value of ρ(ζ) is very small;
In contrast, ǫ(ζ) in that region acts as though it had a strong double pole at ζ =λ;
All the poles of Γ 2 have |α| < 1, and we have seen that |α| is huge very close to [λ 2j , λ 2j+1 ]. Only when |ζ −λ| = O(γω), not O(γ 2 ω), is |α| < 1 and, by the characterizing property of a close pair, δ/|λ − ζ| = δ/O(γω) ≪ 1.
After some detailed analysis we can write, for |ζ −λ| = O(γω) and g := g 2j,2j+1
where g
, and gap := min i =2j,2j+1 |λ i −λ|. Let
Thus, in these regions,
Now we can see when α ≈ 0. Solve 1 − γ 2 ǫ(ζ) = 0, omitting the O term in (A.20), to find ζ 0 given bȳ
We shall find in Appendix C that the special interval around ζ 0 are extremely small, the widths are O(δ). We estimate those widths by evaluating |ǫ
Appendix B. Analysis of ǫ ′ (ζ). The results of this section are needed for Appendix C. Differentiate (A.5) to find
For sums, ′ denotes the omission of one term, ′′ the omission of two. Case 1: ζ near an isolated λ j ; γω j ≪ gap(λ j ).
There is some cancellation above. In particular, the simple pole at λ j disappears, leaving
Recall that ζ 0 satisfies α(ζ 0 ) ≈ 0. The dominant part of λ j − ζ 0 is given in (A.14) as
Case 2: ζ near a close pair λ 2j , λ 2j+1 , δ ≪ γω. We use the abbreviations from Appendix A;λ, δ, ω, η, g and insert them in (B.1) to find
Recall from Appendix A that η/ω = O(δ) so that the dominant term in ǫ ′ (ζ) is
(B.4)
The dominant part ofλ − ζ 0 is given in (A.21) as
so that, for each choice,
Appendix C. The width of the special intervals −1 ≤ α ≤ +1. Since α(ζ) is approximately linear in the special intervals, we can assess the radius of each interval as 1/|α
Case 1: the interval around an isolated λ j . Use (A.14) in (A.11) to find
Insert this together with (B.3) into (C.1) to obtain Lemma C.1. The semi-width of special intervals containing isolated λ j is
where K ′ j is given in (A.12) and is O(1). Case 2: special intervals on each side of a close pair λ 2j , λ 2j+1 , δ ≪ γω. Use (A.21) in (A.18) to find, in the relevant notation,
Insert these values into (C.1) to obtain Lemma C.2. The semi-width of special intervals on either side of a close pair λ 2j , λ 2j+1 are
where 2δ = λ 2j+1 − λ 2j , g = g 2j,2j+1 ≥ 4. We first concentrate on the cluster around an isolated eigenvalue λ j , γω j ≪ gap(λ j ), because it turns out that the clusters on either side of a close pair are much easier to analyze -the zeros of Γ 2 are very close to the associated poles.
The poles of Γ 2 , and of S p , are simple and given by
We seek the zero ζ j that is just outside (away from λ j ) of this pole π (k) j . The first task is to determine π (k) j and the value of 1 − γ 2 ǫ(π 
which yields
Substitute (D.2) into the expression for ǫ(ζ) to find the claimed value of γ 2 ǫ. It is interesting that ω j disappears in the value of γ 2 ǫ. The proof gave us the local mapping from α to ζ:
With (D.3) in hand we shall be content to give the zeros in the α-coordinate α 
In order to find an intelligible approximation to the solution of Γ 2 = 0 in the interval (c k , c k−1 ) we model S p by keeping the two neighboring poles and replacing the rest by a value independent of α.
Here β k is a constant at our disposal; its default value is β k = c k , except when k = p/2.
We say more about S ′′ p (β k ) in Appendix F. For α ∈ (c k , c k−1 ) it is convenient to write
Next, we solve the quadratic (D.4) for σ k . Substitute intoS p (α) = ν to find
Both ν and S ′′ p change (mildly) with k but we suppress that dependence for the moment. Thus σ k is the smaller zero (0 < σ < 1) of the quadratic
The discriminant turns out to be
The difficulty with (D.8) is that the first term dominates for small k and the second dominates for k close to p/2. Case k = 1, the outermost pair The quadratic (D.6) can be solved exactly, giving σ 1 = s 
to find
The desired zeros of Γ 2 satisfy 
We bound the second term on the right in (D.12):
. We note that, to first order in τ , we could have approximated ρ(π 
