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Abstrakt
Tato diplomová práce se zabývá návrhem a implementací správy verzí databázového
procesu týmu vyvíjejícího software aplikace. Hlavním úkolem je nastavit nástroje a pro-
cesy, které týmu pomůžou spravovat jednotlivé verze změn na databázích. V první části
práce je teoretický základ správy verzí a porovnání nástrojů Liquibase a Flyway. Ve druhé
části je návrh a implementace řešení za pomocí nástrojů Jenkins, Liquibase a vytvořených
Java aplikací.
Summary
This master’s thesis deals with the design and implementation of a database versions
management process for software development team. The main task of this thesis is to
set up tools and processes, used to help the team to manage their versions of database
changes. In the first part, you may find theoretical foundations and comparison of the
Liquibase and Flayway tools. In the second part, the design and solution implementation
is proposed, using Jenkins, Liquibase and specially crafted Java tools.
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1. Úvod
Metodologie vedení a řízení vývoje softwarových produktů se neustále vyvíjí. Doby,
kdy vývojářské společnosti vydávaly verzi svého programu jednou ročně, jsou dávno pryč.
Neustálé změny nutí týmy pracovat v iteracích, které se neustále zkracují. Nejflexibilnější
programátorské týmy nahrávají různé verze svého nástroje i několikrát denně. Tento mo-
derní trend ve vývoji software produktů následují i jednotlivé týmy a celá společnost IBM,
která se postupně transformuje na agilní metodologii vedení a řízeni softwarového vývoje.
Agilní metodologie, které IBM prosazuje, se projevují menšími balíčky zdrojového
kódu s novými funkcionalitami. Nové balíčky se nahrávají v kratších intervalech. Vývoj
softwaru v iteracích musí být reflektován způsoby programátorů a nástroji, které pou-
žívají. Právě zkracování intervalů mezi jednotlivými iteracemi přináší programátorským
týmům nové technické a procesní výzvy.
Pro programátorské týmy přináší tento systém potřebu precizní správy verzí zdrojo-
vých kódů jednotlivých komponent, správu verzí databází, udržování aktuálních automa-
tických testů pro integrační testování a v neposlední řadě rychlou a jednoduchou možnost
sestavení a nahrání jednotlivých verzí dané komponenty na cílové prostředí.
IBM software asset management tools team vyvíjí ve dvoutýdenních cyklech a každý
měsíc nahrává novou verzi aplikace na produkční prostředí. Tým spravuje verze zdrojového
kódu jednotlivých komponent, ale nemá žádný nástroj ani proces na spravování verzí na
databázích.
Za cíl této práce je stanoveno nastavit proces a vybrat nebo vytvořit vhodný nástroj
pro správu verzí databázových změn a následné automatické vytvoření SQL scriptu, ve
kterém budou všechny změny za poslední časový interval zahrnuty. Aby tento cíl mohl
být splněn, je nutné stanovit dílčí cíle, které povedou ke splnění hlavního cíle.
Prvním dílčím cílem je seznámení s procesem a praktikami vývoje softwarových pro-
duktů Bravo a Trails. Analyzovat aktuální stav a nastavit proces a nástroj, které umožní
týmu spravovat verze jednotlivých databází.
Druhým dílčím cílem je zavedení funkčního nástroje, který umožní generování SQL
souboru se změnami na databázi za určité období.
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2. Teoretická východiska
Teoretická východiska práce se skládají ze třech hlavních témat: databáze DB2, správa
verzí a agilní metodologie. Veškeré databáze, které jsou v diplomové práci využívány spa-
dají do rodiny DB2. Teorii správy verzí rozdělujeme do dvou kategorií podle architektury,
která je spravována (souborový systém, databáze). Poslední téma o agilních metodologiích
je nejméně technické, ale pro pochopení smyslu této práce velice důležité.
2.1. DB2 relační databázový systém
Od 70. let 20. století, kdy IBM vynalezna relační model a jazyk SQL (Structured Query
Language), společnost IBM vyvíjí kompletní rodinu databázových řešení. Počáteční vývoj
relačních modelů a prací s databázemi začínal na mainframe platformě. Skupina relačních
databázových systémů DB2 je vyvíjena společností IBM od roku 1983. V rodině DB2
jsou hlavní tři produkty, které jsou rozdílné v hardwarovém řešení: DB2 pro LUW (Li-
nux,Unix,Windows), DB2 pro z/OS (Mainframe) a DB2 pro iSeries. Na obrázku 2.1 jsou
základní milníky v historii databázového systému DB2 s různými názvy a verzemi, které
se vyvinuly do aktuální verze DB2 10.5. IBM vydala verzi DB2 10.5. v roce 2013. Veškeré
použité databáze při této diplomové práci mají tuto nejnovější DB2 verzi. [7]
Obrázek 2.1: Historie DB2
Zdroj: [7]
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2.2. Správa verzí
Správa verzí je systém, který zaznamenává změny souboru nebo sady souborů v průběhu
času. Uživatel má možnost kdykoli obnovit verzi systému. Systém správy verzí lze použít
nejen pro textové soubory a zdrojové kódy. Grafici a návrháři webových stránek mohou
uchovávat všechny verze obrázku nebo všechna rozložení stránky.
Pomocí správy verzí můžeme vrátit jednotlivé soubory nebo celý projekt do předcho-
zího stavu, porovnávat změny provedené v průběhu času, zjistit, kdo naposledy upravil
něco, co nyní možná způsobuje problémy, kdo a kdy vložil jakou verzi a mnoho dalšího.
Používáte-li systém na správu verzí, snadno obnovíte soubory, které jste ztratili nebo
v nichž byly provedeny nežádoucí změny. Všechny funkcionality systému správy verzí
můžete navíc používat velice jednoduchým způsobem. Systémy pro správu verzí se roz-
dělují na tři typy:
Lokální systémy správy verzí
Uživatelé často provádějí správu verzí zkopírováním souborů do jiného adresáře a ozna-
čení adresáře s příslušným datem. Takový přístup je velmi častý, protože je jednoduchý.
S tímto způsobem je spojeno velké riziko omylů a chyb. Uživatel může zapomenout ve
kterém adresáři se nachází a nedopatřením zapíše do nesprávného souboru nebo přepíše
nesprávný soubor. K řešení správy verzí na lokálním prostředí slouží například systém
RCS 1, který je dodnes distribuován s mnoha počítači. I populární operační systém Mac
OS X obsahuje po nainstalování vývojářských nástrojů (Developer Tools) příkaz rcs. Prin-
cip RCS systému je v seznamu změn, který je ve speciálním formátu uchováván na disku.
Díky porovnání těchto změn může RCS vrátit jakýkoliv soubor do podoby, v níž byl
v libovolném okamžiku.
Centralizované systémy správy verzí
Spolupráce více pracovníku na jedněch souborech je další velký problém. Řešení tohoto
problému nabízí centralizované systémy správy verzí. Tyto systémy, např. CVS2 a Sub-
version3, obsahují serverovou část uchovávající všechny spravované soubory. Z tohoto cen-
trálního úložiště si následně soubory stahují jednotliví klienti. Tento koncept byl dlouhá
léta standardem pro správu verzí.
Nedostatek těchto systémů je riziko kolapsu celého systému po výpadku jediného cen-
trálního serveru. Pokud takový server na hodinu vypadne, pak během této hodiny buď
nelze pracovat vůbec, nebo přinejmenším není možné ukládat změny ve verzích souborů,
na nichž uživatelé právě pracují. V případě poruchy pevného disku, na němž je uložena
centrální databáze a předpokladu, že disk nebyl předem zálohován, dojde ke ztrátě všech
dat a celé historie projektu s výjimkou souborů aktuálních verzí, jež mají uživatelé v lo-
kálních počítačích. Ke stejnému riziku jsou náchylné také lokální systémy. Jestliže je celá
historie projektu uložena je jednom místě, hrozí ztráta všeho.
1Revision Control System
2http://www.nongnu.org/cvs/
3https://subversion.apache.org/
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Distribuované systémy správy verzí
V distribuovaných systémech uživatelé nestahují pouze nejnovější verzi souborů, ale ucho-
vávají kompletní kopii repozitáře s historií. Při kolapsu serveru lze takový server obnovit
zkopírováním celkového repozitáře od libovolného uživatele. Každá aktualizovaná lokální
kopie repozitáře je plnohodnotnou zálohou všech dat.
Distribuované systémy jsou například Git4, Mercurial5, Bazaar6, Darcs7 nebo RTC8.
Můžete zavést několik typů pracovních postupů, které nejsou v centralizovaných systé-
mech možné — jako jsou například hierarchické modely. Pomocí distribuovaných systémů
lze zavést postupy například hierarchické modely, které nejsou v centralizovaných systé-
mech možné.
[6]
2.2.1. Správa verzí databáze
V dnešním světě informačních technologií můžeme za jedinou stálou konstantu považovat
změnu. A u databází tomu není jiné. Každodenní požadavky na změnu struktury dat,
či různých pohledů jsou běžnou součástí programátorského života. Systémy pro správu
verzí zaznamenávají změny souboru v průběhu času a zároveň umožňují kdykoliv obnovit
konkrétní historickou verzi.
Většina dnešních aplikací má více komponent využívajících různé technologie: mobilní,
ASP, databáze, atd. Všechny tyto komponenty musejí být synchronizovány. Například
pokud je do tabulky v databázi přidána nová položka je potřeba, aby ostatní komponenty
tuto novou položku akceptovali. Jestliže komponenty nebudou synchronizovány může se
stát, že aplikace bude požadovat v tabulce položku, která tam ještě vůbec není.
Databáze je víc než jen SQL skripty. Databáze je složena ze struktury tabulek, přes-
ných vazeb, procedur a závislostí mezi tabulkami. Databáze je centrální zdroj používaný
více vývojáři, kdy jednotlivé komponenty a programátoři musejí být sesynchronizováni
a přecházet tak konfliktům a přepisování kódu. Nahrávání změn v databázi není pouze
o kopírování a nahrání nového skriptu, ale zároveň dochází ke změně obchodní logiky,
když transformujeme jednu verzi databáze na druhou a je tedy důležité zachovávat jed-
notlivé verze v historii. Z předešlých vysvětlení je zřejmé, že správa verzí databáze je velice
důležitá pro vývoj softwaru. Vtipně tuto problematiku shrnuje ve svém článku Paul Sto-
vell:”Your database isn’t in source control? You don’t deserve one. Go use Excel.”[18].
Abychom mohli se správou verzí databáze začít musíme splnit řadu požadavků.
• Musíme pokrýt veškerý kód, který souvisí s databází (definice tabulek, definice va-
zeb, uložené procedury, práva uživatelů, . . .).
• Sklad systému pro správu verzí je nutné považovat za jediný pravdivý zdroj. Progra-
mátoři a databázoví administrátoři nesmějí vykonávat příkazy přímo na databázi.
• Ujistěte se, že skript vykonávající změnu zná aktuální stav prostředí.
4https://git-scm.com/
5https://www.mercurial-scm.org/
6http://bazaar.canonical.com/en/
7http://darcs.net/
8http://www-03.ibm.com/software/products/cs/rtc
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• Ujistěte se, že spouštěný skript má vyřešené konflikty.
• Generujte skripty pouze pro relevantní změny.
• Ujistěte se, že spouštěný skript zná veškeré závislosti databáze.
Existují čtyři základní přístupy ke správě verzí v procesu vývoje a následnému nahrání
změn na testovací nebo produkční prostředí.
• Využití SQL skriptů vytvořených v průběhu vývoje.
• Využití systémů na sledování změn na databázi.
• Využití nástrojů na porovnání a synchronizace.
• Využití databáze ke řízení a správě změn.
Nejzákladnější metodou pro správu změn databází je první možnost z předchozího
seznamu. Programátoři v průběhu vývoje ukládají soubory se změnami a příkazy na
klasický souborový systém, který je sledován a spravován nástrojem pro správu verzí
souborů.
[11]
2.3. Agilní metodologie
V klasickém vedení a řízení vývoje softwarových produktů zvaném jako vodopád můžeme
proces rozdělit do následujících kroků: shromáždění požadavků, návrh, implementace,
testování. Zobrazení vodopádové metody je v obrázku 2.2
Ve vodopádovém procesu musí být každý krok dokončen před krokem následujícím.
A zároveň všechny kroky musejí být dokončeny před tím, než je konečný produkt odevzdán
zákazníkovi. Název vodopád doslovně odpovídá toku mezi jednotlivými kroky. Zastánci
této metody rozhodně mají racionální důvody pro svoje stanovisko. Tato metodologie se
hodí pro plánování a zároveň dovoluje generálním ředitelům, finančním ředitelům a všem
zúčastněným stranám používat klasické nástroje, přístupy, sepisovat smlouvy a sestavovat
rozpočty. Přijímat změny do takovýchto postupů je ale náročné.
Vodopád zastává přístup BDUF9, kdy je vytvořen celkový a perfektní design před sa-
motnou implementací. Tento přístup je společný pro všechny metodologie vývoje řízené
plány. Problém nastává s nerealistickým pojmem perfektní. BDUF představa, že je možné
vytvořit perfektní design před samotnou implementací je v některých odvětvích více re-
álná. Například při návrhu auta nebo domu si člověk na papíru může dost dobře předsta-
vit, jak jednotlivé komponenty budou do sebe zapadat, čímž se dá předejít přestavbě či
výměně nějakých drahých částí, které by k sobě nepasovaly. Bohužel vývoj softwarových
produktů je vývoj dynamických a komplexních systémů a nejedná se o statické objekty.
Návrh komplexních systémů bez žádných reálných dat ale není moc možný. Z hlediska
softwarového vývoje to znamená, že týmy mohou sedět dny u plánovacích meetingů a
vytvářet různé teorie, ale jakmile přijde uvedení do praxe začnou se objevovat různé
neočekávané komplikace.
9Big Design Up Front
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Obrázek 2.2: Vodopádová metoda
Zdroj: [15]
Jednotlivci a interakce před procesy a nástroji
Procesy a nástroje potřebují, aby sloužily lidem, ne obráceně. Jedním ze základních prin-
cipů je, že lidé kteří danou práci vykonávají nejlépe vědí, jak danou práci dobře dělat.
Za předpokladu, že je ve firmě šest týmů a všichni používají k ohodnocení svých úkolů
metodu Planning poker. A vy založíte nový tým, budete jej nutit používat Planning poker
také? Pokud praktikujete agilní metodologie, tak odpověď je jednoznačné ne. Vy chcete,
aby každý tým byl samoorganizující se a schopen si najít nástroj a postup, který je nejle-
pší právě pro tento daný tým. Můžete alespoň navrhnout novému týmu zkusit Planning
poker na dva až tři sprinty, protože je to dobrá praktika v jiných týmech? Rozhodně ano!
Je dobrým zvykem dospět k rozhodnutí pomocí postupu pokus omyl a tím přizpůsobovat
tým k jemu vyhovujícím procesům. Pokud týmy budou mít zakázané zkoušet nové věci
nebo budou odrazováni od experimentování, tak nikdy nezjistí, že třeba existuje metoda
lepší než Planning poker, kterou pouze tým nezná.
Hlavní body agilní metodologie jsou shrnuty v Agile manifesto:
• Jednotlivci a interakce před procesy a nástroji.
• Fungující software před vyčerpávající dokumentací.
• Spolupráce se zákazníkem před vyjednáváním o smlouvě.
• Reagování na změny před dodržováním plánu.
[4]
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Fungující software před vyčerpávající dokumentací
Tvorba dokumentace je výborná věc, pokud slouží v tvorbě přidané hodnoty a účelně
posouvá projekt kupředu. Například uživatelská dokumentace je cennou součástí většiny
projektů. Problémy vznikají, když se směřování posune z projektu samotného k procesu
dokumentování. Pokud začnete váš vývojový proces výrazným investováním do komplexní
dokumentace, která předchází samotný vývoj, obětujete možnost přizpůsobování a učení
se z vlastních chyb a možnost vyladit proces a vaše požadavky za chodu. Časté nedoro-
zumění je, že v agilních metodách se plány a dokumentace nevytváří, ale v praxi agilní
týmy stráví nad plánováním a tvorbou dokumentace více času než týmy tradiční, protože
plán je neustále propracováván a aktualizován. V agilním projektu je plán všude kolem
vás ve formě úkolů, backlog, akceptačních testů a velkých viditelných schémat.
Spolupráce se zákazníkem před vyjednáváním o smlouvě
Tato hodnota rovněž usiluje o zrušení brzkého plánování a zároveň dává důraz na zacho-
vání otevřeného dialogu mezi vývojovým týmem a zákazníkem. Autoři Agile manifesto
dospěli k závěru, že projekty na smluvní bázi jsou špatné. Autoři preferují časově-materi-
ální model, kde všechny zúčastněné strany se snaží vybudovat nejcennější systém, který
je v jejich silách, v určeném čase a rozpočtu.
Reagování na změny před dodržováním plánu
Plánem řízené organizace obvykle mají proces kontroly změn navržený s nejlepší možným
úmyslem. Problém je, že vývoj softwaru je proces plný neznámých a jedná se spíše o cestu
za poznáním. Pro pochopení tohoto principu je následující metafora. Pokud se vydáte
na plachetnici přes Lamanšský průliv, bylo by pošetilé si vzít sebou pouze grafy a plány.
Chcete-li úspěšně doplout do cíle, budete muset si vzít kompas a budete ho muset často
použít na opravu kurzu, protože budete neustále bojovat proti rozmarům větru a proudu.
Tak jako na moři ve vývoji softwaru změna nevyhnutelná, proto je logické, že je nejlepší
způsob ten, ve kterém je změna dobrá a přijatelná.
[15]
2.3.1. Scrum
Scrum patří do agilních metodologií. Scrum funguje ve sprintech, kdy na konci každého
sprintu zákazník obdrží menší přidanou hodnotu k projektu. Častějšími iteracemi se ne-
změní pouze, kdy se věcí dělají, ale také jak se dělají. Iterace se postupně vylepšují a
ladí až do úspěšného cíle projektu. Scrum iterace (sprinty) nejsou malými vodopády, ve
sprintech nejsou žádné kroky. Vývoj je holistický, kdy testování, návrh, kódování a poža-
davky jsou plně integrovány. Například testování je už zahrnuto v návrhu. Požadavky
nejsou jednoduše shromážděny, ale místo toho se buduje hlubší sdílené porozumění přes
neustálou komunikaci mezi týmem, majitelem produktu a zákazníkem. Scrum proces je
zobrazen v obrázku 2.3.
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Obrázek 2.3: Scrum proces
Zdroj: [15]
Scrum vychází z následujících bodů:
• Testování za pochodu a ne na konci. Opravená chyba hned je levnější, než chyba
která je v aplikaci po týdny.
• Dodávat produkt brzo a často. Pouze demonstrováním fungujícího produktu zákaz-
níkovi můžeme zjistit co doopravdy zákazník chce.
• Dokumentovat za pochodu a ne pouze pokud je potřeba. Pokud zařadíme tvorbu
dokumentace do procesu, bude se vytvářet pouze relevantní a užitečná dokumentace.
• Budovat týmy sestavené z lidí s různými funkcemi a dovednostmi.
V metodě Scrum se rozlišují tři základní role:
Product owner
Product owner úzce spolupracuje se všemi zainteresovanými stranami a ujišťuje se, že tým
rozumí veškerým požadavkům zákazníků. Product owner má funkce:
• Má celkovou vizi produktu.
• Reprezentuje v týmu zákazníky.
• Reprezentuje v týmu obchodníky.
• Vlastní a spravuje backlog produktu.
• Prioritizuje úkoly.
• Vytváří akceptační kritéria k úkolům.
• Je neustále dostupný otázkám týmu.
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Scrum master
Scrum master působí jako kouč a expert celé metodologie. Vede tým k sebeorganizování
a dodržování celé myšlenky agilních metodologií. Scrum master zároveň pomáhá řešit
problémy mezi členy týmu a externí překážky týmu.
Scrum master má funkce:
• Scrum expert a poradce.
• Kouč.
• Řeší problémy v rámci týmu.
• Moderátor.
Team member
Funkce člena týmu:
• Zodpovědný za dodání úkolů.
• Dělá veškerou vývojovou činnost.
• Organizuje tým k úspěšnému dodání úkolů.
• Ohodnocuje jednotlivé úkoly.
• Rozhoduje, jak úkoly budou vyřešeny.
• Vyhýbá se myšlenkám: ”Toto není moje práce”.
Tabulka anglických názvů používaných ve metodě Scrum a jejich český překlad. V ta-
bulce jsou uvedeny i ostatní anglické termíny, které se používání v bravotrails týmu.
Scrum Team Scrum tým
Development sprint Sprint vývoje jednotlivých úkolů.
Release sprint Sprint nahrání nových verzí komponentů na produkční prostředí.
Product owner Vlastník produktu, který je hlas zákazníka.
Backlog Katalog úkolů.
Story Úkol.
Task Dílčí úkol.
Story branch Větev v GIT nástroji obsahující změny k danému úkolu.
Develop branch Větev v GIT nástroji reflektující vývojové prostředí.
Release branch Větev v GIT nástroji reflektující testovací prostředí.
Master branch Větev v GIT nástroji reflektující produkční prostředí.
Genesis branch Větev v GIT nástroji ukazující na výchozí verzi zdrojového kódu
pro tento sprint.
[15]
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3. Analýza současného stavu
Popis společnosti
• Celý název společnosti: International Business Machines corporation
• Zkratka: IBM
• Založení: 15. června 1911
• Společnost zapsaná v ČR: IBM Global Services Delivery Center Czech Republic,
s.r.o.
• Datum zápisu v ČR: 2. dubna 2001
3.1. Správa softwarových aktiv a nástrojový tým
V roce 2003 byl nástroj TRAILS (The Reconciliation And Inventory of Licensed Software)
vyvinut ke správě a monitorování nainstalovaných software produktů a k nim spojených
nakoupených licencí. Původní jednoduchý nástroj TRAILS v1.0 byl vytvořen jako tabulky
v Microsoft Excel, který umožňoval uživatelům nahrát množinu software skenů pomocí
souboru s tabulkou v Microsoft Excel. Backend nástroje uměl jednoduché porovnání a
frontend uměl upravovat nesrovnalosti. Tento proces byl vykonáván jednou ročně na ob-
razu aktuálních dat. Rozsah aplikace byl limitován pouze na servery a účty ze Spojených
států amerických. Nástroj BRAVO (Baseline Repository and Asset Validation Operation)
byl vytvořen pro umožnění uživatelům vidět zdrojová data ze skenovacích nástrojů a k nim
spojený hardware v reálném v čase. Postupem času se aplikace rozšiřovaly do stávající
situace, kdy uživatelé pracují ve dvou webových uživatelských rozhraních napsaných v ja-
zyku Java. Pozadí celého nástroje obsluhují aplikace napsané v jazyku Perl, které slouží
k nahrávání dat a vytváření automatických operací. Aplikace se stala celosvětově použí-
vanou a slouží přes tři tisíce zákazníkům. Aplikace je spravována globálním Software asset
tools týmem. [8]
Novodobá celofiremní IBM strategie se snaží plošně prosazovat a implementovat agilní
metodologie do všech týmů na celém světě. I náš tým se transformoval a aplikoval metodu
Scrum, která spadá do jedné z agilních metod. Tým se skládá z jedenácti vývojářů, jed-
noho scrum master a dvou product owner. Jednotliví členové jsou roztroušeni po celém
světě. V Brně sídlí šest vývojářů, jeden scrum master a product owner. V Číně jsou tři
vývojáři v Dalianu a dva vývojáři v Shenzenu. Druhý product owner v týmu se nachází
ve Spojených státech amerických. Podle Scrum metodologie je optimální velikost týmu
pět až devět lidí a sami jsme si krátce vyzkoušeli, že jedenáct lidí na organizaci v jednom
scum týmu je opravdu hodně.
Rozdělili jsme se tedy na tým 1 a tým 2, a to po šesti a pěti vývojářích s jedním
společným scrum master. Na obrázku 3.1 je vyobrazena aktuální struktura našeho týmu.
Jelikož týmy pracují paralelně na jedné skupině nástrojů a jedněch databázích, dochází
k různým konfliktům. Častým problémem je i problém s komunikací, jelikož jsou týmy
lokalizovány v různých zemích.
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Obrázek 3.1: Scrum tým
Zdroj: vlastní tvorba
3.1.1. Jednotlivé meetingy našeho týmu ze scrum metodologie
Jelikož složení sprintů a týmů jsou velice specifické, tak se některé praktiky a meetingy
upravily, aby více vyhovovaly prostředí a požadavkům týmu. Popis jednotlivých schůzek
přesně vedených podle metodologie Scrum je uveden v kapitole 2.3.
Grooming meeting
Grooming meeting je schůzka, které se účastní oba týmy dohromady. Při tomto setkání
product owner představí týmům nové požadavky v backlog. Všichni členové dohromady
za pomocí metody planning poker přiřadí danému úkolu určitý počet story bodů. Story
body určují přibližnou složitost daného problému. Tímto způsobem má product owner
zpětnou vazbu o složitosti nových úkolů a zároveň vývojáři mají představu, co je čeká
v nadcházejících sprintech. Tým se snaží mít stále ohodnocených dvacet nejprioritnějších
úkolů v backlog.
Planning meeting
Planning meeting začíná každý sprint a účastní se ho oba týmy dohromady. Týmy si
střídavě vybírají z vršku backlog ty prioritní úkoly, na kterých chtějí v následujícím sprintu
pracovat. Jestliže na nějakém velice prioritním úkolu nechce ani jeden tým pracovat, má za
úkol product owner vysvětlit týmům, proč daný úkol je tak prioritní pro zákazníka a tím
přemluvit jeden z týmů, aby si daný úkol vzal do následujícího sprintu. Jednoduchý nástroj
nám průběžně sleduje celkový součet story bodů, aby jednotlivé týmy měly srovnání
s předchozími sprinty. Scrum master zároveň dohlíží, aby tým nepřecenil svoje možnosti
a nenabral si více úkolu, než byl v minulosti schopen splnit. Jakmile dojde k dohodě mezi
týmy, scrum master a product owner o podobě nadcházejícího sprintu, týmy si zvlášť
projdou svoje úkoly na nadcházející sprint a rozdělí je na dílčí úkoly, které jsou potřeba
vykonat k úspěšnému dokončení daného úkolu a sprintu.
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Demo meeting
Demo meeting je na závěr každého development sprintu. Na tento meeting jsou zváni
všichni zainteresované strany. Jednotlivé týmy zde transparentně ukazují status svých
úkolů a předvádějí zde nové funkcionality nástrojů. Tento meeting má dvě části. První
části se zúčastní všechny zainteresované strany a jsou zde prezentovány úkoly pro uživatele
viditelné. V druhé částí se demonstrují technické úkoly. Na této části se již nevyžaduje
účast všech zainteresovaných stran. Zároveň je demo meeting výborný pro týmy navzájem,
kdy vidí výsledek práce druhého týmu.
Retrospective meeting
Na retrospective meeting jednotliví členové týmu probírají to, co se jim líbilo a nelíbilo na
předchozích sprintech. Dále členové obou týmů hlasují o věcech, které by chtěli změnit.
Pokud se tým domluví, že daná věc je pro něj prioritní, jsou domluveny postupy a akce,
které je potřeba dodržovat či udělat. Oba týmy dohromady mají retrospective třikrát
do měsíce a jedenkrát měsíčně má schůzku každý tým zvlášť. Retrsopective meeting je
považován za velice důležitý a užitečný, protože lze v krátkém čase odhalit nevyhovující
činnost a následně rychle docílit změn.
Daily scrum meeting
Denní meeting má každý tým samostatně se scum master. Účast product owner je dob-
rovolná. Jedná se o velice krátký každodenní meeting, kdy každý člen posdílí tři základní
údaje. Co dělal předchozí den, co plánuje dělat dnes a jestli potřebuje s něčím pomoci.
Zároveň se zde ujasní status jednotlivých úkolů a tým může vidět, zda stíhá vše dokončit
včas. Doba trvání meetingu je přibližně 15 minut a provádí se vždy na začátku pracovního
dne, aby měl každý člen možnost vyjádřit své pracovní plány na nadcházející den.
3.1.2. Používané nástroje
Jelikož jsou členové týmu v různých státech světa, nelze používat klasické pomůcky a
nástroje jako třeba Task Board a Planning poker. Proto používáme jejich virtuální alter-
nativy. Používané software nástroje v týmu jsou:
GIT
GIT je distribuovaný systém pro správu verzí nejen zdrojových kódů. Tento nástroj za-
znamenává změny souboru v průběhu času. Systému na správu verzí může uživatel vrátit
jednotlivé soubory nebo celý projekt na libovolnou verzi v historii. GIT zároveň umožňuje
snazší spolupráci více programátorů na jedné části programu a řešení konfliktů mezi jed-
notlivými verzemi. [6]
JazzHub
JazzHub je služba spadající do balíčku IBM Bluemix DecOps services. JazzHub umožňuje
agilní plánování projektu, tvorbu kódu a jeho následné sestavení a nahrání. Náš tým
využívá pouze část nástroje a to zejména sekci Track And Plan, která umožňuje plánování
a spravování úkolů. V nástroji JazzHub tým spravuje backlog, má zde jednotlivé sprinty a
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veškerou správu úkolů. Tato webová aplikace umožňuje technologii grafického přesouvání
jednotlivých komponent, což činí práci s jednotlivými dílčími úkoly přívětivější. Jazzhub
nabízí různé pomůcky pro agilní plánování například burnchart, team velocity, atd. Tým
má v JazzHub uložený GIT sklad zdrojových kódů a pomocí syntaxe GIT komentářů lze
jednoduše přiřazovat jednotlivé commit k úkolům. [2]
Jenkins
Jenkins je open-source nástroj průběžné integrace (Continuous Integration) napsaný v pro-
gramovacím jazyku Java. Jenkins je jednoduchý, intuitivní a vizuálně atraktivní na pou-
žívání. Nástroj je zároveň velice flexibilní, jelikož poskytuje velikou škálu pluginů a každý
tým si může tedy nastavit Jenkins podle svých potřeb. Jednou z hlavních výhod je také
veliká popularita a základna uživatelů, která nabízí dobrou podporu při řešení problémů.
Náš tým používá Jenkins pro průběžnou integraci, spuštění automatických testů, zasílání
notifikací o výsledcích testů a v neposlední řadě Jenkins staví a nahrává zdrojový kód
jednotlivých komponent na cílová prostředí. [16]
planningpoker.com
Planningpoker.com je online webová aplikace pro techniku planning poker. Aplikace je
velice pěkně přehledná, jednoduchá a velice užitečná. Její licenční podmínky pro bez-
platné používaní se momentálně mění a je možné, že tento nástroj nebude v budoucnu
k bezplatnému užívání.[5]
3.2. Proces vývoje
Celý proces vývoje se točí v měsíčních cyklech, kdy pět týdnů je rozděleno na dva dvou-
týdenní development sprinty a jeden týdenní krátký release sprint. Vývojáři si na začátku
každého development sprintu naberou do týmu tolik úkolů, kolik sami uznají za vhodné a
ty musejí do konce daného development sprintu úspěšně dokončit. V průběhu development
sprintu si mohou programátoři veškeré svoje nové věci zkoušet na vývojovém prostředí.
Jakmile je na vývojovém prostředí dokončeno integrační testováním, kontrola zdrojového
kódu jinými členy týmu a celý tým uzná svůj úkol za úspěšně hotový, je nová verze
programu nahrána na testovací prostředí. Na testovací prostředí má přístup i skupina
uživatelů, kteří zde provádějí uživatelské akceptační testování. Na testovacím prostředí
uživatel potvrdí, že byly splněny jeho požadavky a daný úkol pro vývojový tým se po-
važuje za splněný. Na konci každého development sprintu tým představí všem zájmovým
skupinám svoje dokončené i nedokončené úkoly.
Na začátku release sprintu se vytvoří balíček s novou verzí aplikace a tým vytvoří poža-
davek na změnu databáze. Tento požadavek musí obsahovat veškeré databázové změny za
předchozí dva development sprinty (tedy čtyři týdny). Jakmile databázoví administrátoři
zkontrolují databázové požadavky a provedou je, může tým nahrát novou verzi programu
na produkční prostředí. Zjednodušený proces vývoje je zobrazen v obrázku 3.2
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Obrázek 3.2: Vývojový proces
Zdroj: vlastní tvorba
3.2.1. Development sprint
Development sprint se skládá ze dvou pracovních týdnů. Sprint začíná planning mee-
tingem, kterého se účastní oba týmy zároveň. Následně každý den sprintu ráno se jed-
notlivé týmy už samostatně scházejí na krátký denní scrum daily meeting. V průběhu
sprintu tým pracuje na jednotlivým úkolech, které si sám vybral a rozdělil na dílčí úkoly.
Jednotliví vývojáři mají k dispozici vývojové prostředí, ve kterém si mohou zkoušet svoje
nová řešení. Jelikož vývojové prostředí plně reflektuje prostředí produkční, může zde tým
provádět integrační testování svých změn. Pouze změna zdrojového kódu pro splnění
všech podmínek a úspěšné odevzdání zákazníkovi nestačí. Pro úspěšné dokončení úkolu
je potřeba splnit jasně definované požadavky:
• Splnění akceptačních kritérií úkolu.
• Návrh a technické řešení.
• Refactor zdrojového kódu.
• Úspěšné automatické unit testy.
• Nahrání řešení na vývojové prostředí.
• Dokončení integračního testování.
• Nahrání řešení na UAT server a schválení UAT testerem.
• Aktualizace dokumentace.
Jakmile tým splní veškeré podmínky z definice splněného úkolu, zůstává nová funk-
cionalita přichystaná na UAT serveru. Každý development sprint končí demonstračním
meetingem, na kterém členové týmu transparentně ukáží stav svých úkolů. V ideálním
případě jsou všechny úkoly hotové a členové týmu je prezentují všem zainteresovaným
stranám.
3.2.2. Release sprint
Release sprint je jeden pracovní týden, kdy o víkendu tým nahraje připravený balíček
nových funkcionalit na produkční prostředí. Sprint začíná středečním plánovacím mee-
tingem, kde si tým a product owner ujasní, které všechny úkoly byly řádně dokončené
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a budou nahrány na produkční prostředí. Připravený balíček zdrojových kódu je nahrán
na UAT a vývojové prostředí a celý tým provádí celkové regresní testování celé funkcio-
nality systému. Po víkendovém nahrání tým provádí společně s týmem podpory kontrolu
produkčního prostředí a kontrolu aktualizace dokumentace. Na konci release sprintu má
také tým jeden den na individuální studium, kdy každý podle své vůle může studovat,
či procházet novinky ze světa informačních technologií. Pro úspěšné dokončení release
sprintu je potřeba splnit následující požadavky:
• Balíček nových funkcionalit je nahraný na UAT prostředí a zkontrolovaný uživate-
lem.
• Regresní testování je úspěšně hotové.
• Instruktáž týmu podpory a provozního týmu o změnách funkcionalit.
• Odeslání hromadného oznámení o všech změnách.
• Nahrání na produkční prostředí.
• Finální verifikace na produkčním prostředí.
• Úprava testovacího prostředí pro další vývoj.
3.2.3. Správa zdrojového kódu
Ke správě zdrojového kódu se v týmu používá nástroj GIT. Jelikož v minulosti měl tým
problémy s tvorbou balíčku zdrojového kódu pro nahrání na produkční prostředí a vrace-
ním už vytvořeného zdrojového kódu v nástroji SVN, přešel tým na nástroj GIT. Vytvořili
jsme nový model kontroly zdrojového kódu. Aktuálně používaný model pro kontrolu zdro-
jového kódu naším týmem vychází z koncepce „story per branchÿ, kdy každý úkol je vy-
víjen v separátní větvi, které jsou následně spojeny. Náš model má tedy následující větve
master, release, develop, genesis, story. Základní při větve master, release a develop re-
flektují každá jedno prostředí. Develop větev reflektuje vývojové prostředí a programátoři
si do ní mohou spojovat nové kousky kódu podle své libosti. Je doporučené aby vývojáři
co nejčastěji spojovali své stabilní části kódu v develop větvi a tím co nejdříve narazili
na konflikty mezi jednotlivými verzemi kódu. Release větev reflektuje kód na testovacím
UAT prostředí, verze tohoto kódu je stabilní a už otestovaná. Master větev reflektuje
aktuální kód nahraný na produkčním prostředí. Genesis ukazuje na stabilní kód ze za-
čátku sprintu. Story větve jsou tvořeny pro každý úkol ve formátu Story XXXXXX, kdy
XXXXXX je číslo úkolu vygenerované jazzHub nástrojem pro správu úkolů. Na začátku
prvního vývojového sprintu ukazují větve (master, release, develop a genesis ) na stejnou
verzi kódu.
V průběhu development sprintu jednotliví členové týmu vytváření svoje story větve
z Genesis větve a libovolně je pro testování spojují do develop větve, která je nahrávaná
na vývojové prostředí. Jakmile je úkol hotový je daná story větev spojena do release větve,
která je následně nahrána na testovací prostředí. Na konci prvního vývojového sprintu
jsou ideálně všechny story hotové a pospojované v release větvi a nahrané na testovací
prostředí. Jestliže nějaká story nebyla dokončena a bude se přesouvat do nějakého z násle-
dujícího sprintů, zůstávají změny pro tento úkol ve story větvi a nejsou sloučeny s release
větví.
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Vložení změn zdrojového kódu rozpracovaného a nedokončeného úkolu nevadí, jelikož
na začátku každého development sprintu je develop větev resetována. Na začátku dru-
hého sprintu se zresetují develop a genesis větve na release větev, čímž připravíme GIT
prostředí pro další vývojový cyklus. Jestliže si tým vzal do sprintu již rozpracovaný úkol
je potřeba sloučit genesis větev do staré story větve a tím co nejdříve narazit na pří-
padné konflikty. Na začátku release sprintu akorát spojíme do master větve release větev
a následně můžeme ladit zdrojový kód už přímo na master větvi pro nadcházející nahrání
kódu na produkční prostředí. Po nahrání kódu na produkční prostředí akorát resetujeme
všechny větve (release, develop, genesis) na master větev a opět máme připravené GIT
prostředí pro další vývoj.
Jestliže je potřeba udělat nějakou naléhavou opravu na produkčním prostředí, je vy-
tvořena hotFix větev z master větve a na nově vytvořené větvi je provedena změna kódu.
Tato větev může být sloučena do development větve a otestována. Po otestování je vě-
tev sloučena do release a master větve a master větev nahrána na produkční prostředí.
Výhody zvoleného GIT modelu:
• Přenesení úkolu do dalšího sprintu.
• Vrácení všech změn k jednomu úkolu.
• Model reflektuje scrum sprinty.
Nevýhody:
• Pozdní zjištění konfliktu v kódu při práci dvou vývojářů na stejné části kódu.
• Programátor není nucen svoji story větev často spojovat s prací ostatních.
Týmem využívaný GIT model je v obrázku 3.3.
3.2.4. Správa změn na databázi
Pořádnou správu změn na databázi tým zatím nemá. Jestliže součástí nějakého úkolu je
i změna na databázi, označí tým daný úkol speciálním označením, který říká, že nějaká
další činnost na tomto úkolu je potřeba udělat při příštím produkčním nahrání nové verze
aplikace. Následně v průběhu development sprintu programátor může svoje změny data-
báze testovat na vývojovém prostředí a vytvoří v GIT skladu dokumentů se všemi SQL
příkazy pro danou změnu. Jakmile tým určí úkol za hotový, tak nesmí zapomenout na
spuštění i SQL souboru. Jelikož pouze databázoví administrátoři mohou dělat změny na
produkčních databázích, je potřeba týden před samotným nahráním na produkční pro-
středí vytvořit požadavek na změnu v databázi. V tomto požadavku musí být obsaženy
všechny databázové změny za poslední dva sprinty (čtyři týdny). Zároveň tým daný doku-
ment optimalizuje, aby například nemazal a nevytvářel ten samý pohled vícekrát. Tento
postup je náchylný k chybám, kdy hlavně u malých úkolů programátor udělá pouze nepa-
trnou změnu na databázi, která se nakonec zapomene přidat do finálního požadavku na
změnu databáze. Tento postup umožňuje procházet jednotlivé požadavky a tím vidět his-
torii změn na databázi, ale je to nepřehledné a zdlouhavé a nikdy tento systém nezaručí,
že někdo neudělal na databázi změnu mimo tyto dokumenty.
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Obrázek 3.3: Git model
Zdroj: vlastní tvorba
3.2.5. Tvorba požadavku na databázové změny
Na začátku release sprintu členové týmu projdou seznam všech úkolů za předcházející
dva vývojářské sprinty (celkově jeden měsíc) se speciálním označením pro nahrání na
produkci. Z tohoto seznamu jsou následně vybrány úkoly, které vyžadují změnu na datázi.
Posléze je sestaven z dílčích SQL příkazů jeden dokument pro každou databázi. Výsledné
SQL příkazy v dokumentu se musejí i optimalizovat. Například při změně na zdrojových
tabulkách MQT1 je potřeba nejdříve celé MQT zrušit a následně vytvořit. Jelikož definice
MQT může mít i 40 tisíc znaků, není dobré v rámci jednoho požadavku jednu MQT
tabulku vícekrát zrušit a sestavit pro dílčí změny, ale provést optimalizaci a jednotlivé
změny spojit a tvořit dané MQT pouze jedenkrát. Jakmile jsou soubory s skripty s SQL
příkazy připraveny, je v interním nástroji IBM vytvořen požadavek. Požadavek musí být
podán minimálně 5 pracovních dní před samotnou změnou. Požadavek následně projde
schvalovacím procesem a je k němu přidělen produkční databázový administrátor, který
změnu bude provádět.
3.3. Serverová a databázová struktura
V celé struktuře máme tři prostředí. Vývojové prostředí slouží týmům k tvorbě nových
funkcionalit a prvnímu testování. Testovací prostředí je simulací produkčního prostředí,
kde skupina uživatelů provádí akceptační testování a uživatelé se zde mohou seznamovat
s novými funkcemi našich komponent. Produkční prostředí není pod správou našeho týmu,
ale operačního týmu a databázových administrátorů. Všechna prostředí se servery jsou
zobrazeny v obrázku 3.4.
1materialized query table
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Každé prostředí se skládá ze ze čtyřech databází, dvou webových serverů a jednoho
backend serveru. Součástí každého prostředí jsou tedy čtyři db2 databáze s označením sta-
ging, trailspd, trailsst a trailspr. Kdy trailsst je online replika trailpd databaze a trailssrp
je týdenní replikace trailspd. Replikace je zobrazena v obrázku 3.5.
Po každém release sprintu (nahráním nové verze aplikace na produkci) se vytvoří obraz
databází, kterým se přepíšou databáze z vývojového a testovacího prostředí.
Obrázek 3.4: Prostředí
Zdroj: vlastní tvorba
Obrázek 3.5: Databázové prostředí
Zdroj: vlastní tvorba
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3.4. Požadavky na změnu
Tým potřebuje kompletně změnit proces provádění změn na UAT databázích. Požadavky
na změnu jsou následující:
• Jednotliví vývojáři mohou jednoduše provádět změny na UAT databázích.
• Žádná meta data se neukládají na databázi samotné.
• Nástroj zaznamenávající změny na UAT databázích.
• Možnost procházení historií změn.
• Vygenerování do souboru všech změn na jedlových UAT databázích za určité období.
• Závěrečná optimalizace SQL příkazů v konečném požadavku.
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4. Návrh řešení
Na základě analýzy současného stavu a požadavků na změnu se v této kapitole budu
zabývat jednotlivými řešeními, které může tým využít na správu verzí změn na databázích.
Možná řešení budou nejdříve rozdělena do jednotlivých kategorií. Tyto kategorie budou
následně ohodnoceny podle jednotlivých kritérií.
4.1. Kategorie řešení
Možná řešení byla rozdělena do třech hlavních kategorií, které představují jednotlivé
přístupy k danému problému.
• Nástroj pokrývající veškerou potřebnou funkcionalitu.
• Nástroj pokrývající pouze správu databází a vlastní implementace tvorby reportu.
• Implementace celkové funkcionality.
Nástroj pokrývající veškerou potřebnou funkcionalitu
Software pokrývající celkovou potřebnou funkcionalitu by bylo potřeba koupit. Na placený
software se vztahují ve společnosti zvláštní pravidla, která jsou doprovázena zdlouhavým
a náročným procesem schvalování. Nástroj by musel být financován z rozpočtu našeho
oddělení, který je omezený a nejsme schopni zaručit, že námi zvolený nástroj bude bude
koupen. S koupí nástroje by rozhodně byla dodána i kvalitní dokumentace a podpora,
která by nám pomohla s nastavením produktu na naše prostředí.
Nástroj pokrývající pouze správu databází a vlastní implementace tvorby re-
portu
Kombinace volně přístupných nástrojů s vlastní implementací části funkcionality může při-
nést kompromis, kdy obecně známé problémy budou řešeny už vytvořeným programem
a specifické potřeby budou implementovány. Při výběru správných světově rozšířených
produktů můžeme získat podporu stabilní komunity, která nám může být nápomocna při
řešení specifických problémů. Výběr nástroje nám předurčí určitou použitou technolo-
gii a architekturu. V případném dodělání určitých modulů či funkcionality se musí tato
technologie respektovat a už zde není taková volnost.
Implementace celkové funkcionality
Tvorba celého vlastního nástroje by přinesla absolutní kontrolu nad programem a možnost
úplné a přesné konfigurace na naše prostředí. Volnost při počátečním výběru použitých
programovacích jazyků, technologií a architektury je vyvážena nulovou podporou nějaké
komunity. Tvorba celého nástroje také bude časově nejnáročnější řešení.
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4.1.1. Kritéria a rozhodnutí
K rozhodování byla vytvořena kritéria s odpovídajícími váhami. Součet všech vah odpo-
vídá číslu jedna.
• Cena - váha: 0.4
• Časová náročnost - váha: 0.25
• Podpora výrobce nebo komunity - váha: 0.2
• Kontrola nad aplikací - váha: 0.15
Jednotlivé kategorie řešení jsou hodnoceny danými kritérii v intervalu jedna(nejlepší)
až tři. Jednotlivá hodnocení jsou uvedeny v tabulce 4.1. Celkové hodnocení se vypočítá
jako součet násobků váhy a dílčího hodnocení. Celkové hodnocení je uvedeno v tabulce
4.2
Tabulka 4.1: Hodnocení kategorií řešení
Kritérium \Kategorie řešení 4.1 4.1 4.1
Cena 3 1 1
Časová náročnost 1 2 3
Podpora výrobce nebo komunity 3 2 1
Kontrola nad aplikací 1 1 3
Tabulka 4.2: Celkové hodnocení
Kritérium \Kategorie řešení 4.1 4.1 4.1
Cena 1,2 0,4 0,4
Časová náročnost 0,25 0,5 0,75
Podpora výrobce nebo komunity 0,6 0,4 0,2
Kontrola nad aplikací 0,15 0,3 0,45
Celkem 2,2 1,6 1,8
Z tabulky 4.2 vyplývá, že nejlepším řešením je najití nástroje, který je volně dostupný
a zdarma použitelný. Tento nástroj by měl pokrýt hlavně správu databázových verzí a
pokrýt případy užití z podkapitoly 4.2. Předpokládáme, že nástroj nepokryje veškeré
problémy a to hlavně tvorbu databázového požadavku na změnu pro databázové admi-
nistrátory. Tyto menší funkcionality budou potřeba do celkové sady nástrojů dovytvořit.
4.2. Případy užití
Ve spolupráci s týmem byly pro testování jednotlivých nástrojů a návrhů vytvořeny pří-
pady užití. Podle těchto případů se budou jednotlivé nástroje hodnotit. Případy simulují
jednotlivé situace v běžném fungování našeho týmu a zároveň se snaží odhalit případné
slabiny v použitých nástrojích. Jednotlivým případům užití jsou dány priority pomocí
MoSCoW modelu, které jednotlivé požadavky rozděluje do pěti kategorií:
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• M: Must have (Minimum usable subset) - Požadavek, který musí být splněn.
• S: Should have - Požadavky nejsou kritické, ale jsou důležité.
• C: Could have - Tyto požadavky by bylo pěkné splnit.
• W: Won’t have - Rádi bychom měli tyto požadavky v budoucnu. V této chvíli
nepočítáme, že budou splněny.
Pro splnění veškerých požadavků je potřeba, aby nástroj řešil všechny případy užití
označené jako Must have. [14]
Případ užití číslo 1 - Must have
První vývojář uloží změnu na testovací prostředí. Druhý vývojář uloží další změnu na
testovací prostředí. Další člověk je schopen vytáhnout všechny změny na testovacím pro-
středí.
Případ užití číslo 2 - Should have
První vývojář uloží změnu pouze na vývojové prostředí a nevloží tuto změnu na testovací
prostředí. Druhý vývojář uloží další změnu na vývojové a testovací prostředí. Další vývojář
je schopen vytáhnout rozdíly mezi testovacím a vývojovým prostředím a tím odhalit
nějaké zapomenuté části.
Případ užití číslo 3 - Must have
Developer je schopen označit aktuální verzi databázových změn.
Případ užití číslo 4 - Could have
Každý vývojář má možnost zkontrolovat a vypsat rozdíly mezi jednotlivými verzemi.
Případ užití číslo 5 - Should have
Nástroj je schopen vzít změny z jednoho prostředí a ty zkopírovat na prostředí druhé.
Členové týmu tak nemusí pouštět stejné příkazy na jednotlivá prostředí, ale pouze označí
změny, které chtějí migrovat na další prostředí.
Případ užití číslo 6 - Could have
Nástroj je schopen detekovat vícenásobnou změnu na jedné tabulce v rámci jednoho
sprintu a tím předejít konfliktům mezi více vývojáři.
Případ užití číslo 7 - Could have
Vývojář je pomocí nástroje schopen navrátit změny k nějakému stavu s označením v his-
torii.
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4.3. Použitelné nástroje pro verzování databází
4.3.1. Liquibase
Liquibase je open source nástroj pro správu a sledování databází. Od roku 2006 umožňuje
jednoduchou sledování databázových změn a to speciálně v prostředí agilního vývoje
softwaru. Liquibase funguje na základě změnových souborů ve formátu XML1, YAML2,
JSON3 a SQL4. Každá sada změn (changeset) je unikátně identifikovatelná pomocí dvou
atributů: číselný identifikátor a autor. Tyto dvě značky společně se jménem a balíčkem
změnového souboru unikátně identifikují každou změnu. Pokud by sada změn byla identi-
fikována pouze pomocí čísla, mohlo by docházet k duplikátům, zvláště pokud na databázi
pracuje více vývojářů v různých větví zdrojového kódu. Vkládáním atributu autor mini-
malizujeme tedy šanci na duplikáty.
Každá sada změn je považována za atomickou změnu, která se provádí na databázi.
Je obvyklé zahrnout pouze jednu databázovou změnu do sady změn, ale i více změn je
povoleno. Dává smysl zahrnout do jedné sady například přidání více položek do jedné
tabulky, které by měly být přidány jako samostatná transakce. Liquibase se pokusí uložit
každou sadu změn jako jedinou transakci, ale některé databázové systémy mohou pro
některé příkazy transakci narušit (table create, drop table, . . .).
V obrázku ?? je sada změn zapsaná ve formátu XML, Nástroj Liquibase zároveň se
spuštěním první sady změn a na danou databázi vytvoří dvě tabulky databasechangelog a
databasechangeloglock. V tabulce databasechangelog se uchovává seznam všech souborů,
které byly puštěny na databázi. Tabulka databasechangeloglock slouží k zajištění, aby
dva uživatelé nemodifikovali databázi v jeden stejný čas. [3]
1Extensible Markup Language
2Ain’t Markup Language
3JavaScript Object Notation
4 Structured Query Language
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Příklad sady změn zapsané ve formátu XML, která vytvoří na databázi novou tabulku
pojmenovanou department se třemi sloupci (zdroj: [3]):
<?xml v e r s i o n =”1.0” encoding=”UTF−8”?>
<databaseChangeLog
xmlns=”http ://www. l i q u i b a s e . org /xml/ns/ dbchangelog ”
xmlns : x s i=”http ://www. w3 . org /2001/XMLSchema−i n s t anc e ”
x s i : schemaLocation=”http ://www. l i q u i b a s e . org /xml/ns/ dbchangelog
http ://www. l i q u i b a s e . org /xml/ns/ dbchangelog / dbchangelog −3.1 . xsd”>
<changeSet id =”1” author=”bob”>
<createTab le tableName=”department”>
<column name=”id ” type=”i n t”>
<c o n s t r a i n t s primaryKey=”true ” n u l l a b l e=” f a l s e ”/>
</column>
<column name=”name” type=”varchar (50)”>
<c o n s t r a i n t s n u l l a b l e=” f a l s e ”/>
</column>
<column name=”a c t i v e ” type=”boolean ” defau l tValueBoolean=”true”/>
</createTable>
</changeSet>
</databaseChangeLog>
Liquibase umožňuje pouštět každý příkaz s parametry určujícími cílovou databázi a
použité knihovny, nebo lze nastavit konfigurační soubor a ten následně zadat jako para-
metr.
Příklad konfiguračního souboru pro lokální vývojové prostředí:
# Cel é jméno t ř í dy JDBC ovlada č e .
d r i v e r : com . ibm . db2 . j c c . DB2Driver
# JDBC ovlada č
c l a s s pa t h : db2jcc4 . j a r
# JDBC u r l adresa k př ipo j en í na databá z i .
u r l : jdbc : db2 :// l o c a l h o s t :50000/DEVDB
# Už i v a t e l k př ipo j en í na databá z i .
username : db2 inst1
# Heslo daného už i v a t e l e .
password : k lad ivo
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Testování Liquibase na případech užití
Případ užití číslo 1 z podkapitoly 4.2
1. Soubor sql test/changeset1.sql pro přidání sloupce věk za prvního uživatele:
−− l i q u i b a s e formatted s q l
−−changeset J o s e f : 1
ALTER TABLE OSOBA ADD VYSKA SMALLINT
Příkaz pro vykonání daného souboru vytvořený uživatelem Josef na testovací data-
bázi v příkazové řádce pomocí nástroje Liquibase:
. / l i q u i b a s e
−−d e f a u l t s F i l e=conf / t e s t \
−−changeLogFi le=s q l t e s t / changeset1 . s q l \
migrate
2. Přidání sloupce váha za druhého uživatele v souboru sql test/changeset2.sql:
−− l i q u i b a s e formatted s q l
−−changeset Karel : 1
ALTER TABLE OSOBA ADD VAHA SMALLINT
Příkaz pro vykonání daného souboru vytvořený uživatelem Karel na testovací da-
tabázi v příkazové řádce pomocí nástroje Liquibase:
. / l i q u i b a s e
−−d e f a u l t s F i l e=conf / t e s t \
−−changeLogFi le=s q l t e s t / changeset2 . s q l \
migrate
3. Kontrolu historie změn můžeme provést v tabulce DATABASECHANGELOG, jejíž
výpis je v tabulce 4.3. Tabulka nám ukazuje spuštění dvou sad změn v daném
pořadí. Dále je zde kontrolní součet souboru, který umožňuje zpětnou kontrolu, že
nikdo soubor nezměnil poté, co byl spuštěn na danou databázi. Z tabulky je zřejmé,
že Liquibase uchovává pouze název souboru a jeho kontrolní součet. Pro samotné
uložení konkrétních souborů tedy musíme využít datový sklad ideálně s kontrolou
změn (například GIT).
Tabulka 4.3: DATABASECHANGELOG případ užití 1
ID AUT
HOR
FIL
ENA
ME
DAT
EEX
ECU
TED
ORD
ER
MD
5SU
M
1 Josef sql test/changeset1.sql 2015-11-03-
18.21.51.608515
1 7:ad90c6b05e91036a1de9ffbddc982f63
1 Karel sql test/changeset1.sql 2015-11-03-
18.50.24.431974
2 7:189560199f01928dba8cf5da5601bc7f
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Případ užití číslo 2 z podkapitoly 4.2
Použijeme-li tabulku ze sekce Případ užití číslo 1 4.3 jako stav na testovacím databázo-
vém prostředí. Tomuto stavu předcházel vývoj na vývojovém prostředí, jehož stav zná-
zorňuje tabulka případu užití číslo 2 4.4. Vidíme zřetelný rozdíl u položky s ID=2 a
AUTHOR=Josef, která chybí v testovacím prostředí a přidává sloupec TITUL do ta-
bulky OSOBA. Tato položka může chybět na testovacím prostředí ze dvou důvodů. Buď
úkol s touto změnou nebyl řádně dokončen a tedy rozpracovaná změna nepůjde do pro-
dukčního prostředí, nebo na tuto změnu tým zapomněl. Každopádně je potřeba, aby tým
těmto rozdílům věnoval pozornost. Manuální kontrola těchto tabulek při velkém počtu
změn není ideální. Funkce diff nástroje Liquibase je schopna vypsat rozdíly mezi jednot-
livými databázemi.
Tabulka 4.4: DATABASECHANGELOG případ užití 2
ID AUT
HOR
FIL
ENA
ME
DAT
EEX
ECU
TED
ORD
ER
MD
5SU
M
1 Josef sql dev/changeset1.sql 2015-11-03-
18.19.47.639073
1 7:ad90c6b05e91036a1de9ffbddc982f63
1 Karel sql dev/changeset2.sql 2015-11-03-
18.38.41.410401
2 7:189560199f01928dba8cf5da5601bc7f
2 Josef sql dev/changeset3.sql 2015-11-03-
18.47.16.439153
3 7:97cf47448a3c38f96efcdf8c23f93abe
Příklad spuštění funkce diff :
. / l i q u i b a s e \
−−d e f a u l t s F i l e=conf / t e s t \
d i f f \
−−r e f e r e n c e U r l=”jdbc : db2 :// l o c a l h o s t :50000/DEVDB” \
−−re ferenceUsername=db2inst1 \
−−re f e rencePassword=klad ivo
Výstup funkce diff pro náš příklad:
D i f f Resu l t s :
Reference Database : db2 inst1 @ jdbc : db2 :// l o c a l h o s t :50000/DEVDB
Comparison Database : db2 inst1 @ jdbc : db2 :// l o c a l h o s t :50000/TESTDB
Product Name : EQUAL
Product Vers ion : EQUAL
Miss ing Catalog ( s ) : NONE
Unexpected Catalog ( s ) : NONE
Changed Catalog ( s ) : NONE
Miss ing Column( s ) :
OSOBA.TITUL
Unexpected Column( s ) : NONE
Changed Column( s ) : NONE
Miss ing Fore ign Key( s ) : NONE
Unexpected Fore ign Key( s ) : NONE
Changed Foreign Key( s ) : NONE
Miss ing Index ( s ) : NONE
Unexpected Index ( s ) : NONE
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Changed Index ( s ) : NONE
Miss ing Primary Key( s ) : NONE
Unexpected Primary Key( s ) : NONE
Changed Primary Key( s ) : NONE
Miss ing Schema ( s ) : NONE
Unexpected Schema ( s ) : NONE
Changed Schema ( s ) : NONE
Miss ing Sequence ( s ) : NONE
Unexpected Sequence ( s ) : NONE
Changed Sequence ( s ) : NONE
Miss ing Stored Procedure ( s ) : NONE
Unexpected Stored Procedure ( s ) : NONE
Changed Stored Procedure ( s ) : NONE
Miss ing Table ( s ) : NONE
Unexpected Table ( s ) : NONE
Changed Table ( s ) : NONE
Miss ing Unique Constra int ( s ) : NONE
Unexpected Unique Constra int ( s ) : NONE
Changed Unique Constra int ( s ) : NONE
Miss ing View ( s ) : NONE
Unexpected View ( s ) : NONE
Changed View ( s ) : NONE
Výstup funkce nám vypsal, že na testovací databázi chybí sloupec TITUL z tabulky
OSOBA a vývojáři tedy mohou už tento rozdíl zkontrolovat manuálně podrobněji.
Případ užití číslo 3 z podkapitoly 4.2
Liquibase v tabulce DATABASECHANGELOG obsahuje sloupec TAG, který obsahuje
označení dané verze. Pomocí příkazu tag 〈verze〉 můžeme v Liquibase označit nejnovější
záznam v tabulce námi zvoleným označením. Příkaz pro spuštění Liquibase k vygenerování
označení verze 1.2 testovací databáze:
. / l i q u i b a s e \
−−d e f a u l t s F i l e=conf / t e s t \
tag ve r z e 1 . 2
Liquibase vygeneruje tento sql příkaz, který pustí na cílovou databázi:
UPDATE DATABASECHANGELOG
SET TAG = ’ ve r z e 1 . 2 ’
WHERE DATEEXECUTED =
(SELECT MAX(DATEEXECUTED)
FROM (
SELECT DATEEXECUTED
FROM DATABASECHANGELOG
)
AS X) ;
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Výsledný stav databáze po vykonání příkazu můžeme vidět v tabulce 4.5.
Tabulka 4.5: DATABASECHANGELOG případ užití 3
ID AUTHOR FILENAME ORDER MD5SUM TAG
1 Josef sql test/changeset1.sql 1 7:ad90c6b05e91036a1de9ffbddc982f63
1 Karel sql test/changeset1.sql 2 7:189560199f01928dba8cf5da5601bc7f verze 1.2
Případ užití číslo 4 z podkapitoly 4.2
Liquibase neumí pustit příkaz diff mezi dvěma označeními databáze. Pro vypsání rozdílů
mezi jednotlivými verzemi musí vývojář ručně projít tabulku DATABASECHANGELOG.
Případ užití číslo 5 z podkapitoly 4.2
Jelikož nástroj si neuchovává změnové soubory, ale pouze údaje a kontrolní součet o nich,
není možné jednoduše vybrat jednotlivé změny a ty replikovat na jiné databázi. Pokud
chceme replikovat pouze nějaké změny, musíme ručně projít tabulku DATABASECHAN-
GELOG na zdrojové databázi, vytáhnout příkazy pro změny a ty pustit na cílové databázi.
Jestliže chceme pustit všechny rozdílné změny mezi zdrojovou a cílovou databází využi-
jeme příkaz diffChangeLog. Tento příkaz vypíše soubor se změnami ve formátu XML,
které jsou potřeba pro změnu zdrojové databáze na cílovou. Tentokrát nechceme vyge-
nerovat pouze dané změny, ale potřebujeme vytvořit XML soubor, který po spuštění na
testovací databázi přidá chybějící sloupec TITUL v tabulce OSOBA. Příklad použijeme
stejný jako v Případu užití číslo 2 v sekci 4.2.
Spuštění příkazu diffChangeLog :
. / l i q u i b a s e \
−−d e f a u l t s F i l e=conf / t e s t \
dif fChangeLog \
−−r e f e r e n c e U r l=”jdbc : db2 :// l o c a l h o s t :50000/DEVDB” \
−−re ferenceUsername=db2inst1 \
−−re f e rencePassword=klad ivo
Výsledný XML soubor:
<?xml v e r s i o n =”1.0” encoding=”UTF−8”?>
<databaseChangeLog xmlns=”http ://www. l i q u i b a s e . org /xml/ns/ dbchangelog ”
xmlns : ext=”http ://www. l i q u i b a s e . org /xml/ns/ dbchangelog−ext ”
xmlns : x s i=”http ://www. w3 . org /2001/XMLSchema−i n s t anc e ”
x s i : schemaLocation=”http ://www. l i q u i b a s e . org /xml/ns/ dbchangelog
http ://www. l i q u i b a s e . org /xml/ns/ dbchangelog / dbchangelog −3.4 . xsd
http ://www. l i q u i b a s e . org /xml/ns/ dbchangelog−ext
http ://www. l i q u i b a s e . org /xml/ns/ dbchangelog / dbchangelog−ext . xsd”>
<changeSet author=”ondre j ( generated )” id =”1447008353368−1”>
<addColumn tableName=”OSOBA”>
<column name=”TITUL” type=”VARCHAR(5)”/>
</addColumn>
</changeSet>
</databaseChangeLog>
36
4.3. POUŽITELNÉ NÁSTROJE PRO VERZOVÁNÍ DATABÁZÍ
Případ užití číslo 6 z podkapitoly 4.2
Liquibase na databázi neumožňuje větvení jednotlivých verzí, jako to umožňují nástroje
pro správu souborů (GIT,SVN). Všechny příkazy se tedy pouštějí po sobě sekvenčně a
pokud nějaký příkaz nelze provést navrátí nástroj chybu. Liquibase umožňuje nastavit celý
soubor jako transakci, pokud jedna nelze provést, neprovede se žádná, aby se předešlo
konfliktu. Nástroj nemá jak poznat, že bychom chtěli zaznamenávat dvojité změny na
tabulce od nějakého bodu v historii. Tento případ užití nástroj Liquibase nepokrývá.
Případ užití číslo 7 z podkapitoly 4.2
Nástroj Liquibase umožňuje pomocí příkazu rollback navracet změny. Tento příkaz se
umí navracet k označení(tag), datu nebo vrátí zadaný počet vykonaných SQL příkazů.
Liquibase neumí vrátit některé komplexnější příkazy. Například příkaz drop table, který
odstraní tabulku i s obsaženými daty z databáze, nástroj navrátit neumí, jelikož by si
musel pamatovat veškerá data v dané tabulce. Zároveň tyto data mohla být už pozměněna.
Vývojovou tabulku jsem označil verzí verze 1.1 a následně pustil migraci, která přidala
nový sloupec TITUL. SQL soubor sql dev/changeset3.sql pro přidání sloupce musí obsa-
hovat i sekci rollback, která se spustí pokud danou změnu budeme chtít někdy v budoucnu
vrátit. Takovýto soubor se pustí klasicky jako jakákoliv změna v Liquibase.
SQL soubor pro přidání sloupce TITUL do tabulky OSOBA i se sekcí pro navrácení
změn:
−− l i q u i b a s e formatted s q l
−−changeset J o s e f : 2
ALTER TABLE OSOBA ADD TITUL VARCHAR(5)
−−r o l l b a c k ALTER TABLE OSOBA DROP TITUL;
Posléze jsem přidal položku do tabulky OSOBA. Zobrazení tabulek OSOBA 4.7 a DA-
TABASECHANGELOG 4.6 před puštěním příkazu rollback.
Tabulka 4.6: DATABASECHANGELOG před rollback - případ užití 7
ID AUTHOR FILENAME DATEEXECUTED ORDEREXECUTED TAG
1 Josef sql dev/changeset1.sql 2015-11-25-20.02.33.328290 1 NULL
1 Karel sql dev/changeset2.sql 2015-11-25-20.07.45.422879 2 verze 1.1
2 Josef sql dev/changeset3.sql 2015-11-25-23.23.58.773140 3 NULL
Tabulka 4.7: OSOBA před rollback - případ užití 7
ID JMENO PRIJMENI VEK VYSKA VAHA TITUL
1 ONDREJ PRIJMENI 26 180 80 Bc.
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Funkce rollback na navrácení k oznažení verze 1.1 s SQL skripty, které bude muset
Liquibase vrátit:
. / l i q u i b a s e
−−d e f a u l t s F i l e=conf /dev \
−−changeLogFi le=s q l d e v / changeset3 . s q l \
r o l l b a c k ve r z e 1 . 1
Liquibase smaže všechny řádky v historie do daného označení a pustí rollback operace
pro dané soubory se změnami. Výsledek operace pro tabulku OSOBA je v 4.9 a pro
tabulku DATABASECHANGELOG v 4.8 Pro tento případ užití nástroj vygeneroval a
spustil takovéto SQL příkazy:
−− ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
−− Rol lback to ’ v e r z e 1 . 1 ’ S c r i p t
−− ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
−− Change Log : s q l d e v / changeset3 . s q l
−− Ran at : 11/26/15 12 :12 AM
−− Against : db2inst1@jdbc : db2 :// l o c a l h o s t :50000/DEVDB
−− Liqu ibase v e r s i on : 3 . 4 . 1
−− ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
−− Lock Database
UPDATE DB2INST1 .DATABASECHANGELOGLOCK SET LOCKED = 1 , \
LOCKEDBY = ’ 1 7 2 . 1 7 . 4 2 . 1 ( 1 7 2 . 1 7 . 4 2 . 1 ) ’ , \
LOCKGRANTED = TIMESTAMP(’2015−11−26 0 0 : 1 2 : 3 8 . 7 8 3 ’ ) \
WHERE ID = 1 AND LOCKED = 0 ;
−− Ro l l i ng Back ChangeSet : s q l d e v / changeset3 . s q l : : 2 : : J o s e f
ALTER TABLE OSOBA DROP TITUL;
DELETE FROM DB2INST1 .DATABASECHANGELOG \
WHERE ID = ’2 ’ AND AUTHOR = ’ Jose f ’ \
AND FILENAME = ’ s q l d e v / changeset3 . sq l ’ ;
−− Release Database Lock
UPDATE DB2INST1 .DATABASECHANGELOGLOCK SET LOCKED = 0 , \
LOCKEDBY = NULL, LOCKGRANTED = NULL WHERE ID = 1 ;
Tabulka 4.8: DATABASECHANGELOG po rollback - případ užití 7
ID AUTHOR FILENAME DATEEXECUTED ORDEREXECUTED TAG
1 Josef sql dev/changeset1.sql 2015-11-25-20.02.33.328290 1 NULL
1 Karel sql dev/changeset2.sql 2015-11-25-20.07.45.422879 2 verze 1.1
Tabulka 4.9: OSOBA po rollback - případ užití 7
ID JMENO PRIJMENI VEK VYSKA VAHA
1 ONDREJ PRIJMENI 26 180 80
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4.3.2. Flyway
Flyway je open-source databázový migrační nástroj. Jeho nejsilnější stránkou je jednodu-
chost a použití principu convention over configuration, kdy aplikační programovací roz-
hraní(API) obsahuje pouze šest základních příkazů: migrate, clean, info, validate, baseline
a repair. Příkazy pro operaci migrate mohou být napsány v čistém SQL nebo v jazyku
Java. Nástroj má klienta v příkazové řádce, ale pokud používáte aplikaci na JVM, tak
autoři doporučují použití Java API, které také funguje na operačním systému Android.
Jako další alternativu lze využít Maven plugin, Gradle plugin, Ant úkoly, Spring Boot
plugin, Grails plugin. Seznam všech dostupných pluginů lze najít na oficiálních stránkách
nástroje Flyway. Flyway podporuje většinu světově používaných databází: Oracle, SQL
Server, SQL Azure, DB2, DB2 z/OS, MySQL (včetně Amazon RDS), MariaDB, Google
Cloud SQL, PostgreSQL (včetně Amazon RDS a Heroku), Redshift, Vertica, H2, Hsql,
Derby, SQLite and solidDB.
Flyway je postaven na myšlence, že přidání migrace databáze do vašeho projektu by
mělo být jednoduché, jen jak to je možné, proto je stále záměrně udržován jako malý
nástroj.
Princip convention over configuration je model, kdy programátor má pouze malou
množinu rozhodovacích možností. Jelikož programátor nemusí činit tolik rozhodnutí, je
nástroj velice jednoduchý na používání. Je důležitá, aby aplikace neztratila flexibilitu na
úkor malé množiny rozhodovacích možností.
Nástroj Flyway ukládá historii provedených příkazů na spravovanou databázi do ta-
bulky, která je specifikovaná v konfiguračním souboru. Standardní název této tabulky je
SCHEMA VERSION.
[17] [1] [12]
Testování Flyway na případech užití
Po úspěšné instalaci nástroje vytvoříme prostředí, které bude simulovat naše dvě pro-
středí: vývojové a testovací(UAT). Vytvoříme dva konfigurační soubory a dva podadresáře
DEV sql a UAT sql pro sql skripty daných prostředí.
Konfigurační soubor conf/DEV.conf pro vývojové prostředí:
# JDBC u r l adresa k př ipo j en í na databá z i .
f lyway . u r l=jdbc : db2 :// l o c a l h o s t :50000/DEVDB
# Cel é jméno t ř í dy JDBC ovlada č e .
f lyway . d r i v e r=com . ibm . db2 . j c c . DB2Driver
# Už i v a t e l k př ipo j en í na databá z i .
f lyway . user=db2inst1
# Heslo daného už i v a t e l e .
f lyway . password=klad ivo
# Sch émata spravovan é ná stro jem Flyway oddě l en é čá rkou .
f lyway . schemas=DB2INST1
# Tabulka pro ukl ádán í metadat .
# Pro l ep š í prá c i v př í kazov é ř á dce uvád íme ná zev ve lk ými p í smeny .
f lyway . t a b l e=SCHEMA VERSION
# Adresá ř pro soubory s migrani čn í mi s k r i p t y .
f lyway . l o c a t i o n s=f i l e s y s t e m : s q l d e v
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Konfigurační soubor conf/UAT.conf pro UAT prostředí:
f lyway . u r l=jdbc : db2 :// l o c a l h o s t :50000/TESTDB
flyway . d r i v e r=com . ibm . db2 . j c c . DB2Driver
f lyway . user=db2inst1
f lyway . password=klad ivo
f lyway . schemas=DB2INST1
flyway . t a b l e=SCHEMA VERSION
flyway . l o c a t i o n s=f i l e s y s t e m : s q l t e s t
Jelikož v naší databázi už existují tabulky, musíme pustit nejdříve příkaz Baseline,
který provede inicializační označení na již už fungující databázi:
. / f lyway −c o n f i g F i l e=conf /dev . conf b a s e l i n e
Případ užití číslo 1 z podkapitoly 4.2
SQL soubor pro vytvoření jednoduché tabulky uložíme v adresáři sql test :
c r e a t e t a b l e PRODUKT (
ID i n t not nu l l ,
JMENO varchar (100) not n u l l
) ;
Po spuštění flyway s příkazem migrate se vykonají všechny migrační soubory v adresáři
pro dané prostředí.
. / f lyway −c o n f i g F i l e=conf / t e s t . conf migrate
V tabulce 4.10 vidíme výpis databázové tabulky SCHEMA VERSION, která sleduje his-
torii operací provedených nástrojem Flyway na databázi.
Tabulka 4.10: SCHEMA VERSION - případ užití 1
ve
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1 « Flyway Baseline » BASELINE « Flyway Baseline » NULL 2015-11-10-
21.40.41.252784
1
1.1 vytvor produkt SQL V1 1 vytvor produkt.sql 1206050083 2015-11-10-
22.00.54.165015
1
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Případ užití číslo 2 z podkapitoly 4.2
Příkaz ./flyway info vypíše status a detaily dané databáze a všech migračních souborů.
Spuštění příkazu ./flyway info na vývojové databázi:
Database : jdbc : db2 :// l o c a l h o s t :50000/DEVDB (DB2/LINUXX8664 1 0 . 5 )
+−−−−−−−−−+−−−−−−−−−−−−−−−−−−−−−−−+−−−−−−−−−−−−−−−−−−−−−+−−−−−−−−−+
| Vers ion | Desc r ip t i on | I n s t a l l e d on | State |
+−−−−−−−−−+−−−−−−−−−−−−−−−−−−−−−−−+−−−−−−−−−−−−−−−−−−−−−+−−−−−−−−−+
| 1 | << Flyway Base l i n e >> | 2015−11−10 21 : 4 0 : 4 1 | Base l in |
| 1 .1 | vytvor produkt | 2015−11−10 22 : 00 : 5 4 | Success |
| 1 .2 | pr ida t k a t e g o r i e | 2015−11−11 22 : 4 6 : 0 9 | Success |
| 1 .3 | pr ida t s l oupec | 2015−11−11 22 : 4 8 : 2 0 | Success |
+−−−−−−−−−+−−−−−−−−−−−−−−−−−−−−−−−+−−−−−−−−−−−−−−−−−−−−−+−−−−−−−−−+
První migrace na databázi je inicializační z příkazu baseline, další dvě už jsou úspěšně
provedené migrace, které mění databázi. Spuštění příkazu ./flyway info na vývojové da-
tabázi:
Database : jdbc : db2 :// l o c a l h o s t :50000/TESTDB (DB2/LINUXX8664 1 0 . 5 )
+−−−−−−−−−+−−−−−−−−−−−−−−−−−−−−−−−+−−−−−−−−−−−−−−−−−−−−−+−−−−−−−−−+
| Vers ion | Desc r ip t i on | I n s t a l l e d on | State |
+−−−−−−−−−+−−−−−−−−−−−−−−−−−−−−−−−+−−−−−−−−−−−−−−−−−−−−−+−−−−−−−−−+
| 1 | << Flyway Base l i n e >> | 2015−11−11 22 : 5 9 : 3 3 | Base l in |
| 1 .1 | vytvor produkt | 2015−11−11 23 : 00 : 5 2 | Success |
| 1 .2 | pr ida t k a t e g o r i e | | Pending |
+−−−−−−−−−+−−−−−−−−−−−−−−−−−−−−−−−+−−−−−−−−−−−−−−−−−−−−−+−−−−−−−−−+
Výsledek příkazu z testovací databáze ukazuje, že migrace s verzí 1.3 není zatím překo-
pírována do složky pro testovací prostředí a migrace s verzí 1.2 překopírována byla, ale
nebyla zatím spuštěna. Jako další možné řešení se nabízí ukládat SQL soubory do jed-
noho adresáře a specifikováním konfiguračního souboru určovat cíle prostředí. U tohoto
řešení bychom nemuseli kopírovat soubory se skripty z jednoho podadresáře do druhého,
ale nemohli bychom jednoduše vynechat databázovou změnu, kterou nechceme aplikovat
na UAT prostředí.
Flyway neobsahuje funkcionalitu vypisující rozdíly mezi dvě databáze. Porovnávání
výsledků z příkazu info zobrazí rozdíly v pouštění jednotlivých skriptů, ale nezobrazí
veškeré rozdíly mezi jednotlivými databázemi.
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Případ užití číslo 3 z podkapitoly 4.2
Flyway aktualizuje databázi z jedné pojmenované verze na druhou pomocí migrací. Ná-
stroj řadí všechny migrace podle verze a v tomto pořadí je pouští. Každá migrace má svoji
unikátní verzi a popis. Pojmenování obsahuje samotný SQL soubor s příkazy. V obrázku
4.1 vidíme jednotlivé části pojmenování, které jsou nastavitelné v konfiguračním souboru.
Představení jednotlivých částí se standardním nastavením:
• prefix: V základním nastavení: V
• version: Verze s oddělením jednotlivých částí tečkami nebo podtržítky. Verze může
mít libovolný počet částí. Příklad: 1 5 20
• separator: Oddělovač v základnám nastavení: (dvě podtržítka)
• description: Popis s oddělením slov pomocí mezer nebo podtržítek.
• suffix: Koncovka v základnám nastavení: .sql
Obrázek 4.1: Flyway - pojmenování SQL souboru
Zdroj: [1]
Případ užití číslo 4 z podkapitoly 4.2
Nástroj Flyway neumí porovnat jednotlivé verze. Pro najití rozdílů je nutné projít tabulku
SCHEMA VERSION a dané soubory se změnami mezi hledanými verzemi.
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Případ užití číslo 5 z podkapitoly 4.2
V řešení s využitím jednoho adresáře s SQL soubory mohou vývojáři pouštět příkaz mi-
grate s parametrem určujícím konfigurační soubor s cílovou databází a tím přepínat mezi
testovací a vývojovou databází. Toto řešení není ideální jelikož nelze vybírat mezi změ-
nami, které budou aplikovány na testovací prostředí a těmi, které zůstanou pouze na
prostředí vývojovém. Flyway umožňuje pouštět libovolný skript před samotným vyko-
náním migrace. Jako řešení se nabízí vytvoření skriptu, který před spuštěním příkazu
migrate zkontroluje SQL adresáře pro oboje prostředí a následně dle výběru uživatele
zkopíruje vybrané soubory. Tímto jednoduchým řešením bychom automatizovali proces
kopírování SQL souborů a tím se vyhnuli potenciálním konfliktům.
Případ užití číslo 6 z podkapitoly 4.2
Flyway má stejný přístup jako Liquibase a ze stejných důvodů popsaných v podsekci 4.3.1
neumožňuje porovnat jednotlivé verze.
Případ užití číslo 7 z podkapitoly 4.2
Jediný navrácení k předešlé verzi Flyway umožňuje při nepovedené migraci, jelikož migrace
se chová jako transakce. Pokud se nachází v SQL souboru více příkazů a migrace selže před
dokončením posledního, umožňuje Flayway návrat k předchozí migraci. Nástroj záměrně
neimplementuje navracení k předchozím změnám, jelikož tyto změny jsou v praxi velice
komplikované a destruktivní DDL změny ani není možné vracet, protože data uložená ve
zrušených sloupcích a tabulkách už neexistují.
4.4. Výběr nástroje
Pro výběr nástroje použijeme výsledky z sekce 4.3.
Celkový dojem Liquibase je velice dobrý, tento nástroj obsahuje hodně funkcionality,
ale v některých případech je až moc komplikovaný.
Případ užití číslo 1 - Must have
Procházení historie změn na databázi je u obou nástrojů podobné. Jednotlivé tabulky,
které uchovávají databázové změny mají podobné sloupce a oba tedy splňují tento poža-
davek.
Případ užití číslo 2 - Should have
Manuální porovnání jednotlivých tabulek s uloženou historií není ideální. Jednoduchý
skript, který bude porovnávat tabulky s historií v jednotlivých prostředích je triviální
řešení. Funkce diff v nástroji Liquibase je velice jednoduchá na použití a je schopna odhalit
i změnu, která byla na databázi provedena přímo a tedy ne přes nástroj pro správu verzí.
V tomto požadavku jednoznačně převládá nástroj Liquibase.
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Případ užití číslo 3 - Must have
Označování jednotlivých verzí je v každém nástroji odlišné. Liquibase používá příkaz tag,
který označení aktuální verzi databáze uvedeným názvem. Nástroj Flyway obsahuje číslo
verze už v samotném názvu souboru s SQL příkazy. Tento přístup vytváří ve verzích lepší
uspořádání a vynucuje si potřebu u vývojářů k udržování pořádku, ale zároveň neumožňuje
zpětně pojmenovávat verze dané databáze. Flyway také neumožňuje pojmenovat danou
verzi slovním označením například „November releaseÿ, ale musí se jednat o řadu čísel.
Případ užití číslo 4 - Could have
Oba nástroje umožňují akorát manuální kontrolu tabulek s historií pro porovnávají jed-
notlivých verzí databáze. Jako řešení se nabízí implementace jednoduchého bash skriptu,
který pomocí tabulek s historií změn dokáže dané rozdíly vypsat.
Případ užití číslo 5 - Should have
Ani jeden z nástrojů nemá funkcionalitu na pokrytí tohoto případu užití.
Případ užití číslo 6 - Could have
Ani jeden z nástrojů nemá funkcionalitu na pokrytí tohoto případu užití.
Případ užití číslo 7 - Could have
Každá migrace ve Flyway je samostatnou transakcí. V případě selhání je tato migrace
(transakce) navrácena zpět. Flyway nepodporuje jiný druh návratových skriptů. Podle
vývojářů nástroje Flyway je navrácení do historie pěkná teorie, která ale selhává v praxi.
Jakmile je potřeba navrátit destruktivní příkazy (drop, delete, truncate, . . .), začne se
jakýkoliv nástroj dostávat do potíží. Vize nástroje Flyway je pokračovat stále dopředu
a pokud potřebujeme něco změnit v historii, vytvoříme novou migraci s vyžadovanou
změnou.
Jelikož finálně vybraný nástroj ovlivňuje práci všech vývojářů v týmu, bylo zapotřebí
aby o výběru nástroje rozhodl právě tým jako celek. Zorganizoval jsem virtuální schůzku
celého týmu, na které jsem prezentoval koncept verzování databází a jednotlivé nástroje.
Prezentace k dané schůzce se nachází v příloze na přiloženém CD. V průběhu schůzky jsem
prošel příklady užití a simuloval jejich možná řešení za pomoci obou nástrojů. Následně
jsem začal diskuzi k jednotlivým případům užití.
Tým se rozhodl pro používání nástroje Liquibase. Mezi hlavní důvody patřila možnost
porovnání jednotlivých databází pomocí nástroje Diff. Liquibase ukládá historii provede-
ných operaci na databázi v tabulce na databázi samotné. Je tedy nutné vytvořit způsob,
který zazálohuje stav tabulky s historií před nahráním nové verze aplikace na produkční
prostředí. Následně po přehrání obrazů produkčních databází na testovací a vývojové
prostředí se vytvoří tabulky pro správu Liquibase ze zálohy.
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Pro zavedení správy databázových verzí do procesu je potřeba nastavit jednotlivé
nástroje a pomocné scripty. Je nutné upravit i stávající postupy a procesy týmu.
5.1. Technické nastavení nástrojů
Nástroj Liquibase bude nainstalován na jeden server společně s nástrojem Jenkins. V Jen-
kins nástroji budou vytvořeny úkoly, které automaticky propojí GIT repozitář zdrojových
kódu a Liquibase. Liquibase bude nastaven pomoci konfiguračních souborů na všechny po-
třebné databáze.
5.1.1. Uložení souborů se změnami ve skladu dokumentů
Ve skladu dokumentů nástroje GIT je větev pro každé prostředí. Develop větev prostředí
vývojové a release pro prostředí testovací. V kořenovém adresáři je složka deployment
obsahující veškeré souborové změny na databázi. V adresáři deployment jsou podadresáře
pro každý sprint ve formátu ROK Sprint například: 2015 Sprint14.Následné dělení na da-
lší podadresáře bylo týmem zamítnuto z důvodu větší přehlednosti. Uložené SQL skripty
mají názvosloví ve tvaru: ČísloÚkolu Popis CílováDatabáze.sql. Zkratky pro cílové da-
tabáze jsou: pd (TRAILSPD), st (TRAILSST), rp (TRAILSRP), staging (STAGING).
Ukázkový příklad celkové struktury je v obrázku 5.1.
Obrázek 5.1: Struktura souborů se změnami na datázi.
Zdroj: vlastní tvorba
5.1.2. Nastavení Jenkins a Liquibase nástrojů
Nástroj Liquibase je možné nastavit na backend serveru testovacího a vývojového pro-
středí. Toto nastavení by nám přesně spojovalo instalaci Liquibase a dané prostředí, ale
tým by musel spravovat dvě instalace Liquibase. Druhou možností je instalace Liquibase
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na CI (continous integration) server, kde běží nástroj Jenkins. Druhé řešení umožňuje
spravovat oboje prostředí pomocí jedné instalace Liquibase.
Druhé řešení bude těžší na nastavení, ale umožní mít pouze jeden bod pro správu verzí
a také integrace Liquibase a Jenkins aplikací umožní týmu automatizovat další operace.
Integrace s nástrojem Jenkins je pro tým klíčová, jelikož každý bude schopen jednoduše
nahrát databázové změny pomocí připravených úkolů. Tým zvolil druhou variantu s na-
stavením jednoho nástroje Liquibase pro obě prostředí.
Technický návrh:
• Liquibase nainstalován na CI serveru.
• SQL soubory se změnami jsou spravovány v GIT skladu dokumentů v podadresáři
/deployment/ROK Sprint.
• Uživatelé pouští v aplikaci Jenkins nástroj Liquibase.
Instalace Liquibase na CI serveru
Parametry CI serveru: Red Hat Enterprise Linux Server release 6.5 (Santiago) RAM
paměť: 9 GB
Liquibase je nainstalován do adresáře /var/liquibase se všemi závislostmi.
5.1.3. Jenkins úlohy
V kořenovém adresáři Jenkins aplikace byla vytvořena složka Liquibase. K vytvoření
složky je využit CloudBees Folders plugin. Ve složce Liquibase se budou nacházet všechny
úlohy vztahující se ke správě verzí databází. Úlohy vytvořené v aplikaci Jenkins jsou
v obrázku 5.2. Při tvorbě úloh a programování v Bash jsem využil poznatky z knihy [10].
Obrázek 5.2: Seznam spustilených Jenkins úloh.
Zdroj: vlastní tvorba
Update SQL
Úloha update SQL vyžaduje vývěr cílového prostředí a databáze (trailspd, trailsst, trailsrp
nebo staging) a vložení textového parametru určujícího soubor se změnou viz obrázek 5.3.
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Jenkins zkopíruje soubor se změnou do složky pro dané prostředí a spustí migrate funkci
nástroje Liquibase. Celá úloha v XML formátu se nachází v příloze B.1. Bash příkazy
na CI serveru tvořící jádro dané úlohy s proměnnou $sql file obsahující textový řetězec
vložený uživatelem a proměnnou $environment obsahující cílové prostředí.
s e r v e r =””
i f [ ” $environment ” == ” develop ” ] ; then
s e r v e r=”dev”
e l i f [ ” $environment ” == ” r e l e a s e ” ] ; then
s e r v e r=”uat ”
e l s e
e x i t 1 ;
f i
/ var / l i q u i b a s e / l i q u i b a s e \
−−d e f a u l t s F i l e=/var / l i q u i b a s e / conf /” $ s e r v e r ” ” $ ta rge t da tabas e ” \
−−changeLogFi le=”deployment/ $ s q l f i l e ” \
migrate
Obrázek 5.3: Jenkins úloha - update SQL
Zdroj: vlastní tvorba
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Tag database
Úloha tag database vyžaduje vložení textového parametru a výběr cílového prostředí
a databáze viz. obrázek 5.4. Jenkins vytvoří pomocí nástroje Liquibase označení (tag)
aktuální verze na cílové databázi. Celá úloha v XML formátu se nachází v příloze B.2.
Bash příkazy jádra úlohy:
i f [ ” $environment ” == ” development ” ] ; then
s e r v e r=”dev”
e l i f [ ” $environment ” == ”UAT( t e s t )” ] ; then
s e r v e r=”uat ”
e l s e
e x i t 1 ;
f i
cd / var / l i q u i b a s e /
. / l i q u i b a s e \
−−d e f a u l t s F i l e=conf /” $ s e rv e r ” ” $ ta rge t da tabas e ” \
tag ”$tag name”
Obrázek 5.4: Jenkins úloha - tag database
Zdroj: vlastní tvorba
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Diff database
B.3 Úloha diff database porovná dvě databáze pomocí Liquibase příkazu diff a vypíše
rozdíly. Úloha má dva parametry a to zdrojovou a cílovou databázi viz obrázek 5.5. Celá
úloha v XML formátu se nachází v příloze
Bash příkazy jádra úlohy:
cd / var / l i q u i b a s e /
URL=‘grep ” u r l : ” conf / t e s t ” $ t a r g e t t e s t d a t a b a s e ” \
| sed ’ s / u r l : //g ’ ‘
USERNAME=‘grep ”username : ” conf / t e s t ” $ t a r g e t t e s t d a t a b a s e ” \
| sed ’ s /username : //g ’ ‘
PASSWORD=‘grep ”password : ” conf / t e s t ” $ t a r g e t t e s t d a t a b a s e ” \
| sed ’ s /password : //g ’ ‘
. / l i q u i b a s e \
−−d e f a u l t s F i l e=conf / dev ” $source dev database ” \
d i f f \
−−r e f e r e n c e U r l=”$URL” \
−−re ferenceUsername=”$USERNAME” \
−−re f e rencePassword=”$PASSWORD” \
Obrázek 5.5: Jenkins úloha - diff database
Zdroj: vlastní tvorba
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Compare git and database
Tato úloha porovná soubory ve skladu dokumentů a spuštěné SQL soubory na databázi.
Liquibase počítá pro každou změnu kontrolní součet a touto úlohou Jenkins kontroluje,
jestli nebyl nějaký soubor nebo aktualizace souboru zapomenuta ve skladu dokumentů a
nebyla propagována na databázi.
Úloha obsahuje tři parametry: cílové prostředí, cílovou databázi a název sprintu se
kontroluje viz obrázek 5.6. Celá úloha v XML formátu se nachází v příloze B.5.
Bash příkazy jádra úlohy:
s e r v e r =””
i f [ ” $environment ” == ” develop ” ] ; then
s e r v e r=”dev”
e l i f [ ” $environment ” == ” r e l e a s e ” ] ; then
s e r v e r=”uat ”
e l s e
e x i t 1 ;
f i
c ount f i nd s InG i t=0
s ub s t r i n g=”not been app l i ed to ”
r e s u l t =””
f o r l i n e in $ ( f i n d . −name ”∗ . s q l ” \
| grep − i deployment /” $ s p r i n t ” / ) ; do
l i n e =‘echo $ l i n e | sed ’ s ; ˆ \ . / ; ; ’ ‘
tmp=‘/ var / l i q u i b a s e / l i q u i b a s e \
−−d e f a u l t s F i l e=/var / l i q u i b a s e / conf /” $ s e r v e r ” ” $database name ” \
−−changeLogFi le=”$ l i n e ” \
s tatus ‘
c ount f i nd s InG i t=$ ( ( count f i nd s InG i t +1))
i f t e s t ”${tmp#∗$ subs t r i ng }” != ”$tmp”
then
addToResult=”$ l i n e i s not propagated \
in $ s e rv e r $database name but i t i s in GIT”
echo $addToResult
r e s u l t=$ r e s u l t ’ \n ’ $addToResult
f i
done
i f [ ” $ r e s u l t ” == ”” ] ; then
e x i t 0
e l s e
echo $ r e s u l t
e x i t 1
f i
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Obrázek 5.6: Jenkins úloha - compare git and database
Zdroj: vlastní tvorba
Generate change request
Úloha generující závěrečný souhrn databázových změn obsahující veškeré změny za uply-
nulé období je pro tým velice důležitá a jedná se o jeden z dílčích cílů této práce. Funkci-
onalita je vytvořena v nástroji Jenkins jako úloha a kterýkoliv člen týmu ji může pustit.
Základ úlohy je aplikace napsaná v programovacím jazyku Java. Před samotném spuště-
ním této úlohy doporučuji vykonat úlohu „compare git and databaseÿ, která zkontroluje,
že veškeré změny pro daný sprint uložené ve skladu dokumentů jsou reflektovány na da-
tabázi.
Jenkins úloha vyžaduje při spuštění vložení čtyř parametrů viz obrázek 5.7. První
parametr určuje prostředí (environment) zdrojové databáze. Uživatel má možnost vybrat
vývojové nebo testovací prostředí. Druhý parametr přesně specifikuje databázi na da-
ném prostředí. Třetí a čtvrtý parametr společně udávají množinu databázových změn,
které budou vygenerovány v závěrečném souboru. Je nutné vybrat jeden ze tří módů (da-
tum,tag,číslo) a následně zvolit hodnotu pro daný mód. Třetí a čtvrtý parametr jsou více
popsány v tabulce 5.1.
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Obrázek 5.7: Jenkins úloha - generate change request
Zdroj: vlastní tvorba
Tabulka 5.1: Mód a hodnota tvorby databázového souboru
Mód Hodnota
DATE Datum ve formátu RRRR-MM-DD určující poslední datum spu-
štění, od kterého budou novější soubory vloženy do souboru.
TAG Slovní označení (tag) na databázi, od kterého budou všechny no-
vější změny zahrnuty do souboru. Samotný záznam s označením ve
výsledném souboru nebude.
NUMBER Hodnota udávající počet nejnovějších změn, které budou do sou-
boru zahrnuty.
Zdrojový kód Jenkins úlohy je v příloze B.4. Úloha stáhne z GIT skladu dokumentů
soubory se změnami pro dané prostředí a následně pustí nástroj DbChangeGenerator
5.1.4, který vygeneruje výsledný soubor. Jestliže celá úloha skončí úspěšně odešle Jenkins
email s výsledným souborem v příloze na adresu uživatele.
Save/Load liquibase tables
Jelikož nástroj Liquibase ukládá meta data o svých operacích na databázi samotnou, je
potřebné před produkčním nahráním nového balíčku aplikace tyto meta data zálohovat a
po produkčním nahrání meta data opět vytvořit. Úloha je úmyslně vytvořena, aby praco-
vala se všemi čtyřmi databázemi (trailspd, trailsst, trailsrp, staging) bez nutné specifikace.
Seznam cílových databází jé vepsán přímo v kódu úloh, jelikož seznam je konstantní a
umožní jednodušší používání.
Úloha save uloží aktuální obraz meta dat a úloha load následně nahraje zpět poslední
uložené informace. Úloha save vyžaduje jeden parametr cílového prostředí. Úloha load
umožňuje tři parametry, které určují zdrojový soubor, cílové prostředí a značku force, při
které úloha nejdříve smaže tabulky liquibase a následně je znovu vytvoří a vloží data
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ze zálohovaného souboru. Parametr pro zdrojový soubor je implementován z důvodu
klasického postupu týmu, který před produkčním nahráním zálohuje historii příkazů pouze
z testovacího prostředí a následně nahraje tuto zálohu na testovací i vývojové prostředí.
Operace zálohy a zpětného nahrání by šli elegantně řešit pomocí db2 příkazů export a
import, které umožňují vygenerovat výsledek databázového dotazu do souboru v daném
formátu a následně ze souboru jednoduše nahrát data do databáze. Pro využití těchto pří-
kazů by bylo nutné nastavit db2 klienta na serveru, kde Jenkins provádí svoje úlohy. V db2
klientovi by bylo potřebné nastavit připojení na všechny databáze, což není flexibilní.
Rozhodl jsem se implementovat funkcionalitu úloh save/load v jazyku Java, který vy-
žaduje vytvoření více zdrojového kódu, ale umožňuje na jakémkoliv prostředí bez složitého
předchozího nastavovaní dané aplikace pouštět. Více o implementaci Java tříd pro úlohy
load a save je v podkapitole 5.1.5
Bash příkazy jádra save úlohy:
databases=( t r a i l s p d t r a i l s s t t r a i l s r p s tag ing )
date=‘date +”%Y−%m−%d” ‘
f o r db in ”${ databases [@]}”
do
java −cp \
/ var / l i q u i b a s e / db2jcc4 . j a r :\
/ var / l i q u i b a s e / l iquibaseTablesManagement \
saveL iqu ibaseTab le s . SaveLiquibaseTables \
/ var / l i q u i b a s e / conf /${ environment} $ {db} \
/ var / l i q u i b a s e /backup/${ environment} $ {db}
cp / var / l i q u i b a s e /backup/${ environment} $ {db} \
/ var / l i q u i b a s e /backup/ old /${ environment} $ {db} $ {date }
done
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Bash příkazy jádra load úlohy:
databases=( t r a i l s p d t r a i l s s t t r a i l s r p s tag ing )
f o r db in ”${ databases [@]}”
do
i f [ ” $ f o r c e ” = ” true ” ] ;
then
f o r c e=”f o r c e ”
e l s e
f o r c e =””
f i
java −cp \
/ var / l i q u i b a s e / db2jcc4 . j a r :\
/ var / l i q u i b a s e / l iquibaseTablesManagement \
l oadLiqu ibaseTab le s . LoadLiquibaseTables \
/ var / l i q u i b a s e / conf /${ targetEnvironment } $ {db} \
/ var / l i q u i b a s e /backup/${ s o u r c e F i l e } $ {db} ${ f o r c e }
done
5.1.4. Aplikace DbChangeGenerator
Aplikace DbChangeGenerator je vytvořena v programovacím jazyku Java. Dalšími alter-
nativami bylo použít jazyky Bash nebo Perl. Jelikož nástroj Liquibase je také napsán
v programovacím jazyce Java a používá pro připojení na databáze knihovny JDBC, byl
vybrán právě tento jazyk, který nám umožňuje využívat už vytvořené prostředí pro vzdá-
lené připojení k databázím. V případě použití jiných jazyků by bylo zapotřebí nastavit
nové prostředí k připojení na databáze. Celkový zdrojový kód aplikace je v přiloženém
CD. K vytvoření nástrojů v programovacím jazyku Java byly využity znalosti z knih [9]
a [13].
Požadavky na aplikaci:
• Java prostředí verze 1.7 a novější.
• JDBC knihovna pro připojení na DB2 databázi.
• javax.activation a javax.mail knihovny v případě použití třídy SendEmail.
Aplikace umožňuje vytvořit souhrnný soubor se změnami, který může být následně
předán databázovým administrátorům. Při spuštění je nutné zadat tři parametry v přes-
ném pořadí:
• Konfigurační soubor ve stejném formátu jako používá nástroj Liquibase. Příklad
konfiguračního souboru je v podkapitole 4.3.1.
• Parametr určující mód datum, označení nebo číslo (-d/-t/-n)
• Hodnota módu z předchozího parametru.
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Příklad puštění aplikace v příkazové řádce.
java −cp / var / l i q u i b a s e / db2jcc4 . j a r : / var / l i q u i b a s e \\
dbChangeGenerator . DbChangeGenerator \\
/ var / l i q u i b a s e / conf / u a t t r a i l s p d −n 2
Aplikace se skládá ze čtyř tříd:
• DbChangeGenerator - základní třída aplikace, která zpracovává parametry a volá
ostatní dvě třídy.
• ChangeLogList - třída sestaví seznam souborů podle vstupních parametrů.
• GenerateChangeLog - třída vytvoří ze seznamu souboru spojení jejich obsahů zá-
věrečný sql soubor pojmenovaný dbChangeLog.sql.
• SendEmail - třída odešle soubor jako přílohu v email zprávě. Tuto třídu jsem vy-
tvořil, ale po domluvě s týmem byla tato funkcionalita přenesena do Jenkins nástroje
samotného. Zvolil se přístup, kdy veškerá možná funkcionalita zůstává na straně
Jenkins a Liquibase nástrojích a pouze nezbytné minimum bylo doimplementováno.
Třída je tedy mrtvý kód, jejíž volání je v kódu zakomentováno a je možné ho použít
k budoucí potřebě.
Třída DbChangeGenerator
Spustitelná třída aplikace, která obsahuje dvě funkce a jednu proměnnou. Funkce main
je základní funkce celé aplikace, jejíž vstupem je pole parametrů. Funkce main předává
pole parametrů funkci checkParameters, která kontroluje zda jsou všechny parametry de-
finovány a zpracuje druhý parametr pro mód, který uloží do proměnné mode. Následně
funkce main vytvoří objekt třídy ChangeLogList a zavolá na tento objekt metodu getFile-
NameList, která vytvoří list jmen souborů. Tento list souborových je následně zpracován
objektem třídy GenerateChangeLog k vytvoření výsledného souhrnného souboru. Funkce
main obsahuje zakomentované řádky pracující s třídou SendEmail, která odešle výsledný
soubor na email. Tato funkcionalita byla následně předělána a implementována přímo
v nástroji Jenkins pomocí pluginů Build User Vars Plugin a Email-ext plugin.
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Zdrojový kód třídy DbChangeGenerator:
package dbChangeGenerator ;
import java . i o . F i l e ;
import java . u t i l . L i s t ;
import dbChangeGenerator . ChangeLogList ;
import dbChangeGenerator . GenerateChangeLog ;
pub l i c c l a s s DbChangeGenerator {
p r i v a t e s t a t i c S t r ing mode = ”” ;
pub l i c s t a t i c void main ( St r ing [ ] a rgs ) {
i f ( ! checkParameters ( args ) ) {
System . out . p r i n t l n (” wrong parameters ! ” ) ;
System . e x i t ( 1 ) ;
}
ChangeLogList changeLogList
= new ChangeLogList ( args [ 0 ] , mode , args [ 2 ] ) ;
L i s t<Str ing> FileNameList = changeLogList . getFi leNameList ( ) ;
GenerateChangeLog generateChangeLog
= new GenerateChangeLog ( ” . ” , Fi leNameList ) ;
F i l e outputF i l e = generateChangeLog . generate ( ) ;
// SendEmail sendEmail = new SendEmail ( outputF i l e ) ;
// sendEmail . send ( ) ;
}
pub l i c s t a t i c boolean checkParameters ( S t r ing [ ] a rgs ) {
i f ( a rgs . l ength !=3 | | n u l l == args [ 0 ]
| | n u l l == args [ 1 ] | | n u l l == args [ 2 ] ) {
re turn f a l s e ; }
switch ( args [ 1 ] ) {
case ”−d ” : mode=”DATE” ; break ;
case ”−t ” : mode=”TAG” ; break ;
case ”−n ” : mode=”NUMBER” ; break ;
d e f a u l t : r e turn f a l s e ;
}
re turn true ;
}
}
56
5.1. TECHNICKÉ NASTAVENÍ NÁSTROJŮ
Třída ChangeLogList
Třída se skládá ze šesti proměnných, jednoho konstruktoru a tří metod. Do jediného kon-
struktoru třídy vstupují tři hodnoty. Vstupní hodnoty jsou stejné jako parametry celé
aplikace (konfigurační soubor, mód, hodnota módu). Konstruktor volá metodu setJDB-
Cvalues s cestou konfiguračního souboru, která z konfiguračního souboru uloží veškeré po-
třebné údaje k připojení do proměnných. Metoda getFileNameList se připojí ke vzdálené
databázi a spustí podle parametrů dynamicky vytvořený SQL dotaz z funkce getQuery.
Dotazy se spouštění na tabulku DATABASECHANGELOG nástroje Liquibase. Z hodnot
ze sloupce FILENAME se sestaví seznam cest k souborům, které obsahují jednotlivé dílčí
SQL příkazy.
Zdrojový kód třídy ChangeLogList:
package dbChangeGenerator ;
import java . i o . Fi le InputStream ;
import java . i o . IOException ;
import java . i o . InputStream ;
import java . u t i l . ArrayList ;
import java . u t i l . L i s t ;
import java . u t i l . P r o p e r t i e s ;
import java . s q l . ∗ ;
pub l i c c l a s s ChangeLogList {
p r i v a t e St r ing d r i v e r ;
p r i v a t e St r ing u r l ;
p r i v a t e St r ing username ;
p r i v a t e St r ing password ;
p r i v a t e St r ing mode ;
p r i v a t e St r ing value ;
pub l i c ChangeLogList ( S t r ing f i l ePa th , S t r ing mode , S t r ing value ) {
t h i s . mode = mode ;
t h i s . va lue = value ;
setJDBCvalues ( f i l e P a t h ) ;
}
pub l i c void setJDBCvalues ( S t r ing f i l e P a t h ) {
P r o p e r t i e s prop = new P r o p e r t i e s ( ) ;
InputStream input = n u l l ;
t ry {
input = new Fi leInputStream ( f i l e P a t h ) ;
prop . load ( input ) ;
t h i s . d r i v e r= prop . getProperty (” d r i v e r ” ) ;
t h i s . u r l= prop . getProperty (” u r l ” ) ;
t h i s . username= prop . getProperty (” username ” ) ;
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t h i s . password= prop . getProperty (” password ” ) ;
} catch ( IOException ex ) {
ex . pr intStackTrace ( ) ;
}
}
pub l i c L i s t<Str ing> getFi leNameList ( ) {
List<Str ing> Resu l tL i s t = new ArrayList<Str ing >() ;
Connection connect ion = n u l l ;
Statement statement = n u l l ;
t ry {
Class . forName ( t h i s . d r i v e r ) ;
connect ion = DriverManager . getConnect ion ( t h i s . ur l ,
t h i s . username , t h i s . password ) ;
statement = connect ion . createStatement ( ) ;
S t r ing query = getQuery ( ) ;
Resu l tSet r e s u l t S e t = statement . executeQuery ( query ) ;
whi l e ( r e s u l t S e t . next ( ) ){
St r ing f i l ename = r e s u l t S e t . g e t S t r i n g (”FILENAME” ) ;
Re su l tL i s t . add ( f i l ename ) ;
}
r e s u l t S e t . c l o s e ( ) ;
statement . c l o s e ( ) ;
connect ion . c l o s e ( ) ;
} catch ( SQLException se ){
se . pr intStackTrace ( ) ;
} catch ( Exception e ){
e . pr intStackTrace ( ) ;
}
re turn Resu l tL i s t ;
}
p r i v a t e St r ing getQuery ( ) {
St r ing query = ”” ;
switch ( t h i s . mode) {
case ”NUMBER” :
query = ”SELECT FILENAME FROM DATABASECHANGELOG ”
+ ” order by DATEEXECUTED ”
+ ” f e t c h f i r s t ”+t h i s . va lue+” rows only with ur” ;
break ;
case ”TAG” :
query=”SELECT FILENAME FROM DATABASECHANGELOG DB1”
+ ” where e x i s t s ”
+ ”( s e l e c t 1 from DATABASECHANGELOG DB2 ”
+ ”where DB2. tag=’”+ t h i s . va lue +”’ ”
+ ”and DB2.DATEEXECUTED < DB1.DATEEXECUTED)”
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+ ” order by DB1.DATEEXECUTED with ur ” ;
break ;
case ”DATE” :
query=”SELECT FILENAME FROM DATABASECHANGELOG ”
+ ”where date (DATEEXECUTED) >= ’”+ t h i s . va lue +”’ ”
+ ” order by DATEEXECUTED” ;
break ;
d e f a u l t : System . e x i t ( 1 ) ;
}
re turn query ;
}
}
5.1.5. Aplikace pro úlohy load a save
Aplikace v programovacím jazyku Java pro zálohu a nahrání tabulek s historií nástroje
Liquibase se skládá ze sedmi tříd, z nichž dvě jsou spustitelné. Spustitelná třída Save-
LiquibaseTables ukládající tabulky do souboru vyžaduje dva povinné parametry. První
parametr určuje soubor s údaji k přihlášení k databázi. Druhý parametr je soubor, kam se
budou data zálohovat. Třída nejdříve vytvoří připojení na databázi, následně z tabulek na
databázi vytáhne potřebná data. Z těchto dat vytvoří seznam objektů třídy DATABASE-
CHANGELOG, která představuje jeden záznam v tabulce DATABASECHANGELOG.
Následně tento seznam je uložen do cílového souboru, kdy jednotlivé údaje jsou odděleny
tabulátorem. Celkový zdrojový kód aplikace je v přiloženém CD.
Zdrojový kód třídy SaveLiquibaseTables:
package saveL iqu ibaseTab le s ;
import java . u t i l . L i s t ;
import loadLiqu ibaseTab le s . DBconnection ;
import domain .DATABASECHANGELOG;
pub l i c c l a s s SaveLiquibaseTables {
pub l i c s t a t i c void main ( St r ing [ ] a rgs ) {
DBconnection DBconnection = new DBconnection ( args [ 0 ] ) ;
GetData data = new GetData ( ) ;
L i s t<DATABASECHANGELOG> databaseChangeLog
= data . load ( DBconnection . getConnect ion ( ) ) ;
TsvGenerator generato r = new TsvGenerator ( databaseChangeLog ) ;
generato r . c r e a t e F i l e ( args [ 1 ] ) ;
DBconnection . c lo seConnect ion ( ) ;
}
}
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Zdrojový kód třídy TsvGenerator, která ze seznamu doménových objektů vytváří sou-
bor s tabulátorem jako oddělovačem.
package saveL iqu ibaseTab le s ;
import java . i o . Buf feredWriter ;
import java . i o . F i l e ;
import java . i o . F i l eWr i t e r ;
import java . i o . IOException ;
import java . u t i l . L i s t ;
import domain .DATABASECHANGELOG;
pub l i c c l a s s TsvGenerator {
pub l i c L i s t<DATABASECHANGELOG> databaseChangeLog ;
pub l i c TsvGenerator ( Li s t<DATABASECHANGELOG> databaseChangeLog ) {
t h i s . databaseChangeLog=databaseChangeLog ;
}
pub l i c void c r e a t e F i l e ( S t r ing f i l ename ) {
F i l e f i l e = new F i l e ( f i l ename ) ;
f i l e . d e l e t e ( ) ;
Buf feredWriter bw ;
t ry {
bw = new Buf feredWriter (new Fi l eWr i t e r ( f i l e ) ) ;
f o r (DATABASECHANGELOG item : t h i s . databaseChangeLog ) {
bw. wr i t e ( item . g e t S t r i n g ( ) ) ;
bw . wr i t e (”\n ” ) ;
}
bw. c l o s e ( ) ;
} catch ( IOException e ) {
e . pr intStackTrace ( ) ;
}
}
}
Spustitelná třída LoadLiquibaseTables obsluhující nahrání dat ze souboru na data-
bázi má dva povinné a jeden nepovinný parametr. První parametr určuje soubor s údaji
k přihlášení k databázi. Druhý parametr je soubor, odkud se budou data nahrávat. Třetí
parametr umožňuje zvolit smazání Liquibase tabulek před samotným nahráním. Třída Lo-
adLiquibaseTables nejdříve vytvoří připojení na databázi. Následně rozebere soubor podle
oddělovače tabulátoru na jednotlivé údaje záznamů a vytvoří seznam objektů třídy DATA-
BASECHANGELOG, která reprezentuje jeden záznam v tabulce DATABASECHANGE-
LOG. V dalších krocích třída vytvoří na databázi tabulky požadované nástrojem Liquibase
a ty naplní daty.
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Zdrojový kód třídy LoadLiquibaseTables:
package loadLiqu ibaseTab le s ;
import java . u t i l . L i s t ;
import domain .DATABASECHANGELOG;
pub l i c c l a s s LoadLiquibaseTables {
pub l i c s t a t i c void main ( St r ing [ ] a rgs ) {
DBconnection DBconnection = new DBconnection ( args [ 0 ] ) ;
TsvParser TsvParser = new TsvParser ( args [ 1 ] ) ;
L i s t<DATABASECHANGELOG> l i s t = TsvParser . parse ( ) ;
i f ( a rgs . l ength == 3 && args [ 2 ] . t oS t r i ng ( ) . equa l s (”− f o r c e ” ) ) {
DBconnection . executeQuery (”DROP TABLE DATABASECHANGELOG” ) ;
DBconnection . executeQuery (”DROP TABLE DATABASECHANGELOGLOCK” ) ;
}
DBconnection . executeQuery (
”CREATE TABLE DATABASECHANGELOG ( ”
+” ID VARCHAR(255) NOT NULL , ”
+” AUTHOR VARCHAR(255) NOT NULL , ”
+” FILENAME VARCHAR(255) NOT NULL , ”
+” DATEEXECUTED TIMESTAMP NOT NULL , ”
+” ORDEREXECUTED INTEGER NOT NULL , ”
+” EXECTYPE VARCHAR(10) NOT NULL , ”
+” MD5SUM VARCHAR(35) , ”
+” DESCRIPTION VARCHAR(255) , ”
+” COMMENTS VARCHAR(255) , ”
+” TAG VARCHAR(255) , ”
+” LIQUIBASE VARCHAR(20) ,”
+” CONTEXTS VARCHAR(255) , ”
+” LABELS VARCHAR(255) ) ” ) ;
DBconnection . executeQuery (
”CREATE TABLE DATABASECHANGELOGLOCK ( ”
+” ID INTEGER NOT NULL , ”
+” LOCKED SMALLINT NOT NULL , ”
+” LOCKGRANTED TIMESTAMP , ”
+” LOCKEDBY VARCHAR(255) ) ” ) ;
DBconnection . executeQuery (
”ALTER TABLE DATABASECHANGELOGLOCK”
+” ADD CONSTRAINT PK DBCHGLOGLOCK PRIMARY KEY (ID) ” ) ;
DBconnection . insertDATABASECHANGELOGlist( l i s t ) ;
DBconnection . c lo seConnect ion ( ) ;
}
}
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Třída DBconnection obsluhuje veškerou komunikaci s databází. Konstruktor třídy vy-
žaduje cestu k souboru, který obsahuje údaje o databázi. Konstruktor zavolá funkci se-
tJDBCvalues, která soubor zpracuje a následně vytvoří připojení na databázi. Metoda
executeQuery třídy vyžaduje jeden parametr, který obsahuje příkaz na databázi, který je
touto procedurou vykonán. Metoda insertDATABASECHANGELOGlist postupně pro-
chází seznam záznamů a vkládá je do databáze.
Zdrojový kód kontroktoru třídy DBconnection.
package loadLiqu ibaseTab le s ;
import java . i o . Fi le InputStream ;
import java . i o . IOException ;
import java . i o . InputStream ;
import java . s q l . DriverManager ;
import java . s q l . SQLException ;
import java . s q l . Statement ;
import java . u t i l . L i s t ;
import java . u t i l . P r o p e r t i e s ;
import java . s q l . Connection ;
import domain .DATABASECHANGELOG;
pub l i c c l a s s DBconnection {
p r i v a t e St r ing u r l ;
p r i v a t e St r ing username ;
p r i v a t e St r ing password ;
p r i v a t e Connection connect ion ;
pub l i c DBconnection ( St r ing path ) {
setJDBCvalues ( path ) ;
t ry {
connect ion = DriverManager . getConnect ion (
t h i s . ur l , t h i s . username , t h i s . password ) ;
} catch ( SQLException e ) {
e . pr intStackTrace ( ) ;
}
}
pub l i c void setJDBCvalues ( S t r ing f i l e P a t h ) {
P r o p e r t i e s prop = new P r o p e r t i e s ( ) ;
InputStream input = n u l l ;
t ry {
input = new Fi leInputStream ( f i l e P a t h ) ;
prop . load ( input ) ;
t h i s . u r l= prop . getProperty (” u r l ” ) ;
t h i s . username= prop . getProperty (” username ” ) ;
t h i s . password= prop . getProperty (” password ” ) ;
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} catch ( IOException ex ) {
ex . pr intStackTrace ( ) ;
}
}
pub l i c void c loseConnect ion ( ) {
t ry {
connect ion . c l o s e ( ) ;
} catch ( SQLException e ) {
e . pr intStackTrace ( ) ;
}
}
pub l i c Connection getConnect ion ( ) {
re turn connect ion ;
}
pub l i c void executeQuery ( S t r ing query ) {
Statement statement ;
t ry {
statement = connect ion . createStatement ( ) ;
statement . executeUpdate ( query ) ;
statement . c l o s e ( ) ;
} catch ( SQLException e ) {
e . pr intStackTrace ( ) ;
}
}
pub l i c void insertDATABASECHANGELOGlist
( L i s t<DATABASECHANGELOG> l i s t ) {
Statement statement ;
t ry {
statement = connect ion . createStatement ( ) ;
f o r (DATABASECHANGELOG item : l i s t ) {
St r ing query=”INSERT INTO DATABASECHANGELOG VALUES( ” ;
query += item . getCsvStr ing ( ) ;
query +=” ) ” ;
statement . executeUpdate ( query ) ;
}
statement . c l o s e ( ) ;
} catch ( SQLException e ) {
e . pr intStackTrace ( ) ;
}
}
}
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Třída TsvParser má pouze jednu metodu, která z daného souboru vytvoří seznam ob-
jektů třídy DATABASECHANGELOG, která reprezentuje jeden záznam v tabulce DA-
TABASECHANGELOG.
Zdrojový kód třídy TsvParser
package loadLiqu ibaseTab le s ;
import java . i o . BufferedReader ;
import java . i o . Fi leReader ;
import java . i o . IOException ;
import java . u t i l . ArrayList ;
import java . u t i l . L i s t ;
import domain .DATABASECHANGELOG;
pub l i c c l a s s TsvParser {
pub l i c S t r ing f i l e ;
pub l i c TsvParser ( S t r ing f i l e ){
t h i s . f i l e = f i l e ;
}
pub l i c L i s t<DATABASECHANGELOG> parse ( ) {
List<DATABASECHANGELOG> r e s u l t L i s t =
new ArrayList<DATABASECHANGELOG>() ;
t ry {
@SuppressWarnings (” r e sou r c e ”)
BufferedReader br = new BufferedReader (new Fi leReader ( f i l e ) ) ;
S t r ing l i n e ;
S t r ing [ ] array ;
whi l e ( ( l i n e = br . readLine ( ) ) != n u l l ) {
array = l i n e . s p l i t (”\ t ” ) ;
DATABASECHANGELOG item = new DATABASECHANGELOG(
array [ 0 ] , array [ 1 ] , array [ 2 ] , array [ 3 ] ,
I n t e g e r . pa r s e In t ( array [ 4 ] ) , array [ 5 ] , array [ 6 ] , array [ 7 ]
, array [ 8 ] , array [ 9 ] , array [ 1 0 ] , array [ 1 1 ] , array [ 1 2 ]
) ;
r e s u l t L i s t . add ( item ) ;
}
} catch ( IOException e ) {
e . pr intStackTrace ( ) ;
}
re turn r e s u l t L i s t ;
}
}
64
5.2. ÚPRAVA VÝVOJOVÉHO PROCESU
5.2. Úprava vývojového procesu
Při změně správy verzí databází ve vývojovém procesu týmu je zapotřebí vytvořit procesy
a postupy, které budou jednotliví členové využívat. Do procesů byly zakomponované dobré
návyky, které týmy už mají. Jelikož tým využívá model pro správu zdrojového kódu
s myšlenkou větve pro každý úkol, je tento model využíván i ve vytvořených postupech.
Jednotlivé postupy jsou znázorněny v případech užití:
Člen týmu se ujme úkolu zahrnující změnu na databázi a chce uložit soubory
s databázovými změnami do skladu dokumentů.
Vývojář vytvoří větev pro svůj úkol z větve zvané Genesis (verze předchozího sprintu). Ve
větvi pro svůj úkol vytvoří do adresáře deployment složku pro daný sprint a následně podle
pravidel popsaných v sekci 5.1.1 bude developer vkládat soubory s databázovými změnami
pro jednotlivé databáze. Člen týmu také označí úkol v nástroji jazzHub pro sledování
úkolu označením [deployment]. Toto označení slouží týmu při sestavování příštího balíčku
s novou verzí aplikace. Příklad kroků:
• git checkout -b Story 111111 origin/genesis - Příkaz pro vytvoření lokální větve pro
můj úkol s číslem 111111.
• mkdir deployment/2016 Sprint01 - Příkaz pro vytvoření složky v adresáři deploy-
ment pro SQL soubory pro sprint 2016 Sprint01.
• vim deployment/2016 Sprint01/Story 111111 newView pd.sql - Vytvoření a editace
souboru s databázovými změnami na databázi trailspd.
• Následně větev Story 111111 spojím do větve develop a nahraji na vzdálený GIT
repozitář.
Vývojář chce svoje databázové změny otestovat na testovacím prostředí.
Vývojář nejdříve spojí větev pro svůj úkol se vzdálenou větví develop, která reflektuje
verzi na vývojovém prostředí. Jakmile člen týmu nahraje svoje změny na vzdálený GIT
sklad souborů, může pustit Jenkins úlohu update SQL pro nahrání svých změn na data-
bázi. V úloze update SQL si vývojář nastaví cílovou databázi a cílové vývojové prostředí
a následně specifikuje svůj soubor v adresáři deployment. Příklad spuštění souboru s da-
tabázovými změnami z předchozího případu užití na vývojové databáze je v obrázku 5.8.
Vývojář kontroluje rozdíly mezi databází a skladem dokumentů.
V případě, že programátor zapomene nějaký ze svých souborů s databázovými změnami
uložený pouze ve skladu dokumentů a zapomene provést tyto změny i na databázi, je
zde kontrolní Jenkins úloha compare git and database. Tuto úlohu pro daný sprint může
kdokoliv spustit a zkontrolovat stav skladu dokumentů a provedených změn. Do budoucna
se předpokládá, že Jenkins server bude tuto úlohu pouštět automaticky periodicky každý
den a v případě nějaké odchylky odešle email vývojářům, kteří mohou chybějící změny
napravit.
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Obrázek 5.8: Příklad použití Jenkins úlohy update SQL.
Zdroj: vlastní tvorba
Tým chce hotový úkol nahrát na testovací prostředí.
Jakmile tým otestuje zadanou změnu na vývojové prostředí a rozhodne se daný úkol vložit
na prostředí testovací spojí se větev pro daný úkol s větví release, která reflektuje verzi
na testovacím prostředí. Když jsou všechny chtěné změny ve větvi pro testovací prostředí
spustí se úloha update SQL na všechny soubory.
Vývojář chce zkontrolovat rozdíly mezi databázemi v rozdílných prostředích.
Spuštění Jenkins úlohy diff databases porovná dvě databáze pomocí Liquibase nástroje
diff. Toto porovnávání na našich databázích trvá přibližně 30 minut. Jelikož doba porov-
návání je dlouhá, bude tato úloha pouštěna periodicky v době, kdy ani jeden tým nemá
pracovní dobu. V případě nesrovnalostí Jenkins odešle týmu email.
Potřebná činnost před nahráním na produkční prostředí.
Před nahráním na produkční prostředí je potřeba udělat tři kroky:
• Označit aktuální verzi na testovacím prostředí označením pro tento sprint pomocí
Jenkins úlohy tag database.
• Vytvořit souhrnný soubor se všemi databázovými změnami pro danou databázi
z testovacího prostředí pomocí úlohy generate change request.
• Zálohovat všechny tabulky s historií pro testovací prostředí pomocí úlohy save Liqui-
base tables.
Potřebná činnost po nahrání na produkční prostředí.
Po nahrnání balíčku změn na produkční prostředí a překopírování obrazů produkčních
databází na vývojové a testové prostředí je nutné nahrát Liquibase tabulky ze zazáloho-
vaných souborů pomocí úlohy load Liquibase tables.
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Tým potřebuje nahrát rychle kritickou opravu na produkční prostředí.
V případě nutnosti rychlé opravy databáze a nahrání na produkční prostředí v průběhu
development sprintu se vytvoří z master větve nová větev s označením dané opravy. Do
vytvořené větve se vloží soubory se změnami a ty se spojí postupně do větví pro vý-
vojové a testovací prostředí. Změny se pomocí úlohy update SQL nahrají na vývojové
a testovací databáze, kde se změny otestují. Následně lze využít úlohu generate change
request s parametrem na vygenerování posledních N přidaných změn. Za předpokladu, že
se jedná pouze o jeden změnový soubor, je rychlejší tento soubor přímo vytáhnout z GIT
repozitáře a předat ho databázovím administrátorům k vykonání změn na proudukčním
prostředí.
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6. Závěr
Cílem této práce bylo nastavit proces a nástroje pro podporu správy verzí databází
pro Software asset tools tým. Dalším požadavkem bylo vytvořit nástroj, který umožní
generovat souhrn všech změn na databázi za uplynulé období.
Teoretická část práce vychází ze třech základních bodů, kdy prvním je databázový
systém DB2 jako základ, na kterém veškeré používané databáze v diplomové práci pra-
cují. Druhým bodem je teorie o správě verzí. Metody správy verzí můžeme rozdělit podle
architektury na správu souborových systémů a správu databází. Třetím teoretickým bo-
dem jsou agilní metodologie, které zkracují iterace, ve kterých programátoři vyvíjí nové
balíčky svých aplikací a tím kladou větší nároky na správu jednotlivých verzí.
Následující kapitola analýza současného stavu popisuje strukturu, postupy a používané
nástroje Software asset tools týmu. Kapitola také popisuje proces vývoje týmu, databá-
zovou strukturu a specifické požadavky týmu na správu verzí. Mezi specifické požadavky
týmu patří například nemožnost nahrání nástroje správy verzí na produkční databázový
systém a přehrání celých vývojových a testovacích databází obrazem z produkčního pro-
středí po vydání nového balíčku aplikace.
V návrhu řešení se kategorizují jednotlivé přístupy a je vybrán ten nejlepší. Zároveň
se v této kapitole porovnávají a hodnotí dva nástroje pro správu verzí databází Liquibase
a Flyway.
Pro splnění cílů práce bylo vytvořeno sedm úloh v nástroji Jenkins, které jsou popsány
v kapitole implementace řešení. Úlohy za pomoci nástroje Liquibase uchovávají historii
provedených příkazů na databázích. Pro podporu specifických požadavků týmu a genero-
vání souhrnného souboru se změnami byly vytvořeny tři menší aplikace v programovacím
jazyce Java. Mezi nejsložitější problémy patří generování souhrnného souboru změn se
všemi SQL změnami za poslední zvolené období. Java aplikace využívají stejné konfigu-
rační soubory a knihovny jako nástroj Liquibase, takže jsou s nástrojem kompatibilní.
Jenkins úlohy a nástroj Liquibase byly nastavovány přímo na server průběžné integrace,
který tým využívá pro vývoj aplikace. Nástroj Liquibase byl připojen přímo k vývojovým
a testovacím databázím týmu. Celá sada úloh a nástrojů je funkční, plně otestována a
připravena k používání při vývoji aplikací.
Nástavba této práce je možná v optimalizaci generátoru souhrnného souboru změn,
kdy aktuální generátor neřeší například dvojitou úpravu jednoho sloupečku spojením do
jednoho příkazu. Celý proces správy verzí databází stále není v týmu plně automatizo-
ván. Tým by rád vyřešil s databázovými administrátory produkčního prostředí možnost
instalace nástroje Liquibase na produkční databázi.
Kdyby se přestal generovat soubor se všemi požadovanými změnami, ale tým by po-
skytl administrátorům svůj repozitář s SQL soubory a seznam operací v nástroji Liqui-
base, část procesu bude automatizovaná a ušetří se čas programátorského týmu a zmenší
riziko tvorby chyb. Seznam operací, který byl už proveden na testovacím prostředí, by byl
administrátory validován a replikován pomocí nástroje Liquibase na produkční prostředí.
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A. Příprava lokálního testovacího
prostředí
Lokální testovací prostředí pro zkoušení jednotlivých skriptů a nástrojů je prováděno
na 64(x86 64) bitovém operačním systému Red Hat Enterprise Linux Workstation release
6.7 (Santiago) s linuxovým jádrem 2.6.32-573.3.1.
A.1. Stažení a instalace DB2
Pro lokální testování budeme používat DB2 Express-C, která je volně ke stažení na webo-
vých stránkách IBM
http://www-01.ibm.com/software/data/db2/express-c/download.html.
Podrobnější návod instalace DB2 Express-C je na stránkách
http://www.tldp.org/HOWTO/DB2-HOWTO/installing.html.
1. Stažení DB2 Express-C z http://www-01.ibm.com/software/data/db2/express-c/-
download.html
2. Rozbalení souboru: tar zxf v10.5 linuxx64 expc.tar.gz
3. Spuštění db2 instalace: ./expc/db2setup
(a) Po otevření IBM DB2 Setup Launchpad vyberem Install a Product
(b) Vyberem Install new tlačítko v hlavním okně.
(c) Jakmile se objeví uvítací stránka DB2 Setup wizard okna, kliknemen na Next
tlačítko.
(d) Jakmile přečteme licenční podmínky tlačítkem Accept, tak pokračujeme tlačít-
kem Next.
(e) V okně Select the installation type vybere typ instalace, který chceme provést.
Pro testování tohoto projektu vybereme Typical. Instalace dalších modulů lze
vybrat v možnosti View Features. Po výběru pokračujeme tlačítkem Next.
(f) V okně Select the installation action vybereme Install DB2 Express on this
computer.
(g) V pátem okně vybereme cílový adresář, kam chceme databázi nainstalovat.
(h) V dalších oknech vytvoříme nebo zvolíme administrátorského uživatele a da-
tabázovou instanci.
A.2. Vytvoření testovacích databází a tabulek
Za databázovou instanci vytvoříme dvě databáze První databáze simuluje naše vývo-
jové prostředí a druhá databáze simuluje testovací (UAT) prostředí. V každé databázi
vytvoříme tabulku osoba se třemi sloupci: jméno, příjmení a věk.
1. Přepnutí za uživatele db2 instance: su - db2inst1
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2. Vytvoření vývojové databáze: db2 create database devdb
3. Vytvoření testovací databáze: db2 create database testdb
4. Vytvoření tabulky ve vývojové databázi:
(a) db2 connect to devdb
(b) db2 ”create table osoba (ID BIGINT NOT NULL GENERATED ALWAYS
AS IDENTITY, JMENO VARCHAR(32), PRIJMENI VARCHAR(32), VEK
SMALLINT)”
(c) db2 terminate
5. Vytvoření tabulky v testovací(UAT) databázi:
(a) db2 connect to testdb
(b) db2 ”create table osoba (ID BIGINT NOT NULL GENERATED ALWAYS
AS IDENTITY, JMENO VARCHAR(32), PRIJMENI VARCHAR(32), VEK
SMALLINT)”
(c) db2 terminate
A.3. Instalace a nastavení Liquibase
1. Stáhněte Liquibase z oficiálních stránek:
http://www.liquibase.org/download/index.html
2. Nastavte lokální prostředí Java 1.6 a vyšší.
3. Stáhněte DB2 JDBC ovladač z IBM webových stránek:
http://www-01.ibm.com/support/docview.wss?uid=swg21363866
A.4. Instalace a nastavení Flyway
1. Stáhněte Flyway z oficiálních stránek:
http://flywaydb.org/getstarted/download.html
2. Pokud stáhnete verzi bez JRE nastavte prostředí Java 1.8.
3. Stáhněte DB2 JDBC ovladač z IBM webových stránek:
http://www-01.ibm.com/support/docview.wss?uid=swg21363866 a vlože to do ad-
resáře jars.
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B.1. update sql
<?xml v e r s i o n = ’1.0 ’ encoding =’UTF−8’?>
<pro j e c t>
<a c t i o n s/>
<d e s c r i p t i o n></d e s c r i p t i o n>
<keepDependencies>f a l s e </keepDependencies>
<prope r t i e s>
<hudson . model . ParametersDef in i t ionProperty>
<parameterDe f in i t i ons>
<hudson . model . ChoiceParameterDef in i t ion>
<name>environment</name>
<d e s c r i p t i o n>S e l e c t branch f o r t a r g e t environment :
deve lop f o r DEV environment
r e l e a s e f o r UAT unvironment</d e s c r i p t i o n>
<c h o i c e s c l a s s =”java . u t i l . Arrays$ArrayList”>
<a c l a s s =”s t r i ng−array”>
<s t r i ng>develop</s t r i ng>
<s t r i ng>r e l e a s e </s t r i ng>
</a>
</cho i ce s>
</hudson . model . ChoiceParameterDef in i t ion>
<hudson . model . ChoiceParameterDef in i t ion>
<name>ta rge t database</name>
<d e s c r i p t i o n></d e s c r i p t i o n>
<c h o i c e s c l a s s =”java . u t i l . Arrays$ArrayList”>
<a c l a s s =”s t r i ng−array”>
<s t r i ng>t r a i l s p d </s t r i ng>
<s t r i ng>t r a i l s s t </s t r i ng>
<s t r i ng>t r a i l s r p </s t r i ng>
<s t r i ng>s tag ing</s t r i ng>
</a>
</cho i ce s>
</hudson . model . ChoiceParameterDef in i t ion>
<hudson . model . S t r ingParameterDe f in i t i on>
<name>s q l f i l e </name>
<d e s c r i p t i o n>Update s q l s c r i p t f i l e with path</d e s c r i p t i o n>
<defaul tValue></defau l tValue>
</hudson . model . S t r ingParameterDe f in i t i on>
</paramete rDe f in i t i ons>
</hudson . model . ParametersDef in i t ionProperty>
</prope r t i e s>
<scm c l a s s =”hudson . p lug in s . g i t . GitSCM” plug in=”git@2 .4.0”>
<con f i gVers ion>2</con f i gVers ion>
<userRemoteConfigs>
<hudson . p lug in s . g i t . UserRemoteConfig>
<ur l>https : // hub . j a z z . net / g i t / googer / b ravo t ra i l s two </ur l>
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<c r e d e n t i a l s I d>f48 f1585 −28b6−44c5−9ecd−548e1d618253
</c r e d e n t i a l s I d>
</hudson . p lug in s . g i t . UserRemoteConfig>
</userRemoteConfigs>
<branches>
<hudson . p lug in s . g i t . BranchSpec>
<name>∗/$environment</name>
</hudson . p lug in s . g i t . BranchSpec>
</branches>
<doGenerateSubmoduleConfigurations>f a l s e
</doGenerateSubmoduleConfigurations>
<submoduleCfg c l a s s =” l i s t ”/>
<ex t en s i on s/>
</scm>
<canRoam>true</canRoam>
<di sab led>f a l s e </d i sab led>
<blockBuildWhenDownstreamBuilding>f a l s e
</blockBuildWhenDownstreamBuilding>
<blockBuildWhenUpstreamBuilding>f a l s e
</blockBuildWhenUpstreamBuilding>
<jdk>(Defau l t )</jdk>
<t r i g g e r s />
<concurrentBui ld>f a l s e </concurrentBui ld>
<bu i lde r s>
<hudson . ta sk s . She l l>
<command> f i l e =‘echo $ s q l f i l e | sed &apos ; s ; ˆ . ∗ / ; ; g&apos ; ‘
path=‘echo $ s q l f i l e | sed ” s ; $ f i l e ; ; ” ‘
t a r g e t =”/var / l i q u i b a s e / s q l d e v / $ ta rge t da tabas e /$path”
s e r v e r =””
i f [ ” $environment ” == ” develop ” ] ; then
s e r v e r=”dev”
e l i f [ ” $environment ” == ” r e l e a s e ” ] ; then
s e r v e r=”uat ”
e l s e
e x i t 1 ;
f i
mkdir −p ” $ ta rge t ”
cp ”deployment/ $ s q l f i l e ” ” $ ta rge t ”
cd / var / l i q u i b a s e /
. / l i q u i b a s e −−d e f a u l t s F i l e=conf /” $ s e rv e r ” ” $ ta rge t da tabas e ” \
−−changeLogFi le=s q l ” $ s e rv e r ”/” $ ta rge t da tabas e / $ s q l f i l e ” \
migrate
</command>
</hudson . ta sk s . She l l>
</bu i l d e r s>
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<p u b l i s h e r s/>
<buildWrappers/>
</pro j e c t>
B.2. tag database
<?xml v e r s i o n = ’1.0 ’ encoding =’UTF−8’?>
<pro j e c t>
<a c t i o n s/>
<d e s c r i p t i o n></d e s c r i p t i o n>
<keepDependencies>f a l s e </keepDependencies>
<prope r t i e s>
<hudson . model . ParametersDef in i t ionProperty>
<parameterDe f in i t i ons>
<hudson . model . ChoiceParameterDef in i t ion>
<name>environment</name>
<d e s c r i p t i o n></d e s c r i p t i o n>
<c h o i c e s c l a s s =”java . u t i l . Arrays$ArrayList”>
<a c l a s s =”s t r i ng−array”>
<s t r i ng>development</s t r i ng>
<s t r i ng>UAT( t e s t )</ s t r i ng>
</a>
</cho i ce s>
</hudson . model . ChoiceParameterDef in i t ion>
<hudson . model . ChoiceParameterDef in i t ion>
<name>ta rge t database</name>
<d e s c r i p t i o n></d e s c r i p t i o n>
<c h o i c e s c l a s s =”java . u t i l . Arrays$ArrayList”>
<a c l a s s =”s t r i ng−array”>
<s t r i ng>t r a i l s p d </s t r i ng>
<s t r i ng>t r a i l s s t </s t r i ng>
<s t r i ng>t r a i l s r p </s t r i ng>
<s t r i ng>s tag ing</s t r i ng>
</a>
</cho i ce s>
</hudson . model . ChoiceParameterDef in i t ion>
<hudson . model . S t r ingParameterDe f in i t i on>
<name>tag name</name>
<d e s c r i p t i o n></d e s c r i p t i o n>
<defaul tValue></defau l tValue>
</hudson . model . S t r ingParameterDe f in i t i on>
</paramete rDe f in i t i ons>
</hudson . model . ParametersDef in i t ionProperty>
</prope r t i e s>
<scm c l a s s =”hudson . scm . NullSCM”/>
<canRoam>true</canRoam>
<di sab led>f a l s e </d i sab led>
<blockBuildWhenDownstreamBuilding>f a l s e
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</blockBuildWhenDownstreamBuilding>
<blockBuildWhenUpstreamBuilding>f a l s e
</blockBuildWhenUpstreamBuilding>
<jdk>(Defau l t )</jdk>
<t r i g g e r s />
<concurrentBui ld>f a l s e </concurrentBui ld>
<bu i lde r s>
<hudson . ta sk s . She l l>
<command> i f [ ” $environment ” == ” development ” ] ; then
s e r v e r=”dev”
e l i f [ ” $environment ” == ”UAT( t e s t )” ] ; then
s e r v e r=”uat ”
e l s e
e x i t 1 ;
f i
cd / var / l i q u i b a s e /
. / l i q u i b a s e \
−−d e f a u l t s F i l e=conf /” $ s e rv e r ” ” $ ta rge t da tabas e ” tag ”\
$tag name”</command>
</hudson . ta sk s . She l l>
</bu i l d e r s>
<p u b l i s h e r s/>
<buildWrappers/>
</pro j e c t>
B.3. diff database
<?xml v e r s i o n = ’1.0 ’ encoding =’UTF−8’?>
<pro j e c t>
<a c t i o n s/>
<d e s c r i p t i o n></d e s c r i p t i o n>
<keepDependencies>f a l s e </keepDependencies>
<prope r t i e s>
<hudson . model . ParametersDef in i t ionProperty>
<parameterDe f in i t i ons>
<hudson . model . ChoiceParameterDef in i t ion>
<name>source dev database</name>
<d e s c r i p t i o n>Source development database</d e s c r i p t i o n>
<c h o i c e s c l a s s =”java . u t i l . Arrays$ArrayList”>
<a c l a s s =”s t r i ng−array”>
<s t r i ng>t r a i l s p d </s t r i ng>
<s t r i ng>t r a i l s s t </s t r i ng>
<s t r i ng>t r a i l s r p </s t r i ng>
<s t r i ng>s tag ing</s t r i ng>
</a>
</cho i ce s>
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</hudson . model . ChoiceParameterDef in i t ion>
<hudson . model . ChoiceParameterDef in i t ion>
<name>t a r g e t t e s t d a t a b a s e </name>
<d e s c r i p t i o n>Target t e s t i n g (UAT) database</d e s c r i p t i o n>
<c h o i c e s c l a s s =”java . u t i l . Arrays$ArrayList”>
<a c l a s s =”s t r i ng−array”>
<s t r i ng>t r a i l s p d </s t r i ng>
<s t r i ng>t r a i l s s t </s t r i ng>
<s t r i ng>t r a i l s r p </s t r i ng>
<s t r i ng>s tag ing</s t r i ng>
</a>
</cho i ce s>
</hudson . model . ChoiceParameterDef in i t ion>
</paramete rDe f in i t i ons>
</hudson . model . ParametersDef in i t ionProperty>
</prope r t i e s>
<scm c l a s s =”hudson . scm . NullSCM”/>
<canRoam>true</canRoam>
<di sab led>f a l s e </d i sab led>
<blockBuildWhenDownstreamBuilding>f a l s e
</blockBuildWhenDownstreamBuilding>
<blockBuildWhenUpstreamBuilding>f a l s e
</blockBuildWhenUpstreamBuilding>
<jdk>(Defau l t )</jdk>
<t r i g g e r s />
<concurrentBui ld>f a l s e </concurrentBui ld>
<bu i lde r s>
<hudson . ta sk s . She l l>
<command>cd / var / l i q u i b a s e /
URL=‘grep ” u r l : ” conf / t e s t ” $ t a r g e t t e s t d a t a b a s e ” \
| sed &apos ; s / u r l : //g&apos ; ‘
USERNAME=‘grep ”username : ” conf / t e s t ” $ t a r g e t t e s t d a t a b a s e ” \
| sed &apos ; s /username : //g&apos ; ‘
PASSWORD=‘grep ”password : ” conf / t e s t ” $ t a r g e t t e s t d a t a b a s e ” \
| sed &apos ; s /password : //g&apos ; ‘
. / l i q u i b a s e −−d e f a u l t s F i l e=conf / dev ” $source dev database ” \
d i f f −−r e f e r e n c e U r l=”$URL” −−re ferenceUsername=”$USERNAME” \
−−re f e rencePassword=”$PASSWORD” </command>
</hudson . ta sk s . She l l>
</bu i l d e r s>
<p u b l i s h e r s/>
<buildWrappers/>
</pro j e c t>
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B.4. generate change request
<?xml v e r s i o n = ’1.0 ’ encoding =’UTF−8’?>
<pro j e c t>
<a c t i o n s/>
<d e s c r i p t i o n></d e s c r i p t i o n>
<keepDependencies>f a l s e </keepDependencies>
<prope r t i e s>
<hudson . model . ParametersDef in i t ionProperty>
<parameterDe f in i t i ons>
<hudson . model . ChoiceParameterDef in i t ion>
<name>environment</name>
<d e s c r i p t i o n>S e l e c t branch f o r t a r g e t environment :
deve lop f o r DEV environment
r e l e a s e f o r UAT unvironment</d e s c r i p t i o n>
<c h o i c e s c l a s s =”java . u t i l . Arrays$ArrayList”>
<a c l a s s =”s t r i ng−array”>
<s t r i ng>develop</s t r i ng>
<s t r i ng>r e l e a s e </s t r i ng>
</a>
</cho i ce s>
</hudson . model . ChoiceParameterDef in i t ion>
<hudson . model . ChoiceParameterDef in i t ion>
<name>database name</name>
<d e s c r i p t i o n></d e s c r i p t i o n>
<c h o i c e s c l a s s =”java . u t i l . Arrays$ArrayList”>
<a c l a s s =”s t r i ng−array”>
<s t r i ng>t r a i l s p d </s t r i ng>
<s t r i ng>t r a i l s s t </s t r i ng>
<s t r i ng>t r a i l s r p </s t r i ng>
<s t r i ng>s tag ing</s t r i ng>
</a>
</cho i ce s>
</hudson . model . ChoiceParameterDef in i t ion>
<hudson . model . ChoiceParameterDef in i t ion>
<name>generator mode</name>
<d e s c r i p t i o n>DATE − c r e a t e change log f i l e from DATE
( items from current date are inc luded )
TAG − c r e a t e change log f i l e from TAG ( TAG item i s excluded )
NUMBER − c r e a t e change log f i l e from l a s t NUMBER items</d e s c r i p t i o n>
<c h o i c e s c l a s s =”java . u t i l . Arrays$ArrayList”>
<a c l a s s =”s t r i ng−array”>
<s t r i ng>DATE</s t r i ng>
<s t r i ng>TAG</s t r i ng>
<s t r i ng>NUMBER</s t r i ng>
</a>
</cho i ce s>
</hudson . model . ChoiceParameterDef in i t ion>
<hudson . model . S t r ingParameterDe f in i t i on>
<name>gene ra to r va lue </name>
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<d e s c r i p t i o n>f o r s e l e c t e d mode :
DATE − date in format YYYY−MM−DD
TAG − name o f the tag
NUMBER − j u s t number :)</ d e s c r i p t i o n>
<defaul tValue></defau l tValue>
</hudson . model . S t r ingParameterDe f in i t i on>
</paramete rDe f in i t i ons>
</hudson . model . ParametersDef in i t ionProperty>
</prope r t i e s>
<scm c l a s s =”hudson . p lug in s . g i t . GitSCM” plug in=”git@2 .4.0”>
<con f i gVers ion>2</con f i gVers ion>
<userRemoteConfigs>
<hudson . p lug in s . g i t . UserRemoteConfig>
<ur l>https : // hub . j a z z . net / g i t / googer / b ravo t ra i l s two </ur l>
<c r e d e n t i a l s I d>f48 f1585 −28b6−44c5−9ecd−548e1d618253
</c r e d e n t i a l s I d>
</hudson . p lug in s . g i t . UserRemoteConfig>
</userRemoteConfigs>
<branches>
<hudson . p lug in s . g i t . BranchSpec>
<name>∗/$environment</name>
</hudson . p lug in s . g i t . BranchSpec>
</branches>
<doGenerateSubmoduleConfigurations>f a l s e
</doGenerateSubmoduleConfigurations>
<submoduleCfg c l a s s =” l i s t ”/>
<ex t en s i on s/>
</scm>
<canRoam>true</canRoam>
<di sab led>f a l s e </d i sab led>
<blockBuildWhenDownstreamBuilding>f a l s e
</blockBuildWhenDownstreamBuilding>
<blockBuildWhenUpstreamBuilding>f a l s e
</blockBuildWhenUpstreamBuilding>
<jdk>(Defau l t )</jdk>
<t r i g g e r s />
<concurrentBui ld>f a l s e </concurrentBui ld>
<bu i lde r s>
<hudson . ta sk s . She l l>
<command>s e r v e r =””
i f [ ” $environment ” == ” develop ” ] ; then
s e r v e r=”dev”
e l i f [ ” $environment ” == ” r e l e a s e ” ] ; then
s e r v e r=”uat ”
e l s e
e x i t 1 ;
f i
i f [ ” $generator mode ” == ”DATE” ] ; then
mode=”−d”
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e l i f [ ” $generator mode ” == ”TAG” ] ; then
mode=”−t ”
e l i f [ ” $generator mode ” == ”NUMBER” ] ; then
mode=”−n”
e l s e
e x i t 1 ;
f i
rm −r f dbChangeLog . s q l
rm −r f $database name . s q l
java −cp / var / l i q u i b a s e / db2jcc4 . j a r : / var / l i q u i b a s e \
dbChangeGenerator . DbChangeGenerator \
/ var / l i q u i b a s e / conf /${ s e r v e r } $ {database name} \
$mode $gene ra to r va lue
mv dbChangeLog . s q l $database name . sq l</command>
</hudson . ta sk s . She l l>
</bu i l d e r s>
<pub l i she r s>
<hudson . p lug in s . emai l ext . ExtendedEmailPublisher
p lug in=”email−ext@2 .40.5”>
<r e c i p i e n t L i s t>$BUILD USER EMAIL</r e c i p i e n t L i s t>
<con f i gur edTr igge r s>
<hudson . p lug in s . emai l ext . p lug in s . t r i g g e r . SuccessTr igger>
<email>
<r e c i p i e n t L i s t ></r e c i p i e n t L i s t>
<subjec t>$PROJECT DEFAULT SUBJECT</subject>
<body>$PROJECT DEFAULT CONTENT</body>
<r e c i p i e n t P r o v i d e r s>
<hudson . p lug in s . emai l ext . p lug in s . r e c i p i e n t s . L i s tRec ip i en tProv ide r/>
</r e c i p i e n t P r o v i d e r s>
<attachmentsPattern></attachmentsPattern>
<attachBuildLog>f a l s e </attachBuildLog>
<compressBuildLog>f a l s e </compressBuildLog>
<replyTo>$PROJECT DEFAULT REPLYTO</replyTo>
<contentType>pro j e c t </contentType>
</email>
</hudson . p lug in s . emai l ext . p lug in s . t r i g g e r . SuccessTr igger>
</con f i gur edTr igge r s>
<contentType>de fau l t </contentType>
<de fau l tSub j e c t>Database changelog − $database name
</de fau l tSub j e c t>
<defaultContent>F i l e generated with s p e c i f i c s :
environment : $environment
database name : $database name
generator mode : $generator mode
g en e r a to r v a l u e : $gene ra to r va lue
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</defaultContent>
<attachmentsPattern>$database name . sq l</attachmentsPattern>
<presendScr ipt>$DEFAULT PRESEND SCRIPT</presendScr ipt>
<c la s spath>
<hudson . p lug in s . emai l ext . GroovyScriptPath>
<path></path>
</hudson . p lug in s . emai l ext . GroovyScriptPath>
</c la s spath>
<attachBuildLog>f a l s e </attachBuildLog>
<compressBuildLog>f a l s e </compressBuildLog>
<replyTo></replyTo>
<saveOutput>f a l s e </saveOutput>
<di sab led>f a l s e </d i sab led>
</hudson . p lug in s . emai l ext . ExtendedEmailPublisher>
<hudson . p lug in s . ws c leanup . WsCleanup p lug in=”ws−cleanup@0 .28”>
<de l e t eD i r s>f a l s e </de l e t eD i r s>
<skipWhenFailed>f a l s e </skipWhenFailed>
<cleanWhenSuccess>true</cleanWhenSuccess>
<cleanWhenUnstable>true</cleanWhenUnstable>
<cleanWhenFailure>true</cleanWhenFailure>
<cleanWhenNotBuilt>true</cleanWhenNotBuilt>
<cleanWhenAborted>true</cleanWhenAborted>
<notFai lBui ld>f a l s e </notFai lBui ld>
<cleanupMatrixParent>f a l s e </cleanupMatrixParent>
<exte rna lDe l e t e></exte rna lDe l e t e>
</hudson . p lug in s . ws c leanup . WsCleanup>
</pub l i she r s>
<buildWrappers>
<org . j e n k i n s c i . p lug in s . b u i l d u s e r . Bui ldUser \
plug in=”bui ld−user−vars−plugin@1 .5”/>
</buildWrappers>
B.5. compare git and database
<?xml v e r s i o n = ’1.0 ’ encoding =’UTF−8’?>
<pro j e c t>
<a c t i o n s/>
<d e s c r i p t i o n></d e s c r i p t i o n>
<keepDependencies>f a l s e </keepDependencies>
<prope r t i e s>
<hudson . model . ParametersDef in i t ionProperty>
<parameterDe f in i t i ons>
<hudson . model . ChoiceParameterDef in i t ion>
<name>environment</name>
<d e s c r i p t i o n>S e l e c t branch f o r t a r g e t environment :
deve lop f o r DEV environment
r e l e a s e f o r UAT unvironment</d e s c r i p t i o n>
<c h o i c e s c l a s s =”java . u t i l . Arrays$ArrayList”>
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<a c l a s s =”s t r i ng−array”>
<s t r i ng>develop</s t r i ng>
<s t r i ng>r e l e a s e </s t r i ng>
</a>
</cho i ce s>
</hudson . model . ChoiceParameterDef in i t ion>
<hudson . model . ChoiceParameterDef in i t ion>
<name>database name</name>
<d e s c r i p t i o n></d e s c r i p t i o n>
<c h o i c e s c l a s s =”java . u t i l . Arrays$ArrayList”>
<a c l a s s =”s t r i ng−array”>
<s t r i ng>t r a i l s p d </s t r i ng>
<s t r i ng>t r a i l s s t </s t r i ng>
<s t r i ng>t r a i l s r p </s t r i ng>
<s t r i ng>s tag ing</s t r i ng>
</a>
</cho i ce s>
</hudson . model . ChoiceParameterDef in i t ion>
<hudson . model . S t r ingParameterDe f in i t i on>
<name>spr in t </name>
<d e s c r i p t i o n>Example : 2015 Spr int14</d e s c r i p t i o n>
<defaul tValue></defau l tValue>
</hudson . model . S t r ingParameterDe f in i t i on>
</paramete rDe f in i t i ons>
</hudson . model . ParametersDef in i t ionProperty>
</prope r t i e s>
<scm c l a s s =”hudson . p lug in s . g i t . GitSCM” plug in=”git@2 .4.0”>
<con f i gVers ion>2</con f i gVers ion>
<userRemoteConfigs>
<hudson . p lug in s . g i t . UserRemoteConfig>
<ur l>https : // hub . j a z z . net / g i t / googer / b ravo t ra i l s two </ur l>
<c r e d e n t i a l s I d>f48 f1585 −28b6−44c5−9ecd−548e1d618253
</c r e d e n t i a l s I d>
</hudson . p lug in s . g i t . UserRemoteConfig>
</userRemoteConfigs>
<branches>
<hudson . p lug in s . g i t . BranchSpec>
<name>∗/$environment</name>
</hudson . p lug in s . g i t . BranchSpec>
</branches>
<doGenerateSubmoduleConfigurations>f a l s e
</doGenerateSubmoduleConfigurations>
<submoduleCfg c l a s s =” l i s t ”/>
<ex t en s i on s/>
</scm>
<canRoam>true</canRoam>
<di sab led>f a l s e </d i sab led>
<blockBuildWhenDownstreamBuilding>f a l s e
</blockBuildWhenDownstreamBuilding>
<blockBuildWhenUpstreamBuilding>f a l s e
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</blockBuildWhenUpstreamBuilding>
<jdk>(Defau l t )</jdk>
<t r i g g e r s />
<concurrentBui ld>f a l s e </concurrentBui ld>
<bu i lde r s>
<hudson . ta sk s . She l l>
<command>s e r v e r =””
i f [ ” $environment ” == ” develop ” ] ; then
s e r v e r=”dev”
e l i f [ ” $environment ” == ” r e l e a s e ” ] ; then
s e r v e r=”uat ”
e l s e
e x i t 1 ;
f i
c ount f i nd s InG i t=0
s ub s t r i n g=”not been app l i ed to ”
r e s u l t =””
f o r l i n e in $ ( f i n d . −name ”∗ . s q l ” | \
grep − i deployment /” $ s p r i n t ” / ) ; do
l i n e =‘echo $ l i n e | sed &apos ; s ; ˆ \ . / ; ; & apos ; ‘
tmp=‘/ var / l i q u i b a s e / l i q u i b a s e \
−−d e f a u l t s F i l e=/var / l i q u i b a s e / conf ” $ s e r v e r ” ” $database name ” \
−−changeLogFi le=”$ l i n e ” \
s tatus ‘
c ount f i nd s InG i t=$ ( ( count f i nd s InG i t +1))
i f t e s t ”${tmp#∗$ subs t r i ng }” != ”$tmp”
then
addToResult=
” $ l i n e i s not propagated in $ s e rv e r \
$database name but i t i s in GIT” ;
echo $addToResult
r e s u l t=$ r e s u l t&apos ; \n &apos ; $addToResult
f i
done
i f [ ” $ r e s u l t ” == ”” ] ; then
e x i t 0
e l s e
echo $ r e s u l t
e x i t 1
f i </command>
</hudson . ta sk s . She l l>
</bu i l d e r s>
<p u b l i s h e r s/>
<buildWrappers/>
</pro j e c t>
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C.1. třída GenerateChangeLog
package dbChangeGenerator ;
import java . i o . BufferedReader ;
import java . i o . Buf feredWriter ;
import java . i o . F i l e ;
import java . i o . Fi leReader ;
import java . i o . F i l eWr i t e r ;
import java . i o . IOException ;
import java . u t i l . L i s t ;
pub l i c c l a s s GenerateChangeLog {
p r i v a t e St r ing rootPath ;
p r i v a t e Lis t<Str ing> f i l eNameLi s t ;
pub l i c GenerateChangeLog ( St r ing rootPath ,
L i s t<Str ing> f i l eNameLi s t ) {
t h i s . rootPath = rootPath ;
t h i s . f i l eNameLi s t = f i l eNameLi s t ;
}
pub l i c F i l e generate ( ) {
F i l e f i l e T a r g e t =new F i l e (” dbChangeLog . s q l ” ) ;
t ry {
i f ( ! f i l e T a r g e t . e x i s t s ( ) ){
f i l e T a r g e t . createNewFi le ( ) ;
} e l s e {
f i l e T a r g e t . d e l e t e ( ) ;
f i l e T a r g e t . createNewFi le ( ) ;
}
Fi l eWr i t e r f i l e W r i t t e r
= new Fi l eWr i t e r ( f i l e T a r g e t . getName ( ) , t rue ) ;
Buf feredWriter bu f f e rWr i t t e r
= new Buf feredWriter ( f i l e W r i t t e r ) ;
f o r ( S t r ing f i leName : t h i s . f i l eNameLi s t ) {
appendFile ( t h i s . rootPath , f i leName , bu f f e rWr i t t e r ) ;
}
bu f f e rWr i t t e r . c l o s e ( ) ;
} catch ( IOException e ){
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e . pr intStackTrace ( ) ;
}
re turn f i l e T a r g e t ;
}
p r i v a t e void appendFile ( S t r ing rootPath ,
S t r ing fi leName ,
Buf feredWriter bu f f e rWr i t t e r ) {
BufferedReader f i l e S o u r c e = n u l l ;
t ry {
St r ing sCurrentLine ;
f i l e S o u r c e = new BufferedReader (
new Fi leReader ( rootPath +’/’+ f i leName ) ) ;
whi l e ( ( sCurrentLine = f i l e S o u r c e . readLine ( ) ) != n u l l ) {
bu f f e rWr i t t e r . wr i t e ( sCurrentLine ) ;
bu f f e rWr i t t e r . newLine ( ) ;
}
} catch ( IOException e ){
e . pr intStackTrace ( ) ;
}
}
}
C.2. třída SendEmail
package dbChangeGenerator ;
import java . i o . F i l e ;
import java . u t i l . ∗ ;
import javax . a c t i v a t i o n . DataHandler ;
import javax . a c t i v a t i o n . DataSource ;
import javax . a c t i v a t i o n . Fi leDataSource ;
import javax . mail . ∗ ;
import javax . mail . i n t e r n e t . ∗ ;
pub l i c c l a s s SendEmail {
p r i v a t e F i l e outputF i l e ;
pub l i c SendEmail ( F i l e outputF i l e ) {
t h i s . outputF i l e = outputF i l e ;
}
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C.2. TŘÍDA SENDEMAIL
pub l i c void send ( ) {
St r ing to = ” t e s t @ t e s t . com ” ;
S t r ing from = ” j e n k i n s b r a v o t r a i l s ” ;
S t r ing host = ” l o c a l h o s t ” ;
P r o p e r t i e s p r o p e r t i e s = System . g e t P r o p e r t i e s ( ) ;
p r o p e r t i e s . s e tProper ty (” mail . smtp . host ” , host ) ;
S e s s i on s e s s i o n = Ses s i on . g e tDe fau l t In s tance ( p r o p e r t i e s ) ;
t ry {
MimeMessage message = new MimeMessage ( s e s s i o n ) ;
message . setFrom (new InternetAddres s ( from ) ) ;
message . addRecip ient ( Message . RecipientType .TO,
new InternetAddres s ( to ) ) ;
message . s e t Su b j e c t (” database changelog ” ) ;
DataSource source = new Fi leDataSource ( outputF i l e ) ;
message . setDataHandler (new DataHandler ( source ) ) ;
MimeBodyPart a t tachF i l ePar t = new MimeBodyPart ( ) ;
Fi leDataSource fd s =
new Fi leDataSource ( outputF i l e ) ;
a t ta chF i l ePar t . setDataHandler (new DataHandler ( fd s ) ) ;
a t ta chF i l ePar t . setFileName ( fd s . getName ( ) ) ;
Mult ipart mp = new MimeMultipart ( ) ;
mp. addBodyPart ( a t tachF i l ePar t ) ;
message . setContent (mp) ;
Transport . send ( message ) ;
} catch ( MessagingException mex) {
mex . pr intStackTrace ( ) ;
}
}
}
85
D. Příloha CD
• dbChangeGenerator - Zdrojové kódy k aplikac z podkapitoly 5.1.4
• liquibaseTablesManagement - Zdrojové kódy k aplikacím pro podporu úloh sa-
ve/laod z podkapitoly 5.1.5.
– domain
– loadLiquibaseTables
– saveLiquibaseTables
• prezentace.pdf - Prezentace pro Software asset tools tým ohledně nástrojů Liquibase
a Flyway.
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