Cluster analysis is a very popular approach to fully automatic search for patterns, data concepts, groups and clusters. It simplifies data representations and thus plays an important role in the process of knowledge acquisition. Data mining tasks require fast and accurate partition of data with many attributes. This requires new approach, which could deal better with these features. Methods based on the swarm intelligence present such approach to the cluster analysis. This article is a brief introduction to the optimization algorithms inspired by the natural world. It shows how these algorithms can be used in the cluster analysis and describes several up-to-date hybrid techniques combining PSO and k-means. Moreover, conceptually new hybrid algorithm based on the PSO and k-means is introduced and its efficiency and robustness are compared to the other algorithms using several datasets.
Introduction
Clustering is a process of an object classification into categories based on their similarities. The aim of the process is to find sufficiently accurate representation of an input using some prototypes and clusters. Objects belonging to one group should show greater degree of resemblance than objects from the other clusters. From the machine learning perspective, this is a method of unsupervised learning, in which particular clusters correspond to hidden patterns in data. This topic has been studied from many different points of view, for example from the perspective of statistics [1] , graph theory [2] , artificial neural networks [3] , evolutionary computing [4] , etc.
There are two basic categories of clustering algorithms, namely hierarchical and partitioning clustering. Although the hierarchical clustering algorithms provide better results, they are not suitable for large datasets due to their quadratic time complexity [5] . In recent years, partitioning based approaches have often been employed for cluster analysis of large datasets only because of their low computational demands. The time complexity of the partitioning techniques is usually linear, which makes them very popular. K-means algorithm and its variations is one of the best known partitioning clustering algorithms [6] .
In addition to the variations of k-means algorithms, other approaches (based, for instance, on genetic algorithms and neural networks) have been recently emerging in the category of partitioning clustering. Some of the newest methods originate in the family of algorithms inspired by the collective behavior in decentralized self-organizing systems. Attempts to develop models of such systems led to creation of an innovative distributed paradigm, so-called swarm intelligence (SI). The SI is based on observation that systems consisting of lowlevel entities, which can only behave in a socially primitive way as individuals, are able to solve even some very complex tasks due to the numerous interactions among themselves.
An example of the SI is an Ant Colony Optimization (ACO) presented in 1992. The ACO was inspired by behaviour of ants searching for food and aimed at a discrete optimization [7] . It has been successfully applied to a large amount of the NP-complete problems. Particle Swarm Optimization (PSO), which was presented in 1995, is another very popular concept of the SI. PSO is used for finding global optimum in a search space. Both of these methods have been successfully applied to the problem of lowdimensional data clustering [8] .
PSO has been further tested on a document clustering [9, 10] , which has resulted in development of hybrid approaches combining general qualities of PSO and kmeans in order to find compact clusters faster. This paper introduces conceptually new hybrid algorithm Exploring k-PSO, which has been tested, together with other published hybrid algorithms, on five datasets with high-dimensional data.
aspects, the PSO is similar to the ACO, in other aspects it is similar to the genetic algorithms (by nature inspired parallel algorithms). It is a self-organizing system showing a strong collective behavior [12] , while not getting influenced so strongly by the nonlinearity of the search space, and, at the same time, showing high robustness against falling into local minimum.
Every individual particle in the swarm is characterized by three d-dimensional vectors (where d stands for the dimensionality of the search space): a vector of the current position
, and a vector of the best found position P n i of the particle i in n-th iteration. In every iteration the algorithm evaluates quality of the solution, X n i , using assessing function, and, if the given solution is better than any other found by the particle before, the actual position of the particle X n i is stored in P n i . Vector P g n , the value of which corresponds to the best found solution (vector P n i ), represents the best found solution of any of the particles so far.
Behavior of each particle is characterized by two equations for the new velocity and position vector calculation. Velocity is determined for each particle separately after every iteration and it influences future direction of the movement:
where parameters φ 1 and φ 2 define maximal degree of the final velocity derived from the personal minimum and joint global maximum. Values of these parameters will be discussed further on.
Parameters R n 1 and R n 2 are vectors of random values ranging from 0 to 1. New position of the particle is determined by adding speed vector to the actual postion of the particle:
The equation (2) corresponds to the standard motion equation. Although ∆t can generally become any value, it is usually set to be ∆t = 1 (i.e. discrete time unit).
The particle swarm is more than a mere group of particles. A particle itself has got almost no ability to solve a problem and search for a solution is effective only when interaction among particles occurs. Then, search for the solution can appear as global behavior inferred from local interaction of particular particles. Velocity of each particle in the PSO algorithm is iteratively regulated so that the particle oscillates around positions P i and P g. Pseudo code of the original PSO is given by the Algorithm 1.
Space Restrictions
Equations describing behavior of the particles do not restrict its movement in the search space in any way. For this reason, it is appropriate to use some techniques which for i = 1 to number of particles do 3. Evaluate the fitness function: = f (X i ).
4.
Update P i and P g.
5.
Calculate velocity of the particle using Equation (1). 6 .
end for 7. Update the position of the particle using Equation (2). 8. end while would add restrictions to the movement of the particles. Among the best known and widely applied ones are [13] : absorbing wall, reflecting wall, invisible wall, and periodic. Absorbing wall creates a border, crossing of which causes the value to be set to 0, while the reflecting wall changes sign of the value. If a particle crosses the invisible wall, evaluation of the fitness function is cancelled and the particle slowly returns to the problem space. In the periodic environment, the velocity vector of a particle keeps intact while the position simulates a circle (its beginning is its ending too).
PSO Parameters
Speed of convergence of the algorithm (i.e. how fast the algorithm is able to find a solution) can be influenced to a large extent by choice of appropriate parameters summarized up in Table 1 . There are some parameters influencing the PSO algorithm. Size of the population (the number of particles forming the swarm) is set empirically according to the dimension of the search space (its value ranges typically from 20 to 50). Parameters φ 1 and φ 2 in the equation (1) determine size of a force in the direction of the best found personal solution and the best found global solution. Therefore, they are often called acceleration coefficients. Modification of these two parameters fundamentally impact on behaviour of the swarm as they influence level of sensitivity to the found solutions. Wrong setting of these parameters can lead to unstable behavior and to unrestricted acceleration of particles [14] .
Cluster Analysis
Cluster analysis is an umbrella term for a wide range of computing sequences, primary goal of which is decomposition of an input data file into several relatively homogenous sub-files, the so-called clusters. The objects of the same cluster should have minimal intra-class distances, and, conversely, objects belonging to different clusters should have maximal inter-class distances (class is perceived as a cluster in this context). Results of the analysis mainly depend on the choice of attributes describing the data, the setting of the level of similarity among the objects, and on used cluster algorithm [15] .
In more formal way, let P = P 1 , P 2 , ..., P n represent a set of n patterns or data, each of which has d variables. These patterns can be also represented as data matrix X n×d consisting of n d-dimensional row vectors. Then, the i-th row vector X i corresponds to the i-th object from the set of patterns P , and every element X i,j in X i matches the j-th
Consider a data set X n×d . The aim of the clustering algorithm is to find such division of X n×d where similarity to patterns from the same class is maximal and similarity to patterns from a different class is minimal. The result of clustering should meet the following conditions [8] :
2. Two different clusters should be disjoint. ∀i = j.C i ∩ C j = ∅ (This condition is true only for hard clustering. It does not exist in fuzzy clustering).
3. Each pattern should belong to exactly one cluster.
meeting the above mentioned criteria is finite and is equal to the number of different ways in which it is possible to divide n objects into the k subsets. It can be calculated as Stirling number of the second kind:
It has been shown that clustering problem is NP hard for three and more clusters [16] .
MacQueen's Method
MacQueen published algorithm k-means in 1967 [17] . This algorithm iteratively searches the center of k clusters by minimizing mean deviation between input dataset and k-centroids, the so-called intra-cluster spread, which is defined as:
where M j represents position vector of centroid C j .
Algorithm 2 Basic k-means algorithm
Input: Data file and number of clusters (parameter k). Output: k centroids (clusters).
1. Choose k centroids in space (randomly). 2. repeat 3.
Reassign objects by distance metric. 4 .
Recompute new positions of centroids as average of assigned objects. 5 . until Until the centroids stop changing their positions.
Algorithm k-means starts with k centroids (k is userspecified parameter), which are chosen randomly from the input data or by using a suitable heuristic (for example a priori knowledge about the task or input data interdependency). Each pattern is then assigned to the closest centroid according to the level of similarity. Next, positions of the centroids are updated by averaging the assigned patterns. The assignment and update steps are repeated until at least one pattern changes the cluster, or, equivalently, until the centroids remain the same (see Algorithm 2). Lemma 1. Algorithm k-means with ICS and Euclidean distance as a measure of similarity converges in a finite number of steps to a local optimum.
Proof. In order to prove that the algorithm converges, we have to prove that the computation of new centroid by averaging assigned patterns will reduce ICS. Next, we have to show that repetition of these steps causes monotonic decrease in the evaluation function.
Derivation of ICS according to the centroid leads to averaging after the algebraic treatment, and thus the computation of new centroid by averaging assigned patterns leads to minimization of ICS. 
2. Reassignment of patterns and update of centroids
k represent centroids and their positions in the t-th iteration of k-means algorithm. The first step of every new iteration consists of assigning every pattern to the closest centroid according to the similarity metric, and therefore:
The second step of algorithm leads to re-computation of centroids by averaging; according to the previous point, the following has to be true:
The method of calculating update steps converges for different combinations of evaluating functions and similarity metrics as well. Table 2 shows some of these combinations [18] .
Even though the solution found by this algorithm is highly dependent on the initial conditions and can be used only for metric data, its popularity continues to grow, especially in the context of cluster analysis of huge data sets, in which the number of clusters is known. The big advantage of this algorithm is relatively fast convergence and low computational time. To date, there are many derivatives of k-means which improve some of its properties. K-means is the base of many hybrid algorithms trying to suitably combine positives of aggregated methods. One of the best known permutations is Iterative k-means.This modification is based on nesting of the original k-means to another cycle, which repeatedly calls k-means with new initial conditions and keeps the best found results. This means lower probability of wrong results caused by inappropriate initial conditions.
Cluster Analysis using PSO
Reason for application of the PSO to clustering is its generally good ability to cope with local optima and thus to find high quality solution, which is implemented by means of recombination and mutual comparison of several possible solutions. In contrast to this approach, there are heuristic algorithms working with one potential solution, which are notorious for its low robustness against falling into a local optimum. Deterministic algorithms (k-means, for example), also converge from their starting position to local optimum. The idea of using already existing parallel optimization algorithms for the issue of clustering is not new. This idea was implemented, for instance, in genetic algorithms.
Cluster algorithm based on the PSO was published for the first time in 2002 [19] . The results of this method outperformed range of current clustering techniques (such as FCM and k-means) on small datasets with low data dimensionality. The principle of representation of the cluster problem in the PSO algorithm, in which every particle encodes the whole possible solution (i.e. possible positions of k centroids), has been further utilized in other time successors. PSO for cluster analysis does not differ notably from the classic PSO in other characteristics.
The evaluating function is in the following formEvaluating function consists of quantization error, which is defined as:
The evaluating function is in the following form:
where P l represents the l-th particle and R max stands for the maximum value of an attribute in the whole dataset. A l is a matrix containing patterns assigned to centroids at the l-th particle. Each element of A l,j,i indicates, whether the given pattern X i is a part of the centroid C j of the particle P l . Coefficients w 1 , w 2 and w 3 represent weight restrictions. Minimum Euclidean distance between any two centroids equals:
The suggested fitness function represents multicriterion optimization problem, which includes the requirements of inner-class distance minimization, inter-class distance maximization, and reduction of the quantization error (see Algorithm 3).
Hybrid PSO + k-means
Van der Merve and Engelbrecht hybridized this approach using k-means algorithm for the cluster analysis of general datasets [20] . One randomly chosen swarm particle Algorithm 3 PSO algorithm Input: Randomly initialized particles witch k centroids. Output: The best solution found.
1. while Loops until end condition is met do 2.
for j = 1 to number of particles do 3. for all Across all patterns X i in data file do
4.
Compute Euclidian distance X i to all centroids coded in particle j and assign pattern to the nearest centroid, thus update A j .
5.
end for 6. Evaluate fitness function f (P j , A j ) and update the best personal evaluation P j .
7.
end for 8. Update P g.
9.
Compute velocities of particles by (1).
10.
Compute positions of particles by (2). 11. end while was initialized to the result of k-means algorithm before the start of the algorithm. The rest of the swarm was initialized randomly. In 2005, Cui and Potok used PSO for classification of text documents for the first time. In this process, they also used the hybridized approach, but in a slightly different form.
Hybrid PSO + k-means algorithm consists of (similarly to the algorithm presented by Engelbrecht) two modules, each of which is employed in a different stage of clustering. The idea is to use the robustness of the PSO algorithm against falling into a local minimum, or rather, to apply it in the first stage in order to find a rough solution. This solution is to be fine-tuned by the following application of k-means algorithm, the output of which was regarded as the final solution. The quantization error is used as the evaluating function (5). This approach was successfully applied to four datasets and it outperformed k-means, PSO, and kmeans + PSO designed by Engelbrecht [10] .
Use of the k-means for fine-tuning of the current solution in the context of evaluating function requires a small modification in the termination condition. The reason for this is that although the k-means converges to the local optimum, it is not due to the effect of quantization error which is used in the evaluation, but due to the ICS (which has been presented). More specifically, the quantization error has to be evaluated after each recalculation of centroids. Unless the convergence is being maintained, the k-means algorithm ends prematurely.
Exploring k-PSO
Hybrid approaches combining the PSO algorithm and kmeans have clearly shown their advantages. However, they have been used in serial combination in every paper published so far, be it the sequence of PSO + k-means, or k-means + PSO, or k-means + PSO + k-means (the last variant showed practically no improvement). In this paper, we present an Exploring k-PSO algorithm, which is a new method combination of the above mentioned algorithms in a conceptually new way.
The primary aim of the SI system, or rather, of the whole paradigm, is its cohesiveness, not searching the space, which is merely a secondary outcome arising from the influence of random components of motion equations and interactions between particles. Properties of the PSO (i.e. the coherence in local optimum search, motion for global optimum search) make it so successful in optimization problems.
However, if there is a fast algorithm for search for the local optimum of the given problem (the convergence of which has been proved), the advantage of coherence of the SI system using a hybrid approach loses its sense (if this algorithm is used as a part of particle evaluating function). On the contrary, it seems to be desirable that the particles repel each other, and that the duplicate search of the same area does not occur.
From the point of view of the candidate solution (i.e. the PSO particle), the application of this algorithm to its current configuration represents the finding of the best solution against the direction of the evaluating function gradient. Getting this information reflects the definition of the area, and there is no use in searching this area further because its best solution is already known. And again, it is obviously favorable that the particle is repelled from this space. By combination of these two approaches, the formula of the velocity equation changes to:
where L n i represents the position of the local optimum and X n j is the nearest particle in the iteration n. Other coefficients have the same meaning as in the basic PSO. The particles thus become true explorers; the exploration being their primary goal. for i = 1 to number of particles do 3.
Algorithm 4 Exploring k-PSO algoritmus
Perform k-means on the candidate solution X i :
6.
end if
7.
Find the nearest particle j to the particle i: j=neighbour(i).
8.
Update velocity of particle by (9).
9.
end for
10.
for i = 1 to number of particles do
11.
Update position of article by (2).
12.
end for 13. end while In clustering, it is precisely the k-means algorithm which demonstrates fast convergence; the convergence to the local optimum has been proved when using appropriate evaluating function, recalculation of centroids, and metric similarity. This algorithm is used in the fitness function when particles are being evaluated (ICS), and its output, i.e. the position of local optimum is represented by L n i in the equation (9) . If it is the best found solution so far, then L n i is also saved in P g.
Particle motion equations can generate candidate solutions consisting of centroids to which no pattern is assigned. In order to accelerate the velocity of convergence and not to throw away wrong solutions, centroids to which no pattern has been assigned during the phase of particle evaluation are automatically moved to pattern position with the biggest distance from the remaining centroids. This is happening recursively until each centroid contains at least one pattern. Only then is k-means applied. Position of the particle itself remains unchanged.
Since Exploring k-PSO is based on the movement of the particles in the solution space, the search area has to be defined. In the case of clustering, this area is implicitly defined by the inputs, i.e. minimum and maximum values in the given dimensions. From the available wall types, the periodic wall has been used to prevent particle to fall into local minimum (see Algorithm 4).
Experimental Results
The Exploring k-PSO algorithm introduced in this paper was compared to the k-means, Iterative k-means, k-means + PSO, and PSO + k-means algorithms using five data sets with various data dimensionality and various numbers of patterns. The mean value, standard deviation and minimum and maximum return values were recorded. The ICS was used to evaluate quality of the clustering.
Testing Data Sets
Five data sets from UCI (UC Irvine Machine Learning Repository, [21] ) were used in the experiments, namely Iris, Libras Movement, Wall-Following Robot Navigation, Multiple Features, and Wine. Table 3 summarizes the characteristics of these data sets.
Iris is a well-known data set created in 1936; it has been widely used for cluster algorithm testing. The set contains three classes (Iris Setosa, Versicolor and Verginica), with each class containing fifty patterns. The pattern consists of four real numbers and no value is missing.
The data set Libras Movement (LIBRAS) contains 15 classes of 24 instances each, where each class represents a hand movement type in LIBRAS. Hand movement is saved as a two-dimensional curve drawn in one period. Curves were obtained from videos of four various people during two sessions. The dimension of instances is 90, and all attributes are real numbers, no value is missing. This dataset is employed particularly in testing classification and clustering.
Wall-Following Robot Navigation (WF) represents data gathered by robot SCITOS G5 from its 24 ultrasound sensors located on its perimeter while going four times clockwise around a wall. The number of instances is 5456, each of the 24 attributes is a real number. The number of classes corresponds to actions caused by sensory measurements, i.e. 4.
The data set Multiple Features (MF) consists of features obtained from handwriting of digits 0 to 9. The set contains 200 patterns for each class, where extracted types of signs are divided into individual subsets. Only the set containing 76 Fourier coefficients (they are, again, real numbers) was used in experimental tests.
The last data set used in the test is Wine. Wine consists of 178 patterns containing 13 real attributes which were obtained from results of chemical analysis of wines grown in the same region in Italy. Three different cultivars were used.
Setup of the Experiments
It was not necessary to pre-process the data sets because they contain complete and consistent information. However, the data were normalized for the clustering analysis itself to ensure unified range of coefficients for all experiments.
The initial PSO coefficients were set to recommended values according to [8] , i.e. w = 0.7298 a c 1 = c 2 = 1.49618. The space for solution search was defined by an absorbing wall. The speed limit was uniformly set to the size of the given dimension, i.e. after normalization to the value 1 for the maximum velocity and to -1 for the minimum velocity. No other modifications were implemented, not even for the hybrid algorithms.
Coefficients of the Exploring k-PSO algorithm were set according to the experiments to values c 1 = c 2 = 2.0, whereby the algorithm reached (together with the speed limit) stable and fast convergence. The speed limit was calculated by means of empirically obtained relation:
where k stands for the number of searched clusters. Both the PSO and Exploring k-PSO had the number of particles set to 40 and the number of iterations to 100 in all experiments. These values were again chosen on the basis of experiments in order to maximize the success rate of finding the correct distribution.
To ensure the statistical significance of the experiments, each data set was evaluated several times by each algorithm. More specifically, 50 runs were carried out on every data set by algorithms based on the PSO. Because of the outputs comparability of the Iterative k-means algorithm and algorithms based on the PSO, the number of inner iterations of the Iterative k-means algorithm was set as the multiple of the number of the PSO particles, i.e. 4000. The results of the experiments are summarized in Table 4 . Table 3 shows that the Exploring k-PSO achieves the best values on all five data sets. Only the Iterative k-means algorithm achieves comparable results, as it also gives the most probable existing optimum for less complex data sets such as Wine, WF and Iris.
Discussion
The PSO and the k-means + PSO themselves have worse results on the large datasets than the standard kmeans. Nevertheless, the experiments confirm that the PSO is better clustering algorithm on smaller data sets than kmeans, as stated in [20] . The results of this algorithm on the large datasets, however, are very poor because the given number of iterations is not, most likely, able to map the whole outer space. Although the variant of PSO + k-means is clearly a better hybridization (which is shown in [9] ) than k-means + PSO, it is not possible to consider this connection of high value in the context of Iterative k-means. On the other hand, the Exploring k-PSO introduced in this paper has outperformed all the hybrid k-means and PSO variants, which have been published, so far. Moreover, it has achieved better results than the Iterative k-means for the same number of inner iterations.
Conclusion
Even though cluster analysis is a very old topic, it still belongs among active interdisciplinary scientific disciplines. Cluster analysis can be viewed as an optimization task, which allows the application of algorithms based on a new innovative paradigm, namely the swarm intelligence (SI). Subcategories of this increasingly popular approach are derivates of the particle optimization algorithm PSO.
Aim of this article was to briefly introduce the basic ideas and principles of the PSO algorithm, synoptically summarize cluster analysis in the context of existing PSO variants for clustering, present this problem as an optimization task, and introduce contemporary hybrid algorithms combining the PSO and k-means.
Additionally to the summary there was a new hybrid method introduced. This method is a combination of the PSO and k-means using a conceptually new approach and is called Exploring k-PSO. The Exploring k-PSO was compared to the existing hybrid variants, and also to the basic forms of these algorithms using five testing data sets. It has proved better results for all tested data than any of the published hybrid methods combining the PSO and k-means.
