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Abstract
Inferring the correct answers to binary tasks
based on multiple noisy answers in an unsu-
pervised manner has emerged as the canon-
ical question for micro-task crowdsourcing
or more generally aggregating opinions. In
graphon estimation, one is interested in esti-
mating edge intensities or probabilities be-
tween nodes using a single snapshot of a
graph realization. In the recent literature,
there has been exciting development within
both of these topics. In the context of crowd-
sourcing, the key intellectual challenge is to
understand whether a given task can be more
accurately denoised by aggregating answers
collected from other different tasks. In the
context of graphon estimation, precise infor-
mation limits and estimation algorithms re-
main of interest.
In this paper, we utilize a statistical re-
duction from crowdsourcing to graphon es-
timation to advance the state-of-art for both
of these challenges. We use concepts from
graphon estimation to design an algorithm
that achieves better performance than the
majority voting scheme for a setup that goes
beyond the rank one models considered in
the literature. We use known lower bounds
for crowdsourcing to derive lower bounds for
graphon estimation.
1 Introduction
Crowdsourcing: background. In recent years,
crowd-sourcing platforms have become complementary
computing systems to scale tasks that are difficult for
algorithms to solve, but easy and trivial for humans.
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For example, this includes tasks such as image recog-
nition (“is this picture culturally acceptable”), content
censorship (“is this webpage suitable for children”) or
social opinion (“is this a good coffee shop for writing
a paper”). It may be computationally challenging to
train an algorithm to determine if an image is cultur-
ally offensive, or if a webpage contains explicit content;
and it would be impossible for an algorithm to provide
a human opinion on the suitability of a coffee shop for
writing a paper, or on the pros and cons of legalizing
marijuana. However, a human could relatively easily
and quickly provide answers to these tasks.
As a result, crowd-sourcing platforms such as Amazon
Mechanical Turk have emerged, on which requesters
post tasks that they would like to be solved along with
a monetary reward for completion, and human workers
browse the posted tasks and earn money for providing
responses to these tasks. For a variety of reasons, the
responses provided by human workers may not be con-
sistent amongst themselves, and may not correspond
to the true answer or solution for the task. For exam-
ple, workers may have different levels of language pro-
ficiency, leading to noisy responses for language trans-
lation tasks. Alternatively, even if a worker is capable
of solving the task, s/he may be lazy and may respond
arbitrarily to save effort. In the context of collect-
ing social opinion, lack of consensus in the population
responding to the task or question is expected. There-
fore, the challenge is, given a set of responses provided
by human workers for a set of tasks that are noisy, un-
reliable and potentially contradicting each other, can
we infer the true answer or solution for the task?
Crowdsourcing: formally. Let there be T ≥ 1 bi-
nary tasks with ai ∈ {−1, 1} for i ∈ [T ] representing
the true answer for the ith task1. Let there be W ≥ 1
workers. If worker j is asked to provide answer to task
i, then it will be denoted Mij , which has distribution
Mij =
{
ai with probability Fij
−ai with probability 1− Fij ,
(1)
0Author names appear in alphabetical order of their last
names.
1We shall use notation [N ] ≡ {1, . . . , N}.
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where Fij ∈ [0, 1] represents the “skill” of worker j for
task i. Therefore, E[Mij ] = ai(2Fij − 1). We shall
assume that Mij are independent across all i, j. We
shall use notation M = [Mij ] ∈ {−1, 1}T×W , a =
[ai] ∈ {−1, 1}T and F = [Fij ] ∈ [0, 1]T×W .
As a crowdsourcing system operator, our decision is
two fold: (a) determine a minimal assignment of tasks
to workers denoted by the subset E ⊂ [T ]× [W ] where
Mij is then queried for all (i, j) ∈ E , and (b) determine
an algorithm to infer ai, i ∈ [T ] so that the fraction of
answers we infer incorrectly is minimized. Naturally,
the design for (a) and (b) will collectively determine
the trade-off of between the accuracy of inference and
number of queries per task. The eventual goal is to
achieve the pareto boundary of this trade-off.
Crowdsourcing: prior work. We describe the prior
work that have attempted to understand the above
trade-off between accuracy and the number of worker
queries per task by imposing structure on F (and hence
E[M ]). The first formal model (an instance of (1)) was
proposed by Dawid and Skene [13] where Fij = wj for
all i ∈ [T ], with wj ∈ [0, 1] representing the “skill”
of worker j ∈ [W ]. Various inference algorithms were
proposed including EM algorithm [13, 14, 34], belief
propagation and iterative methods [18, 19, 20, 25, 24,
26], and spectral methods [15, 11, 4]. The minimax
optimal trade-off curve for this model states that to
achieve accuracy α, the number of worker queries per
task requires a scaling of ( 1W
∑
j(2wj − 1)2)−1 ln( 1α ))
[18, 19, 20], which does not change even when one has
the option to query adaptively.
The simple majority voting algorithm where the we
infer the answer to a given task as simply the major-
ity of the answers provided to it, provides a trade-off
such that to achieve accuracy α, the number of worker
queries per task requires a scaling of ( 1W
∑
j(2wj −
1))−2 ln( 1α )). Therefore, if the worker skills are not
identical, then majority vote strictly requires more
queries compared to the optimal algorithm. Put it
other way, there is a strict benefit in utilizing answers of
workers for different tasks to better estimate answers
for a given task for the Dawid-Skene model. Effec-
tively, this has led to the following intellectual quest:
Under what conditions on F (or E[M ]) can combining
answers of workers for all tasks help, i.e. when is it
possible to beat majority voting?
Surprisingly, this has turned out to be a hard question.
The notable progress towards this quest have been in
recent works [21, 27] where authors allow the Fij to
depend on the task difficulty in addition to worker skill
as in Dawid-Skene model. They show that it is indeed
possible to beat majority voting in specific settings;
however, all of the models for which an algorithm has
been formally established to beat majority vote, result
in assumptions that limit E[M ] to a rank one matrix.
We ask the question: is it possible to beat majority
voting when E[M ] has rank d > 1?
Crowdsourcing: our contribution. We answer the
above question in the affirmative. We show that for
a natural model where the workers and tasks are of
d types, with Fij = p if i and j are same type, and
Fij =
1
2 otherwise, then a simple algorithm achieves
accuracy α with the number of worker queries per task
scaling as ( d(2p−1)2 ln(
d
α )); in contrast, majority voting
requires ( d
2
(2p−1)2 ln(
1
α )) queries per task.
Graphon: formally, prior work. In graphon or 1-
bit matrix estimation, we partially observe a symmet-
ric matrix Y = [Yij ] ∈ {0, 1}n×n. Specifically, we ob-
serve entries of Y for E ⊂ [n]×[n], i.e. for all (i, j) ∈ E ,
we observe Yij . The matrix Y is generated so that Yij
are independent. The goal is to recover the expected
matrix E[Y ] ∈ [0, 1]n×n by observing as few entries
(= |E|) of Y as possible. In the setting of graphon
estimation, one assumes that each i ∈ [n] is associ-
ated with a latent parameter θi ∼ U(0, 1) sampled
uniformly on the unit interval independently across
all i. Then E[Yij ] = f(θi, θj) for some measurable la-
tent function f : [0, 1]× [0, 1]→ [0, 1] for all i, j ∈ [n].
The fraction of observations, or samples from the
(
n
2
)
unique points in matrix Y , that is required to recover
P accurately depends on the structure of f .
There has been lots of recent progress in answering
this question for different structures of f . For the
stochastic block model where E[Y ] has finitely many
distinct rows (and columns), very precise understand-
ing has been obtained, cf. [1, 2, 10]. For P with strictly
monotonic row and column sums, [7, 32, 6] provide es-
timators that are consistent with minimal observations
required. If f is Lipschitz, there are consistent estima-
tors for both graphon estimation and matrix comple-
tion (cf. [33, 8, 23, 5]). Results in matrix completion
and mixed membership stochastic block model esti-
mation provide estimators when E[Y ] is low rank (cf.
[8, 9, 12, 3] ). For the most general setting in which
the latent function f can be any measurable function,
there do not yet exist polynomial time estimators, al-
though [22] has studied the rate achieved by a least
squares estimator, and provided accompanying mini-
max convergence rates.
Despite this remarkable progress, lower bounds for
graphon estimation are still being developed. In the
recent work of [29], for the mixed membership model,
an explicit lower bound has been conjectured for the
detection of communities. Establishing such lower
bounds unconditionally can lead to resolution of statis-
tical and computational trade-offs. [31] and [22] have
Devavrat Shah, Christina Lee Yu
shown that the minimax optimal rate for graphon esti-
mation with α-Holder smoothness is 1 for np = O(1),
log(np)/np for log(np) ≤ α logn+(α+1) log logn, and
(n2p)−α/(α+1) for log(np) ≥ α logn+ (α+1) log logn.
Graphon: our contribution. By providing an ex-
plicit statistical reduction of crowdsourcing to graphon
estimation, we transfer a lower bound utilized in
[18, 19, 20] to obtain lower bounds for graphon es-
timation. In [18, 19, 20], this lower bound was crucial
for establishing the minimax optimality for the Dawid-
Skene model. The implied lower bound suggests an
invariant that the number of observations multiplied
by the square of the minimal eigenvalue of f with re-
spect to its spectral decomposition must be larger than
a universal constant. This lower bound provides a an-
alytic form for an “incoherence” like assumption that
has been made popular in the matrix estimation lit-
erature. In comparison to the previous lower bound,
our bound is looser as a function of n and p, but it
shows the dependence on spectral properties such as
the smallest eigenvalue and eigenfunction amplitude,
which is omitted in the previous bounds.
We present our contribution in the context of graphon
parameter estimation because it is a recently active
area of particular interest which emphasizes the binary
data model. However our results relate to the broader
setting of asymmetric matrix estimation as well.
2 Metrics, Models and Baselines
2.1 Metrics
Crowdsourcing. We shall measure the performance
of an inference algorithm in terms of the fraction of
answers obtained correctly. Precisely, given true an-
swers a = [ai] ∈ {−1, 1}T , the error of inferred answers
aˆ = [aˆi] ∈ {−1, 1}T is
error(aˆ, a) = 1T
(∑T
i=1 I(aˆi 6= ai)
)
, (2)
where I(·) is the indicator function. The number of
queries per task is simply |E|/T . The goal is to deter-
mine what is the minimal number of queries per task
needed to obtain E[error(aˆ, a)] ≤ α for any α ∈ (0, 1).
Graphon. The accuracy of an estimate Yˆ for the ma-
trix E[Y ] is measured in terms of the Mean-Squared-
Error (MSE) defined as
MSE = E
[
1
n2
∑
i,j(Yˆij − E[Yij ])2
]
. (3)
We would like to produce an estimate Yˆ given observed
entries {Yij}(i,j)∈E , indexed by E ⊂ [n] × [n], which
denotes the observed locations of matrix Y = [Yij ].
We assume the entries are uniformly sampled, i.e. E
includes each of the possible entries with probability
p, independently, such that on average |E| = n2p. The
question is, what is the minimal sample probability p
that is required to achieve MSE ≤ α.
2.2 Models
Prior Models Are Rank 1. There are three prior
works that provide theoretical analyses establishing
that the performance of the majority estimation al-
gorithm can be beaten in the context of crowdsourcing.
We describe those three models below. As we shall see,
for each of these three models, the expected response
matrix E[M ] turns out to be rank 1.
Model 2.1 (Dawid-Skene). This model assumes every
task is homogeneous; and worker j is associated with
a reliability parameter wj ∈ [0, 1] for j ∈ [W ], which is
the probability a worker solves the task correctly [13].
The probability that worker j answers task i correctly
is given by Fij = wj . Therefore, E[Mij ] = ai(2wj−1),
such that E[M ] is a rank 1 matrix.
Model 2.2. In [21], every task i is associated with a
difficulty parameter ti ∈
[
1
2 , 1
]
, i.e. the probability a
task is perceived incorrectly, and every worker j is as-
sociated with a reliability parameter wj ∈ [0, 1], i.e.
the probability a worker responds consistently with
perceived answer. The probability worker j answers
task i correctly is given by Fij = tiwj+(1−ti)(1−wj).
Therefore, E[M ] is a rank 1 matrix,
E[Mij ] = ai(2Fij − 1) = (ai(2ti − 1))× (2wj − 1).
Model 2.3. In [27], it is assumed that there is an or-
dering (or permutation) of worker skill levels and task
difficulty levels under which the probability of a correct
response is monotonic. Specifically, their theoretical
guarantees hold for the model Fij = wj(1 − ti) + 12 ti,
which also implies E[M ] is a rank 1 matrix,
E[Mij ] = ai(2Fij − 1) = (ai(1− ti))× (2wj − 1).
There are other models considered in the literature
such as [17, 16] assuming that each task (and hence
worker) are of d different types. It does not result
in E[M ] being rank 1, but their theoretical analy-
sis assumes the knowledge of the correct answers for
a subset of tasks in order to bootstrap the answer.
In [30], the Fij is derived from a Gaussian distribu-
tion. In effect, Fij = f(ti, wj) where f is a Lipschitz
function. They do not provide a theoretical analy-
sis for how their approach compares to majority vot-
ing. [28] considers a model in which there are three
types of collected responses: ratings provided by a
large fraction of reliable workers, ratings from bounded
fraction of adversarial workers, and stochastic ratings
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obtained “ourselves”. Their model allows for adver-
sarial responses which is beyond a purely stochastic
model. Their reliable workers provide answers which
are monotonically increasing with the quality, similar
to the monotonic model of [27]. However their model
still does not allow for specialization of different types
of workers for tasks, where workers may be good or
bad depending on the type of task.
Rank d Model. In this work, we shall argue that
it is possible to beat majority voting even when E[M ]
has rank d with d > 1. We use a simple model that
leads to a rank d structure of E[M ]. It is similar to the
classical stochastic block model with d communities.
Model 2.4 (d-Type Specialization Model). Each task
i ∈ [T ] is associated with a task type ti ∈ [d], each
worker j ∈ [W ] is associated with a worker type
wj ∈ [d]. Assume the probability that worker j
correctly answers task i is denoted Fij , which takes
value p if ti = wj , and
1
2 otherwise. It follows that
E[Mij ] = 2p− 12 if ti = wj and E[Mij ] = 0 otherwise.
E[M ] is equivalent to a rank d block matrix with d
disjoint blocks. We assume worker types are sampled
uniformly amongst the [d] types and task types are
uniformly drawn from the d types. Let {W1, . . .Wd}
partition the workers into their associated types such
that wj = z for all j ∈ Wz. We assume T ≫W .
2.3 Baselines for Performance
We discuss the majority voting estimation algorithm
and its performance. This serves as the baseline for
any crowd-sourcing algorithm since majority voting
only utilizes the answers associated with a given task
to make inference. We also discuss the improvement
that could be gained by a maximum likelihood oracle
with extra knowledge of the parameter matrix F .
Majority voting. Let N (i) = {j : (i, j) ∈ E} denote
the set of workers which are assigned to task i ∈ [T ].
Define the majority vote estimate for ai as
aˆMVi = sign
(∑
j∈N (i)Mij
)
. (4)
Under either of the assumptions that Fij >
1
2 for all
(i, j) or simply that
∑
j∈N (i) Fij >
1
2 for all i, a simple
application of Chernoff’s bound implies
P(aˆMVi 6= ai) ≤ exp
(
− |N (i)|2
(∑
j∈N (i)(2Fij − 1)
|N (i)|
)2)
.
If we choose N (i) ⊂ [W ] at random, effectively
P(aˆMVi 6= ai) ≤ exp
(
− |N (i)|2 (2E[Fi⋆]− 1)2
)
,
where E[Fi⋆] denotes the expected value of Fij as-
suming that worker j is chosen uniformly at random
amongst [W ]. To achieve P(aˆMVi 6= ai) ≤ α, we assign
|N (i)| ≈ 2(2E[Fi⋆]−1)2 ln( 1α ) workers per task. For the
d-Type Specialization Model, this requires
|N (i)| = Θ
(
d2
(2p−1)2 ln
(
1
α
) )
. (5)
Maximum Likelihood Oracle. Suppose we had an
oracle that told us the parameter matrix F . How much
can we improve the estimator? We can simply com-
pute the maximum likelihood solution,
aˆMLi = sign
(∑
j∈N (i) ln
(
Fij
1−Fij
)
Mij
)
. (6)
Let us denote ωij = ln(
Fij
1−Fij ). We can verify that
sign(E[ωijMij ]) = ai, and the magnitude increases as
Fij is more polarized towards 0 or 1. If Fij = 1, then
ωij =∞, and if Fij = 0, then ωij = −∞, such that a
single datapoint would dominate the estimate. In ei-
ther of these two cases, the probability of error is zero,
since at least one worker is fully reliable. Otherwise,
the probability of error is bounded by
P
(∣∣∣∑j∈N (i) ωij(Mij − E[Mij ])∣∣∣ ≥∑j∈N (i) ωijE[Mij ]).
Clearly, even if we had Fij = 1 for even one worker
j for a given task i, then maximum likelihood could
outperform majority voting drastically. But issue is
that we do not know F . So the question remains: when
can we beat majority vote?
Directly Using Graphon Estimation. We can ap-
proximate the maximum likelihood oracle by estimat-
ing the matrix E[M ] directly from data using methods
from graphon estimation, and then using it to estimate
a. Let Mˆ be the estimate of E[M ] obtained from the
observed data matrix M . Under the assumption that∑
j∈[W ] Fij >
1
2 , this leads to estimates of
aˆi = sign(
∑
j∈[W ] Mˆij) i ∈ [T ]. (7)
Hence, P(aˆi 6= ai) is bounded above by
P
(∣∣∣∑j∈[W ](Mˆij − E[Mij ])∣∣∣ ≥∑j∈[W ] E[Mij ]).
Observe that we can even include inferred values Mˆij
for (i, j) /∈ E , for which the responseMij was not even
observed. Evaluating this error bound expression will
depend on the spectral properties of the model and the
matrix estimation algorithm.
Under the assumption that Fij >
1
2 , an estimation
algorithm could be
aˆi = sign(Mˆij∗) for j
∗ ∈ argmaxj |Mˆij |. (8)
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If |Mˆij − E[Mij ]| ≤ 12 (maxj |E[Mij ]| + minj |E[Mij ]|)
for all (i, j), then aˆi = ai. Therefore P(aˆi 6= ai) is
bounded by
P
(
max
j∈[W ]
|Mˆij − E[Mij ]| ≥ 12
(
max
j
|E[Mij ]|+min
j
|E[Mij ]|
))
.
This evaluation depends on the graphon estimation al-
gorithm (and E[M ]), which unfortunately is more dif-
ficult. Effectively, crowdsourcing requires estimating
only the sign of a column sum of E[M ] while graphon
estimation requires estimating the entire matrix. As a
result, the naive use of a graphon estimator is unlikely
to beat majority vote. This is precisely the challenge
we overcome in this paper.
3 Result I: Beating Majority
We describe how we can beat majority voting for the d-
Type Specialization Model using a simple graphon es-
timation algorithm coupled with a clever crowdsourc-
ing design (assignment of workers to tasks). We state
the theorem below, followed by a description of the
algorithm that achieves the theorem and the corre-
sponding proof.
Theorem 3.1. Assuming the d-Type Specialization
model, for any given α ∈ (0, 1) and T ≫ W , there
exists a design and estimation algorithm for crowd-
sourcing such that by soliciting no more than
16d
(2p− 1)2 ln
(
6d
α
)
responses per task, the estimation aˆ of a is such that
E[error(aˆ, a)] ≤ α.
Two Stage Algorithm. We describe the algorithm
that leads to Theorem 3.1 for the d-Type Specializa-
tion model. The algorithm takes parameter R,L and
ξ that will be determined later.
• Stage 1: Clustering Workers by Types.
◦ Let S ⊂ [T ] represent randomly chosen R
tasks from T tasks, i.e. |S| = R.
◦ Assign all W workers to solve tasks in S.
◦ For j ∈ [W ], assign them to (disjoint) clusters
of workers sequentially as follows:
• If there exists a cluster of workers Q ⊂
[j − 1] such that for each j′ ∈ Q
1
R
∑
i∈S I(Mij =Mij′ ) > ξ,
then assign j to (any) such cluster Q.
• If no such cluster Q exists, create a new
cluster containing j, i.e. {j}.
◦ Let C be the number of disjoint clusters
constructed in the previous step, and let
{V1 . . .VC} denote the constructed clusters,
which forms a disjoint partitioning of [W ].
◦ Given the above estimated worker clusters,
for each task i ∈ [T ] \ S and for each clus-
ter z ∈ [C], assign task i to L workers sam-
pled uniformly at random amongst the set of
workers Vz. Therefore, each task i is assigned
to a total of LC workers.
• Stage 2: Estimating the Task Answers
◦ Let N (i) ⊂ [W ] denote the work-
ers assigned to task i. Let z∗(i) =
argmaxz∈[C] |
∑
j∈N (i)∩Vz Mij |.
◦ Then aˆi = sign
(∑
j∈N (i)∩Vz∗(i) Mij
)
.
Proof of Theorem 3.1. We choose the following
parameters for the proof. Let ξ = 12 +
(2p−1)2
4d , R =
8d2
(2p−1)4 ln
(
3W (W−1)
2α
)
, L = 8(2p−1)2 ln
(
6d
α
)
,W ≥
16d
(2p−1)2 ln
(
6d
α
)
, and T ≥ C′W 3, where C′ is a large
enough constant so that with the above choices of pa-
rameters (esp. W ), we have that
8Wd2
T (2p−1)4 ln
(
3W (W−1)
2α
)
≤ 8d(2p−1)2 ln
(
6d
α
)
.
First we analyze the result of partitioning the work-
ers into clusters. For a pair of workers (a, b), the ex-
pected fraction of matching responses will be larger
if the workers have the same type as opposed to dif-
ferent types. Consider a pair of workers (a, b) whose
type is equal. For each assigned task i ∈ S, with prob-
ability 1/d, the task type is equal to the worker type,
such that the probability that Mia = Mib is equal to
p2 + (1− p)2. With probability 1− 1/d, the task type
is different from the worker type, such that the prob-
ability that Mia = Mib is equal to
1
2 . Therefore, the
indicator random variable I(Mia =Mib) is a Bernoulli
random variable with parameter
p2+(1−p)2
d +
(d−1)
2d =
1
2 +
(2p−1)2
2d .
If the pair of workers (a, b) have different types, then
no matter what the task type is, at least one worker’s
response is equal to a random coin flip. Therefore
the probability that Mia = Mib is equal to
1
2 for any
task i, such that I(Mia = Mib) is a Bernoulli ran-
dom variable with parameter 12 . For a threshold of
ξ, the probability that the estimated clusters exactly
recovers the d worker types is at least as large as the
probability that for all worker pairs (a, b) of the same
type, 1R
∑
i∈S I(Mia = Mib) > ξ, and for all workers
pairs (a, b) of different types, 1R
∑
i∈S I(Mia =Mib) ≤
ξ. This can be loosely bounded by using Chernoff’s
Reducing Crowdsourcing to Graphon Estimation, Statistically
bound for concentration of the average of Bernoulli
random variables in addition to the union bound over
all worker pairs.
1−∑a 6=b P( 1R∑i∈S I(Mia =Mib) ≤ ξ)I(wa = wb)
−∑a 6=b P( 1R∑i∈S I(Mia =Mib) > ξ)I(wa 6= wb)
= 1− exp
(
− 2(12 + (2p−1)
2
2d − ξ)2R
)∑
a 6=b I(wa = wb)
− exp
(
− 2(12 − ξ)2R
)∑
a 6=b I(wa 6= wb).
If we choose ξ = 12 +
(2p−1)2
4d , then the probability
of exactly recovering the partition of worker types is
bounded below by
1− (W2 ) exp(−R(2p−1)48d2 ) .
We also need to guarantee that the number of workers
per type is at least equal to L so that it is possible
to find at least L workers per type. The number of
workers of type z is given by |Wz| =
∑
j∈[W ] I(wj =
z), which is a Binomial(W, 1d) random variable. By
Chernoff’s bound and union bound,
P(∪z∈[d]{|Wz| < L}) ≤
∑
z∈[d]
P(|Wz| ≥ L)
≤ d exp(−2( 1d − LW )2W ).
In order to analyze the estimates of the task solution,
we show that the distribution of responses collected
within each worker type for each task concentrates to
its expectation. Let Siz be defined as
Siz :=
∑
j∈N (i)∩Wz I(Mij = +1)
=
∑
j∈N (i)∩Wz
1+Mij
2
= L
(
1
2 +
1
L
∑
j∈N (i)∩Wz Mij
)
,
such that
∑
j∈N (i)∩Wz Mij = L(
Siz
L − 12 ). By
model assumptions, the distribution of Siz will be
Binomial(|N (i) ∩ Wz |, 12 ) if ti 6= z, i.e. the worker
type is different than the task type. If ti = z, i.e. the
worker type is equal to the task type, then the distribu-
tion of Siz will either be Binomial(|N (i)∩Wz |, p) if the
task solution ai is equal to +1 and Binomial(L, 1− p)
if the task solution ai is equal to −1. We bound the
probability that Siz concentrates around its expecta-
tion within an additive error of 12 |p − 12 ||N (i) ∩ Wz|
using Chernoff’s bound,
P
(|Siz − E[Siz ]| ≥ 12 |p− 12 ||N (i) ∩Wz |)
≤ 2 exp
(
− 2
(
1
2 |p− 12 |
)2
|N (i) ∩Wz |
)
= 2 exp
(
− (2p−1)2|N (i)∩Wz|8
)
.
Conditioned on the events that the worker cluster par-
titioning is exactly correct, i.e. C = d and Vz = Wz
for all z ∈ [d], and that Siz concentrates within an
additive error of 12 |p − 12 | around its expectation for
all z ∈ [d], it follows that z∗(i) = ti and ai =
sign
(∑
j∈N (i)∩Wti Mij
)
. Recall that by construction
|N (i) ∩ Wz| = L for all i ∈ [T ] \ S and z ∈ [d], and
|N (i) ∩ Wz| = |Wz| for i ∈ S. Conditioned on the
event that |Wz| ≥ L for all z ∈ [d], this implies that
|N (i) ∩ Wz | ≥ L for all i ∈ [T ] \ S and z ∈ [d]. The
expected fraction of incorrect responses is bounded by
E
[
1
T
∑
i∈[T ] I(aˆi 6= ai)
]
≤ (W2 ) exp(−R(2p−1)48d2 )+ d exp(−2( 1d − LW )2W )
+ 2d exp
(
− (2p−1)2L8
)
.
To limit the fraction of errors to α, we can choose
R = 8d
2
(2p−1)4 ln
(
3W (W−1)
2α
)
, L = 8(2p−1)2 ln
(
6d
α
)
, and
W > 16d(2p−1)2 ln
(
6d
α
)
. The average number of solicited
responses per task average out to
1
T (WR + Ld(T −R)) ≤ Ld+ WRT
= 8d(2p−1)2 ln
(
6d
α
)
+ 8Wd
2
T (2p−1)4 ln
(
3W (W−1)
2α
)
.
With a sufficiently large constant C′ such that T ≥
C′W 3, the second term is dominated by the first term
in the above equations, showing the desired result.
4 Result II: Graphon Lower Bound
In this section, we illustrate that we can use the reduc-
tion between crowdsourcing and graphon estimation in
order to produce lower bounds for graphon estimation,
since there are known lower bounds in the crowdsourc-
ing literature. Let us consider the “spammer-hammer”
model, i.e. F (i, j) = wj ∈ { 12 , 1} for all i, j, and let
σ2 := 1W
∑
j∈[W ](2wj − 1)2 = 1W
∑
j∈[W ] I(wj = 1).
This model assumes that each collected response is ei-
ther completely useless (equivalent to a coin toss), or
it is 100 percent reliable and true. The challenge now
becomes to filter out and distinguish the high qual-
ity responses from the noise. A minimax lower bound
for nonadaptive algorithms for the Dawid-Skene model
has been shown using the spammer-hammer model,
since a task can only be answered correctly if there
was at least one response collected from a “hammer”
[20]. We recap the argument presented in their paper.
Since the data is collected without knowledge of who
is a spammer vs. hammer, the probability of collect-
ing responses from all spammers is at least (1−σ2)pW ,
where pW is the number of responses collected. Thus
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for any estimator (assuming σ2 ≤ 23 ),
1
T
∑
i∈[T ] P(aˆi 6= ai) ≥ 12 (1 − σ2)pW ≥ 12e−(σ
2+σ4)pW
Specifically, for a task i assigned to L workers,
P(aˆi 6= ai) ≥ 12 (1− σ2)L ≥ 12e−(σ
2+σ4)L.
If we use the estimator described (8), which estimates
Mˆ ≈ E[M ], and chooses aˆi based on the response of
the worker which maximizes |Mˆij |, then
P
(
‖Mˆ −M‖∞ ≥ 12
)
≥ P(aˆi 6= ai) ≥ 12e−(σ
2+σ4)pW .
This also implies a lower bound on the MSE,
MSE = 1T
∑
i∈[T ] E
[
1
W
∑
j∈[W ](Mˆij −Mij)2
]
≥ 1T
∑
i∈[T ] P
(⋃
j∈[W ]
{
|Mˆij −Mij | ≥ 12
})
1
4W
≥ 18W exp
(−(σ2 + σ4)pW ) . (9)
Construct an Equivalent Graphon Estimation
Task. Given an instance of the crowdsourcing task
under the spammer-hammer model, we construct
a graphon estimation task such that the graphon
data matrix is statistically equivalent to the collected
crowdsourced response data matrix. If there existed an
algorithm for graphon estimation that could achieve a
given precision, it would directly imply that one could
estimate the corresponding expected crowdsourced re-
sponse matrix within the same precision given a uni-
formly random assignment scheme. The lower bound
of (9) would then imply a lower bound for the con-
structed graphon estimation task.
Consider a spammer-hammer model as described pre-
viously, where Fij = wj ∈ {0, 1}, and we assume a
worker j is a spammer (wj =
1
2 ) with probability 1−σ2
and a hammer (wj = 1) with probability σ
2. Let α be
a prior on the task answer, such that ai = +1 with
probability α and ai = −1 with probability 1 − α.
Assume that the number of workers is approximately
proportional to the number of tasks, such that T ∼
Binomial(n, β) and W = n− T for some n. Note that
T +W = n and E[T/(T +W )] = β. As n → ∞, the
proportion of workers to tasks converges, i.e. T → βn
and W → (1− β)n.
Since the collected crowdsourced response matrix is
asymmetric, we consider a larger symmetric (T+W )×
(T +W ) matrix where the upper right T ×W block of
the matrix isM and the lower rightW×T block of the
matrix is MT . We consider the graphon estimation
task with centered binary data matrices which take
values {−1,+1} rather than {0, 1}, which simplifies
the notation in translating between the crowdsourcing
model and the matrix estimation model. The (cen-
tered) graphon model assumes that each i ∈ [T +W ]
is associated to a latent variable θi sampled uniformly
on the unit interval. For uniformly sampled entries in-
dexed by E ∈ [(T +W )× (T +W )], the observed data
distribution when centered is
Yij =
{
+1 with probability 12 (1 + f(θi, θj))
−1 with probability 12 (1− f(θi, θj)).
such that E[Yij ] = f(θi, θj).
Recall for the spammer hammer model that E[Mij ] =
ai(2wj−1) takes value 0 if wj = 12 , and otherwise takes
value ai. We represent our worker or task types with
the latent parameter θi ∈ [0, 1]. Split [0, 1] into four
intervals, specified by I1 = [0, αβ], I2 = [αβ, β], I3 =
[β, 1 − σ2(1 − β)], and I4 = [1 − σ2(1 − β), 1]. I1
corresponds to a task with +1 answer, I2 corresponds
to a task with −1 answer, I3 corresponds to a spam-
mer worker, and I4 corresponds to a hammer worker.
Construct the latent function f according to
f(θi, θj) =


sign(αβ − θi) if θi ∈ I1 ∪ I2, θj ∈ I4
sign(αβ − θj) if θi ∈ I4, θj ∈ I1 ∪ I2
0 otherwise .
We can verify that the data matrix Y randomly gen-
erated from latent variables θi and constructed la-
tent function f is statistically equivalent (under per-
mutation) to the block matrix
[
Q M
MT Q′
]
, where M is
the collected response matrix from the corresponding
spammer-hammer crowdsourced model, and Q,Q′ are
T × T and W ×W binary symmetric matrices respec-
tively with observed entries taking value +1 or -1 with
equal probability. Thus an estimate of E[Y ] directly
translates to an estimate of E[M ], such that a graphon
estimation algorithm that achieves some precision for
this latent function f implies that there exists an al-
gorithm for estimating the expected crowdsourced re-
sponse matrix E[M ] for the corresponding spammer-
hammer model with parameter σ2.
For the symmetric function f : [0, 1]2 → R, one
can consider the corresponding HilbertSchmidt inte-
gral operator F : L2([0, 1],R) → L2([0, 1],R) which
operates over L2 functions over the unit interval. Since
the operator is compact and self-adjoint, the operator
F has a discrete spectrum such that
f(θi, θj) =
∑
k∈Z+ λkqk(θi)qk(θj),
for orthonormal eigenfunctions qk and eigenvalues λk,
i.e. 〈qk, qk′〉 = 0 for k 6= k′ and 〈qk, qk〉 = 1 for all k,
where
〈qk, qk′〉 =
∫ 1
0
qk(θ)qk′ (θ)dθ.
Reducing Crowdsourcing to Graphon Estimation, Statistically
In the next two sections, we provide minimax lower
bounds for graphon estimation with respect to related
spectral properties of f .
Lower bounds with respect to maximum
eigenfunction magnitude. Let FB indicate
the class of graphon models, represented by the
associated set of latent functions f , for which
supk∈Z+ supθ∈[0,1] |qk(θ)| = B, where {qk}k∈Z+ are the
eigenfunctions of the integral operator associated to f .
We compute the minimax bounds on the mean squared
error and the probability that the max error is larger
than one half. For a fixed p (density of observations),
n, and B ∈ [1,∞), we minimize the error over all
choices of estimators Yˆ , which is a function that takes
in a data matrix Y and produces an estimated matrix
Yˆ ≈ E[Y ], and we maximize the error over all models
in FB, where the models are specified by f(θi, θj). The
minimax lower bounds comes from constructing an in-
stance of the spammer-hammer crowdsourcing model
such that supθ∈[0,1] |qk(θ)| = B, and then applying the
above lower bounds from the crowdsourcing setting.
Theorem 4.1. Let FB be the class of latent variable
models where the supremum of the eigenfunction am-
plitudes is B ∈ [1,∞). Let Y be the n × n data ma-
trix generated according to the centered graphon latent
variable model, and let p be the density of entries ob-
served in the matrix uniformly at random. Let Yˆ be
an estimator which takes in the partially observed data
matrix Y and produces an estimated matrix Yˆ .
min
Yˆ
max
FB
P
(
‖Yˆ − E[Y ]‖∞ ≤ 12
)
≥ 12 exp
(
− pn2B2−1
)
,
min
Yˆ
max
FB
E
[
1
n2
∑
ij(Yˆij − E[Y ])2
]
≥ B
2e
− pn2B2−1
4(2B2 − 1)n.
These lower bounds follow from choosing β = 12B2 and
σ2 = 12B2−1 for the spammer-hammer model. Previ-
ous lower bounds have looked specifically at the scal-
ing of n or pn with respect to the rank of the matrix,
but this lower bound focuses on showing the scaling
with respect to B, or the maximum amplitude of the
eigenfunctions. This result implies that pn must scale
as B2. The property B is related to the incoherence
property as well.
Lower bounds with respect to minimum eigen-
value. We can also show a lower bound in relation
to the eigenvalues much in the same way. Let Fλ
indicate the set of latent variable models for which
supk∈Z+ |λk| = λ. We compute the minimax bounds
on the mean squared error and the probability that
the max error is larger than one half. For a fixed p, n,
and λ ∈ [0, 12 ], we minimize the error over all choices of
estimators Yˆ , which is a function that takes in a data
matrix Y and produces an estimated matrix Yˆ , and
we maximize the error over all models in Fλ, where
the models are specified by f(θi, θj). The minimax
lower bounds comes from constructing an instance of
the spammer-hammer crowdsourcing model such that
supk∈Z+ |λk| = λ, and then applying the above lower
bounds from the crowdsourcing setting.
Theorem 4.2. Let Fλ be the class of latent variable
models where the minimum magnitude nonzero eigen-
value has magnitude λ ∈ [0, 12 ]. Let Y be the n × n
data matrix generated according to the latent variable
model, and where p is the density of entries observed
in the matrix. Let Yˆ be an estimator which takes in
the partially observed data matrix Y and produces and
estimated matrix Yˆ .
min
Yˆ
max
Fλ
P
(
‖Yˆ − E[Y ]‖∞ ≤ 12
)
≥ 12e−2λ
2(4λ2+1)pn,
min
Yˆ
max
Fλ
E
[
1
n2
∑
ij(Yˆij − E[Y ])2
]
≥ 14ne−2λ
2(4λ2+1)pn.
These lower bounds follow from choosing σ2 = 4λ2
and β = 12 for the spammer-hammer model. This
result implies that pn must scale as λ−2min.
5 Conclusion
In this paper, we showed that the crowdsourcing infer-
ence problem can be statistically reduced to graphon
or 1-bit matrix estimation problem. This helps in mul-
tiple ways. First, it helps us show that it is indeed
feasible to beat the majority voting baseline perfor-
mance for setup where the underlying model leads to
rank d setup for d > 1. This is in contrast to all
known theoretical results that have established such
property as all known results have been about rank
1 model. Second, it helps us establish refined, ex-
plicit lower bounds for graphon estimation problem
by invoking lower bound for crowdsourcing problem.
This allows us to obtain a useful invariant: the number
of samples multiplied by the square of the minimum
eigenvalue associated with the spectral decomposition
of the graphon model is always lower bounded by a
universal constant. Going forward, we believe that
this relationship will help develop better estimation
algorithms for the crowdsourcing problem. Further it
will advance our understanding of graphon estimation
as the crowdsourcing problem requires only row-sum
estimation, not the entire matrix.
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A Proving the Graphon Minimax
Lower Bounds
The first step of the proof is to study the spectral prop-
erties of the constructed graphon model as a function
of the spammer-hammer crowdsourcing model.
Spectral Properties of Graphon Function Con-
structed from Spammer-Hammer Model. Recall
that for a spammer-hammer model with n = W + T ,
E[T ] = βn, ai = +1 with probability α, and wj ∈
{ 12 , 1} such that wj = 1 with probability σ2, we con-
structed the following graphon latent function
f(θi, θj) =


sign(αβ − θi) if θi ∈ I1 ∪ I2, θj ∈ I4
sign(αβ − θj) if θi ∈ I4, θj ∈ I1 ∪ I2
0 otherwise ,
where I1 = [0, αβ], I2 = [αβ, β], I3 = [β, 1−σ2(1−β)],
and I4 = [1− σ2(1− β), 1]. We show that the integral
operator corresponding to f has finite spectrum with
rank 2.
It has eigenvalues λ1 =
√
σ2β(1 − β) and λ2 =
−√σ2β(1 − β), and the corresponding eigenfunctions
are
q1(θ) =


sign(αβ−θ)√
2β
if θ ∈ I1 ∪ I2
0 if θ ∈ I3
1√
2σ2(1−β) if θ ∈ I4
q2(θ) =


sign(αβ−θ)√
2β
if θ ∈ I1 ∪ I2
0 if θ ∈ I3
− 1√
2σ2(1−β) if θ ∈ I4.
We can verify that q1 and q2 are orthonormal, and that
they indeed form a spectral representation for f ,
∫ 1
0
q1(θ)
2dθ =
∫ 1
0
q2(θ)
2dθ = 1
∫ 1
0
q1(θ)q2(θ)dθ = 0
f(θi, θj) = λ1q1(θi)q1(θj) + λ2q2(θi)q2(θj).
The supremum amplitude of the eigenfunctions is B =
maxθ∈[0,1],k∈[2] |qk(θ)| = (2min(β, σ2(1− β)))−1/2.
Proof of Theorem 4.1: Lower bounds with re-
spect to maximum eigenfunction magnitude. In
order to prove the minimax lower bounds, for each
value of B ∈ [1,∞), we construct an instance of
the spammer-hammer crowdsourcing model which lies
within FB, and then we apply the previous crowd-
sourcing lower bounds. Recall the characterization
presented above for transforming the data matrix from
the spammer-hammer model to the graphon model.
For some B ∈ [1,∞), we choose σ2 = (2B2 − 1)−1
and β = (2B2)−1, such that we can verify indeed
B = (2min(β, σ2(1 − β)))−1/2. The lower bound on
the error probability follows from plugging in these
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quantities to the corresponding previous lower bound
1
2 exp
(−(σ2 + σ4)pW )
= 12 exp
(
−
(
1
2B2−1 +
1
(2B2−1)2
)
p(1− β)n
)
= 12 exp
(
− 2B2(2B2−1)2 p 2B
2−1
2B2 n
)
= 12 exp
(
− pn(2B2−1)
)
.
The lower bound for the MSE similarly follows from
plugging in these quantities to the corresponding pre-
vious lower bound
1
8W e
−(σ2+σ4)pW = 18(1−β)n exp
(
− pn(2B2−1)
)
= B
2
4(2B2−1)n exp
(
− pn(2B2−1)
)
.
Proof of Theorem 4.2: Lower bounds with
respect to minimum eigenvalue. In order to
prove the minimax lower bounds, for each value of
λ ∈ [0, 12 ], we construct an instance of the spammer-
hammer crowdsourcing model which lies within Fλ,
and then we apply the previous lower bounds. Recall
the characterization presented above for transforming
the data matrix from the spammer-hammer model to
the graphon model. For some λ ∈ [0, 12 ], we choose
σ2 = 4λ2 and β = 12 , such that we can verify indeed
mink |λk| = λ. The lower bound on the error proba-
bility follows from plugging in these quantities to the
corresponding previous lower bound
1
2 exp
(−(σ2 + σ4)pW ) = 12 exp (−(4λ2 + 16λ4)p 12n)
= 12 exp
(−2λ2(4λ2 + 1)pn) .
The lower bound for the MSE similarly follows from
plugging in these quantities to the corresponding pre-
vious lower bound
1
8W e
−(σ2+σ4)pW = 14n exp
(−2λ2(4λ2 + 1)pn) .
