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E-mail addresses: agnes.rico@univ-lyon1.fr (A. RIn most sensor measure based applications, the raw sensor signal has to be processed by an
appropriate ﬁlter to increase the signal-to-noise ratio or simply to recover the signal to be
measured. In both cases, the ﬁlter output is obtained by convoluting the sensor signal with
a supposedly known appropriate impulse response. However, in many real life situations,
this impulse response cannot be precisely speciﬁed. The ﬁltered value can thus be consid-
ered as biased by this arbitrary choice of one impulse response among all possible impulse
responses considered in this speciﬁc context. In this paper, we propose a new approach to
perform ﬁltering that aims at computing an interval valued signal containing all outputs of
ﬁltering processes involving a coherent family of conventional linear ﬁlters. This approach
is based on a very straightforward extension of the expectation operator involving appro-
priate concave capacities.
Crown Copyright  2010 Published by Elsevier Inc. All rights reserved.1. Introduction
In the last 10 years, there has been increasing interest in interval valued data [17]. Replacing a precise value by an interval
value generally reﬂects the variability or uncertainty that underlies the observation process. Different interpretations are
possible. For example, an interval value can be seen as: a range in which one could have a certain level of conﬁdence of ﬁnd-
ing the true value of the observed variable [33], a range of values that the real data can have when the measurement process
involves quantization and/or sampling [17,18], a representation of the known detection limits, sensitivity or resolution of a
sensor [21], etc.
In signal processing, it is often very difﬁcult to gain access to a process with truly reliable information about the proper-
ties of the expected variations and errors that contaminate the observations. In the automatic control context, some very
well established state estimation processes, e.g. Kalman ﬁltering, can lead to algorithms based on some very intricate frame-
works involving sets of parameters that are very difﬁcult to adjust even for a process control expert. To overcome this dif-
ﬁculty, some interval observation based algorithms have been proposed for state estimation (see, e.g. [31,4]). The same
problem arises in the sensor fusion setting. In [33], an interval estimation fusion based on sensor interval estimates is con-
sidered that leads to fused values that have advantages with respect to their precise counterparts in terms of robustness,
speciﬁcity and ease of extension to higher dimensions. In [1], Brito considered replacing precise valued by interval valued
data to perform a robust data analysis. In the same way, Denoeux et al. propose different extensions of statistical tools to
deal with interval valued data [8,7].
However, within any interval-based signal processing application, there is still a strong need for a reliable representation
of the variability domain of each involved observation. An important issue concerns the meaning of the interval and the con-
sistency of this meaning with respect to the tools used for further analysis or processing, as recommended by the Guide to the2010 Published by Elsevier Inc. All rights reserved.
ico), strauss@lirmm.fr (O. Strauss).
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is too wide to obtain useful values. Therefore, one challenge of practical interest is to be able to obtain an interval valued
observation with a particular guaranteed property but which is also as speciﬁc as possible.
Single or double bootstrapping has been proposed as a nice way for recovering the conﬁdence interval of an estimated
value [25]. However, the computing resources required by such methods may be prohibitive. In [19], a Monte-Carlo method
based on a Cauchy distribution is used to provide the interval valued expected error of a function whose inputs are intervals.
Quantile estimates can also be used to obtain speciﬁc conﬁdence intervals [3].
Random set theory could be required to use these interval data (see, e.g. [15] and references therein). Kreinovich et al. [21]
propose to extend the expectation or variance of interval valued data. In [14], the authors propose to design an interval ob-
server of a time varying process that provides online estimation of upper and lower bounds of unmeasured states of obser-
vations. This estimation is said to contain, with certainty, the true observation based on supposed pre-knowledge of the
input signal bounds and reasonable knowledge on the equation that applies to the observed process. An interesting property
is that generally the width of the observed interval directly depends on the uncertainty range of the unknown variables.
This property can be very useful for signal processing applications. In fact, it would be necessary to account for known
pre-calibrated observation variability, but also for a lack of knowledge on the proper model to be used. In this context,
we here propose a new interpretation of an interval valued piece of information.
Consider a linear process involving an expectation-like operation for which you have partial information about the suit-
able probability density function to be used. Thus, a way to account for this lack of knowledge is to consider every possible
(suitable) function. Then the exact output value of the process cannot be precisely computed. It seems natural to replace the
notion of precise expected value by an imprecise expected value that represents all possible precise expected values given by
all possibly appropriate models. An interval can be a compact and useful representation of this imprecise expected value.
The problem of computing an expected value based on an ill-known probability has been proposed in the past in the deci-
sion making context (see [32] and references therein). The more general framework involves sets of probabilities called cre-
dal sets [26], an approach which often leads to computationally complicated methods involving at least linear constrained
programming. A simpler way, which has been successfully used in the past (see references in [19]), to account for a partial
lack of knowledge on the suitable probability to be used, is the p-box approach [30], where an interval-based representation
of the cumulative distribution function (cdf) is considered. Some useful generalizations have also been proposed [9,10].
However, as shown by Kreinovich and Ferson in [20], this representation can sometimes lead to NP-hard computations or
to estimates that are not speciﬁc enough, in contradiction with the underlying conﬁdence representation. In [32], Yager
and Kreinovich propose a precise expectation operator based on an interval valued probability density function. The output
value accounts for the imprecise knowledge on the probability density function (pdf) but it does not provide the set of all
outputs obtained by considering all the pdfs contained in the credal set induced by the imprecise pdf. A more speciﬁc
and very useful way of representing a family of probability density functions is to consider a class of non-additive conﬁdence
measures called concave Choquet capacities [2].
In this paper, we propose to represent the notion of partial lack of probabilistic information by replacing the pdf by a con-
cave capacity representing the credal set called the core of this capacity. We thus propose a very simple extension of the
expectation operator whose output is an interval instead of a single value. We show that this interval is the smallest to in-
clude every precise expected value based on a probability that belongs to the core of the involved capacity. This extension
makes use of asymmetric Choquet integrals [6,24]. Then, by considering conventional linear ﬁltering as a linear combination
of at most two linear expectations, we make use of our new interval valued expectation operator to design interval valued
output ﬁltering processes that contain all outputs of ﬁltering processes involving a particular family of conventional linear
ﬁlters. The methods we propose do not directly deal with the measurement uncertainty associated to the acquired samples,
but rather with the uncertainty (or lack of experience) of the operator or with the intrinsic imprecision associated handling
with continuous signals with digital operations. However, some links between our approach and measurement random vari-
ations exist that have been studied in [23].
This article is organized as follows: Section 2 presents the framework and notations. Section 3 deals with the construction
of our imprecise expectation operator. Section 4 explains how to use our imprecise operator for performing imprecise ﬁlter-
ing. Section 5 presents some illustrative experiments and comparisons of this new approach with the conventional approach.2. Framework and notations
Basic deﬁnitions of ﬁnite impulse response ﬁlters, Choquet integrals and generalized real intervals are described in this
section. See [5,13,6] for details on Choquet integrals and [17] concerning generalized real intervals.2.1. Finite impulse response digital ﬁlters
In signal processing, ﬁltering consists of modifying a real input signal by blocking pre-speciﬁed particular components
(usually frequency components). By contrast with an analog ﬁlter, which directly operates on a continuous signal, a digital
ﬁlter operates on digital samples and performs a mathematical manipulation that results in output samples having theoret-
ically pre-required properties. Since the digital samples to be processed are usually obtained by sampling a continuous signal
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are designed to mimic analog ﬁlters. More precisely, the pre-required properties of the output digital signal are speciﬁed in
the continuous domain.
In digital ﬁltering, ﬁnite impulse response (FIR) ﬁlters are the most popular type of linear ﬁlters. They are usually deﬁned
by their responses to the individual frequency components that constitute the input signal. In this context, the mathematical
manipulation consists of convolving the input samples with a particular digital signal called the impulse response of the ﬁl-
ter. This impulse response is simply the response of the digital ﬁlter to a Kronecker impulse input.
Let X = (Xn)n=1,. . .,N be a sequence of N digital samples of a signal. Let q ¼ ðqiÞi2Z be the ﬁnite impulse response of the con-
sidered ﬁlter. The computation of Yk, the kth component of the ﬁlter output, is given by Yk ¼
PN
n¼1qknXn. When the impulse
response is positive and has a unitary gain (8i 2 Z; qi P 0 and
P
i2Zqi ¼ 1), it can be considered as a probability mass func-
tion inducing a probability measure P on each subset A of Z by PðAÞ ¼Pi2Aqi. These special types of impulse responses are
often called summative kernels [22], or simply kernels, when used to ensure interplay between continuous and discrete do-
mains. Thus, computing Yk is equivalent to computing a discrete expectation operator involving a probability measure Pk
induced by ðqknÞn2Z, the probability distribution obtained by translating the probability distribution q over
k : Yk ¼
PN
n¼1qknXn ¼ EPk ðXÞ. According to this interpretation, the probability Pk deﬁnes a probabilistic neighborhood of
the kth sample. As the impulse response is ﬁnite, it has a bounded support, i.e. 9N 2 N; i R ½N;N ) qi ¼ 0. This bounded
support will be referred to throughout this paper as the radius of the summative kernel.
2.2. Choquet integrals
A ﬁrst straightforward idea to account for ill-known probability weights is to replace the precise probability in the expres-
sion of the discrete expectation operator by an interval valued probability qn; qn
h i
. However, as shown in [32], when this
aggregation has to be consistent with the usual precise probability based aggregation, this approach leads to a very simple
but precise expected value, which does not comply with the desired properties. Our aim is to obtain the set of all values that
would have been obtained by considering every possible probability weight. Hence, in this paper, we propose a new method
based on capacities and Choquet integrals.
Let X be a ﬁnite set of indices corresponding to samples of the signal and PðXÞ be the power set of X. A capacity, or a
conﬁdence measure, can be deﬁned on this reference set.
Deﬁnition 1. A capacity v is a set function v : PðXÞ ! ½0;1 such that v(;) = 0, v(X) = 1, and v(A) 6 v(B) for all A # B.
Given a capacity v, its conjuguate vc, is deﬁned as: vc(A) = 1  v(Ac), for any subset A ofX, with Acbeing the complementary
set of A in X. A capacity v such that for all A, B in PðXÞ; vðA [ BÞ þ vðA \ BÞ 6 vðAÞ þ vðBÞ is said to be concave (or submod-
ular or 2-alternating). In this paper, we only consider concave capacities. The core of a capacity v, denoted core(v), is the set
of probabilities P on PðXÞ such that v(A)P P(A) for all subsets A of X.
Deﬁnition 2. Let v be a capacity on PðXÞ, and X 2 ðRþÞN be a ﬁnite positive real function, then the Choquet integral of Xwith
respect to v is deﬁned by:CvðXÞ ¼
XN
n¼1
XðnÞ vðAðnÞÞ  v Aðnþ1Þ
  
;where X(n) indicates that the indices have been permuted so that X(1) 6  6 X(N), A(i) = {(i), . . . , (N)}, and A(N+1) = ;.
In this paper, we need to use the Choquet integral of signals X which take on a negative value. Given X 2 RN a signal, X
and X+ are positive vectors deﬁned as: Xn ¼maxðXn;0Þ and Xþn ¼maxðXn;0Þ, for all n in {1, . . . ,N}, so X = X+  X.
Deﬁnition 3. Let X 2 RN be a signal and v be a capacity on PðXÞ, then the asymmetric Choquet integral of Xwith respect to v
is deﬁned by:CvðXÞ ¼ CvðXþÞ  Cvc ðXÞ:
In this paper, we use the following result proved by Denneberg [5]:Theorem 4. If v is a concave capacity on PðXÞ, then for all X 2 RN; Cvc ðXÞ ¼ infP2coreðvÞEPðXÞ and Cv ðXÞ ¼ supP2coreðvÞEPðXÞ,
where EP is the expectation operator corresponding to the probability P.
So, if v is a concave capacity, for all X in RN , we have Cvc ðXÞ 6 CvðXÞ. Note that, if for all P in core(v), EP(X) is a constant
value, then Cvc ðXÞ ¼ CvðXÞ. And if X is a constant function equal to c, then Cvc ðXÞ ¼ Cv ðXÞ ¼ c.
2.3. Generalized real intervals
A real interval is denoted ½a ¼ ½a; a with a; a reals such that a 6 a and the set of the real intervals is denoted IR.
Deﬁnition 5. Let [a] and [b] be two real intervals.
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The dual Minkowski addition of [a] and [b] is deﬁned by:½a½b ¼ ½minðaþ b; aþ bÞ;maxðaþ b; aþ bÞ:
If 0 2 [b], then the Minkowski addition can be interpreted as a dilation, and the dual Minkowski addition can be interpreted
as an erosion [27]. We also deﬁne two subtraction operators:Deﬁnition 6. Let [a] and [b] be two real intervals.
The Minkowski subtraction of [a] and [b] is deﬁned by:½a  ½b ¼ ½a; a  ½b;b ¼ ½a b; a b:
The dual subtraction of [a] and [b] is deﬁned by:½a½b ¼ ½a; a½b;b ¼ ½minða b; a bÞ;maxða b; a bÞ:
The  operator is identical to the difference operator deﬁned by Hukahara in [16] when [a] = [b]  [x] has a solution for
[x].
In this paper the following properties are used.
Proposition 7. Let [a] and [b] be two real intervals. For all x in [a], y in [b] and a, b two positive real numbers we have
ax  by 2 a[a]  b[b].Proposition 8. Let [a] be a real interval, [a]  [a] equals {0} if and only if [a] is a singleton.3. Imprecise expectation operators corresponding to a concave capacity
Deﬁnition 9. The imprecise expectation operator corresponding to a concave capacity v is deﬁned by:Ev : RN ! IR : X # ½Cvc ðXÞ; CvðXÞ:
Using Deﬁnition 6, we can easily prove the following decomposition.Proposition 10.8X 2 RN; EvðXÞ ¼ EvðXþÞ  EvðXÞ:4. Imprecise expectation for imprecise ﬁltering
As mentioned in Section 2.1, linear ﬁltering consists of convolving an input signal with a particular function called the
impulse response of the ﬁlter. Since precise knowledge of the ﬁlter’s impulse response cannot usually be justiﬁed, it would
be useful to be able to account for this lack of knowledge by replacing a single impulse response by a coherent family of
impulse responses. What we mean by coherent is that this family should reﬂect, in a sense, the practitioner’s difﬁculty in
choosing the most appropriate ﬁlter in a speciﬁc context. For example, when considering a low-pass ﬁlter, a practitioner
can be unsure about the order, or the type of ﬁlter to use (Butterworth, Bessel, Chebyshev, Elliptic, etc.). It can also be hard
to deﬁne the appropriate cutoff frequency. In this last example, the coherent family of ﬁlters can be the set of all third order
Butterworth ﬁlters having a cutoff frequency belonging to an interval [fmin, fmax].
In this section, we propose to use the new operator presented in the previous section to provide new ﬁltering tools.
The output of such ﬁlters is interval valued. Each interval represents the convex hull of a set of all the single valued
output obtained by each ﬁlter belonging to the considered family. We do not consider the impulse response as being
a random function but rather as an imprecisely deﬁned function. Our approach is based on the fact that any FIR ﬁlter
can be rewritten as a weighted sum of at most two usual expectation operations. A coherent family of ﬁlters is modeled
by using two concave capacities derived from the knowledge a practitioner has about the impulse response of one or
more ﬁlters that should be appropriate for the considered application. We propose two approaches to derive an impre-
cise ﬁlter from a precise ﬁlter. The ﬁrst approach consists of constructing the most speciﬁc possibilistic capacities that
encompass the probabilities involved in the ﬁltering. It leads to a family of ﬁlters having nested radii. The second ap-
proach simply consists of designing capacities that account for the imprecision induced by sampling of an ideal contin-
uous ﬁlter.
A. Rico, O. Strauss / International Journal of Approximate Reasoning 51 (2010) 933–947 9374.1. FIR ﬁltering and expectation operators
We consider only discrete linear ﬁlters having a ﬁnite impulse response. A positive impulse response of a ﬁlter having a
unitary gain is called a summative kernel [22]. More precisely, q ¼ ðqiÞi2Z is a summative kernel if and only if 8i 2 Z;qi P 0
and
P
i2Zqi ¼ 1.
Proposition 11. Any real ﬁnite impulse response of a discrete ﬁlter can be expressed as a linear combination of, at most, two
summative kernels.Proof. Let u ¼ ðuiÞi2Z be the real ﬁnite impulse response of a discrete ﬁlter such that
P
i2Zui < 1. Let uþi ¼maxð0;uiÞ and
ui ¼maxð0;uiÞ. Let Aþ ¼
P
i2Zu
þ
i and A
 ¼Pi2Zui . We have ui ¼ uþi ui . Let qþi ¼ uþiAþ and qi ¼ uiA . By construction, qþi
and qi are summative kernels. Now u
þ
i ¼ qþi Aþ and ui ¼ qi A, therefore ui ¼ qþi Aþ  qi A. hCorollary 12. Any discrete linear ﬁltering operation can be considered as a weighted sum of, at most, two expectation operations.Corollary 13. Let Pþk (resp. P

k ) be the probability measure based on the summative kernel q
þ
ki (resp. q

ki), X an input signal and Y
the corresponding output signal, then Yk ¼ AþEPþ
k
ðXÞ  AEPk ðXÞ.
Proof. Let X = (Xn)n=1. . .N be the discrete signal to be ﬁltered and u ¼ ðuiÞi2Z the impulse response of the ﬁlter. Yk, the kth
component of the ﬁlter output, is computed by the discrete convolution of the impulse response of the ﬁlter and the imput
signal: Yk ¼
PN
n¼1uknXn. Since ui ¼ uþi ui ; Yk ¼
PN
n¼1ðuþkn uknÞXn ¼
PN
n¼1u
þ
knXn 
PN
n¼1uknXn. Now u
þ
i ¼ qþi Aþ and
ui ¼ qi A, therefore Yk ¼ Aþ
PN
n¼1q
þ
knXn  A
PN
n¼1qknXn. By construction,
P
i2Zq
þ
i ¼ 1 and
P
i2Zqi ¼ 1, thus
Yk ¼ AþEPþ
k
ðXÞ  AEPk ðXÞ. h
We call the decomposition of the impluse response of the ﬁlter u into qþ ¼ ðqþi Þi2Z; q ¼ ðqi Þi2Z; Aþ, and A the canon-
ical decomposition of u.
4.2. How can an imprecise ﬁltering operator be derived from a conventional ﬁltering operator?
Since no tool is currently available to derive a suitable capacity from objective criteria, we propose, in a signal processing
context, to derive an imprecise ﬁltering operator from one or several conventional ﬁlters that have been validated for this
particular application.
Let us consider a discrete ﬁlter whose ﬁnite impulse response is u ¼ ðuiÞi2Z. Let us also consider the canonical decompo-
sition of u into q+, q, A+ and A. Let P+ (resp. P) be the probability measure induced by q+ (resp. q). The method we pro-
pose consists of ﬁnding two capacities v+ and v such that P+ 2 core(v+) and P 2 core(v). By translating the conﬁdence
measures, we also deﬁne vþk and vk such that P
þ
k 2 coreðvþk Þ and Pk 2 coreðvk Þ.
Let X = (Xn)n=1. . .N be the discrete signal to be ﬁltered. Due to Theorem 4 and as we look for a capacity v+ such that P+ be-
longs to core(v+), we have EPþ ðXÞ 2 Evþ ðXÞ. Similarly, we have EP ðXÞ 2 Ev ðXÞ. According to Corollary 13, Yk, the kth compo-
nent of the output of the precise ﬁlter, is given by Yk ¼ AþEPþ
k
ðXÞ  AEPk ðXÞ. As A
+ and A are positive reals, Proposition 7
concerning the Minkowski subtraction implies that:1 A cYk ¼ AþEPþ
k
ðXÞ  AEPk ðXÞ 2 ½Yk ¼ A
þEvþ
k
ðXÞ  AEv
k
ðXÞ; ð1Þwith [Yk] being the kth component of the output of the imprecise ﬁlter.
Note that, in expression (1), the Minkowski subtraction  can be replaced by the dual Minkowski subtraction . This
replacement would lead to a ﬁltering operator having different behaviors and properties. Replacing the Minkowski operator
could account for a strong link between the two dominated summative kernels q+ and q, as will be shown in Section 5.2.
4.3. Imprecise ﬁltering based on a possiblity distribution
A possibility measure is a particular concave capacity. In fact, a possibility measure is the only measure (except for the
probability measure) that can be deﬁned by a single precise discrete mass function on the considered space (here Z).
p ¼ ðpiÞi2Z is a possibility distribution if and only if: pi P 0; 8i 2 Z and maxi2Zfpig ¼ 1. A possibility distribution induces,
on each ﬁnite subset A of Z, a possibility measure denoted P(A) that is computed as follows: P(A) = maxi2A{pi}.
As shown in [22], the most suitable way to associate a discrete possibility distribution with a discrete probability distribu-
tion q ¼ ðqiÞi2Z, in an objective context,1 consists of computing the most speciﬁc transformation proposed by Dubois [11]. This
transformation leads to deﬁning a possibility distribution p ¼ ðpiÞi2Z : pi ¼
P
k2Zqkvðqk 6 qiÞ, with v(qk 6 qi) = 1 if qk 6 qi and 0
otherwise. The possibility measure P, induced by p is then the most speciﬁc one that dominates the probability measure P in-
duced byq. This possibility distribution can also be thought of as a kind of possibilistic neighborhood called amaxitive kernel [22].onﬁdence measure is said to be objective when it refers to properties of the physical world, e.g. measurement error modeling.
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formation and leading to a possibility distribution ~p ¼ ð~piÞi2Z, such that: ~pi ¼
P
k2Zminðqk;qiÞ. This subjective transformation
always deﬁnes a possibility distribution that is less speciﬁc than the previous one, i.e. 8i 2 Z; ~pi P pi.
Finally, since a broad range of summative kernels used for signal processing are monomodal and symmetric, a triangular
maxitive kernel is a good candidate since it deﬁnes a possibility measure that dominates any probability measure deﬁned by
a summative kernel having the same mode and any smaller radius [22]. Note that, when a summative kernel j is dominated
by a maxitive kernel p, then any summative kernel having the same shape, but a smaller radius, is also dominated by p.
4.4. Imprecise ﬁltering based on accounting-for-sampling
Another way to derive an imprecise ﬁltering operator from a precise ﬁltering operator is to account for the imprecision due
to sampling. Indeed, most discrete ﬁlters used in digital signal processing are designed to be a sampled version of a continuous
ﬁlter. Let q ¼ ðqiÞi2Z be the discrete probability distribution associated with the considered ﬁlter. Let us suppose that this dis-
tribution is bounded, i.e. there is a ﬁnite subsetX of Z such that "i RX, qi = 0. The fact that this discrete ﬁlter is derived from a
continous ﬁlter means that each value qi associated with the ith sampled time (iT), with T being the sample time, is obtained
by integrating a continuous function q(t) in a neighborhood of iT deﬁned by a continuous sampling kernel g:2 A c
3 Sen
4 AUVqi ¼
Z 1
1
qðtgðt  iTÞÞdt: ð2ÞThe neighborhood sampling kernel (e.g. splines [29]) is usually a monomodal positive function with a support in the interval
[T,T], such that R11 gðtÞdt ¼ 1. A way to estimate the original continuous function q(t) from the discrete kernel q is to use
an interpolating kernel. Most of these kernels lead to functions q(t) whose value, when t 2 [iT, (i + 1)T], belongs to the interval
[qi,qi+1]. Thus a simple way to account for this imprecision is to deﬁne a capacity v by: 8A 2 PðXÞ; vðAÞ ¼
P
k2X/AðkÞP
k2X/XðkÞ
with/AðkÞ ¼
maxðqk;qkþ1Þ; if k 2 A and ðkþ 1Þ 2 A;
qk; if k 2 A and ðkþ 1Þ R A;
qkþ1; if k R A and ðkþ 1Þ 2 A;
0; otherwise:
8>><
>>:Proposition 14. The above capacity is concave.Proof. Let A; B 2 PðXÞ; v is concave if v(A) + v(B)  v(A [ B)  v(A \ B)P 0. Let a ¼Pk2X/XðkÞ, thus v is concave if
av(A) + av(B)  av(A [ B)  av(A \ B)P 0, i.e. if Pk2Xð/AðkÞ þ /BðkÞ  /A[BðkÞ  /A\BðkÞÞP 0, because a > 0.
To prove the inequality, we consider all possible situations in the following table:k 2 Aonﬁdence measure i
sor Technik Sirnach
stands for autonomk + 1 2 As said to be subjective when i
AG.
ous underwater vehicle.k 2 Bt refers to interpreting prok + 1 2 Bbabilities as betting rates, in/A(k) + /B(k)  /A[B(k)  /A\B(k)
yes yes yes yes 0
yes yes yes no 0
yes yes no yes 0
yes yes no no 0
yes no yes yes 0
yes no yes no 0
yes no no yes qk + qk+1 max(qk,qk+1)P 0
yes no no no 0So "k 2X, /A(k) + /B(k)  /A[B(k)  /A\B(k)P 0 which proves that v is a concave capacity. h5. Experiments
5.1. Signal ﬁltering experiments
This ﬁrst experiment is based on a signal issued from the STS3 pressure sensor of the AUV4 Taipan300 acquired during sea-
trial experiments at Salagou Lake in France [28]. The measurement range is between 0 and 10 m, with an accuracy of 0.5% of its
full scale, which corresponds to 5 cm in absolute terms.an exchangeable bet setting.
time (msec)
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)
Fig. 1. Raw depth signal.
A. Rico, O. Strauss / International Journal of Approximate Reasoning 51 (2010) 933–947 939During this experiment, the depth of the AUV was controlled by a sliding-mode [28] at a subsurface depth of around 2 m.
The signal is partly reproduced in Fig. 1. It is composed of a signal induced by the depth of the vehicle corrupted by variations
caused by waves, errors in trajectory control and measurement errors. The wave height (about 0.5 m) is not negligible at this
depth. Moreover, the main goal of these sea-trial experiments was to tune the different coefﬁcients of the command law
used and the pitch was not yet properly controlled.
Since the raw signal depicted in Fig. 1 is very noisy, it is usually post-processed by using a low-pass ﬁlter. For this exper-
iment, we used an order-3 Butterworth low-pass ﬁlter with a cutoff frequency equal to 0.15 times the sample rate frequency.
The ﬁlter shape is depicted in Fig. 2, its canonical decomposition is depicted in Fig. 3.
In the ﬁrst part of the experiment, we consider dominating the probability measure by a possibility measure. In the sec-
ond part of the experiment, we consider dominating the probability measure by a capacity that accounts for sampling.time (msec)
ϕ 
M
ag
ni
tu
de
Fig. 2. Butterworth ﬁlter impulse response u.
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Fig. 3. Decomposition into two positive impulse responses u+ and u.
940 A. Rico, O. Strauss / International Journal of Approximate Reasoning 51 (2010) 933–947The ﬁrst part of the experiment is plotted in Fig. 4, the second part of the experiment is plotted in Fig. 5. In all ﬁgures, the
precise Butterworth ﬁltered depth value is plotted in black and superimposed on the original signal (in cyan). The imprecise
ﬁltered value is plotted in red (lower value) and blue (upper value).Moreover, for readerswith a B/Wprintout, the upper, lower
and precise values are indicated by arrows,while the original signal usually appears in light gray.When considering Figs. 4 and
5, it can easily be seen that the precise ﬁltered value belongs to the imprecise ﬁltered value. The imprecise ﬁltered value pro-
vided by the accounting-for-sampling approach ismore speciﬁc than the possibilistic based approach.Moreover,when consid-
ering the possibilistic domination, the imprecision of the imprecise ﬁltered value reﬂects the overall distance between the
ﬁltered signal and the original signal, providing a goodmeasure of the noise level. Note that, with the Butterworth ﬁlter beingupper estimate 
lower estimate 
median estimate 
time (msec)
de
pt
h 
(m
)
Fig. 4. Depth signal ﬁltered by the precise Butterworth ﬁlter (black) and the imprecise possibility-based Butterworth ﬁlter (blue-upper, red-lower)
superimposed with the original signal (cyan) (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version of
this article.).
upper estimate 
lower estimate 
median estimate 
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Fig. 5. Depth signal ﬁltered by the precise Butterworth ﬁlter (black) and the imprecise accounting-for-sampling capacity based Butterworth ﬁlter (blue-
upper, red-lower) superimposed with the original signal (cyan) (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to
the web version of this article.).
A. Rico, O. Strauss / International Journal of Approximate Reasoning 51 (2010) 933–947 941a real-time ﬁlter (i.e. its impulse response is causal), the ﬁltered signal is slightly delayed compared to the original signal. The
same applies for the imprecise ﬁltered signal.5.2. Experiments on deriving a signal
Signal derivation has been a great topic of interest in the image processing community since it is very useful for perform-
ing edge detection and image segmentation. In general, derivation consists of convolving a signal with a discrete kernel ob-
tained by sampling the derivative of an interpolative continuous kernel. In the image community, the Canny–Deriche ﬁlter is
said to be optimal for edge detection since it respects Canny’s detection criteria. The Canny–Deriche derivative ﬁlter u is
given by: ui ¼  ð1bÞ
2
b ib
jij, where b 2 [0,1] is a parameter that deﬁnes the ﬁlter radius. The shape of the ﬁlter is depicted
in Fig. 6 for b ’ 0, 4. This kernel can be considered as bounded by assuming that ui = 0 if juij 6 , where  represents the
precision of the computer.
The second experiment we propose consists of deriving a signal by using a Canny–Deriche ﬁlter and its imprecise version.
This experiment aims at highlighting the usefulness of the dual Minkowski difference in such a setting.
Since most kernels used for derivation are positive and symmetric, the derivation kernel is composed of two identical
symmetric functions. The Canny–Deriche ﬁlter acts in the same way. Therefore, the canonical decomposition of the ﬁlter
leads to ui = Aqi  Aqi, where q is a causal ﬁlter, i.e. such that qi = 0 if i < 0. Thus, let X = (Xn)n=1. . .N be the discrete signal
to be ﬁltered, then the value of _Xk, the kth estimate of the temporal derivative of X is given by:_Xk ¼ AðEPþ
k
ðXÞ  EPk ðXÞÞ; ð3Þwhere Pþk (resp. P

k ) is the probability measure based on qi (resp. qi) at the kth sample. EPþk ðXÞ (resp. EPk ðXÞ) can be seen as a
right (resp. left) mean value of signal X around the kth time sample. If these two mean values are equal, then the derivative
equals 0.
Now, let us consider the family of all symmetric ﬁlters u whose canonical decomposition is ui = Aqi  Aqi with P+ (resp.
P) based on qi (resp. qi) dominated by v+ (resp. v). In this case, v+ and v are mirror functions on each singleton of Z. A
situation can arise that, for any of these ﬁlters EPþ
k
ðXÞ ¼ EPk ðXÞ and therefore _Xk ¼ 0. Thus Evþk ðXÞ ¼ Evk ðXÞ, but due to Property
8 we have ½ _Xk ¼ A Evþ
k
ðXÞ  Ev
k
ðXÞ
 
– 0. That is to say that ½ _Xk is bigger than the set of all derivatives obtained with this
family of ﬁlters. This faulty conclusion originates from the ﬁlter decomposition that does not account for the strong link be-
tween the two capacities v+ and v. This link can be accounted for by replacing the Minkowski difference by the dual Min-
kowski difference in the previous equation. By considering the dual Minkowski difference, when a situation occurs such that
Evþ ðXÞ ¼ Ev ðXÞ, it is interpreted as a consensus of all ﬁlters based on the fact that the estimated derivative equals 0. This
replacement leads to a more speciﬁc (but also more risky) interval, as will be illustrated in the experiment.
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Fig. 6. (a) Canny–Deriche FIR and (b) Canny–Deriche FIR canonical decomposition.
942 A. Rico, O. Strauss / International Journal of Approximate Reasoning 51 (2010) 933–947Let us consider the synthetic signal of the form x(t) = kt cos(wt) depicted in Fig. 7(a) and the same signal degraded by addi-
tive gaussian noise whose standard deviation increases with time (i.e. the noise is not stationary), as depicted in Fig. 7(b).
Since the signal is known, its derivative is also known, which enables us to illustrate the behavior of the derivation algo-
rithm. Figs. 8–11 present the derivative of both original (a) and noisy signals (b). In each ﬁgure, the real derivative is plotted
in magenta, the precise estimated derivative is plotted in black while the imprecise derivative estimate is plotted in blue for
upper and red for lower estimates. Figs. 8 and 9 present an imprecise estimate that uses the Minkowski difference. Figs. 10
and 11 present an imprecise estimate based on the dual Minkowski difference. In each ﬁgure, we have expanded a speciﬁc
detail of the signal (around time = 14 ms). Naturally, since the derivative is estimated via a smoothing ﬁlter, the amplitude of
the estimated derivative is always slightly lower than the real derivative.
When comparing Figs. 8 and 9 to Figs. 10 and 11 it can easily be seen that the imprecise estimation of the derivative is
always more precise when using the dual Minkowski difference. This increased precision is an advantage when the signal is
not noisy, i.e. the only noise is due to sampling (Figs. 7 and 8): the dual Minkowski difference based imprecise estimate, the
precise estimate and the real derivative are almost identical. However, when the signal is noisy, the fact that the two inter-
vals Evþ ðXÞ and Ev ðXÞ are equal cannot be considered as a sign that, for any P+ 2 core(v+) and P 2 coreðvÞ; EPþ
k
ðXÞ ¼ EPk ðXÞ.
Therefore, the imprecise estimate based on the dual Minkowski difference can be seen as too risky an interval valued esti-
mate since it does not always include the real derivative or the precise estimated derivative (Fig. 11). On the other hand,
when the ﬁlter is properly designed, the Minkowski difference approach always includes the real possibly noisy signal (Figs. 8
and 9). Moreover, the precise expected value is always included in the imprecise expected value due to Theorem 4.time (msec)
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Fig. 7. Original signal without noise (a) and with noise (b).
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Fig. 8. Derivative estimate of the original signal based on the Minkowski difference.
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Fig. 9. Derivative estimate of the noisy signal based on the Minkowski difference.
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It would be useful to compare the ﬁltering ability of the new proposed approach with some traditional approach. How-
ever, this comparison is not straightforward since, according to our knowledge, no other imprecise ﬁltering approach exists.
We thus need to compare two methods whose outputs are different by nature.
To achieve this comparison, we need to compute a distance that should reﬂect the ability of each method to reject the
noise that corrupts the signal to be estimated. By noise we mean any perturbation in the signal value, including random
noise, sampling, quantiﬁcation or other signals. Our approach will be based on the L1 distance and three different interval
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Fig. 10. Derivative estimate of the original signal based on the dual Minkowski difference.
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Fig. 11. Derivative estimate of the noisy signal based on the dual Minkowski difference.
944 A. Rico, O. Strauss / International Journal of Approximate Reasoning 51 (2010) 933–947valued extensions. The L1 distance between a noise-free signal X = (Xn)n=1. . .N and its precise estimate Y = (Yn)n=1. . .N is deﬁned
by: d1ðX;YÞ ¼
PN
n¼1ðjXn  YnjÞ. The three extensions we propose to compare a noise-free signal X = (Xn)n=1. . .N and its impre-
cise estimate ½Y  ¼ ð½YnÞn¼1...N ¼ ð½Yn; YnÞn¼1...N are:
 The Hausdorff distance deﬁned by dH1ðX; ½YÞ ¼
PN
n¼1maxy2½Yn jXn  yj ¼
PN
n¼1 maxðjXn  Ynj; jXn  YnjÞ. This distance is, by
nature, not fair for our approach. A Hausdorff distance between an imprecise-valued quantity and a precise-valued quan-
tity increases with the imprecision of the imprecise-valued quantity and actually, the imprecision of the interval valued
A. Rico, O. Strauss / International Journal of Approximate Reasoning 51 (2010) 933–947 945estimate [Y] increases with the noise level. This property is due to the fact that all traditional ﬁlters included in the set of
ﬁlters represented by the concave capacities are likely to disagree about the value of the ﬁltered signal in the presence of
noise [23]. By construction, the least value of dH1(X, [Y]) equals 12 d1ðY;YÞ.
 The shortest distance extension deﬁned by dS1ðX; ½YÞ ¼
PN
n¼1miny2½Yn jXn  yj reﬂects the ability of the interval valued out-
put [Y] to include the real precise signal value X. This distance would be too fair for the imprecise ﬁltering approach since
the more imprecise the output of the ﬁlter is, the more likely it will include the noise-free signal. A too high output impre-
cision is not a desired property.
 The L1 distance between X and the median signal eY ¼ ðeYnÞn¼1...N deﬁned by: 8n 2 ½1 . . .N; eYn ¼ 12 ðYn þ YnÞ. This distance
can be considered as good trade off between the two previous approaches, since eY is the closest precise signal, in dH1 dis-
tance, to the interval valued signal [Y]. This latter distance, denoted dM1, is computed by: dM1ðX; ½Y Þ ¼
PN
n¼1ðjXn  eYnjÞ.
Note that any of the proposed extensions coincides with the d1 distance if [Y] is precise.
In this section, the noise rejection ability of both approaches will be compared on the two most frequently used ﬁltering
applications that are low-pass ﬁltering and random noise ﬁltering. For both experiments, we will use a set of low frequency
synthetic signals, with each signal being composed of a weighted sum of ﬁve sine waves. Frequencies are chosen in the range
[0,0.01fs], with fs being the sampling frequency. Both weights and frequencies are randomly chosen. The results presented
here average the results of 200 different experiments. For extending the classical ﬁltering approach, we use the possibility
domination approach presented in Section 4.3. The results obtained by accounting for the sampling approach are similar.
For the low-pass ﬁltering experiment, the noise will consist of a weighted sum of ﬁve high frequency signals. Frequencies
are chosen in the range [0.2fs, 0.3fs]. Weights and frequencies are randomly chosen. We use an order ﬁve Butterworth ﬁlter
with a cutoff frequency fc = 0.02fs.
Fig. 12 shows the four distances d1, dH1, dS1 and dM1 between the noise-free signal X and its imprecise estimate [Y] for
different noise level values. As expected, dH1(X, [Y])P dM1(X, [Y])P dS1(X, [Y]) whatever the noise-to-signal ratio. The dS1
measure decreases when the noise level increases because the speciﬁcity of [Y] decreases. However, this lack of speciﬁcity
(that is reﬂected by the fact that dH1 decreases with the noise level) is offset by the fact that dM1(X, [Y]) remains almost stable.
The two distances d1(X,Y) and dM1(X, [Y]) are so close that they are superimposed on Fig. 12. Thus, the median of the interval
valued output of the imprecise ﬁlter has a behavior that is comparable to the precise valued output of the conventional ﬁl-
tering approach.
For the random noise ﬁltering experiment, the considered noise is composed of a centered normal random variable in the
time domain. This noise is added to the previous low frequency signal (see Fig. 14). The signal is ﬁltered with a centered
kernel having a Gaussian shape with a standard deviation equal to 10 times the sample time. Convolving this kernel with
the signal does not make a great change in the noise-free signal since the signal has a highest frequency that is much lower
than the cutoff frequency of the considered ﬁlter. Fig. 13 shows the three distances dH1, dM1 and dS1 between X and [Y] super-
imposed on the distance dH1 between X and Y for different noise level values.
Any remark about the previous experiment is also valid for this experiment. For random noise, an interesting result is
reported in [23]: the imprecision of [Y] can be sought as a signature of the noise level. The most relevant explanation of this
property is the following. The set of ﬁlters represented by the concave capacity have cutoff frequencies that are much higher
than the highest frequency of the original signal. Thus, when the signal is noise-free, all of those ﬁlters provide the same
output, and therefore the imprecise output is very speciﬁc. If the signal is noisy, then the output signals will generally be
different, depending on the shape of the impulse response of each ﬁlter. Then the output of the imprecise-valued ﬁlter, which
is the convex envelope of all those precise responses, is a marker of the variability induced by the random noise (see [23] for
a more complete explanation).d   (X,[Y
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Fig. 12. Low-pass ﬁltering: dH1, dM1 and dS1 distances between the noise-free signal and interval valued estimated signal for different noise-to-signal ratio
values.
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Fig. 13. Comparisons of distances for different noise-to-signal ratio values.
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Fig. 14. A sample of the noise-free signal (black) superimposed on the noisy signal (cyan) for a signal-to-noise ratio of 0.012 (For interpretation of the
references to colour in this ﬁgure legend, the reader is referred to the web version of this article.).
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In this paper, we have proposed a new interpretation and a new way of computing the imprecision associated with an
observed value. According to this interpretation, the imprecision of an observation can be due to the observation process
but also to poor knowledge on the proper post-processing to be used to ﬁlter the raw measured signal. This paper focuses
on this last ﬂaw, which is barely considered.
This new method is an extension of the conventional signal ﬁltering approach that enables us to handle imperfect knowl-
edge about the impulse response of the ﬁlter to be used. The single precise impulse response is replaced by a set of impulse
responses that is consistent with the user’s expert knowledge. More precisely, linear ﬁltering is considered as a linear com-
bination of two expectation operations which are extended to concave capacities. Methods to design these capacities are
presented.
We have proposed two extensions based on the Minkowski and the dual Minkowski sum. Using the extension based on
the Minkowski sum leads to computing an imprecise-valued ﬁltered signal which is a convex hull of all precise valued ﬁl-
tered signals that belong to the considered set of impulse responses. However, as mentioned in the article, this output can be
too imprecise, i.e. containing output signals that are not outputs of the set of ﬁlters envisaged by the user. On the other hand,
the approach based on the dual Minkowski sum can lead to a too speciﬁc ﬁltered output. The study of this imprecise-valued
ﬁltered signal speciﬁcity of is a natural follow-up of this work. Our actual approach only considers a precise signal input. It
A. Rico, O. Strauss / International Journal of Approximate Reasoning 51 (2010) 933–947 947thus would be useful extend our work to an imprecise signal input, whose imprecision could come from a previous imprecise
ﬁltering or be due to pre-calibration of the expected signal error. This could be a way to deal with the measurement uncer-
tainty that is only indirectly taken into account within our approach.
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