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Câmara inteligente, tempo-real, ADSP BF533 EZ-KIT Lite, servos Dynamixel, 
USB-LAN EZ-EXTENDER, processamento de imagem digital, detecção de 
objectos em imagem 
Resumo 
 
 
O recurso a câmaras inteligentes em aplicações robóticas tem vindo a crescer 
significativamente nos últimos anos. Esta dissertação encontra-se inserida no 
projecto de investigação em robótica autónoma e móvel CAMBADA 
(Cooperative Autonomous roBots with Advanced Distributed Architecture), 
desenvolvido pelo departamento de Electrónica, Telecomunicações e 
Informática da Universidade de Aveiro e apresenta um sistema de tempo-real 
para aquisição, processamento e envio de vídeo através de uma rede 
Ethernet, com a capacidade de reconhecer e seguir objectos de interesse. 
Esta dissertação propõe algoritmos que permitem a utilização do KIT de 
desenvolvimento ADSP BF533 EZ-KIT Lite e a placa de expansão Ethernet 
USB-LAN EZ-EXTENDER, oferecida pela empresa Acronym. Este KIT pode 
ser acoplado a uma câmara de vídeo digital (sistema PAL), transformando-a 
numa câmara inteligente capaz de transmitir vídeo via TCP/IP. Os algoritmos 
desenvolvidos permitem fazer a aquisição, por parte do KIT, de 25 imagens 
por segundo, comprimindo e enviando as mesmas, em tempo-real, através de 
uma rede Ethernet. Adicionalmente, foi desenvolvido um algoritmo para 
procura de uma bola com cor definida num jogo de futebol robótico. No âmbito 
desta dissertação, a bola constitui o objecto de interesse. Caso a bola não 
esteja centrada na imagem capturada é enviada uma ordem para os servos 
Dynamixel a fim de se deslocar a câmara para o objecto. Os resultados obtidos 
mostram que este sistema consegue operar em tempo-real. No futuro 
pretende-se, como primeiras aplicações, a gravação automática de jogos de 
futebol robótico e a utilização desta câmara inteligente como sistema de debug 
e monitorização dos robôs em causa. 
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Abstract 
 
In the past few years, the use of digital cameras in robotic applications 
increased significantly. This thesis is part of the CAMBADA (Cooperative 
Autonomous Mobile roBots with Advanced Distributed Architecture) research 
project in autonomous and mobile robotics, developed by the Department of 
Electronics, Telecommunication and Informatics of the University of Aveiro, and 
presents a real-time system of acquisition, compression and transmission of 
video over an Ethernet network, with the ability to recognize and follow objects 
of interest. This thesis propose algorithms that allow the use of the 
development KIT ADSP BF533 EZ-KIT Lite and the Ethernet daughter board 
USB-LAN EZ-Extender, offered by the Acronym company. This kit can be 
connected to a digital video camera (PAL system), transforming it in a smart 
camera capable of transmitting video over TCP/IP. The developed algorithms 
allow the KIT to acquire 25 images per second, compressing and sending them 
through an Ethernet network in real-time. Furthermore, an algorithm has been 
developed to search for a ball with defined color in a game of robot soccer. In 
the context of this thesis the ball is the object of interest. If the ball is not 
centered on the captured image, an order is sent to the Dynamixel actuators, to 
move the camera to the object. The results show that this system can operate 
in real-time. In the future we intend to use this system to automatically 
recording robotic soccer games and to monitoring and debugging the robot 
movements. 
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Capítulo I 
1. Introdução 
Ao longo dos últimos anos, a equipa de futebol robótico CAMBADA (Cooperative 
Autonomous Mobile roBots with Advanced Distributed Architecture) [27], projecto de 
investigação desenvolvido no Departamento de Electrónica, Telecomunicações e Informática 
da Universidade de Aveiro, tem-se vindo a afirmar como uma das melhores equipas do 
mundo nesta área. Desta forma, tem-se revelado como uma das mais constantes, conseguindo 
alcançar sempre o pódio nos últimos quatro anos, em campeonatos nacionais e mundiais desta 
modalidade. 
Apesar de todo o empenho e dedicação prestados por parte dos membros pertencentes à 
equipa, cada ano surgem mais e melhores rivais em competição, por isso, o esforço para 
manter o alto desempenho desta tem de ser constante. 
É com este espírito de inovação e aperfeiçoamento constante que surge a motivação para 
esta dissertação, que irá ser brevemente apresentada neste capítulo. Inicialmente irá ser 
apresentado o enquadramento e motivação da mesma, seguindo-se as contribuições e 
objectivos propostos. Posteriormente segue-se uma breve descrição de todo o sistema 
desenvolvido no âmbito deste trabalho. 
1.1. Enquadramento e motivação 
O objectivo máximo do RoboCup [28], que é o organismo que coordena as competições 
de futebol robótico nas quais a equipa CAMBADA está integrada, é conseguir, que em 2050, 
uma equipa robótica humanóide totalmente autónoma consiga derrotar a equipa de futebol 
campeã do mundo desse ano, num jogo regido pelas regras em vigor impostas pela FIFA para 
a modalidade. Assim, este propósito constitui-se também como objectivo máximo de 
competição da equipa de futebol robótico da Universidade de Aveiro. 
É com o intuito de alcançar esta meta que surge a motivação desta dissertação, que 
consiste em desenvolver um sistema de aquisição de imagem com capacidade embutida de 
processamento capaz de seguir objectos de interesse em tempo-real e enviar o vídeo adquirido 
através de uma ligação Ethernet. 
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Apesar de existirem no mercado diversos equipamentos que se podem inserir no grupo 
das câmaras inteligentes, nenhum possui as características necessárias para a elaboração deste 
projecto, uma vez que a grande maioria são extremamente caros e possuem funcionalidades 
muito limitadas. 
Por estas razões, a equipa CAMBADA decidiu desenvolver de raiz uma câmara 
inteligente, de forma a se poder obter um controlo total sobre todos os parâmetros do 
processador da mesma. Desta forma, ao possuir uma câmara inteligente programável seria 
possível evoluir todos os anos a solução em complemento ao projecto CAMBADA, a fim de 
satisfazer necessidades futuras da equipa. 
Em parceria com a empresa Acronym [29] foi fornecida ao projecto um DSP, 
denominado ADSP BF533 EZ-KIT Lite [30] da empresa Analog Devices [31]. Para além de 
muitas outras funcionalidades, este possui a capacidade de adquirir e processar vídeo e, em 
virtude da existência de uma placa de expansão fabricada pela mesma empresa, é também 
possível enviar os dados recolhidos via uma rede Ethernet. 
O projecto CAMBADA afirma-se como ambicioso e esta dissertação é a prova dessa 
necessidade de querer sempre mais e melhor. Prova disso é o objectivo principal traçado para 
esta dissertação, o desenvolvimento de uma câmara inteligente que seja capaz de adquirir, 
comprimir e enviar imagens através de uma rede Ethernet em tempo-real e, para além disso 
consiga identificar objectos de interesse e segui-los através da utilização de um sistema de 
motores Pan and Tilt [40] acoplados à câmara digital. 
1.2. Contribuições e objectivos 
Como foi descrito anteriormente, a câmara inteligente descrita nesta dissertação foi 
desenvolvida de raiz.  Devido a esse facto houve grandes obstáculos que tiveram que ser 
superados desde o início. 
O principal obstáculo prendeu-se com o total desconhecimento da plataforma onde se 
pretendia desenvolver a solução, o ADSP BF533 EZ-KIT Lite. Assim, tornou-se necessário 
uma grande empenho e dedicação temporal a este propósito, a fim de se estudar todas as 
funcionalidades do DSP (Digital Signal Processing) nos inúmeros manuais disponibilizados 
pela Analog Devices. 
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Os DSP das gerações mais recentes apresentam-se como dispositivos de uma grande 
complexidade, pois, para além do núcleo de processamento, possuem também um grande 
número de periféricos capazes de realizar as mais diversas operações, tais como timers, 
controladores DMA, vários tipos de interfaces série, etc. Por isso, o conhecimento de como 
lidar com os manuais disponibilizados de forma a entender quais os mais importantes, bem 
como os que melhor explicam certas funcionalidades da plataforma, foi sem dúvida a maior 
contribuição para o desenvolvimento e aperfeiçoamento futuro da câmara inteligente. 
Actualmente, ainda não existe nenhum manual sucinto que dê uma visão panorâmica sobre os 
manuais disponibilizados pela Analog Devices para o ADSP BF533 EZ-KIT Lite. 
Outro dos objectivos propostos, e talvez um dos mais difícil de alcançar, foi conseguir 
que o DSP fizesse a aquisição de 25 imagens por segundo, dado que este é o número de 
imagens enviadas pela câmara de vídeo (sistema PAL) [38]. Para além disto, também era 
necessário que fosse gerada uma interrupção cada vez que finalizasse a gravação de uma 
imagem em memória, pois desta forma poder-se-ia dar início a outro dos objectivos, a 
capacidade por parte do DSP de comprimir imagens. Esta compressão deveria ser feita em 
tempo-real. 
Pretende-se, também, enviar via uma rede Ethernet através do protocolo TCP/IP [39] 
todas as imagens comprimidas. Para que todo o sistema funcionasse autonomamente, também 
se desenvolveu um sistema que identifica objectos de interesse, através da implementação de 
algoritmos baseados em detecção de cor de interesse, e os segue através da utilização de dois 
motores acoplados à câmara que fazem movimentos de Pan and Tilt. 
1.3. Sistema desenvolvido 
No âmbito desta dissertação desenvolveu-se um sistema que implementa uma câmara 
inteligente, uma vez que autonomamente é capaz de fazer a gravação e envio de vídeo de 
jogos de futebol robótico, com pesquisa e seguimento de objectos de interesse. 
Este sistema tem como peça central e fundamental, o kit de desenvolvimento ADSP 
BF533 EZ-KIT Lite da Analog Devices, que é o principal responsável por controlar todos os 
outros periféricos. 
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O sistema desenvolvido permite que o processador BF533 seja capaz de adquirir 25 
imagens por segundo, enviadas por uma câmara (sistema PAL) acoplada aos servos 
Dynamixel e gerar uma interrupção de cada vez que finaliza a gravação de uma imagem. 
Quando uma interrupção é gerada, o sistema comprime a imagem através de algoritmos 
semelhantes aos utilizados no formato JPEG. 
Imediatamente após a finalização da compressão, que demora aproximadamente 17ms, o 
sistema desenvolvido envia a imagem comprimida através da placa de expansão USB-LAN 
EZ-EXTENDER, para a Ethernet. 
Finalizado o envio, o sistema desenvolvido percorre a imagem adquirida na procura 
constante do objecto de interesse, que neste caso corresponde à bola de jogo. Caso a mesma 
seja detectada e não esteja centrada na imagem, o sistema constrói uma trama com uma ordem 
para deslocar os servos Dynamixel que, como se referiu anteriormente, encontram-se 
acoplados à câmara de vídeo, a fim de colocar o objecto de interesse no centro da imagem 
seguinte. 
Esta trama, uma vez que é enviada pela porta UART do KIT de desenvolvimento, 
encontra-se no formato RS-232. No entanto, os servos Dynamixel unicamente interpretam 
tramas no formato TTL. Assim, no âmbito desta dissertação foi necessário desenvolver uma 
placa de controlo capaz de implementar a referida transformação de formatos. 
A figura 1 auxilia a compreensão da sequencia de operações desempenhados pelo sistema 
desenvolvido. 
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A figura 2 corresponde a uma fotografia do sistema desenvolvido. Incomodar  
 
 
Todo o sistema desenvolvido funciona autonomamente e em tempo-real, sendo 
necessário para tal um grande esforço algorítmico que irá ser descrito nos capítulos seguintes. 
  
Aquisição de 25 
imagens por 
segundo
Compressão das imagens 
Ethernet
Pesquisa por 
objecto de interesse
Construção de uma 
trama para deslocar 
os servos Dynamixel
Câmara de vídeo
Conversão do 
protocolo RS-232
(UART) no protocolo 
TTL (Dynamixel)
ADSP BF533 EZ-KIT Lite
25 imagens 
por segundo
Imagens 
comprimidas
enviadas 
em pacotes 
TCP/IP
Envio da 
trama
via porta 
UART do 
KIT
Envio da 
trama
protocolo 
TTL
USB-LAN 
EZ-EXTENDER
Envio das 
imagens para a 
Ethernet
Placa de circuito 
impresso 
desenvolvida
Figura 1 – Sistema desenvolvido 
Figura 2 – Imagem do sistema desenvolvido 
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Capítulo II 
2. Câmaras de vídeo digitais 
Neste capítulo irá fazer-se uma breve introdução acerca de câmaras digitais. As câmaras 
digitais denominam-se assim, dado que, ao contrário do que acontece nas tradicionais, as 
imagens são capturas por um sensor sensível à luz. Existem dois principais tipos de sensores, 
os CCD (Charge-Coupled Device) ou os CMOS (Complementary Metal–Oxide–
Semiconductor). Como se pode ver na figura 3, as câmaras são constituídas principalmente 
por uma lente, um CCD, software para tratamento de imagem e hardware capaz de transmitir 
as mesmas [9] [12]. 
 
2.1. Sensores CCD e/ou CMOS 
A maioria das cores do espectro visível podem ser reproduzidas combinando a 
quantidade certa de luz vermelha, verde e azul. Esta propriedade é utilizada pelos sensores 
CCD para reter as imagens. 
Os sensores CCD são constituídos essencialmente por condensadores organizados de uma 
forma matricial, que podem ser carregados dado que possuem um elemento fotossensível 
coberto por um filtro que apenas deixa passar uma componente de cor (vermelho, azul ou 
verde). A imagem é formada quando um circuito de controlo mede a quantidade de energia 
acumulada em cada condensador. 
Figura 3 – Elementos de uma câmara digital [36] 
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Dado que os sensores CCD apenas capturam a informação sobre a intensidade de luz que 
incide sobre eles, para obter as três componentes de cor por cada pixel é usual a utilização de 
um padrão Bayer. Para tal, repetem-se mosaicos de filtros de 2 x 2 num padrão onde existem 
dois filtros verdes em cantos opostos e um filtro vermelho e um filtro azul nos restantes. O 
verde é predominante neste padrão devido a que o sistema de visão humano é mais sensível à 
gama de verdes do que às outras gamas (ver figura 4). 
 
 
2.2. Parâmetros da câmara 
A qualidade de uma imagem capturada por uma câmara digital depende de muitos 
parâmetros como a iluminação, as lentes as características do CCD e, não menos  importante, 
os parâmetros internos da câmara, nomeadamente: 
 O balanço de brancos (white-balance) que permite ajustar o canal de ganho do 
vermelho e azul para que um objecto de cor branca apareça branco na imagem 
dependendo da iluminação. Quando este parâmetro não é ajustado as imagens têm 
uma tonalidade avermelhada ou azulada. 
Figura 4 - Disposição na matriz de um sensor CCD do filtro cromático Bayer [37] 
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 O brilho é outro dos parâmetros internos ajustáveis de uma câmara digital. É 
através dele que se ajusta o nível de preto numa imagem adicionando ou 
subtraindo um offset a cada pixel. Este parâmetro é tipicamente ajustado 
manualmente para que a imagem não apareça nem muito escura nem muito clara. 
 O contraste é responsável por colocar as cores brilhantes mais brilhantes e as 
cores escuras mais escuras. Numa imagem com muito contraste os cantos veem-se 
mais claros e os diferentes elementos da imagem são acentuados. 
 O parâmetro que controla o ganho também é ajustado por hardware. Após ser lido 
o valor de energia acumulada nos condensadores do CCD este valor é 
multiplicado pelo ganho antes de se realizar a operação de quantificação. Ao 
aumentar este parâmetro coloca-se a imagem mais brilhante, no entanto  aumenta-
se o ruído da mesma, uma vez que o ruído original também é multiplicado. 
 A exposição é o parâmetro que determina a quantidade de tempo a que o sensor 
CCD está exposto à luz para formar cada imagem. Um alto valor de exposição 
também coloca a imagem mais brilhante tal como o ganho, só que neste caso o 
ruído é menor. 
 A saturação faz com que se possa manipular a intensidade da cor. Uma baixa 
saturação faz com que as cores de uma imagem pareçam lavadas, ao contrário, 
uma alta saturação faz com que as imagens sejam muito intensas. 
2.3. Espaços de cor 
Os espaços de cor (color spaces) não são mais do que modelos matemáticos que 
representam as diferentes cores digitalmente. Existem vários tipos de espaços de cor, cada um 
com as suas próprias características. São estas características que tornam cada um mais 
indicado para certo tipo de aplicações. 
Alguns dos espaços de cor usam as três cores primárias (vermelho, azul e verde), outros 
utilizam a saturação, a matiz e o valor e outros ainda a luminância e duas componentes 
cromáticas, como as utilizadas pelas televisões [10]. 
Nesta secção apresentar-se-ão os espaços de cor relacionados com a implementação do 
projecto em causa. 
  
10 
 
 
 
2.3.1. RGB 
 
O formato RGB do inglês Red, Green e Blue (vermelho, verde e azul) utiliza as três cores 
primárias de emissão. Este formato tira partido das propriedades de conjugação das cores 
primárias para obter todas as cores do espectro visível, logo, para obter uma amostra de cor 
final são necessárias três amostras que indicam a proporção relativa de vermelho, verde e 
azul. 
Este espaço de cores é muito utilizado pelas placas gráficas dos computadores e pelas 
televisões, pois é muito fácil de implementar e utilizar computacionalmente. Contudo, não é o 
método mais eficiente, visto que devem ser lidos os três valores para modificar a intensidade 
de uma cor ou de um determinado pixel. 
O espaço de cor RGB pode ser representado como um cubo onde o sistema de eixos 
corresponde às três cores principais do sistema (ver figura 5). Na origem do sistema de eixos, 
onde o valor de todas as componentes é zero (vermelho = verde = azul = 0) encontra-se a cor 
preta. Como os valores das componentes são tipicamente armazenados em 8 bits, o maior 
número possível que se pode armazenar é 255. Quando as três componentes de cor têm o seu 
valor máximo (vermelho = verde = azul = 255) obtemos a cor branca que, no cubo, se 
encontra no canto mais afastado da origem. 
 
 
 
Figure 5 - Representação cubica do espaço de cor RGB [41] 
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2.3.2. YUV 
 
O Espaço de cor YUV separa a informação da cor em luminância (Y) e duas 
componentes cromáticas (U e V) (ver figura 6). Este espaço de cor é utilizado pelos standards 
de vídeo composto a cores como o PAL (Phase Alternation Line), o NTSC (National 
Television System Commitee) e o SECAM (Sequentiel Couleur Mémoire). As televisões a 
preto e branco usam apenas a informação da luminância (Y). 
 
 
 
 
YUV 
 
 
 
Y 
 
 
U 
 
 
 
V 
A grande vantagem deste espaço de cor em relação ao RGB é que o sistema de visão 
humana tem uma maior percepção da componente de luminância Y do que das componentes 
cromáticas U e V. Devido a este facto, a imagem pode ser sub-amostrada dando menos 
importância às componentes U e V. Deste modo, consegue-se representar mais eficientemente 
as imagens,  requerendo-se menor largura de banda para serem transmitidas. 
Figura 6 – Representação do conteúdo dos diferentes componentes do espaço de cor YUV [42] 
  
12 
 
 
 
Este processo de sub-amostragem leva a que as imagens percam alguma qualidade, mas o 
sistema de visão humano não consegue distinguir a diferença. Esta sub-amostragem é o 
primeiro passo para se comprimir uma imagem. 
Tal como o formato de cor RGB, este formato também pode ser representado como um 
cubo, no entanto existem algumas diferenças (ver figura 7). Neste formato as duas 
componentes cromáticas são suficientes para representar as cores. A luminância utiliza-se 
simplesmente para variar a intensidade de uma cor, ou seja, quando a luminância está próxima 
de zero as cores são muito escuras e quando está próxima do máximo as cores são muito 
claras.  
 
Para se converter uma imagem do formato RGB para o formato YUV utilizam-se as 
seguintes equações: 
 
  (       )  (       )  (       )     (2.1) 
  (       )  (       )  (       )      (2.2) 
   (       )  (       )  (       )      (2.3) 
 
Por sua vez, para se converter uma imagem do formato YUV para o formato RGB usam-
se: 
 
       (    )       (     ) (2.4) 
       (    )       (     )       (     ) (2.5) 
       (    )       (     ) (2.6) 
 
Figura 7 – Representação do espaço de cor YUV [43] 
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2.3.3. YCbCr 
 
O espaço de cor YCbCr foi desenvolvido como parte da norma ITU-R BT.601, uma 
norma que pretendia desenvolver um espaço de cor standard para o vídeo digital em todo o 
mundo. O YCbCr é uma versão reduzida do espaço de cor YUV, onde o Y pode assumir 
valores entre 16 e 235. Por sua vez,  o Cb e o Cr  enquadram-se entre 16 e 240 [2]. 
As formas mais comuns de sub-amostragem do espaço de cor YCbCr denominam-se de 
4:4:4, 4:2:2 e 4:1:1, podendo estar agrupadas no formato packed ou planar. 
Na sub-amostragem YCbCr 4:4:4  no formato packed, cada componente tem a mesma 
resolução sem que exista perca de informação. 
A informação adquirida pela câmara tem o seguinte mapeamento: 
 
                                 
 
Cada pixel irá ser mapeado da seguinte forma: 
 
[        ][        ][        ][        ] 
 
Na sub-amostragem YCbCr 4:2:2 no formato packed, as colunas da componente Cb e Cr 
são amostradas metade das vezes do número de amostras da componente Y. Isto significa que, 
obtemos duas amostras de Y por cada uma de Cb e Cr. Com esta sub-amostragem consegue-
se reduzir em 1/3 o espaço ocupado em memória para armazenar uma imagem em relação à 
sub-amostragem apresentada anteriormente. 
A informação adquirida pela câmara tem o seguinte mapeamento: 
 
                     
 
Cada pixel irá ser mapeado da seguinte forma: 
 
[        ][        ][        ][        ] 
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Na sub-amostragem YCbCr 4:1:1 no formato packed a resolução inicial de Cr e Cb é 
dividida por quatro, ou seja, tem-se quatro amostras de Y por cada uma de Cb e de Cr, o que 
corresponde a metade das linhas e colunas. A imagem neste formato usa 6 bytes por cada 4 
pixéis. 
A informação adquirida pela câmara tem o seguinte mapeamento: 
 
               
 
Cada pixel irá ser mapeado da seguinte forma: 
 
[        ][        ][        ][        ] 
2.4. Norma ITU-R BT.656 
Existem vários formatos de vídeo, sendo que os mais comuns são o NTSC e o PAL. Em 
grande parte da Europa o sistema usado é o PAL. Esta norma utiliza o espaço de cor YCbCr 
com a sub-amostragem 4:2:2 [13] [20]. 
De acordo com a norma ITU-R BT.656, um fluxo de vídeo digital tem o bitstream 
representado nas figuras 8 e 9: 
 
 
 
Figura 8 – Representação de uma linha completa de uma frame para NTSC e PAL [13] 
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O processador BF533 suporta o modelo Bit-parallel, com a largura de 8 ou 10 bits de 
elementos de vídeo. Neste modelo, os sinais horizontais (H), verticais (V) e field (F) são 
enviados como parte de um fluxo integrado de dados de vídeo numa série de bytes que 
formam uma palavra de controlo (ver figura 10). 
 
 
Os sinais início de vídeo activo (SAV) e fim do vídeo activo (EAV) indicam o início e o 
fim dos dados a ler em cada linha. Uma frame de vídeo é constituída por branco horizontal, 
branco vertical e field. 
O preâmbulo XY é um conjunto de bits que servem para se identificar em que parte da 
linha se encontra (blanking ou field), para correção de erros, sincronismo e varia conforme o 
formato de vídeo (NTSC ou PAL). 
Figura 9 – Constituição típica de uma frame. À esquerda formato NTSC, à direita formato PAL [13] 
Figura 10 – Sinais horizontais (H), verticais (V) e field (F) no descodificador ADV7183B [14] 
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Para o sistema PAL o preâmbulo XY é o seguinte: 
 
EAV SAV Linhas Tipo 
0xB6 0xAB 1-22 Vertical blanking 
0x9D 0x80 23-310 Field 1 
0xB6 0xAB 311-312 Vertical blanking 
0xF1 0xEC 313-335 Vertical blanking 
0xDA 0xC7 336-623 Field 2 
0xF1 0xEC 624-625 Vertical blanking 
Para o sistema NTSC o preâmbulo XY é o seguinte: 
 
EAV SAV Linhas Tipo 
0xF1 0xEC 1-3 Vertical blanking 
0xB6 0xAB 4-22 Vertical blanking 
0x9D 0x80 23-262 Field 1 
0xB6 0xAB 263-265 Vertical blanking 
0xF1 0xEC 266-285 Vertical blanking 
0xDA 0xC7 286-525 Field 2 
Em conclusão, no sistema PAL tem-se 625 linhas das quais 576 pertencem ao field e 
1728 colunas das quais 1440 pertencem igualmente ao field. No sistema NTSC tem-se 525 
linhas das quais 488 pertencem ao field e 1716 colunas das quais 1440 pertencem também ao 
field. 
De notar que, o sistema PAL e NTSC que se apresenta é o entrelaçado utilizado por 
exemplo, nas televisões onde no field 1 se encontram as linhas ímpares e no field 2 as linhas 
pares. Contudo, também existe o sistema PAL ou NTSC progressivo, onde no sistema PAL da 
linha 1 à linha 44 se tem blanking, da linha 45 à linha 620, o vídeo activo e da linha 621 à 
Tabela 1 – Preâmbulo XY para sinal PAL 
Tabela 2 – Preâmbulo XY para sinal NTSC 
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linha 625 tem-se novamente blanking. No sistema NTSC progressivo, da linha 1 à linha 45 
tem-se o blanking e da linha 46 à 525 tem-se o vídeo activo. 
2.5. Câmaras inteligentes 
Uma câmara inteligente é um equipamento que possui um sistema de visão integrado 
com circuitos capazes de capturar imagens; processadores capazes de analisar as mesmas sem 
auxilio externo e interfaces capazes de enviar os resultados para outros dispositivos quer seja 
via uma rede Ethernet ou portas série. 
Esta é uma definição geral, no entanto não existem muitas câmaras inteligentes com 
capacidade de processamento total. Na maioria dos casos, uma câmara que seja capaz de 
realizar algum tipo de codificação de uma imagem e envio da mesma pode ser considerada 
uma câmara inteligente. 
 
A câmara apresentada na figura 11 da empresa D-Link, modelo D-Link DCS-6620G 
Wireless IP Camera é um exemplo de uma câmara inteligente. Este modelo de câmara é 
considerado inteligente dado que uma das capacidades que possui é o processamento e envio 
de vídeo via uma rede sem fios. Tal como a solução que se pretende desenvolver nesta 
dissertação, esta câmara também possui um sistema de Pan and Tilt. No entanto, este é 
controlado remotamente por um operador. De salientar também o elevado custo destes tipos 
de câmaras (7000$). 
Nos últimos anos têm-se investido muito neste tipo de tecnologia. Com o 
aperfeiçoamento de alguns algoritmos, como o de reconhecimento facial e detecção de 
Figura 11 – D-Link, exemplo de câmara inteligente [49] 
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objectos, tem-se dado mais importância às câmaras inteligentes, nomeadamente no ramo da 
indústria, da segurança e da vigilância. 
Outro dos campos onde as câmaras inteligentes se destacam fortemente é na indústria dos 
videojogos com câmaras como o KINECT da Microsoft. Esta permite que os jogadores 
interajam com o videojogo sem necessidade de um comando.  
 
A principal característica das câmaras inteligentes é a capacidade de processar zonas das 
imagens que contem informação de interesse. O principal desafio algorítmico de uma câmara 
inteligente é identificar o que procura no meio que a rodeia, ou seja, não deve só ver a 
imagem capturada mas sim conseguir interpretar aquilo que vê. 
Figura 12 – KINECT, exemplo de câmara inteligente [34] 
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Capítulo III 
3. Descrição do hardware 
Como referido no capítulo introdutório da presente dissertação, o sistema foi 
implementado num KIT de desenvolvimento chamado ADSP BF533 EZ-KIT Lite fabricado 
pela empresa Analog Devices. Este DSP dispõe de diversas funcionalidades e dispositivos 
que tiveram que ser estudados para se conseguir implementar a solução final. 
A figura seguinte mostra como se conjugam e comunicam os diversos elementos 
intervenientes no sistema: 
 
Neste capítulo será abordado todo o hardware existente necessário. Numa primeira fase 
ir-se-á descrever a placa de desenvolvimento ADSP BF533 EZ-KIT Lite, seguindo-se a placa 
de expansão Ethernet, que serviu para estabelecer a ligação à internet e por último serão 
apresentados os servos Dynamixel, responsáveis pelos movimentos de Pan and Tilt da câmara 
utilizada [15] [19] [16]. 
ADSP BF533 MAX232
LAN
LAN91C111
SDRAM
Video Decoder
ADV7183
FLASH A
UART
RX/TX
ADDR / DATA
ADDR / DATA
PPI
LED
RCA JACK DB9 CONN
ETHERNET
Câmara de vídeo Dynamixel AX-12
ADSP BF533 EZ-KIT Lite
USB-LAN 
EZ-EXTENDER
ADDR /
DATA
Figura 13 – Diagrama dos componentes utilizados 
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3.1. Placa de desenvolvimento ADSP BF533 EZ-KIT Lite 
Nesta secção é descrito o hardware presente no ADSP BF533 EZ-KIT Lite. Inicialmente 
começa-se por descrever o processador do kit e as suas memórias, posteriormente o 
descodificador vídeo e por último a UART. 
 
3.1.1. Processador ADSP-BF533 
 
Nesta secção será descrito o processador utilizado e as suas respectivas memórias. A 
figura seguinte mostra os diferentes componentes que se encontram inseridos no chip do 
processador ADSP BF533 e que de seguida irão ser descritos, tal como o controlador DMA e 
os periféricos [15] [13]. 
 
Figura 14 – ADSP BF533 EZ-KIT Lite [30] 
Figura 15 – Diagrama funcional do processador ADSPBF533 [15] 
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O núcleo do processador Blackfin 
 
Este processador contém dois multiplicadores de 16 bits, dois acumuladores de 40 bits, 
duas ALU’s (Arithmetic Logic Unit) de 40 bits, quatro ALU’s de vídeo e um shifter de 40 
bits. As unidades de cálculo processam registos de 8, 16 ou 32 bits de dados. São suportados 
formatos com ou sem sinal, arredondamentos e saturações. 
As ALU’s executam o tradicional conjunto de operações aritméticas e lógicas, com 16 ou 
32 bits de dados. Estas operações incluem extracção de campos e contagem populacional, 
modulo multiplicador 2
32
, saturação, arredondamento e detecção de expoente. No conjunto de 
instruções de vídeo inclui-se o alinhamento de bytes e operações de empacotamento. 
O shifter de 40 bits pode realizar shifts e rotações, ajuda nas normalizações, extracções e 
colocação de instruções em campos. 
Para o controlo de fluxo do programa, o sequenciador suporta um PC (Program Counter) 
proporcional, saltos indirectos condicionais e chamadas a sub-rotinas. 
A figura 16 mostra o núcleo do processador BlackFin e alguns dos registos disponíveis 
no mesmo: 
 
Figura 16 – Núcleo do processador BlackFin [15] 
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A arquitectura é totalmente interligada, o que significa que o programador não necessita 
de gerir o “pipeline” quando executa instruções que dependem de dados. 
A arquitectura fornece também duas unidades de endereçamento simultâneo à memória. 
Os processadores Blackfin contêm memória hierárquica. 
As memórias de nível 1 (L1) são aquelas que, tipicamente, operam à mesma velocidade 
do processador, com muito pouca latência. São fornecidos vários blocos de memória L1, 
oferecendo uma mistura de SRAM configuráveis e Cache. A arquitectura fornece 3 modos de 
operação: modo utilizador, modo supervisor e modo de emulação. 
 
Organização da memória 
 
O processador ADSP BF533 vê a memória como um único espaço endereçável unificado 
de 4Gbytes que utiliza endereços de 32 bits. Todos os recursos, incluindo a memória interna, 
a memória externa e o controlador de registos I/O, ocupam secções separadas deste espaço de 
endereçamento comum. As porções de memória deste espaço de endereçamento encontram-se 
dispostas numa estrutura hierárquica de forma a proporcionar uma boa relação de equilíbrio 
entre o custo e o desempenho de memórias muito rápidas e de baixa latência dentro do chip 
tais como a Cache ou a SRAM e outras grandes e de baixo custo e desempenho, fora do 
sistema de memória do chip, a SDRAM. 
O sistema de memória L1 é a memória primária de mais alto desempenho disponível para 
o processador Blackfin. 
O sistema de memória fora do chip, acessível através do barramento da unidade de 
interface externo (EBIU), fornece um aumento de memória, com a SDRAM e a flash tendo 
assim até 132Mbytes de memória física (ver figura 17). 
 
Controlador de DMA 
 
O processador ADSP-BF533 detém múltiplos e independentes canais de DMA que 
suportam transferências de dados com pouca sobrecarga para o processador. As transferências 
do DMA podem ocorrer entre a memória interna do processador e qualquer um dos seus 
periféricos. Além disso, as transferências de DMA podem ser feitas entre qualquer um dos 
periféricos e dispositivos externos ligados às interfaces de memória externa, incluindo o 
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controlador da SDRAM e o controlador da memória assíncrona. Cada periférico tem pelo 
menos um canal de DMA dedicado (ver tabela 3). 
 
 
Figura 17 – Mapeamento da memória interna e 
externa [15] 
 
 
 
Tabela 3 – Mapeamento pré-definido dos 
periféricos para o DMA [15] 
 
O controlador de DMA suporta transferências unidimensionais (1-D) ou bidimensionais 
(2-D) e pode ser inicializado através de registos ou por um conjunto de parâmetros chamados 
blocos descritores (descriptor blocks). 
O DMA 2-D suporta colunas e linhas arbitrárias com tamanhos até 64K elementos por 
64K elementos e saltos entre colunas ou linhas de ±32K elementos. Além disso, o tamanho do 
salto da coluna pode ser menor que o tamanho do salto da linha, permitindo a implementação 
de fluxo de dados intercalados. 
Os principais registos do DMA são: 
 DMAx_START_ADDR – É neste registo de 32 bits que se armazena o endereço 
inicial a partir do qual DMA vai ler ou escrever na memória. 
 DMAx_CONFIG – É neste registo de 16 bits que se configura os parâmetros do 
DMA e os modos de operação. 
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 DMAx_X_COUNT – É neste registo de 16 bits que se introduz o número de 
elementos que se pretende ler ou escrever quando se trata de uma transferência 1-
D. Quando se trata de uma transferência de 2-D é neste registo que se coloca o 
número de elementos que se pretende ler de uma linha. 
 DMAx_X_MODIFY – É neste registo de 16 bits que se insere o salto que se 
pretende dar entre cada endereço que se lê ou escreve. 
 DMAx_Y_COUNT – Este registo de 16 bits só é utilizado para transferências 2-D 
e é nele que se introduz o número de linhas que se quer ler ou escrever. 
 DMAx_Y_MODIFY – É neste registo de 16 bits que se introduz o número de 
endereços que se tem que desprezar entre o fim da primeira linha, onde se quer ler 
ou escrever e o início da segunda. Isto porque em memória os endereços se 
encontram representados de uma forma vectorial. 
Além dos canais de DMA dedicados aos periféricos, existem dois pares de canais DMA 
de memória previstos para a transferência entre as várias memórias do processador. Isto 
permite que as transferências de blocos de dados entre qualquer uma das memórias (incluindo 
a memória SDRAM, a ROM, a SRAM e flash) se faça com a mínima intervenção do 
processador. As transferências de memória DMA podem ser controladas por uma 
metodologia bastante flexível ou por um mecanismo padrão baseado em registos. 
 
Periféricos 
 
O processador Blackfin contém um interface paralelo de periféricos (PPI), que suporta o 
formato de vídeo ITU-R 656; dois dual-channel que suportam oito canais stereo I
2
S; dois 
DMAs de memória para memória; oito periféricos DMA; uma porta compatível SPI; três 
timers ou contadores de 32 bits com apoio do PWM; um relógio de tempo real; um watchdog 
timer; 16 pinos genéricos de I/O; uma UART com suporte para IrDA; manipulação de 
eventos/interrupções e um PLL capaz de multiplicar a frequência de 0.5x a 64x. 
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PPI (Parallel Peripheral Interface) 
 
O processador fornece um interface paralelo para periféricos (PPI) que se pode ligar 
directamente em paralelo a ADC’s e DAC’s, codificador e descodificador de vídeo e outros 
periféricos de uso geral. O PPI contem um pino de relógio de entrada, três pinos de 
sincronização de frame e dezasseis pinos de dados. O relógio de entrada suporta taxas de 
dados paralelos até a metade do clock do sistema e os sinais de sincronismo podem ser 
configurados como entradas ou saídas. 
O PPI suporta o formato ITU-R 656. No modo de uso geral, o PPI oferece transferências 
half-duplex e bidireccionais, até 16 bits de dados. No modo ITU-R 656, o PPI oferece 
transferências de dados de vídeo half-duplex e bidireccional de 8 ou 10 bits. 
O PPI é destinado a atender uma grande variedade de captura de dados e aplicações de 
transmissão. Este suporta três modos distintos: 
 Modo de entrada – o sincronismo das frames e dos dados são entradas para o PPI. 
 Modo de captura de frame – o sincronismo das frames são saídas do PPI, porem, 
o dos dados são entradas. 
 Modo de saída – o sincronismo das frames e dos dados são saídas do PPI. 
O PPI do processador BF533 pode realizar as transferências de dados da frame de três 
modos distintos (ver figura 18): 
 Entire field – Neste modo, toda a frame é lida pelo PPI. Este inclui o vídeo activo, 
bem como sequências de controlo tais como o branco vertical e horizontal. Note-
se que, a transferência inicia-se logo que existe sincronismo, o que faz com  que a 
1º frame a ser transmitida não tenha as quatro primeiras colunas, uma vez que se 
perdem no sincronismo. A partir desta frame todas as seguintes são normais. 
 Active video only – Este modo é utilizado quando unicamente interessa a porção 
de vídeo activo de uma frame. As sequências de bytes de controlo não são 
armazenadas na memória, são filtradas pelo PPI. 
 Vertical blanking interval (VBI) only – Neste modo apenas se transmite o branco 
horizontal e algumas partes do vertical. Este modo não tem relevância para a 
concretização deste trabalho. 
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Manipulação de eventos/interrupções 
 
O controlador de eventos do processador estabelece a ligação entre todos os processos 
síncronos e assíncronos. O processador ADSP-BF533 fornece um manipulador de eventos 
que apoia o estabelecimento de prioridades. O assentamento permite a activação simultânea 
de múltiplas rotinas de serviço. O estabelecimento de prioridades garante que o serviço de um 
evento de maior prioridade tem precedência sobre o serviço de um evento de baixa prioridade. 
O controlador gere cinco diferentes tipos de eventos: 
 Emulação – Um evento de emulação faz com que o processador entre num modo 
de emulação, permitindo o comando e o controlo do mesmo via interface JTAG. 
 Reset – Este evento provoca um reset no processador. 
 Interrupções não mascaradas (NMI) – AS NMI podem ser geradas por um 
watchdog timer ou por um sinal NMI no processador. O evento NMI é 
normalmente usado como um indicador de energia baixa, iniciando assim uma 
ordem de paragem do sistema. 
 Excepções – São eventos que ocorrem de forma síncrona para manter o fluxo do 
programa. Situações como violações do alinhamento de dados e instruções 
indefinidas causam excepções. 
 Interrupções – São eventos que ocorrem de forma assíncrona para manter o fluxo 
do programa. São causadas por pinos de entrada, temporizadores e outros 
periféricos, bem como por instruções explícitas no software. 
Cada tipo de evento, tem um registo associado para armazenar o endereço de retorno. 
Quando um evento é disparado/chamado, o estado do processador é guardado na pilha (stack) 
do supervisor. 
Figura 18 – Formas de o PPI fazer a transferência de dados de uma frame [13] 
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O controlador de eventos do processador ADSP-BF533, gere o controlador de eventos do 
núcleo (CEC) e o controlador do sistema de interrupções (SIC) (ver figura 19). O controlador 
de eventos do núcleo sincroniza-se com o sistema de interrupções para gerir a prioridade e o 
controlo de todos os eventos no sistema. Conceptualmente, interrupções dos periféricos 
entram na SIC e depois são encaminhadas directamente para as interrupções de propósito 
geral da CEC. 
 
3.1.2. Descodificador vídeo 
 
O ADV7183 [14] é um descodificador de alta qualidade num único chip, que detecta 
automaticamente e converte múltiplos formatos de vídeos standard, como o PAL, NTSC e 
SECAM em dados de vídeo compatível no formato 4:2:2 com 8 bits. 
A interface de saída digital avançada é altamente flexível, permite desempenhos de 
descodificação de vídeo e conversão em sistemas line-locked baseados em relógio. Isto faz 
com que o dispositivo, seja ideal para uma ampla gama de aplicações com diversas 
características de vídeo analógico, incluindo câmaras de vigilância/segurança, sistemas 
profissionais e inclusive fontes de transmissão como cassetes de vídeo. 
Figura 19 – À esquerda – Controlador de eventos do núcleo; À direita – Controlador do sistema de interrupções [15] 
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A conversão A/D (analógico para digital) com 10 bits fornece desempenhos profissionais 
de qualidade de vídeo, o que permite um “output” de 8 bits real. Os doze canais de entrada 
analógicos aceitam sinais vídeo compostos no formato S-Video e YPrPb num grande número 
de combinações. 
O relógio fixo de 54 MHz dos ADCs e barramentos de dados permite uma maior precisão 
na amostragem e na filtragem digital. O ADV7183 tem uma combinação 2-D de filtros 
altamente adaptativos em cinco linhas que fornece uma separação da crominância e da 
luminância óptima, quando descodifica um sinal de vídeo composto. Estes filtros altamente 
adaptativos ajustam automaticamente o seu modo de processamento do vídeo para ficarem de 
acordo com os standards e a qualidade do sinal, sem intervenção do utilizador. 
A saída em linha bloqueada do relógio, permite que a saída de dados de relógio e timming 
seja síncrona, assíncrona ou line-locked com mais ou menos cinco por cento de variação. Os 
modos de operação do ADV7183 são configurados através de uma porta série bidireccional 
compatível com o formato I
2
C. 
O ADV7183 é fabricado por um processo CMOS de 3,3V. A sua construção monolítica 
CMOS assegura um maior funcionamento com menos dispersão de energia. 
 
3.1.3. UART 
 
O transmissor/receptor assíncrono universal (UART) consiste num periférico full-duplex 
compatível com as UART standards dos computadores. A comunicação série segue um 
protocolo assíncrono que suporta vários comprimentos de palavras, bits de paragem e 
operações de geração de paridade. A UART possui hardware para manipulação de 
interrupções e estas podem ser geradas a partir de doze eventos diferentes [13]. 
A UART suporta o half-duplex IrDA (Infrared Data Association) do protocolo 
SIR(9,6/115,2Kbps). 
A UART utilizada é suportada pelo DMA com canais separados para RX e TX. Pode ser 
utilizado por qualquer um dos canais de DMA ou pode ainda ser utilizada sem a intervenção 
do DMA. No entanto, quando não se usa o mesmo, é necessário software adicional para gerir 
o fluxo de dados através de interrupções ou pooling. 
A UART segue um protocolo assíncrono de comunicação série com as seguintes opções: 
 5 a 8 bits de dados; 
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 1, 1.5 ou 2 stop bits; 
 Paridade impar ou paridade par ou sem paridade; 
 Taxa de transmissão = SCLK(16 x Divisor), onde SCLK é a frequência do relógio 
do sistema e o divisor pode ser um valor entre 1 e 65536; 
 Todas as palavras de dados requerem um start bit e pelo menos um stop bit; 
Os principais registo da UART são: 
 UART_LCR – Trata-se de um registo de 16 bits que controla o formato das 
palavras recebidas e transmitidas. É neste registo, que também se activam outros 
registos para poderem ser modificados, tais como o UART_DLL e UART_IER. 
 UART_DLL – É neste registo de 16 bits onde se colocam os 16 bits menos 
significativos do Divisor. 
 UART_DLH – Neste, colocam-se os 16 bits mais significativos do Divisor. 
 UART_GCTL – Este registo de 16 bits contém o bit de activação para o relógio 
interno da UART e para o modo IrDA. 
 UART_LSR – Este indica se a UART pode ser utilizada ou se encontra a 
transmitir. 
 UART_IER – Confere a iniciação da transferência ou recepção de dados pela 
porta UART. 
 
 
3.2. Placa de expansão USB-LAN EZ-EXTENDER 
Nesta secção é descrito o hardware utilizado, presente na placa de expansão USB-LAN 
EZ-EXTENDER (ver figura 20) [32]. O chip que se irá descrever permite fazer a ligação do 
ADSP BF533 EZ-KIT [30] Lite à Internet. No entanto, esta placa também possui um chip que 
permite estabelecer ligações USB [17]. 
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Hardware para comunicação Ethernet 
 
O chip SMSC LAN91C111 [21] foi projectado para facilitar a implementação da terceira 
geração de soluções de conectividade “Fast Ethernet” em aplicações embebidas. Esta terceira 
geração de produtos tem como principal requisito de design, a flexibilidade e integração. 
Este dispositivo permite um misto de sinais analógicos e digitais que implementam o 
MAC e PHY do protocolo CSMA/CD a 10 e 100 Mbps. O SMSC LAN91C111 também 
minimiza as restrições nas transferências de dados, pois utiliza um barramento de dados de 
32, 16 ou 8 bits embebidos. 
A memória interna total do buffer FIFO é de 8 Kbytes, que corresponde à totalidade do 
espaço disponível para todas as operações de transferência e recepção de dados. A memória é 
gerida através de uma arquitectura de 32 bits de endereçamento chamado MMU (Memory 
Management Unit). 
Esta arquitectura mapeada de I/O pode sustentar transferências e recepções de dados 
back-to-back para um superior desempenho e performance. O SMSC LAN91C111 também 
reserva memória dinamicamente, conseguindo assim uma utilização mais eficiente da mesma, 
reduzindo consequentemente as tarefas desempenhadas pelo software e libertando o host das 
mesmas. 
O SMSC LAN91C111 fornece um interface flexível, em modo slave para ligações aos 
barramentos de dados standard. O BIU (Bus Interface Unit) pode gerir transferências 
síncronas e assíncronas, utilizando diferentes sinais para cada uma. 
Figura 20 – USB-LAN EZ-EXTENDER [32] 
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São suportadas duas interfaces diferentes do lado da rede. A primeira interface, 
corresponde a um par magnético standard de transferência/recepção com 10/100Base-T 
utilizando o bloco da camada física interna. O segundo interface, segue as especificações do 
standard MII (Media Independent Interface) que consiste em transferências de dados, com 4 
bits de largura a uma taxa de nibble. Este interface é aplicável ao standard de rede Ethernet de 
10 Mbps ou 100 Mbps. Três dos pinos do chip são utilizados como interfaces para o MII com 
duas linhas séries de gestão de protocolos. 
O SMSC LAN91C111 integra uma camada física que obedece ao requisito IEEE 802.3 
para aplicações Ethernet com par entrançado. A PHY pode ser configurada para operar tanto a 
100 Mbps (100Base-TX) como a 10 Mbps (10Base-T). 
O bloco analógico PHY é constituído por um codificador/descodificador 
4B5B/Manchester; um scrambler/de-scrambler; um transmissor com wave shaping and 
output driver; um par receptor entrançado com um chip de equalização e correcção baseline 
wander; um recuperador de dados e de relógio; um Auto-Negotiation; um interface de 
controlo MII e uma porta série MII. 
Ondas de saída on-chip eliminam a necessidade de filtros externos normalmente 
necessários para as aplicações 100Base-TX e 10Base-T. 
O chip pode configurar-se automaticamente para operações com 100 ou 10 Mbps em Full 
or Half Duplex com o algoritmo do on-chip Auto-Negotiation. 
Este chip opera com uma fonte de alimentação de 3.3V e os pinos de input e output tem 
uma tolerância de 5V. Podem ser ligados directamente a dispositivos que operem também a 
5V. 
O chip SMS LAN91C111 está ligado directamente ao banco 3 de memória assíncrona do 
processador Blackfin. É possível ler e escrever directamente sobre o controlador de Ethernet 
ao endereçar este banco de memória. O seu endereço inicial é 0x2031 0000 e o final é 0x2031 
FFFF. 
3.3. Servos Dynamixel 
Os servos Dynamixel [19] da série de actuadores robóticos AX-12 têm como principais 
características o facto de serem modulares, de possuírem engrenagens redutoras, terem 
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motores DC de precisão e um circuito de controlo que pode funcionar em rede com outros 
actuadores. 
Apesar de serem compactos, podem produzir muito esforço de torção e são compostos 
por materiais de alta qualidade de maneira a possuírem uma resistência estrutural para 
suportar grandes pressões externas. 
Os actuadores têm a capacidade de detectar e agir, caso as condições internas como a 
temperatura e a tensão eléctrica variem. Podem trabalhar com temperaturas entre os -5ºC e os 
85ºC, com tesões eléctricas entre os 7V e os 10V, sendo 9.6V a mais aconselhável e  com uma 
corrente eléctrica máxima de 900mA. 
A posição e a velocidade dos servos podem ser controladas com uma resolução de 1024 
pontos. Os servos transmitem feedback da posição angular, da velocidade angular e esforço 
de torção da carga. O ângulo de operação dos servos é de 300º o que dá uma resolução de 
0.35º por ponto (ver figura 21). 
 
Os actuadores série robóticos da Dynamixel, podem gerar sinais de alerta quando os 
limites definidos pelo utilizador são ultrapassados, como por exemplo, a temperatura interna e 
a tensão eléctrica, acendendo um led de aviso. No entanto, também pode lidar com os 
problemas automaticamente. 
A comunicação é feita com uma ligação daisy chain com níveis TTL Level Multi Drop 
que suporta velocidades de comunicação de 7343bps até 1Mbps (ver figura 22). O protocolo 
de comunicação utilizado é o half duplex asynchronous serial communication com 8 bits, 1 
bit de stop e sem paridade. 
Figura 21 – Ângulo de operação dos servos Dynamixel [19] 
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Podem ser controlados vários parâmetros dos actuadores tais como, a velocidade a 
posição ou o esforço de torção com um único pacote de comandos. 
 
Estão disponíveis 254 ID, o que significa que, se podem ter 254 servos ligados em rede, 
controlados independentemente. O ID broadcast é 0xFE. 
Uma trama típica para os actuadores robóticos da série AX-12 da Dynamixel suportam os 
seguintes parâmetros: 
 
O Check Sum é calculado com a seguinte expressão: 
Check Sum = ~(ID+Length+Instruction+Parameter1+...+ParameterN) 
A fórmula para calcular o baud rate é: 
     (   )  
       
          
 
(3.1) 
Na seguinte tabela  apresentam-se alguns exemplos das velocidades que se conseguem 
obter: 
 
Figura 22 – Ligação daisy chain com vários ID’s [19] 
Tabela 4 – Baud rate possível para os servos Dynamixel [19] 
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3.4. Câmara utilizada 
A câmara utilizada é a SVIVR Dome Exterior, que possui um CCD Sony Super HAD com 
500 pixéis horizontais por 582 verticais em formato PAL. A sincronização do sistema é feita 
automaticamente, tal como o balanço de brancos e todos os outros parametros. 
A resolução desta câmara é de 420TVL e possui um rácio sinal/ruído de 48dB. 
Esta câmara permite gravações nocturnas, para tal, possui 24 leds de iluminação 
infravermelha. 
A tensão eléctrica de alimentação é de 12VDC 10% e suporta temperaturas de -20ºC a 
50ºC. 
 
Figura 23 – Câmara utilizada [33] 
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Capítulo IV 
4. Arquitectura do sistema desenvolvido 
Neste capítulo é abordada a arquitectura que serviu de base a todo o sistema 
desenvolvido. Numa primeira fase, encontra-se o hardware desenvolvido, seguindo-se o 
ambiente de desenvolvimento, o software existente que serviu de base para a realização do 
projecto e por último é apresentado o software concebido para realizar as inicializações 
comuns a todo o software desenvolvido no âmbito da presente dissertação. 
4.1. Síntese do hardware desenvolvido 
Como se pode constatar na secção 3.3 - Servos Dynamíxel, recomenda-se que estes 
possuam uma tensão eléctrica contínua de 9,6 V e uma corrente eléctrica de 900mA para o 
seu funcionamento ideal. Após a leitura do Datashet do ADSP-BF533 EZ-KIT Lite, 
verificou-se que não existe nenhum porto na própria placa que seja capaz de fornecer esta 
tensão eléctrica. Desta forma, concluiu-se que seria necessário que a fonte de alimentação dos 
servos fosse externa. 
Procurou-se também encontrar uma forma de controlar directamente os servos 
Dynamíxel através da Placa de Desenvolvimento. Contudo, verificou-se que o mesmo só seria 
possível se se soldassem directamente dois fios de cobre aos pernos UART Receive (RX) e 
UART Transmit (TX) do processador BF533.  
Como foi referido anteriormente, dado a placa ADSP-BF533 EZ-KIT Lite ser um 
instrumento de trabalho fornecido por uma empresa externa, não seria possível alterar ou 
modificar o Hardware desta. Assim sendo, tornou-se necessário encontrar uma nova forma de 
controlar os servos em análise. A solução encontrada para este problema foi a utilização da 
porta UART presente na Placa. Porém, a sua aplicação implicou outro tipo de desafios. A 
porta UART utiliza o protocolo de comunicação RS-232 [44], enquanto que os servos 
Dynamixel utilizam o TTL [45]. Desta forma, concluiu-se que seria necessário possuir um 
descodificador externo, capaz de transformar o protocolo RS-232 no protocolo TTL. 
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Portanto, o hardware externo desenvolvido tem como finalidade, servir de fonte de 
alimentação para os servos Dynamixel, bem como modificar o protocolo de comunicação 
entre a placa de desenvolvimento ADSP BF533 EZ-KIT Lite e estes. 
 
 
4.2. Ambiente de desenvolvimento 
O ambiente de desenvolvimento que se utilizou foi o fornecido pela empresa Analog 
Devices, a mesma empresa que fabrica o ADSP BF-533 EZ-KIT Lite. Foi usada a versão 
5.0.7.0 (Update 7) do programa Visual DSP++. 
A figura 25 apresenta a versão do ambiente de desenvolvimento utilizado e a figura 26 
um screeshot do mesmo. 
 
 
                              Hardware Desenvolvido
Rede 
eléctrica 
220V
sinusoidal 
9.6V DC
BF-533 UART RS-232 TTL
Motores 
Dynamixel
900mA
Figura 24 – Diagrama ilustrativo do hardware desenvolvido 
Figura 25 – Versão do ambiente de desenvolvimento 
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O ambiente de desenvolvimento Visual DSP++ apresenta as seguintes características: 
 Suporta programação em linguagem C++, C e Assembly. 
 Inclui diversas bibliotecas de código, entre elas, software que permite 
inicializar/interagir com o interface Ethernet, drivers de baixo nível para botões, 
Leds, Timers, etc. 
 No que diz respeito a facilidade de Debug, a ferramenta permite fazê-lo passo-a-
passo através da utilização de breackpoints e da análise do conteúdo da memória 
de dados e programas. 
 Permite também interagir com as memórias do ADSP, podendo introduzir ou 
retirar dados da mesma, sempre que o programa não esteja em modo run. 
 Dispõe também de uma ferramenta chamada image viewer, que permite visualizar 
a imagem guardada numa determinada zona de memória. 
4.3. Software existente (exemplos de algoritmos) 
Inicialmente, para existir uma familiarização entre o ambiente de desenvolvimento e o 
ADSP BF-533 EZ-KIT Lite começou-se por estudar exemplo simples de algoritmos, 
Figura 26 – Ambiente de desenvolvimento 
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fornecidos pela empresa Analog Devices. De início, foram explorados exemplos simples 
como acender um Led, fazê-lo piscar segundo um Timer, etc, até haver um conhecimento 
mínimo do sistema em causa [1]. 
Após este período inicial, utilizou-se o exemplo BF533_EZ_KIT_Video_Receive_C.c 
presente em “C:\Program Files\Analog Devices\VisualDSP 5.0\Blackfin\Examples\ADSP-
BF533 EZ-KIT Lite\Video Input (C)”. Verificou-se que este exemplo inicializava partes 
fundamentais para a recepção e gravação das frames de vídeo. No entanto, apresentava um 
problema. Este software permitia unicamente a aquisição de uma frame. Devido às 
inicializações serem facilmente percebidas, uma vez que estão directamente realizadas nos 
registos, não utilizando quase bibliotecas, decidiu-se utilizar este algoritmo como ponto de 
partida para cumprir um dos objectivos, ou seja, a aquisição de 25 imagens por segundo. 
Utilizou-se também outro algoritmo dos exemplos disponibilizados pelos autores do livro 
“Embedded Signal Processing With The Micro Signal Architecture” [1]  denominado 
exp10_3_BF533.c, presente em “C:\adsp\chap10\exp10_3_BF533”. Verificou-se que este 
exemplo comprimia uma imagem através da utilização de linguagem assembly, 
disponibilizado pela empresa Analog Devices, de nome r8x8dct.asm. Assim, decidiu-se que 
este algoritmo seria a base para atingir outro dos objectivos, a compressão de 25 imagens em 
tempo real. 
Outro exemplo de algoritmo utilizado e igualmente fornecido pela empresa Analog 
Devices, foi o inetd-BF533.c presente em “C:\Program Files\Analog Devices\VisualDSP 
5.0\Blackfin\Examples\USB-LAN EZ-EXTENDER\LAN\INETD\BF533”. Após se compilar 
e correr este software, verificou-se que inicializava e interagia com o interface Ethernet. 
Como outro dos objectivos propostos é o envio via TCP\IP de vídeo em tempo real, 
considerou-se que este exemplo seria a base de partida ideal para o atingir. 
Por fim, o último algoritmo de exemplos estudado foi UART_teste.c presente em 
“C:\Program Files\Analog Devices\VisualDSP 5.0\Blackfin\Examples\ADSP-BF533 EZ-KIT 
Lite\Power_On_Self_Test”. Como se referiu na secção anterior, optou-se por utilizar a porta 
UART do processador de modo a estabelecer a comunicação com os servos Dynamixel. Com 
base neste facto, utilizou-se este software como base de partida, uma vez que inicializava os 
registos necessários para comunicar por este porto. 
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4.4. Síntese do software desenvolvido 
O sistema autónomo de gravação e envio de vídeo que se pretende desenvolver no âmbito 
desta dissertação apresenta-se como um todo complexo, difícil de abordar, optando-se, deste 
modo, por dividi-lo em quatro fases ou etapas a fim de melhor o descrever. 
A primeira fase consiste em gravar na memória do ADSP BF533 EZ-KIT Lite 25 frames 
por segundo enviadas pela câmara de vídeo em formato PAL. Como a memória do ADSP é 
limitada, foi necessário que, nesta mesma fase, fosse gerada uma interrupção quando cada 
imagem se gravasse na memória, a fim de se poder iniciar o seu processamento. Assim, o 
objectivo principal prende-se com a gravação de uma imagem na memória e 
consequentemente a existência de uma interrupção a cada 40ms. 
A segunda fase consiste na compressão da imagem. Após o envio da imagem, esta será 
descomprimida, devendo-se portanto garantir que, com o processo de compressão, a imagem 
não perca demasiada nitidez. Nesta fase foi desenvolvido software de compressão semelhante 
ao utilizado pelo formato JPEG [3]. Este software baseia-se na utilização de um algoritmo de 
normalização, de forma a subtrair 128 a todos os elementos da imagem, centrando a mesma 
em 128; um algoritmo de transformação por blocos, para fazer a transformada DCT; um 
algoritmo de quantificação, que consiste na divisão do bloco transformado pela DCT por 
factor de decimação K e um algoritmo de varrimento. O algoritmo de transformação por 
blocos foi disponibilizado pela empresa Analog Devices e encontra-se no ficheiro 
r8x8dct.ams que se abordou na secção anterior. O algoritmo de quantificação utiliza as 
mesmas matrizes de quantificação que o formato JPEG e o algoritmo de pesquisa 
desenvolvido faz um varrimento dos blocos em Zig-Zag. 
Como a primeira fase gera uma interrupção com a aquisição de uma nova imagem a cada 
40ms, é necessário que esta fase demore menos de 40ms. Pretende-se que se processe uma 
imagem num máximo de 18ms, de forma a deixar que os restantes 22ms se destinem às outras 
tarefas. 
A terceira fase consiste no envio e recepção de dados via TCP\IP. Para tal, utilizaram-se 
bibliotecas fornecidas com o ambiente de desenvolvimento, a fim de se fazerem as 
inicializações e estabelecer as ligações necessárias para que o envio e recepção de dados seja 
possível. É nesta fase, que se desenvolveu o software necessário para fazer o envio de uma 
imagem. Pretende-se que nesta fase unicamente se utilizem 15ms dos 22ms restantes. 
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A quarta e última fase consiste no seguimento da bola. No tempo restante e até à segunda 
interrupção, o software desenvolvido para esta fase deve analisar a imagem a fim de procurar 
pixéis com a cor previamente definida para a bola em jogo. Se o centro de massa dos mesmos 
não estiver centrado na imagem, o software calcula a distância em graus que os servos se 
devem deslocar e envia posteriormente, uma ordem via UART para os mesmos o fazerem. 
4.5. Inicializações 
De forma a que o ADSP BF533 EZ-KIT Lite funcione correctamente é necessário que se 
efectuem uma série de inicializações, a fim de configurar o hardware e software. Foram 
desenvolvidas uma série de funções sequenciais de forma a atingir este objectivo. Estas 
funções serão explicadas detalhadamente: 
 A primeira função (Init_PLL) define a tensão eléctrica a utilizar e efectua o 
sincronismo. 
 A segunda função (Init_EBIU) inicia os quatro bancos de memória assíncronos e 
define que o processador tem prioridade de acesso sobre o DMA. 
 É na terceira função (Init_Flash) que se define a FLASH A PORT A e PORT B 
como “output”. É também na PORT A que se faz um reset geral a todos os 
periféricos e na PORTB são desligados todos os leds. 
 A quarta função (Init_ADV) retira o reset do descodificador vídeo ADV7183, liga 
e sincroniza o relógio do descodificador com o do PPI e define a PF2 como 
output, a fim de activar o barramento de dados do descodificador vídeo 
ADV7183. 
 A quinta função (Init_Interrupts) define e inicializa as interrupções. Também é 
responsável pelas prioridades de cada interrupção. 
 A sexta função (Init_SDRAM), tal como o nome indica, serve para inicializar a 
SDRAM. 
 A sétima função (Init_DMA) tem o objectivo de definir e inicializar os 
parâmetros dos DMA’s utilizados. 
 A oitava função (Init_PPI) inicializa alguns dos parâmetros do PPI, 
principalmente os bits que definem, como se pretende que seja feita a 
transferência dos dados, se por  modo active field, entire field ou blanking only. 
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O conteúdo de algumas destas funções, irão ser alterados ao longo das próximas secções 
para se adaptarem melhor aos objectivos pretendidos. 
A figura 27 apresenta o digrama que implementa as funções acima descritas. 
 
Posteriormente, quando se fizer referência às inicializações abordadas anteriormente, não 
se irão descrever todas novamente mas sim chamar-se-ão às mesmas inicializações iniciais. 
  
Inicio  
Init_PLL
Init_EBIU
Init_FLASH
Init_ADV
Init_Interrupts
Init_SDRAM
Init_DMA
Init_PPI
FIM
Figura 27 – Funções de inicialização 
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Capítulo V 
5. Hardware desenvolvido 
Neste capítulo é apresentado o hardware desenvolvido para a alimentação dos servos 
Dynamixel [19] e para a transformação do protocolo de comunicação RS232 no protocolo 
TTL. São apresentados também os resultados experimentais e os diagramas da placa 
desenvolvida. 
5.1. Descrição do hardware desenvolvido 
Este hardware foi desenvolvido de forma a dar resposta a necessidades muito específicas, 
que o ADSP BF-533 EZ-KIT Lite não é capaz. 
Numa primeira fase, começou-se por dimensionar e desenhar um possível rectificador de 
onda contínua para alimentar os servos Dynamixel. Sabia-se que a tensão eléctrica máxima 
aconselhável era de 9.6V e a corrente eléctrica máxima que os servos necessitam quando 
estão a realizar trabalho é de 900mA. Portanto, decidiu-se comprar um transformador de 12V 
12VA, uma vez que se concluiu que dos modelos standards existentes, este seria o que melhor 
satisfazia as exigências. 
Este transformador na sua saída fornece 1A de corrente eléctrica e    √         de 
tensão eléctrica, numa onda sinusoidal, o que não é o pretendido. O que se pretende é uma 
tensão eléctrica contínua de 9.6V, portanto, utilizou-se em seguida uma ponte de díodos e um 
condensador para fazer um simples rectificador de onda contínua. Depois de realizar todos os 
cálculos pertinentes, concluiu-se que um condensador de 2200μF, que gera um ripple de ≈5V, 
seria suficiente para este projecto. Contudo, o problema não se encontrava totalmente 
resolvido. Precisava-se que na saída a tensão eléctrica fosse de 9.6V e neste momento esta 
variava com o ripple, por isso, decidiu-se também utilizar um regulador L7805C [22]. Este 
regulador garante que se tenha até 1A e 5V na saída sempre que na sua entrada tenha no 
mínimo 7V. Como é possível observar no datasheet deste circuito, pode-se acoplar um divisor 
resistivo a este regulador para se obter na saída uma tensão eléctrica variável. Assim, atingiu-
se a tensão eléctrica pretendida de 9.6V com uma corrente eléctrica máxima de 1A. 
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 A segunda fase para a resolução de todos os problemas enumerados no capítulo anterior 
consiste no dimensionamento e execução de um conversor do protocolo RS-232 no TTL. 
Pela figura 28 é fácil entender quais as principais diferenças entre o protocolo RS-232 e o 
protocolo TTL. 
 
Para se executar a referida transformação de protocolos, utilizou-se um chip MAX232 
[24]. A utilização deste chip, por si só, levanta outro problema. O MAX232 necessita de uma 
tensão eléctrica contínua de 5V para o seu funcionamento, logo, é fácil entender que também 
aqui se irá utilizar um regulador de 5V. Neste caso, este regulador tem que se limitar também 
a corrente eléctrica, pois 1A é demasiado para o MAX232, visto que só necessita de 8mA. 
Assim, decidiu-se utilizar o regulador 78L05 [23] que fornece no máximo 100mA, o qual se 
ligou ao mesmo ponto que se ligara anteriormente o outro regulador, ou seja, à saída do 
condensador de 2200μF. 
 
 
 
 
 
Figura 28 – Protocolo TTL e RS-232 
  
45 
 
 
 
Com o diagrama seguinte, torna-se mais perceptível a descrição das ligações descritas 
anteriormente.  
 
A figura 30 demonstra o circuito implementado em circuito impresso. 
 
 
        Hardware Desenvolvido
Rede 
eléctrica 
220V
sinusoidal 
Transformador
12V 12VA
Circuito rectificador
Ponte de díodos
Condensador
Regulador
5V 1A
L7805C
Divisor 
resistivo 
9.6V AC
1A
BF-533
UART
RS-232
MAX 232
TTL
Motores 
Dynamixel
Regulador
5V 100mA
78L05
Figura 29 – Hardware desenvolvido  
Figura 30 – Circuito impresso 
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5.2. Placa desenvolvida e resultados experimentais 
Nesta secção vão explicar-se todos os cálculos realizados para o dimensionamento desta 
placa, bem como o circuito desenhado em EAGLE [25] [26] para a execução da mesma. 
A figura 31 apresenta o circuito desenvolvido para alimentar os servos Dynamixel e para 
converter o protocolo de comunicação do ADSPBF533 EZ-KIT Lite (RS232) no protocolo 
dos servos (TTL). 
 
Os servos Dynamixel ligam-se no conector J2, pois, este possui os pinos com a massa, os 
9.6V de tensão eléctrica aconselháveis e a saída do conversor com o protocolo TTL.  
Consequentemente, é no pino J1 onde se liga o processador BF533, dado ser este que possui a 
saída e a entrada do conversor com o protocolo RS232 e a massa. 
Para se determinar uma forma de colocar 9.6V na saída do regulador L7805, consultou-se 
o datasheet do mesmo e verificou-se que existia uma montagem que permitia variar a tensão 
eléctrica de saída dos tradicionais 5V, através da utilização de um divisor resistivo. Essa 
montagem está patente na figura 31, constituída pelo regulador 7805T, um dissipador, duas 
resistências R2 e R3 e dois condensadores C2 e C3. 
Figura 31 – Esquema do circuito dimensionado 
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Pretendeu-se com esta montagem obter no ponto V0 uma tensão eléctrica igual a 9.6V e o 
datasheet do regulador refere que, para tal, é necessário que o condensador C2 tenha um valor 
de 0.33μF, o condensador C3 um valor de 0.1μF, a corrente eléctrica Id seja igual a 8mA e, 
para que tudo funcione correctamente, a corrente eléctrica da resistência R2 tenha que ser 
       , ou seja,          . 
Utilizou-se uma resistência R2 igual a 120Ω. Como se sabia que a queda de tensão 
eléctrica aos seus terminais era de 5V, calculou-se a sua corrente eléctrica. 
 
  
 
 
   
 
   
           
 
Com esta resistência, a corrente eléctrica que passa por R2 é superior a 0.04A, como 
pretendido. 
No mesmo datasheet do regulador encontra-se também uma fórmula para calcular a 
tensão eléctrica de saída V0, que adaptando-a a este circuito tem a seguinte expressão: 
 
      (  
  
  
)       
 
Foi através desta fórmula que se chegou ao valor de R3, que neste caso foi de 100Ω. 
Para que este regulador funcione correctamente é necessário que a sua tensão eléctrica de 
entrada seja no mínimo 3V superior à tensão eléctrica de saída. Se se pretende ter na saída 
9.6V, na entrada do regulador é necessário ter uma tensão eléctrica de aproximadamente 13V. 
Como o transformador era de 12V 12VA, significava que teoricamente a saída teria uma 
tensão eléctrica de   √         sinusoidal e o pretendido era uma tensão eléctrica 
contínua de no mínimo 13V para alimentar o regulador. Como descrito anteriormente, 
utilizou-se uma ponte de díodos e um condensador para fazer um rectificador. A ponte de 
díodos é um modelo standard, no entanto o valor do condensador é variável e é necessário ser 
calculado. 
Teoricamente, na saída da ponte de díodos a tensão eléctrica é de   √            , 
mas aquando da medição, verificou-se que na realidade era de 18V, o que permitiu uma 
margem maior para o condensador, pois deve-se considerar sempre o ripple do rectificador. 
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Através da fórmula    
  
  
 , calculou-se o valor do condensador, pois conhecia-se que I 
era igual a 1A, que a variação máxima da tensão eléctrica que se podia ter era de 5V e que 
devido a este circuito ser alimentado pela rede eléctrica que tem uma frequência de 50Hz, a 
variação de tempo era igual a 10ms. Portanto o valor de C, que corresponde ao valor do 
condensador C1 da figura é de 2000μF. 
Como se pode constatar na figura anterior, foi adicionada uma pequena resistência R4 e 
um led, com um intuito meramente informativo. 
As montagens dos restantes componentes nomeadamente, o regulador 78L05 e o 
MAX232, são standard e encontra-se detalhada nos seus respectivos datasheet, tal como os 
valores dos componentes a serem utilizados. 
A tabela seguinte indica o valor de todos os componentes utilizados neste circuito. 
 
C1 2000μF C2 0.33μF C3 0.1μF 
C4 0.1μF C5 1μF C6 1μF 
C7 1μF C9 1μF R1 1500Ω 
R2 120Ω R3 100Ω   
Utilizando o programa EAGLE, tentou-se encontrar a melhor forma de colocar todos os 
elementos na placa PCB, pois o espaço que se possuía era limitado. 
  
Tabela 5 – Valor dos componentes utilizados no circuito 
Figura 32 – Esquema do circuito desenvolvido em placa PCB. À esquerda o circuito visto de cima, a direita o circuito 
visto de baixo 
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Após se soldar todos os componentes nas suas respectivas posições, colocou-se a placa 
dentro da caixa para a qual tinha sido dimensionada. Esta caixa é disponibilizada com os 
servos Dynamixel e permite que estes se liguem a ela sem grande dificuldade.  
 
 
  
Figura 33 – Caixa para a qual foi dimensionada a placa 
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Capítulo VI 
6. Aquisição de vídeo em tempo real 
Neste capítulo são descritos detalhadamente as tentativas iniciais e o resultado final do 
software desenvolvido de forma a conseguir gravar 25 imagens por segundo em memória, 
gerando uma interrupção no final da gravação de cada uma. Por último são também 
apresentados os resultados experimentais deste capítulo. 
6.1. Considerações iniciais 
Como primeira abordagem deste problema, tentou-se utilizar um algoritmo de um 
exemplo disponibilizado pela empresa Analog Devices como se refere no capítulo 4, este 
recebe uma imagem e guarda-a numa zona de memória (SDRAM) para uma posterior 
visualização através da ferramenta image viewer. 
Neste algoritmo, a transferência de dados do descodificador vídeo para a memória 
externa (SDRAM) é feita através do DMA, mais precisamente, o DMA0, que está 
previamente dedicado a este tipo de transferências. Visto que o ADSP BF533 EZ-KIT Lite só 
possui um processador, e que o mesmo iria ser necessário para posteriormente comprimir as 
imagens, era importante fazer as transferências de dados da câmara para a memória sem 
ocupar tempo do mesmo. Portanto, optou-se por realizar as transferências via DMA0. 
Este DMA é configurado no início para realizar um determinado trabalho, ou seja, 
transferência, só interrompendo o processador no fim da mesma e caso seja programado para 
tal. Assim, liberta-se o processador para realizar outras tarefas/operações. 
Adicionalmente, constatou-se que era necessário reservar duas zonas de memória para 
fazer a transferência, ao contrário do exemplo que só possui uma. Enquanto o DMA0 
armazena uma imagem na memória, o processador pode processar outra. Logo, quando o 
processador acaba a análise é invertido o processo e o DMA0 passa a escrever a nova imagem 
na zona de memória que acaba de ser analisada. Assim, garante-se a continuidade da 
operação. 
Nesta primeira abordagem tentou-se que o DMA0 gerasse uma interrupção cada vez que 
finalizava a escrita em memória de uma imagem. Para tal, a função DMA_Init foi alterada de 
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modo a que o DMA0 funciona-se em modo flow 1, com um X_COUNT de 720 colunas e 
Y_COUNT de 576 linhas, visto se estar a trabalhar com uma câmara em formato PAL. Este 
X_COUNT e Y_COUNT poderia variar, dependendo se estivesse activo o entire field ou o 
active field no PPI. Quanto ao DMA_START_ADDR, neste caso possuíam-se dois endereços 
iniciais, um para cada zona de memória. 
Foram utilizados dois leds do ADSP BF533 EZ-KIT Lite para se ter uma melhor noção 
de quando eram geradas as interrupções. Cada led correspondia a uma zona de memória 
diferente. Quando uma interrupção era gerada, o DMA e o PPI eram parados, o 
DMA_START_ADDR e o led eram alterados e voltava-se a iniciar o DMA e o PPI. 
A figura 34 apresenta o diagrama que implementa o algoritmo acima descrito. 
 
 
Inicialmente pensava-se que esta mudança de parâmetros seria tão rápida que o 
processador e o PPI não chegariam a perder o sincronismo. Tal não acontecia, pois quando se 
Alocação de duas zonas 
de memória individuais 
Inicializações 
iniciais
Alterar o 
DMA_START_ADDR
Fim da rotina de 
atendimento à interrupção
Activação do 
DMA e PPI
Ciclo While 
infinito
Parar o 
DMA e PPI
Ligar o DMA e 
o PPI
Alterar o 
Led ligado
Início 
Fim
Interrupção 
via DMA0
Figura 34 – Algoritmo da primeira abordagem 
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parava o DMA e o PPI perdia-se o sincronismo. Assim, quando se voltava a ligar o PPI 
precisava-se de uma imagem para obter sincronismo antes de iniciar a transferência. Logo, 
estava-se a gravar na memória não 25 imagens por segundo mas sim aproximadamente 12, 
que era metade do desejado. 
Concluiu-se que após o PPI sincronizar e a transferência ter iniciado, para se obterem 25 
imagens por segundo, não se poderia parar o mesmo, ou seja, a primeira abordagem estava 
incorrecta, pois o DMA e o PPI não podiam ser parados depois de serem iniciados. 
 Como segunda abordagem ao problema, tentou-se trocar o DMA_START_ADDR, sem 
parar o DMA e PPI, fazendo-o novamente na rotina de atendimento à interrupção. 
A figura 35 apresenta o diagrama que implementa o algoritmo acima descrito. 
 
 
O DMA_START_ADDR é um registo de 32 bits como se pode verificar na secção 3.1.1. 
Verificou-se que, ao realizar esta mudança do endereço inicial sem parar o DMA0, somente 
os 16 bits menos significativos eram alterados, o que não resolveu o problema. 
Os seguintes cálculos explicam o porquê de se ter que alterar mais que 16 bits. 
Alocação de duas zonas 
de memória individuais 
Inicializações 
iniciais
Alterar o 
DMA_START_ADDR
Fim da rotina de 
atendimento à interrupção
Activação do 
DMA e PPI
Ciclo While 
infinito
Alterar o 
Led ligado
Início 
Fim
Interrupção 
via DMA0
Figura 35 – Algoritmo da segunda abordagem 
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Considerou-se que se vai armazenar a imagem no formato mais pequeno, ou seja, o PPI 
estar no modo active field, tendo-se 576 linhas por 1440 colunas, visto estar-se a trabalhar no 
formato YCbCr 4:2:2, como se pode constatar na secção 2.3.3. 
Desta forma teve que se armazenar 576 x 1440 = 829440 bytes, pois cada pixel tem um 
byte de informação, logo, precisam-se de 829440 endereços. Devido a que em cada endereço 
só se possa armazenar um byte de informação, precisam-se de 0xCA800 endereços. 
Como se pode verificar, não é possível alterar o DMA_START_ADDR alterando só os 
16 bits menos significativos. 
Com esta segunda abordagem ao problema, concluiu-se que o DMA_START_ADDR 
não pôde ser alterado sem parar o DMA e o PPI. Anteriormente já se tinha concluído que para 
se gravar as imagens e se gerar interrupções 25 vezes por segundo não se poderia parar o 
DMA e o PPI. Logo teve-se que encontrar outra solução. 
Tentou-se, então, uma terceira abordagem ao problema. Reservando-se espaço para as 
duas imagens que se queriam armazenar num bloco só, ter-se-ia assim um único endereço 
inicial, pois não se podia parar o DMA e o PPI para alterar o endereço inicial e o mesmo não 
podia ser alterado sem parar o DMA. Ou seja, em vez de se reservar dois blocos de memória, 
um para cada imagem, reservava-se um único bloco contínuo de memória com capacidade 
para as duas imagens. Desta forma, não se teria que alterar o endereço inicial, mas sim 
garantir que era gerada uma interrupção no fim do armazenamento de cada imagem. 
Uma das propriedades do DMA é a possibilidade de gerar uma interrupção quando o 
X_COUNT e o Y_COUNT terminam, ou também, no final de cada X_COUNT, ou seja, 
pode-se gerar uma interrupção no fim da transferência de todas as linhas e colunas, ou no fim 
de cada linha. Pretendia-se que, a cada linha correspondesse uma imagem completa, logo o 
X_COUNT seria igual a 576 x 1440 = 829440 / 2 = 0x65400, dado que as transferências de 
dois bytes de cada vez, e o Y_COUNT seriam igual a 0x2. Desta forma, ao fim de cada linha 
seria gerada uma interrupção e o DMA_START_ADDR não seria alterado, não sendo 
necessário parar nem o DMA nem o PPI. 
Dado o X_COUNT ser um registo de 16bits, nunca pode ser igualado a 0x65400. Logo, esta 
terceira tentativa não foi possível ser implementada. 
Assim, a única solução que funcionava minimamente era a  encontrada na primeira 
abordagem, onde se desactivava o PPI e o DMA para se realizar a mudança do 
DMA_START_ADDR. 
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Assim, concluiu-se que não poderia ser o DMA a realizar as interrupções mas sim um 
agente externo a gerar as mesmas. Esta nova abordagem, ou seja, a quarta abordagem ao 
problema seria a definitiva e encontra-se detalhada na secção seguinte. 
6.2. Algoritmo desenvolvido para aquisição de vídeo 
Nesta secção, é descrito o software final implementado para resolver um dos objectivos 
iniciais, o de gravar 25 imagens por segundo na memória externa e gerar uma interrupção 
quando se finaliza o armazenamento em memória de cada imagem. 
Anteriormente descreveram-se todas as tentativas iniciais desenvolvidas para resolver o 
problema. A solução final surgiu após se perceber que não podia ser o DMA a gerar as 
interrupções, mas sim um agente externo. Foi necessário então descobrir quem poderia gerar 
estas interrupções e a atenção centrou-se sobre outro chip interveniente na transferência, o 
descodificador vídeo ADV7183. Após se estudar detalhadamente, verificou-se que o porto 
denominado frame passa do estado high (‘1’) para o low (‘0’) cada vez que é transmitida uma 
imagem. Verificou-se então no osciloscópio, que esta onda quadrada tem uma arcada 
ascendente após a transmissão do field 1, uma arcada descendente depois da transmissão do 
field 2 e que o seu período é de 40ms. Logo, este seria o agente externo capaz de gerar as 
interrupções no fim da transmissão e o armazenamento em memória de cada imagem. 
Verificou-se também que o porto frame se encontra ligado ao PF3 do processador, facilitando 
assim a geração das interrupções. 
Apesar de se considerar no capítulo anterior que a primeira abordagem para resolver o 
problema de gravar 25 imagens por segundo em memória era a que mais se aproximava da 
solução final, concluiu-se que para desenvolver este algoritmo final, a terceira abordagem que 
não se chegou a implementar, era a mais aconselhada. Isto, porque se verificou que se podia 
reservar somente um bloco de memória, capaz de armazenar as duas imagens evitando assim 
parar o DMA e o PPI e evitando também ter que trocar o DMA_START_ADDR. No capítulo 
anterior a terceira tentativa falhou, uma vez que se tentou gerar as interrupções via DMA, mas 
como neste caso é um agente externo, responsável por gerar as mesmas, já não é necessário 
que o X_COUNT tenha o tamanho de metade do número de endereços ocupados pelo bloco 
de memória reservado para as duas imagens. 
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Assim, realizaram-se algumas alterações na função Init_Interrupts, a fim de gerar 
interrupções via PF3 e na Init_DMA, igualando-se o X_COUNT a 720 (colunas) e o 
Y_COUNT a 1152 (576 x 2 = 1152 linhas) para contemplar as duas imagens guardadas. 
Em teoria, esta abordagem deveria funcionar correctamente. Deveria-se encontrar uma 
forma correcta de saber em que zona da memória o DMA estava a escrever a nova imagem 
quando era gerada a interrupção, sobre pena de se perderem algumas delas. 
Desde o início que se teve claro, que uma variável booleana não resolveria o problema, 
pois em algum momento poderia perder sincronismo o que originaria um erro grave. Assim, 
decidiu-se utilizar o registo DMA0_CURRENT_Y_COUNT, que indica em que linha o 
DMA0 está a escrever no preciso momento, sendo este valor no máximo igual a Y_COUNT e 
no mínimo igual a um. Desta forma, se o registo DMA0_CURRENT_Y_COUNT for igual a 
576, ou muito perto deste valor, o DMA0 já escreveu a primeira imagem, e se for igual a 1 ou 
1152 o DMA já escreveu as duas imagens. Desta forma, ter-se-ia uma maneira exacta de 
localizar a última imagem armazenada. 
Tal como no capítulo anterior são utilizados leds, de forma a ser mais fácil visualizar o 
funcionamento do algoritmo. 
A figura 36 apresenta o diagrama que implementa o algoritmo acima descrito. 
Inicialmente pensava-se que esta seria a solução definitiva, pois, visualmente com este 
software os leds piscavam com uma velocidade maior que na primeira abordagem do capítulo 
anterior, onde só se obtiveram 12 imagens por segundo. Quando se parou o programa e se 
utilizou a ferramenta image viewer para verificar se as imagens adquiridas estavam bem 
armazenadas, verificou-se que tinham perdido sincronismo e consequentemente mal 
armazenadas. 
Dispendeu-se algum tempo a perceber qual seria o problema e onde se estava a perder 
sincronismo, pois, em todas as abordagens anteriores este problema nunca tinha surgido. 
Após algumas mensagens trocadas com representantes da empresa Analog Devices num blog 
oficial da companhia foi sugerido pelos mesmos que antes de activar o DMA e o PPI se 
fizesse um ciclo repetitivo para dar um compasso de espera ao processador a fim de ele ter 
tempo de fazer as configurações iniciais antes de se iniciar a transferência de dados. 
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Esta solução aparentemente simples, resolveu o problema com a perca de sincronismo. 
Este problema não tinha sido detectado nas primeiras abordagens visto que, como o 
DMA e o PPI eram parados e activados inúmeras vezes, estes estavam sempre a sincronizar-
se, apesar de a primeira imagem capturada não estar sincronizada. 
A figura 37 apresenta o diagrama que implementa o novo algoritmo acima descrito. 
 
Alocação de uma zonas de 
memória para duas imagens 
Inicializações 
iniciais
Fim da rotina de 
atendimento à interrupção
Activação do 
DMA e PPI
Ciclo While 
infinito
Verificar o registo 
DMA0_CURRENT_Y_COUNT
Alterar o 
Led ligado
Início 
Fim
Interrupção 
via PF3
Figura 36 – Algoritmo da primeira abordagem final 
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6.3. Resultados experimentais 
Nesta secção abordam-se os resultados experimentais obtidos. Numa primeira fase, são 
apresentados os tempos medidos nas funções descritas anteriormente, seguindo-se os tipos de 
imagens que é possível gravar em memória. 
 
6.3.1. Tempos medidos 
 
Como foi descrito anteriormente na presente dissertação, foram criados dois algoritmos 
para se tentar resolver o problema de gravar em memória 25 imagens por segundo. A 
Alocação de uma zonas de 
memória para duas imagens 
Inicializações 
iniciais
Fim da rotina de 
atendimento à interrupção
Activação do 
DMA e PPI
Ciclo While 
infinito
Verificar o registo 
DMA0_CURRENT_Y_COUNT
Alterar o 
Led ligado
Início 
Fim
Interrupção 
via PF3
Ciclo for (compasso 
de espera)
Figura 37 – Algoritmo final de aquisição de 25 imagens por segundo com geração de uma interrupção no final do 
armazenamento em memória de cada uma 
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principal diferença entre eles é a forma de como a interrupção, que indica o fim da gravação 
em memória de uma imagem, é gerada. 
O software que se encontra no ficheiro Video_Input_DMA0_Interrupt.c gera as 
interrupções através do DMA0 e consegue armazenar em memória 12 imagens por segundo. 
 
 
O outro software, que se encontra no ficheiro Video_Input_PF3_Interrupt.c gera as 
interrupções através de um pino externo pertencente ao descodificador ADV7183B, 
conseguindo armazenar uma imagem em memória em 40ms o que corresponde a 25 imagens 
por segundo. 
 
Figura 38 – Tempo gasto pela função Video_Input_DMA0.c para guardar uma imagem e gerar uma interrupção 
Figura 39 – Tempo gasto pela função Video_Input_PF3_Interrupt.c para gravar uma imagem e gerar uma 
interrupção 
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6.3.2. Tipos de imagens capturadas (com e sem blancking) 
 
Como foi abordado na secção 3.1.1, o PPI pode fazer as transferências de dados de uma 
imagem capturada no modo entire field, active video only ou vertical blancking interval only. 
Todo o software desenvolvido suporta os dois modos principais. 
A figura 40 mostra uma captura feita no modo entire field. De notar que, neste modo não 
é eliminado o blancking. 
 
 
A figura 41 mostra uma captura feita no modo active field only, onde neste caso o próprio 
PPI retira o blancking da imagem e transmite unicamente os dois campos importantes. 
 
 
Figura 40 – Imagem capturada no modo entire field 
Figura 41 – Imagem capturada no modo active field only 
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Capítulo VII 
7. Compressão de Vídeo 
Neste capítulo são apresentados detalhadamente os algoritmos desenvolvidos para 
compressão de vídeo. Como foi referido na secção 4.4, o algoritmo de compressão 
desenvolvido é similar ao utilizado pela compressão JPEG [3], onde se utiliza um algoritmo 
de normalização; um algoritmo de transformação por blocos; um algoritmo de quantificação e 
um algoritmo de pesquisa. 
O algoritmo de transformação por blocos que se utilizou foi o DCT (Discrete Cosine 
Transform) que foi retirado de um algoritmo exemplo como se explica na secção 4.3. 
Por último são também apresentados os resultados experimentais deste capítulo. 
7.1. DCT (Discrete Cosine Transform) 
A DCT é uma transformada linear semelhante à transformada discreta de Fourier (DFT), 
que utiliza apenas números reais. Ambas as transformadas operam com amostras de 
comprimento finito. 
A utilidade da transformada discreta do co-seno consiste em converter amostras do 
domínio do tempo para o domínio da frequência. Uma das propriedades da transformada DCT 
de uma imagem é que a informação visível mais importante é concentrada em alguns 
coeficientes [7]. 
A imagem seguinte mostra a localização da informação mais importante na transformada 
DCT. 
 
Figura 42 – Localização da informação relevante na transformada DCT [46] 
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A DCT representa uma imagem como uma soma de sinusoides de várias amplitudes e 
frequências. A variante mais comum da transformada DCT de uma dimensão é tipicamente 
chamada DCT-1D e é utilizada para fazer transformações vectoriais, ou seja, serve para 
calcular a transformada DCT para todas as linhas de uma matriz. A sua expressão é [2]: 
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(7.1) 
 
para 
               . 
A sua transformada inversa é tipicamente chamada IDCT, cuja expressão é 
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               . 
e serve para transformar amostras do domínio da frequência para o domínio do tempo. 
Em ambas as equações Cx é definido por: 
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(7.3) 
 
A variante mais comum da transformada DCT de duas dimensões é tipicamente chamada 
DCT2D e é utilizada para as transformações de sinal e imagem pois calcula a transformada 
para todas as linhas e colunas de blocos de NxN de uma matriz. Tipicamente estes blocos são 
de 8x8 ou 16x16 e esta foi a transformada que se utilizou para transformar as imagens 
recebidas. 
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A sua expressão é: 
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               . 
A transformada inversa é tipicamente chamada IDCT2D e a sua expressão é 
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para 
               . 
Em ambas as equações Cx e Cy são iguais ao Cx definido anteriormente. 
As equações 7.4 e 7.5 podem ainda ser descritas da seguinte forma 
 
       
       
 
(7.6) 
 
onde X é a matriz das amostras, Y a matriz dos coeficientes e A é a matriz de dimensão 
NxN da transformada. A expressão que calcula a matriz A é 
 
         
(    )  
  
 
 
(7.7) 
para  
                
e onde Ci é igual a Cx apresentado anteriormente. 
 
Existem transformadas que descorrelacionam melhor uma imagem do que a DCT, tal 
como a transformada de Karhunen-Loève, mas devido a não ter um algoritmo rápido, não 
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permite uma implementação computacional eficiente ao contrário da DCT. A transformada 
discreta do co-seno é a transformada mais comum ao nível industrial na compactação de 
energia. 
Em conclusão, os motivos pelos quais se escolheu a transformada DCT foram devido a  
ter uma implementação computacional eficiente, ser rápida e principalmente devido a estar 
disponível uma função que implementa a transformada discreta do co-seno de duas 
dimensões, bastante optimizada, disponibilizada pela empresa Analog Devices. 
7.2. Descrição do algoritmo da DCT utilizada 
Nesta secção é explicado o funcionamento da função que faz a transformada DCT, 
fornecida pela empresa Analog Devices [47]. Serão também apresentados resultados 
experimentais. 
A equação Y=AXA
T
 (7.6) permite fazer a transformada DCT de um bloco de NxN, onde 
X é a matriz das amostras, Y a matriz dos coeficientes e A a matriz da transformada. Para 
calcular a matriz A é necessária a equação 7.7 apresentada na secção anterior. Como a função 
r8x8dct funciona com blocos de 8x8, a matriz A apresenta os seguintes valores: 
 
 
 
onde: 
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Como se pode verificar pelos cálculos anteriores, apesar de uma matriz de 8x8 poder 
representar 64 números diferentes, neste caso unicamente são representados sete, repetindo-se 
os mesmos ao longo da mesma. 
Para que a função r8x8dct fosse rápida e eficiente, em vez de calcular a matriz A cada vez 
que a mesma era chamada, os arquitectos desta função criaram um vector com oito 
coeficientes chamado “coef8”, para passar os valores da matriz A para a função, como 
parâmetros de entrada da mesma. 
Como se prova nos cálculos acima apresentados, tratam-se de números fraccionários, 
assim, os arquitectos desta solução decidiram armazenar estes valores no vector “coef8” no 
formato Q15, que é a forma mais utilizada para armazenar números fraccionários. 
As seguintes tabelas fornecem alguma informação sobre o formato Q15. 
 
Number Biggest Smallest 
Fractional number 0.999 -1.000 
Scaled Integer for Q15 32767 -32768 
Decimal Q15 = Decimal x 2
15 
Q15 Integer 
0.5 0.5 x 32768 16384 
0.05 0.05 x 32768 1638 
0.0012 0.0012 x 32768 39 
 
 
Tabela 6 – Faixa dinâmica do formato Q15 
Tabela 7 – Representação do formato Q15 
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O formato Q15 possui ainda outra grande vantagem. Quando um número fraccionário no 
formato Q15 é multiplicado por um número inteiro, se se desprezar os 15 bits menos 
significativos do resultado final, os restantes bits correspondem ao resultado no formato 
inteiro. Desta forma, não são necessários cálculos adicionais para realizar as multiplicações de 
A e A
T
 pela matriz de inteiros X (ver equação 7.6). Apenas é necessário fazer-se um shift à 
esquerda do resultado e desprezar os 16 bits menos significativos. Como cada endereço de 
memória armazena unicamente 1 bytes que corresponde a 8 bits, é mais fácil desprezar os 
menos significativos, bastando fazer-se a leitura do endereço de memória seguinte. 
 
 
A função r8x8dct engloba três parâmetros de entrada. Um deles já foi referido 
anteriormente, que é o vector de coeficientes da matriz A. Os outros dois são dois vectores de 
64 elementos cada. Um desses vectores encontra-se vazio, visto que é utilizado internamente 
pela função. O outro serve apenas para passar os dados da matriz de 8x8 de X. 
Para que a DCT seja calculada é necessário alinhar os valores da matriz X de 8x8 no 
vector in de forma correcta, ou seja, linha a linha. A imagem 44 descreve este processo. 
O resultado final do cálculo da DCT é devolvido no vector in, alinhado da mesma forma. 
É necessário posteriormente voltar a alinhar os dados do vector in, nas suas posições 
correctas, numa nova matriz que represente a DCT calculada. 
 
Figura 43 – Exemplo dos cálculos efectuados 
  
67 
 
 
 
 
7.3. Considerações iniciais 
Como primeira abordagem para a resolução do problema de compressão de vídeo, tentou-
se utilizar o algoritmo exemplo que foi facilitado pelos autores do livro “Embedded Signal 
Processing With The Micro Signal Architecture” [1]. Este algoritmo exige que previamente se 
carregue uma imagem na memória do ADSP BF533 EZ-KIT Lite antes de correr o mesmo, o 
que não era possível neste caso, pois, para se obter uma imagem da câmara é necessário que o 
DSP já esteja em modo run. Desta forma foi necessário alterar o mesmo para atingir os 
objectivos propostos. Para tal,  utilizou-se um algoritmo semelhante ao do capítulo anterior 
para adquirir imagens. Como nesta fase apenas se necessitava de uma imagem, optou-se por 
colocar o DMA a realizar as interrupções e alterar na função Init_DMA o registo de 
configuração do mesmo, a fim de funcionar em modo stop. Desta forma, apenas se adquire 
uma imagem e assim as inicializações e declarações de variáveis são as mesmas que no 
capítulo anterior, facilitando posteriormente a junção dos softwares. 
Nesta primeira abordagem não foram desenvolvidas as funções de quantificação nem de 
pesquisa, pois pretendia-se unicamente saber o tempo que demorava a função r8x8dct a 
calcular a DCT de toda a imagem. Para medir o tempo que a mesma demoraria, utilizou-se 
uma função do DSP chamada clock, que é chamada antes da função que calcula a DCT e 
quando a mesma termina. 
A figura 45 apresenta o diagrama que implementa o algoritmo acima descrito. 
Figura 44 – Formato do vector “in” 
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Após se implementar e correr a solução apresentada no diagrama de blocos anterior, o 
resultado que se obteve foi 2 imagens processadas por segundo. Como se pretendia 
desenvolver um sistema que funcionasse em tempo real, este resultado não era nada 
satisfatório, pois pretendia-se processar 25 imagens por segundo. Para além disso não se 
estavam a utilizar as funções de normalização, de quantificação e pesquisa, o que diminuiria 
ainda mais o número de imagens processadas por segundo. 
Concluiu-se que não se podia utilizar a mesma abordagem que o algoritmo exemplo para 
realizar o objectivo deste capítulo. No entanto, este software serviu para identificar as zonas 
onde a maior parte do tempo do processador estava a ser gasto, ou seja, as mais críticas deste 
algoritmo. 
Verificou-se que a zona do código que organiza a imagem em blocos de 8x8 correspondia 
à zona do algoritmo onde se dispendia grande parte do tempo por parte do processador. Tal 
acontecia porque a imagem encontrava-se armazenada na SDRAM e tentava-se através de 
Alocação de uma zonas de 
memória para duas imagens 
Inicializações 
iniciais
Fim da rotina de 
atendimento à interrupção
Activação do 
DMA e PPI
Ciclo While 
infinito
Organizar a matriz da 
imagem em blocos de 8x8
Início 
Fim
Interrupção 
via DMA0
Ciclo for (compasso 
de espera)
Ciclo for para chamar 
a função r8x8dct.asm
Imprimir no ecrã o número de 
imagens processadas por segundo
Chamar a 
função clock
Chamar a 
função clock
Figura 45 – Algoritmo implementado 
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ciclos for organizá-la o que provoca grande latência pois o processador necessitava de ler e 
escrever na memória externa inúmeras vezes. 
A solução encontrada foi a utilização do MDMA que é uma ferramenta que o DSP possui 
para fazer transferências de memória para memória sem a utilização do processador. Desta 
forma consegue-se colocar blocos de informação já organizada na SRAM, onde a latência é 
quase nula, podendo assim o processador fazer o cálculo da DCT. 
Decidiu-se também realizar as funções de subtracção/normalização, de quantificação e de 
pesquisa em linguagem Assembly, para assim poderem ser mais optimizadas e se tirar o 
máximo partido ao ADSP BF533 EZ-KIT Lite. 
7.4. Funções Assembly desenvolvidas e algoritmo final 
Nesta secção explicam-se as funções Assembly [18] desenvolvidas, o porquê de se ter 
optado por esta linguagem e finalmente, algoritmo final usado. 
Como se apresentou na secção anterior, um dos problemas temporais que existia para se 
conseguir criar um sistema de tempo real era organizar a informação que estava guardada na 
memória externa (SDRAM) de forma correcta na memória interna (SRAM), a fim de se usar a 
função r8x8dct.asm. 
Tal foi conseguido com a utilização da ferramenta MDMA disponibilizada neste 
processador. Com esta ferramenta a funcionar, verificou-se que o tempo de transferência de 
uma imagem completa da memória externa para a memória interna era bastante rápido. O que 
era óptimo, visto se estar a trabalhar com um sistema PAL que transmite 25 imagens por 
segundo para o processador. Assim, obteve-se uma boa margem de tempo entre o fim da 
transferência da imagem completa da memória externa para a memória interna e o inicio da 
transferência de uma nova imagem. Este intervalo de tempo que existe entre as transferências 
é a janela temporal que se utiliza para a transferência via TCP/IP. 
Como a transferência da imagem via MDMA não ocupa tempo de processador e como a 
imagem não é transferida toda de uma vez, devido à memória interna SRAM ser limitada, a 
mesma é feita em 144 vezes com 90 blocos de 8x8 elementos de cada vez. O pretendido era 
que as funções que executam a normalização, o cálculo da DCT, a quantificação e a pesquisa 
demorassem menos tempo que a transferência do vector de 90 blocos de 8x8 elementos, para 
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que assim, quando uma transferência se finalizasse, o processador pudesse começar a 
processar de imediato. 
Verificou-se que, para cumprir este objectivo, não se podia desenvolver o software em 
linguagem C como se tinha realizado até então, mas sim em linguagem Assembly, a fim de 
que o processamento fosse mais rápido. 
Começou-se por desenvolver a função que implementava a normalização dos valores [3] 
[4], ou seja, subtraia-se 128 a todos os elementos e verificou-se que a primeira versão que se 
criou, sem existir uma grande preocupação com optimizações, já era 16x mais rápida que a 
mesma função em linguagem C optimizada. 
Após se estudar detalhadamente o manual Assembly do processador, verificou-se que 
este tempo poderia ainda ser melhorado, através da paralelização de instruções, uma 
funcionalidade permitida pelo processador. Assim, conseguiu-se que a função de subtracção 
melhorasse ainda mais o seu desempenho, sendo 23 vezes mais rápida que com o algoritmo 
em linguagem C. 
Com os conhecimentos que se adquiriram ao desenvolver a função que executa a 
normalização dos valores, tornou-se mais fácil desenvolver as funções que implementam a 
quantificação e a pesquisa dos mesmos. 
A função de quantificação [5] [6] consiste na divisão dos valores que a função DCT 
devolve por uma tabela de valores previamente definida e que é um standard do formato 
JPEG. Esta divisão consistiu num desafio, uma vez que o processador não possuía nenhuma 
unidade capaz de fazer divisões, fazendo unicamente somas, subtracções e multiplicações. 
Assim, o tempo que o processador despendia ao tentar simular uma divisão através de 
algumas multiplicações era demasiado grande. 
A solução encontrada foi a mesma que a apresentada na função r8x8dct.asm que calcula a 
DCT através da utilização do formato Q15. Em vez de se armazenar os valores da tabela 
standard em memória no formato inteiro, os mesmos iriam sendo armazenados no formato 
Q15, pois, previamente, iria-se realizar a divisão destes valores por 1/x. Desta forma, os 
valores da tabela standard já poderiam ser multiplicados directamente pelos valores que 
resultavam da transformada da DCT. 
Verificou-se, ainda, que este processo poderia ser optimizado pelo facto do processador 
poder fazer duas multiplicações em simultâneo, visto possuir dois acumuladores de 40 bits. 
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A função de pesquisa percorre toda a tabela, depois de ser quantificada, num formato 
zig_zag, tal com é apresentado na figura 46. 
 
 
O objectivo desta função é encontrar zeros seguidos. Como a informação mais importante 
se encontra no canto superior esquerdo dos blocos de 8x8, e devido a se ter quantificado os 
mesmos, grande parte dos valores passaram a ser zeros, os quais não tem interesse transmitir. 
Portanto, a função zig_zag iria ler os valores dos blocos de 8x8 do vector, e quando 
encontrasse 3 ou 5 zeros seguidos, dependendo do algoritmo utilizado, pararia de realizar a 
pesquisa, armazenando os valores lidos até ao momento num vector para transmissão e 
passaria para o bloco de 8x8 seguinte. 
Estas funções também sofreram algumas melhorias e optimizações desde a primeira 
função desenvolvida. 
Após se implementarem as quatro funções, a de normalização, a da transformada DCT, a 
de quantificação e a de pesquisa, o último passo seria integrar todas estas funções numa só, 
visto que o processador desperdiça algum tempo a fazer chamadas de funções e assim só 
chamaria uma única função. 
A figura 47 apresenta o diagrama que descreve a sequência de funções acima descritas. 
Para concluir esta secção, apresenta-se um diagrama de blocos onde toda a solução de 
interrupções, processamento e pesquisa estão integradas. A figura 48 apresenta-o. 
 
Figura 46 – Varrimento em zig-zag [48] 
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Figura 48 – Algoritmo final de aquisição e compressão vídeo em tempo real 
  
73 
 
 
 
7.5. Resultados experimentais 
Na presente secção demonstram-se os resultados experimentais obtidos. Numa primeira 
fase, é verificada a veracidade da função r8x8dct, seguindo-se os tempos medidos nas funções 
descritas anteriormente e por último o erro médio na compressão de vídeo. 
7.5.1. Validação da veracidade da função r8x8dct.asm 
 
Este teste realizou-se com o intuito de validar a veracidade da função r8x8dct.asm, 
fornecida pela empresa Analog Devices, que tem como função calcular a transformada DCT 
de blocos de 8x8 elementos. Para tal, foi comparada com a função que calcula a transformada 
DCT no Matlab e calculado o erro médio entre as duas. Desta forma, verifica-se se os cálculos 
a ser efectuados no DSP são realizados da forma correcta. 
Assim, gerou-se uma matriz aleatória com 8 linhas e 720 colunas em Matlab, com valores 
entre 0 e 255, para simular um vector de 90 blocos de 8x8 elementos, que é o vector típico 
usado no software discutido neste capítulo. Desta forma não se teriam que fazer grandes 
alterações ao algoritmo para fazer o teste da função r8x8dct. 
Foram desenvolvidos três cenários para se poder testar e comparar as duas funções que 
calculam a transformada DCT. A figura 49 apresenta esses mesmos cenários: 
 
 
-128 r8x8idct.am
DCT2
r8x8dct.asm +128
IDCT2
X X' X^
-128 +128
X X'' X^^
ADSP BF533 EZ-KIT Lite
Matlab
-128 r8x8dct.asm
X
IDCT2 +128
X^^^X'
ADSP BF533 EZ-KIT Lite Matlab
Figura 49 – Cenários desenvolvidos para testar a função r8x8dct.asm 
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Nos cenários acima descritos foi necessário utilizar também a função IDCT do Matlab e a 
função r8x8idct da empresa Analog Devices, pois era necessário testar a transformada inversa 
para recuperar os dados enviados. 
No primeiro cenário, inicialmente subtrai-se 128 a todos os elementos da matriz, 
seguindo-se o cálculo da DCT, o cálculo da IDCT e por último soma-se 128 aos elementos. 
O segundo cenário é idêntico ao primeiro, só que neste caso, em vez de ser realizado num 
computador com o programa Matlab é realizado no processador ADSP BF533 do KIT. 
O terceiro e último cenário, utiliza o ADSP BF533 para realizar o cálculo da DCT e o 
Matlab para o cálculo da IDCT, pois esta é a forma como se pretende fazer a compressão e 
descompressão das imagens. 
Este terceiro cenário, serve também para verificar se a DCT é bem calculada, pois 
poderia acontecer que a função r8x8dct calculasse mal a DCT, mas a função IDCT 
conseguisse recuperar os valores, visto esta poder funcionar também incorrectamente. 
Os erros médios calculados são (ver figura 49): 
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Onde L=8 linhas e C = 720 colunas. 
Os seus respectivos valores são: 
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Como se pode verificar, o erro médio é inferior a 1, ou seja, o valor dos elementos de 
uma imagem ao serem recuperados variam no máximo uma unidade. Verifica-se que os 
resultados do cálculo da DCT pelo processador ADSP BF533 quase não diferem dos 
resultados calculados pelo Matlab. 
 
7.5.2. Tempos medidos  
 
Nesta secção irão ser apresentados os tempos medidos mais importantes na fase de 
compressão de vídeo. Na secção 7.4 refere-se que foram desenvolvidas quatro funções 
importantes para se comprimir uma imagem. Estas funções têm o intuito de normalizar a 
imagem, subtraindo a todos os elementos 128; de calcular a transformada DCT; de quantificar 
e de fazer uma pesquisa por zeros seguidos na mesma. 
Foram desenvolvidas várias versões destas funções à medida que se conhecia melhor a 
plataforma. Nesta secção, unicamente se apresentarão os tempos das versões finais das 
mesmas. 
Foi também nesta fase do trabalho desenvolvido que se introduziu uma nova forma de 
interrupções, via MDMA, pois este é o controlador responsável por transferir o vector de 90 
blocos de 8x8 da memória externa (SDRAM) para a memória interna (SRAM) de forma a 
serem processados pelas quatro funções anteriormente referidas. 
Na tabela 8 encontram-se expostos os tempos medidos para a transferência via MDMA 
de um vector de 90 blocos de 8x8 elementos e de uma imagem completa. 
Após a transferência se ter realizado, e ser iniciada uma nova transferência, é chamada a 
função que executa a subtracção de 128 a todos os elementos de um vector de 90 blocos de 
8x8, ou seja, a 5760 elementos. Na tabela 8 também se encontram representados os tempos da 
subtracção total de um vector e de uma imagem completa. 
A seguinte função a ser utilizada foi a função fornecida pela empresa Analog Devices que 
realiza a transformada DCT de um bloco de 8x8 em 0.5572391μs ou 330 ciclos de relógio. 
Esta função encontra-se integrada numa outra função geral desenvolvida 
(start_processing.asm), como foi apresentado na secção 7.4, onde é chamada 90 vezes para 
calcular a transformada DCT de um vector de 90 blocos de 8x8. Também se encontram 
representados na tabela 8 os tempos medidos para a transformação de um vector de 90 blocos 
de 8x8 elementos e para uma imagem completa. 
  
76 
 
 
 
A função que executa a quantização é utilizada imediatamente após finalizar a 
transformada DCT e demora 0.2996633μs ou 178 ciclos de relógio a quantificar um bloco de 
8x8. Depois de se terminar a quantização do bloco de 8x8 é utilizada a função Zig-Zag que 
demora 1.491583μs ou 886 ciclos de relógio a percorrer todo o bloco. 
Como a função Zig-Zag não precisa de percorrer todo o vector, pois procura zeros 
seguidos, fundiu-se a função de quantização com a função Zig-Zag e o tempo que ambas 
demoram a percorrer na totalidade um vector de 90 blocos de 8x8 elementos encontra-se 
também representado na tabela 8, assim como o tempo que demoram a percorrer a totalidade 
de uma imagem. No entanto, os valores representados na tabela para a junção da função de 
quantização com a função zig-zag são meramente informativos, visto que nunca são atingidos 
devido a que a função zig-zag nunca tem que percorrer todo o bloco de 8x8. Assim, um valor 
mais próximo da realidade corresponderia a um quarto do apresentado, ou seja, 
aproximadamente 7ms para toda uma imagem. 
 
Função Tipo Tempo Ciclos de relógio 
Transferência 
MDMA 
Vector de 90 blocos 
de 8x8 elementos 
≈ 0.1ms 66168 
Transferência 
MDMA 
Imagem completa ≈ 17ms 9894830 
Subtracção de 128 Vector de 90 blocos 
de 8x8 elementos 
≈ 10μs 5831 
Subtracção de 128 Imagem completa ≈ 1.5ms  
Transformada DCT Vector de 90 blocos 
de 8x8 elementos 
≈ 50μs 29433 
Transformada DCT Imagem completa ≈ 7.2ms  
Quantização e  
Zig-Zag 
Vector de 90 blocos 
de 8x8 elementos 
≈ 0.2ms 108672  
Quantização e  
Zig-Zag 
Imagem completa ≈ 26ms  
Tabela 8 – Tempos medidos para as funções individualmente 
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Com a função Zig-Zag a procurar três zeros seguidos, mediu-se o tempo total que todas 
estas funções demoram a processar um vector de 90 blocos de 8x8 elementos e o tempo total 
para uma imagem completa. Estes tempos estão representados na tabela 7.4. 
Mediu-se também o tempo que o processador demora a comprimir um vector de 90 
blocos de 8x8 elementos, mas desta vez a função Zig-Zag pesquiza cinco zeros seguidos, 
assim como o tempo que demora a comprimir uma imagem completa. Estes tempos também 
estão representados na tabela 9. 
 
Função Tipo Tempo Ciclos de relógio 
Transferência 
MDMA 
Vector de 90 blocos 
de 8x8 elementos 
≈ 0.1ms 66168 
Transferência 
MDMA 
Imagem completa ≈ 17ms 9894830 
Compressão com a 
função Zig-Zag a 
pesquizar 3 zeros 
Vector de 90 blocos 
de 8x8 elementos 
≈ 87μs 51442 
Compressão com a 
função Zig-Zag a 
pesquizar 3 zeros 
Imagem completa ≈ 17ms 9935420 
Compressão com a 
função Zig-Zag a 
pesquizar 5 zeros 
Vector de 90 blocos 
de 8x8 elementos 
≈ 92μs 54656 
Compressão com a 
função Zig-Zag a 
pesquizar 5 zeros 
Imagem completa ≈ 17ms 9939495 
O processamento da imagem é tão rápido como a velocidade a que o controlador MDMA 
realiza a transferência. Como este tempo não pode ser manipulado, torna-se o valor máximo 
do sistema. De notar que, ao se fazer uma pesquisa por cinco zeros o tempo quase não varia, 
mas a qualidade de informação aumenta, no entanto o tamanho da imagem comprimida 
também. 
Tabela 9 – Tempos medidos para as funções em conjunto 
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7.5.3. Erro médio na compressão de vídeo 
 
Esta experiencia teve o intuito de determinar o erro médio e a percentagem de 
compressão entre as imagens originais capturadas e as imagens recuperadas após o processo 
de compressão. 
Foram desenvolvidos dois algoritmos em Matlab que permitiram determinar o erro 
médio, sendo um deles utilizado quando a função Zig-Zag executa pesquisas por três zeros 
seguidos (Teste_3_zeros.m) e o outro, quando o faz por cinco zeros seguidos 
(Teste_5_zeros.m). 
Para que cada um destes algoritmos funcionasse, foi necessário que previamente fossem 
capturadas e guardadas em ficheiros binários, uma imagem original e uma imagem processada 
com pesquiza por três ou cinco zeros respectivamente. 
Este algoritmo utiliza a função IDCT do Matlab para calcular a transformada inversa da 
DCT, e como se referiu na secção 7.5.1 o erro médio quando o Matlab recupera uma imagem 
processada pela função que faz a transformada DCT no ADSP BF533 é menor que 1. Sendo 
que, não é significativo o erro introduzido pelo Matlab. 
A figura 50 demostra o cenário implementado. 
 
 
O erro médio da imagem recuperada foi calculado pela fórmula (ver figura 50): 
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Pesquisa por zeros seguidos e 
reposicionamento em matriz
Multiplicação pela 
matriz de quantização
quantização
zig-zag
X'
X
X''
-128 r8x8dct.asm
IDCT2 +128
ADSP BF533 EZ-KIT Lite
Matlab
Figura 50 – Cenários desenvolvidos para medir o erro médio 
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Onde L=576 linhas e C=720 colunas, para cada componente de cor Y, Cb e Cr e o 
tamanho da imagem comprimida em percentagem em relação à imagem original foi calculado 
pela fórmula (ver figura 50): 
(
    (  )
    ( )
)      
A tabela 7.5 apresenta os resultados do erro médio medido, para cada componente de cor 
Y, Cb e Cr, assim como o tamanho da imagem comprimida em percentagem em relação à 
imagem original. 
 
Tipo de pesquisa Erro de Y Erro de Cb Erro de Cr % de compressão 
3 zeros 7 3 2 91.54 
5 zeros 7 2 2 87.84 
As figuras 51 e 52, constituem exemplos da imagem original e da recuperada com 
pesquisa da função Zig-Zag por 3 zeros seguidos. 
 
 
Tabela 10 – Erro médio e percentagem de compressão 
Figura 51 – Imagem original no modo active field only 
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Figura 52 – Imagem recuperada depois da pesquisa da função Zig-Zag por 3 zeros seguidos 
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Capítulo VIII 
8. Envio e recepção de dados via TCP/IP 
Seguidamente é descrito o software desenvolvido para ser possível o envio e recepção 
das imagens processadas pelo ADSP BF533 EZ-KIT Lite via TCP/IP [8]. Este software 
implementa um típico cliente/servidor. 
8.1. Envio de dados pelo BF533 
Como se referiu na secção 4.3, o processo de envio e recepção de dados via TCP/IP foi 
baseado num algoritmo exemplo já existente, propriedade da empresa Analog Devices, que 
inicializava e configurava o processador para o envio de tramas através do protocolo TCP/IP. 
No ambiente de programação Analog Devices Visual DSP++, que é fornecido com o kit, 
existem opções bastante simples que realizam algumas configurações iniciais para se poder 
trabalhar com o USB_LAN_EZ_EXTENDER. Quando se tenta criar um novo projecto no 
ambiente de programação, um dos tipos presentes é LWIP Ethernet application. Este tipo de 
projecto, imediatamente após ser criado, pode ser compilado pois já possui algum software 
associado que permite que o KIT, caso esteja ligado à rede através de um cabo Ethernet, tente 
adquirir um endereço IP para a placa e, caso o consiga, imprime-o no ecrã. Desta forma, 
apenas é necessário iniciar as ligações correspondentes, para iniciar as transferências de 
pacotes através do protocolo TCP/IP. 
Após a placa adquirir um endereço IP, se se fizer um ping de outro computador na mesma 
rede para o IP da placa, ela responde. 
Para que o envio de pacotes seja possível são necessárias duas máquinas, uma delas 
destina-se ao envio dos pacotes, neste caso o KIT, enquanto que a outra se destina a receber 
os mesmos. Assim, o programa que vai correr no Kit é o transmissor. 
Inicialmente, quando se cria um projecto na pasta “Source Files”, existe um ficheiro 
chamado lwip_sysboot_threadtype.c, que é o programa principal, ou seja, pode considerar-se 
o ficheiro que contem a função main( ), só que neste caso a função main( ) chama-se 
lwip_sysboot_threadtype_RunFunction( ), e é nela que se irá definir os parâmetros de como 
se vão transmitir e para onde vão os dados. 
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É nesta função que se encontra implementado o algoritmo que permite adquirir um 
endereço IP para a placa e posteriormente imprimi-lo no ecrã caso seja possível. 
Imediatamente após esta função que imprime o IP, adicionaram-se as funções de ligação, as 
quais se irão descrever seguidamente, e que permitem realizar a transmissão dos pacotes. 
 A primeira função a ser implementada denomina-se socket( ) que tem como função 
criar um TCP ou UDP socket, cujos parâmetros de entrada são socket(int protocolFamily, int 
type, int protocolo). O protocolFamily para ligações TCP/IP é sempre PF_INET, o tipo de 
socket é o SOCK_STREAM e o protocolo, sempre associado ao tipo que se define, é ‘0’. De 
notar que no programa receptor este parâmetro é IPPROTO_TCP. 
 A segunda função a ser adicionada denomina-se bind( ), onde se introduz o endereço 
de internet local e o porto para o socket. 
 A terceira função, chamada listen( ), indica quando o socket está pronto a receber 
ligações. 
 A última função adicionada, accept( ), espera por uma ligação para o endereço e porto 
que foram introduzidos anteriormente. 
Nesta fase, o programa fica à espera que um chamador pretenda iniciar uma transferência 
com aquele IP e aquele porto. Caso isso aconteça, são chamadas todas as funções descritas 
nos capítulos 6 e 7 para fazer a aquisição e processamento de uma imagem. Como já foi dito 
anteriormente, o grande problema deste KIT é a falta de espaço em memória SRAM. Assim, o 
MDMA realiza as transferências de 90 blocos de 8x8 elementos, da memória externa para a 
memória interna, 144 vezes, por cada imagem. 
Quando se finaliza o processamento do vector de 90 blocos de 8x8 elementos, ou seja, 
quando a função zig_zag já colocou os elementos mais importantes numa zona de 
transferência, é chamada a função send( ) cujos parâmetros de entrada são um ponteiro para o 
início da zona de memória que se quer transmitir, o tamanho do vector que se quer transmitir 
e os parâmetros recebidos na função accept( ) do destinatário, neste caso o chamador/receptor. 
Quando não se pretende realizar mais transferências é chamada a função close( ) que 
termina a comunicação no socket. 
O diagrama de blocos apresentado na figura 53 ajuda a compreender melhor todas as 
funções descritas anteriormente. 
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8.2. Recepção de dados pelo computador 
O programa desenvolvido actua como chamador e receptor do vídeo, pois o envio de 
dados só é iniciado pelo processador ADSP BF533 quando é estabelecida uma ligação 
TCP/IP, como se constatou na secção anterior. 
Tal como no programa descrito anteriormente para enviar dados, este software também 
apresenta uma série de funções muito semelhantes para estabelecer a ligação. No entanto, o 
algoritmo do programa chamador/receptor é muito mais simples que o transmissor, pois não 
tem que interagir com as placas ADSP BF533 EZ-KIT Lite e USB-LAN-EXTENDER. 
Alocação de uma zonas de 
memória para duas imagens 
Inicializações 
iniciais
Fim da rotina de 
atendimento à interrupção
Activação do 
DMA e PPI
Ciclo While 
infinito
Verificar o registo 
DMA0_CURRENT_Y_COUNT
Alterar o 
Led ligado
Início 
Fim
Interrupção 
via PF3
Ciclo for (compasso 
de espera)
Inicialização dos vectores de 
transferencia para o MDMA
Activar o 
MDMA
Colocar a 1 o contador de 
transferencias do MDMA
if (contador_MDMA != 144)
Carregar novamente o MDMA e 
iniciar uma nova transferência
Interrupção 
via MDMA
Incrementa o contador de 
transferências MDMA
Funções assembly
if (contador_MDMA == 145)
contador_MDMA = 0 
Desligar o MDMA
Fim da rotina de 
atendimento à interrupção
True
True False
False
Configurações para 
comunicação ETHERNET
Aquisição de um 
endereço IP
função socket( ), bind( ), 
listen( ) e accept( )
send( )
Figura 53 – Algoritmo final de aquisição, compressão e envio via TCP/IP de vídeo em tempo real 
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Para que a ligação seja possível, é necessário introduzir no programa chamador o 
endereço IP e a porta que foi atribuída à placa, caso contrário não se consegue fazer a ligação. 
De seguida vai-se descrever a sequência de funções a serem chamadas para que a ligação 
seja possível. 
 A primeira função a ser chamada é, tal como no transmissor, a função socket( ) com os 
mesmos parâmetros que foram definidos na secção anterior, só que neste caso o protocolo, 
como referimos anteriormente, é IPPROTO_TCP para o programa chamador. 
 A segunda função a ser chamada é o connect( ), que tal como o nome indica, 
estabelece a ligação entre o socket dado e o socket associado, ou seja, o socket do 
chamador/receptor e o socket do transmissor. 
 A terceira função a ser chamada é o recv( ) que é a função responsável por receber os 
pacotes de dados enviados via TCP/IP pelo processador. 
O diagrama de blocos seguinte ajuda a compreender a sequência das funções descritas 
anteriormente. 
 
Iniciar um File para escrita
socket( )
Ciclo While
recv( )
Início 
Fim
connect( )
Escrita no 
ficheiro
Figura 54 – Algoritmo do chamador/receptor 
  
85 
 
 
 
Capítulo IX 
9. Detecção e seguimento de objecto de interesse 
Como referido no capítulo introdutório, um dos objectivos desta dissertação era o de 
detectar e seguir objectos de interesse. 
Existem várias formas de detectar objectos de interesse, sendo uma delas pela forma do 
objecto, no entanto este método requer um algoritmo computacional bastante complexo. 
Outra forma de detectar objectos de interesse é através da cor. Caso a mesma seja distinta das 
cores que a rodeiam. Esta forma de detecção não requer algoritmos muito complexos e é 
rápida de se executar. 
O objecto de interesse nesta dissertação é a bola de jogo, que é idêntica à utilizada nos 
jogos de futebol humanos, e cujo peso, forma e dimensão estão de acordo com as normas da 
FIFA (ver figura 55). 
 
Tendo em conta as regras em vigor até ao momento, para a modalidade de futebol 
robótico, a cor da bola em jogo pode ser variável mas unicolor, sendo, no entanto, diferente da 
cor do piso do campo de jogo que, tipicamente, é de cor verde e das linhas que o marcam e 
delimitam que são de cor branca. Assim, a cor da bola diferencia-se bastante das cores que a 
rodeiam. Por este motivo optou-se que a detecção da bola seria feita pela cor. 
Este capítulo descreve o algoritmo implementado para detectar e seguir a bola, bem como 
os resultados experimentais obtidos. 
Figura 55 – Bola de jogo [35] 
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9.1. Algoritmo de detecção e seguimento implementado 
Como se referiu anteriormente, o objecto de interesse nesta dissertação é a bola e o que se 
pretende é colocar a mesma no centro da imagem. Para tal, começou-se por desenvolver um 
algoritmo que fosse capaz de percorrer a imagem capturada em busca de uma determinada cor 
que estaria numa gama pré-definida. Como o espaço de cor utilizado é o YCbCr, cuja 
representação cúbica foi demonstrada anteriormente, sabia-se que a gama que representava a 
zona de interesse seria definida por um cubo mais pequeno no interior do cubo desse mesmo 
espaço de cor. Desta forma, bastaria definir inicialmente um Ymin e Ymax, um Cb min e Cb max e 
um Cr min e Cr max, para representar esta gama de interesse. Assim, já seria possível comparar 
as amostras e determinar se correspondia a um positivo, ou seja, uma cor na gama de 
interesse. 
Com o conhecimento que se adquiriu com a fase de compressão de vídeo, sabia-se que 
não se poderia transferir toda a imagem para a memória interna (SRAM), pois não existia 
espaço suficiente. Logo, tinha-se que transferir pequenas partes da mesma. Contudo, desta vez 
não era necessário transferir todas as linhas, pois como se comprovou anteriormente, quando 
o PPI transfere uma imagem no modo active field, o resultado é uma imagem com dois fields 
quase simétricos e iguais. Assim, bastaria transferir um único field para fazer a pesquisa. 
Um field é constituído por 288 linhas e 1440 colunas, mas concluiu-se que para fazer uma 
pesquisa de cor, não era necessário fazer a transferência de todas as linhas e todas as colunas, 
pois o objecto de interesse ocupa várias linhas e várias colunas seguidas no field e a 
localização é igualmente precisa, demorando menos tempo o decorrer de todo o processo. 
Optou-se por transferir uma linha por cada quatro e nessa linha unicamente se transferia o 
primeiro bloco de 32 bits correspondente a CbYCrY por cada quatro blocos. Desta forma 
unicamente se faziam três transferências da memória externa SDRAM para a memória interna 
SRAM, pois o espaço reservado na memória interna era o mesmo que foi apresentado no 
capítulo de compressão de vídeo, de forma a reutilizar o software e integrá-lo mais facilmente 
em todo o sistema. 
A imagem 56 demonstra a forma como são seleccionados os blocos a serem transferidos 
da memória externa para a memória interna.  
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Tal como no capítulo de compressão de vídeo, nesta parte do processo também é 
chamada a ferramenta para executar transferências de memória MDMA, que neste caso é 
chamada quando o processo de compressão se finaliza. 
Após se ter conseguido realizar a transferência da informação pretendida para a memória 
interna, a fim de ser analisada, o próximo passo seria desenvolver um algoritmo capaz de 
percorrer o vector transferido e detectar as amostras pertencentes à gama de cor pretendida. 
Contudo, sabia-se por experiências anteriores que não se podia fazer o software em linguagem 
C pelo excessivo tempo que demorava. Assim, optou-se por realizar o algoritmo de pesquisa 
também em linguagem Assembly [18]. 
O algoritmo Assembly implementado calcula o centro de massa pesquisando as cores na 
gama de interesse e, caso haja um positivo, incrementa um contador de positivos detectados e 
soma a posição horizontal da cor detectada a uma variável e a posição vertical a outra. No 
final, quando finalizada a pesquisa, são divididas estas variáveis da posição horizontal e 
vertical pelo número de positivos detectados, obtendo-se assim o centro de massa do objecto 
de interesse. 
Finalmente falta apenas construir uma trama para enviar as ordens aos servos Dynamixel 
[19]. Para facilitar a construção da mesma, definiram-se certos valores como constantes, como 
a velocidade ou o esforço de torção (torque). Só era necessário calcular o ângulo que os 
servos precisavam de se deslocar e o Check Sum da trama. 
Verificou-se que a abertura angular da câmara utilizada era de 50º na vertical e 60º na 
horizontal. Sabe-se também que os servos Dynamixel estão centrados quando assumem uma 
posição angular de 150º. 
Com base nestes dados, é possível calcular o incremento ou decremento que é necessário 
realizar para que os servos coloquem sempre o objecto de interesse no centro da imagem. 
Figura 56 – Blocos transferidos para a pesquisa de cor na SRAM 
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O diagrama de blocos seguinte ajuda a compreender melhor a sequência de funções 
descritas anteriormente e a forma como este algoritmo se integra nos softwares apresentados 
nos capítulos anteriores. 
 
Alocação de uma zonas de 
memória para duas imagens 
Inicializações 
iniciais
Fim da rotina de 
atendimento à interrupção
Activação do 
DMA e PPI
Ciclo While 
infinito
Verificar o registo 
DMA0_CURRENT_Y_COUNT
Alterar o 
Led ligado
Início 
Fim
Interrupção 
via PF3
Ciclo for (compasso 
de espera)
Inicialização dos vectores de 
transferencia para o MDMA
Activar o 
MDMA0
Colocar a 1 o contador de 
transferencias do MDMA0
if (contador_MDMA0 != 144)
Carregar novamente o MDMA0 
e iniciar uma nova transferência
Interrupção 
via MDMA0
Incrementa o contador de 
transferências MDMA0
Funções assembly
if (contador_MDMA0 == 145)
contador_MDMA0 = 0
Desligar o MDMA0
Activar o MDMA1
Colocar a 1 o contador de 
transferencias do MDMA1
Fim da rotina de 
atendimento à interrupção
True
True False
False
Configurações para 
comunicação ETHERNET
Aquisição de um 
endereço IP
função socket( ), bind( ), 
listen( ) e accept( )
send( )
if (contador_MDMA1 == 3)
Carregar novamente o MDMA1 
e iniciar uma nova transferência
Interrupção 
via MDMA1
Desligar o 
MDMA1
Activar o envio da trama 
via DMA_UART
Construir a trama dos servos 
Dynamixel
Fim da rotina de 
atendimento à interrupção
TrueFalse
Calcular o ângulo que o 
centro de massa do objecto 
de interesse está desviado 
do centro da imagem
Incrementa o contador de 
transferências MDMA0
Funções assembly de 
pesquisa
Funções assembly de 
pesquisa
Figura 57 – Algoritmo final de aquisição, compressão e envio via TCP/IP de vídeo em tempo real com pesquisa de 
objecto de interesse 
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Através das seguintes fórmulas, consegue-se calcular o desvio em graus que o centro de 
massa do objecto de interesse está deslocado do centro da imagem. 
 
  
      
 
  
 
(9.1) 
  
      
 
  
 
(9.2) 
onde dCM corresponde à distancia do centro de massa do objecto de interesse do centro da 
imagem. 
9.2. Resultados experimentais 
Esta secção aborda os resultados experimentais obtidos. Numa primeira fase, são 
apresentados os tempos medidos das funções descritas anteriormente, seguindo-se o algoritmo 
desenvolvido para calcular o baud rate utilizado. 
 
9.2.1. Tempos medidos e dados transferidos 
 
Nesta secção é explicado o algoritmo desenvolvido para realizar a detecção e seguimento 
de um objecto de interesse. Para tal, foi necessário realizar transferências de dados via 
MDMA para a memória interna. 
A figura 58 mostra uma imagem que foi transferida para a memória interna, após o 
processo de decimação. 
 
Dado a memória interna possuir um tamanho reduzido, todas estas transferências tiveram 
que ser executadas em três vezes. 
Figura 58 – Imagem transferida para a memória interna 
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Na tabela 11, apresentam-se os tempos medidos para uma destas transferências. Depois 
de se executar a transferência, é utilizada uma função Assembly que procura o objecto de 
interesse em todo o vector transferido. O tempo que esta função demora a percorrer todo o 
vector também foi medido e encontra-se igualmente representado na tabela 11. Por fim, 
mediu-se o tempo que todo o processo de detecção e seguimento de um objecto de interesse 
demora. O resultado obtido também se encontra representado na tabela 11. 
 
Descrição Tempo Ciclos 
Tempo de uma transferência 
via MDMA 
≈ 57μs 33922 
Tempo de execução da 
função pesquisa.asm para 
uma transferência 
 
≈ 70μs 
 
41387 
Tempo de pesquisa de uma 
imagem completa 
≈ 0.3ms 159806 
9.2.2. Baud rate utilizado 
 
Ambos os dispositivos apresentam fórmulas diferentes para calcular o respectivo baud 
rate. Se a frequência do mesmo não for practicamente igual em ambos, não existe 
comunicação entre eles. Desta forma foi desenvolvido um algoritmo simples em Matlab 
guardado no ficheiro baud_rate.m, para se determinar o maior baud rate possível de se utilizar 
entre os dois dispositivos. 
A fórmula para se calcular o baud rate nos motores Dynamixel é 
 
   
  
   
 
(9.3) 
 
onde x pode variar de 1 a 254. 
 
 
Tabela 11 – Tempos medidos na fase de seguimento e detecção de um objecto de interesse 
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A fórmula para se calcular o baud rate no processador ADSP BF533 é 
 
   
    
      
 
(9.4) 
 
onde SCLK é 118MHz pelas configurações que se fizeram na placa através dos algoritmos 
desenvolvidos e DIV é uma variável que é armazenada e configurada em dois registos de 16 
bits chamados UART_DLL e UART_DLH. 
O que se pretendia era que os dois baud rate fossem iguais. Assim, igualaram-se as duas 
fórmulas, obtendo-se a seguinte equação: 
 
    
  (   )
  
   
(9.5) 
 
Como as variações possíveis da variável x são menores que as da variável DIV criou-se 
um vector de 1 a 254 para realizar a conversão. Os valores calculados para o DIV foram 
posteriormente arredondados e foi calculado, para cada valor correspondente, o baud rate do 
processador ADSP BF533 e dos motores Dynamixel. 
A tabela 12 apresenta um extrato inicial do cálculo do erro entre os dois valores de baud 
rate. 
 
X 1 2 3 4 5 6 7 8 9 
Erro 5.357 0.568 5.357 2.430 0.568 3.25 1.724 0.568 2.430 
X 10 11 12 13 14 15 16 ... 254 
Erro 1.406 0.568 1.994 1.225 0.568 0 1.108 ... 0.033 
Como se pode verificar na tabela 12, o primeiro valor onde o erro é zero corresponde a 
X=15, ou seja, o baud rate do motor Dynamixel é igual ao do processador ADSP BF533. 
A frequência de baud rate que se obtém para X=15 é 125000Hz. 
 
 
 
Tabela 12 – Calculo do erro de baud rate entre o processador ADSP BF533 e os servos Dynamixel 
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Capítulo X 
10. Conclusões e trabalho futuro 
Neste capítulo é realizada uma análise dos resultados obtidos, bem como dos objectivos a 
que esta dissertação se propunha. 
Finalmente são indicadas sugestões de trabalho futuro, como forma de dar continuidade 
ao trabalho desenvolvido nesta dissertação. 
10.1. Conclusões 
Existem vários problemas associados ao uso de câmaras inteligentes. Um deles e talvez o 
mais difícil de ultrapassar, é conseguir um algoritmo suficientemente robusto de forma a que 
as mesmas consigam separar a informação relevante da desprezável, mesmo sobre condições 
de luminosidade adversas. Pois, para atingir o principal objectivo do RoboCup MSL é 
necessário ultrapassar estes problemas. 
No capítulo 1 foi discutido o porquê da equipa de futebol robótico CAMBADA 
necessitar de uma câmara inteligente e porque se decidiu implementar uma de raiz em vez de 
se optar por um dos modelos já existentes no mercado. 
No capítulo 2 foram introduzidas algumas noções sobre sensores CCD, parâmetros da 
câmara, espaços de cor e câmaras inteligentes, a fim de se entender melhor os algoritmos 
apresentados nos capítulos seguintes. 
No capítulo 3 foi descrito o hardware do KIT de desenvolvimento ADSP BF533 EZ-KIT 
Lite, da placa de expansão Ethernet, dos servos Dynamixel e da câmara utilizada. É essencial 
conhecer as limitações do hardware que se utiliza para se tirar o máximo partido do mesmo. 
No capítulo 4 foi apresentada a arquitectura do sistema desenvolvido, dando uma breve 
descrição do software e hardware implementados, bem como o ambiente de desenvolvimento 
e os algoritmos exemplo utilizados. 
No capítulo 5 foi descrito o hardware desenvolvido para se estabelecer a comunicação 
entre a porta UART do ADSP BF533 EZ-KIT Lite e os servos Dynamixel. Para além da 
comunicação, esta placa desenvolvida tem também a finalidade de fornecer energia aos servos 
Dynamixel. Estes dois objectivos foram cumpridos e, mais importante ainda, a placa 
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dimensionada encaixa perfeitamente na caixa onde os servos estão acoplados. Desta forma, 
conseguiu-se também que esta estrutura fosse robusta o suficiente para poder acompanhar a 
equipa CAMBADA nas deslocações que esta faz a nível mundial. 
A partir do capítulo 6, inclusive, é apresentado o software desenvolvido para que esta 
dissertação atingisse os objectivos inicialmente propostos. 
Um desses objectivos era conseguir que o ADSP BF533 EZ-KIT Lite gravasse em 
memória 25 imagens por segundo e gerasse uma interrupção cada vez que finalizasse a 
aquisição de uma imagem. 
No capítulo 6 foram apresentados vários algoritmos para demostrar as tentativas iniciais 
realizadas para atingir o objectivo pretendido. Apesar de as mesmas não funcionarem como 
pretendido, foram bastante úteis para se adquirir experiência e conhecimentos do KIT. 
No entanto, o algoritmo final apresentado para fazer a aquisição de vídeo em tempo-real 
com interrupções via PF3 é o único algoritmo que consegue garantir que é gerada uma 
interrupção a cada 40ms. Através dos resultados experimentais consegue-se verificar e 
concluir esta afirmação. 
No capítulo 7 desta dissertação, foi apresentado o software desenvolvido para se 
comprimir o vídeo capturado. Tal como no capítulo anteriormente mencionado, também neste 
são apresentados alguns algoritmos implementados que, apesar de funcionarem, não 
satisfazem as necessidades temporais requeridas para esta dissertação. 
Concluiu-se que, para desenvolver algoritmos que funcionassem em tempo-real, os 
mesmos tinham que ser implementados em linguagem Assembly. Concluiu-se, também, que 
as funções fornecidas pela empresa Analog Devices para realizar o cálculo da transformada 
discreta do co-seno (DCT) e o cálculo da transformada inversa do co-seno (IDCT) funcionam 
correctamente. 
Quanto aos tempos de processamento, concluiu-se que as funções desenvolvidas estão de 
acordo com os objectivos, pois comprimem uma imagem completa em aproximadamente 
17ms, que corresponde a menos de metade do intervalo de tempo em que as imagens são 
adquiridas. Como as transferências da imagem da memória externa SDRAM para a memória 
interna SRAM é feita pelo MDMA, cujo tempo de transferência não pode ser modificado 
demorando aproximadamente 17ms, considerou-se que o tempo de processamento das 
funções Assembly desenvolvidas está de acordo com o pretendido. 
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Quanto ao erro médio na compressão de vídeo, verifica-se nos resultados experimentais 
do capítulo 7 que é bastante baixo se considerarmos que se consegue recuperar 
completamente uma imagem com aproximadamente 8.5% da informação inicial sendo a 
imagem recuperada quase idêntica à imagem original. Logo, foi conseguida uma percentagem 
de compressão na ordem dos 91.5%. 
Conclui-se que o algoritmo desenvolvido para a compressão vídeo cumpriu plenamente 
os objectivos inicialmente propostos. 
No capítulo 8 foi discutido o algoritmo implementado para fazer a transmissão do vídeo 
comprimido via TCP/IP. De salientar que este foi o único algoritmo que não foi desenvolvido 
de raiz, pois utilizou-se um modelo da plataforma de desenvolvimento que inicializava uma 
série de funções da  placa de expansão Ethernet a fim de se conseguir utilizar a mesma. As 
funções chamadas neste algoritmo também pertencem à plataforma de desenvolvimento e 
servem para se conseguir comunicar e enviar dados via TCP/IP. 
Este foi o único algoritmo que não se conseguiu testar em conjunto com todos os outros, 
pois, o modelo inicializava ferramentas como o MDMA que não permitia que as 
transferências via MDMA da compressão vídeo fossem executadas com o mesmo “timing” 
que se mediu no capítulo 7. Devido à falta de tempo e à complexidade das funções chamadas 
pelo modelo utilizado, não se conseguiu resolver este problema para se integrar esta função. 
No entanto, o algoritmo que efectua o envio de uma imagem foi testado individualmente e 
funciona correctamente. 
No capítulo 9, o último capítulo desta dissertação, foi discutido o algoritmo 
implementado para se conseguir a detecção e seguimento de objectos de interesse. Tal como 
foi referido anteriormente, não se conseguiu colocar o algoritmo de transmissão via TCP/IP a 
funcionar em conjunto com todos os outros, por isso para se testar este algoritmo foi 
desactivado o envio via rede Ethernet. Contudo manteve-se activa a aquisição de 25 imagens 
por segundo com interrupção via PF3 e posterior  compressão das mesmas. Foi também neste 
capítulo, que se realizou uma apresentação formal do objecto de interesse, a bola de jogo, e se 
mencionaram as diversas formas que existem para detectar objectos e qual a que foi utilizada. 
Pelo conhecimento anteriormente adquirido, concluiu-se que este algoritmo de pesquisa 
do objecto de interesse também deveria ser implementado em linguagem Assembly. 
Verificou-se também que, apesar de se transferir uma quantidade de informação reduzida, 
o algoritmo conseguia detectar o objecto de interesse e executar uma ordem para os servos se 
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moverem. Também se constatou que a velocidade com que a função Assembly executa o 
software é aproximadamente 0.3ms, o que somado ao tempo gasto na compressão de vídeo dá 
aproximadamente 18ms. Este valor corresponde a menos de metade do intervalo de tempo 
entre as interrupções do PF3. Assim, a margem de tempo para envio via uma rede Ethernet é 
bastante grande. 
Um dos principais objectivos desta dissertação era também a familiarização com o 
elevado número de manuais disponibilizados pelo DSP e a transmissão desse mesmo 
conhecimento. Desta forma, os novos membros do projecto CAMBADA que trabalhem neste 
projecto da câmara inteligente, possuem um guia de como se organiza a documentação 
disponibilizada pela Analog Devices. 
Pode assim concluir-se que, na grande maioria, todos os objectivos propostos nesta 
dissertação foram cumpridos. 
No entanto, não é fácil desenvolver ainda mais a aplicação com este KIT, pois já se está 
praticamente a trabalhar no limite máximo da sua capacidade de cálculo. Durante toda a 
execução do projecto, os limites existentes de memória e processador foram um entrave difícil 
de ultrapassar. 
10.2. Trabalho futuro 
Existem alguns pontos nesta dissertação capazes de serem melhorados, no entanto alguns 
têm mais importância e prioridade que outros. 
Os algoritmos de aquisição e compressão de vídeo foram concluídos com sucesso 
podendo integrar outro tipo de algoritmos futuramente. No entanto, apesar de funcionar, o 
algoritmo de detecção e seguimento de objectos necessita que sejam introduzidos filtros a fim 
de controlar a velocidade de deslocação dos servos, pois actualmente é um valor constante. 
Necessita, também, de filtros para conseguir desprezar falsos positivos, visto que o algoritmo 
implementado procura a cor definida para a bola em toda a imagem. Logo, se existir outro 
objecto diferente da bola de jogo no ângulo de visão da câmara, mas com a mesma cor, o 
algoritmo vai considerar este segundo objecto no cálculo do centro de massa. 
O ponto mais importante a desenvolver no futuro neste projecto da câmara inteligente 
consiste em conseguir juntar o algoritmo de transmissão vídeo via TCP/IP com os algoritmos 
desenvolvidos. 
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Outro dos pontos que se pode ainda desenvolver é a comunicação do exterior para o KIT, 
de forma a fornecer coordenadas ao mesmo de onde se encontra a bola quando este não a 
detecta. Portanto, seria necessário implementar um cliente funcional. 
O ADSP BF533 EZ-KIT Lite que se utiliza para esta dissertação foi explorado no limite 
máximo das suas capacidades, existindo outros DSP’s mais recentes no mercado como o 
ADSP BF561 EZ-KIT Lite com mais do dobro de memória interna e com dois processadores,  
o que seria uma óptima aquisição a fim de avançar mais o desenvolvimento deste projecto. 
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Apêndice 
Seguidamente é apresentado um esquema do hardware utilizado nesta dissertação, 
presente no ADSP BF533 EZ-KIT Lite e USB-LAN EZ-Extender.  
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