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Let 0 [ a < b [ 2p and let D=def {e ih: h ¥ [a, b]}. We show that for generalized
(non–negative) polynomials P of degree r and p > 0, we have
C
m
j=1
|P(aj)|p R |aj−e ia| |aj−e ib|+R b−apr+1S2S1/2
[ cy(pr+1) Fb
a
|P(e ih)|p dh,
where a1, a2, ..., am ¥ D, c is an absolute constant (and, thus, it is independent of a,
b, p, m, r, P, {aj}) and y is an explicitly determined constant which measures the
number of points {aj} in a small interval. This implies large sieve inequalities for
generalized (non–negative) trigonometric polynomials of degree r on subintervals of
[0, 2p]. The essential feature is the uniformity of the estimate in a and b. © 2001
Elsevier Science
1. INTRODUCTION AND RESULTS
The large sieve of number theory may be viewed as an inequality for
algebraic polynomials P(z)=; rj=0 djz j on the unit circle T of the form
C
m
j=1
|P(e iaj)|2 [ 1 r
2p
+
1
d
2 F 2p
0
|P(e ih)|2 dh,(1.1)
where
0 [ a1 < a2 < a3 < · · · < am [ 2p
and
d=def min{a2−a1, a3−a2, ..., am−am−1, 2p−(am−a1)} > 0.
This particular form may be deduced from Theorem 3 in [11, p. 559] by a
substitution (see also [13, inequalities (2.29) and (2.30) on p. 221]). The
large sieve has been extended in numerous directions. For instance, |P|2 has
been replaced by |P|p or, in more general form, by k(|P|p), where k is a
convex, non-negative, and non-decreasing function. Moreover, polynomials
have been replaced by generalized polynomials (see [1, 6, 10, 11, 15]
for a variety of these extensions and [9] for a survey of the related
Marcinkiewicz–Zygmund inequalities).
The main focus of this paper is to establish inequalities like (1.1), but
with integrals over arcs of the circle, rather than on the whole circle. These
will have applications in estimates of trigonometric sums on short arcs of
the circle and also in problems of approximation over such arcs. We will
deal not only with algebraic polynomials P, but also with generalized (non-
negative) algebraic polynomials
P(z)=o D
a
j=1
|z−zj | rj,(1.2)
where o > 0, zj ¥ C, and rj > 0 for j=1, 2, ..., a, and
r=def r1+r2+·· ·+ra
is called the degree of P. Note that neither r nor {rj} need to be integers. In
addition, if p > 0, then |P|p is a generalized algebraic polynomial of degree
pr. We will fix p > 0,
0 [ a < b [ 2p,(1.3)
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and consider the arc
D=D(a, b)={e ih: h ¥ [a, b]}.(1.4)
The quadratic polynomial R defined by
R(z)=def (z−e ia)(z−e ib),(1.5)
which has zeros at the endpoints of D, plays an essential role in our analy-
sis, as does the function e(z)=e(z, a, b, p, r) defined by
e(z)=def
1
pr+1
5|R(z)|+1 b−a
pr+1
2261/2.(1.6)
Note that although e depends on the parameters a, b, p, and r, in what
follows we will not display this dependence. One may view e(z) as an
analogue of the Timan-type expression
1
n
5`1−x2+1
n
6 ,
which plays a role in numerous estimates relating to algebraic polynomials
on [−1, 1].
We use |A| to denote the number of elements of a set A. We denote the
unit circle and the closed unit disk by T and by D, respectively. The
interior of D, that is, D0T, is denoted by D i, whereas the exterior of D is
denoted by De=def C0D.
Our main result is the following.
Theorem 1.1. Let 0 < p <., 0 < r <., and assume (1.3)–(1.6). Let
m ¥N and
aj=e iaj ¥ D, 1 [ j [ m.(1.7)
Then for every generalized algebraic polynomial P of degree r, we have
C
m
j=1
|P(aj)|p e(aj) [ cy F
b
a
|P(e ih)|p dh,(1.8)
where y=y(a, b, p, r, {aj}) is defined by
y=def max
c ¥ [a, b]
|{j: aj ¥ [c− e(e ic), c+e(e ic)]}|(1.9)
and c is an absolute constant. In particular, c is independent of a, b, p, m, r,
P, and {aj}.
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Since every trigonometric polynomial s of degree r can be represented in
the form s(h)=e−irhP(e ih), where P is an algebraic polynomial of degree 2r,
we deduce that
C
m
j=1
|s(aj)|p 5:sin 1aj−a2 2 sin 1aj−b2 2:+1 b−apr+12261/2(1.10)
[ cy(pr+1) Fb
a
|s(h)|p dh,
where c is an absolute constant. The same relation holds more generally for
generalized (non-negative) trigonometric polynomials
s(h)=o D
a
j=1
:sin 1h−uj
2
2: rj ,
where o > 0, uj ¥ C, and rj > 0 for j=1, 2, ..., a. To see this, just set
zj=exp(iuj) and P(e ih)=s(h). Another immediate consequence is the
inequality
C
m
j=1
|P(aj)|p |R(aj)|1/2 [ cy(pr+1) F
b
a
|P(e ih)|p dh.
When a=0 and b=2p, this gives
C
m
j=1
|P(aj)|p |aj−1| [ c1y(pr+1) F
2p
0
|P(e ih)|p dh,
where c1 is an absolute constant. The factor |aj−1| should not be there. By
splitting the whole circle into two semicircles, we will deduce from
Theorem 1.1 the following.
Corollary 1.2. Let 0 < p <., 0 < r <., and assume (1.3)–(1.6). Let
m ¥N and
aj=e iaj ¥ T, 1 [ j [ m.
Then for every generalized algebraic polynomial P of degree r, we have
C
m
j=1
|P(aj)|p [ cyg(pr+1) F
2p
0
|P(e ih)|p dh,(1.11)
where
yg=def max
c ¥ [0, 2p]
:3 j: aj ¥ 5c− 1pr+1, c+ 1pr+164:(1.12)
and c is an absolute constant.
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How do the factors y(pr+1) and yg(pr+1) relate to the term
r
2p
+
1
d
, d=min{a2−a1, a3−a2, ..., am−am−1, 2p−(am−a1)}
which appears in the more familiar form of the large sieve inequalities? The
obvious advantage of y and yg is that they remain bounded if two of the
aj’s approach one another, while 1/d approaches .. In general, we claim
that
yg(pr+1) [ pr+
2p
d
,(1.13)
so that we do in fact have an improvement on the traditional form (at the
expense of introducing a multiplicative constant c). Indeed, if yg=1, the
inequality is immediate. If yg \ 2, then
d [
2
(yg−1)(pr+1)
,
which again implies (1.13).
We are certain that the presence of R(z) in (1.6) is essential, as it reflects
endpoint effects which occur since D is not a closed curve. This is analo-
gous to the presence of the factor `1−x2 in estimates relating to
[−1, 1].
Corollary 1.2 is an improvement of a result published by Joung in
[6, Theorem 2.2] because of the use of the factor yg. However, in [6] there
are more explicit simple constants which are close to being optimal.
In addition, not only |P|p is considered in [6], but also k(|P|p), where
k is a convex, non-decreasing, and non-negative function. Note that
[6, Theorem 2.2] is derived by using the method of [10] and inequality (6)
in [3, p. 606].
Our method of proof can be used to give a numerical value for c, once
one knows the numerical constant which appears in an inequality of
Carleson. Carleson measures have been used before in the context of
quadrature sum estimates by Zhong and his coauthors (cf. [14] and [15]).
However, our use of Carleson measures here is closer to that from [7] and
[8] where they were used in proving Markov–Bernstein inequalities in
weighted Lp spaces.
We present the proof of Theorem 1.1 in Section 2, whereas we defer
some technical estimates to the subsequent sections. In Section 3, we
present estimates involving the function e and the conformal map Y of
C0D onto De. In Section 4, we estimate the norms of certain Carleson
measures, and in Section 5, we prove Corollary 1.2.
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2. THE PROOF OF THEOREM 1.1
Throughout, c, c0, c1, ..., denote absolute constants (and thus do not
involve dependence on any parameters). The same symbol does not neces-
sarily denote the same constant in different formulas. We will prove
Theorem 1.1 in several steps.
(i) Reduction to the case p=2. We first note that it suffices to prove
(1.8) for p=2. For, if p > 0 and P is a generalized polynomial of degree r,
then we write
|P|p=(|P|p/2)2,
where |P|p/2 is a generalized polynomial of degree pr/2. Note that the
definition of e is unchanged, since p and r occur in all our estimates only in
the form of the product pr.
(ii) Reduction to integer r. Note that p and r occur in (1.8) via (1.9)
only in the factor 1+pr — 1+2r in e(z) of (1.6). If r, which is the degree of
P, is not an integer then we can replace P by
Pg=def |z| r
g−r P,
where rg is the smallest integer which is at least r. Since both P and Pg take
the same values in D, if we prove
C
m
j=1
|Pg(aj)|p e(aj) [ cgy F
b
a
|Pg(e ih)|p dh,
then (1.8) follows for P with a constant c=9cg. The reason for this is that
e in (1.8) is at most 9 times e in the above inequality, and y in (1.8) is at
least y above.
The reason for this step is that it allows us to choose a single valued
branch of a certain analytic function below.
(iii) Reduction to the case 0 < a < p and b=2p−a. If necessary, after
a rotation of the circle, we may assume that D has the form
D={e ih: h ¥ [a −, 2p−a −]},
where 0 [ a − < p. Then D is symmetric about the real line, and this simpli-
fies the use of a conformal map below. Moreover, then
b−a −=2(p−a −).
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Thus, dropping the prime, it suffices to prove (1.8) with 0 < a < p and b−a
replaced everywhere by 2(p−a). Thus in what follows, we will assume that
D={e ih: h ¥ [a, 2p−a]},(2.1)
R(z)=(z−e ia)(z−e−ia)=z2−2z cos a+1,(2.2)
and
e(z)=
1
2r+1
5|R(z)|+12(p−a)
2r+1
2261/2.
In fact, we are going to simplify e to
e(z)=
1
r+1
5|R(z)|+12(p−a)
r+1
2261/2,(2.3)
which incurs an extra constant factor of 4 in (1.8).
Now we are ready to begin the main part of the proof.
(iv) Use of subharmonicity of |P|2. If P is given by (1.2), then
|P(z)|2=exp 12 log |o|+2 Ca
j=1
rj log |z−zj |2
is a subharmonic function. Thus,
|P(a)|2 [
1
2p
Fp
−p
:P 1a+e(a)
100
e ih2:2 dh, a ¥ D,
so that
C
m
j=1
|P(aj)|2 e(aj) [ F
C
|P|2 ds,(2.4)
where the measure s is defined by
F
C
fds=def C
m
j=1
e(aj)
1
2p
Fp
−p
f 1aj+e(aj)100 e ih2 dh,(2.5)
that is, s a linear combination with positive coefficients of Lebesgue
measures on certain circles centered at aj.
Remark. If k is a non-negative, convex, and increasing function, then
(2.4) holds with |P|2 replaced by k(|P|p), since the latter is still subhar-
monic.
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Our next goal is to pass from the right-hand side of (2.4) to an estimate
over the entire unit circle. This passage would be permitted by a funda-
mental result of L. Carleson, if P were analytic off the unit circle and if it
had an appropriate behavior at .. The next steps are mainly there to deal
with the fact that P in general has neither of these properties.
(v) The conformal map Y of C0D onto {w: |w| > 1}. This map is given
by
Y(z)=def
1
2 cos
a
2
[z+1+`R(z) ],(2.6)
where the branch of `R is chosen so that it is analytic off D and behaves
like z(1+o(1)) for zQ.. Note that both `R and Y have well defined
(non-tangential and tangential) boundary values as z approaches D from
either inside or outside the unit circle. We denote the boundary values from
the inside by `R + and Y+ and those from the outside by `R − and Y− ,
respectively. Unless otherwise specified, we also set
Y(z)=def Y−(z), z ¥ D.
For a detailed discussion and derivation of this conformal map Y, see [5].
In Lemma 3.2 we show that there is an absolute constant c0 such that for
a ¥ D we have
|Y(z)|2r+2 [ c0,(2.7)
as long as |z−a| [ e(a)/100, and then we may rewrite (2.4) as
C
m
j=1
|P(aj)|2 e(aj) [ c0 F
C
|Q(z)|2 ds, Q(z)=def
P(z)
Y r+1(z)
.(2.8)
Since the version of Carleson’s inequality that we are going to use
involves analytic functions which are defined on D i, we will split s into its
parts with support inside and outside T. For s-measurable sets S, let
s+(S)=def s(S 5 {z: |z| < 1}), s−(S)=def s(S 5 {z: |z| > 1}).(2.9)
Moreover, we need to be able to reflect s− through T. Define s# by
s#(S)=def s−(S−1),(2.10)
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where
S−1=def {z: z−1 ¥ S}.
Then, since for the unit circle T we have s(T)=0, (2.8) becomes
C
m
j=1
|P(aj)|2 e(aj) [ c0 1F
C
|Q(z)|2 ds++F
C
|Q(z−1)|2 ds#2 .(2.11)
Next we focus on handling the first integral in (2.11).
(vi) Evade the non-analyticity of P and estimate the integral involving s+
in (2.11). If P is the absolute value of a polynomial, then we can already
apply Carleson’s result. Since in general this is not the case, we proceed as
follows. For each factor z−zj in P with |zj | < 1, multiply it by the Blaschke
factor
1−zjz
z−zj
,
obtaining a term with the same absolute value on T, but not vanishing in
D i, and, in fact, having larger absolute value in D i. Then we can form a
branch of
g1(z)=
def o
Y r+1(z)
5 D
|zj| < 1
1 (z−zj) 1−zjzz−zj 2
rj65 D
|zj| \ 1
(z−zj) rj6
that is single valued and analytic in D i. For a ¥ T we have
lim
zQ a
z ¥Di
|g1(z)|=|Q(a)|,
whereas
|g1(z)| \ |Q(z)|, z ¥D i.
Now we are ready to apply Carleson’s result. Recall that a positive Borel
measure m with support in D i is called a Carleson measure if there exists
constant A > 0 such that for every 0 < h < 1 and every sector
S=def {te ih: t ¥ [1−h, 1]; |h−h0 | [ h},
we have
m(S) [ Ah.
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The smallest such A is called the Carleson norm of m and denoted
N(m) (see, for instance, [4, Sections I.5 and VI.3] for an introduction to
Carleson measures). The striking feature of such a measure is the inequality
F
D
|f|2 dm [ c1N(m) F
2p
0
|f(e ih)|2 dh, f ¥H2(D),(2.12)
where c1 is an absolute constant (cf. [2, Theorem 1, p. 548]). Applying this
to our function g1 yields
F
D
|Q|2 ds+[ F
D
|g1 |2 ds+[ c1N(s+) F
2p
0
|g1(e ih)|2 dh(2.13)
=c1N(s+) F
2p
0
|Q(e ih)|2 dh.
(vii) Estimate the integral involving s# in (2.11). Since P is of exact
degree r and limzQ. Y(z)/z=(cos
a
2 )
−1 ] 0, we have limzQ. P(z)/Y r(z)
] 0 as well. Hence h(w)=def Q(1/w) has zeros in D i corresponding only to
zeros of P outside the unit disk and a simple zero at w=0, corresponding
to the zero of Q at infinity. We may apply much the same procedure to h as
we did to Q in Step (vi) to obtain a single-valued analytic function to which
Carleson’s inequality (2.12) can be applied. The consequence is that
F
D
|Q(z−1)|2 ds#(z) [ c1N(s#) F
2p
0
|Q(e−ih)|2 dh,
which, combined with (2.13) and (2.11), gives
C
m
j=1
|P(aj)|2 e(aj) [ c0c1(N(s+)+N(s#)) F
2p
0
|Q(e ih)|2 dh.(2.14)
(viii) Pass from the entire unit circle to D. Let |dz| denote arclength on
T. Suppose that we have an estimate of the form
F
T0D
|g(z)|2 |dz| [ 12 1F
D
|g+(z)|2 |dz|+F
D
|g−(z)|2 |dz|2 ,(2.15)
valid for all such functions g which are analytic in C0D, satisfy
limzQ. g(z)=0, and whose interior and exterior boundary values g+ and
g− exist. Such an inequality will be established in the next step. We would
like to apply it to Q, but, as we have already experienced it, our problem is
that Q is not analytic in C0D. In order to remedy this, for each factor z−zj
in P with zj ¨ D, we define
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bj(z)=
def ˛ (z−zj) 11−Y(zj) Y(z)Y(z)−Y(zj) 2 , z ] zj,
(1− |Y(zj)|2)/Y −(zj), z=zj,
which is analytic in C0D and does not have any zeros there. Moreover,
since limzQ D |Y(z)|=1, we see that
|bj(z)|=|z−zj |, z ¥ D
and
|bj(z)| \ |z−zj |, z ¥ C0D.
Recall that we extended Y to D as an exterior boundary value. Next we
choose a branch of
g(z)=def
o
Y r+1(z)
1 D
zj ¨ D
b
rj
j (z)21 D
zj ¥ D
(z−zj) rj 2 ,
which is single valued and analytic in C0D such that limzQ. g(z)=0,
|(g)± |=|Q|=|P| on D and |g(z)| \ |Q(z)| for z ¥ C0D. It follows now from
(2.15) that
F
T0D
|Q(z)|2 |dz| [ F
T0D
|g(z)|2 |dz| [ F
D
|g(z)|2 |dz|=F
D
|P(z)|2 |dz|
so that
F 2p
0
|Q(e ih)|2 dh [ 2 1F 2p−a
a
|P(e ih)|2 dh2 ,
and then (2.14) becomes
C
m
j=1
|P(aj)|2 e(aj) [ 2c0c1(N(s+)+N(s#)) F
2p−a
a
|P(e ih)|2 dh.(2.16)
(ix) Proof of (2.15). We note that inequalities such as (2.15) are an
essential ingredient of the method used in [7] and [8] for proving weighted
Markov–Bernstein inequalities, although there the unit disk was replaced
by a half-plane. We can nevertheless follow the same procedure. Of course,
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we may limit ourselves to functions g for which the right-hand side of
(2.15) is finite. First, we may use the limiting version of Cauchy’s integral
formula to obtain that
g(z)=
1
2pi
F
D
g+(z)−g−(z)
z−z
dz , z ¨ D.
Let 1D denote the characteristic function of D and for functions f ¥ L1(T),
define the Cauchy type singular integral transform H[f] by
H[f](z)=def
1
2pi
PV F
T
f(z)
z−z
dz , z ¥ T
(cf. [12, formula (4.4) on p. 99]) which, by standard arguments, exists a.e.
on T. Here ‘‘PV’’ denotes Cauchy principal value. Then
g(z)=H[1D g+](z)−H[1D g−](z) , z ¥ T0D.
By comparing this transformation to the standard conjugate function, we
see that it is aboundedoperatoronL2(T). In fact, iff p e1 ’;.k=−. ckekwhere
ek(t)=
def exp(ikt), then it is easy to verify that H[f] p e1 ’ 12;.k=−.
sign(k) ckek (where we define sign(0)=1), so that
F
T
|H[f](z)|2 |dz|=14 F
T
|f(z)|2 |dz| , f ¥ L2(T)
(see [12, Section 3.4.5 on pp. 111–112]). Therefore (2.15) holds as stated.
(x) Completion of the proof. We will show in Lemma 4.1 that
N(s+)+N(s#) [ c2y.
Then inequality (2.16) becomes
C
m
j=1
|P(aj)|2 e(aj) [ 2c0c1c2y F
2p−a
a
|P(e ih)|2 dh.
Thus, we have (1.8) with a constant c that depends only on the absolute
constants c0, c1, and c2 that arise from the bound (2.7) on the conformal
map Y, Carleson’s inequality (2.12), and the upper bound on the Carleson
norms of s+ and s#. L
LARGE SIEVE ESTIMATES 217
3. AUXILIARY ESTIMATES
Throughout we assume the notation given in (2.1)–(2.3). As in (i) and (ii)
of Section 2, we will assume that p=2 and r \ 1. We begin with estimates
on R and e originally given by (1.5) and (1.6), respectively, but then
simplified in (2.2) and (2.3).
Lemma 3.1. Let v, a ¥ D. Then
|R(v)−R(a)| [ 8 |v−a| cos
a
2
(3.1)
and
|R(a)| [ 4 cos2
a
2
[ (p−a)2.(3.2)
In addition,
|e(v)− e(a)| [ |v−a|(3.3)
and
e(a) [
8 cos
a
2
r+1
[
4(p−a)
r+1
.(3.4)
Proof. Write v=e ih and a=e is. Then
R(a)=−4a sin 1 s−a
2
2 sin 1 s+a
2
2=−4a 1cos2 a
2
− cos2
s
2
2 ,(3.5)
so that
R(v)−R(a)=−4(v−a) 1cos2 a
2
− cos2
h
2
2+4a 1cos2 h
2
− cos2
s
2
2 .(3.6)
Then, since s, h ¥ [a, 2p−a],
|R(v)−R(a)| [ 4 |v−a| cos2
a
2
+4 :sin 1 s−h
2
2 sin 1 s+h
2
2:
[ 4 |v−a| cos
a
2
+4 :sin 1 s−h
2
2: 1 :sin h
2
: : cos s
2
:+: cos h
2
: :sin s
2
: 2
[ 4 |v−a| cos
a
2
+8 :sin 1 s−h
2
2: cos a
2
=8 |v−a| cos
a
2
.
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Thus we have (3.1). For (3.2), we note the inequality
p−a
p
[ cos
a
2
=sin 1p−a
2
2 [ p−a
2
, a ¥ [0, p].(3.7)
This and (3.5) prove (3.2).
Next, by (2.3), (3.1), and (3.7), we have
|e(v)− e(a)|=
1
r+1
: 5|R(v)|+12(p−a)r+1 226−5|R(a)|+12(p−a)r+1 2265|R(v)|+12(p−a)
r+1
2261/2+5|R(a)|+12(p−a)
r+1
2261/2 :
[
|R(v)−R(a)|
4(p−a)
[
2 |v−a| cos
a
2
p−a
[ |v−a|.
Furthermore, from (3.2) and (3.7),
e(a) [
1
r+1
14 cos2 a
2
+4(p−a)221/2 [ 2 cos
a
2
r+1
(1+p2)1/2
[
8 cos
a
2
r+1
[
4(p−a)
r+1
which proves (3.4). The proof is complete. L
Lemma 3.2. Let Y be given by (2.6). Then there is an absolute constant
c0 such that for a ¥ D and |z−a| [ e(a)/100 we have
|Y(z)|2r+2 [ c0.(3.8)
Proof. We will assume that |z| \ 1. The case when z ¥D i is similar.
Write z=te ih and set v=e ih. It is clear that |z−v| [ |z−a| and |v−a| [
|z−a|.
We distinguish two subcases.
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(i) Suppose that v ¥ D, that is, a [ h [ 2p−a.
We will show that for some absolute constant c1 we have
|Y(z)−Y(v)|=|Y(z)−Y−(v)| [
c1
r+1
,(3.9)
and then, since |Y(v)|=1, we obtain
|Y(z)|2r+2 [ 11+ c1
r+1
22r+2 [ exp(2c1)=def c0.
In order to prove (3.9), we proceed as follows. First, by (2.6),
|Y(z)−Y(v)| [
|z−v|
2 cos
a
2
+
| `R(z)−`R(v) |
2 cos
a
2
.(3.10)
Here
|z−v|
2 cos
a
2
[
|z−a|
2 cos
a
2
[
e(a)
200 cos
a
2
[
1
25(r+1)
(3.11)
by (3.4). Next we turn to the more difficult estimation of
T=def
| `R(z)−`R(v) |
2 cos
a
2
.
Write z=e it where t=h−i log t. We see from (3.6) that
R(v)−R(z)=−4(v−z) 1cos2 a
2
− cos2
h
2
2+4z 1cos2 h
2
− cos2
t
2
2
and, hence,
|R(v)−R(z)| [ 4 |v−z| cos2
a
2
+4t :sin 1h−t
2
2 sin 1h+t
2
2: .(3.12)
Here
:sin 1h−t
2
2:=1
2
|e−
i
2
(h+t)| |e ih−e it|=
1
2 `t
|v−z|.
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In addition,
:sin 1h+t
2
2:=:sin 1t−h
2
+h2: [ :sin 1t−h
2
2:+: cos 1t−h
2
2: |sin h|
=
1
2 `t
|v−z|+2 :cosh 1 log t
2
2: :sin h
2
cos
h
2
:
[
1
2 `t
|v−z|+2 `t cos a
2
(here we use v ¥ D). Then (3.12) gives
|R(v)−R(z)| [ 4 |v−z| cos2
a
2
+|v−z|2+4t |v−z| cos
a
2
.
By (3.11), |z−v| < cos a2 [ 1 so that t < 2. Thus (3.11) yields
|R(v)−R(z)| [ 13 |v−z| cos
a
2
.
We have |a−v| [ |a−z| [ e(a)/100. Hence, by (3.3) in Lemma 3.1,
e(v) \
99
100
e(a)
and
|z−v| [ |z−a| [
e(v)
99
.
Therefore,
|R(z)−R(v)| [
e(v)
7
cos
a
2
.(3.13)
First, assume that
|R(v)| \ 4 1p−a
r+1
22 \ 16 cos
2 a
2
(r+1)2
(3.14)
so that
|R(v)|
1
2 \
4 cos
a
2
(r+1)
,(3.15)
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and, hence, from (2.3),
e(v) [
`2
r+1
|R(v)|1/2.(3.16)
This, (3.15) and (3.13) give
|R(z)−R(v)| [
`2 cos a
2
7(r+1)
|R(v)|1/2 [
|R(v)|
14 `2
.
In this case the circle, with diameter having R(z) and R(v) as endpoints,
lies inside the disk {w: |w−R(v)| < |R(v)|/20}. For each semicircle c from
R(z) to R(v) we have
|w| \
1
2
|R(v)|, w ¥ c,
the function wQ `w is analytic and single valued in some open set con-
taining c, and moreover, the limit of `w as w approaches the relevant
endpoint is the value assigned to `R(z) or `R(v) above. Then
| `R(z)−`R(v) |=: F
c
dw
2 `w
: [ length(c)
2 `|R(v)|/2
=p
|R(z)−R(v)|
`2 |R(v)|
[
p
7 `2
e(v) cos
a
2
`|R(v)|
[
p
7
cos
a
2
r+1
,
by (3.13) and (3.16). Hence
T [
p
14(r+1)
,
and together with (3.10) and (3.11), this gives (3.9).
If (3.14) fails, then
e(v) < 2 `2 p−a
(r+1)2
,
and (3.7), (3.13) give
|R(v)| [ c2
cos2
a
2
(r+1)2
, |R(z)| [ c2
cos2
a
2
(r+1)2
,
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whence it follows that
T [
`|R(z)|+`|R(v)|
2 cos
a
2
[
`c2
r+1
,
and again (3.9) holds.
(ii) Suppose that v ¨ D. Then h ¥ [0, a) or h ¥ (2p−a, 2p]. Without
loss of generality we will examine only the case when h ¥ [0, a) and a=e is
with s ¥ [a, p]. Since now |Y(v)| ] 1, relation (3.9) does not imply (3.8).
Instead, let us consider the difference
|Y(z)−Y(e ia)| [
|z−e ia|
2 cos
a
2
+
`|R(z)|
2 cos
a
2
.
We have
|a−e ia| < |a−v| [ |a−z| [
e(a)
100
and by (3.3) in Lemma 3.1 with v=e ia
e(a) [
100
99
e(e ia)=
200
99
p−a
(r+1)2
.
Hence
|z−e ia| [ |z−a|+|a−e ia| [
e(a)
50
[ c3
cos
a
2
(r+1)2
,
and
`|R(z)|=`|z−e ia| |z−e−ia| [`|z−e ia| (|z−e ia|+2 sin a)
[ |z−e ia|+2=|z−e ia| sin a
2
cos
a
2
[ c4
cos
a
2
r+1
,
whence it follows that
|Y(z)−Y(e ia)| [
c5
r+1
and again (3.8) holds. L
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4. NORMS OF THE CARLESON MEASURES
We will estimate the norms of the Carleson measures s+ and s# defined
by (2.5), (2.9), and (2.10). Recall that the Carleson norm N(m) of a positive
measure m with support in the unit disk is the least A such that
m(S) [ Ah,(4.1)
for every 0 < h < 1 and for every sector
S=def {te ih: t ¥ [1−h, 1] ; |h−h0 | [ h} .(4.2)
Lemma 4.1. We have
N(s+) [ c1y(4.3)
and
N(s#) [ c2y.(4.4)
Proof. In order to prove (4.3), we proceed similarly as in [7] or [8].
Let S be the sector (4.2) and let C be a circle with center a and radius
e(a)/100 > 0. A necessary condition for C to intersect S is that
|a−e ih0| [ |a− te ih|+|te ih−e ih0| [
e(a)
100
+h,
where te ih ¥ C 5 S. Using (3.3) in Lemma 3.1, we see that
|a−e ih0| [
e(e ih0)
100
+
|a−e ih0|
100
+h,
so that
|a−e ih0| [ l=def
e(e ih0)
99
+2h.(4.5)
Next, consider C 5 S. Clearly, since a ¥ T, the set C 5 S consists of at most
3 arcs. If we denote one of these arcs by A and its endpoints by z1 and z2,
then A lies inside a semidisk whose diameter is the line segment from z1 to
z2. Also, since C is centered on T, the arc A is shorter than the comple-
mentary arc C0A. Hence the length of A is at most p |z1−z2 |/2. On the
other hand, the line segment from z1 to z2 lies inside S so that its length is
at most the perimeter of S which is 6h−2h2. Hence, the length of C 5 S is
less than 3 times p(3h−h2); i.e., it is less than 9ph. Therefore, the total
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angular measure of C 5 S, which obviously does not exceed 2p, is at most
900ph/e(a). Thus, if 1S denotes the characteristic function of S,
Fp
−p
1S(a+e(a) e ih) dh [min 32p, 900ph
e(a)
4 .
Then, from (2.5) and (2.9) we see that
s+(S) [ s(S) [ C
j : |aj −e
ih0| [ l
e(aj)
1
2p
Fp
−p
1S 1aj+e(aj)100 e ih2 dh(4.6)
[ c1 C
j : |aj −e
ih0| [ l
min{e(aj), h}
where c1=
def 45 f 103. We now consider two subcases.
(i) h [ e(e ih0)/100.
In this case by (4.5) and (3.4)
l <
e(e ih0)
25
< 1.
With a suitable choice of aj=arg(aj) we have for aj in the sum in (4.6)
2
p
|aj−h0 | [ 2 :sin 1aj−h02 2:=|aj−e ih0| [ l < e(e
ih0)
25
,
so that
|aj−h0 | <
p
50
e(e ih0) .(4.7)
Recalling the definition of y in (1.9), we see that there are at most y terms
in the sum in (4.6), and, hence,
s+(S) [ c1hy.
(ii) h > e(e ih0)/100.
In this case l < 4h. Let us now choose a partition
a=b0 < b1 < · · · < ba=2p−a
as follows. Set b0=
def
a. Given bk−1, choose bk such that
sin
bk−bk−1
2
=
e(e ibk−1)
8p
, k ¥N .
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Since e(z) \ (p−a)(r+1)−2, we obtain a finite a with ba−1 < 2p−a [ ba. If
2p−a < ba, redefine ba=
def 2p−a. Note that b1 < 2p−a, so that the parti-
tion is nontrivial. Thus
|e ibk+1−e ibk|=
e(e ibk)
4p
, 0 [ k [ a−2, |e iba−e iba−1| [ e(e
iba−1)
4p
,(4.8)
and then also
bk+1−bk [
e(e ibk)
8
, 0 [ k [ a−1.(4.9)
Let Ik denote the closed arc of D with endpoints e ibk and e ibk+1,
0 [ k [ a−1. Then for a ¥ Ik we have
|a−e ibk| [ |e ibk+1−e ibk| [
e(e ibk)
4p
,
so that by (3.3) in Lemma 3.1,
e(a) [ e(e ibk)+
e(e ibk)
4p
[ 2e(e ibk).
Recalling the definition of y in (1.9), we see that [bk, bk+1] … [bk−
e(e ibk), bk+e(e ibk)], and, hence
C
aj ¥ Ik
min{e(aj), h} [ 2 min{e(e ibk), h} y.(4.10)
Now let c denote the arc {e ih: |e ih−e ih0| [ 4h} 5 D, and let us choose the
greatest non–negative integer L and smallest positive integer M [ a such
that
c … 0
M−1
k=L
Ik.
Since now l < 4h, it follows from (4.6) and (4.10) that
s+(S) [ s(S) [ c1 C
M−1
k=L
C
aj ¥ Ik
min{e(aj), h} [ 2c1y C
M−1
k=L
min{e(e ibk), h},
and, therefore,
s+(S) [ 2c1y 1 CM−2
k=L+1
e(e ibk)+2h2
[ c2y 1 CM−2
k=L+1
|e ibk+1−e ibk|+2h2 [ c3y(length(c)+h) [ c4yh.
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Here we have used the equalities in (4.8) and the fact that the last sum is
the length of a polygonal path with vertices on the unit circle and the latter
is contained in the arc c, that is, has length less than that of c.
Thus we have proved that
N(s+) [ sup
h, S
s(S)
h
[ c5y.
Next we prove (4.4). Recall that if S is the sector (4.2), then
s#(S)=s−(S−1) [ s(S−1),
where
S−1={te ih: t ¥ [1, (1−h)−1]; |h+h0 | [ h}.
For small h, say, for h ¥ [0, 1/2] we have
(1−h)−1 [ 1+2h ,
and the exact same argument as in the first part of the proof gives
s#(S) [ s(S−1) [ cyh .
When h \ 1/2, it is easier to use
s#(S)
h
[ 2s#(C) [ 2s(C)=2 C
m
j=1
e(aj).
The argument applied in the proof of subcase (ii) shows that
s(C)=C
a−1
k=0
C
aj ¥ Ik
e(aj) [ 2y C
a−1
k=0
e(e ibk)
=2y=3e(e iba−1)+4p Ca−2
k=0
|e ibk+1−e ibk|4 [ cy.
Therefore, the proof is complete. L
5. THE PROOF OF COROLLARY 1.2
We obtain Corollary 1.2 from Theorem 1.1 by splitting the unit circle
into two semicircles. Let
W=def 3e ih: h ¥ 5p
2
,
3p
2
64 ,
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and let
a=
p
4
, D={e ih: h ¥ [a, 2p−a]}.
Obviously W … D and if R is the polynomial (2.2), then
0 < c1 [min
z ¥ W
|R(z)| <max
z ¥ D
|R(z)| [ c2.
It is easy to see that e(z) defined by (1.6) satisfies e(z)(pr+1) [ c3 for z ¥ D
and
0 < c4 [ e(z)(pr+1), z ¥ W.
Hence,
y [ c5yg.
Note that the latter inequality depends only on the upper bound for
e(z)(pr+1), so it is true for arbitrary arcs D. Applying Theorem 1.1 to D, it
follows that
C
aj ¥ W
|P(aj)|p [ cyg(pr+1) F
2p
0
|P(e ih)|p dh.
Similarly, we obtain an estimate for the semicircle complementary to W,
and, thereby, (1.11) follows. L
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