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Resumen
En este trabajo se presenta una formulacio´n de los elementos locales de Galerkin disconti-
nuo (LDG), evaluados en casos particulares de la ecuacio´n de equilibro dina´mico, utilizando
mallas uniformes en el espacio. Adicionalmente, se acopla el algoritmo con una integracion
temporal expl´ıcita con funciones de Green (ExGA). Los resultados nume´ricos muestran la
convergencia en la norma L2 y son comparados con los obtenidos por LDG con solucio´n en
el tiempo por Runge Kutta (RK). El me´todo LDG-ExGA bajo un ana´lisis de convergencia,
presenta estabilidad y es convergente pero menos eficiente, en costo computacional en com-
paracio´n con el me´todo estandar de RK-LDG.
Palabras clave: Me´todo de los elementos finitos. Elementos locales de Galerkin discon-
tinuo. Enfoque expl´ıcito de Green. Ecuacio´n de calor. Ecuacio´n de la onda. Ecuacio´n
de Equilibrio dina´mico. Me´todo de Runge Kutta.
Abstract
In this document a formulation for a local discontinuous Galerkin method is presented;
moreover the method is assessed in particular cases of dinamic equilibrium equation, using
uniform meshes in space. Additionally, the algorithm is joined with a temporal integration
by the Explicit Green Approach. Numerical results show the rate of convergence for error,
using a L2 norm and they ae compared with Runge Kutta-LDG solutions. Furthermore,
ExGA-LDG results under an analysis of convergence evidence stability and rates of conver-
gence, regardless a higher CPU time in comparison with RK-LDG method.
Keywords: Finite Element Method. Local discontinuous Galerkin method. Explicit
Green Approach. the heat equation. the wave equation. the dynamic equation. Runge-
Kutta method.
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1 Introduccio´n
El avance en los me´todos computacionales para la simulacio´n de diversos feno´menos en la
ciencia y en la ingenier´ıa, ha llevado al desarrollo de una gran cantidad de me´todos de
resolucio´n nume´rica. Esto se debe principalmente a la ausencia de soluciones anal´ıticas para
la mayor parte de los problemas reales y a la necesidad de obtener me´todos cada vez ma´s
precisos y eficientes.
Entre los esquemas ma´s conocidos se encuentran los me´todos de las diferencias finitas, los
elementos finitos y los volu´menes finitos, siendo me´todos de discretizacio´n del dominio, ya sea
temporal o espacial. Otros me´todos un poco menos conocidos pero que han ido adquiriendo
mayor atencio´n son los me´todos de alto orden como los me´todos de Galerkin discontinuo y
los me´todos de diferencias espectrales. La caracter´ıstica principal que hace a los me´todos de
alto orden deseables es que permiten obtener ahorro de tiempo computacional, con soluciones
ma´s precisas y usando mallas con menos elementos.
Bajo este contexto, se busca en esta tesis contribuir al desarrollo de algoritmos de alto orden
que reduzcan el ca´lculo en CPU para ser aplicados a las ecuaciones de calor y de la onda.
Por supuesto, se espera que la aplicabilidad sea extendida a otro tipo de ecuaciones.
1.1. Motivacio´n y objetivos
El me´todo local discontinuo de Galerkin es una te´cnica de solucio´n nume´rica, derivada del
me´todo discontinuo de los elementos finitos. Estas herramientas computacionales poseen un
conjunto de caracter´ısticas que les da ventajas sobre los me´todos convencionales, como lo
son: la estabilidad, la alta precisio´n para las mallas no estructuradas, la adaptabilidad para
el refinamiento local-hp, la imposicio´n de condiciones de contorno de´bil, la conservacio´n local
del me´todo, la facilidad de paralelizar, entre otros.
Las aplicaciones principales de los esquemas DG son la solucio´n de ondas de choque, discon-
tinuidades y altos gradientes; siendo la dina´mica de fluidos computacional (CFD) el campo
donde estos me´todos han sido estudiados ampliamente. Esto se debe a que combinan la es-
tabilidad de los me´todos de volu´menes finitos(FVM) en problemas de transporte, con el alto
orden de los elementos finitos [1].
Por su parte, el me´todo LDG fue desarrollado para el tratamiento de las derivadas de alto
orden en problemas de conveccio´n difusio´n, con predominancia convectiva. Las propiedades
de LDG son heredadas del me´todo esta´ndar, entre las que se encuentran las caracter´ısticas
mencionadas previamente. No obstante, a pesar de sus ventajas tambie´n hereda el aumento
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en el nu´mero de grados de libertad, debido a las discontinuidades elementales. Esta desven-
taja sobre problemas de conveccio´n-difusio´n se compensa con una gran estabilidad cuando
la componente convectiva es dominante. En el caso contrario donde el feno´meno difusivo
domina, LDG requiere mayor costo de tiempo en ma´quina en comparacio´n con MEF.
Una de las causas principales de la disminucio´n de la eficiencia computacional, es la res-
triccio´n del paso del tiempo en acople con RK expl´ıcito. Aunque el me´todo presenta un
buen comportamiento con casos de conveccio´n dominante, en presencia de te´rminos difusi-
vos importantes, el paso se limita por la relacio´n ∆t ≤ ∆xm , con m el orden de la PDE
[2]. Algunas soluciones propuestas son me´todos impl´ıcitos como el me´todo semi-impl´ıcito
deferred correction(SDC)[3], tambie´n el Additive Runge-Kutta method [4] o´ the exponential
time differencing method[5].
En este documento se busca superar esta restriccio´n en el paso, con el desarrollo de un algo-
ritmo que agilice el ca´lculo y permita aliviar el costo computacional. Por ello, se abordara´n
problemas con evolucio´n temporal, mediante un me´todo que acople con LDG y no disminu-
ya su precisio´n. El esquema nume´rico con el que se pretende llevar a cabo dicha tarea es el
esquema de la aproximacio´n de Green expl´ıcita(EXGA).
Este me´todo, apenas desarrollado en el 2007 [6], se empieza a abrir campo entre los me´todos
de discretizacio´n temporal, debido a su capacidad de aumentar el paso de tiempo mientras
alivia la limitante del criterio de estabilidad. Adema´s acelera el procesamiento y contribuye
en la disminucio´n del ca´lculo en CPU. Por lo tanto, esta te´cnica se muestra como una
alternativa a los me´todos expl´ıcitos comunes, dominados por la condicio´n CFL.
Las cualidades de estos me´todos incentivo´ la presente investigacio´n, en donde se plantea un
acople del me´todo de LDG con un integrador temporal de gran eficiencia del tipo ExGA. De
esta forma se busca aliviar la restriccio´n de la condicio´n de estabilidad y aportar eficiencia
computacional en la solucio´n del me´todo LDG.
De acuerdo a lo mencionado anteriormente se listan los objetivos de esta tesis a continuacio´n:
El propo´sito principal de este proyecto es el desarrollo y la implementacio´n de un nuevo
esquema nume´rico, mediante me´todos discontinuos de Galerkin locales.
Con el fin de cumplir el fin general, se formula e implementa un algoritmo de solucio´n
para problemas de dina´mica con el me´todo LDG en la discretizacio´n espacial. Poste-
riormente, el me´todo es apoyado con el esquema de la funcio´n de Green en el dominio
temporal.
Adicionalmente, se estima la contribucio´n de la aproximacio´n de la funcio´n de Green
expl´ıcita en el tiempo, sobre el esfuerzo computacional en la implementacio´n del me´todo
LDG.
Finalmente cabe mencionar que el acople de los algoritmos representa un tema atractivo
de indagacio´n, cuyo desarrollo espera aportar conocimiento cient´ıfico de estas te´cnicas con
tanto porvenir, no so´lo a nivel nacional sino a nivel global.
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1.2. Revisio´n bibliogra´fica
A continuacio´n se presentan en un contexto histo´rico el desarrollo de los me´todos LDG y
ExGA.
1.2.1. Me´todos Discontinuos de Galerkin
La primera formulacio´n de los elementos finitos discontinuos de Galerkin (DG) fue introdu-
cida por primera vez en 1973 por Reed y Hill [7], para la solucio´n de la ecuacio´n hiperbo´lica
de transporte del neutro´n. A partir de este trabajo surgio´ una gran variedad de investigacio-
nes alcanzando su auge en las u´ltimas de´cadas, de donde se han obtenido nuevos me´todos
DG derivados de la primera formulacio´n. A pesar que este me´todo no es tan conocido como
el me´todo esta´ndar de los elementos finitos (MEF), las investigaciones sobre este me´todo
han venido en aumento. Entre sus principales ventajas esta´n la habilidad para manejar geo-
metr´ıas y condiciones de frontera complejas, con el beneficio adicional de poseer una gran
flexibilidad y adaptabilidad para el refinamiento h-p, debido a las funciones discontinuas [8].
Adema´s, muestra gran facilidad para cambiar el orden de aproximacio´n entre elementos, una
gran capacidad de paralelizacio´n y una muy buena estabilidad[8].
El desarrollo de los me´todos discontinuos esta´ dividido entre los avances obtenidos para la
solucio´n de ecuaciones hiperbo´licas y los obtenidos para ecuaciones el´ıpticas. Los me´todos
asociados con estas u´ltimas se generaron de forma paralela e independiente a los primeros
me´todos discontinuos de Galerkin, aplicados a problemas hiperbo´licos y conocidos como los
me´todos esta´ndares de DG [9]. Incluso, estos esquemas no eran considerados como me´todos
DG. Principalmente las te´cnicas de solucio´n de problemas el´ıpticos se basaron en me´todos
de penalizacio´n introducidos en la de´cada de los 60’s para MEF y para el me´todo de las
diferencias finitas(MDF). En el dominio de los elementos finitos discontinuos se introdujeron
como me´todos de penalizacio´n interior (IP); fueron desarrollados principalmente por Douglas
y Dupont[10], Wheeler [11], Arnold [12] y otros. Estos esquemas IP buscaban obtener la
continuidad entre elementos de una manera similar al de la imposicio´n de´bil de las condiciones
de frontera de Dirichlet, en vez de construirlas en el espacio de los elementos finitos [9].
No obstante, la mayor evolucio´n e investigacio´n en la implementacio´n del me´todo DG se
ha logrado sobre las ecuaciones hiperbo´licas, desde su aparicio´n en 1973 para la solucio´n de
sistemas lineales. Sus primeras aplicaciones se obtuvieron en el campo del control o´ptimo
[13] y en el estudio de la propagacio´n de ondas en medios ela´sticos, trabajos realizados por
Wellford y Oden[14]. Posteriormente se extendio´ a fluidos viscoela´sticos en 1989 por Fortin
y Fortin[15]. Desarrollos un poco mas recientes se han obtenido sobre las ecuaciones de
Maxwell[16] y dina´mica de gases[17, 18].
A principios de la de´cada de los 90’s, diferentes estudios promovieron la extensio´n del me´todo
cla´sico DG a problemas con derivadas de alto orden, siendo aplicados principalmente a las
ecuaciones de la conveccio´n-difusio´n. Es as´ı como, uno de los me´todos mas importantes, desa-
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rrollado por Dawson en 1991 [19], combino´ los me´todos mixtos para los te´rminos difusivos con
los me´todos de Godunov empleados sobre el te´rmino convectivo. De esta forma se genero´ el
me´todo mixto de aguas arriba(Upwind Mixed Method, nombre en ingle´s), que se extendio´ al
caso multidimensional en 1993[20], a la ecuacio´n compresible de Navier- Stokes[21] y al caso
no lineal del transporte de contaminantes en 1998 [22]. En 1992, Richter [23] presento´ una
extensio´n directa del me´todo DG, aplicado sobre la ecuacio´n lineal de adveccio´n difusio´n,
en un caso de conveccio´n dominante. Sin embargo, so´lo hasta 1997 se utilizo´ una te´cnica
completamente discontinua en la aproximacio´n, tanto para te´rminos difusivos como para los
advectivos. Este trabajo realizado por Bassy y Raviart[24] fue posteriormente generalizado
por Cockburn y Shu [25], originando uno de los me´todos DG con mayor reconocimiento: el
me´todo de los elementos finitos locales discontinuos de Galerkin (LDG).
Por otra parte, en el a´mbito de la integracio´n temporal diversos esquemas fueron acoplados
con el me´todo DG. Esto se debio´, principalmente, a los inconvenientes atribuidos a la ex-
tensio´n del me´todo a problemas hiperbo´licos no lineales. En este tipo de ecuaciones las no
linealidades jugaron un rol muy importante en la ejecucio´n del me´todo, puesto que promo-
vieron la inestabilidad y restringieron los pasos de tiempo. Esto dificulto´ el ca´lculo elemental
y fomento´ el uso de me´todos impl´ıcitos globales, como los realizados en [26, 27] durante 1989
y 1990 [8]. Sin embargo, los esfuerzos para desarrollar algoritmos expl´ıcitos impulsaron la
aparicio´n de aplicaciones de esquemas como el Euler forward sobre los elementos disconti-
nuos, trabajo realizado por Chavent y Salzano [28]. No obstante, el me´todo au´n era muy
restrictivo en cuanto al criterio de estabilidad.
La bu´squeda de un me´todo menos restrictivo llevo´ a Chavent y Cockburn[29] a introducir
unos limitadores de pendiente [8], con resultados deficientes ya que el me´todo resulto´ ser de
bajo orden en espacio y tiempo. No obstante, en 1988 Cockburn y Shu [17] presentaron unos
limitadores modificados [30] e incorporaron el me´todo expl´ıcito de Runge-Kutta(RK) en la
evolucio´n temporal. De esta manera superaron el problema del bajo orden y originaron el
me´todo muy conocido de Runge Kutta-Discontinuo de Galerk(RKDG). El surgimiento de
dicho acople implico´ un desarrollo en la resolucio´n de problemas hiperbo´licos de conveccio´n
dominante, debido a su eficiencia, alto orden en el tiempo y el espacio, la capacidad de
paralelizacio´n (algunos resultados se presentan en [31]), la resolucio´n de choques, entre otros
beneficios.
Desde el primer esquema RKDG presentado se han obtenido mu´ltiples trabajos que ensen˜an
la evolucio´n del me´todo, de los cuales cabe mencionar su extensio´n a una precisio´n de alto
orden en [32] y a sistemas unidimensionales en [33]. Posteriormente se publico´ para el caso
escalar multidimensional en 1990 por Cockburn, Hou y Shu en [34]. Aparte de los me´todos
expl´ıcitos de Runge-Kutta, me´todos impl´ıcitos [35] e h´ıbridos [36, 37] comenzaron a aplicarse
en los elementos discontinuos. Lo anterior por la necesidad de aliviar las fuertes restricciones
del criterio de estabilidad sobre el me´todo expl´ıcito, debidas a los te´rminos difusivos en el caso
de problemas de conveccio´n-difusio´n o por geometr´ıas con escalas que variasen dra´sticamente.
Otros esquemas diferentes a los de Runge-Kutta han sido estudiados como alternativas de
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discretizacio´n temporal, entre estos esta´ el esquema DG-Lax-Wendroff (LW) presentado por
Qiu et al [38] en la solucio´n de las leyes de conservacio´n hiperbo´lica. Tambie´n esta´n los
planteamientos de me´todos discontinuos de Galerkin en el espacio-tiempo, donde el mismo
me´todo DG ha servido como esquema temporal, en acople con DG en la discretizacio´n
espacial [39].
1.2.2. ExGA
El me´todo de aproximacio´n de Green expl´ıcita, ExGA, fue introducido en el 2007 por Loureiro
[40] y Mansur et al [6], para la solucio´n de la ecuacio´n de equilibrio dina´mico con una
discretizacio´n espacial por MEF. La principal ventaja de este esquema es su potencial para
aliviar la restriccio´n de la condicio´n CFL en el me´todo expl´ıcito.
Esto implica que los pasos de tiempo permitidos para la obtencio´n de una solucio´n estable son
comparativamente ma´s grandes a los presentados por me´todos esta´ndares como Newmark y
Runge-Kutta.
Por otra parte, el me´todo hace uso de transformadas de Laplace de donde se obtiene una
matriz de funciones de Green G(s). Esta matriz es resuelta nume´ricamente, con lo que el
me´todo adquiere generalidad ya que no se requieren las funciones anal´ıticas. De esta forma
el me´todo puede ser aplicable a cualquier problema.
Por otra parte, la implicacio´n ma´s importante de esta solucio´n nume´rica es la influencia
de la precisio´n de la matriz de Green G(s) en la estabilidad de ExGA. Es decir, a medida
que el error en la solucio´n de G(s) tienda a cero, el me´todo tendera´ a ser ma´s estable y
permitira´ pasos de tiempo mucho ma´s elevados, elimina´ndose as´ı la restriccio´n CFL. Por lo
tanto, el taman˜o del paso para ExGA depende de la cantidad de datos que se quiera obtener
en la historia de la evolucio´n temporal, ma´s no de la condicio´n de estabilidad.
Por otro lado, debido a la reciente aparicio´n de este me´todo son pocas las investigaciones que
se encuentran en la literatura. Entre estas se tiene el trabajo realizado en 2007 por Mansur [6]
para la ecuacio´n de la onda, donde se presento´ una familia de algoritmos para la resolucio´n
de ecuaciones diferenciales hiperbo´licas. Posteriormente dicho trabajo fue extendido a la
solucio´n de ecuaciones parabo´licas [41, 42], aplicado a problemas de conduccio´n de calor.
En esta misma a´rea de la transferencia de calor, Loureiro y Mansur[43] desarrollaron un
ca´lculo mas eficiente de la matriz de las funciones de Green empleando algoritmos de Runge-
Kutta impl´ıcitos y expl´ıcitos. En cuanto a problemas multidimensionales, se tiene en dos
dimensiones un ana´lisis teo´rico de ExGA para la ecuacio´n de conduccio´n, desarrollado por
Vasconcellos [44].
Recientemente en 2009 Loureiro y Mansur [45] presentaron un me´todo de integracio´n de
tiempo h´ıbrido/Laplace basado en las funciones de Green, utilizando MEF con un algoritmo
de Zakian y ExGA para la integracio´n temporal de la ecuacio´n de conduccio´n de calor. Los
mismos autores despue´s aplicaron este esquema a problemas elastodina´micos en [46].
En 2011 Oyarzu´n y otros [47] desarrollaron para la ecuacio´n de la onda escalar un esquema
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temporal, basado en ExGA y combinado con el me´todo de los elementos de contorno en
el dominio(D-BEM, por sus siglas en ingle´s). Otro acople interesante fue el presentado por
Loureiro y Mansur[48], esta vez en el dominio temporal, donde se uso´ el me´todo temporal
de los discontinuos de Galerkin (TDG) en conjunto con el me´todo ExGA.
1.3. Marco teo´rico
A continuacio´n se exponen brevemente las ecuaciones principales utilizadas en este docu-
mento.
1.3.1. Las ecuaciones de Laplace y Poisson
La ecuacio´n de Poisson esta´ conformada por las derivadas de segundo orden respecto a las
variables espaciales y un te´rmino fuente; lo anterior le da un cara´cter el´ıptico debido a que
la propagacio´n de la variable se realiza instanta´neamente en forma homoge´nea en todas las
direcciones. Un caso particular es la ecuacio´n de Laplace, donde el te´rmino fuente es nulo.
Por lo tanto, la ecuacio´n de Poisson esta´ dada por:
∇ · (D∇φ) = f (1.1)
Donde φ(x) es un campo escalar, f(x) el te´rmino fuente y D el coeficiente de difusio´n. El
laplaciano, formulado como ∆(∗) = ∇ · (∇(∗)) [49], se emplea para describir feno´menos de
difusio´n en varios campos de la f´ısica, las matema´ticas y la ingenier´ıa. Algunas a´reas de
aplicacio´n son la transferencia de calor para problemas de difusio´n pura, la electroesta´tica,
la astronomı´a, la meca´nica cua´ntica, dina´mica de so´lidos y fluidos, entre otros.
1.3.2. La ecuacio´n de la onda
La onda puede ser definida como la propagacio´n de la perturbacio´n de una propiedad, en
un medio donde se transmite el efecto, transportando energ´ıa ma´s no masa [50]. Le modelo
matema´tico que define las ondas se escribe a continuacio´n:
∂2φ
∂t2
= c2∆φ (1.2)
Donde c es la velocidad de propagacio´n de la onda y φ representa su amplitud. Esta ecuacio´n
es de tipo hiperbo´lico, debido a que existe una direccio´n y una velocidad finita de propaga-
cio´n. Adema´s representa la propagacio´n de diferentes ondas como las del sonido, de la luz,
tambie´n en resortes oscilantes o en el agua. Sus aplicaciones se encuentran en campos de
gran importancia como la acu´stica, el electromagnetismo y la dina´mica de fluidos.
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1.4. Esquema de la tesis
El esquema de la tesis se organiza como sigue: En los cap´ıtulos 2 y 3 se presenta el ana´lisis
del me´todo LDG en un dominio unidimensional para re´gimen estacionario y transitorio, res-
pectivamente. En este u´ltimo se desarrolla la formulacio´n mediante el me´todo expl´ıcito de
Runge-Kutta en acople con LDG. Posteriormente, en el cap´ıtulo 4 se extiende el desarrollo
del me´todo al caso multidimensional, tanto en el caso estable como en el evolutivo. Final-
mente, en el cap´ıtulo 5 se presenta el me´todo ExGA, comenzando con una discretizacio´n
con elementos continuos y pasando en seguida al desarrollo del algoritmo de solucio´n con
ExGA-LDG en 1D. Por u´ltimo se muestran las conclusiones de la tesis en el cap´ıtulo 6 .
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2 Discretizacio´n de los elementos finitos
de Galerkin discontinuo
El objetivo de este cap´ıtulo es presentar la discretizacio´n espacial por medio del me´todo de
los elementos finitos locales discontinuos. Con el fin de mostrar en una forma sencilla los
fundamentos de su formulacio´n, se toma como problema modelo la ecuacio´n de Poisson en
re´gimen permanente y en una dimensio´n. Adema´s, se desarrolla la formulacio´n de´bil por
elementos discontinuos en primera instancia y posteriormente, se muestra el ca´lculo de los
flujos interelementales. Por u´ltimo, se hace una breve presentacio´n de las funciones base para
LGD, en comparacio´n con las del me´todo continuo de elementos finitos.
2.1. LDG para la ecuacio´n de Poisson
La ecuacio´n de difusio´n estacionaria en su forma general, conocida como la ecuacio´n de
Poisson esta´ dada por
−∇ · (α∇u) = f(x) (2.1)
Donde α es el coeficiente de difusividad, u(x) es una variable escalar que puede representar
por ejemplo un campo de temperatura y f(x) es el te´rmino fuente. Con el objeto de reducir
la ecuacio´n (2.1) a un sistema de primer orden se recurre a una formulacio´n mixta, que
introduce una variable auxiliar q = α∇u, siendo esta la variable el flujo asociado a u(x). De
esta manera, al igual que en el me´todo esta´ndar DG, se transforma el problema inicial a uno
de dos ecuaciones de bajo orden. Por lo tanto, se obtiene:
q − αdu
dx
= 0 (2.2)
−dq
dx
= f(x) (2.3)
En el contexto de una formulacio´n por el me´todo de los residuos ponderados, las ecuacio-
nes (2.2) y (2.3) deben ser reescritas en su forma de´bil. Para este fin, se multiplican las
ecuaciones por unas funciones suaves v(x) y w(x), denominadas funciones de ponderacio´n.
Posteriormente se integra sobre el dominio, relaja´ndose as´ı el problema y obtenie´ndose la
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siguiente expresio´n: ∫
Ω
qvdx−
∫
Ω
α
du
dx
vdx = 0 (2.4)
−
∫
Ω
dq
dx
wdx =
∫
Ω
fwdx (2.5)
El paso consecutivo es una debilitacio´n de las derivadas espaciales por medio del teorema
de Green, que resulta ser una integracio´n por partes en 1D. As´ı, las ecuaciones (2.4) y (2.5)
toman la forma siguiente:∫
Ω
qvdx+
∫
Ω
u
d(αv)
dx
dx− αuv|Γ = 0 (2.6)∫
Ω
q
dw
dx
dx− wq|Γ =
∫
Ω
fwdx (2.7)
Ahora, se dota al dominio Ω con Ne elementos finitos y con intervalos Ωk = (xk, xk+1). La
particio´n obtenida queda definida como {a = x1 < · · · < xk < xk+1 < · · · < xNn}, donde Nn
es el nu´mero de nodos en el dominio unidimensional.
Por otra parte, de manera que las ecuaciones (2.6) y (2.7) sean bien definidas, las funciones
(u, q) y (w, v) deben pertenecer a los espacios V×V . Estas funciones exactas y de ponderacio´n
pertenecen a los mismos espacios debido a la formulacio´n de Galerkin, usada para inducir
simetr´ıa al sistema de ecuaciones [2]. Este espacio para el caso unidimensional esta´ definido
como:
V =M = {u ∈ L2(Ω) : u|Ωk ∈ H1(Ωk);∀Ωk ∈ Th} (2.8)
En consecuencia, la formulacio´n de´bil establece que u(x) y q(x) son soluciones de las
ecuaciones (2.6) y (2.7), si se verifican para toda v, w ∈ V .
La implementacio´n del me´todo en un dominio computacional requiere que la base del espa-
cio posea un taman˜o acotado. De lo contrario, la demanda computacional para determinar
infinitas inco´gnitas har´ıa el proceso f´ısicamente imposible [2]. Por este motivo, se introduce
el subespacio de dimensio´n finita Vph, como aproximacio´n de V . Este nuevo espacio esta´ con-
formado por polinomios discontinuos de grado p definidos a trozos:
Vph =Mph = {v ∈ L2(Ω) : v|Ωk ∈ P p(Ωk),∀ Ωk ∈ Th} (2.9)
Donde P p es el espacio de los polinomios de grado menor o igual a p en un elemento Ωk. Por
tanto, las funciones exactas (u, q) deben ser generadas por la combinacio´n lineal de la base de
Vph. Esto induce a la obtencio´n de soluciones aproximadas denotadas como (uh, qh) ∈ Vph×Vph.
1H1(Ω) =
{
f |f : Ω→ <,
∫
Ω
(
f2 + ∂xf
2
)
dΩ <∞
}
2L2(Ω) =
{
f |f : Ω→ <,
∫
Ω
f2dΩ <∞
}
2.1 LDG para la ecuacio´n de Poisson 15
Igualmente, toda funcio´n test (w, v) es reemplazada de modo que (wh, vh) ∈ Vph × Vph. Este
procedimiento se conoce como la aproximacio´n de Galerkin esta´ndar [2]. Por otra parte, la
solucio´n uh(x) se determina por una sumatoria de polinomios a trozos locales de la forma:
uh(x) = ⊕Nek=1ukh(xk) (2.10)
qh(x) = ⊕Nek=1qkh(xk) (2.11)
En forma elemental se puede hacer que:
ukh(Ωk, t) =
Np∑
j=1
Ukj φ
k
j (x) (2.12)
qkh(Ωk, t) =
Np∑
j=1
Qkjφ
k
j (x) (2.13)
Donde Np es el nu´mero de nodos en el elemento Ωk, ∀ k = 1, .., Ne. Adema´s, los vectores Ukj
y Qkj son las proyecciones entre los espacios infinitos V×V y los espacios acotados Vph×Vph; es
decir, Ukj y Q
k
j son los valores en los nodos de las soluciones uh(x) y qh(x), respectivamente.
Con las aproximaciones ya establecidas, se introducen en la formulacio´n integral las funciones
(uh, qh) y (wh, vh). De esta forma, el sistema se escribe en un dominio elemental y bajo una
formulacio´n local, as´ı:∫
Ωk
qhvhdx+
∫
Ωk
uh
d(αvh)
dx
dx− αuˆhvh|Γk = 0 (2.14)∫
Ωk
qh
dwh
dx
dx− qˆhwh|Γk =
∫
Ωk
fwhdx (2.15)
Antes de continuar es importante anotar que los te´rminos en los contornos elementales
implican la presencia de un flujo en estas fronteras, siendo (uˆh, qˆh) la notacio´n usual del flujo
nume´rico en su forma discreta. En el siguiente apartado se hara´ e´nfasis sobre la definicio´n
de (uˆh, qˆh).
De lo anterior, la formulacio´n se transforma en la obtencio´n de las soluciones uh y qh, tal que
las ecuaciones (2.14) y (2.15) sean va´lidas para toda funcio´n de ponderacio´n vh, wh ∈ Vph
[1]. Por lo tanto, queda establecida as´ı la formulacio´n semi-discreta del me´todo discontinuo
de Galerkin local.
Ahora se procede a incorporar las aproximaciones (2.10) y (2.11) en las ecuaciones integrales
(2.14) y (2.15). Se genera de esta manera el sistema matricial sin el tratamiento de los
te´rminos de flujo:
Kqkqk + D
q
kuk − αuˆhvh|Γk = 0 (2.16)
Dukqk − qˆhwh|Γk = Fuk,1 (2.17)
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Donde u = [U1, ..., UNp],q = [Q1, ..., QNp] y los te´rminos evaluados en el dominio elemental
son:
Kqij =
∫
Ωk
φiφjdx ; F
u
i,1 =
∫
Ωk
fφhdx (2.18)
Dqij =
∫
Ωk
∂x(αφi)φjdx ; D
u
ij =
∫
Ωk
∂xφiφjdx (2.19)
2.2. Formulacio´n del flujo unidimensional
En esta seccio´n se completa el me´todo LDG, definiendo los flujos interelementales (uˆh, qˆh).
Por tal razo´n, se desarrollan los te´rminos en los contornos de las ecuaciones (2.14) y (2.15),
y posteriormente se introducen los te´rminos derivados al sistema matricial.
Los flujos nume´ricos no so´lo caracterizan el me´todo DG sino que adema´s diferencian su for-
mulacio´n con la del me´todo esta´ndar de los elementos finitos. Esto se debe a que actu´an,
primordialmente, para garantizar la estabilidad de la formulacio´n mediante un flujo de in-
formacio´n entre elementos adyacentes. As´ı se logra la continuidad y el ensamble del me´todo.
Adema´s, la solucio´n se obtiene localmente y sin necesidad de una matriz global, ya que la
informacio´n viaja por el dominio gracias al flujo.
Por otra parte, debido a las discontinuidades de las funciones se obtienen valores diferentes
en la frontera interelemental, un valor en la celda y otro en su vecino. Con el fin de distinguir
el elemento al que pertenece un dato se introduce la notacio´n (·)+ y (·)−, as´ı se refiere a los
valores de la traza 3 en el contorno de Ωk. A continuacio´n se definen estas expresiones de la
forma (ver figura 2.2):
vh(x
−) = l´ım
ε→0−
vh (x+ ε) ; vh(x
+) = l´ım
ε→0+
vh (x+ ε) (2.20)
Para simplificar se induce la notacio´n
v+k = vh(x
+
k ) ; v
−
k = vh(x
−
k ) (2.21)
2.2.1. Flujos nume´ricos para algunos me´todos DG
Con el objeto de alcanzar la definicio´n de uˆh y qˆh en su forma general en los me´todos
discontinuos de Galerkin, es oportuno definir los operadores promedio {uh} y salto [uh] en
las fronteras del elemento. Estos esta´n dados por las expresiones[3]:
3La traza es considerada como la proyeccio´n de la solucio´n exacta sobre las fronteras elementales [4].
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Figura 2.1: Disposicio´n nodal y sus respectivos saltos en 1D.
{uh} = 1
2
(
u−h + u
+
h
)
; [uh] = u
−
h − u+h (2.22)
Con esta formulacio´n se presentan en la tabla 2.1 los flujos de algunos me´todos discontinuos.
Entre estos se distinguen principalmente las te´cnicas de penalizacio´n: el me´todo de penaliza-
cio´n interior (IP,por sus siglas en ingle´s) y de penalizacio´n interior de Galerkin no sime´trica
(NIPG), tambie´n el me´todo esta´ndar de Galerkin y su derivado el LDG. Los me´todos IP y
NIPG como sus nombres lo indican utilizan un te´rmino de penalizacio´n ayudando a obtener
un error o´ptimo[3]. Por otra parte, los flujos de los me´todos IP y LDG presentan propiedades
de conservacio´n y consistencia, no as´ı el flujo uˆh de NIPG que no es conservativo [3].
Tabla 2.1: Flujos de diversos me´todos discontinuos de Galerkin [3]
Me´todo uˆh qˆh
DG {uh}+ C12[uh]− C22[qh] {qh} −C12[qh]− C11[uh]
LDG {uh}+ C12[uh] {qh} −C12[qh]− C11[uh]
IP {uh} {∇uh} − C11[uh]
NIPG {uh}+ nk · [uh] {∇uh} − C11[uh]
En relacio´n al tratamiento de los flujos en los contornos es necesario mencionar, que deben
ser tratados de manera especial. En consecuencia, los flujos (uˆh, qˆh) son modificados en los
puntos (a, b), del dominio unidimensional Ω = [a, b]. En la tabla 2.2 se presentan los flujos
redefinidos para una condicio´n Dirichlet u(a) = UD.
Por otro lado, el vector C12 ayuda a establecer la contribucio´n al flujo nume´rico de los
elementos adyacentes, sobre un contorno elemental. Por ahora, para el caso unidimensional
C12 es tomado simplemente como un escalar (C12). No obstante, posteriormente se hara´ ma´s
formal la formulacio´n, usando el vector en el caso multidimensional.
Adicionalmente, el factor C12 condiciona el tipo de flujo en la componente difusiva, donde los
flujos ma´s comunes son el esquema central, el esquema alternante de aguas arriba (Upwinding
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Tabla 2.2: Flujos nu´mericos en el contorno Dirichlet en un 1D para problemas
estacionarios[7].
Me´todo uˆh(a) qˆh(a)
DG u(a+) qh(a
+)− C11(uD − uh(a+))
LDG u(a+) qh(a
+)− C11(uD − uh(a+))
IP u(a+) ∇uh(a+)− C11(uD − uh(a+))
NIPG u(a+) ∇uh(a+)− C11(uD − uh(a+))
Tabla 2.3: Definicio´n de los flujos nume´ricos ma´s usados en LDG.
Flujo uˆh qˆh C12
Forma general uˆh = {uh}+ C12[uh] qˆh = {qh} −C12[qh]− C11[uh] -
Downwind
Upwind
Central
uˆh =

uh(x
+
k )
uh(x
−
k )
0,5
(
uh(x
−
k ) + uh(x
+
k )
) qˆh =

qh(x
−
k )
qh(x
+
k )
0,5
(
qh(x
−
k ) + qh(x
+
k )
) 0,5−0,5
0,0
alternating) y de aguas abajo (Downwinding alternating) (ver tabla2.3). Las implicaciones
del uso de un flujo en particular se pueden ver reflejadas en el orden de convergencia de la
herramienta nume´rica, donde por ejemplo, el flujo alternante presenta un mayor orden en
problemas de conveccio´n-difusio´n [5].
Por otro lado, C11 y C22 (E´ste so´lo para DG) son los para´metros que rigen la penalizacio´n de
los saltos en los contornos elementales, actuando sobre las soluciones uh y qh, respectivamente.
Las expresiones para los flujos nume´ricos se pueden generalizar con unos coeficientes arbi-
trarios que acompan˜an los operadores de salto y promedio en la definicio´n de (uˆh, qˆh):
uˆh = α11[uh] + β12{uh}+ γ13[qh] + δ14{qh} (2.23)
qˆh = α21[uh] + β22{uh}+ γ23[qh] + δ24{qh} (2.24)
En un sistema lineal se escribe el flujo en forma compacta como:(
uˆh
qˆh
)
=
(
α11 β12
α12 β22
)(
[uh]
{uh}
)
+
(
γ13 δ14
γ23 δ24
)(
[qh]
{qh}
)
Mediante la definicio´n de los coeficientes se pueden establecer diferentes tipos de flujos para el
me´todo LDG. No obstante, debe tenerse especial cuidado, ya que el flujo ejerce influencia en
las propiedades del me´todo, incluyendo la estabilidad, el orden de convergencia, la simetr´ıa,
entre otros [7]. Por esto se debe garantizar propiedades como consistencia y conservacio´n de
los flujos.
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2.2.2. Discretizacio´n con LGD
El me´todo LGD es escogido ya que permite el tratamiento de derivadas de alto orden y
es derivado de la forma esta´ndar del me´todo LDG. Dicho tratamiento agrega una nueva
ecuacio´n, definida a partir del gradiente de la funcio´n, para luego reformular la ecuacio´n
diferencial como un sistema de ecuaciones de primer orden. Las ventajas significativas de
este esquema son una paralelizacio´n fa´cil, conservacio´n local y ser apto para el refinamiento
h ,p y hp [6].
Por lo tanto, en esta seccio´n se da continuidad a la discretizacio´n espacial de la ecuacio´n de
Poisson, utilizando un flujo LGD para los te´rminos en los contornos. Para ello, se recuerdan
las ecuaciones resultantes de la seccio´n 2.1:∫
Ωk
qhvhdx+
∫
Ωk
uh
d(αvh)
dx
dx− αuˆhvh|Γk = 0 (2.14)∫
Ωk
qh
dwh
dx
dx− qˆhwh|Γk =
∫
Ωk
fwhdx (2.15)
y su forma matricial dada por
Kqkqk + D
q
kuk − αuˆhvh|Γk = 0 (2.16)
Dukqk − qˆhwh|Γk = Fuk,1 (2.17)
A continuacio´n se expande el te´rmino de borde evaluado en la frontera del elemento Ωk.
Posteriormente se usa la aproximacio´n vh =
∑n
j φjcj, con n = 2 para polinomios lineales y
se toman los coeficientes cj = 1. Esta aproximacio´n se pude extender fa´cilmente a polinomios
de alto orden.
uˆhvh|Γk = uˆh(xk+1)vh(x−k+1)− uˆh(xk)vh(x+k ) (2.25)
= uˆh(xk+1)
[
φ1(x
−
k+1)
φ2(x
−
k+1)
]
− uˆh(xk+1)
[
φ1(x
+
k )
φ2(x
+
k )
]
(2.26)
El producto del flujo con la funcio´n de ponderacio´n, usando una base con polinomios de
Lagrange y de orden lineal, dara´ como resultado la expresio´n siguiente:
uˆh(xk+1)
[
φ1(x
−
k+1)
φ2(x
−
k+1)
]
− uˆh(xk)
[
φ1(x
+
k )
φ2(x
+
k )
]
= uˆh(xk+1)
[
0
1
]
− uˆh(xk)
[
1
0
]
=
[ −uˆh(xk)
uˆh(xk+1)
]
(2.27)
En caso que se desee revisar los valores que toman los polinomios de Lagrange en los nodos
del elemento, se remite al lector a la seccio´n siguiente donde se hace una breve exposicio´n
de estas funciones.
A continuacio´n se procede a extraer el flujo para el me´todo LDG de la tabla 2.1 y se manipula
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su formulacio´n:
uˆh(xk) = {uh}+ C12[uh] =
(
1
2
− C12
)
u+k +
(
1
2
+ C12
)
u−k (2.28)
qˆh(xk) = {qh} −C12[qh]− C11[uh] =
(
1
2
+ C12
)
q+k +
(
1
2
− C12
)
q−k − C11u−k + C11u+k
(2.29)
Este mismo procedimiento se realiza para evaluar qˆh(xk+1) y uˆh(xk+1). Incorporando los
flujos en los extremos del elemento, xk y xk+1, se obtiene el resultado siguiente:
−uˆhvh|Γk =
[
uˆh(xk)
−uˆh(xk+1)
]
=
[
1
2
− C12 0
0 − (1
2
+ C12
) ] [ u+k
u−k+1
]
+
[ (
1
2
+ C12
)
u−k
− (1
2
− C12
)
u+k+1
]
(2.30)
De forma ana´loga se realiza el procedimiento para el te´rmino en el contorno qˆhwh|Γk de la
ecuacio´n (2.17). Reuniendo todos los resultados e incorpora´ndolos en las ecuaciones obtenidas
(2.16) y (2.17), se llega a la formulacio´n semi-discreta con cara´cter matricial del me´todo LDG:[
Kqk D
q
k + J
q
k
Duk + J
u
k K
u
k
] [
qk
uk
]
=
[
Fqk
Fuk
]
Donde la matriz Kuk que almacena los te´rminos de penalizacio´n en el elemento es:
Kuij =
 C11 · · · 0... 0 ...
0 · · · C11

Las matrices restantes derivadas del flujo nume´rico en el elemento son:
Jqij = α

1
2
− C12 · · · 0
... 0
...
0 · · · − (1
2
+ C12
)
; Juij =

1
2
+ C12 · · · 0
... 0
...
0 · · · − (1
2
− C12
)

y los vectores de carga con los te´rminos evaluados en los vecinos se definen de la forma:
F qi =

(
1
2
+ C12
)
u−k
...
− (1
2
− C12
)
u+k+1
;F ui,2 =

(
1
2
− C12
)
q−k − C11u−k
...
− (1
2
+ C12
)
q+k+1 − C11u+k+1

Finalmente se enuncia el te´rmino de carga como la sumatoria del te´rmino fuente y aquellos
derivados de los flujos en los vecinos elementales:
F ui = F
u
i,1 − F ui,2 (2.31)
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Flujos en los contornos del dominio
Sea el punto en x = a de la frontera de Dirichlet sus valores (u−(a), q−(a)) son reemplazados
por (uDa, q
+(a)) y C12 = 1/2, en los flujos uˆh y qˆh. El ana´lisis para la otra frontera es ana´logo.
uˆ =
{
uD en ΓD
u+ en ΓN
(2.32)
qˆ =

q+ − C11(uD − u+k ) en ΓD = a
q− − C11(u−k − uD+) en ΓD = b
gN en ΓN
(2.33)
2.3. Funciones Base en 1D
Las funciones base son un conjunto de funciones linealmente independientes, usadas en la
aproximacio´n de la solucio´n exacta. Su fin principal es interpolar en el elemento los valores
de la solucio´n, que se calculan sobre los nodos. En este documento las funciones de forma
tomadas son los polinomios de Lagrange, de manera que se exponen brevemente en esta
seccio´n.
Como primera aproximacio´n a las funciones base en DG, se hace una breve comparacio´n
gra´fica de las funciones discontinuas y sus contrapartes continuas de FEM. Lo anterior se
expone en la Fig. ?? y se hace ya que usualmente se esta´ ma´s familiarizado con este´ u´ltimo
me´todo.
En la Fig. 2.2(a) se muestra la forma de las funciones de orden lineal, revelando la continuidad
sobre las fronteras elementales. En contraposicio´n, en la Fig. 2.2(b) se exhiben los saltos en
los nodos fronterizos, donde la funcio´n toma valores diferentes sobre estos. Lo anterior indica
que los me´todos discontinuos poseen ma´s grados de libertad, debido al mayor nu´mero de
funciones y la duplicidad de los valores en las contornos de las celdas. De hecho, al cuantificar
el nu´mero de funciones para MEF se tiene un valor de Ne × p+ 1, mientras DG requiere de
Ne × (p+ 1) funciones.
Con el fin de completar la comparacio´n entre las funciones a trozos en el me´todo DG y FEM,
se presenta primero la formulacio´n general que definen las bases polino´micas de Lagrange:
ψnk (x) =
n+1∏
j=1,j 6=k
(x− xj)
(xk − xj)
=
(x− x1)(x− x2) · · · (x− xk+1)(x− xk+2) · · · (x− xn+1)
(xk − x1)(xk − x2) · · · (xk − xk+1)(xk − xk+2) · · · (xk − xn+1) (2.34)
donde k es el punto de interpolacio´n y n+ 1 el nu´mero total de puntos de interpolacio´n. Con
la expresio´n previa reportada, ahora se presentan las expresiones para las funciones a trozos
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(a) (b)
Funciones de forma lineales en FEM en 1D. (a) funcio´n. (b) funcio´n del segundo elemento. (c)
funcio´n del tercer elemento. (d) funcio´n del primer elemento
lineales de la Fig.??. Por lo tanto, las funciones continuas de la Fig. 2.2(a) se definen como:
φk(x) =

0 a ≤ x ≤ xk−1
x−xk−1
xk−xk−1 xk−1 ≤ x ≤ xk
x−xk+1
xk−xk+1 xk ≤ x ≤ xk+1
0 xk+1 ≤ x ≤ b
φk+1(x) =

0 a ≤ x ≤ xk
x−xk
xk+1−xk xk ≤ x ≤ xk+1
x−xk+2
xk+1−xk+2 xk+1 ≤ x ≤ xk+2
0 xk+2 ≤ x ≤ b
mientras las discontinuas de la Fig. 2.2(b) se definen as´ı:
φ2(k−1)(x) =

0 a ≤ x ≤ xk
x−xk+1
xk−xk+1 xk ≤ x ≤ xk+1
0 xk+1 ≤ x ≤ b
φ2k(x) =

0 a ≤ x ≤ xk
x−xk
xk+1−xk xj ≤ x ≤ xk+1
0 xk+1 ≤ x ≤ b
No´tese que las expresiones para DG cumplen la condicio´n del valor ma´ximo en un u´nico nodo,
mientras la funcio´n es nula en los nodos restantes. Sin embargo, en los nodos de las fronteras
elementales, ma´s de una funcio´n es diferente de cero gracias al salto. Adicionalmente, en
cada elemento Ωk = [xk, xk+1], donde se tiene una funcio´n u
k
h(x) que aproxima la solucio´n
exacta u(x), se garantiza que la funcio´n toma los valores de la funcio´n desconocida:
ukh(xk) = uk ; u
k
h(xk+1) = uk+1 (2.35)
De una forma ma´s general y usando la interpolacio´n con los polinomios de Lagrange, se
formula la funcio´n de aproximacio´n en un elemento Ωk as´ı
ukh(Ωk) = ukφ2(k−1) + uk+1φ2k (2.36)
No obstante, de modo que se facilite la notacio´n, se deja de lado la numeracio´n global de las
funciones φ(x). En cambio, se adopta una numeracio´n nueva en cada elemento, comenzando
desde un valor 1. De esta forma, se puede generalizar la sumatoria para polinomios de mayor
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orden con la siguiente igualdad:
ukh(Ωk) =
Np∑
j=1
ujφj(x) (2.37)
2.3.1. Transformacio´n al espacio de referencia
Por facilidad en la integracio´n nume´rica, normalmente las funciones de forma son tratadas
en un sistema de coordenadas normalizado, mediante la transformacio´n isoparame´trica. Por
tal razo´n, un elemento Ωk(x) = [xj, xj+1] se transforma en un intervalo [−1, 1], donde el
cambio de coordenadas sigue la expresio´n dada por:
ξ =
2x− xj+1 − xj
xj+1 − xj (2.38)
As´ı, las ecuaciones para polinomios lineales que se definen en el espacio f´ısico como:
φj(x) =
xj+1 − x
xj+1 − xj ; φj+1(x) =
x− xj
xj+1 − xj (2.39)
se reescriben en el dominio de la variable ξ de la forma:
φ1(ξ) =
1
2
(1− ξ) ; φ2(ξ) = 1
2
(1 + ξ) (2.40)
Figura 2.2: Funciones de forma cuadra´ticas(lado izquierdo) y cu´bicas(lado derecho) para
DG en 1D, con su correspondiente numeracio´n de los nodos anotada en la parte
inferior
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Siguiendo el mismo procedimiento, se extiende esta transformacio´n con polinomios de mayor
orden. No obstante, a continuacio´n se presenta un breve ejemplo sobre la formulacio´n en un
elemento cano´nico, usando polinomios cu´bicos. Para ello, se toma x = ξ y se utilizan p + 1
puntos sobre el intervalo [−1, 1]: ξ1 = −1,0; ξ2 = 0,0; ξ3 = 1,0. Ahora se procede a reemplazar
en la ecuacio´n 2.34
φ1(ξ) = ψ
2
k=1(x) =
(ξ − ξ2)(ξ − ξ3)
(ξ1 − ξ2)(ξ1 − ξ3) =
(ξ − 0,0)(ξ − 1,0)
(−1,0− 0,0)(−1,0− 1,0)
=
1
2
ξ(1− ξ) (2.41)
φ2(ξ) = ψ
2
k=2(x) =
(ξ − ξ1)(ξ − ξ3)
(ξ2 − ξ1)(ξ2 − ξ3) =
(ξ + 1,0)(ξ − 1,0)
(0,0 + 1,0)(0,0− 1,0)
= (1 + ξ)(1− ξ) (2.42)
φ3(ξ) = ψ
2
k=3(x) =
(ξ − ξ1)(ξ − ξ2)
(ξ3 − ξ1)(ξ3 − ξ2) =
(ξ + 1,0)(ξ − 0,0)
(1,0 + 1,0)(1,0− 0,0)
=
1
2
ξ(1 + ξ) (2.43)
Cabe resaltar que la transformacio´n a un sistema cano´nico, resulta ser igual tanto para los
elementos finitos continuos como discontinuos.
Ejemplos nu´mericos en 1D
Ejemplo 2.1: Se soluciona la ecuacio´n de Poisson unidimensional
uxx = 250pi
2sen(x) x ∈ [0, 1]
u(0) = 0
u(1) = 0
cuya funcio´n anal´ıtica es u(x) = 10sen(5pix). En el desarrollo del problema anterior, se
usaron mallas con un nu´mero de elementos N = 10, 20, 30, 40, 50, 60, 70, 80 y con polinomios
de grado p = 1, 2, 3.
Se resuelve el ejemplo 2.1 y se grafican las funciones obtenidas por LDG, uh(x) y q(x), en
la Fig. 2.3. Adema´s, se evalu´a la precisio´n de la solucio´n nume´rica mediante el ana´lisis del
orden de convergencia en una norma L2, ver Fig.2.4. Los resultados muestran un orden de
convergencia p+ 1 en ambas variables, para polinomios de orden p = 1− 3.
Adicionalmente, se presentan las curvas de nivel cero del error Eu = u − uh y Eq = q − qh
en la Fig.2.5, donde se observan puntos de superconvergencia en el interior de los elementos.
Estos puntos son aquellos donde las curvas cortan el eje x, siendo el error mı´nimo. Tambie´n
se observan estos puntos en los contornos elementales de la derecha, debido al planteamiento
del me´todo, donde: u(xj) = uˆ(xj) = u
+
j (Con un flujo de aguas abajo). Por supuesto, para
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el flujo en contracorriente, se observan estos puntos sobre el lado izquierdo.
Por otra parte, Castillo [7] reporto´ para la ecuacio´n el´ıptica estos puntos como las ra´ıces de
los polinomios de Gauss-Legendre. Como consecuencia, en estos puntos se hace un ana´lisis
del error con la norma L∞ y se presentan los resultados en la tabla 2.4. Los o´rdenes obtenidos
muestran un orden p+ 1 para la variable q(x), lo cual es acorde con lo obtenido por Castillo.
Sin embargo, en este documento se logro´ adema´s una superconvergencia de p+2 en la variable
u(x), con polinomios de orden par p = 2, 4.
Figura 2.3: So´lucio´n del ejemplo 2.1 con refinamiento p en las variables u(x)(lado izquierdo)
y q(x)(lado derecho).
Figura 2.4: Errores L2 de las soluciones LDG para el Ejemplo 2.1 con refinamiento h, para
las variables u(x)(lado izquierdo) y q(x)(lado derecho).
Por lo anterior, cabe resaltar la influencia del para´metro de penalizacio´n C11 en los resultados
previos. As´ı, los resultados reportados en la Fig. 2.4 y la Fig. 2.5 fueron obtenidos con
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C11 = 0,01 en el dominio, mientras una penalizacio´n de C11 = 100p/h en el contorno de la
salida (dependiente de si es contracorriente o aguas abajo). De esta forma se busca obtener
una mejor aproximacio´n en la condicio´n de contorno. Adema´s, considerando estos mismos
para´metros se puede obtener un orden en la norma L∞ de p+ 1 para ambas variables en los
puntos de Gauss-Legendre. Sin embargo, el uso de un factor de C11 = 1 sobre el dominio y
sobre el contorno, generan la mayor razo´n de convergencia en u(x) presentada en la tabla
2.4.
Tabla 2.4: Errores con la norma L∞ para el ejemplo 2.1, en los ra´ıces de los polinomios de
Gauss-Legendre.
N p=1 p=2 p=3 p=4
‖ u(x) ‖∞ Orden ‖ u(x) ‖∞ Orden ‖ u(x) ‖∞ Orden ‖ u(x) ‖∞ Orden
10 1.2248E+01 - 1.3517E+00 - 1.1752E-01 - 8.3127E-03 -
20 4.2087E+00 1.5411 9.5179E-02 3.8280 9.8841E-03 3.5717 1.4419E-04 5.8492
30 1.9771E+00 1.8633 1.9236E-02 3.9436 2.0541E-03 3.8747 1.2911E-05 5.9513
40 1.1341E+00 1.9321 6.1372E-03 3.9710 6.6158E-04 3.9383 2.3290E-06 5.9534
50 7.3250E-01 1.9588 2.5240E-03 3.9819 2.7322E-04 3.9631 6.0874E-07 6.0131
60 5.1127E-01 1.9721 1.2200E-03 3.9875 1.3236E-04 3.9751 2.0422E-07 5.9906
70 3.7680E-01 1.9797 6.5945E-04 3.9907 7.1643E-05 3.9821 8.0673E-08 6.0251
80 2.8909E-01 1.9845 3.8693E-04 3.9928 4.2073E-05 3.9863 1.9990E-07 6.7954
‖ q(x) ‖∞ Orden ‖ q(x) ‖∞ Orden ‖ q(x) ‖∞ Orden ‖ q(x) ‖∞ Orden
10 1.6918E+01 - 1.8007E+00 - 1.5123E-01 - 1.0503E-02 -
20 4.6330E+00 1.8686 2.5159E-01 2.8394 1.0723E-02 3.8180 3.7638E-04 4.8025
30 2.0818E+00 1.9730 7.5561E-02 2.9666 2.1517E-03 3.9612 5.0440E-05 4.9568
40 1.1735E+00 1.9927 3.1975E-02 2.9894 6.9282E-04 3.9392 2.0146E-05 3.1903
50 7.5118E-01 1.9991 1.6370E-02 3.0002 2.7993E-04 4.0611 3.9403E-06 7.3125
60 5.2149E-01 2.0017 9.4706E-03 3.0017 1.3499E-04 4.0002 1.6414E-06 4.8031
70 3.8297E-01 2.0028 5.9616E-03 3.0027 7.3252E-05 3.9658 1.3204E-06 1.4119
80 2.9308E-01 2.0033 3.9915E-03 3.0043 4.2808E-05 4.0228 4.5534E-07 7.9728
Ejemplo 2.2: Se soluciona la ecuacio´n de Poisson unidimensional
uxx = f(x) x ∈ [0, pi]
u(0) = 1
u(pi) = 1
Se escoge el te´rmino fuente f(x, t) tal que la solucio´n anal´ıtica sea de la forma u(x) = 1 +
4sen(x)ecos(2pix). Se resolvio´ el Ejemplo 2.1 con mallas uniformes de N = 10, 20, 30, 40, 50, 60,
70, 80, 90, 100 elementos y polinomios de p = 1 − 3. La solucio´n por LDG se presenta en la
Fig. 2.6 y el orden de convergencia con la norma L2 en la Fig. 2.7. Los resultados nume´ri-
cos muestran en ambas variables una convergencia con un orden de p + 1, para funciones
polino´micas de p = 1− 3.
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Figura 2.5: Curvas de nivel cero para el ejemplo 2.1 de los errores eu(x, 1) y eq(x, 1), presentados
en las columnas de la izquierda y la derecha, respectivamente. Adema´s, se var´ıa p=1-3,
yendo de arriba hacia abajo.
Siguiendo la misma metodolog´ıa para el ejemplo anterior, se presentan en la Fig. 2.8 las
curvas de nivel cero de los errores Eu y Eq. Adema´s en la tabla 2.5 se muestran los errores
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con la norma L∞ en los puntos de Gauss-Lagendre. Los resultados reportan tambie´n un
orden p+ 1 para la variable q(x) con p=1-4, mientras una razo´n de p+ 2 en la variable u(x),
con polinomios de orden par p = 2, 4.
Figura 2.6: So´lucio´n del ejemplo 2.2 con refinamiento p en las variables u(x)(lado izquierdo)
y q(x)(lado derecho).
Figura 2.7: Errores L2 de las soluciones LDG para el Ejemplo 2.2 con refinamiento h, para
las variables u(x)(lado izquierdo) y q(x)(lado derecho).
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Tabla 2.5: Errores con la norma L∞ para el ejemplo 2.2, en los ra´ıces de los polinomios de
Gauss-Legendre.
N p=1 p=2 p=3 p=4
‖ u(x) ‖∞ Orden ‖ u(x) ‖∞ Orden ‖ u(x) ‖∞ Orden ‖ u(x) ‖∞ Orden
70 2.3145E-01 - 4.3935E-03 - 4.4583E-04 - 9.1490E-06 -
80 1.8066E-01 1.8553 2.6075E-03 3.9071 2.6917E-04 3.7789 4.1715E-06 5.8815
90 1.4465E-01 1.8874 1.6418E-03 3.9274 1.7145E-04 3.8294 2.0802E-06 5.9075
100 1.1829E-01 1.9098 1.0839E-03 3.9416 1.1411E-04 3.8642 1.1140E-06 5.9271
110 9.8448E-02 1.9261 7.4368E-04 3.9520 7.8765E-05 3.8892 6.3258E-07 5.9378
120 8.3169E-02 1.9382 5.2693E-04 3.9598 5.6061E-05 3.9079 3.7692E-07 5.9506
130 7.1164E-02 1.9476 3.8361E-04 3.9658 4.0956E-05 3.9222 2.3387E-07 5.9629
140 6.1566E-02 1.9550 2.8582E-04 3.9706 3.0600E-05 3.9333 1.5039E-07 5.9578
‖ q(x) ‖∞ Orden ‖ q(x) ‖∞ Orden ‖ q(x) ‖∞ Orden ‖ q(x) ‖∞ Orden
70 3.8668E-01 - 1.8879E-02 - 6.5850E-04 - 2.8832E-05 -
80 2.9032E-01 2.1465 1.2995E-02 2.7968 4.1502E-04 3.4573 1.5022E-05 4.8826
90 2.3662E-01 1.7364 8.8973E-03 3.2163 2.4909E-04 4.3344 7.8445E-06 5.5159
100 1.8972E-01 2.0966 6.5747E-03 2.8712 1.6930E-04 3.6651 4.9491E-06 4.3718
110 1.5707E-01 1.9819 5.0054E-03 2.8612 1.1500E-04 4.0576 3.0535E-06 5.0668
120 1.3323E-01 1.8919 3.8005E-03 3.1651 8.1027E-05 4.0240 1.9212E-06 5.3248
130 1.1232E-01 2.1324 3.0103E-03 2.9119 5.9492E-05 3.8597 1.3792E-06 4.1410
140 9.7654E-02 1.8882 2.4292E-03 2.8943 4.3383E-05 4.2612 9.2618E-07 5.3733
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Figura 2.8: Curvas de nivel cero para el ejemplo 2.2 de los errores eu(x, 1) y eq(x, 1), presentados
en las columnas de la izquierda y la derecha, respectivamente. Adema´s, se var´ıa p=1-3,
yendo de arriba hacia abajo.
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3 Formulacio´n en el tiempo y solucio´n
en el espacio temporal 1D
Los me´todos expl´ıcitos presentan una gran simplicidad en su implementacio´n y un relati-
vo bajo costo computacional. Esto se debe a que el ca´lculo de un tiempo actual depende
u´nicamente de las variables evaluadas en tiempos anteriores. Sin embargo, dichos me´todos
imponen una restriccio´n fuerte sobre el paso de tiempo para garantizar la estabilidad. De
esta forma, la eficiencia computacional global puede verse afectada, ya que el bajo costo
entre pasos lleva un alto nu´mero de operaciones. Por tanto, cuando el intervalo de tiempo es
muy extenso, se recomienda resolver el sistema mediante esquemas impl´ıcitos. Los me´todos
discontinuos acoplan bien con me´todo expl´ıcitos, siendo el esquema ma´s utilizado el me´todo
de Runge-Kutta. Por lo tanto, en este cap´ıtulo se complementa la semdiscretizacio´n 1D por
LDG mediante el me´todo de Runge-Kutta de tipo expl´ıcito.
Se presenta la ecuacio´n de equilibrio dina´mico con cara´cter evolutivo[2]:
ρ
∂2u
∂t2
+ c
∂u
∂t
−∇ · (α∇u) = f(x, t) x ∈ Ω (3.1)
Donde Ω denota el dominio con contorno Γ, compuesta por las fronteras con condicio´n
Dirichlet ΓD y Neumann ΓN . Adema´s se tiene α como el coeficiente de difusio´n, c y ρ como
los para´metros f´ısicos del problema, u(x, t) es la variable desconocida del campo escalar y
f(x, t) el te´rmino fuente. En particular, a partir de (3.1) se puede obtener la ecuacio´n de
Laplace(ρ = c = f = 0), la de Poisson (ρ = c = 0), la de la difusio´n (ρ = 0) y la de la
onda (c = 0). Estas ecuaciones se aplican en diversas a´reas como la dina´mica de fluidos, la
transferencia de calor, la propagacio´n de las ondas transversales, la acu´stica, las vibraciones
en los medios ela´sticos, entre otros.
La ecuacio´n (3.1) se somete a las condiciones de frontera Dirichlet y Neumann dadas por:
u(x, t) = gD(t) (x, t) ∈ ΓD × [0, T ]
∇u(x, t) · n = gN(t) (x, t) ∈ ΓN × [0, T ]
y esta´ sujeta a las condiciones iniciales siguientes:
u(x, 0) = u0(x) x ∈ Ω
∂u
∂t
(x, 0) = vo(x) x ∈ Ω
33
A continuacio´n se realiza la forma mixta de la ecuacio´n (3.1) introduciendo una variable
q = α∇u [6, 4]. Posteriormente, se obtiene la forma de´bil multiplicando el sistema resultante
con unas funciones suaves v(x, t) y w(x, t), he integrando sobre el dominio. No obstante,
debido a la formulacio´n local del me´todo LDG, las integrales son evaluadas solamente en
un dominio elemental Ωk. Finalmente, para completar la forma de´bil, se lleva a cabo la
debilitacio´n de los te´rminos de alto orden y se obtienen las contribuciones de las fronteras
interelementales. De esta forma, la ecuacio´n (3.1) para una dimensio´n se transforma en:∫
Ωk
qhvhdx+
∫
Ωk
uh
∂(αvh)
∂x
dx− αuˆhvh|Γk = 0 (3.2)∫
Ωk
ρ
∂2uh
∂t2
whdx+
∫
Ωk
c
∂uh
∂t
whdx+
∫
Ωk
qh
∂wh
∂x
dx− qˆhwh|Γk =
∫
Ωk
fwhdΩ (3.3)
La definicio´n general de los flujos (uˆh, qˆh) en re´gimen transitorio se mantiene igual a la del
estado estable, por lo que el tratamiento de los te´rminos es similar al presentado en la seccio´n
2.2.2 y no se repite aqu´ı. Recordando la formulacio´n de los flujos, se tiene:
uˆh = {uh}+ C12[uh] (2.28)
qˆh = {qh} −C12[qh]− C11[uh] (2.29)
Se deben tener en cuenta algunas variaciones en la definicio´n de los saltos y de las condiciones
de borde. En el caso estacionario el salto es definido de la forma [v] = v− − v+, ver [7], y
las condiciones esta´n establecidas tal como se mostro´ en el cap´ıtulo anterior, tambie´n puede
remitirse a [4]. Sin embargo, en el caso evolutivo el signo del salto es contrario, tal como lo
presentan Cockburn y Shu en [6] y se define como [v] = v+ − v−.
Dicho esto, ahora se busca obtener el sistema matricial para lo que se incluyen las aproxi-
maciones de los funciones por funciones a trozos. Cabe decir que en contraste con re´gimen
permanente los coeficientes de las sumatorias ahora presentan una dependencia con el tiempo
debido al avance temporal:
uh(x, t) =
Np∑
j=1
Ukj (t)φ
k
j (x) ; qh(x) =
Np∑
j=1
Qkj (t)φ
k
j (x) (3.4)
Por consiguiente, la representacio´n integral es transformada introduciendo las sumatorias
(3.4) en las ecuaciones (3.2) y (3.3), quedando definidas como:
Kqkqk(t) + (D
q
k + J
q
k)uk(t) = F
q
k (3.5)
Mku¨(t) + Cku˙k(t) + K
u
kuk(t) + (D
u
k + J
u
k )qk(t) = F
u
k (3.6)
No´tese que la ecuacio´n (3.2) que resuelve q(x, t), permanece igual en estado estacionario o
transitorio, ya que no presenta te´rminos con derivadas temporales. Por otra parte, los te´rmi-
34 3 Formulacio´n en el tiempo y solucio´n en el espacio temporal 1D
nos con avance en el tiempo agregan al sistema unas matrices de masa Mk y de conductancia
Ck, completa´ndose as´ı el sistema. Se debe recordar del cap´ıtulo 2 que las contribuciones de los
te´rminos en los contornos elementales se alojan en la matriz de rigidez Kuk y en las matrices
Dk y Jk. Estas u´ltimas dependen de los valores en el elemento, mientras las contribuciones
de los elementos vecinos se almacenan en el vector de carga Fk. Puesto que las matrices son
casi ide´nticas, excepto por los signos de los flujos, no se reescriben en esta seccio´n y se deja
para el desarrollo de quien lo requiera.
3.1. Me´todo de Runge Kutta
A continuacio´n se procede a emplear el esquema temporal sobre el problema de valor inicial
(3.1). Para ello se aborda el me´todo de Runge Kutta en la solucio´n de u˙(x, t) y u¨(x, t). Se
debe entonces reducir la derivada temporal de segundo orden de la misma manera que el
te´rmino difusivo. Con este fin se emplea una nueva variable auxiliar s(t) = u˙(t), aumentando
el nu´mero de ecuaciones, aunque el sistema matricial permanece de bajo orden en el espacio-
tiempo. Por lo tanto, las ecuaciones con evolucio´n temporal son:
Mks˙(t) + Cksk(t) + K
u
kuk(t) + (D
u
k + J
u
k )qk(t) = F
u
k (3.7)
−u˙k(t) + sk(t) = 0 (3.8)
A continuacio´n se sintetizan las ecuaciones (3.7) y (3.8),(so´lo las que tienen derivadas tem-
porales) en un sistema lineal:
Ay˙ + By = Fy (3.9)
Donde las matrices se definen como
A =
(
0 Mk
−1 0
)
; B =
(
Kuk Ck
0 1
)
y los vectores como
y =
(
uk
sk
)
; y˙ =
(
u˙k
s˙k
)
; Fy =
(
Fuk − Jkqk
0
)
Sin embargo, con el fin de expresar el sistema en una formulacio´n adecuada para el esquema
RK, primero se proceden a despejar las derivadas temporales, u˙(t) y s˙(t), almacenadas en
y˙(t). Entonces:
y˙(t) = Lh(t,y,qk) (3.10)
y Lh es donde se almacenan los te´rminos resultantes al despejar la derivada temporal
Lh(t,y,qk) = −A−1 (By − Fy) (3.11)
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Dicho esto, se presenta el me´todo de Runge-Kutta (RK) en su forma ma´s general para una
funcio´n arbitraria l(t) mediante la expresio´n:
ln+1 = ln + ∆t
r∑
i=1
bimi (3.12)
Donde r es el nu´mero de subpasos en el tiempo y mi las aproximaciones intermedias. Estas
u´ltimas son calculadas siguiendo la expresio´n gene´rica:
mi = Lh
(
tn + ci∆t, l
n + ∆t
r∑
j=1
aijmj
)
∀ i = 1, ..., r (3.13)
Se debe cumplir que
∑r
j=1 aij = ci y Lh(t, h) = l˙(t). Un caso particular y muy utilizado de
los esquemas Runge-Kutta es el de 4 pasos (RK4), que compensa las iteraciones por avance
en el tiempo con un orden O(∆t4) . Debido a su precisio´n este me´todo es implementado en
varios ejemplos y formulaciones de este documento. A continuacio´n se presentan las variables
mi de RK4:
m1 = Lh (t
n, ln) (3.14a)
m2 = Lh
(
tn +
∆t
2
, ln +
∆t
2
m1
)
(3.14b)
m3 = Lh
(
tn +
∆t
2
, ln +
∆t
2
m2
)
(3.14c)
m4 = Lh (t
n + ∆t, ln + ∆tm3) (3.14d)
Siendo la solucio´n en un tiempo n+ 1:
ln+1 = ln +
∆t
6
(m1 + 2m2 + 2m3 +m4) (3.15)
Es importante resaltar que so´lo una vez se ha obtenido u(Ω, tn+1) se puede calcular la variable
de flujo q(Ω, tn+1) usando la ecuacio´n (3.5). Con fines computacionales y para facilitar la
lectura del algoritmo de solucio´n, se reescribe esta ecuacio´n en forma compacta:
R(t,y,q) = Kqkqk(t) + (D
q
k + E
q
k)uk(t)− Fqk = 0 (3.5)
3.1.1. Algoritmo de solucio´n
Siguiendo la metodolog´ıa de [1] para la ecuacio´n de la onda y utilizando las ecuaciones (3.14)
se presenta el algoritmo a continuacio´n:
Se obtiene y0 = y(t = 0) por medio de las condiciones iniciales.
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Calcular qnk de R (t
n,yn,qnk) = 0 y hacer m1 = Lh (t
n,yn,qnk)
Calcular qnk deR
(
tn + ∆t
2
,yn + ∆t
2
m1,q
n
k
)
= 0 y hacer m2 = Lh
(
tn + ∆t
2
,yn + ∆t
2
m1,q
n
k
)
Calcular qnk deR
(
tn + ∆t
2
,yn + ∆t
2
m2,q
n
)
= 0 y hacer m3 = Lh
(
tn + ∆t
2
,yn + ∆t
2
m2,q
n
k
)
Calcular qnk deR
(
tn + ∆t
2
,yn + ∆tm3,q
n
k
)
= 0 y hacer m4 = Lh
(
tn + ∆t
2
,yn + ∆tm3,q
n
k
)
Por u´ltimo se encuentra la solucio´n en tn+1: yn+1 = yn + 1
6
(m1 + 2m2 + 2m3 + m4)
3.1.2. Ejemplos nume´ricos con evolucio´n temporal en 1D
Ejemplo 3.1: Se soluciona la ecuacio´n diferencial parabo´lica dada por
ut − uxx = f(x, t) (x, t) ∈ [0, 2pi]× [0, 1]
u(0, t) = 0
u(2pi, t) = 0
u(x, 0) = sen(x)
(3.16)
Se escoge el te´rmino fuente f(x, t) tal que la solucio´n anal´ıtica sea de la forma u(x, t) =
e−tsen(x). Se resolvio´ el Ejemplo (3.1) utilizando una norma L2 evaluada en el u´ltimo tiem-
po t=1 y con mallas uniformes de N = 10, 20, 30, 40, 50 elementos. Los resultados nume´ricos
muestran en ambas variables una convergencia con un orden de p + 1, para funciones po-
lino´micas de p = 1− 3. Por otra parte, en la Fig. (3.2) se muestran las curvas de nivel cero
de los errores Eu y Eq, donde los errores de las soluciones de LDG no exhiben puntos de
superconvergencia. Este resultado es acorde a los experimentos nume´ricos reportados en [5].
Figura 3.1: Errores L2 de las soluciones LDG para la ecuacio´n de calor,con refinamiento h, en las
variable u(x,t)(lado izquierdo) y q(x,t)(lado derecho).
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Figura 3.2: Curvas de nivel cero para el ejemplo 3.1 de los errores eu(x, 1) y eq(x, 1), en las
columnas de la izquierda y la derecha, respectivamente. Adema´s, se var´ıa p=1-3,
yendo de arriba hacia abajo.
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Figura 3.3: Errores L2 de las soluciones LDG para la ecuacio´n de la onda en el Ejem-
plo 3.2,con refinamiento h, en las variables u(x,t)(lado izquierdo) y q(x,t)(lado
derecho).
Ejemplo 3.2: Se considera la ecuacio´n de la onda unidimensional con coeficientes constantes:
utt − uxx = f(x, t) (x, t) ∈ [−1, 1]× [0, 5]
u(−1, t) = et+1
u(1, t) = et−1
u(x, 0) = e−x
(3.17)
Donde el te´rmino fuente f(x, t) se ha escogido tal que la solucio´n anal´ıtica sea de la forma
u(x, t) = e(t−x). La convergencia y el ana´lisis del error en este problema es evaluado con
mallas uniformes de N = 8, 10, 12, 14, 16, 18 elementos. De igual forma, se usan polinomios
de orden p=1,2,3 y como en todos los casos de evolucio´n transitoria se usa un para´metro de
penalizacio´n C11 = 0.
La respuesta computacional del Ejemplo (3.2), mostrada en la Fig. 3.3, evidencia una razo´n
de convergencia de p+ 1 para las soluciones de LDG. No obstante, los resultados reportados
en este documento, presentan una leve degeneracio´n del orden en la variable q(x, t).
Adicionalmente, se presentan las curvas de nivel cero del error en la Fig.(3.4), donde, a
diferencia del ejemplo con la ecuacio´n de calor, estas curvas indican la existencia de puntos
de superconvergencia. Baccouch en [1] reporto´ estos puntos como las ra´ıces de los polinomios
de Radau.
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Figura 3.4: Las curvas de nivel cero de los errores eu(x, 1) y eq(x, 1), para el Ejemplo 3.2, se
presentan en las columnas de la izquierda y la derecha, respectivamente. Adema´s, se
var´ıa p=1-3, yendo de arriba hacia abajo.
Ejemplo 3.3: Se considera la ecuacio´n unidimensional de equilibrio dina´mico con coeficientes
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constantes: 
utt + ut − uxx = f(x, t) (x, t) ∈ [0, 1]× [0, 5]
u(0, t) = et
u(1, t) = et−
√
2
u(x, 0) = e−
√
2x
(3.18)
Se escoge el te´rmino fuente f(x, t) tal que la solucio´n anal´ıtica sea de la forma u(x, t) =
e(t−
√
2x). Se resuelve, al igual que en los ejemplos anteriores, el Ejemplo (3.4) usando funciones
con p = 1− 3 y es evaluado con mallas uniformes de N = 8, 10, 12, 14, 16, 18 elementos. Los
resultados presentan la convergencia del error en la Fig.(3.5) y las curvas de nivel cero en
la Fig.(3.6). La tasa de convergencia para (uh, qh) en este caso es tambie´n de orden p + 1.
Adema´s se obtienen puntos de superconvergencia, del mismo modo que para la ec. de la
onda.
Figura 3.5: Errores L2 de las soluciones LDG para la ecuacio´n de equilibrio dina´mico,con
refinamiento h, en las variables u(x,t)(lado izquierdo) y q(x,t)(lado derecho).
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Figura 3.6: Las curvas de nivel cero de los errores eu(x, 1) y eq(x, 1), para el ejemplo 3.3, se
presentan en las columnas de la izquierda y la derecha, respectivamente. Adema´s, se
var´ıa p=1-3, yendo de arriba hacia abajo.
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4 Discretizacio´n de los discontinuos de
Galerkin locales en el espacio
En este cap´ıtulo se extiende a dos dimensiones la formulacio´n semi-discreta del me´todo
local de los elementos discontinuos de Galerkin. Adema´s, se presenta en forma detallada
la obtencio´n del sistema matricial, necesaria en el planteamiento y la implementacio´n del
ca´lculo nume´rico. Adicionalmente, se resuelven algunos casos estacionarios, de los que se
muestran gra´ficas de las funciones obtenidas y un breve ana´lisis de convergencia.
4.1. Ecuacio´n de Poisson multidimensional con LDG
El tratamiento de las derivadas de segundo orden en dos dimensiones se discretizan siguiendo
la misma metodolog´ıa para problemas unidimensionales. Por tanto, se considera una vez ma´s
el problema de difusio´n estacionaria con una fuente, dado por:
−∇ · (α∇u) = f(x) x ∈ Ω (4.1)
u(x) = gD(x) x ∈ ΓD (4.2)
α∇u(x) · n = gN(x) x ∈ ΓN (4.3)
Donde Ω ⊂ <d y esta´ limitado por ΓD ⊕ ΓN , sea d = 2 la dimensio´n del espacio, ΓD y
ΓN las fronteras con condiciones Dirichlet y Neumann, respectivamente. Por otra parte, se
introduce la formulacio´n mixta para la Ec. (4.1), expresada como:
q− α∇u = 0 (4.4)
−∇ · q = f (4.5)
Adicionalmente, se considera la forma de´bil mediante el producto interno de las ecuaciones
(4.4) y (4.5), con unas funciones de ponderacio´n v y w, respectivamente. Tambie´n se realiza
la debilitacio´n por medio del teorema de la divergencia, quedando el sistema escrito de la
forma: ∫
Ω
q · vdΩ +
∫
Ω
u∇ · (αv)dΩ−
∫
Γ
αuv · ndΓ = 0 (4.6)∫
Ω
q · ∇wdΩ−
∫
Γ
wq · ndΓ =
∫
Ω
fwdΩ (4.7)
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Donde n representa la normal unitaria en la cara. Posteriormente, se dota al dominio con
una particio´n Th con Ne elementos Ωk, de modo que Ω = ∪Ωk∈ThΩk.
Por otro lado, de manera que el conjunto de ecuaciones integrales este´n bien definidas, las
soluciones (u,q) y las funciones (w,v) deben pertenecer a los espacios V ×M, siendo
V = {u ∈ L2(Ω) : u|Ωk ∈ H1(Ωk);∀Ωk ∈ Th}
M = {q ∈ (L2(Ω))d : q|Ωk ∈ H1(Ωk)d;∀Ωk ∈ Th}
En consecuencia, la formulacio´n de´bil establece que u(x) y q(x) son soluciones de (4.6)
y (4.7), si se verifican para toda v ∈ M y w ∈ V . No obstante, las funciones (u,q) son
aproximadas por (uh,qh), pertenecientes al espacio Vph×Mph ⊂ V×M. Los nuevos espacios
de polinomios discontinuos de grado p y definidos a trozos son:
Vph = {v ∈ L2(Ω) : v|Ωk ∈ P p(Ωk),∀ Ωk ∈ Th}
Mph =
{
q ∈ (L2(Ω))d : q|Ωk ∈ P p(Ωk)d,∀ Ωk ∈ Th
}
Donde P p es el espacio de los polinomios de grado menor o igual a p en un elemento Ωk.
Siguiendo la aproximacio´n de Galerkin, las funciones de ponderacio´n (w,v) son aproximadas
por (wh,vh) ∈ Vph ×Mph. El procedimiento es ana´logo al caso unidimensional, siendo las
funciones uh(x) y qh(x) definidas por medio de una sumatoria finita de polinomios a trozos:
uh(x) = ⊕Nek=1ukh(xk) ; qh,i(x) = ⊕Nek=1qkh,i(xk) ; i = x, y (4.8)
Debido a que no se impone continuidad en las funciones, se obtienen las discontinuidades
caracter´ısticas del me´todo DG. Lo anterior se muestra gra´ficamente en la Fig. 4.1, donde se
compara una solucio´n por DG y por MEF. Por otra parte, las funciones de aproximacio´n
definidas en los elementos se definen mediante las siguientes sumatorias:
ukh(Ωk) =
Np∑
j=1
Ukj φ
k
j (x) ; q
k
h,i(Ωk) =
Np∑
j=1
Qkj,iφ
k
j (x) (4.9)
Donde Np es el nu´mero de nodos en el elemento Ωk, ∀k = 1, .., Ne y depende del grado
p de las funciones de prueba φj. Nuevamente Uj y Qj almacenan los datos nodales de las
funciones uh(x) y qh(x), respectivamente.
Al incorporar las aproximaciones (4.8) en el sistema (4.6) y (4.7) se obtiene un ana´lisis
elemental, de modo que se transforman las ecuaciones en las expresiones dadas por:∫
Ωk
qkh · vkhdΩ +
∫
Ωk
ukh∇ · (αvkh)dΩ−
∫
Γk
αuˆhv
k
h · ndΓ = 0 (4.10)∫
Ωk
qkh · ∇wkhdΩ−
∫
Γk
wkhqˆh · ndΓ =
∫
Ωk
fwkhdΩ (4.11)
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(a) (b)
Figura 4.1: Comparacio´n de la continuidad de las soluciones: a) Solucio´n con DG b) Solucio´n
con MEF.
Las soluciones uh y qh del sistema local anterior deben ser va´lidas para toda funcio´n de
ponderacio´n vh ∈ Mph y wh ∈ Vph. Por tal razo´n, queda as´ı definida la formulacio´n semi-
discreta del me´todo local discontinuo de Galerkin.
4.2. Formulacio´n del flujo bidimensional (uˆh, qˆh)
En cap´ıtulos previos se menciono´ la influencia de los flujos en la estabilidad y la precisio´n del
me´todo; para dar continuidad a su caracterizacio´n, en este apartado se exponen brevemente
las propiedades de los flujos en el me´todo LDG. Posteriormente se retoma la formulacio´n en
el caso multidimensional.
El flujo LDG posee propiedades de consistencia y conservacio´n en ambas variables; donde,
la primera propiedad es requerida junto con la estabilidad en los me´todos nume´ricos, para
obtener convergencia. En el caso de los flujos nume´ricos se define como: [1]:
uˆh = u ; qˆh = ∇u
Adicionalmente, la propiedad de conservacio´n se enuncia sobre una cara c, compartida por
los elementos A y B, de la forma que sigue:
uˆh|A,c = uˆh|B,c
No´tese de la expresio´n anterior, como la conservacio´n regula al flujo, haciendo que sea igual
sobre los elementos a cada lado de la cara [1].
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Ahora con el propo´sito de garantizar la formulacio´n general de los flujos en 2D, se introducen
en un enfoque multidimensional los operadores de promedio y salto:
Figura 4.2: Vecinos elementales y vectores normales en un dominio bidimensional.
{u} = 0,5 (u+ + u−) ; [u] = (u+n+ + u−n−)
{q} = 0,5 (q+ + q−) ; [q] = (q+ · n+ + q− · n−)
Donde el vector n+ es la normal en la cara que apunta hacia afuera del elemento y n− = −n+.
A diferencia del caso unidimensional la notacio´n (·)+ y (·)− indican valores en el elemento y
en su vecino, respectivamente. Esto puede verse en la Fig. 4.2 y se expresa matema´ticamente
a continuacio´n:
u+(x, y) = l´ım
→0+
u((x, y) + n) ; u−(x, y) = l´ım
→0−
u((x, y) + n) (4.12)
Basa´ndose en las definiciones previas, se consideran ahora las expresiones para (uˆh, qˆh), dadas
por:
uˆh =
{
ukh
}
+ C12[u
k
h] (4.13)
qˆh =
{
qkh
}−C12[qkh]− C11[ukh] (4.14)
Adema´s se requiere para el desarrollo de los te´rminos anteriores que C12 · n+ = C12 y en los
fronteras del dominio sea:
C12 · n− = C12 ΓD (4.15)
C12 · n+ = C12 ΓN (4.16)
4.2 Formulacio´n del flujo bidimensional (uˆh, qˆh) 47
A continuacio´n se expande la formula del flujo para el caso multidimensional y se reagrupa,
resultando en las ecuaciones siguientes:
uˆ(Ωk) =

1
2
(u+ + u−) + C12 · (u+n+ + u−n−) Forma general(
1
2
+ C12
)
u+ +
(
1
2
− C12
)
u− en Ω
gD en ΓD(
1
2
+ C12
)
u+ +
(
1
2
− C12
)
u− en ΓN
De forma ana´loga para el flujo de la variable derivada, se expande la ecuacio´n y se obtiene:
qˆ(Ωk) =

1
2
(q+ + q−)−C12 · (q+ · n+ + q− · n−)− C11(u+n+ + u−n−) Forma general(
1
2
− C12
)
q+ +
(
1
2
+ C12
)
q− − C11(u+n+ − u−n+) en Ω
q+ − C11(u+n+ − gDn+) en ΓD
gN en ΓN
Con el flujo ya definido en un enfoque multidimensional, se introducen (uˆ, qˆ) en las ecuaciones
(4.10) y (4.11). De modo que las integrales de los contornos quedan evaluadas como:∫
Γk
αuˆhv
k
h · ndΓ =
∫
Γk
α
({
ukh
}
+ C12[u
k
h]
)
vkh · ndΓ
=
∫
Γk
α
(
1
2
+ C12
)
u+h v
k
h · ndΓ +
∫
Γk
α
(
1
2
− C12
)
u−h v
k
h · ndΓ
(4.17)∫
Γk
wkhqˆh · ndΓ =
∫
Γk
wkh
({
qkh
}−C12[qkh]− C11[ukh]) · ndΓ
=
∫
Γk
(
1
2
− C12
)
q+h · ndΓ
∫
Γk
(
1
2
+ C12
)
q−h · ndΓ
−
∫
Γk
C11u
+
hn · ndΓ +
∫
Γk
C11u
−
hn · ndΓ (4.18)
Por simplicidad, se ha utilizado (ukh)
± = u±h y (q
k
h)
± = q±h , con lo que se advierte que
permanece la forma local de los te´rminos del flujo, evaluados sobre el elemento o sobre el
vecino.
En conclusio´n, mediante el procedimiento previo, se completa la formulacio´n integral del
problema fuerte y se transforma el sistema (4.10) y (4.11) en las ecuaciones siguientes:∫
Ω
qkh ·wkhdΩ+
∫
Ω
ukh∇·wkhdΩ−
∫
Γk
α
(
1
2
+ C12
)
u+h v
k
h ·ndΓ+
∫
Γk
α
(
1
2
− C12
)
u−h v
k
h ·ndΓ = 0
(4.19)
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∫
Ωk
qkh · ∇wkhdΩ−
∫
Γk
(
1
2
− C12
)
q+h · ndΓ +
∫
Γk
(
1
2
+ C12
)
q−h · ndΓ
−
∫
Γk
C11u
+
h dΓ−
∫
Γk
C11u
−
h dΓ =
∫
Ωk
fwkhdΩ (4.20)
4.3. Sistema matricial
La implementacio´n nume´rica del me´todo LDG se realiza mediante un planteamiento matri-
cial, derivado de las ecuaciones integrales obtenidas en las secciones anteriores. El fundamento
de esta formulacio´n se obtiene de los me´todos de elementos finitos, que establecen una apro-
ximacio´n de las funciones por combinacio´n lineal de una base de polinomios. De esta forma,
las inco´gnitas se reducen a valores nodales, en vez de un ca´lculo sobre todo el dominio f´ısico.
Lo anterior se expresa en las ecuaciones presentadas anteriormente:
ukh(Ωk) =
Np∑
j=1
Ukj φ
k
j (x) ; q
k
h,i(Ωk) =
Np∑
j=1
Qkj,iφ
k
j (x) (4.9)
Al introducir estas aproximaciones de las variables por funciones a trozos en el elemento, se
obtiene una estructura de matrices en funcio´n de las variables vectoriales u = [Uk1 , ..., U
k
j , ..., UNp]
k
y q = [Qk1x, ..., Q
k
ix, ..., Q
k
Npx, Q
k
1y, ..., Q
k
iy, ..., Q
k
Npy]. A continuacio´n se presenta el sistema dis-
creto del me´todo LDG en su forma matricial. Para esto y por facilidad en la notacio´n, primero
se define el vector N = [φk1, ..., φ
k
Np]
T y los vectores y matrices dados a continuacio´n:
A =
(
N 0
0 N
)
; B = ∇ ·A ; C = ∇N
Ahora, se obtiene la formulacio´n matricial que se deriva del sistema integral, Ec.(4.19) y
Ec.(4.20), al introducir las aproximaciones locales (ukh,q
k
h) , Ec.(4.9). Por tanto, el sistema
se reescribe como:(∫
Ωk
AATdΩ
)
q +
(∫
Ωk
BNTdΩ
)
u−
(
1
2
+ C12
)(∫
Γk
αAnNTdΓ
)
u(
1
2
− C12
)(∫
Γk
αAnNTdΓ
)
u− = 0 (4.21)(∫
Ωk
CATdΩ
)
q−
(
1
2
− C12
)(∫
Γk
NnTATdΓ
)
q + C11
(∫
Γk
NNTdΓ
)
u
−
(
1
2
+ C12
)(∫
Γk
NnTATdΓ
)
q− − C11
(∫
Γk
NNTdΓ
)
u− =
∫
Ωk
fNdΩ
(4.22)
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No´tese como el super´ındice k ha sido eliminado de las variables, aunque se advierte que
continu´a siendo una formulacio´n local. Adema´s, se ha dejado u´nicamente el super´ındice (·)−,
para indicar que la variable es evaluada en el elemento vecino; de esta forma, se asume que
los dema´s variables se evalu´an en el elemento.
Con el fin de reducir el sistema a una forma apropiada para la implementacio´n nume´rica, se
simplifica el sistema anterior a las expresiones siguientes:[∫
Ωk
NNTdΩ
]
qi +
[∫
Ωk
∂iNN
TdΩ
]
u
+ α
(
1
2
+ C12
)[∫
Γk
niNN
TdΓ
]
u = α
(
1
2
− C12
)[∫
Γk
niNN
TdΓ
]
u−
i = x, y (4.23)
∑
i
[∫
Ωk
∂iNN
TdΩ
]
qi +
(
1
2
− C12
)[∫
Γk
niNN
TdΓ
]
u
+ C11
(∫
Γk
NNTdΓ
)
u =
∫
Ωk
fNdΩ +
(
1
2
− C12
)[∫
Γk
niNN
TdΓ
]
u−
+ C11
(∫
Γk
NNTdΓ
)
u− i = x, y (4.24)
Y de este modo se obtiene la forma matricial, dada por:
 Kq 0 Dqx0 Kq Dqy
Dux D
u
x 0
 qxqy
u
+
 0 0 Jqx0 0 Jqy
Juy J
u
y K
u
 qxqy
u
 =
 FqxFqy
Fu

Donde los te´rminos evaluados en el dominio elemental siguen las expresiones mostradas a
continuacio´n:
Kqij =
∫
Ωk
φiφjdΩ ; F
u
ij,1 =
∫
Ωk
fwhdΩ
Dqij,d =
∫
Ωk
α∂dφiφjdΩ ; D
u
ij,d =
∫
Ωk
∂dφiφjdΩ; d = x, y
Las integrales de linea evaluadas en los bordes indican el ca´lculo de la integral en cada
contorno elemental. Esto se refleja en la sumatoria de integrales unidimensionales, con lo
que se obtienen las matrices definidas a continuacio´n:
Jqij,d =
Nc∑
c=1
(
1
2
+ C12
)∫
Γck
αφiφjnddΓ ; J
u
ij,d =
Nc∑
c=1
(
1
2
− C12
)∫
Γck
φiφjnddΓ
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Kuij =
Nc∑
c=1
C11
∫
Γk
φiφjdΓ
Adema´s, los vectores de carga se definen como:
F qd =
(
1
2
− C12
)(∫
Γk
φiφjnddΓ
)
u−j (t)
F ud =
(
1
2
+ C12
)(∫
Γk
φiφjnddΓ
)
q−j (t) + C11
(∫
Γk
φiφjdΓ
)
u−j (t) +
∫
Γk
fφidΩ
No´tese que el sistema al que se ha llegado, posee la forma Ax = b, resumida as´ı:(
M S
−ST Ku
)(
q
u
)
=
(
Fq
Fu
)
De donde la solucio´n se puede obtener mediante la inversio´n de la matriz o eliminando la
variable de flujo q(x). Para este u´ltimo fin, se usa la siguiente ecuacio´n [4].
(Ku + STM−1S)u = Fu + STM−1Fq (4.25)
En comparacio´n con las matrices de ensamble globales de MEF, el sistema en LDG resuelve
un vector de tan solo Np grados de libertad con la Ec. (4.25). Esto se debe a la formulacio´n
sobre un elemento, por lo que en LDG la inversio´n del sistema se hace con matrices ma´s
pequen˜as.
4.4. Elementos y funciones bases
A continuacio´n, se desarrollan las funciones base para elementos triangulares para los me´to-
dos DG, donde sus fundamentos recaen en la misma formulacio´n de los elementos continuos.
De tal modo, las ecuaciones son iguales en ambos me´todo u´nicamente al restringir su formu-
lacio´n al elemento.
Por lo anterior, en esta seccio´n se calculan las funciones base en una celda, comenzando por
el elemento ma´s sencillo, denotado por:
ψj(x, y) = a+ bx+ cy (4.26)
donde la celda posee 3 nodos y el polinomio es de tipo lineal. Por otra parte, debe cumplirse
en la construccio´n de estas funciones, que en cada nodo, una u´nica funcio´n evaluada en
el elemento sea 1, mientras toman valores de cero en los nodos restantes. Con el fin de
desarrollar estos polinomios, se evalu´an los funciones en los nodos de la forma siguiente:
ψ1(x1, y1) = a1 + b1x1 + c1y1 = 1
ψ1(x1, y2) = a1 + b1x2 + c1y2 = 0
ψ1(x1, y3) = a1 + b1x3 + c1y3 = 0

1 x1 y11 x2 y2
1 x3 y3
a1b1
c1
 =
10
0

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del sistema previo se resuelven las constantes en funcio´n de las coordenadas de los nodos.
El mismo procedimiento se realiza para las funciones ψ2(xi, yi) y ψ3(xi, yi), con lo que se
generaliza para las funciones lineales:
ψj(x, y) =
1
A
(aj + bjx+ cjy) ; ∀ j = 1, 2, 3 (4.27)
donde los coeficientes se definen de acuerdo a las siguientes expresiones:
a1 = x2y3 − y2x3 ; b1 = y2 − y3 ; c1 = x3 − x2
a2 = x3y1 − y3x1 ; b2 = y3 − y1 ; c2 = x1 − x3
a3 = x1y3 − y1x2 ; b3 = y1 − y2 ; c3 = x2 − x1
y se tiene
A = 1
2
∣∣∣∣∣∣
1 x1 y1
1 x2 y2
1 x3 y3
∣∣∣∣∣∣ = 12(b1c2 − b2c1)
Las expresiones mostradas son va´lidas tanto para los elementos continuos como discontinuos,
debido a la formulacio´n empleada y calculada sobre el elemento. No obstante, la construccio´n
de las funciones sobre todo el dominio difieren bastante debido a la continuidad, hecho
mostrado gra´ficamente en la Fig. 4.3. De las figuras mostradas se logra ver como al restringirse
(a) (b)
Figura 4.3: Comparacio´n de las funciones de forma en 2D en un elemento triangular a) Funcio´n
discontinua. b) Funcio´n continua.
sobre un elemento, se obtienen la misma clase de funciones, tal como se ve en la figura 4.4(a)
para polinomios lineales. De la misma forma se obtienen las funciones de mayor orden, siendo
las funciones cuadra´ticas tal como se ve en la Fig. 4.4(b).
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(a) (b)
Figura 4.4: Funciones de forma en 2D sobre un elemento triangular. a) Funcio´n lineal. b) Funcio´n
cuadra´tica.
4.5. Transformacio´n al espacio de referencia
Con el fin de facilitar la evaluacio´n de los te´rminos del sistema integral, se calculan las
integrales en un dominio de referencia, llamada el elemento maestro [2], ver Fig. 4.5. Por lo
tanto, las funciones de forma dependen ahora de coordenadas normalizadas r, s, t, quedando
definidas en funcio´n del nuevo sistema.
φj(x, y) = φj(r, s, t) (4.28)
Estas nuevas variables se definen de la forma:
r =
A1
A
; s =
A2
A
; t =
A3
A
(4.29)
y se satisface
r + s+ t = 1 (4.30)
As´ı, se tienen las funciones con la condicio´n Ni(xj, yj) = δij, siendo los polinomios lineales
en el espacio de referencia de la forma:
N1(r, s, t) = r (4.31)
N2(r, s, t) = s (4.32)
N3(r, s, t) = t (4.33)
Las expresiones para las funciones cuadra´ticas y cu´bicas con elementos triangulares, se pre-
sentan en el ape´ndice A.
La transformacio´n del elemento maestro al elemento f´ısico se define mediante la formulacio´n
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Figura 4.5: Transformacio´n del elemento de referencia al f´ısico.
de las variables espaciales en funcio´n de los nuevos ejes coordenados:
x(r, s, t) =
Np∑
j=1
xjNj(r, s, t) ; y(r, s, t) =
Np∑
j=1
yjNj(r, s, t) (4.34)
Donde (xj, yj) son las coordenadas de los nodos. Por lo anterior, las derivadas con respecto a
x y y dependen tambie´n de las variables normalizadas, razo´n por la que se evalu´an mediante
la regla de la cadena, as´ı:
∂N
∂x
=
∂N
∂r
∂r
∂x
+
∂N
∂s
∂s
∂x
(4.35)
∂N
∂y
=
∂N
∂r
∂r
∂y
+
∂N
∂s
∂s
∂y
(4.36)
Los te´rminos
∂r
∂x
,
∂s
∂x
y
∂r
∂y
,
∂s
∂y
no son conocidos, por lo que se obtienen mediante manipu-
laciones matema´ticas. Para ello, se formulan los diferenciales en funcio´n de (r, s) as´ı:
dx =
∂x
∂r
dr +
∂x
∂s
ds
dy =
∂y
∂r
dr +
∂y
∂s
ds

[
dx
dy
]
=
[
∂x/∂r ∂x/∂s
∂y/∂r ∂y/∂s
] [
dr
ds
]
= J
[
dr
ds
]
De esta forma se obtiene la matriz jacobiana J, donde J = |J| y se conoce como el jacobiano
de la transformacio´n. Se considera ahora la definicio´n de los diferenciales dr y ds en funcio´n
de las variables en el dominio f´ısico:
dr =
∂r
∂x
dx+
∂r
∂y
dy
ds =
∂s
∂x
dx+
∂s
∂y
dy

[
dr
ds
]
=
[
∂r/∂x ∂r/∂y
∂s/∂x ∂s/∂y
] [
dx
dy
]
= J−1
[
dx
dy
]
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De la igualdad anterior se obtienen los te´rminos faltantes en te´rminos de la inversa de la
matriz jacobiana:
[
∂r/∂x ∂r/∂y
∂s/∂x ∂s/∂y
]
=
1
J
[
∂y/∂s −∂x/∂s
−∂y/∂r ∂x/∂r
]
Finalmente, con el resultado previo se reescriben las Ec. (4.35) y (4.36) de la forma:
∂N
∂x
=
1
J
∂N
∂r
∂y
∂s
− 1
J
∂N
∂s
∂y
∂r
(4.37)
∂N
∂y
= − 1
J
∂N
∂r
∂x
∂s
+
1
J
∂N
∂r
∂x
∂r
(4.38)
4.6. Ejemplos nume´ricos
Ejemplo 4.1: Se soluciona la ecuacio´n de Poisson bidimensional cuya solucio´n es
u(x, y) = e(x+y) (x, y) ∈ [−1, 1]× [−1, 1] (4.39)
Donde las condiciones de contorno son de tipo Dirichlet. Se resolvio´ el problema con mallas
triangulares de 9, 32, 128, 512 y 2048 nodos, siendo las mallas de 32 y 128 mostradas en la
Fig.4.6. Los resultados de la variable u(x) bajo un refinamiento p y con 9 nodos, se muestra
en la Fig. 4.7. Adema´s el ana´lisis de convergencia mostrado en la Fig. 4.8, usando un flujo
central(C12 = 0) presenta un orden de p+1 y p en las variables u(x) y q(x), respectivamente.
Figura 4.6: Mallas triangulares utilizadas en el ejemplo 4.1
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(a) (b) (c)
Figura 4.7: Solucio´n del Ejemplo 4.1 con variacio´n del orden del polinomio: a) p=1 b) p=2 c)
p=3.
Ejemplo 4.2: Se soluciona la ecuacio´n de Poisson bidimensional cuya solucio´n es
u(x, y) = 4(1− x2)(1− y2)e0,75(x+y) (x, y) ∈ [−1, 1]× [−1, 1] (4.40)
Figura 4.8: O´rdenes de convergencia para el Ejemplo 4.1
Donde las condiciones de contorno son de tipo Dirichlet. El Ejemplo 4.2 se soluciono´ usando
las mismas mallas y para´metros del ejemplo anterior. Los resultados de u(x) al variar el
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polinomio se presentan en la Fig. 4.9. Por otra parte, se obtienen las mismas razones de
convergencia del ejemplo 4.1, siendo de p+ 1 para u(x) y de p para q(x), ver Fig. 4.10.
(a) (b) (c)
Figura 4.9: Solucio´n del Ejemplo 4.2 con variacio´n del orden del polinomio: a) p=1 b) p=2 c)
p=3.
Figura 4.10: O´rdenes de convergencia para el Ejemplo 4.2
Ejemplo 4.3: Se soluciona la ecuacio´n de Poisson bidimensional en un dominio en forma de
L, cuya solucio´n es
u(x, y) =
{
cos(pi
2
y) (x, y) ∈ [−1, 0]× [−1, 1]
cos(pi
2
y) + x4,5 (x, y) ∈ [0, 1]× [−1, 1]
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Donde las condiciones de contorno son de tipo Dirichlet y el te´rmino fuente se ha escojido
de forma que la solucio´n anal´ıtica sea la funcio´n anterior.
Figura 4.11: Mallas triangulares utilizadas en el ejemplo 4.3
El Ejemplo 4.3 se soluciono´ usando las mallas del dominio en L mostradas en la Fig. 4.11 y
los para´metros de los Ejemplos 4.1 y 4.2. La solucio´n nume´rica u(x) con variacio´n del orden
de los polinomios se presentan en la Fig. 4.12. Al igual que en los problemas anteriores, se
obtiene el orden de convergencia mostrado por Castillo [3], siendo de p+ 1 para u(x) y de p
para q(x), ver Fig. 4.13.
(a) (b) (c)
Figura 4.12: Solucio´n del Ejemplo 4.3 con variacio´n del orden del polinomio: a) p=1 b) p=2 c)
p=3.
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Figura 4.13: O´rdenes de convergencia para el Ejemplo 4.3
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5 Integracio´n temporal mediante ExGA
En este cap´ıtulo se presenta la formulacio´n temporal usando el esquema de la aproximacio´n
expl´ıcita. Para ello, se desarrolla primero el acople entre ExGA y MEF. Posteriormente, se
realiza el planteamiento usando una discretizacio´n espacial por LDG.
5.1. Formulacio´n en una dimensio´n de ExGA-MEF
Se presenta la discretizacio´n temporal por un esquema del tipo ExGA, bajo una formulacio´n
en el espacio por el me´todo esta´ndar de los elementos finitos. Se considera nuevamente la
ecuacio´n de equilibrio dina´mico dada por:
ρu¨+ cu˙−∇ · (α∇u) = f(x, t) (5.1)
No se proporciona el desarrollo completo de la semi-discretizacio´n por MEF, debido a que
se desea puntualizar en el esquema temporal. Para un ana´lisis detallado se remite al lector
a Hughes [1]. Entonces la forma de´bil obtenida es:∫
Ω
wρ∂ttudΩ +
∫
Ω
wc∂tudΩ +
∫
Ω
∂x(wα)∂xudΩ−
∫
Γ
wk∂xundΓ +
∫
Ω
wf(x, t)dΩ = 0 (5.2)
Donde la funcio´n u(x, t) ∈ H1 y u(x, t) ∈ H10 . A continuacio´n se introducen los espacios
H1 =
{
φ(Ω) | φ : Ω→ <,∧,
∫
Ω
φ2 + (∂xφ)
2dΩ <∞
}
(5.3)
H10 =
{
φ(Ω) | φ ∈ H1,∧, φ(ΩD) = 0
}
(5.4)
Con el fin de mantener la simetr´ıa se descompone u(x, t) de la forma
u(x, t) = v(x, t) + gD(x, t) (5.5)
Donde v(x, t) ∈ H10 , imponiendo que esta cumplan las condiciones esenciales homoge´neas
al igual que w(x, t). Esto implica que tanto las funciones de ponderacio´n como de prueba
pertenezcan a un u´nico espacio. En el contorno Dirichlet se cumplira´n las condiciones exac-
tamente v´ıa la funcio´n gD(x, t).
Ahora se incluye la aproximacio´n de las funciones (v(x, t), w(x, t)) por (vh(x, t), wh(x, t)),
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siendo estas funciones producto de la combinacio´n lineal de una base:
vh =
Np∑
i=1
φiui ; wh =
Np∑
i=1
φici (5.6)
La ecuacio´n (5.10) debe satisfacerse para todo wh ∈ H1,h0 ⊂ H10 , donde H1,h0 es un espacio
finito. Por sencillez se toman los coeficientes de la funcio´n de forma como ci = 1, de esta
forma solamente se tiene como inco´gnitas los coeficientes ui. Incorporando las aproximaciones
a la ecuacio´n (5.10) se obtiene la forma matricial:
Mu¨(t) + Cu˙(t) + Ku(t) + F = 0 (5.7)
Las matrices de masa, amortiguamiento y rigidez se expresan de acuerdo a las siguientes
expresiones:
Mij =
∫
Ω
φiρφjdΩ ; Cij =
∫
Ω
φicφjdΩ ; Kij =
∫
Ω
(∂xφi)α(∂xφj)dΩ (5.8)
Por su parte el vector de carga reproduce las fuentes en el dominio, el flujo en la frontera
Neumann y las contribuciones de las condiciones Dirichlet. Por lo tanto, Fi se escribe como:
Fi =
∫
ΓN
φigNdΓ−
∫
Ω
(∂xφi)α(∂xgD)dΩ +
∫
Ω
f(x, t)φidΩ (5.9)
A continuacio´n se expone la solucio´n en el dominio del tiempo mediante la aplicacio´n del
me´todo ExGA. En primera medida se lleva el sistema al espacio de la frecuencia empleando
la transformada de Laplace. Aplicando propiedades de linealidad y derivacio´n de la trans-
formada se distribuye el operador L{·} y se reducen los derivadas temporales al dominio de
la frecuencia:
L{Mu¨(t) + Cu˙(t) + Ku(t)− F(t)} = 0 (5.10)
ML{u¨(t)}+ CL{u˙(t)}+ KL{u(t)} − L{F(t)} = 0 (5.11)
M
[
s2L{u(t)} − su(0)− u˙(0)]+ C [sL{u(t)} − u(0)] + KL{u(t)} − L{F(t)} = 0
(5.12)
Reorganizando te´rminos y despejando se tiene la expresio´n:
L{u} = G(s) (Mu˙(0) + (sM + C)u(0) + F(s)) (5.13)
Donde G(s) es la matriz de Green en el dominio de la frecuencia y definida as´ı:
G(s) =
1
Ms2 + Cs+ K
(5.14)
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Ahora se aplica la transformada inversa
L{u}−1 = L−1 {G(s)Mu˙(0)}+ L−1 {G(s)sMu(0)}+ L−1 {G(s)Cu(0)}+ L−1 {G(s)F(s)}
(5.15)
Finalmente se tiene:
u(t) = G(t)Mu˙(0) + G˙(t)Mu(0) + G(t)Cu(0) +
∫ t
0
G(t− τ)F(τ)dτ (5.16)
Donde se asume G(0) = 0 para la obtencio´n del te´rmino G˙(t)Mu(0). Se ordena nuevamente y
se llega a las siguientes ecuaciones para la obtencio´n de los desplazamientos y las velocidades:
u(t) =
(
G˙(t)M + G(t)C
)
u(0) + G(t)Mu˙(0) +
∫ t
0
G(t− τ)F(τ)dτ (5.17)
u˙(t) =
(
G¨(t)M + G˙(t)C
)
u(0) + G˙(t)Mu˙(0) +
∫ t
0
G˙(t− τ)F(τ)dτ (5.18)
Se requiere la obtencio´n de las matriz de Green para poder solucionar las ecuaciones (5.17)
y (5.18). Sin embargo, u´nicamente para casos espec´ıficos se puede obtener exactamente G(t)
de la expresio´n (5.14). En la mayor´ıa de los problemas estudiados en la ciencia o en la
ingenier´ıa no se conoce la funcio´n caracter´ıstica. Con el fin de generar un me´todo aplicable
no solo a algunos problemas particulares se hallara´ G(t) de forma aproximada. Por lo tanto,
la formula para la obtencio´n de los desplazamientos y las velocidades en un intervalo ∆t se
expresa como[2]:
u(t+ ∆t) =
(
G˙(∆t)M + G(∆t)C
)
u(t) + G(∆t)Mu˙(t) +
∫ t+∆t
t
G(t+ ∆t− τ)F(τ)dτ
(5.19)
u˙(t+ ∆t) =
(
G¨(∆t)M + G˙(∆t)C
)
u(t) + G˙(∆t)Mu˙(t) +
∫ t+∆t
t
G˙(t+ ∆t− τ)F(τ)dτ
(5.20)
5.1.1. Solucio´n de las matrices de Green
En este apartado se obtienen las matrices de Green nume´ricamente con una discretizacio´n
espacial por MEF. El procedimiento esta´ en aplicar el operador L−1 a la ecuacio´n (5.14),
adema´s se organiza el resultado y se obtiene:
MG¨(t) + CG˙(t)K + G(t) = Iδ(t) (5.21)
G(0) = 0 (5.22)
G˙(0) = 0 (5.23)
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La distribucio´n delta de dirac(δ) se puede definir en τ = 0 mediante la expresio´n:
δ(t) =
{
1
∆t
∀ t ∈ [0,∆t],∧,∆t→ 0
0 ∀ t ∈ [0,∆t],∧,∆t→ 0
La definicio´n anterior implica la dependencia indeseable de esta distribucio´n con el paso del
tiempo [3]. Por lo tanto se obtiene un sistema equivalente en el que se elimina la presencia
de δ(t):
MG¨(t) + CG˙(t)K + G(t) = 0 (5.24)
G(0) = 0 (5.25)
G˙(0) = M−1 (5.26)
Para ver la deduccio´n del sistema nuevo se remite a [3].
El ca´lculo de la evolucio´n temporal de u(x, t) y u˙(x, t) requiere la solucio´n de la matriz de
Green en ∆t. Para esto se utilizara´ el me´todo de semi-impl´ıcito o de Cranck-Nicolson de
segundo orden como integrador en el tiempo. Por lo tanto, ya que este esquema solo admite
derivadas temporales de primer orden se procede a disminuir el orden a 1:
R− G˙ = 0 (5.27)
MR˙ + CR + KG = 0 (5.28)
Las ecuaciones a resolver de primer orden esta´n acopladas, por lo que se puede establecer
un sistema de ecuaciones a resolver:(
I 0
0 M
) (
G˙
R˙
)
+
(
0 −I
K C
)(
G
R
)
=
(
0
0
)
De modo que la solucio´n para el tiempo t+ ∆t es:(
I −∆t
2
I
∆t
2
K M + ∆t
2
l
)(
Gt+∆t
Rt+∆t
)
=
(
∆t
2
Rt + Rt
Rt − ∆t
2
(KGt + CRt)
)
Cabe sen˜alar que el co´mputo de G(∆t), G˙(∆t) y G¨(∆t) se realiza una u´nica vez en t = ∆t
[2].
5.2. Ejemplos nume´ricos
A continuacio´n se desarrollan dos problemas de conduccio´n de calor en 1D, tomados de
[4]. Los ejemplos son obtenidos mediante el ca´lculo computacional por EXGA-MEF, usando
mallas uniformes y variando el paso de tiempo. Ejemplo 5.1: Se soluciona la ecuacio´n de
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calor dada por 
ut − uxx = 0 (x, t) ∈ [0, 10]× [0, 60]
u(0, t) = 0
u(10, t) = 1
u(x, 0) = 0
(5.29)
Donde la solucio´n anal´ıtica es de la forma[4]:
u(x, t) = u0 + (uL − u0)x
L
+
2
pi
∞∑
n=1
uLcos(npi)− u0
n
sin
(npix
L
)
exp
(−α
c
n2pi2t
L2
)
(5.30)
Figura 5.1: Historia en el tiempo de la temperatura en x=L/2 con ExGA Cranck-Nicolson
en el Ejemplo 5.1: Variando el taman˜o del paso del tiempo (lado izquierdo) y el
nu´mero de subpasos ss (lado derecho).
Ejemplo 5.2: Se soluciona la ecuacio´n de calor dada por
ut − uxx = 0 (x, t) ∈ [0, 10]× [0, 200]
u(0, t) = 0
ux(10, t) = q0
u(x, 0) = 0
(5.31)
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Donde la solucio´n anal´ıtica es de la forma [4]:
u(x, t) =
q0x
α
− 8q0Lα
c
pi2
∞∑
n=1
(−1)n
(2n+ 1)2
sin
(
(2n+ 1)pix
2L
)
exp
(−α
c
pi2t
4
(2n+ 1)2
L2
)
(5.32)
Figura 5.2: Historia en el tiempo de la temperatura en x=L/2 con ExGA Cranck-Nicolson:
Variando el taman˜o del paso del tiempo (lado izquierdo) y el nu´mero de subpa-
sos,ss (lado derecho).
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de calor
Se presenta el acoplamiento de LDG con la solucio´n temporal ExGA, siguiendo la metodo-
log´ıa de ExGA-FEM presentada por Mansur et al en [4]. Para llevar a cabo dicho procedi-
miento con LDG, es posible usar el sistema de 2 ecuaciones o reducir el sistema a uno de
una sola ecuacio´n. En el primer caso se aplica ExGA a la ecuacio´n con la derivada temporal
y de la ecuacio´n restante se obtiene q(x, t). Para el segundo caso primero se recuerdan el
sistema integral obtenido por el LDG del cap´ıtulo 3:∫
Ωk
qhvhdx+
∫
Ωk
uh
∂(αvh)
∂x
dx− αuˆhvh|Γk = 0 (3.2)∫
Ωk
ρ
∂2uh
∂t2
whdx+
∫
Ωk
c
∂uh
∂t
whdx+
∫
Ωk
qh
∂wh
∂x
dx− qˆhwh|Γk =
∫
Ωk
fwhdΩ (3.3)
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y el sistema matricial dado por
Kqkqk(t) + (D
q
k + J
q
k)uk(t) = F
q
k (3.5)
Mku¨(t) + Cku˙k(t) + K
u
kuk(t) + (D
u
k + J
u
k )qk(t) = F
u
k (3.6)
Por lo tanto, en el segundo caso, y el realizado en este documento, se obtiene q(x, t) de la
ecuacio´n (3.5) y se reemplaza en la ecuacio´n (3.6). En el caso espec´ıfico de la ecuacio´n de
calor, donde u¨ = 0, se obtiene:
Cku˙k(t) + K
u
kuk(t)− (Duk + Juk)
(
(Kqk)
−1 (Dqk + J
q
k)uk(t)− (Kqk)−1 Fqk
)
= Fuk (5.33)
reordenando te´rminos se tiene
Cku˙k(t) +
(
Kuk − (Duk + Juk) (Kqk)−1 (Dqk + Jqk)
)
uk(t) = F
u
k − (Duk + Ju) (Kqk)−1 Fqk (5.34)
Para facilitar la notacio´n en el desarrollo del me´todo ExGA se definen primero un te´rmino
de rigidez
K = Kuk − (Duk + Juk) (Kq)−1 (Dqk + Jqk) (5.35)
y un te´rmino fuente total F
F = Fuk − (Duk + Juk)(Kqk)−1Fqk (5.36)
Los vectores Fuk y F
q
k poseen te´rminos que incluyen las variables (u,q) evaluadas en los ele-
mentos vecinos; en consecuencia, el vector de carga total Fk depende de igual forma de las
funciones (u,q). Lo anterior tiene relevancia en el desarrollo del me´todo temporal y por lo
tanto esta idea se desarrolla posteriormente.
A continuacio´n, se lleva el sistema al espacio de la frecuencia, empleando la transformada
de Laplace. En particular, se aplican las propiedades de linealidad y derivacio´n de la trans-
formada para distribuir el operador L{·} y se reducen los derivadas temporales al dominio
de la frecuencia:
CkL{u˙k(t)}+
(
Kuk − (Duk + Juk)K−1q (Dqk + Jqk)
)L{uk(t)} = L{Fuk − (Duk + Juk)(Kqk)−1Fqk}(5.37)
Operando la transformada y usando las expresiones (5.35) y (5.36) se tiene:
(CksL{uk} − uk(0)) + KL{uk(t)} = L{F} (5.38)
Adema´s, se despeja el te´rmino L{uk} de Eq(5.38):
L{uk} = Gk(s) (Ckuk(0) + L{F}) (5.39)
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Donde la matriz de Green es definida en un elemento Ωk y toma la forma:
Gk(s) =
1
Cks+ K
(5.40)
Aplicando transformada inversa a la Eq(5.39) se tiene:
uk(t) = CkGk(t)uk(0) +
∫ t
0
Gk(t− τ)F(τ)dτ (5.41)
Donde se ha tomado Gk(0) = 0 para la obtencio´n del te´rmino CkG˙k(t)uk(0) y el tiempo
inicial t0 = 0.
La matriz de Green Gk(t) es conocida u´nicamente en casos particulares y sencillos, donde
las funciones de Green se obtienen anal´ıticamente. Con el fin de generar un me´todo general
y aplicable a diversos tipos de problemas, la matriz Gk(t) se resolvera´ de forma aproximada
mediante un me´todo nume´rico. Una vez esta matriz es evaluada, la ecuacio´n (5.41)es usada
de forma recursiva en la obtencio´n de la variable uk para un tiempo t[5]:
uk(t+ ∆t) = CkGk(∆t)uk(t) +
∫ t+∆t
t
Gk(t+ ∆t− τ)F(τ)dτ (5.42)
Es importante notar que debido a la formulacio´n local del me´todo LDG, la matriz de Green
obtenida es igualmente definida en cada elemento. Esto implica el ca´lculo de matrices de
Green comparativamente mas pequen˜as a las obtenidas en una formulacio´n global; por lo
que, existe un ahorro de tiempo computacional en la solucio´n de Gk(t). Esto es especialmente
cierto al incrementar el nu´mero de subpasos de tiempo, siendo una caracter´ıstica deseable
desde que los subpasos mejoran la estabilidad.
5.3.1. Solucio´n nume´rica de G(t) por ExGA-RK
En este art´ıculo se utiliza el me´todo de Runge-Kutta para obtener la matriz Gk(t). Los
coeficientes son dados de acuerdo a las expresiones siguientes:
V1 = −C−1k KGtk (5.43)
V2 = −C−1k K
(
Gtk +
1
2
∆t
ns
V1
)
(5.44)
V3 = −C−1k K
(
Gtk +
1
2
∆t
ns
V2
)
(5.45)
V4 = −C−1k K
(
Gtk +
∆t
ns
V3
)
(5.46)
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De modo que la solucio´n para el tiempo t+ ∆t es:
Gk
(
t+
∆t
ns
)
= Gk(t) +
1
6
∆t
ns
(V1 + 2V2 + 2V3 + V4) (5.47)
Se observa en las ecuaciones anteriores el para´metro ns, que define el nu´mero de subpasos
que se empleara´ para el ca´lculo de la matriz Gk(∆t). Mansur et al. en su trabajo[5], al
utilizar subpasos (ns > 1), mostraron que el me´todo presenta una mejora en la estabilidad
(posibilidad de utilizar pasos de tiempo ma´s grandes). Adema´s, el me´todo de integracio´n
temporal expl´ıcito utilizado, basado en funciones de Green calculadas expl´ıcitamente, puede
convertirse en un me´todo de integracio´n temporal incondicionalmente estable [3].
5.3.2. Integral de convolucio´n
La integral de convolucio´n es tratada de forma nume´rica usando la regla del trapecio y la
expresio´n mostrada por Mansur [5](Un desarrollo ma´s amplio se presenta en [3]):
∫ t+∆t
t
Gk(t+ ∆t− τ)F(t)dτ =
[
ns∑
j=1
(
1
2
Ψ1(j) +
1
2
Ψ1(j − 1)
)]
Ft
+
[
ns∑
j=1
(
1
2
Ψ2(j) +
1
2
Ψ2(j − 1)
)]
Ft+∆t
Donde
Ψ1(j) =
(
1− j
ns
)
∆t
ns
Gk
(
∆t− j∆t
ns
)
Ψ2(j) =
j
ns
∆t
ns
Gk
(
∆t− j∆t
ns
)
Como se menciono´ anteriormente, el te´rmino F depende de las variables (u,q) en los elemen-
tos vecinos. Esto implica que al evaluar F en t+∆t en la integral de convolucio´n, se requiere
conocer de antemano u(t+ ∆t) y q(t+∆t), genera´ndose un me´todo impl´ıcito. Puesto que se
desea tratar un me´todo totalmente expl´ıcito, se debe manipular la ecuacio´n (5.42) de manera
que uk(t+ ∆t) dependa de te´rminos evaluados u´nicamente en tiempos anteriores. Para ello
se atrasa un paso la evaluacio´n de la integral, quedando la ecuacio´n (5.42) reescrita como:
uk(t+ ∆t) = CkGk(∆t)uk(t) +
∫ t
t−∆t
Gk(t+ ∆t− τ)F(τ − t)dτ (5.48)
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Figura 5.3: Variacio´n del orden de convergencia respecto al paso del tiempo ∆t
5.4. Ejemplos nume´ricos: Ecuacio´n de Calor
Se presentan a continuacio´n dos casos de prueba en los que se evalu´an la precisio´n y la
eficiencia del me´todo ExGA-LDG. Dentro de este ana´lisis se modifica la matriz de Green y
se evalu´a el comportamiento de LDG en conjunto con ExGA.
Ejemplo 5.3:Se soluciona la ecuacio´n de calor mostrada a continuacio´n:

ut − uxx = 0 (x, t) ∈ [0, 2pi]× [0, 1]
u(0, t) = 0
u(2pi, t) = 0
u(x, 0) = sin(x)
(5.49)
Donde se ha escogido el te´rmino fuente f(x, t) tal que la solucio´n anal´ıtica sea de la forma
u(x, t) = e−tsin(x).
5.4.1. Convergencia
Se evalu´a el me´todo ExGA-LDG en el caso particular del problema 5.3, donde sus errores
en la norma L2 son comparados con RK-LDG y presentados en la Fig. 5.3. Los resultados
evidencian la restriccio´n en el paso del tiempo ∆t de la herramienta nume´rica, para la
obtencio´n del mismo orden de convergencia del error. Por tal razo´n, se busca aliviar la
limitante en el paso y mejorar la exactitud de la respuesta, reformulando el me´todo ExGA-
LDG.
El planteamiento correctivo del me´todo se realiza siguiendo la formulacio´n de ExGA-FEM,
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donde las integrales en el contorno del dominio se almacenan en el vector de carga. De esta
manera, los te´rminos evaluados en las fronteras no afectan la matriz de Green, mientras
actu´an como fuentes que excitan al sistema. No obstante, la extensio´n de este procedimiento
a ExGA-LDG no es directa, ya que G(s) se expresa en LDG en funcio´n de te´rminos evaluados
sobre contornos elementales. Adema´s, dado que estos te´rminos derivados de los flujos, i.e.
Ju,Jq, y de la penalizacio´n, i.e. Ku, estabilizan la formulacio´n de LDG, no es evidente cua´les
degeneran el me´todo ExGA-LDG al incluirse en la matriz de Green (No´tese que por efectos
de claridad en la notacio´n se ha quitado el ı´ndice k)
El problema anterior se aborda mediante el ana´lisis de nuevas matrices de Green, donde
la correccio´n se efectu´a en el te´rmino de rigidez K; espec´ıficamente, las modificaciones se
plantean como combinaciones de las matrices Ju,Jq y Ku, ver la tabla 5.1. De esta forma,
se busca una matriz que constituya en conjunto con LDG una mejor´ıa en la exactitud del
me´todo, sin incrementar la restriccio´n en el paso del tiempo.
Tabla 5.1: Matrices de Green propuestas.
M G−1(s)
M1 Cs+ Ku − (Du + Ju)K−1q (Dq + Jq)
M2 Cs+ Ku −DuK−1q Dq
M3 Cs+ Ku −DuK−1q (Dq + Jq)
M4 Cs+ Ku −DuK−1q (Dq + Jq)− JuK−1q Du
M5 Cs− (Du + Ju)K−1q (Dq + Jq)
M6 Cs−DuK−1q Dq
M7 Cs−DuK−1q (Dq + Jq)
Con el objeto de evaluar el comportamiento de la matriz de Green en funcio´n de C11, se
utilizan mallas sucesivas sobre las que se calcula el error. A fin de comparar los resultados
se elige RK-LDG para conocer su ventaja frente a este me´todo conocido.
Las respuestas nume´ricas con variacio´n del factor C11 se presentan en la Fig. 5.4 y la Fig.
5.4. Estos resultados indican que el me´todo no es convergente en conjunto con las matrices
M1, M4 y M5, mientras el uso de M2 y M3 limita la convergencia a un valor de C11 = 0.
En contraposicio´n, el rango de valores para las matrices de Green M6 y M7 se extiende para
todo C11 ≤ 0, del mismo modo que para RK-LDG. As´ı, el comportamiento de los esquemas
acota un valor comu´n de C11 = 0, donde el me´todo es convergente en acople con M2,M3,M6
y M7.
El resultado previo es usado a continuacio´n en la evaluacio´n de la razo´n de convergencia del
esquema nume´rico. Para ello, se consideran los errores en la norma L2 y un paso de tiempo
∆t = 1.e − 4 con polinomios lineales. Se advierte que el ca´lculo se extiende posteriormente
a funciones de mayor grado, aunque so´lo para las matrices con esquemas que no divergen.
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(a) (b)
(c) (d)
Figura 5.4: Errores de u(x,t) en la norma L2, usando las matrices G(s) que incluyen la
matriz de penalizacio´n Ku: a) M1, b) M2, c) M3, d) M4.
Los errores mostrados en la Fig.(5.6) evidencian un orden p + 1 para polinomios lineales,
usando las matrices M2,M3,M6 y M7. El comportamiento del me´todo con las matrices res-
tantes, i.e. M4 y M5, no es convergente bajo las condiciones dadas. Esto se manifiesta en la
precisio´n que no disminuye a partir de log10(h) ≈ 1,5. No obstante, la convergencia del me´to-
do en conjunto con M4 y M5 se logra con pasos de tiempo menores al fijado. Sin embargo,
por tal razo´n estas matrices no se utilizan, ya que incrementan el costo computacional del
me´todo.
Para examinar ampliamente la convergencia de ExGA-LDG con M3 y M6, se consideran
tambie´n en la solucio´n del Ejemplo 5.3 polinomios de alto orden. Los resultados, dados en
la Fig. 5.7, muestran un orden de convergencia de p+ 1 para funciones de orden p = 1, 2, 3.
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(a) (b)
(c) (d)
Figura 5.5: Errores de u(x,t) en la norma L2, usando las matrices G(s) que no incluyen la
matriz de penalizacio´n Ku, y se presenta tambie´n la solucio´n por RK: a) M5,
b) M6, c) M7, d) RK.
5.4.2. Costo computational
Se compara el tiempo de ma´quina en CPU de los algoritmos ExGA-LDG y RK-LDG. El
ana´lisis de la eficiencia esta´ enfocado u´nicamente al costo temporal y no al consumo de me-
moria. Los co´digos son hechos en FORTRAN 95 y ejecutados en serie en un procesador Intel
Core i7-3610QM. Adema´s, se utilizan mallas uniformes de N = 10, 20, 30, 40, 50 elementos y
funciones polino´micas de grado p=1,2,3, para el ca´lculo del error en una norma L2.
En la Fig. 5.8 se muestran los tiempos de ca´lculo computacional en el desarrollo del Ejemplo
5.3, donde los tiempos reportados son los requeridos para la obtencio´n de la tasa de con-
vergencia de LDG. El orden esperado para esta te´cnica en una norma L2 es de p + 1 con
funciones de grado p.
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Figura 5.6: Comparacio´n del orden de convergencia en una norma L2 de ExGa con las
matrices G(s), usando polinomios lineales y ∆t = 1e− 4.
Figura 5.7: Errores nume´ricos de RK y las matrices de ExGA contra el taman˜o de la malla
en el Ejemplo 5.3.
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Figura 5.8: Errores de ExGA-LDG y RK-LDG (lado izquierdo) y tiempo en CPU en funcio´n
del taman˜o de la malla h (lado derecho) para el ejemplo 5.3. Los pasos utilizados
con p = 1, 2, 3 para ExGa son ∆t = 1.e − 4, 1.e − 6, 1.e − 7 y para RK ∆t =
1.e− 3, 1.e− 4, 1.e− 5, respectivamente.
Los resultados de la Fig. 5.8 exhiben las relaciones existentes entre el error y el tiempo en
ma´quina(lado izquierdo) y entre este tiempo y el taman˜o de la malla (lado derecho). Estos
resultados evidencian el costo computacional mayor del enfoque explicito de Green, en la
obtencio´n del mismo error de RK en la solucio´n nume´rica. La causa principal se fundamenta
en la limitante del paso ∆t, ya que se fomentan las iteraciones en el tiempo con el fin de
aumentar la precisio´n.
5.4.3. Nu´mero de subpasos
Adicionalmente, a fin de comparar los me´todos bajo las mismas condiciones, se resuelve ahora
este caso variando ∆t y se usa la malla de N=50 elementos. En la Fig. 5.9 se presentan los
resultados nume´ricos donde los esquemas ExGA presentan tiempos en CPU menores en
comparacio´n con RK. Sin embargo, a pesar de ser ma´s eficientes en costo computacional,
los esquemas de ExGA son menos precisos, tal como se evidencia en la gra´fica del paso de
tiempo contra el error.
Por otra parte, la precisio´n del me´todo se aumenta mediante una solucio´n ma´s exacta de
la matriz de Green. Esto se debe a la naturaleza de la matriz, que representa el sistema
f´ısico y produce su respuesta ante las perturbaciones. Por ello, en busca de una mejor´ıa en
la exactitud de ExGA, se adopta el incremento del nu´mero de subpasos ns en la solucio´n
computacional de G(s).
Con el fin de comparar la relacio´n de la exactitud con ns y a su vez con ∆t, en la Fig. 5.9 se
muestra tambie´n una variacio´n del nu´mero de subpasos en la solucio´n del problema 5.3. De
los resultados obtenidos se observa la mayor reduccio´n del error con el esquema de la matriz
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M1. Las dema´s matrices presentan una reduccio´n menos significativa, asociada al menor
nu´mero de te´rminos en la matriz de Green. Por otra parte, se puede ver como el incremento
de la exactitud es mayor en relacio´n con ns, cuando los pasos de tiempo son ma´s amplios.
Figura 5.9: Error ||Eu|| en la norma L2 y taman˜o del paso de tiempo de acuerdo al tiempo
en CPU, usando los matrices M1, M3, M6 y una malla N = 50 en el Ejemplo
5.3.
Ejemplo 5.4: Se soluciona la ecuacio´n de calor dada por
ut − uxx = f(x, t) (x, t) ∈ [0, 1]× [0, 0,5]
u(0, t) = 0
u(1, t) = 0
u(x, 0) = sin(pix)
(5.50)
76 5 Integracio´n temporal mediante ExGA
Figura 5.10: Errores nume´ricos de RK y las matrices de ExGA contra h en el ejemplo 5.4.
Se escoge el te´rmino fuente f(x, t) tal que la solucio´n anal´ıtica sea de la forma u(x, t) =
e−pi
2tsin(pix).
De igual forma que para el problema 5.3, se realiza un ana´lisis de costo computacional en
funcio´n de la precisio´n. Los resultados mostrados en las figuras 5.11 y 5.10, confirman el
comportamiento del me´todo mostrado en el primer caso. Donde la aplicacio´n del me´todo
ExGA limita el taman˜o del paso del tiempo, con lo que el costo computacional es mayor.
Figura 5.11: Errores de ExGA-LDG y RK-LDG (lado izquierdo) y tiempo en CPU en fun-
cio´n del taman˜o de la malla h (lado derecho) para el ejemplo 5.4.
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5.5. Ejemplos nume´ricos: Ecuacio´n de equilibrio dina´mico
Ejemplo 5.5:Se soluciona la ecuacio´n de equilibrio dina´mico mostrada a continuacio´n:

utt + ut − uxx = f(x, t) (x, t) ∈ [0, 1]× [0, 5]
u(0, t) = et
u(1, t) = et−
√
2
u(x, 0) = e−
√
2
ut(x, 0) = e
−√2
(5.51)
Donde se ha escogido el te´rmino fuente f(x, t) tal que la solucio´n anal´ıtica sea de la forma
u(x, t) = et−
√
2x.
En este caso se resuelve mediante ExGA-LDG la ecuacio´n de equilibrio dina´mico. No obstan-
te, no se hace un amplio estudio del ana´lisis de convergencia, ya que tan so´lo con polinomios
de orden uno, se requirio´ un paso ∆t = 1.e−7. De tal modo, que no se extiende a polinomios
de mayor orden, por la consecuente disminucio´n del paso y su excesivo costo computacional.
Figura 5.12: Errores en la normal L2 para el Ejemplo 5.5, con polinomios de orden 1 y
∆t = 1.E − 07.
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6 Conclusiones
6.1. LDG
En este documento se presento´ una metodolog´ıa para la implementacio´n del me´todo discon-
tinuo de Galerkin local, en la solucio´n de ecuaciones diferenciales, con derivadas de primer y
segundo orden en el tiempo. As´ı mismo, se evaluo´ la convergencia de cada uno de los casos
presentados.
Los resultados nume´ricos para casos unidimensionales presentaron para diferentes formas de
la ecuacio´n de equilibrio dina´mico, las mismas razones de convergencia tanto en la variable
primaria u(x, t) y su derivada q(x, t); donde la convergencia toma valores de p + 1 y p,
respectivamente. Adicionalmente, se obtuvo un orden de superconvergencia en la variable
u(x, t) de p+ 2 con polinomios pares, en las ra´ıces de los polinomios de Gauss-Legendre.
De igual modo, al extenderse la formulacio´n al caso multidimensional, se obtuvo en el ana´lisis
de convergencia o´rdenes que verifican los resultados reportados para la ecuacio´n el´ıptica en
2D. De tal modo, las razones fueron de p+ 1 para u(x, t) y tan solo de p para q(x, t).
6.2. ExGA-LDG
Adicionalmente, se presento´ la formulacio´n del acople ExGA-LDG para la discretizacion
temporal y espacial, aplicado a la solucio´n de la ecuacio´n de calor. Los resultados nume´ricos,
obtenidos bajo diferentes taman˜os de paso de tiempo, muestran el orden de convergencia
esperado para LDG en u(x, t) con la norma L2.
No obstante, se observo´ una fuerte restriccio´n en el paso del tiempo, en la obtencio´n de la
razo´n en el ana´lisis de convergencia. Lo anterior indica, la disminucio´n de la precisio´n de
ExGA en relacio´n al taman˜o del paso. Con el fin de abordar este problema, se opto´ por
modificar la matriz de Green, debido a que en general la precisio´n global del me´todo de-
pende del grado de precisio´n con que se resuelva esta matriz. Los cambios realizados fueron
hechos basa´ndose en un estudio del comportamiento del me´todo al eliminar las matrices con
integrales evaluadas en los contornos. Con este procedimiento se obtuvieron algunas matri-
ces que relajaron la restriccio´n en el paso de tiempo. Sin embargo, el estudio del tiempo de
ca´lculo en ma´quina mostro´ que au´n ExGA-LDG requer´ıa ma´s recursos computacionales que
RK-LDG.
Por otro lado, durante el desarrollo de los ejemplos analizados se observo´ que la dependencia
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del error con el nu´mero de subpasos depende del tipo de matriz de Green. A su vez, entre
ma´s te´rminos se tengan en cuenta en la matriz de Green mayor sera´ la disminucio´n del error.
No obstante, la matriz con ma´s te´rminos no es necesariamente la que genera un me´todo con
mejor comportamiento.
Lo expuesto previamente indica que las ventajas obtenidas con los elementos finitos conven-
cionales en [4] no se ven reflejados con LDG, bajo la formulacio´n desarrollada para el acople
en este documento.
6.3. Trabajo futuro
El trabajo por continuar es la extensio´n de los casos presentados a problemas no lineales, sea
con variacio´n de las propiedades f´ısica con respecto a la variable u e incluso con la inmersio´n
al me´todo en problemas de conveccio´n-difusio´n.
Por otra parte, a pesar del comportamiento presentado por el me´todo ExGA-LDG, se podr´ıa
evaluar el comportamiento del me´todo en problemas multidimensionales y ma´s au´n explo-
rar la estabilizacio´n del me´todo con una variante del ExGA, conocida como ExGA-H para
problemas hiperbo´licos.
Por otra, parte puesto que todos los programas fueron desarrollados en serie, cabe explotar
las buenas propiedades de paralelizacio´n del me´todo y comparar el comportamiento bajo
estas condiciones los me´todos ExGA-LDG y RK.
Por u´ltimo, para trabajos futuros se recomienda hacer la aproximacio´n de la solucio´n por
los discontinuos de Galerkin, mediante polinomios de Legendre; ya que, las funciones de
Lagrange fomentan el aumento del nu´mero de condicio´n de las matrices al aumentar el
grado del polinomio.
6.4. Aportes
Desarrollo de la primera tesis en me´todos discontinuos en el grupo de investigacio´n
GNUM y en la Universidad Nacional de Colombia.
Desarrollo de la primera aproximacio´n a un acople de los me´todos LDG-ExGA.
Desarrollo de dos art´ıculos de investigacio´n para publicacio´n en revista internacional.
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A. Funciones base
A.1 Elementos en 1D
Orden/Nodo 0 1 2 3
1 1 1
2
(1− ξ) 1
2
ξ (1− ξ) − 9
16
(
1
3
+ ξ
) (
1
3
− ξ) (1 + ξ)
2 - 1
2
(1 + ξ) (1 + ξ) (1− ξ) 27
16
(1 + ξ)
(
1
3
− ξ) (1− ξ)
3 - - 1
2
ξ (1 + ξ) 27
16
(1 + ξ)
(
1
3
+ ξ
)
(1− ξ)
4 - - - 9
16
(1 + ξ)
(
1
3
+ ξ
)
(1− ξ)
A.2 Elementos en 2D: Tria´ngulos
Nodo/Orden 1 2 3
1 r 2(r − 1)r 1
2
r(3r − 1)(3r − 2)
2 s 2(s− 1)s 1
2
s(3s− 1)(3s− 2)
3 t 2(t− 1)t 1
2
t(3t− 1)(3t− 2)
4 - 4rs 9
2
rs(3r − 1)
5 - 4st 9
2
rs(3s− 1)
6 - 4r 9
2
st(3s− 1)
7 - - 9
2
st(3t− 1)
8 - - 9
2
rt(3t− 1)
9 - - 9
2
rt(3r − 1)
10 - - 27rst
B.Cuadratura de Gauss
La integracio´n de las matrices lineales se puede hacer de forma exacta y se pueden derivar
expresiones que dependen de las coordenadas f´ısicas del elemento. Sin embargo, para polino-
mios de mayor orden esto no ocurre y el jacobiano de la transformacio´n ya no es constante.
Por tanto, la integracio´n es hecha de forma nume´rica en el elemento de referencia por medio
de cuadraturas.
Existen adema´s diferentes clases de cuadraturas entre las que se encuentran las de tipo Gaus-
siano, y a su vez entre estas la mas comu´n es la conocida como Gauss-Legendre, llamada
tambie´n simplemente como cuadratura de Gauss. Sin embargo, la utilizacio´n de otras cua-
draturas puede darle ventajas a la integracio´n segu´n el tipo de problema a resolver y el tipo
de polinomios de aproximacio´n. Un ejemplo de esto es que la matriz se transforma en una
matriz lumped, que le otorga la cuadratura de Gauss-Lobatto a las matrices de rigidez. Esto
implica que se requiere un nu´mero ma´s elevado de puntos de integracio´n que la de Gauss
Legendre, aunque es ma´s fa´cil de invertir ya que es diagonal.
B.1 Puntos y pesos para elementos en 1D
Orden n Punto Pesos
0 1 0 2
1 1 −√(1/3) 1
2 −√(1/3) 1
2 1 −√(3/5) 5/9
2 0 8/9
3
√
(3/5) 5/9
3 1 −
√
3/7 + (2/7)
√
6/5 (18−√30)/36
2 −
√
3/7− (2/7)√6/5 (18 +√30)/36
3
√
3/7− (2/7)√6/5 (18 +√30)/36
4
√
3/7 + (2/7)
√
6/5 (18−√30)/36
