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Abstract—Iterative algorithms have many advantages for linear tomographic image reconstruction when compared to back-projection
based methods. However, iterative methods tend to have significantly higher computational complexity. To overcome this, parallel
processing schemes that can utilise several computing nodes are desirable. Popular methods here are row action methods, which
update the entire image simultaneously and column action methods, which require access to all measurements at each node. In large
scale tomographic reconstruction with limited storage capacity of each node, data communication overheads between nodes becomes
a significant performance limiting factor. To reduce this overhead, we proposed a row action method BSGD. The method is based on
the stochastic gradient descent method but it does not update the entire image at each iteration, which reduces between node
communication. To further increase convergence speeds, an importance sampling strategy is proposed. We compare BSGD to other
existing stochastic methods and show its effectiveness and efficiency. Other properties of BSGD are also explored, including its ability
to incorporate total variation (TV) regularization and automatic parameter tuning.
Index Terms—CT image reconstruction, parallel computing, gradient descent, coordinate descent, linear inverse problems.
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1 INTRODUCTION
IN transmission X-ray computed tomography (CT), whenusing non-standard scan trajectories or when operating
with high noise levels, traditional analytical reconstruction
techniques such as the filtered backprojection algorithm
(FBP) [1], [2] and the Feldkamp Davis Kress (FDK) [3], [4]
method are no longer applicable. In these circumstances,
less efficient, iterative reconstruction methods can provide
significantly better reconstructions [5], [6], [7], [8]. These
methods model the x-ray system as a linear system:
y = Ax+ e, (1)
where y = [y1, · · · , yr]T ,x = [x1, · · · , xc]T and e =
[e1, · · · , er]T are x-ray projection data, the unknown vec-
torised image and measurement noise respectively. The
system matrix A ∈ Rr∗c has non-negative elements, which
can be computed using Siddon’s method [9]. Image recon-
struction can then be cast as an optimisation problem [10],
[11], [12]:
min
x
f(x) = min
x
1
2
‖y −Ax‖22, (2)
In many applications, such as industrial CT scanning, the
system matrix A can be enormous [13]. Iterative methods
apply matrices A and AT to compute “forward projec-
tion”(FP) and “back projection”(BP) respectively, to itera-
tively find an approximate solution to minimize Eq.2. Note
that in realistic applications, due to its size, the matrix A is
never stored [14], FP and BP are instead computed ‘on the
fly’ using Graphical Processor Units (GPUs).
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For our discussion, we classify iterative methods into
column action methods and row action methods. Column
action methods include iterative coordinate descent (ICD)
[15], [16] and axial block coordinate descent (ABCD) [17],
[18]. They divide x into several blocks and update individ-
ual blocks in each iteration using the most recent estimates
of all other blocks. Row action methods include Kaczmarz
methods(ART) [19], simultaneous iterative reconstruction
technique(SIRT) [20], and component averaging (CAV) [21]
and their ordered set variations [22], [23]. Unlike column
action methods, row action methods divide the projection
data y into several blocks and update all of x simultane-
ously using one or several blocks of y. Despite the superior
reconstructions achievable with iterative methods in many
applications, the high computational complexity remains a
significant bottleneck limiting their application in realistic
settings. To overcome these issues, parallization is desirable.
For example, the ICD algorithm can be run on multiple
CPUs [24] or on several graphics processing units(GPUs)
[25], [26]. Parallization of row action methods is straightfor-
ward: each node receives a copy of x and different blocks
of y. Each node independently updates x and message
passing between nodes computes weighted sums of partial
results [27], [28]. Compared with column action methods,
row action methods is more amenable to parallel processing
in a multiple-node network because that different nodes do
not have to update the same elements in the error vector
y −Ax [29].
A range of row and column action methods have been
specifically designed for tomographic reconstruction. Re-
cently, advances in machine learning have also led to sig-
nificant advances in stochastic optimization and many of
these ideas are also applicable to tomographic reconstruc-
tion. Most methods here are row action methods. These
include stochastic gradient descent [30], stochastic variance
reduced gradient(SVRG) [31], incremental aggregated gra-
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2dient (IAG) [32] and stochastic average gradient (SAG) [33].
These stochastic algorithms have often been parallelized to
operate on large data sets [34], [35], [36], [37].
2 THE BSGD ALGORITHM
In this paper, we develop a parallel row action algo-
rithm specifically for large scale tomographic reconstruc-
tion. Whilst previous work in parallel tomographic recon-
struction has concentrated on standard tomography, where
an object is rotated around a single axis, we are here par-
ticularly interested in a setting that allows more general
trajectories such as those found in laminographic scanning
[38]. With “large scale” we here mean that both y and x
are too large to be stored within one computing node. We
thus divide y, A and x into several blocks and design
algorithms in which each node only has partial access to
both y and x at each iteration. Let A be divided into M
row blocks and N column blocks (possibly after row and
column permutation). Let {Ii}Mi=1 be a set of row indices
and {Jj}Nj=1 a set of column indices.AJI thus is a sub-matrix
indexed by I ∈ {Ii}Mi=1 and J ∈ {Jj}Nj=1. The forward X-ray
projection process can then be approximated as:yI1...
yIM
 ≈

AJ1I1 · · · AJNI1
...
...
...
AJ1IM · · · AJNIM

xJ1...
xJN
 ≡
AI1...
AIM
x. (3)
With this partitioning, both column and row action
methods can be inefficient in terms of communication be-
tween nodes since they all require full access to either all
of y or all of x. For example, in row action methods, the
most time consuming operations are the FP and BP [39].
These projections are parallelizable [40]. For the FP AIx ≡∑N
j=1A
Jj
I xJj , each parallel node calculates a forward pro-
jection AJjI xJj . The summation over j is then calculated at
a master node or using an ALLREDUCE procedure [41]. A
similar parallel scheme is also applicable to the BP. If the
number of computing nodes is smaller than the number of
column or row blocks N or M , then the parallel calculations
require several communications between data storage and
computation nodes, which can be time consuming [7], [27].
To reduce the communication overhead and the algo-
rithm’s dependency on access to all of y or x, we pre-
viously proposed a parallel algorithm called Coordinate-
Reduced Steepest Gradient Descent (CSGD) [42] to solve
the block linear model Eq.3. However, our previous method
only converged to a weighted least squares solution. Here
we propose an improved algorithm, which we call ‘Block
Stochastic Gradient Descent” (BSGD). We empirically show
that BSGD converges closer to the least squares solution
than CSGD. The new method is similar to SAG and accu-
mulates previously calculated direction to obtain the current
update direction, but it differs from SAG in that we also
incorporate a coordinate descent strategy. In the origin SAG
algorithm, the gradient summands must be calculated by
accessing all of x while in BSGD only part of x is required
and updated. Furthermore, we exploit the sparsity of the
system matrix A found in CT imaging and proposed an
“importance sampling” strategy for BSGD (BSGD-IM). An
automatic parameter tuning strategy is also adopted to tune
the step length. Simulation results show that the conver-
gence speed of BSGD-IM is faster than other row action
methods such as SAG and SVRG, making BSGD an ideal
candidate for distributed tomographic reconstruction.
We derive BSGD for large scale CT reconstruction
where a parallel multiple-GPU network is available. The
network uses a master-servant architecture and the ser-
vants/nodes(i.e. GPUs) in the network have limited access
to both projection data y and reconstructed volume x. To
facilitate latter discussions, we define r = y−Ax and let rI
be the subset of r representing yI −AIx.
To motivate our approach, let us consider iterative mini-
batch stochastic gradient descent [43] with a decreasing step
length µ. At the kth iteration, this method computes:
rI = yI −AIx
g = 2ATI rI
xk+1 = xk + µg.
(4)
In our setting where a master or storage node assigns data
to servant nodes for processing, if local memory at a servant
node is restricted, then each node can only process a partial
block xJ and calculate AJI xJ . To compute AIx, we would
thus need to repeatedly sent different blocks to the servant
nodes before the result is combined in the master node to
update rI . This process is shown in Fig.1. Computation of
Master node
Servant Servant
Master node
Fig. 1. In a master-servant network, in each iteration, each servant node
receives one block xJ to calculate AJI xJ . The results are accumulated
in the master node to update the corresponding residual rI . If the
number of the servant nodes is less than the number of column blocks
N , then we require repeated communication between servants and the
master nodes.
ATI rI would need to follow a similar strategy. Instead of up-
dating x only once the exact residual r has been computed,
our innovation is to compute a stochastic approximation of
the residual by only processing a subset of x in each iteration
and using previously computed estimates of AJI xJ for the
blocks not used in this step. The hope is that the increase
in uncertainty in the gradient estimate is compensated for
by a reduction in computation and communication cost.
BSGD thus does not compute all ATI rI and AIxI in each
iteration. For a fixed number of servant nodes, let α and γ
be the fraction of row and column blocks that can be used
in parallel computations at any one time. During each itera-
tion, we thus propose to only use αγMN sub-matrices (AJI )
3together with the corresponding data (yI ) and volume(xJ )
sub-vectors to compute updates. To gradually reduce the
error between the stochastic gradient and the true gradient,
BSGD adopts a gradient aggregation strategy that is similar
to that of SAG. As we show below for our CT reconstruction
problem, this accumulation strategy enables the algorithm
to converge with a constant step length µ.
The BSGD algorithm is shown in Algo.1. When γ = 1,
the method becomes SAG. In this paper we mainly focus on
α and γ < 1, which allows us to use a reduced number of
servant nodes.
Algorithm 1 BSGD
1: Initial: g = 0, {gˆi}Mi=1 = {0}, {zj}Nj=1 = {0}, r = y,
µ = const. xest = 0.
2: for epoch =1,2,..., Max Iteration do
3: randomly select αM row blocks from {Ii}Mi=1 and γN
column blocks from {Jj}Nj=1
4: for the selected Ii and Jj in parallel do
5: zjIi = A
Jj
Ii
xestJj
6: end for
7: r = y −∑Nj=1 zj
8: for the selected Ii and Jj in parallel do
9: gˆiJj = 2(A
Jj
Ii
)T rIi
10: end for
11: g =
∑M
i=1 gˆ
i
12: for the selected Jj in parallel do
13: xestJj = xestJj + µgJj
14: end for
15: end for
2.1 Improving BSGD performance
There are two tricks to improve BSGD performance. The first
trick is the use of an importance sampling strategy which we
call “BSGD-IM”. In tomographic reconstruction, the matrix
A is often sparse with different blocks AJI often varying
widely in their sparsity. This sparsity can be enhanced
further for 3D tomographic problems if we partition y such
that each partition is made up of a selection of sub-blocks,
where each sub-block corresponds to a partition of the X-ray
detector at one projection angle as shown in Fig. 2. Inspired
I
Point source
3D volume
Detector plane
Fig. 2. Example cone beam CT setting. The 3D volume is divided into
8 sub volumes. In the cone beam scanning geometry, the projection of
one sub-block is mainly concentrated in a small area on the detector. If
the detector is also divided into 4 sub-areas, then the currently selected
sub-volume (bold red frame) is mainly projected onto the top-left and
top-right sub-detector area, i.e. Iˆ1 and Iˆ2 area.
by this property, BSGD-IM breaks each single projection
into several sub-projections (4 sub-projections in Fig.2) and
only samples 1 sub-projections for the selected sub-volume
xJ . This sampling is not done uniformly but is based on
a selection criteria that uses the relative sparsity of each
matrix {AJ
Iˆi
}, i.e. the denser a sub-matrix is, the higher
the probability that it is selected. As we do not have access
to matrix A, to estimate the sparsity pattern of A, BSGD-
IM computes the fraction of a volume block’s projection
area on each sub-detector. When the row block Ii contains
several projection angles, the importance sampling strategy
is repeatedly applied to each projection angle contained in
the row block. The advantage of BSGD-IM is that it provides
each computation node more projection angles within one
row block than BSGD when a nodes’ storage capacity is
limited and thus reduces the row block number M as well
as the total storage requirement. For example, if we assume
that one GPU can only process a single projection in the
original BSGD, then BSGD-IM with the partition of Fig.2
can use four projection angles by choosing one detector sub-
areas for each projection angle.
BSGD-IM is shown in Algo.2. Whilst importance sam-
pling speeds up initial convergence, it also introduces a bias
is the stochastic gradient due to the inhomogeneous sam-
pling. To overcome this, it is suggested that after initial fast
convergence, the last few iterations should be run without
importance sampling.
Algorithm 2 BSGD-IM
1: Initial: g = 0, {gˆi}Mi=1 = {0}, {zj}Nj=1 = {0}, r = y,
µ = const. xest = 0.
2: for epoch =1,2,..., Max Iteration do
3: randomly select αM row blocks from {Ii}Mi=1 and γN
column blocks from {Jj}Nj=1.
4: for the selected Ii and Jj in parallel do
5: For each column block xJj , importance sample
one sub-detector area from each single projection
view. All indexes represented by those selected sub-
detector areas form the row index set Iˆt.
6: zj
Iˆt
= A
Jj
Iˆt
xestJj
7: end for
8: r = y −∑Nj=1 zj
9: for the selected Ii and Jj in parallel do
10: gˆiJj = 2(A
Jj
Iˆt
)T rIˆt
11: end for
12: g =
∑M
i=1 gˆ
i
13: for the selected Jj in parallel do
14: xestJj = xestJj + µgJj
15: end for
16: end for
The second trick is to use automatic parameter tuning.
Broadly speaking, up to a limit, increasing µ increases
convergence speed. However, in practice, it is difficult to
determine the upper limit. As a result, in realistic large
scale tomographic reconstruction, instead of using a fixed
step-length µ, we developed an automatic parameter tuning
approach. Parameter tuning is not a new concept in machine
learning and optimization. For example, the hypergradient
descent [44] or the Barzilai-Borwein (BB) method [45] can
be used for SGD or SVRG. However these methods are
not directly applicable to BSGD, as they require updates to
4all of x in each iteration. Furthermore, BSGD uses dummy
variables z to stores information about previous x. Due
to this, the stochastic gradient g of BSGD is much noisier
than the estimate obtained by traditional stochastic gradient
methods. We here proposed an automatic parameter tuning
methods that is different from the BB method or hyper-
gradient descent method. It only exploits the parameters
generated during the iteration process: the residual r and
iteration direction g, as shown in Algo.3.
Algorithm 3 Automatic µ tunning strategy
1:  and δ are positive constants.
2: At each kthiteration where mod(k,M) == 0, sum up all
g in the past M epochs as an effective update direction
(EUD) gk/M .
3: calculate the inner product between two consecutive g
as θk/M = (g
k/M )T gk/M−1
‖gk/M‖‖gk/M−1‖ .
4: if mod(k,M )==0&k > M then
5: if ‖r‖k < ‖r‖k−M < ‖r‖k−2M then
6: µ = (1 + ) ∗ µ
7: end if
8: if ‖r‖k > ‖r‖k−M > ‖r‖k−2M then
9: if | θk/M − θk/M−1 |> t1 or θk/M < t2 then
10: µ = (1− δ)µ
11: end if
12: end if
13: end if
This automatic parameter tuning is applied after M
iterations. It tests whether r decreased during the past 2M
epochs, in which case µ is increased by 1 + . To reduce µ,
using a similar condition on r alone (i.e. line 8 in Algo.3,
named as “criteria 1”) was not found to be sufficient to en-
sure convergence. We thus use an additional criteria (line 9
in Algo.3, named as “criteria 2”). The criteria 2 is motivated
by the general parameter tuning methods that computes
inner-products between adjacent gradients and determines
to increase or decrease µ according to the positivity of
the inner-product [44], [46]. We thus compare the inner-
products of two gradients. To do this, we accumulate several
stochastic gradients during a period of several iterations (M
epochs in Algo.3) to compute an effective update direction
(EUD) g to reduce the stochastic error variance. We have
observed that when BSGD converges with a properly chosen
fixed µ, then the change of two adjacent EUDs do not
vary significantly. On the contrary, these two directions vary
significantly when BSGD suffers from oscillatory behaviour
or an increase in the norm of r. This is due to our method
using some old values z in the calculation of each update. If
the change in x is not too large, then these old values for z
are good approximations to the current values. As a result,
the two EUDs, should also be similar to each other. If we
assume that during M epochs it is likely that all of x (and
thus all of the z’s) have been updated, then two EUDs can be
computed from the previous 2M epochs. The inner product
of the two normalized EUDs should always be close to 1. If
not, it means that the step length is too big and the iteration
is likely to diverge.
For both increasing and decreasing µ part, the frequency
of parameter changing is M epochs rather than 1 epoch.
One reason is that the high stochastic noise effect in the
gradient update can be reduced after a period of epochs.
Another reason is that the calculation of ‖r‖ can be time
consuming when the size of r is large, reducing the fre-
quency of computation on ‖r‖ is beneficial to save the
reconstruction time. We have experimentally validated that
setting the test frequency to M leads to a good compromise
between increased computational demand and improved
overall convergence speed.
2.2 Incorporating TV regularization into BSGD
When we have few projections, a TV regularization term
is often used to increase the reconstruction quality. Re-
construction with a TV regularization term often mini-
mizes a quadratic objective function plus a non-smooth TV-
regularization term:
(y −Ax)T (y −Ax)︸ ︷︷ ︸
f(x)
+2λTV(x)︸ ︷︷ ︸
g(x)
, (5)
where λ is a relaxation parameter and TV(x) is the total
variation (TV) of x. For 2D images, the total variation
penalty can be defined as:
TV(x) =
∑
c,d
√
(xc,d − xc−1,d)2 + (xc,d − xc,d−1)2, (6)
where xc,d is the intensity of image pixel in row c and
column d.
Traditional methods, including ISTA [47] and FISTA [48],
minimize the TV regularized objective function with two
steps: Each iteration starts with using the gradient of f(x)
to reduce the data fidelity, i.e. to reduce f(x), followed by
a TV-based de-noising procedure. We empirically show that
BSGD is able to replace the gradient descent (GD) step. Since
BSGD updates only some components of x with partial
projection data in each iteration, the TV-based de-noising
procedure is only performed after a period of time, enabling
the computation load of BSGD is scalable to that in ISTA or
FISTA. The algorithm is shown in Algo.4.
3 RESULTS
We start the evaluation of our method using a 2D scanning
setup (sections 3.1 to 3.4) to explore convergence properties
of BSGD. In the final section (3.5), we then look at a more
representative 3D cone beam setting.
3.1 BSGD convergence
We here use the scanning geometry as shown in Fig.3. In
our first experiments we set K to 16, OP and OD is 50, the
detector has 30 elements and the angular interval is 10◦ so
that A ∈ R1080∗256. This model is used from section 3.1 to
section 3.3.
We first examine if BSGD (without additional regulari-
sation) converges to the least square solution of the linear
model. We here set M = 4 and N = 2. α and γ are initially
set to 1. We add Gaussian noise to the data so that the Signal
to Noise ratio (SNR) of y is 17.5 dB. The distance to the least
square solution (DS) is defined as
DS = ‖xrec − xlsq‖, (7)
5Algorithm 4 BSGD-TV
1: Initial: g = 0, {gˆi}Mi=1 = {0}, {zj}Nj=1 = {0}, r = y,
µ = const. xest = 0.
2: for epoch =1,2,..., Max Iteration do
3: randomly select αM row blocks from {Ii}Mi=1 and γN
column blocks from {Jj}Nj=1
4: for the selected Ii and Jj in parallel do
5: zjIi = A
Jj
Ii
xestJj
6: end for
7: r = y −∑Nj=1 zj
8: for the selected Ii and Jj in parallel do
9: gˆiJj = 2(A
Jj
Ii
)T rIi
10: end for
11: g =
∑M
i=1 gˆ
i
12: for the selected Jj in parallel do
13: xestJj = xestJj + µgJj
14: end for
15: if mod(k, 1αγ ) == 0 then
16: xest = argmint ‖t− xest‖2 + 2µλTV(t)
17: end if
18: end for
Point source：P 
2D image
O
K*K pixels
D
F
E
Fig. 3. A standard 2D scanning geometry with a Shepp-Logan phantom,
where P is the x-ray source, O is the centre of the object and the
rotation centre. D is the centre of the detector. Source and detector
rotate around the centre and take measurements at different angles.
The linear detector is evenly divided into to sub-areas DE and DF, which
will be used in importance sampling discussed later. In this paper, unless
particularly mentioned, the size of the image pixels (or voxels in 3D) and
the detector pixel size are both 1.
where xrec is the reconstructed image vector and xlsq is the
least square solution obtained here using the LSQR method.
We compared BSGD with other mature methods includ-
ing SIRT and CAV as well as with our previous algorithm
CSGD. The results are shown in Fig.4, where we see the
linear convergence of our method to the least squares so-
lution. All parameters in the methods were well tuned to
ensure the fastest convergence rate. We see that BSGD not
only approaches the least square solution, it also shows a
faster convergence rate compared to the other methods.
The initial simulations used α = γ = 1. We thus next
study the more realistic setting where α and γ are smaller
than 1.The results, shown in Fig.5, show that even in this
scenario, BSGD still approaches the least square solution.
We here divided A into 64 blocks, using different partitions
0 1000 2000 3000 4000 5000
epoch
10-15
10-10
10-5
100
105
D
S
SIRT
CAV
CSGD
BSGD
Fig. 4. In contrast to BSGD, SIRT, CAV and CSGD do not achieve the
least square solution.
that varied in the numbers of row and column blocks (2 row
blocks and 31 columns blocks, 4 row blocks and 16 column
blocks and 8 row blocks and 8 column blocks). We set α
and γ to 1M and
1
N respectively. To measure convergence
speed and communication costs between master node and
computation node in a realistic parallel network, we plot
the DS as a function of the number of multiplications of
a vector by AJI (or (A
J
I )
T ), which is proportional to the
number of forward/backwards projections as well as the
corresponding communication time. We see from Fig.5 that
BSGD performs better in terms of reaching the least squares
solution. We also see differences in the convergence speed
depending on the way in which we partition the matrix.
0 2 4 6
usage of AI
J #104
10-4
10-2
100
102
D
S
M/N=2/32,CSGD
M/N=4/16,CSGD
M/N=8/8,CSGD
M/N=2/32,BSGD
M/N=4/16,BSGD
M/N=8/8,BSGD
Fig. 5. BSGD shows better converge compared to CSGD in terms of
achieving the least squares solution. Different ways to partition the rows
and columns lead to different convergence speeds.
3.2 Setting α, γ,M and N
We nexrt study the influence of α and γ for a fixed partition
of A. In Fig.5 α and γ were set to an extreme value where
only one node is used. In realistic applications, several
nodes might be available. Assume we have 4 nodes so
that MNαγ = 1. Simulations, shown in Fig.6, show that
reducing γ slows down convergence.
60 0.5 1 1.5 2 2.5
usage of AI
J 105
10-15
10-10
10-5
100
105
D
S
M=8,N=8
=0.125, =0.5
=0.25, =0.25
=0.5, =0.125
(a)
0 0.5 1 1.5 2 2.5
usage of AI
J 105
10-15
10-10
10-5
100
105
D
S
M=4,N=16
=0.25, =0.25
=0.5, =0.125
=1, =0.0625
(b)
Fig. 6. When M and N are fixed, reducing γ slows down the conver-
gence speed.
Based on these and similar results, we suggest to use the
following selection criteria for α,γ{
γ = min{1, NodeNumN },
α = NodeNumMNγ ,
(8)
where the NodeNum is the number of separate computa-
tion nodes.
According to Eq.8, we divide A into different numbers
of row and column blocks and compare convergence speed.
The results shown in Fig.7 indicate that BSGD does not
encourage the partition in the column direction. Whilst this
indicates that we do not want to partition in the column
direction, different partitions lead to different storage de-
mand. This is shown in Fig.8, where we show the amount
of storage that is required in the compute nodes and the
master node.
Note that in the previous simulations, we kept the
product MN fixed as in this case, computation speed per
iteration remains constant. However, when storage demand
is the limiting factor, then the m + n become limited (m,n
are rows and columns of AJI ). To explore this, we fix
m+n ≤ 140. The results, shown in Fig.9 for different values
ofM andN are now plotted against the number of times we
compute multiplications by matrices AJI , multiplied by mn
to normalise computation time differences. We here assume
that there are only two nodes in the parallel network and the
0 0.5 1 1.5 2 2.5
usage of AI
J 105
10-15
10-10
10-5
100
105
D
S
M=1,N=64, =1, =0.0625
M=2,N=32, =0.5, =0.125
M=4,N=16, =0.25, =0.25
M=8,N=8, =0.125, =0.5
M=16,N=4, =0.0625, =1
M=32,N=2, =0.0625, =1
M=64,N=1, =0.0625, =1
Fig. 7. BSGD does not encourage the partition in the column direction.
When N increases, convergence speed decreases.
selection criteria for α and γ follows Eq.8. The convergence
speed and storage demand in the master node is shown
in Fig.9. Note that when M = 135, N = 2 (green line),
BSGD becomes SAG. For large N , storage demand in the
master node increases significantly. Luckily, convergence is
the fastest for moderate values of N .
3.3 Automatic parameter tuning
We first demonstrate that criteria 1 ( line 8 in Algo 3) on its
own is not sufficient for parameter tuning. If δ is small, µ
is not effectively reduced, whilst for large δ, the µ tends to
become too small and the iterations get ‘stuck’. Simulation
results to prove this are shown in Fig.10.
Automatic parameter tuning works if we combine crite-
ria 1 with criteria 2 (line 9 in Algo 3 ). We here use δ = 0.4.
The compute nodes is still set as 2. The results, shown in
Fig.11, demonstrate that automatic tuning (dashed lines)
allows faster convergence than the original method (dashed
line) and the method using criteria 1 only (solid line).
3.4 Incorporating the TV constraint
To explore Total Variation regularisation, in Fig.3, the K
is increased to 64. OP and OD is 100 and the detec-
tor has 180 elements. The scanning angle increment is 1◦
and the point source only rotates through 180◦. In this
section, the Signal Noise Ratio (SNR) of x is defined as
20 log10
‖xtrue‖
‖xdif‖ , where ‖xdif‖ is the `2 norm of the differ-
ence between reconstructed image vector and the original
vector xtrue. The λ = 0.1 and the projection y are influenced
by Gaussian noise, with an SNR (similar definition holds) of
28.8dB.
The change of SNR is shown in Fig.12. We here plot
SNR against effective epochs, where an effective epoch is a
normalized iteration count that corrects for the fact that the
stochastic version of our algorithm only updates a subset
of elements at each iteration.Comparing BSGD-TV against
FISTA and ISTA, BSGD-TV shows a faster convergence
speed, even though it only update blocks of x in each
iteration and only applies the TV-based de-noising after
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Fig. 8. The computational complexity of the computations in each node
is proportional to mn, where m and n are the numbers of rows and
columns inAJI . Storage requirements in each compute node is however
proportional to m+ n, which is shown here in panel (a). For the master
node, storage requirements are proportional toMr+Nc, which is shown
in panel (b).
a period of iterations. A visual comparison after a fixed
number of effective epochs is shown in Fig. 13.
Note that ADMM-TV [49] is another algorithm that can
be distributed over several nodes, however, our previous
work has demonstrated that ADMM-TV is significantly
slower than TV constraint version of CSGD [42] and thus
has not been included in the comparison here.
3.5 Applying BSGD in 3D CT reconstruction
In this section, a workstation containing two NVIDIA
GEFORCE GTX 1080Ti GPUs is adopted to demonstrate
BSGD’s performance on realistic data sizes. We used a 3D
cone beam scanning geometry similar to the 2D simula-
tion as defined in Fig.3. In simulation, OP = 1536 mm,
OD = 1000 mm and the detector is a square panel with side
length(EF ) of 400 mm. The reconstruction volume is a cube
with side length of 256 mm. The point source and the centre
of the square detector are located at the middle slice of the
3D volume. They rotate around the volume horizontally for
a full circle with angular increments of 1◦. We test BSGD
for increasing data sizes (see Table 1) and compare it to
0 2 4 6
m*n*usage of AI
J 108
10-15
10-10
10-5
100
105
D
S
M=9,N=16,m+n=136
M=10,N=8,m+n=140
M=16,N=4,m+n=131.5
M=135,N=2,m+n=136
(a)
storage demand for master node
9/16 10/8 16/4 135/2
M/N
0
0.5
1
1.5
2
N
r+
M
c
104
(b)
Fig. 9. Convergence of BSGD over 3000 iterations (a) when we have
2 compute nodes. The best compromise between convergence speed
and master node storage demand (b) is found for M = 16, N = 4.
TABLE 1
Three different reconstruction scales
case1 case2 case3
Detector 400*400 1000*1000 2000*2000
Volume 256*256*256 512*512*512 1024*1024*1024
Rows of A 5.76× 107 3.6× 108 1.44× 109
Columns of A 1.68× 107 1.34× 108 1.07× 109
other methods. The simulations are performed in MATLAB
R2016b together with a purpose built version of the TIGRE
toolkit [50] that uses OpenMP to synchronize the two GPUs,
performing two FPs or two BPs simultaneously. Simulation
results show that BSGD with importance sampling and au-
tomatic parameter tuning can be applied in realistic settings
and is faster than existing methods in a multi-GPU work
station.
3.5.1 Time required for FP, BP and other operations
We start by looking at the time required to compute FB/BP
and contrast this time to the other computational overheads
of the method. For one GPU, we process two data blocks
one after the other whilst for two GPUs two blocks are
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D
S
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Fig. 10. µ0 is the initial step length. Different color stands for different µ0.
Only using criteria 1 does not overcome issues with parameter selection.
The dashed lines use a large δ leading to the algorithm getting stuck,
whilst solid lines use a small δ leading to oscillation and divergence.
(a)
(b)
Fig. 11. The dotted line is the original BSGD method with constant step
length µ0. The solid line is the automatic parameter tuning method using
criteria 1 and the dashed line is the automatic parameter tuning using
criteria 1 and 2. Panels (a) and (b) show different scenarios in terms of
M , N , α and γ.
computed in parallel. We here divided the image into 8
cubic blocks (N = 8) and randomly partitioned the 360
projections into 5 groups (M = 5). As we here look at
computation speed of individual FP and BPs, no noise was
added to the projections.
The overall time spent on FP and BP per iteration are
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Fig. 12. Comparison between BSGD-TV, FISTA, ISTA and Gradient
Descend (GD) (without TV constraint). The step length µ for ISTA,
GD and BSGD-TV is 0.0004. BSGD-TV uses M = 20, N = 4, α =
0.05andγ = 0.5 with 2 nodes available in the network. λ in Eq.5 is
0.1. The low SNR of GD suggests the necessity of incorporating the TV
norm here. It can be seen that the BSGD-TV converge faster than FISTA
methods.
SNR=16.427dB
(a) GD
SNR=18.5641dB
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SNR=26.8442dB
(c) FISTA
SNR=26.9118dB
(d) BSGD
Fig. 13. Reconstruction results after 500 effective epochs.
shown in Fig.14. The measurements here are averaged over
10 repeated runs.
We also measured the proportion of time each iteration
of BSGD spent on FP and BP during reconstruction (See
Fig.15), which shows that for increasing problem sizes, FP
and BP become increasingly smaller fractions of overall cost.
As data transfer and other operations are similar in the 1
and 2 GPU settings, this further demonstrates that multi-
GPU reconstruction is beneficial to reduce the time spent on
FP/BP.
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Fig. 14. When the problem size is small, using two GPUs does not
provide acceleration as the overhead on communication and synchro-
nization dominates. However, for realistic scales, using two GPUs nearly
achieves the optimal doubling of computation speed with two GPUs for
the FP and 2/3 acceleration of the BP.
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Fig. 15. The relative time spent on each stage during an entire re-
construction task. For increased problem sizes, the percentage of time
spent on FP and BP decreases faster when using two GPUs.
3.5.2 Quality of reconstruction
We next look at the quality of reconstruction for the three
scenarios. Since there are two GPUs are available, we thus
set M = 5, N = 8, α = 15 and γ =
2
8 . We here measure
quality in terms of SNR. The results are shown in Fig.16.
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Fig. 16. During 2000 epochs, BSGD provides an increasing SNR trend
under different data-set scales. The step length can also be automati-
cally adjusted into a range that enable the iteration results move towards
to the true solution.
Reconstructed slices are shown in Fig.17.
case1:SNR=23.4dB case2:SNR=20.5dB case3:SNR=17.8dB
Fig. 17. Slices from the 3D reconstruction for different problem dimen-
sions, showing the effectiveness of BSGD under different cases.
3.5.3 Comparison with other methods
In this section, we demonstrate the advantage of BSGD com-
pared with other methods. A cubic skull skeleton provided
by the TIGRE toolkit was used and reconstructed using
different methods. The object to detector distance was 536
mm, source to object distance was 1000 mm and we again
collected 360 equally spaced projections and reconstructed
onto a 256 by 256 by 256 grid. The detector used 512 × 512
10
pixels. The side length of each voxel and detector pixel were
1 mm, so that A ∈ R9.4×107∗1.7×107 . The projection data y is
deteriorated by white Gaussian noise with SNR of 28.1 dB.
In our simulations, we assume that each computation node
(GPU) can only process 18 of the volume and 18 projections.
Since in the previous simulation we have demonstrated that
BSGD can outperform CAV and SIRT, we here compared
BSGD-IM with SAG, SVRG, GD, GD-BB [51], FISTA and
ORBCDVD [52]. Except for BSGD-IM, the other methods
divide A into 20 ∗ 8 sub-matrices (i.e. M = 20, N = 8
to enable each row blocks contain 18 projections and each
column blocks contain 18
th
volume. α = 120 , γ =
1
4 is
set according to Eq.8) and consecutively process the sub-
matrices on each GPU one at a time. BSGD-IM, sampling 14
th
projection from each projection angle, allows us to divide A
into 5∗8 sub-matrices with α and γ set to 0.2 and 0.5. By this
division, it is guaranteed that the computation amount for
FP and BP of BSGD-IM are the same with the other methods.
This is because that despite that the BSGD-IM process 72
projection angles each time, for each projection angle, only
1
4
th
projection data are used for each projection angle. As
a result, the actual projection data size is equivalent to
72 ∗ 14 = 18 full projection angles, which is the size for other
methods.
In the large scale reconstruction case, calculating the
least square solution itself can be time consuming, thus
using the term DS is inapplicable in realistic case. To reflect
the speed of the iteration result approaching to the least
square solution, we thus plot GAP = ‖y − Axest‖ as
a function of the number of usages of AJI for each FP
and BP. This is reasonable since the least square solution
minimizes GAP and a faster downward trend suggests a
faster reconstruction speed. Convergence results are shown
in Fig.18. It can be seen that BSGD-IM is faster than the other
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Fig. 18. BSGD-RAN is similar to BSGD-IM, but it uniformly selects the
sub-projections at each projection angle while BSGD-IM selects sub-
projections based on sub-matrix sparsity. Both BSGD methods use
automatic parameter tuning. The parameters in the other methods were
optimised to ensure optimal performance.
methods. Reconstruction results are shown in Fig.19, where
we show a subsection of a 2D slice after 2000 forward and
backward projections.
(a) Original slice
SNR=23.3dB
(b) BSGD
SNR=17.5dB
(c) SVRG
SNR=13.9dB
(d) SAG
SNR=16.28dB
(e) ORBCDVD
Fig. 19. Reconstruction results after 2000 projections. BSGD provides
better reconstructions with a higher signal noise ratio(SNR).
4 FIXED POINT ANALYSIS
In this part we show that BSGD has a single fixed point at
the least square solution of the optimisation problem. The
system matrix A ∈ Rr∗c, has M row blocks and N column
blocks. We vectorise the sets {zj}Nj=1 and {gi}Mi=1 and put
their elements into the vector z ∈ RNr∗1 and g ∈ RMc∗1.
A ∈ RNr∗c is a deformation of A, defined as:
A =

AJ1I1 0 . . . 0
...
...
...
AJ1IM 0 . . . 0
0 AJ2I1 . . . 0
...
...
...
0 AJ2IM . . . 0
0 0 AJNI1
...
...
...
0 0 . . . AJNIM

(9)
AT ∈ RMc∗r is a similar deformation of AT . Let us also
introduce the matrix INr = [Ir, Ir, . . . , Ir] ∈ Rr∗Nr , where
we concatenateN identity matrices Ir each of size r∗r. With
this notation we obtain:
INrA = A,
IMcAT = A
T ,
N∑
j=1
zj = INrz,
g = IMcg,
(10)
where the definition of g and {zj} can be found in the
algorithm description. To encode the random updates over
subsets of index pairs Ii, Jj , we introduce the random
matrices R1 ∈ RNr∗Nr , R2 ∈ RMc∗Mc and R3 ∈ Rc∗c
, which are diagonal matrices whose diagonal entries are
11
either 0 or 1. With this notation, we can write the update of
z, g and x as:
zk+1 = zk +R1
[
Axk − zk
]
, (11)
gk+1 = gk +R2
[
AT
(
y − INrzk+1
)
− gk
]
(12)
and
xk+1 = xk + µR3IMcg
k+1, (13)
where k is the epoch number. Inserting Eq.11 into Eq.12 and
then Eq.12 into Eq.13, the recursion in Eq.14 is obtained:zk+1gk+1
xk+1
 =M
zkgk
xk
+
 0R2ATy
µR3IMcR2ATy,
 , (14)
where M is I−R1 0 R1AR2AT INr(R1 − I) I−R2 −R2AT INrR1A
µR3IMcR2AT INr(R1 − I) µR3IMc(I−R2) I− µR3IMcR2AT INrR1A

In the fixed point analysis, note that for any fixed point
x?, the random updates of zmean that we require that zjIi =
A
Jj
Ii
x?J for all i and j, so that the fixed z
? must be of the form
z? = Ax?. So we need:Ax?g?
x?
 =M
Ax?g?
x?
+
 0R2ATy
µR3IMcR2ATy
 . (15)
Since the first line of Eq.15 is an identity, we only focus on
the second and third line. The second line can be expressed
as:
R2
(
AT (y −Ax∗)− g∗
)
= 0. (16)
As R2 is a random diagonal matrix, this implies that g∗ =
AT (y −Ax∗). The third line, after the deformation, can be
expressed as:
R3IMcR2
(
AT (y −Ax?)− g?
)
+R3IMcg
? = 0 (17)
which suggest that g? ≡ IMcg? ≡ 2AT (y − Ax?) = 0.
This proves that the fixed point is the least square solution.
Our empirical results show convergence to the fixed point.
A theoretical analysis and formal convergence proof is in
preparation.
5 CONCLUSION
BSGD can be viewed as an improvement of our previous
CSGD algorithm. It mainly focus on the case where a
distributed network is adopted to reconstruct a large scale
CT image/volume in parallel and the nodes in the network
have limited access to both projection data and volume.
When noise is Gaussian type, which is a common case in
CT reconstruction area, iteration results obtained by BSGD
approaches closer to the least square solution than other
mature CT reconstruction algorithms such as SIRT, CAV
and our previously CSGD method. Compared with the
other optimization algorithm proposed in machine learning
area, such as SVRG, ORBCDVD, the BSGD has higher
computation efficiency. It also has the ability to address
the sparse view CT reconstruction by combining itself with
TV regularization. Simulations prove that both BSGD and
BSGD-TV have the ability to be applied on a distributed
network.
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