We use Stein's method to bound the Wasserstein distance of order 2 between a measure ν and the Gaussian measure using a stochastic process (Xt) t≥0 such that Xt is drawn from ν for any t > 0. If the stochastic process (Xt) t≥0 satisfies an additional exchangeability assumption, we show it can also be used to obtain bounds on Wasserstein distances of any order p ≥ 1. Using our results, we provide optimal convergence rates for the multi-dimensional Central Limit Theorem in terms of Wasserstein distances of any order p ≥ 2 under simple moment assumptions.
Introduction
Consider n independent and, for simplicity, identically distributed random variables X 1 , . . . , X n taking values in R By the Central Limit Theorem, it is well-known that, as n grows to infinity, the measure ν n of S n = 1 √ n n i=1 X i converges to the d-dimensional Gaussian measure γ. In order to strengthen this result, one can quantify this convergence for a given distance on the space of measures on R d . For instance, consider Wasserstein distances of order p ≥ 1, defined between any two measures µ and ν with finite moment of order p by
where . denotes the Euclidean measure and π is a measure on R d × R d with marginals µ and ν. In the univariate setting, rates of convergence for these distances have been obtained in [12] for p ∈ [1, 2] and in [2] for p > 2. More precisely, for any p ≥ 1, there exists a constant C p > 0 such that
Furthermore, Theorem 5.1 [12] guarantees these bounds are optimal in the general setting. In the multivariate setting, convergence rates for the Wasserstein distance of order 2 have been obtained under the assumption that X 1 ≤ β for some β > 0 in [17] and [4] in which it is shown that there exists C > 0 such that
Furthermore, it is conjectured in [17] that
as such a bound is known to be matched thanks to Proposition 2 [17] and, as we will see in the course of this paper, this conjecture is verified. In fact, it is possible to relax the boundedness assumption to a moment assumption in order to obtain a multivariate equivalent of (1) . Let us note however that (2) can most likely be improved. Indeed, since β is greater than √ d, this bound scales at least linearly with respect to the dimension. Yet, whenever the measure of the X i satisfies a Poincaré inequality with constant C > 0, [3] proved that
Besides scaling optimally with respect to n, the dependency of this bound with respect to the dimension is also optimal as it is matched whenever the coordinates of the random variables X i are independent. Furthermore, a similar bound also holds for Wasserstein distances of any order p ≥ 1 [5] . Nevertheless, the log-concavity assumption is again stronger than the moment assumption required in the univariate case. Inequality (3) is derived through a Stein's method approach introduced in [8] which relies on a object called Stein kernel. Given a measure ν supported on R d , a Stein kernel for ν is a matrix-valued function τ ν such that, for any smooth function φ with compact support,
where < ., . > HS is the traditional Hilbert-Schmidt scalar product and ∇ 2 φ denotes the Hessian matrix of φ. Since ν is equal to the Gaussian measure γ if and only if τ ν = I d , one can expect ν to be close to γ whenever τ ν is close to I d . This intuition is formalized by the following bound, obtained in Proposition 3.1 [8] ,
Furthermore, if τ ν also verifies
−xφ(x) + τ ν (x)∇φ(x)dν(x) = 0, for any suitable function φ, then, by Proposition 3.4 [8] , one also has
where p is the Schatten p-norm and C p > 0 is a constant depending only on p. However, as Stein kernels do not necessarily exist for general measures and can be difficult to compute whenever they do exist, this approach cannot be applied to general measures µ which is why (3) is restricted to strongly log-concave measures.
In this work, we wish to adapt this approach by replacing the Stein kernel with a more practical operator L ν such that
where C ∞ c denotes the space of smooth functions with compact support. When an operator L ν verifies this property, in which case we say ν is invariant under L ν , one can expect ν to be close to γ as soon as L ν is similar to the operator L γ , where
There are many ways to obtain operators L ν under which ν is invariant; in fact, such operators have been extensively used in Stein's method. For instance, the original approach of Stein [14] and its extension to the multidimensional setting [11] use pairs of random variables (X, X ′ ) drawn from ν such that (X, X ′ ) and (X ′ , X) follow the same law. Given such a pair of random variables (X, X ′ ), which is called an exchangeable pair, ν is invariant under the operator L ν given by
where s > 0 is a rescaling factor. This operator L ν can then be compared to L γ using a Taylor expansion. In fact, one does not even need an exchangeable pair to apply Stein's method in dimension one. Indeed, [13] used two random variables X, X ′ , both drawn from ν but not necessarily forming an exchangeable pair, to construct operators of the form
Similarly, zero-bias coupling [6] and size-bias coupling [7] are also operators under which ν is invariant. Among these various operators, the ones defined (4) are perhaps the easiest to obtain as they can be constructed from any two random variables X, X ′ both drawn from the measure ν. However, since there is no notion of primitive function in higher dimension, such operators are restricted to the univariate setting. Still, in the multidimensional setting, one can use any two random variables X, X ′ drawn from ν to define an operator under which ν is invariant by taking
However, it is not possible to obtain a meaningful bound on the Wasserstein distance between ν and γ by directly applying the approach of [8] to such an operator. Instead, we rely on a family of operators ((L ν ) t ) t≥0 under which ν defined using a stochastic process (X t ) t≥0 such that X t is drawn from ν for any t ≥ 0 by taking
In Theorem 1, we obtain bounds for the Wasserstein distance of order 2 between ν and the Gaussian measure using such a family of operators. We also provide bounds on Wasserstein distances of any order p ≥ 1 for one-dimensional normal approximation in Theorem 3 and for multidimensional normal approximation in Theorem 4. This latter result requires an extra exchangeability assumption on the stochastic process (X t ) t≥0 : we require the pairs (X t , X 0 ) and (X 0 , X t ) to follow the same law for any t > 0. When this assumption is verified, the measure ν is invariant under the family of operators ((L ν ) t ) t≥0 defined for any
Let us note that, while we mostly focus on operators defined in (6), proofs of our results can easily be adapted to other operators L ν under which ν is invariant such as size-bias or zero-bias couplings. Our results can be readily applied to obtain rates in the Central Limit Theorem. Indeed, letting X ′ 1 , . . . , X ′ n be independent copies of X 1 , . . . , X n and I be a uniform random variable on {1, . . . , n} the stochastic process ((S n ) t ) t≥0 defined by
is such that ((S n ) t , (S n ) 0 ) and ((S n ) 0 , (S n ) t ) follow the same law for any t ≥ 0. Applying our results to this stochastic process, we obtain that, as long as
where C p > 0 is a constant depending only on p. This bound generalizes both (1) and (2) . Furthermore, our full result, presented in Theorem 6, only requires the random variables X 1 , . . . , X n to be independent and also provides intermediary rates of convergence whenever the E[ X i p+2 ] are infinite.
The paper is organized as follows. In Section 2, we introduce the notations used in the paper. Section 3 presents the main results obtained in this paper: general bounds for normal approximation in Wasserstein distances and rates of convergence for the Central Limit Theorem. In Section 4, we present the main arguments we use to apply Stein's method and obtain bounds on the Wasserstein distance of order 2 in normal approximation. The approach followed to obtain bounds on Wasserstein distances of any order p is then detailed in Section 5. The computations required to apply our general Wasserstein bounds to obtain rates of convergence in the Central Limit Theorem are provided in Section 6. Finally, Sections 7 and 8 contain technical results and approximation arguments used in the course of this paper.
Notations and definitions
, we denote by < x, y > the Hilbert-Schmidt scalar product between x and y defined by
and, by extension, we write
Finally, for any k ∈ N and any
We denote by C 
Finally, for any p ≥ 1, we denote by W p the Wasserstein distance of order p defined between any two measures µ, ν with finite moment of order p by
where π has marginals µ and ν.
Main results
Let γ be the d-dimensional Gaussian measure and let ν be a probability measure on R d with finite second moment. Let us denote by L γ the operator acting on C ∞ c such that
As we have mentioned in the introduction, the Gaussian measure γ is the only measure satisfying
then ν should be close to γ. Let (X t ) t≥0 be a stochastic process such that X t is drawn from ν for any t ≥ 0 and let s > 0. For any t > 0, φ ∈ C ∞ c and any
Let φ ∈ C ∞ c and t > 0. The family of operators ((L ν ) t ) t≥0 verifies
Thus,
Using a Taylor expansion, we have, for any φ ∈ C ∞ c , any t > 0 and any
Hence, if
are small for all t > 0, then, by (10) ,
and therefore ν should be close to γ. This intuition is formalized by the following result.
Theorem 1.
Let ν be a probability measure on R d with finite second moment and let (X t ) t≥0 be a stochastic process such that X t is drawn from ν for any t > 0. Suppose that
Then, for any s > 0,
where
Remark 2. If we were using a single pair of random variables (X, X ′ ) rather than the stochastic process (X t ) t≥0 (that is, if X t = X ′ for any t > 0), then the function S would not be integrable for small values of t unless X ′ = X in which case one would obtain the following trivial bound
In the univariate case, the stochastic process (X t ) t≥0 can also be used to bound Wasserstein distances of any order p ≥ 1.
Theorem 3.
Let p ≥ 1 and let ν be a probability measure on R with finite moment of order p. Let (X t ) t≥0 be a stochastic process such that X t is drawn from ν for any t > 0. Suppose that
A similar result can be obtained in the multidimensional setting at the cost of an additional exchangeability assumption on the stochastic process (X t ) t≥0 .
Theorem 4.
Let p ≥ 1 and let ν be a probability measure on R d with finite moment of order p. Let (X t ) t≥0 be a stochastic process such that X 0 is drawn from ν and such that the pairs (X 0 , X t ) and (X t , X 0 ) follow the same law for any t > 0. Suppose that, for any ǫ > 0,
where,
This last result can be readily applied to obtain rates of convergence for the Central Limit Theorem. Let X 1 , . . . , X n be independent random variables and consider the random variable S n = n
n be independent copies of X 1 , . . . , X n and let I be a uniform random variable on {1, . . . , n}. Then, the stochastic process ((S n ) t ) t≥0 defined by
satisfies the assumptions of Theorem 1, allowing us to obtain the following result.
Theorem 5.
Let n > 7 be an integer and let X 1 , . . . , X n be independent and identically distributed random variables taking values in
In particular, if m = 2,
Furthermore, it is also possible to use Theorem 4 to obtain a more general result.
Theorem 6. Let n > 7 be an integer and let X 1 , . . . , X n be independent random variables taking values in
R d with E[X i ] = 0 and such that n i=1 E[X ⊗2 i ] = nI d . Let ν n be the measure of S n = 1 √ n n i=1 X i and let γ be the d-dimensional Gaussian measure. For any p ≥ 2, if n i=1 E[ X i p+q ] < ∞ for some q ∈ [0, 2], then, letting m = min(4, p + q) − 2, there exists C p > 0 depending on p such that W p (ν n , γ) ≤ C p n −1/2 n −q/2p n i=1 E[ X i p+q ] 1/p + n −m/4 n i=1 E[ X i 2+m ] 1/2 + n −1/2 n i=1 E[X ⊗2 i ] 2 1/2 + 1 n n i=1      n 1−m 2 log(n)( E[X ⊗2 i X i m ] + E[X ⊗2 i ] E[ X i m ]) if m < 1 log(n)( E[X ⊗2 i X i ] + E[X ⊗2 i ] E[ X i ]) if 1 ≤ m < 2 d 1/4 ( E[X ⊗2 i X i m ] + E[X ⊗2 i ] E[ X i m ]) 1/2 if m = 2 .
Bounds for the Wasserstein distance of order 2: proof of Theorem 1
Let ν be a measure on R d and let (X t ) t≥0 be a stochastic process such that X t is drawn from ν for any t ≥ 0. Thanks to approximation arguments developed in Section 8, we can assume the measure ν admits a density h with respect to γ such that h = ǫ + f for some constant ǫ > 0 and f ∈ C ∞ c . We may also assume the stochastic process X t − X 0 is bounded for any t > 0.
The operator L γ introduced in (9) is the infinitesimal generator of the Ornstein-Uhlenbeck semigroup (P t ) t≥0 whose reversible measure is γ; see e.g. [1] for a thorough presentation of this semigroup and its properties. For t > 0, let us denote by ν t the measure with density P t h. Since γ is the reversible measure of P t , ν t converges to γ when t grows to infinity. One can thus bound W 2 (ν, γ) by controlling W 2 (ν, ν t ) for any t > 0 and letting t grow. To this end, we use the following inequality, obtained in Lemma 2 [9] ,
which yields
The quantity I(ν t ) actually corresponds to the Fisher information of the measure ν t with respect to γ. In Proposition 2.4 [8] , this quantity can be bounded using Stein kernels but it is possible to use a similar approach to bound I(ν t ) using the stochastic process (X t ) t≥0 .
Proposition 7. Under the above setting, we have
As injecting this bound in (12) concludes the proof of Theorem 1, the remainder of this Section is dedicated to the proof of this Proposition.
Let t > 0 and let v t = log P t h. By Equation (2.12) [8] , we have
Now, let s > 0 and let L ν be the operator such that, for any φ ∈ L 1 (ν) and
Since X t and X 0 are drawn from the same law, integrating this operator with respect to ν gives
Let us rewrite L ν using a Taylor expansion.
Lemma 8. Let φ be a bounded and measurable function. For any t > 0, we have
From this result and (13), we obtain
Let φ be a bounded and measurable function. By Equation (2.7.3) [1] ,
In particular if φ is a function such that ∇φ is bounded, we have ∇P t φ = e −t P t ∇φ. For any k ∈ N and any i ∈ {1, . . . , d} k , let H i be the multivariate Hermite polynomial of index i, defined for any
Let φ ∈ C ∞ be a bounded function. For any k ∈ N and any i ∈ {1, . . . , d} k , starting with (15) and integrating k times with respect to the Gaussian measure, we obtain
Since Hermite polynomials form an orthogonal basis of L 2 (γ) with norms
applying (17) to the vector field ∇v t yields, for any
Therefore,
Now, let
Applying Cauchy-Schwarz inequality on (14) and using (18), we obtain
Thus, by (18) and since v t = log(P t h),
Finally, since I(ν t ) is finite,
concluding the proof of Proposition 7.
Gaussian measure and Wasserstein distances of any order: proofs of Theorems 3 and 4
Let p ≥ 1 and let ν be a measure on R
In order to bound the W p distance between ν and the d-dimensional Gaussian measure γ, it is possible to use Stein kernels to obtain a version of the score function ∇v t = ∇ log P t h where P t is the Ornstein-Uhlenbeck semigroup [8] . By Section 3 [16] , this score function can be used to bound the Wasserstein distances between ν and γ since
Let us provide a version of v t . Let Z be a Gaussian random variable, X 0 be a random variable drawn form ν and let
Lemma 9. Let t > 0. Then, under the above notations,
Proof. Let t > 0. Integrating by parts with respect to γ, we have, for any
In fact, this property completely characterizes ∇v t : if another vector field ξ :
implying that ξ = ∇v t almost everywhere with respect to the measure ν t . Now, let φ ∈ C ∞ c . Integrating by parts with respect to the Gaussian measure, we have
Since ρ t satisfies Equation (20), it is a version of ∇v t .
Returning to the proofs of Theorems 3 and 4, it is sufficient to estimate the quantity E[ ρ t p
], where ρ t is defined in Lemma 9, to bound W p (ν, γ). To this end, suppose there exists a quantity τ t such that E[τ t | F t ] = 0 almost surely. Then, by Jensen's inequality, we have
Thus, if τ t is close to e
] is small and, by (19), so
As in the proof of Theorem 1, our computations involve the Hermite polynomials. For any k ∈ N, let
be the tensor of Hermite polynomials of order k given by
where for any i ∈ {1, . . . , d} k , H i is the multidimensional Hermite polynomial of index i defined in (16) 
In particular, our computations rely on the following result, proved in Section 7.2.
One-dimensional case: proof of Theorem 3
Let us assume that d = 1 and let (X t ) t≥0 be a stochastic process such that for any t ≥ 0, X t is drawn from t and X t − X 0 is bounded.
Lemma 11. Let s, t > 0. Taking
we have
the k-th derivative of φ. Let k ∈ N. Since X 0 and Z are independent, we have, by (17) ,
Now, let Φ be a primitive function of φ. By Lemma 8, the function
Then, since X t and X 0 are both drawn from ν,
Returning to the proof of Theorem 3, letting s, t > 0 and using Lemma 11 along with Lemma 9 and Jensen's inequality, we obtain
Then, by Lemma 10,
Finally, by (19),
concluding the proof of Theorem 3.
Multi-dimensional case: proof of Theorem 4
Unfortunately, it is not possible to use a multidimensional generalization of the random vector τ t defined in Lemma 11 as we would only be able to show that
, ∇φ(F t ) ] = 0 which is not sufficient to assert that E[τ t | F t ] = 0. Instead, let us assume (X t ) t≥0 is a stochastic process such that, for any t ≥ 0, (X t , X 0 ) and (X 0 , X t ) follow the same law and X t − X 0 is bounded.
Lemma 12. Let s, t > 0. The quantity
Proof. For any φ ∈ C ∞ c , we have
Hence, by (17) ,
According to Lemma 8, we have
Finally, since the pairs (X 0 , X t ) and (X t , X 0 ) follow the same law,
Returning to the proof of Theorem 4 and using the previous result for some s > 0 along with Lemma 9 and Jensen's inequality, we obtain
Finally, injecting this bound in (19) yields
concluding the proof.
Proof of Theorem 6
Let p ≥ 2, 0 ≤ q ≤ 2, m ∈ (2, min(4, p + q)] and l ∈ [0, m]. Let n > 7 be an integer and let X 1 , . . . , X n be independent random variables such that
n be independent copies of the variables X 1 , . . . , X n . For any t > 0, let α(t) = e 2t − 1 and
, where I is a uniform random variable taking values in {1, . . . , n}.
Preliminary computations
Let us start by bounding the quantities
],
and, since I and S n are independent,
for any k ∈ N.
Bounding I 1
Taking k = 1 in (21), we have
and
Applying Jensen's inequality to get rid of the conditional expectation, we obtain
Since the (X i ) 1≤i≤n and the (X ′ i ) 1≤i≤n are independent random variables, so are the Y i . Thus,
Therefore
Bounding I 2
Taking k = 2 in (21) gives
Again, taking
and using Jensen's inequality, we obtain
.
Let Z and Z ′ be two random variables such that X, X ′ , Z and Z ′ are independent and identically distributed. We have
Let us now deal with the higher moments of Y . We have
Bounding I k
Let k > 2. Let us first remark that
Combining (21) and Jensen's inequality, we obtain
Let 
Proof of Theorem 5
Let us now assume the random variable X i are identically distributed. It is readily checked that, for any t > 0, (S n ) t and S n follow the same law. We can thus apply Theorem 1 with s = 1 n to obtain
Thus, by (22), (23) and (25),
Integrating K with respect to t is straightforward as
n . To integrate I, we can use Jensen's inequality to obtain
Let us now deal with J. Let 0 < t 0 < 1. If m ≤ 1, taking l = 0 whenever t < t 0 and l = m otherwise yields
, taking t 0 = 1 n , we have log(t0) 2 > 1 and
If 1 < m < 2, performing the same computations with l = 0 and l = 1 yields
Finally, if m = 2, taking l = 0 and l = 2 gives
] concludes the proof.
Proof of Theorem 6
Theorem 6 can be obtained in similar manner by using Rosenthal's inequality (see e.g. Theorem 5.2 [10] ) along with our various computations in order to bound the different quantities appearing in Theorem 4.
Technical results
In this Section, we provide the proofs of the intermediary results used to derive Theorems 1,3 and 4.
Proof of Lemma 8
Let φ be a bounded and measurable function on R d , let t > 0 and let k be a strictly positive integer. By (17), we have
and, since φ is bounded there exists M > 0 such that
Using a Taylor expansion with remainder, there exists ξ on the segment [X 0 , X t ] such that
Applying Cauchy-Schwarz inequality,
By (26) and since X t − X 0 is bounded, there exists C > 0 such that
Furthermore,
implying that
exists and
Proof of Lemma 10
for any k ∈ N. Let us start with the case 1 ≤ p < 2. By Jensen's inequality,
sumptions of Theorem 4. Let s > 0 and let
and 0 < ǫ 2 < 1 . For any t > 0, let X R t be the orthogonal projection of X t on B(0, R), the ball of radius R centered in 0. Let Z be a standard normal random variable, N be a random variable taking values in the ball of radius 1 with smooth density and let I be a Bernoulli random variable with parameter ǫ 1 such that (X t ) t≥0 , Z, N and I are independent. Finally, let U = ǫ 1 N . For any t > 0, let
Letν R be the measure ofX 0 . This measure admits a density h with respect to the measure γ such that h = ǫ 2 + f with f ∈ C ∞ c . Furthermore, for any t > 0, (X 0 ,X t ) and (X t ,X 0 ) follow the same law. Therefore, we can apply the computations of Section 5.2 and use the triangle inequality to obtain
First, since Z admits a finite moment of order p, there exists C > 0 such that
Then, since X R 0 is the orthogonal projection of X 0 on B(0, R),
and, since ν admits a finite moment of order p, we obtain that there exists C > 0 such that
Now, let 
From here, we havẽ )).
Since X 0 has a finite moment of order p and since ǫ 1 = R −1
, letting R go to infinity and ǫ 2 go to zero yields
On the other hand, when R goes to infinity, we have thatν R converge weakly to ν and the p-moment ofν R converges to the p-moment of ν. Thus, by Theorem 6.9 [15] , W p (ν R , ν) converges to zero as R goes to infinity. Therefore,
