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ABSTRACT 
 
Ya-Ru Li: Assessing Exposure to and Risks of Fine Particulate Air Pollution 
from Multiple Sources 
(Under the direction of Jacqueline MacDonald Gibson) 
 
While fine particulate matter (PM2.5) has long been associated with adverse health 
effects, relatively little is known about the differential risks posed by PM2.5 from different 
sources.  Current U.S. regulatory approaches treat all PM2.5 as equally risky, regardless of its 
source.  Methods identifying the most harmful particle sources are needed to improve PM2.5 
control strategies and enhance protection of public health.  This work develops and 
demonstrates a method for assessing exposure to and risks of PM2.5 from different sources in 
the southeastern United States and then applies this method to evaluate the benefits of a case-
study state policy. 
This research demonstrates a new exposure assessment approach for characterizing 
population exposure to PM2.5 from different sources.  Although emissions from power plants, 
biomass burning, and motor vehicles remain the leading PM2.5 sources, ambient levels of 
PM2.5 attributable to these sources, especially power plant emissions, have considerably 
declined over the past decade in areas where emission source densities are high.  The results 
further suggest that routinely collected data on multiple air pollutants can offer valuable 
insights into sources of PM2.5. 
Using source-specific PM2.5 exposure estimates, this research introduces a new risk 
assessment method for quantifying health impacts attributable to different PM2.5 pollution 
 iv 
sources.  The results show that in the southeastern United States, the risk of premature death 
attributable to the leading air pollution sources declined between 2002 and 2012, preventing 
thousands of premature deaths. 
Finally, this work employs the new risk assessment method to evaluate the benefits of 
the North Carolina (NC) Clean Smokestacks Act.  The combination of state and federal 
policies to reduce emissions from coal-fired power plants has resulted in significant 
improvements in air quality and health in NC, and the Clean Smokestacks Act benefited air 
quality and health beyond the benefits of federal legislation alone. 
While current regulatory approaches overlook the potential of source effects, this 
research demonstrates an integrated method to improve PM2.5 control strategies.  Future 
research should evaluate the potential for the development of techniques to combine the best 
qualities of existing data and methods and continued toxicological and epidemiologic 
evaluation to support source-based PM2.5 risk assessment. 
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CHAPTER 1 
Introduction 
 
1.1 Significance 
Airborne particulate matter with aerodynamic diameter less than 2.5 µm (PM2.5) is 
one of six criteria air pollutants addressed by the Clean Air Act and regulated by the United 
States Environmental Protection Agency (EPA).1  It has been identified as being particularly 
harmful to the environment, due to its contributions to acid precipitation and reduced 
visibility (haze), as well as recognized as having significant impacts on human mortality and 
morbidity.  The national ambient air quality standard (NAAQS) for PM prior to 1997 only 
regulated particles less than 10 micrometers in aerodynamic diameter (PM10).  The EPA in 
1997 issued the nation’s first PM2.5 standards, consisting of the daily and annual standards of 
65 and 15 µg/m3, respectively.2  The EPA reviewed the standards again in 2006 and decided 
to lower the level of the daily PM2.5 standard to 35 µg/m3 and retain the annual standard of 15 
µg/m3.  The latest NAAQS for PM2.5, set in 2012, defined two types of standards.  Primary 
standards provide public health protection while secondary standards provide public welfare 
protection.  The 2012 revisions strengthened the annual primary standard to 12 µg/m3, so as 
to provide increased protection of public health, added a distinct annual secondary standard 
of 15 µg/m3 to address visibility impairment, and retained the daily (primary and secondary) 
standard of 35 µg/m3.3 
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To protect public health and the environment, the EPA has developed an Ambient Air 
Monitoring Program, monitoring concentration of PM mass and other criteria pollutants 
continuously across the United States.1  Since mass concentration are routinely measured, in 
estimating risk of PM, until recently the majority of studies of PM health risks used the total 
mass within different size ranges as exposure indicators.4  The typical size ranges considered 
are PM10, particles greater than 2.5 micrometers and less than or equal to 10 micrometers in 
diameter (PM10-2.5), PM2.5, and ultrafine particles less than 100 nanometers in diameter (UFP) 
size fractions.  Previous epidemiologic studies have greatly assisted in identifying 
associations between PM in various size ranges and various adverse health outcomes such as 
all-cause, cardiopulmonary, cardiovascular, and lung-cancer mortality.5-10  However, even 
within each size range, PM is made up of a mixture of chemical components, and until 
recently the differences in health risks of these different components were overlooked in 
epidemiologic studies.  These studies relying on total PM mass as an indicator form the basis 
for current air quality policies and policy analyses in the United States. 
Typically, the major components of PM are ions, carbon, water, and trace elements.11  
The ionic species include anions (e.g., sulfate, nitrate) and cations (e.g., ammonium), usually 
representing a predominant fraction of particulate matter.  The carbon fraction includes 
organic, elemental, and carbonate carbon, and often these species are present in combination.  
Of the carbon species, organic carbon, consisting of thousands of separate organic 
compounds, is a substantial component of PM2.5.  Some compounds contained in particles 
may absorb water vapor from the atmosphere; water can be retained stably even at low 
relative humidity.  In addition, PM can include the trace elements aluminum, silicon, 
potassium, calcium, iron, lead, cadmium, titanium, vanadium, chromium, nickel, copper, zinc, 
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manganese, and arsenic.  Although there seems to be a certain consistency with respect to the 
major components, the chemical makeup/composition of PM varies across different sources.  
For example, particles emitted from natural gas combustion are highly enriched with 
polycyclic aromatic hydrocarbons; marine particles are especially enriched in sodium and 
chloride ions; and secondary particles (formed in air from primary sources such as power 
plants, motor vehicles, etc.) are more enriched in sulfate, nitrate, ammonium, and organic 
carbon.12 
It is increasingly recognized that the chemical composition of PM, which varies 
greatly by source, may affect its toxicity— that is, differences in toxicity are expected to 
occur in PM from different sources.4  Therefore, the current commonly accepted practice of 
assuming that the same amount of PM mass leads to the same adverse health effect or 
toxicity regardless of its composition or source likely yields biased risk estimates.13,14  That is, 
current PM health studies that do not consider the multi-source nature of PM composition 
might not be able to accurately reflect the true population distribution of PM health effects. 
In order to support health research on PM components and/or sources, the EPA in 
1999 established the PM2.5 Chemical Speciation Trend Network (CSN or STN).15  These 
sites are placed at various State and Local Air Monitoring Stations (SLAMS) across the 
nation.  Approximately 300 different chemical speciation monitoring sites have been 
operated across the United States under the STN program.  Another important PM2.5 
speciation network is the Interagency Monitoring of Protected Visual Environments 
(IMPROVE) program.16  This program was initiated in 1985 to monitor visibility degradation 
due to PM2.5 in national parks and wilderness areas.  Speciation monitoring provides valuable 
information on the composition and ultimately sources of PM2.5 air pollution. 
  
4 
Recent research has made progress in studying health effects of PM2.5 by examining 
which sources or chemical components are more strongly associated with human health 
risk.4,17  Several PM2.5 components and sources have been evaluated, including elemental 
carbon, trace metals, traffic, industries, combustion, incineration, and secondary particles 
formed from primary sources.  Adverse health outcomes considered include total mortality, 
respiratory and cardiovascular mortality, hospitalizations for respiratory and/or 
cardiovascular diseases, asthma, and acute cardiovascular response (e.g., heart rate 
variability). 
While the majority of epidemiologic studies of air pollution health risks have treated 
total PM mass in specific size categories as exposure indicators, evidence is mounting from 
studies that have examined differential health effects in short-term exposure to PM from 
different sources.  These studies suggest that combustion-related sources (e.g., traffic, 
biomass burning) and secondary particles appear to play a substantial role in the health 
effects attributable to daily PM2.5.  Laden et al. examined PM2.5 source effects on mortality in 
six eastern U.S. cities and found that fine combustion particles from mobile and coal 
combustion sources, but not fine crustal particles, are associated with increased mortality.  
They reported a 10 µg/m3 increase in PM2.5 from mobile sources (motor vehicles) accounted 
for a 3.4% increase in daily mortality [95% confidence interval (CI): 1.7, 5.2], and the 
equivalent increase in fine particles from coal combustion sources accounted for a 1.1% 
increase (95% CI, 0.3, 2.0), whereas PM2.5 crustal particles were not associated with daily 
mortality.18  Mar et al. evaluated associations between mortality outcomes in elders and air 
pollution in Phoenix, Arizona during 1995-1997 and concluded that cardiovascular mortality 
is significantly (p < 0.05) associated with PM2.5 of secondary origins (sulfates) as well as 
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those from combustion-related sources, including motor vehicles and vegetative burning.19  
Ostro et al. conducted a case-crossover study in Barcelona, Spain to examine the effects of 
PM sources on mortality during 2003-2007 and suggested that traffic, sulfate from shipping 
and long-range transport, and construction dust are substantial contributors (p < 0.05) to all-
cause and cardiovascular mortality.20  Rohr et al. observed that alteration of cardiac function 
is most strongly linked to local industrial sources, but that these effects differ by season.21  
Kamal et al. found that cardiac effects induced by PM2.5 depend on specific sources and wind 
direction.22  Incineration, metal processing, and iron/steel production were identified PM2.5 
sources responsible for acute cardiovascular changes, and effects of these sources varied with 
the relationships between source locations, wind directions, and populations.  Heo et al. 
examined the mortality risks of PM2.5 sources in Seoul, Korea from 2003 through 2007 and 
reported that PM2.5 from mobile sources and biomass burning is associated with respiratory 
and cardiovascular mortality, and moderate association with cardiovascular mortality is 
observed for industry and roadway emissions (i.e., resuspended road salts used for de-icing 
and emissions from motorcycles operating on local roads).23 
As expected, chemical components related to combustion source and secondary 
aerosols tend to induce adverse health effects.  Huang et al. observed differential mortality 
risk patterns across PM2.5 species and seasons.24  In the cold months, secondary components 
(sulfate and ammonium), combustion species (elemental carbon, sulfur, chlorine), and 
transition metals (chromium, lead, nickel, and zinc) appeared most responsible for increased 
risk.  Ito et al. found that coal combustion-related components (e.g., selenium) are associated 
with cardiovascular disease (CVD) mortality in summer and CVD hospitalizations in winter, 
whereas elemental carbon shows associations with these outcomes in both seasons.25  Zhou et 
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al. investigated source and seasonal patterns of daily mortality in Seattle and Detroit.26  In 
Detroit, mortality was significantly associated with the PM2.5 components which were related 
with warm season secondary aerosols and traffic, while in Seattle, the significant components 
were those associated with cold season traffic and other combustion sources, such as residual 
oil (heating fuel oil) and wood burning. 
Furthermore, some recent studies provide good examples demonstrating that previous 
studies of PM2.5 health risks relying on total PM2.5 mass as an indicator may underestimate 
PM2.5 health effects by not considering component- or source-specific effects.  For example, 
Cao et al. found that PM2.5 constituents from the combustion of fossil fuel, such as nitrate, 
demonstrate stronger associations with total mortality than PM2.5 mass.27  Interquartile range 
increases in previous-day PM2.5 nitrate (15.4 µg/m3) were associated with 3.8% (95% CI: 1.7, 
5.9) increase in total mortality, while PM2.5 mass (114.9 µg/m3) was associated with only a 
1.8% (95% CI: 0.8, 2.8) increase.  Spira-Cohen et al. found that asthma is strongly associated 
with the elemental carbon (EC) fraction of PM2.5.28  Same-day relative risks of wheeze (1.45; 
95% CI: 1.03, 2.04), shortness of breath (1.41; 95% CI: 1.01, 1.99), and total symptoms (1.30; 
95% CI: 1.04, 1.62) were elevated with an increase in EC, but not with PM2.5 mass.  Lall et al. 
examined health effects of sources as well as total mass.29  The authors reported that source-
specific PM2.5, but not total PM2.5 mass, is significantly associated with hospital admissions.  
Emissions from steel metal works were associated with respiratory admissions for multiple-
lag days, while traffic sources were consistently associated with same-day cardiovascular 
admissions. 
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1.2 Current Knowledge Gaps 
Despite the mounting evidence of the differential health risks of PM2.5 from different 
sources, health risk assessments designed to inform air pollution control policies in the 
United States and around the world have relied on total particle mass and have assumed that 
health risks are independent of PM chemical composition.14  That is, all particles of the same 
mass concentration have been regarded as equally toxic.  Similarly, the current regulatory 
approach for PM2.5 uses particle mass as the indicator for making air quality compliance 
determinations.  By treating all fine particles as equally toxic, regardless of source, current 
regulatory approaches might not provide efficient protection of public health.  An improved 
approach would treat each source of particles independently and would focus control 
strategies on pollution sources that produce the most harmful chemical compositions and/or 
largest population exposures. 
To support the development and implementation of an improved air pollution risk 
assessment and regulatory approach for PM2.5, epidemiologic and health risk assessment 
studies that account for differential risks of PM2.5 from different sources are needed.  
Epidemiologic studies and risk assessment studies serve related but fundamentally different 
purposes.32  Whereas epidemiologic studies test hypotheses about potential hazards, risk 
assessment adapts epidemiologic findings to answer policy questions.  While an increasing 
number of epidemiologic studies have examined the differential health effects of PM2.5 from 
specific sources, virtually all PM2.5 risk assessment studies to date assume the health impacts 
of PM2.5 are the same no matter what the source.33  Risk assessment methods for quantifying 
the differential risks of PM2.5 from different sources are not yet adequately developed. 
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To date, while the scientific basis for developing source-based control strategies has 
been growing gradually, established methods for assessing PM2.5 source effects are still 
insufficient.4  For practical application by environmental regulators seeking more cost-
effective solutions to reduce PM2.5 air pollution health risks, there is a critical need for 
established risk assessment methods to efficiently assess the differential exposure to and 
health effects of PM2.5 from different sources. 
  
1.3 Objectives 
This dissertation aims to contribute to the scientific understanding and practical 
methods for assessing risks of exposure to PM2.5 from different pollution.  Specifically, this 
dissertation uses the EPA STN and the IMPROVE networks and other readily available data 
sources to develop a novel risk assessment method for exploring the health implications of 
different PM2.5 sources.  Using STN and IMPROVE data, particle mass can be statistically 
apportioned into contributions from various source categories by distinguishing correlation 
patterns among PM2.5 speciation measurements.34,35  A limitation of the current speciation 
networks is their sparse spatial distribution; integrating temporal geostatistics techniques 
could provide a solution to increase the amount of information extracted from available 
data.36,37  Finally, using source-apportioned PM2.5 exposure estimates plus existing health 
data, it should be possible to characterize the health effects of PM2.5 from different sources.  
Both the World Health Organization38 and EPA39 have developed standard risk assessment 
approaches for characterizing the burden of disease attributable to PM2.5 in air (both operate 
on essentially the same principles) at local, regional, and global scales, but these approaches 
do not yet account for source differences.33,40-44 
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This dissertation explores the possibility of developing a novel, integrated risk 
assessment framework that considers differential risks of different PM2.5 sources for 
predicting the health effects of PM2.5 from different sources and health benefits of controlling 
those sources.  A practical advantage of the method is its reliance on existing vital statistics 
and air monitoring data that are routinely collected across the United States for other 
purposes.  Since such data are available in every state, the method holds potential for 
widespread application.  Furthermore, air quality modeling approaches integrated in the 
method are computationally less intensive and hence more cost-effective than traditional 
approaches.  Such an integrated method provides a valuable tool for environmental and 
public health regulators seeking more effective strategies for reducing health risks associated 
with PM2.5 air pollution. 
The remainder of this dissertation is organized into four chapters.  Chapter 2 
describes a method to assess spatial and temporal variability in population exposure to 
ambient concentrations of PM2.5 from different sources and demonstrates this approach using 
data for the southeastern United States; the chapter also explores whether source contribution 
estimates can be improved using multi-pollutant data.  Chapter 3 develops a method for 
characterizing the health burden of PM2.5 from different sources based on the exposure 
estimates produced in Chapter 2 and examines how these source-specific health risks have 
changed over space and time.  Chapter 4 demonstrates the method developed in Chapter 3 to 
evaluate health and air quality benefits of policies to reduce coal-fired power plant emissions, 
with a special focus on the state of North Carolina’s Clean Smokestacks Act.  Finally, 
Chapter 5 discusses key findings and implications from these analyses as well as future 
research needs. 
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CHAPTER 2 
Exposure to Fine Particulate Air Pollution from Different Sources 
 
2.1 Summary 
Risk analyses designed to inform U.S. air pollution control policies assume that all 
fine particulate matter (PM2.5) is equally toxic, regardless of its source and chemical 
composition.  However, evidence of substantial toxicity differences in PM2.5 from different 
pollution sources is mounting.  To improve exposure assessment methods for future PM2.5 
risk analyses, we demonstrate an innovative, integrated exposure modeling approach.  The 
approach combines the positive matrix factorization receptor modeling method with the 
Bayesian maximum entropy method of geostatistics in order to identify the major sources of 
PM2.5 and model source-specific PM2.5 concentrations across space and time.  Applying the 
approach to 2002 and 2012 air quality data from 101 urban and non-urban monitoring sites 
across the southeastern United States, we find that the major PM2.5 sources are secondary 
sulfate (43-52%), which arises largely from coal-fired power plants and industrial emissions; 
biomass burning (13-33%); mobile (motor vehicle) emissions (6-7%); secondary nitrate (6-
11%), which arises from both motor vehicles and power plants; and soil (3-7%).  PM2.5 
exposure concentrations decreased from 2002 to 2012, with nearly 80% of the decline arising 
due to secondary sulfate reductions.  PM2.5 concentrations predicted from the integrated 
model agree well with observational data. 
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2.2 Introduction 
Estimates of the health impacts of particulate matter (PM) air pollution have long 
assumed that while health impacts vary by PM size, within any size category all PM types 
are equally toxic, regardless of source.1  Although the differences in toxicity among PM with 
different chemical compositions are increasingly recognized,2 the prevailing approach for 
estimating health risks of PM exposure in order to inform air pollution policy decisions does 
not consider the differential toxicity of PM from different sources.  For example, Fann et al. 
(2013) recently estimated health impacts of airborne PM with aerodynamic diameter less 
than 2.5 µm (PM2.5) across the United States for 23 different pollution sources.3  To calculate 
this estimate, Fann et al. used an air quality model to predict population exposure to PM2.5 
from each source in each 12 km x 12 km grid across the United States.  However, in 
estimating the resulting health risks, Fann et al. employed the same health impact function 
regardless of PM source.  For example, they assumed that PM2.5 from biogenic sources poses 
the same health risk on a per 10 µg/m3 basis as PM from power plants.  This convention is 
built in to the main software package, environmental benefits mapping and analysis program 
(BenMAP), used to support air quality risk assessments conducted by environmental 
regulatory agencies and others in the United States.4 
Recently, epidemiologists and air quality specialists have called for a new approach 
to air quality risk assessment that recognizes the differential chemical composition and 
corresponding differential toxicity of PM from different sources.1  However, implementation 
of such source-specific risk assessments will require additional epidemiologic studies using 
source-specific estimates of population exposure to PM2.5.  A challenge in carrying out such 
studies and in applying the results for subsequent risk analyses is the quantification of 
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source-specific PM2.5 exposure estimates over space and time.  Most of the epidemiologic 
studies underlying current PM2.5 risk analyses estimated air pollution exposure by assuming 
all residents of a given metropolitan area are exposed to the average PM2.5 concentration 
measured at a small number of central site monitors.2  Thus, as a recent reanalysis of data 
from one prominent study noted, these studies “have no spatial contrast on the within-city 
scale.”5  Furthermore, these studies use total PM2.5 mass as the exposure metric and therefore 
are unable to distinguish differential effects of PM2.5 with different chemical compositions or 
from different sources. 
To facilitate future epidemiologic studies and risk assessments that account for the 
differential toxicity of PM2.5, this article demonstrates a new approach for characterizing 
population exposure to source-specific PM2.5.  This approach combines a method known as 
receptor modeling6 with a spatiotemporal interpolation technique known as the Bayesian 
maximum entropy (BME) method.7,8  While receptor modeling has been in use for more than 
30 years and BME for nearly 25 years, these two approaches have not been previously 
combined.  Furthermore, we use an innovative receptor modeling approach that combines 
information on the chemical composition of measured PM2.5 with information on gaseous 
pollutants and volatile organic compounds (VOCs) in order to better differentiate among 
pollution sources.  We demonstrate the approach using data for the year 2002 and 2012 from 
101 air quality monitors in the southeastern United States as part of routine air quality 
monitoring programs (Figure 1).  To our knowledge, this analysis is not only the first to 
combine receptor modeling with BME but also the first receptor modeling study employing 
such an extensive network of southeastern U.S. air 
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In addition to demonstrating the combined receptor modeling-BME approach, this 
study sought to answer three questions:  
1. What are the major PM2.5 sources in the southeastern United States?   
2. How accurately can two different receptor modeling approaches (one using only 
PM2.5 speciation data and the other combining such data with data on VOCs and 
gaseous pollutants) predict measured PM2.5 concentrations? 
3. Has the relative contribution of different PM2.5 sources in the Southeast changed over 
the past decade, and how do any changes vary over space? 
More generally, this new exposure assessment approach can benefit future 
epidemiologic studies and risk assessments focusing on understanding the connections 
between PM2.5 from different pollution sources and public health. 
 
2.3 Materials and Methods 
Data sources and preparation.  We acquired air pollutant monitoring data for the 
southeastern United States (Figure 2.1) from 101 monitoring stations for the years 2002 and 
2012.  Speciated PM2.5 data were retrieved from two sources: the EPA’s Air Quality System 
(AQS)9 and Federal Land Manager Database (FED).10  These databases provide data 
collected from two air quality monitoring networks: the EPA Chemical Speciation Trends 
Network (STN or CSN) and the Interagency Monitoring of Protected Visual Environments 
(IMPROVE) network.  Both networks collect and analyze 24-hour speciated PM2.5 samples 
every three days.  Non-PM tracer data (VOCs and gases) were obtained from the EPA AQS 
database.9  Daily samples of VOCs were collected every six days from the Photochemical 
Assessment Monitoring Stations (PAMS).  Hourly samples of gaseous pollutants were 
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collected every day from the State and Local Air Monitoring Stations (SLAMS) and were 
pooled to form 24-hour integrated concentrations for analyses. 
Only 21 of the 101 monitoring stations collect both PM2.5 speciation and gaseous and 
VOC air pollutant samples (Figure 2.1).  Hence, we provide two separate estimates for 
analyses, called the single-pollutant and multi-pollutant estimates.  The single-pollutant 
estimates are based only on speciated PM2.5 samples, whereas the multiple pollutant 
estimates consider speciated PM2.5, VOCs, and gaseous pollutant samples.  Since only 21 
stations collect VOC and gaseous pollutant data, the number of samples in the multi-pollutant 
data set is smaller than that in the single-pollutant data set (Supporting Information (SI), 
Table S2.1). 
Not all speciated PM2.5, VOCs, and gaseous pollutants were used in source 
apportionment analyses.  Pollutants with more than 40% of values reported as missing were 
excluded.  Potassium ion and sulfur were not included to prevent double counting of mass 
concentrations; these species were represented by potassium and sulfate, respectively.  Thus, 
20 PM2.5 constituents were included:  16 elements (As, Al, Br, Ca, Cr, Cu, Fe, Pb, Mn, Ni, Se, 
Ti, V, Si, Zn, and K); two ions [nitrate (NO3-) and sulfate (SO42-)]; and two groups of carbon 
compounds [organic carbon (OC) and elemental carbon (EC)].  The multi-pollutant models 
included VOCs [m-, p-xylenes (MPX), benzene (BNZ), toluene (TOL), ethylbenzene (EBZ), 
o-xylene (OXY), 1,3,5-trimethylbenzene (135TMB), 1,2,4-trimethylbenzene (124TMB), and 
styrene (STR)] and four gaseous pollutants [carbon monoxide (CO), nitrogen dioxide (NO2), 
ozone (O3), and sulfur dioxide (SO2)].  The reported particulate OC concentrations in the 
STN data were not blank corrected, and the STN samplers did not include a carbon denuder 
preceding the sampling filter, resulting in a sampling artifact in the STN OC concentrations; 
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hence, OC blank concentrations were estimated by calculating the intercept of the regression 
of OC concentrations against PM2.5.11  The estimated OC blank values (i.e., intercepts of the 
regression) for each STN monitoring site were subtracted from the reported STN OC 
concentrations before further analyses (SI, Table S2.2).  Any samples missing PM2.5 total 
mass concentrations, all of the PM2.5 metal species, all of the PM2.5 ions/carbon species, or all 
of the VOC species were excluded from data set for the pertinent analyses.12  For the two 
years analyzed, a total of 11 503 daily PM2.5 measurements (5 843 and 5 660 measurements 
for 2002 and 2012, respectively) as well as 1 041 daily and collocated PM2.5, VOC, and 
gaseous pollutant measurements (423 and 618 measurements for 2002 and 2012, respectively) 
were included (SI, Table S2.1). 
Positive matrix factorization method for source apportionment.  We used a 
multivariate receptor modeling method, positive matrix factorization (PMF), to conduct 
source apportionment of PM2.5 based on measurements at all 101 monitoring sites for the 
single-pollutant model and at a subset of 21 of these sites for the multi-pollutant model.  The 
fundamental equation of receptor modeling is expressed as6 
  ∑ 	
  ,                                                                           [2.1] 
where xij is the concentration of measured ambient species j in sample i; p is the number of 
factors (representing different pollution sources) contributing to the sample; gik is the 
contribution of factor k to sample i; fkj is the concentration of species j in factor profile k; and 
eij is the residual for species j in sample i.  In the PMF approach, the objective is to find a set 
of factors and associated matrices g and f to minimize the function 
∑ ∑ ∑  
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where uij is the species j measurement error in sample i, n is the number of samples, and m is 
the number of species.  Accordingly, possible solutions to equation 2.2 are compared using a 
goodness-of-fit measure, Q:6 
  ∑ ∑  !


 ,                                                                                [2.3] 
Equations 2.2-2.3 assign more weight to more precise sample measurements than to 
measurements with higher uncertainties.  In addition, under the PMF approach, no sample is 
allowed to have a negative source contribution estimate.  Thus, PMF determines the optimal 
model solution using a least-squared approach to minimize equation 2.2 (and, 
correspondingly, Q) with the constraint that the factor contributions (gik) and factor profiles 
(fkj) are non-negative. 
EPA PMF, a software tool developed by EPA (version 3.0; Sonoma Technology Inc., 
Petaluma, CA), was used to implement the PMF approach.12  The required input data for this 
software include the concentrations and associated uncertainties of each measured species.  
Uncertainties are not always reported for every species; if the measured concentration was 
greater than the method detection limit (MDL) value, the uncertainty was estimated using the 
equation12                                 
"  #$k & '  (,                                                                         [2.4] 
where kj and dj are the fractional error and MDL of species j, respectively.  Fractional errors 
and MDLs for PM2.5 elements were obtained from Kim et al.11  MDLs and fractional errors 
for VOCs were obtained from Brown et al.,13 Chan et al.,14 and Dvorská et al.,15 and those for 
gaseous pollutants were from Thornhill et al.16 and Rizzo et al.17  Measured concentrations 
below MDLs were replaced by half of the MDL, and their uncertainties were set at five-
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sixths of the MDL.12  Missing concentrations were replaced by the median concentration of 
that species, and the accompanying uncertainty was set at four times the median 
concentration.12  Species with either more than 95% of data below MDL or signal-to-noise 
(S/N) ratios below 0.2 were excluded from the analysis.12  Species for which more than 75% 
of measurements were below  the MDL or with S/N ratios between 0.2 and 2.0 were 
considered weak variables, and their estimated uncertainties were increased by a factor of 
three.12  An extra modeling uncertainty of 5% was applied to all species.12 
The Kaiser–Guttman rule (eigenvalues greater than one) was used to determine the 
optimal number of factors.18,19  We used SAS statistical software (version 9.2, SAS Institute 
Inc., Cary, NC) to calculate eigenvalues of resolved factors (i.e., variances of factors) by 
principal axis factoring (PAF).20  The number of factors in the PMF model was then set to be 
equal to the number of PAF factors with eigenvalues greater than 1.0.  The PMF model was 
run 20 times with a random seed value for each run.12  Of the 20 runs, the solution with the 
minimum Q value was selected as the base run.  The chosen base run solution was then 
bootstrapped 100 times, with a random seed value for each bootstrapping, to estimate the 
stability and uncertainty of the solution.12  Fpeak rotations were further conducted by testing 
different rotational freedom parameter values (i.e., Fpeak values) to evaluate if there were any 
incorrectly rotated factors in the base run solution.12 
Prior to 2007, the STN and IMPROVE measurements of PM2.5 carbon (OC and EC) 
were incommensurate: STN sites used the Total Optical Transmittance (TOT) method, 
whereas IMPROVE sites used Total Optical Reflectance (TOR) method.21,22  Beginning in 
2007, the STN network began switching to the TOR method, in order to improve data quality, 
and by 2009 all STN sites had completed this transition in measurement technology.  Since 
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TOT results cannot be readily corrected to be comparable to TOR results, separate PMF 
analyses were conducted for the IMPROVE and STN monitoring networks.  A single 
estimate of source contributions for each of the two study years (2002 and 2012) was 
generated by averaging the source contribution estimates for all STN and IMPROVE sites.  
We conducted an analysis of variance (ANOVA) to determine whether changes in PM2.5 
levels between 2002-2012 differ by source. 
Bayesian maximum entropy method for spatiotemporal interpolation.  The 
Bayesian Maximum Entropy approach, an advanced geostatistical method, was employed to 
estimate spatiotemporal variations in PM2.5 from different sources over the study region.7,8  
Since the multiple pollutant data is limited to only 21 collocated monitoring stations, only 
PMF estimates based on the single pollutant data were used for BME analyses.  Using the 
BME approach, source-apportioned PM2.5 concentrations were modeled as spatiotemporal 
random fields (S/TRFs).  The theoretical basis for the BME method is described elsewhere;7,8 
the Supporting Information provides implementation details.  In brief, the BME method 
yields estimates of source-specific PM2.5 concentrations at any space-time point by first 
applying maximum entropy theory to produce a prior probability density function (PDF) 
describing the S/TRF and then updating this prior PDF by employing a Bayesian 
conditionalization rule to site-specific data, yielding a posterior PDF.  Implementing the 
BME approach requires fitting a spatiotemporal covariance function to the observational data; 
we used the following covariance function form:8  
)$*, ,'  -exp $2 3456'exp $2 3758'  -exp $2 34569'exp $2 37589',             [2.5] 
where * is the spatial differences between any two spatial points; is , the temporal 
differences between any two temporal points; and -, :4, and :7 are coefficients to be 
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estimated from the concentration data (SI, Table S2.3 and Figure S2.1).  BME estimates were 
produced using the BMElib package23 implemented by MATLAB software (R2011a; 
MathWorks, Natick, MA).  For map displays, BME estimated daily concentrations were 
averaged across each study year and mapped with ArcGIS (version 10.0; ESRI, Redlands, 
CA). 
 
2.4 Results 
Identification of PM2.5 sources.  The PMF source apportionment approach identified 
five source categories:  secondary sulfate, biomass burning, mobile (gasoline and diesel 
vehicle emissions), secondary nitrate, and soil (Table 2.1 and SI, Table S2.4).  Minor 
differences exist in the source profiles and temporal patterns resolved using PM speciation 
data alone and using PM speciation along with VOC and gaseous pollutant data, but these 
differences did not impact the source separation and interpretation (SI, Figures S2.2-S2.5). 
Across the Southeast, the single largest contributor to PM2.5 is secondary sulfate, 
which arises largely from power plant and industrial emissions (Table 2.1, Figure 2.2).  The 
single-pollutant and multi-pollutant methods apportioned similar amounts of PM2.5 to 
secondary sulfate:   52% in 2002 and 43% in 2012 according to the single-pollutant method, 
and 49% in 2002 and 45% in 2012 according to the multi-pollutant method.  In both methods, 
the secondary sulfate factor was identified by an abundance of SO42- and Se, tracing back the 
origin of PM2.5 to SO2 emissions from coal-fired power plants and industrial facilities (SI, 
Table S2.4 and Figures S2.2-S2.3).24  Partial loading of OC on this factor suggests partial 
influence of secondary organic aerosols.  Both methods also found elevated secondary sulfate 
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contributions in summer, probably due to enhanced photochemical activity (Figures S2.4-
S2.5).   
Both source apportionment methods indicate that biomass burning is a major 
contributor to the PM2.5 mass in the Southeast (Table 2.1, Figure 2.2), although the single-
pollutant PMF analyses apportioned more PM2.5 to biomass burning than the multi- pollutant 
analyses (2002: 26 vs. 13%; 2012: 33 vs. 17%).  The biomass burning factor was 
characterized by K, OC, EC, and Br (SI, Table S2.4 and Figures S2.2-S2.3).24  Sources of 
biomass-derived PM2.5 combustion in the Southeast include prescribed burning and 
lightning-ignited wildfires.25   
Both methods also identified mobile sources (motor vehicles) as substantial 
contributors to PM2.5.  Unlike the single-pollutant approach, the multi-pollutant model was 
able to separate mobile sources into gasoline and diesel factors (Table 2.1 and Figure 2.2).  
Adding up the diesel and gasoline fractions estimated by the multi-pollutant model and 
comparing the results to the mobile source contributions estimated by the single-pollutant 
model shows that the single-pollutant analyses apportioned a smaller fraction of PM2.5 to 
mobile sources (2002: 7 vs. 19%; 2012: 6 vs. 18%).  This difference may be a result of the 
location of STN sites (on which the multi-pollutant analysis relied) primarily in urban areas.  
Diesel and gasoline emissions were both represented by high EC, benzene, toluene, 
ethylbenzene, m-, p-, and o-xylenes (i.e., BTEX), CO, and NO2 (SI, Table S2.4 and Figures 
S2.2-S2.3).24,26  The diesel factor was grouped with Mn, Fe, Zn, and SO2,27 while the 
gasoline factor was especially grouped with Cu and O3.28  In the single-pollutant model, 
mobile emissions were characterized by EC, Cu, Cr, OC, Fe, Pb, and Br.24,28 
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About 6-11% and 3-7% of PM2.5 originated from secondary nitrate and soil sources, 
respectively, according to the two methods.  Secondary nitrate, identified by the presence of 
NO3-, generally forms from nitrogen oxide emissions from motor vehicles and power 
plants.24  The soil factor was represented by Al, Ca, Fe, Ti, and Si (SI, Table S2.4 and 
Figures S2.2-S2.3).24,26 
Additionally, one “other” factor was identified for all data sets, but the source profiles 
were different by data set and year.  Partial loadings of Ni, V, Zn, Mn, Pb, or Fe on “other” 
occurred in some, but not all, of the data sets.  This factor could be partly explained by 
contributions from combustion-related human activities such as incineration, space heating, 
and metal processing.24,26 
On the whole, the predicted PM2.5 mass contributions from resolved PMF solutions 
reproduced the observed PM2.5 mass concentrations well (Figure 2.3 and SI Figure S2.6, 
Table S2.5).  Both the single-pollutant and multi-pollutant models tend to slightly under-
predict observed PM2.5 concentrations when the observed concentrations are very high 
(Figure 2.3 and SI Figure S2.6).  For the STN data set, the single-pollutant model out-
performs the multi-pollutant model for year 2002 (as exhibited by the slope and R2 values for 
linear regressions of predicted against observed concentrations, shown in SI, Table S2.5).  
However, the two models’ performance was nearly identical for year 2012 (SI, Table S2.5).  
The best agreement between modeled and observed predictions occurred for the single-
pollutant model of the IMPROVE data set: the regression line of predicted against observed 
concentrations had slopes of 0.82 and 0.83 for 2002 and 2012, respectively (SI, Table S2.5), 
and the model explains more than 87% of the observed variance in concentrations for both 
years (as demonstrated by R2 values of 0.87 for year 2002 and 0.88 for year 2012 data, SI 
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Table S2.5).  A possible explanation for the better agreement between predicted and 
observed PM2.5 concentrations when using the IMPROVE data set is the different kinds of 
environments in which the monitors for the two data sets are located.  The IMPROVE 
monitors are mainly located in the national parks and wilderness areas, where PM2.5 
fluctuations are relatively small and stable, compared to those around the urban-based STN 
monitors.  High observed concentrations tend to occur in the STN data set, and the PMF 
model appears to have difficulty in capturing such urban concentration fluctuations. 
Spatiotemporal distribution of PM2.5 sources.  Overall ambient PM2.5 
concentrations in the Southeast have decreased over the past decade; our integrated PMF-
BME method shows considerable variation in reduction magnitude by source and geographic 
location (Figure 2.4 and SI, Figures S2.7-S2.8).  PM2.5 from secondary sulfate sources 
decreased the most, declining by 2.6 µg/m3 [standard deviation (SD)=0.76] between 2002 
and 2012.  Decreases in PM2.5 from biomass burning, secondary nitrate, and mobile sources 
were much lower: 0.30 µg/m3 (SD=0.49), 0.25 µg/m3 (SD=0.21), and 0.13 µg/m3 (SD=0.25), 
respectively.  Soil contributions decreased least of all (0.062 µg/m3; SD=0.086).  An 
ANOVA test indicated that these differences in PM2.5 reductions are significant (p < .0001) 
across source categories.   
The spatial variation in emissions reductions (Figure 2.4) may be explained in part by 
variations in the densities of emissions sources.  For example, decreases in secondary sulfate-
related PM2.5 appear to be highest in areas with high densities of coal-fired power plants; 
indeed, in related research we showed that these reductions were greater in North Carolina 
than in the rest of the Southeast on average, possibly due to North Carolina having 
implemented more stringent caps on power plant SO2 emissions than most other states.29  
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Reductions in PM2.5 from biomass burning generally occurred along the Appalachian 
Mountains, possibly due to fire suppression policies.  PM2.5 from mobile sources has 
declined as well, but particle levels increased by about 0.3 µg/m3 on average in urban areas 
of most southeastern states, especially in central Alabama (Birmingham), central Georgia 
(Atlanta), central South Carolina (Columbia), central North Carolina (Research Triangle), 
and central Arkansas (Little Rock). 
 
2.5 Discussion 
This research demonstrates a novel approach for assessing exposure to PM2.5 over 
large spatial scales using routinely collected air quality monitoring data and freely available 
statistical tools (EPA PMF and BMElib software).  Using data from 101 air quality 
monitoring stations in the southeastern United States, we explored three questions:  (1) What 
are the major PM2.5 sources in the Southeast?  (2) How accurately do two different receptor 
modeling approaches (one using PM2.5 speciation data and the other combining these data 
with gaseous and VOC pollutant data) agree with measured PM2.5 concentrations?  (3) How 
has the relative contribution of different PM2.5 sources changed over the past decade, and 
how do these changes vary with location?  We identified five major PM2.5 source categories:  
secondary sulfate (produced in large part by coal-fired power plants), biomass burning, 
mobile emissions, secondary nitrate (of which motor vehicles and power plants are both key 
sources), and soil.  We determined that the major contributor to observed PM2.5 in the 
Southeast is secondary sulfate, accounting for about half of PM2.5 in 2002 and about two-
fifths in 2012.  Biomass burning is another major contributor, with about one-quarter and 
one-third of PM2.5 arising from this source in 2002 and 2012, respectively.  Overall, both the 
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single-pollutant and multi-pollutant models were able to predict measured PM2.5 values well, 
and for 2012 both approaches were able to explain 73% of the observed variation in the STN 
data set while the single-pollutant approach explained 88% of the variation in the IMPROVE 
data set.  In addition, we found that overall PM2.5 concentrations have declined significantly 
over the past decade and that, interestingly, almost 80% of this decrease can be attributed to 
reductions in secondary sulfate, of which coal-fired power plants are the dominant source in 
the region.29  This study was the first, to our knowledge, to apportion observed PM2.5 mass 
across large geographic areas to its originating sources by incorporating multiple air pollutant 
data from current EPA monitoring networks. 
Our identification of major pollution sources is generally consistent with multiple 
previous studies seeking to assess major pollution sources of PM2.5 in the southeastern 
United States.  Four previous receptor modeling studies in the Southeast have sought to 
apportion measured PM2.5 to its originating sources, and all four identified the same major 
source categories found in our study.30,31,32,33  All of these studies concluded that secondary 
sulfate was the leading contributor to observed PM2.5 and that wood or biomass burning, 
mobile sources, secondary nitrate, and soil or dust also were important.  One of the four 
studies used data from eight air quality monitoring locations, one used four monitoring 
stations, and two relied on one station.  Our work extends these previous receptor model 
source apportionment studies by using a much larger data set:  101 monitors instead of 8 or 
fewer. 
Our source apportionment estimates are also consistent with recent photochemical 
modeling studies.  For example, Caiazzo et al. used the CMAQ model to assess U.S. air 
quality and health impacts attributable to six combustion-related emission sectors.34  They 
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estimated that electric power generation (comparable to the secondary sulfate source we 
identified) and road transportation (equivalent to mobile sources) were the two major 
emission sources of PM2.5 in the United States in 2005.  Fann et al. applied the CAMx model 
to estimate how U.S. air quality and health impacts attributable to 23 categories of emission 
sectors would change under new pollution emissions regulations.3  The authors estimated that 
the major PM2.5 contributors are electricity generating units (EGU) point sources (again, 
comparable to our secondary sulfate source category), nonpoint area, mobile, and residential 
wood combustion.  The major difference between photochemical model source 
apportionment and receptor model source apportionment is that photochemical models 
predict air quality based on emission inventories and meteorological data, whereas receptor 
models estimate air quality from observed monitoring data.  Thus, our results empirically 
validate the predictions of these photochemical modeling studies. 
We conducted additional source apportionment runs in this study using combined 
PM2.5, VOCs, and gaseous pollutant data with the expectation of distinguishing less well-
defined sources.  Few previous studies have attempted to discern specific mobile source 
types with combined multiple pollutant data sets.  For example, Wu et al. analyzed speciated 
PM2.5 data with or without VOC measurements in order to distinguish diesel exhaust sources 
in Seattle, Washington.27  Model results showed that diesel features were readily identifiable 
with the PM2.5 species alone; the addition of VOC data did not provide additional 
information for source identification.  However, additional VOCs improved their modeling 
results by yielding more accurate source contribution estimates for combustion-related 
sources.  Liu et al. incorporated four gaseous pollutants collected in Georgia and Alabama in 
PM2.5 source apportionment analyses.32  They found that gas components improved the 
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identification of coal combustion-related sources and, along with carbon fractions of PM2.5, 
have helped resolve diesel and gasoline factors.  Chan et al. collected a comprehensive data 
set, including speciated PM, VOC, gases, and wind directions, from a sampling program in 
Brisbane, Australia.14  Although only a single vehicle emission factor was resolved, they 
found that multiple pollutant data sets improved the overall modeling performances, and 
resolved source factors were more easily related to known local sources than when speciated 
PM data were used alone.  Our results contribute to supportive evidence that multi-pollutant 
analysis could provide additional insight into less well-defined source contributions.  Mobile 
sources were successfully separated into gasoline and diesel factors after the addition of 
VOCs and gaseous pollutants to the analysis.  Since the samples included in our multi-
pollutant analyses were primarily measured by monitoring sites operated in urban areas, the 
results more likely emphasize the contribution from urban-related pollution sources such as 
mobile emissions.  
Our finding that the predicted PM2.5 mass contributions from resolved PMF solutions 
reproduced the observed PM2.5 mass concentrations well (slope = 0.55-0.83; R2 = 0.64-0.88) 
is consistent with previous studies evaluating the correspondence between measured and 
modeled concentrations.  For example, Kim and Hopke found that EPA PMF accurately 
predicted PM2.5 concentrations measured at the STN sites in Chicago, Illinois, and Portland, 
Oregon.35  The regression slopes were close to 1 (Chicago: slope = 1.02; Portland: slope = 
0.89), and the model explained more than 89% of the observed variance in concentrations for 
both sites (Chicago: R2 = 0.95; Portland: R2 = 0.89).  Our results comparing the performance 
of the single- and multi-pollutant models in reproducing measured data are similar to results 
from a study by Wu et al., who employed both single- and multi-pollutant data (PM2.5 and 
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VOCs) collected from an STN site in Seattle and compared the two models’ results.27  
Similar to our results for the year 2012, the model performance was nearly identical, 
irrespective of data set type.  Also, Wu et al. found good agreement between modeled and 
measured PM2.5 concentrations (slope = 0.97, using either model; R2 = 0.89 and 0.88, using 
single- and multi-pollutant models, respectively).  This study extends these previous studies 
by showing that the PMF approach can perform well in predicting measured concentrations 
for a very large number of monitoring sites and observation days, in addition to performing 
well for a small number of sites.   
Our finding that temporal changes in ambient PM2.5 exposure levels vary by source is 
consistent with a recent (2013) study by Blanchard et al.,36 which used a receptor modeling 
approach and national emission inventory data and found that, from 2000 to 2011, annual 
PM2.5 levels in the Southeast attributable to point, area, and mobile emission sources 
decreased 1-3 µg/m3, 0.3-0.5 µg/m3, and 1-3 µg/m3, respectively, whereas dust contributions 
remained relatively stable.  These estimates are comparable to the decrease we estimated in 
PM2.5 air quality attributable to secondary, biomass burning, mobile, and soil sources (Figure 
2.4).   
Our spatiotemporal analysis showed substantial geographic variation in source 
contributions in the Southeast.  Our results indicate that the highest changes in concentrations 
generally occurred in areas of significant emission sources, suggesting that local emission 
changes (for example, from motor vehicle transportation) strongly influence the distribution 
of PM2.5.  Importantly, we were able to discern such spatial patterns by adding modern 
geostatistical techniques to interpolate source-resolved PM2.5 concentration exposures across 
space and time.  The power of space-time interpolation offered by the BME technique 
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provided a solution to increase the amount of information extracted from available 
monitoring data. 
One limitation of this study comes from the availability of the multiple pollutant data 
sets.  Employing multiple pollutants greatly decreased the number of monitoring sites and 
samples that could be included in the analyses, and hence BME interpolations might be not 
applicable for the diesel and gasoline source factors separated in multi-pollutant analyses.  
Future spatiotemporal analyses using multiple pollutant data may help discern the difference 
in trends between these two specific mobile source types.  Another limitation arises from the 
diversity of the PM2.5 species provided by the EPA speciation monitoring networks.  Current 
networks provide long-term information on inorganic fractions of PM2.5, but organic 
fractions are not regularly reported, potentially suppressing distinction of less-well-defined 
sources. 
There are also methodological limitations related to source apportionment of PM2.5 
concentrations.  We applied PMF model to estimate source composition profiles and source-
specific exposures (source contributions) by decomposing ambient measurements of multiple 
air pollutants.  However, this type of multivariate receptor modeling was incapable of dealing 
with uncertainty in number of sources and source identification conditions.  Additionally, we 
combined multiple air pollutant data from multiple monitoring stations and then applied PMF 
to the combined data without considering spatial correlation in the data from multiple 
monitoring stations.  We did not incorporate spatial dependence that may exist in such data 
into multivariate receptor modeling.  This may have led to inaccurate estimates of source 
composition profiles as well as source contributions and led to biased input into the BME 
model.  One approach to address these limitations would be to utilize a more sophisticated 
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receptor model that can deal with the inherent model uncertainty while accounting for spatial 
dependence in the pollutant data.37,38  This will be investigated in future research. 
Despite the limitations, our modeling approach provides a potentially important tool 
for estimating population exposure to PM2.5 from different air pollution sources at multiple 
spatiotemporal scales.  Furthermore, our findings suggest that the application of multiple 
pollutants to receptor models can provide valuable insights into source apportionment.  Such 
refined source apportionment results could serve as input data for future source-based 
epidemiologic studies and quantitative risk assessments and for devising future policies to 
decrease PM2.5 concentrations in ambient air.  The types of monitoring data on which this 
study relied are routinely available across the United States, and hence other states or regions 
could readily conduct similar source apportionment studies. 
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Table 2. 1:  Mean and standard error (SE) of daily PM2.5 source contributions (in µg/m3) by data set and year for the southeastern US. 
   Single pollutanta  Multiple pollutantsb 
Source category Year  Mean SE  Mean SE 
Secondary sulfate 2002  5.98 0.06  6.51 0.29 
(e.g., power plants, industrial facilities) 2012  3.43 0.03  3.77 0.10 
Biomass burning  2002  2.91 0.03  1.76 0.08 
 2012  2.63 0.02  1.41 0.04 
Mobile 2002  0.85 0.01  — — 
 2012  0.48 0.01  — — 
Diesel 2002  — —  1.40 0.07 
 2012  — —   0.59  0.03 
Gasoline 2002  — —  1.17 0.05 
 2012  — —  0.97 0.04 
Secondary nitrate 2002  0.80 0.01  1.04 0.07 
(e.g., motor vehicles, power plants) 2012  0.47 0.01  0.91 0.05 
Soil 2002  0.51 0.02  0.40 0.03 
 2012  0.54 0.02  0.52 0.06 
Other 2002  0.37 0.01  1.03 0.04 
 2012  0.41 0.01  0.29 0.01 
a
 Single pollutant data set comprises speciated PM2.5 samples only. 
b
 Multiple pollutant data set comprises speciated PM2.5, VOCs, and gaseous pollutant samples. 
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Figure 2. 1:  Air quality monitoring sites in the southeastern US.  Orange circle 
symbol represents PM2.5 Interagency Monitoring of Protected Visual Environments 
(IMPROVE) site; green square symbol represents PM2.5 Chemical Speciation Trends 
Network (STN) site; and black square symbol represents collocated PM2.5 STN, 
VOCs Photochemical Assessment Monitoring Stations (PAMS), and gaseous 
pollutants State and Local Air Monitoring Stations (SLAMS) site. 
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Figure 2. 2:  Fractional contribution to PM2.5 by year and source for the southeastern US: (Left) Single pollutant (PM
(Right) Multiple pollutant (PM2.5, VOCs, and gaseous pollutants) data.
 
 
 
 
2.5 only) and 
  
3
8 
 
 
  
 
Figure 2. 3:  Scatter plots of predicted PM2.5 against observed  PM
(PM2.5 IMPROVE), (Middle) single pollutant (PM
pollutants SLAMS) data.  The blue line is the regression line.
 
 
2.5 concentrations (in µg/m3) for the year 2012: (Left) single pollutant 
2.5 STN), and (Right) multiple pollutant (PM2.5 STN, VOCs PAMS, and gaseous 
 
 
  
39 
 
Figure 2. 4:  Estimated reductions in annual 
PM2.5 sources between 2002-2012 for the 
southeastern US: (A) secondary sulfate (e.g., 
power plants, industrial facilities), (B) biomass 
burning, (C) mobile, (D) secondary nitrate 
(e.g., motor vehicles, power plants), and (E) 
soil. 
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2.6 Supporting Information 
Materials and Methods 
Bayesian Maximum Entropy (BME) Method Implementation Details 
The BME approach, an advanced geostatistical method for interpolating between 
discrete observations of a variable (such as a concentration), was used in this study to 
estimate spatiotemporal variation in PM2.5 from different sources over the southeastern 
United States.7,8  Using BME, the source-apportioned PM2.5 concentration was modeled as a 
spatiotemporal random field (S/TRF).  The BME method first applies maximum entropy 
theory to produce a prior probability density function (PDF) describing the S/TRF based on 
what is called “the general knowledge” about the S/TRF.  Then, BME updates this prior PDF 
by employing a Bayesian conditionalization rule on the site-specific knowledge (here, the 
estimated source-apportioned PM2.5 concentrations at each monitoring site for each 
observation day) about the S/TRF, to yield a posterior PDF.  The posterior PDF describes the 
spatiotemporal distribution of the source-specific PM2.5 at any space/time estimation point.  
Two functions were used as the general knowledge: the mean and covariance, describing the 
S/TRF’s space/time trends and dependencies in concentrations.  The BME equation can be 
written as8 
;$'  < = (>$'?$',                                                                            [S2.1] 
where  is the BME estimated concentration at estimation points;  is the concentrations at 
mapping points (i.e., the union of the data points and the estimation points); < is a 
normalization constant; >$' is a PDF characterizing uncertainty associated with the site-
specific knowledge, ?$' is the prior PDF obtained from the general knowledge, and ;$' 
is the posterior PDF integrating all the knowledge available at estimation points. 
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To model the mean trend of the S/TRF, we averaged the measurements at each 
monitoring site and for each monitoring time event to obtain the raw space/time means, and 
then we applied an exponential space/time filter to obtain the means smoothed over space 
and time.  The mean trend was assumed to be space/time additive and was calculated as the 
sum of smoothed space/time mean values.  The mean trend was then subtracted from the 
original concentration S/TRF to yield the residual concentration S/TRF.  The residual field 
represents differences in concentration between space/time points that cannot be explained 
by the mean trend model.  Experimental values of the covariances between space/time points 
were estimated using a numerical algorithm developed for processing data unevenly 
distributed over space and time.  A space/time covariance model was then fitted to the 
estimated covariance values using a least-squared approach.  The structure of the space/time 
covariance model fitted for this study is expressed by the equation8  
)$*, ,'  -exp $2 3456'exp $2 3758'  -exp $2 34569'exp $2 37589',                         [S2.2] 
where * is the spatial differences between any two spatial points; is , the temporal 
differences between any two temporal points; and -, :4, and :7 are coefficients to be 
estimated from the concentration data. 
We applied BME to model daily PM2.5 concentrations from each source category 
estimated by PMF.  Since the multiple pollutant data is limited to only 21 collocated 
monitoring stations, only PMF estimates based on the single-pollutant data were used for 
BME analyses.  BME estimates of residual concentration S/TRF were obtained across the 
southeastern United States for the study years 2002 and 2012, respectively.  The expected 
values and corresponding estimation error variances of the source-specific PM2.5 
concentrations were obtained by adding back the mean trend to the BME posterior PDF for 
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residual concentration.  The BME estimation was produced using the BMElib package23 
implemented by MATLAB software (R2011a; MathWorks, Natick, MA).  For the purpose of 
map display, BME estimated daily concentrations were averaged across each study year to 
form yearly average of concentrations. 
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Supporting Tables and Figures 
Table S2. 1:  Sample size (N), mean, and standard deviation (SD) of daily PM2.5 and selected elements (in µg/m3), VOCs (in ppb), 
and gaseous pollutants (in ppm) by data set and year from the monitoring networks in the southeastern US. 
   Single pollutanta  Multiple pollutantsb 
   2002  2012  2002  2012 
 Element  N Mean SD  N Mean SD  N Mean SD  N Mean SD 
PM2.5 Total   5 843                 12.1506 7.3111  5 660         8.4744         4.1996  423        14.4812         9.7440  618         9.0707         4.1567 
 
As  5 843         0.0011         0.0014  5 660         0.0008         0.0010  423         0.0015         0.0013  618         0.0012         0.0015 
 
Al  5 843         0.0375         0.1097  5 660         0.0502         0.1085  423         0.0291         0.0630  618         0.0423         0.1069 
 
Br  5 843         0.0031         0.0027  5 660         0.0031         0.0033  423         0.0036         0.0022  618         0.0036         0.0033 
 
Ca  5 843         0.0432         0.0707  5 660         0.0417         0.0618  423         0.0477         0.0442  618         0.0374         0.0477 
 
Cr  5 843         0.0012         0.0063  5 660         0.0020         0.0131  423         0.0014         0.0020  618         0.0025         0.0051 
 
Cu  5 843         0.0028         0.0052  5 660         0.0029         0.0060  423         0.0057         0.0087  618         0.0057         0.0092 
 
Fe  5 843         0.0605         0.0885  5 660         0.0664         0.0922  423         0.0688         0.0462  618         0.0658         0.0717 
 
Pb  5 843         0.0037         0.0119  5 660         0.0028         0.0108  423         0.0039         0.0034  618         0.0022         0.0018 
 
Mn  5 843         0.0031         0.0308  5 660         0.0024         0.0136  423         0.0020         0.0018  618         0.0016         0.0028 
 
Ni  5 843         0.0010         0.0040  5 660         0.0007         0.0013  423         0.0017         0.0033  618         0.0010         0.0014 
 
Se  5 843         0.0013         0.0010  5 660         0.0008         0.0005  423         0.0015         0.0011  618         0.0011         0.0003 
 
Ti  5 843         0.0055         0.0099  5 660         0.0041         0.0069  423         0.0058         0.0047  618         0.0040         0.0067 
 
V  5 843         0.0017         0.0025  5 660         0.0013         0.0011  423         0.0025         0.0030  618         0.0019         0.0014 
 
Si  5 843         0.1291         0.2038  5 660         0.1117         0.2066  423         0.1075         0.1144  618         0.0978         0.2223 
 
Zn  5 843         0.0138         0.1175  5 660         0.0091         0.0245  423         0.0103         0.0195  618         0.0068         0.0067 
 
K  5 843         0.0654         0.1276  5 660         0.0604         0.0954  423         0.0682         0.0971  618         0.0577         0.0430 
 
NO3-  5 828         0.8944         0.9873  5 632         0.5524         0.6468  423         1.1814         1.4158  612         0.6876         0.7260 
 
SO42-  5 828         4.2369         3.0818  5 632         1.8921         1.0034  423         4.8207         3.8661  612         1.9809         1.0356 
 
OC  5 738         2.7444         2.4698  5 485         1.8231         1.2587  416         3.9285         4.1296  582         1.9746         1.2730 
 
EC  5 738         0.4628         0.4491  5 485         0.4753         0.4131  416         0.5272         0.3738  582         0.5932         0.3947 
VOCsc MPX   - -   - -  423         0.2568         0.2175  618         0.1545         0.1628 
 
BNZ   - -   - -  422         0.3535         0.2530  617         0.2545         0.4131 
 
TOL   - -   - -  423         0.6742         0.5439  618         0.4568         0.5156 
 
EBZ   - -   - -  423         0.1001         0.0747  618         0.0632         0.0766 
 
OXY   - -   - -  423         0.1231         0.1055  618         0.0707         0.0824 
 
135TMB   - -   - -  415         0.0439         0.0429  618         0.0387         0.0502 
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124TMB   - -   - -  417         0.2414         0.7107  614         0.0825         0.0994 
 
STR   - -   - -  411         0.0403         0.0487  618         0.0611         0.0792 
Gas CO   - -   - -  184         0.5216         0.3052  340         0.2830         0.1379 
 
NO2   - -   - -  288         0.0167         0.0075  396         0.0098         0.0055 
 
O3   - -   - -  278         0.0281         0.0145  480         0.0280         0.0101 
 
SO2   - -   - -  147         0.0031         0.0031  465         0.0008         0.0007 
a
 Single pollutant data comprised speciated PM2.5 samples only. 
b
 Multiple pollutant data comprised speciated PM2.5, VOCs, and gaseous pollutant samples. 
c
 MPX: m-, p-xylenes; BNZ: benzene; TOL: toluene; EBZ: ethylbenzene; OXY: o-xylene; 135TMB: 1,3,5-trimethylbenzene; 124TMB: 1,2,4-trimethylbenzene; 
STR: styrene. 
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Table S2. 2:  Estimated PM2.5 OC blank concentrations (in µg/m3) by year for STN 
monitoring sites in the southeastern US. 
  2002  2012 
AQS Site IDa  OC blank N
b
 R-Sqc  OC blank N
b
 R-Sqc 
01-073-0023  0.83 118 0.65  -0.12 96 0.57 
01-073-1009  2.46 58 0.17  NAd - - 
01-073-2003  1.73 58 0.48  0.16 61 0.68 
01-089-0014  NAd - -  -0.01 57 0.67 
01-097-0003  1.65 26 0.47  NAd - - 
01-101-1002  NAd - -  0.24 56 0.65 
01-103-0011  1.74 49 0.57  NAd - - 
01-113-0001  NAd - -  -0.43 52 0.81 
05-003-0005  2.24 43 0.52  NAd - - 
05-119-0007  2.39 44 0.44  0.58 116 0.30 
05-145-0001  1.99 36 0.25  NAd - - 
10-001-0003  -1.56 56 0.78  0.35 58 0.68 
10-003-2004  -1.21 54 0.79  0.42 111 0.68 
11-001-0043  1.32 95 0.53  0.26 101 0.75 
12-011-1002  NAd - -  0.67 111 0.14 
12-033-0004  2.57 37 0.26  NAd - - 
12-057-1075  1.11 114 0.40  NAd - - 
12-057-3002  NAd - -  -0.52 118 0.71 
12-073-0012  0.42 55 0.70  -0.50 57 0.86 
12-086-1016  0.78 103 0.40  NAd - - 
13-021-0007  2.42 27 0.65  0.15 60 0.72 
13-051-0017  2.35 24 0.56  NAd - - 
13-059-0001  1.84 41 0.58  NAd - - 
13-089-0002  1.41 110 0.62  0.28 89 0.62 
13-115-0003  NAd - -  -0.01 51 0.66 
13-115-0005  1.83 33 0.61  NAd - - 
13-215-0011  2.69 32 0.61  -0.11 57 0.74 
13-245-0091  2.39 25 0.68  -0.51 48 0.74 
21-019-0017  2.23 55 0.54  0.46 57 0.66 
21-043-0500  NAd - -  0.12 55 0.73 
21-059-0014  2.06 48 0.28  NAd - - 
21-067-0012  1.70 57 0.47  0.25 57 0.74 
21-111-0043  2.22 47 0.45  NAd - - 
21-111-0048  1.91 45 0.41  NAd - - 
21-111-0067  NAd - -  0.55 117 0.54 
21-117-0007  1.97 42 0.51  NAd - - 
21-125-0004  0.99 38 0.66  NAd - - 
21-145-1004  1.55 46 0.53  NAd - - 
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a
 The monitoring site code used by the EPA Air Quality System (AQS). 
b
 Number of samples used in PM2.5 regression against OC concentrations. 
c
 Coefficient of determination (R2) estimated from PM2.5 regression against OC concentrations. 
d
 NA: monitor inactive. 
  
21-193-0003  1.07 44 0.51  NAd - - 
21-227-0007  1.73 55 0.34  NAd - - 
22-033-0009  -0.10 103 0.57  0.73 103 0.35 
24-003-0019  1.05 53 0.62  NAd - - 
24-005-3001  0.23 131 0.69  0.24 87 0.69 
24-033-0030  NAd - -  0.34 98 0.75 
28-035-0004  1.40 47 0.51  NAd - - 
28-047-0008  0.00 89 0.56  NAd - - 
28-049-0018  1.78 47 0.42  NAd - - 
28-049-0019  NAd - -  0.20 35 0.83 
28-067-0002  1.46 47 0.45  0.40 57 0.65 
37-021-0034  1.81 48 0.64  -0.07 45 0.76 
37-035-0004  2.73 50 0.39  -0.13 53 0.79 
37-051-0009  0.52 58 0.79  NAd - - 
37-057-0002  NAd - -  -0.11 60 0.82 
37-067-0022  2.15 56 0.48  0.21 47 0.70 
37-107-0004  0.84 53 0.69  NAd - - 
37-119-0041  1.82 92 0.52  -0.01 104 0.71 
37-159-0021  NAd - -  -0.16 60 0.75 
37-183-0014  1.04 59 0.60  0.02 113 0.81 
45-019-0049  1.46 97 0.40  NAd - - 
45-025-0001  1.81 52 0.49  0.39 40 0.60 
45-045-0009  2.38 58 0.43  NAd - - 
45-045-0015  NAd - -  -0.29 44 0.80 
45-079-0007  NAd - -  -0.01 103 0.67 
45-079-0019  1.46 59 0.62  NAd - - 
47-037-0023  2.10 49 0.30  0.35 59 0.67 
47-065-4002  2.23 48 0.41  -0.47 52 0.78 
47-093-1020  1.10 26 0.64  -0.17 53 0.72 
47-099-0002  1.56 36 0.52  0.20 47 0.76 
47-125-1009  NAd - -  0.39 59 0.70 
47-157-0047  2.13 102 0.45  NAd - - 
47-157-0075  NAd - -  0.51 97 0.63 
47-163-1007  1.30 51 0.66  NAd - - 
47-165-0007  1.38 41 0.36  NAd - - 
51-087-0014  NAd - -  0.27 97 0.81 
51-520-0006  1.60 52 0.62  NAd - - 
51-760-0020  1.63 95 0.53  NAd - - 
51-770-0014  0.59 52 0.65  NAd - - 
54-039-1005  NAd - -  0.26 56 0.64 
54-051-1002  NAd - -  -0.09 59 0.62 
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Table S2. 3:  Coefficients of the space/time covariance model by PMF source category and study 
year. 
   First covariance structure  Second covariance structure 
Source Year  c1 ar1 (degree)a 
at1  
(day) 
 c2 ar2 
(degree)a 
at2  
(day) 
Secondary sulfate  
(e.g., power plants, 
industrial facilities) 
2002  15.3770 9 1  1.5516 100 1 100 
2012  3.4174 9 1  0.3012 100 1 100 
Biomass burning 
2002  4.0933 3 1  1.9475 50 180 
2012  2.3175 3 1  0.3446 50 180 
Mobile 
2002  2.8750 1 1  0.5580 10 360 
2012  1.8204 1 1  0.6307 10 360 
Secondary nitrate  
(e.g., motor vehicles, 
power plants) 
2002  1.7264 1.5 1  0.4403 20 550 
2012  1.5407 1.5 1  0.5959 20 550 
Soil 
2002  5.7515 2.5 1  0.6280 50 180 
2012  8.2194 3.5 1  0.9110 50 180 
 
a
 1 degree @ 111 kilometers. 
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Table S2. 4:  Source apportionment category names by data seta and corresponding dominant species and temporal patterns.b 
Single pollutantc Multiple pollutantsd Dominant species Temporal patterns 
Secondary sulfate  
(e.g., power plants, 
industrial facilities) 
Secondary sulfate  
(e.g., power plants, 
industrial facilities) 
SO42-, Se, OC High in summer 
Biomass burning  Biomass burning  K, OC, EC, Br High in winter/spring 
Mobile — EC, Cu, Cr, OC, Fe, Pb, Br None 
— Diesel EC, BTEXe, CO, NO2, Mn, Fe, Zn, SO2 High in fall/winter 
— Gasoline EC, BTEXe, CO, NO2, Cu, O3 High in fall/winter 
Secondary nitrate  
(e.g., motor vehicles, 
power plants) 
Secondary nitrate  
(e.g., motor vehicles, 
power plants) 
NO3- High in winter 
Soil Soil Al, Ca, Fe, Ti, Si High in summer 
Other Other Ni, V, Zn, Mn, Pb, Fe None 
 
a
 Comparable source categories are listed on the same row.   
b
 Detailed source profiles and seasonal variations in source contributions are presented in the supporting information (Figures S2-S5). 
c
 Single pollutant data set comprises speciated PM2.5 samples only. 
d
 Multiple pollutant data set comprises speciated PM2.5, VOCs, and gaseous pollutant samples. 
e
 BTEX: benzene, toluene, ethylbenzene, and m-, p-, and o-xylenes. 
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Table S2. 5:  Diagnostics of regression model with predicted PM2.5 concentration (sum of the mass 
contributions from resolved sources) against observed PM2.5 concentration by data set, monitoring 
network, and year. 
 
Data set Network Year  ma SE R-Sqb 
Single pollutant 
IMPROVE 
2002  0.82 1.96 0.87 
2012  0.83 1.10 0.88 
STN 
2002  0.75 2.71 0.81 
2012  0.72 1.90 0.73 
Multiple pollutants STN/PAMS/SLAMS 
2002  0.55 3.96 0.64 
2012  0.69 1.76 0.73 
a
 Slope. 
b
 Coefficient of determination (R2). 
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Figure S2. 1:  Covariance of residual PM2.5 by PMF source category and study year.  Blue 
circle represents experimental covariance value, and red line represents covariance model.  
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Figure S2. 2:  Source Profiles estimated by PMF with error bars showing 95% confidence intervals (southeastern US, 2002): (Top) 
single pollutant (PM2.5 IMPROVE), (Middle) single pollutant (PM
PAMS, and gaseous pollutants SLAMS) data.  The y
 
2.5 STN), and (Bottom) multiple pollutant (PM
-axis is the concentration of species (in µg/m3). 
 
 
 
2.5 STN, VOCs 
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Figure S2. 3:  Source Profiles estimated by PMF with 
single pollutant (PM2.5 IMPROVE), (Middle) single pollutant (PM
PAMS, and gaseous pollutants SLAMS) data.  The y
 
error bars showing 95% confidence intervals (southeastern US, 2012): (Top) 
2.5 STN), and (Bottom) multiple pollutant (PM
-axis is the concentration of species (in µg/m3).
 
 
 
2.5 STN, VOCs 
  
 
Figure S2. 4:  
from PMF source categories (southeastern US, 2002): (Top) 
Single pollutant (PM
(PM2.5, VOCs, and gaseous pollutants) data.  Spring is March
May, summer is June
and winter is December
the standard error of the mean PM
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Seasonal variations in mean PM2.5 contributions 
2.5 only) and (Bottom) Multiple pollutant 
–
–August, fall is September–November, 
–February.  The whiskers correspond to 
2.5 source contributions. 
 
 
 Figure S2. 5:  
from PMF source categories (southeastern US, 2012): (Top) 
Single pollutant (PM
(PM2.5, VOCs, and gaseous pollutants) data.  Spring is March
May, summer is June
winter is December
standard error of the mean PM
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Seasonal variations in mean PM2.5 contributions 
2.5 only) and (Bottom) Multiple pollutant 
–
–August, fall is September–November, and 
–February.  The whiskers correspond to the 
2.5 source contributions. 
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Figure S2. 6:  Scatter plots of predicted PM2.5 
(PM2.5 IMPROVE), (Middle) single pollutant (PM
pollutants SLAMS) data.  The blue line represents is the regression line.
 
 
against observed PM2.5 concentrations (in µg/m3) for the year 2002: (Left) single pollutant 
2.5 STN), and (Right) multiple pollutant (PM2.5 STN, VOCs PAMS, and gaseous 
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Figure S2. 7:  Spatial distribution of estimated 
PM2.5 source contributions for the southeastern 
US in 2002: (A) secondary sulfate (e.g., power 
plants, industrial facilities), (B) biomass 
burning, (C) mobile, (D) secondary nitrate 
(e.g., motor vehicles, power plants), and (E) 
soil.  
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Figure S2. 8:  Spatial distribution of estimated 
PM2.5 source contributions for the southeastern 
US in 2012: (A) secondary sulfate (e.g., power 
plants, industrial facilities), (B) biomass 
burning, (C) mobile, (D) secondary nitrate 
(e.g., motor vehicles, power plants), and (E) 
soil.  
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CHAPTER 3 
Risks of Fine Particulate Air Pollution from Different Sources 
 
3.1 Summary 
Existing health risk assessments for fine particulate matter (PM2.5) overlook the 
potential that some types/sources of particles are more toxic than others.  To address this gap, 
we introduce and demonstrate a new risk assessment method for assessing the health impacts 
attributable to different PM2.5 pollution sources in the southeastern United States (US).  
Although PM2.5 air quality is improving over the past decade, our source apportionment 
models show that emissions from power plants (43-52%), biomass burning (26-33%), and 
motor vehicles (6-7%) remains the leading PM2.5 pollution sources in the southeastern US.  
Our temporal geostatistical models estimate that, between 2002 and 2012, ambient PM2.5 
concentrations attributable to power plants, mobile emissions, and biomass burning 
decreased by 41%, 31%, and 10%, respectively.  As a result, our risk models estimate that 
the risk of premature death attributable to power plants, mobile emissions, and biomass 
burning in the southeastern US decreased by about 40%, 30%, and 10%, resulting in an 
estimated 1,600, 120, and 360 deaths prevented in 2012, respectively.  In addition, we found 
that the traditional approach employing the same risk function regardless of PM2.5 source 
underestimated the overall risk of premature death attributable to PM2.5 by about 20% in 
2012.  These findings provide quantitative evidence of the health benefits of reducing 
emissions from power plants and motor vehicles under federal legislation.  Our results further
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suggest that previous risk assessments that have not considered source-specific effects may 
have underestimated actual health risks of PM2.5 air pollution. 
  
3.2 Introduction 
Current air quality regulatory approaches in the United States and elsewhere assume 
that all airborne particulate matter with aerodynamic diameter less than 2.5 µm (PM2.5) is 
equally toxic, regardless of source.1  For example, PM2.5 from biogenic sources is treated the 
same for regulatory purposes as PM2.5 from mobile vehicle emissions.  Since PM2.5 is 
composed of a varying mixture of chemical compositions, depending on its sources, it is 
increasingly recognized that PM2.5 toxicity differs by source due to differential PM 
composition.2,3  Hence the current regulatory approach for PM2.5 might not provide efficient 
and equitable protection of public health.  There is a need for epidemiologic studies and risk 
assessments that account for source-specific PM2.5 toxicity, in order to assist in formulating 
more efficient policies for improving PM2.5 air quality and reducing associated risks. 
A convincing body of epidemiologic evidence has accumulated on the relationship 
between PM2.5 pollution exposure and increased risk of adverse health effects, including 
premature death, respiratory and cardiovascular illnesses, and cancers.3  Based on this 
epidemiologic evidence, current risk assessments have attempted to estimate the public 
health burden of PM2.5 from different pollution sources.4,5  For example, Fann et al. attributed 
burdens of PM2.5 to 23 emission source sectors across the United States (US).6  The authors 
employed a photochemical air quality model to predict population exposure to PM2.5 
apportioned across different sectors.  In estimating the health impacts, the authors assumed 
PM2.5 from each source is equally toxic since epidemiologic evidence is currently insufficient 
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to account for source differences in risk assessments of PM2.5.  That is, they applied the same 
total PM2.5-attributed risk coefficient to all emission sectors, which is the current practice 
accepted by the US Environmental Protection Agency (EPA).7  Although accounting for the 
differential risks posed by different sources in air quality risk assessments remains quite 
challenging, an increasing number of epidemiologic studies have incorporated source-
apportioned PM2.5 mass in their health estimations, in order to make this type of risk 
assessment possible.3,4  As yet no air quality risk assessments have considered toxicity 
differences of PM2.5 source by applying risk coefficients reported in these source-based 
epidemiologic studies to estimate the health impacts attributable to PM2.5 from different 
sources.  Furthermore, another challenge in carrying out such risk assessment is to determine 
source-specific PM2.5 exposure estimates across space and time.  Previous exposure 
assessment studies were limited to locations and times where monitoring data are available 
and therefore were unable to accurately describe spatiotemporal variability in exposure 
estimates, potentially introducing exposure misclassification as well as bias in resulting 
health impact estimates.4 
To address the gaps in current health risk assessment literature of PM2.5, this study 
demonstrates a new approach for characterizing health impact of PM2.5 from different 
sources.  Our earlier work apportioned ambient levels of total PM2.5 mass into different 
source categories using a factor analytical receptor modeling approach and then applied a 
spatiotemporal geostatistical technique to estimate population exposure to PM2.5 from 
different sources across space and time.8  This study extends our previous work by using our 
population exposure estimates and source-specific risk coefficients reported in the 
epidemiologic literature as inputs to a health risk model.  Although current source-based 
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epidemiologic evidence might be not convincingly sufficient, this study is the first to 
illustrate how a human health risk assessment might be done if accounting for the differential 
risks of PM2.5 pollution from different sources.  We demonstrate this integrated approach 
using environmental and public health data for the southeastern US for the years 2002 and 
2012.  We compare the results with those obtained using the conventional approach with one 
concentration-response function for total PM2.5 mass to evaluate whether using source-
specific exposure estimates and risk coefficients changes the health impact estimates.  The 
goal of this study is to identify the major PM2.5 sources contributing to the health burden in 
the southeastern US and examine how these burdens contributed from different sources have 
changed over space and time.  This new quantitative health risk assessment approach 
attempts to provide a valuable tool for environmental and public health regulators seeking 
more effective and equitable strategies for reducing health risks associated with PM2.5 air 
pollution. 
 
3.3 Materials and Methods 
PM2.5 data sources and preparation.  We acquired speciated PM2.5 monitoring data 
for the southeastern US [covers 14 southeastern states and the District of Columbia; 
Supporting Information (SI), Figure S3.1] for the years 2002 and 2012.  Data were retrieved 
from two sources: the EPA’s Air Quality System (AQS)9 and Federal Land Manager 
Database (FED).10  These databases provide data collected from two air quality monitoring 
networks: the EPA Chemical Speciation Trends Network (STN or CSN) and the Interagency 
Monitoring of Protected Visual Environments (IMPROVE) network.  Both networks collect 
and analyze 24-hour speciated PM2.5 samples every three days. 
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Not all speciated PM2.5 were used in source apportionment analyses.  Species with 
more than 40% missing value were excluded.  Potassium ion and sulfur were not included to 
prevent double counting of mass concentrations; these species were represented by potassium 
and sulfate, respectively.  Thus, 20 PM2.5 constituents [16 elements: As, Al, Br, Ca, Cr, Cu, 
Fe, Pb, Mn, Ni, Se, Ti, V, Si, Zn, and K; two ions: nitrate (NO3-) and sulfate (SO42-); two 
carbons: organic carbon (OC) and elemental carbon (EC)] were retained in the data set for 
analyses.  The reported OC concentrations in STN were not blank corrected and the STN 
samplers did not include carbon denuder preceding the sampling filter, resulting in a 
sampling artifact in the OC concentrations.  Hence the OC blank concentrations for STN 
were estimated by calculating the intercept of the regression of OC concentrations against 
PM2.5.11  The estimated OC blank values (i.e., intercepts of regression) for each STN site 
were subtracted from the observed STN OC concentrations before further analyses.8  Any 
samples missing PM2.5 total mass concentrations, all of the PM2.5 metal species, or all of the 
PM2.5 ions/carbon species were excluded from data set for the pertinent analyses.12  Over the 
time period analyzed, a total of 11,503 daily PM2.5 measurements (5,843 and 5,660 
measurements for 2002 and 2012, respectively) were included in the analyses (SI, Table 
S3.1). 
Source apportionment of PM2.5.  Source apportionment of PM2.5 was conducted 
using positive matrix factorization (PMF).  Complete details of our PMF analytical procedure 
have been described elsewhere.8  In brief, PMF is a factor analytic method that distinguishes 
statistical patterns of correlations among speciated PM2.5 sample data measured at receptor 
monitoring sites.  The fundamental equation can be expressed as13 
  ∑ 	
  ,                                                                                      [3.1] 
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where xij is the concentration of measured ambient species j in sample i; p is the number of 
factors contributing to the sample; gik is the contribution of factor k to sample i; fkj is the 
concentration of species j in factor k; and eij is the residual for the species j in sample i.  PMF 
calculates goodness-of-fit Q value to assess how well the model fit the input data via the 
object function13 
  ∑ ∑  !


 ,                                                                                           [3.2] 
where " is the estimated uncertainty for the species j in sample i; n is the number of 
samples; and m is the number of species.  Each speciated sample is allowed to be weighed 
individually, and the factor contributions (gik) for all samples are restricted to be non-
negative.  PMF determines the optimal model solution using a least-squared approach to 
minimize the Q value, and then the resulting factor profiles (fkj) need to be interpreted by an 
analyst as to what source types are represented.  In this study, the PMF analyses were applied 
to model daily speciated PM2.5 sample data by site/network for 2002 and 2012, respectively.  
For example, data from the STN sites active in 2012 were combined in the input file for an 
analysis.  The source profiles resolved for STN and IMPROVE were interpreted separately, 
but integrated daily source contributions were reported by pooling STN and IMPROVE 
estimates.  The source apportionment was conducted using EPA PMF software (version 3.0; 
Sonoma Technology Inc., Petaluma, CA).12 
Spatiotemporal interpolation of PM2.5 sources.  Spatiotemporal variation in PM2.5 
from different sources was estimated by Bayesian Maximum Entropy (BME), an advanced 
function of space/time geostatistics.14,15  The procedure of our BME interpolation has been 
described elsewhere.8  Briefly, source-apportioned PM2.5 concentration is modeled as a 
spatiotemporal random field (S/TRF).  The BME first applies maximum entropy theory to 
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produce a prior probability density function (PDF) describing the S/TRF based on the general 
knowledge about the S/TRF.  Then, BME updates this prior PDF, by employing a Bayesian 
conditionalization rule on the site-specific knowledge about the S/TRF, to yield a posterior 
PDF.  The posterior PDF describes the spatiotemporal distribution of the source-specific 
PM2.5 at any space/time estimation point.  In this study, we considered two functions as the 
general knowledge: the mean and covariance, describing the S/TRF’s space/time trends and 
dependencies in concentrations.  The site-specific knowledge considered was the PM2.5 
source contributions estimated by PMF at monitoring sites.  Thus, the BME equation can be 
written as15 
;$'  < = (>$'?$',                                                                            [3.3] 
where  is the BME estimated concentration at estimation points;  is the concentrations at 
mapping points (i.e., the union of the data points and the estimation point); < is a 
normalization constant; >$' is a PDF characterizing the uncertainty associated with the 
site-specific knowledge, ?$' is the prior PDF obtained from the general knowledge, and 
;$' is the posterior PDF integrating all the knowledge base available at estimation points.  
In this study we applied BME to model daily PM2.5 concentrations from each of the source 
category resolved by PMF.  The expected value and corresponding estimation error variance 
of the source-specific PM2.5 concentration were obtained across the southeastern US for each 
day of the study years 2002 and 2012, respectively.  The BME estimation was produced 
using the BMElib package16 implemented by MATLAB software (R2011a; MathWorks, 
Natick, MA). 
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Health impact estimation of PM2.5 sources.  We quantified the health impacts due 
to changes in population exposure to PM2.5 from different sources using a log-linear impact 
function17 
∆B  C1 2 E∆FGHI  $<J'BH,                                                            [3.4] 
where K is the coefficient of association between exposure concentration and health outcome 
[i.e., the concentration-response (C-R) function], ∆ is the estimated change in pollutant 
exposure, GH is the baseline incidence rate of the health outcome, I is the size of the exposed 
population, <J is the attributable fraction (the fraction of observed adverse health outcomes 
that could be prevented if the pollutant exposure were reduced by ∆', BH is the baseline 
incidence of the health outcome, and ∆B is the estimated change in the health outcomes due 
to the change in pollutant exposure. 
Since accounting for differential toxicity of PM2.5 sources in a human health impact 
assessment remains quite challenging, we conducted the impact analysis in two ways—one 
with source-specific C-R functions and another using the conventional approach with one C-
R function for total PM2.5 mass—to evaluate whether using source-specific risk coefficients 
changes our health impact estimates.  Epidemiological literature for source- and total PM2.5-
attributed C-R functions for premature mortality was examined to summarize the association 
between fine particulate concentration and health (SI, Table S3.2).  Since virtually all 
published source-specific PM2.5 health effects studies to date have used daily average sample 
as the exposure indicator, we selected C-R functions from time series or case crossover 
studies to estimate the short-term mortality risks of PM2.5 sources and total PM2.5.18-21  To 
obtain summary estimates of the health impacts, for each source category, we pooled 
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estimates of C-R functions from different studies into a single estimate using an inverse 
variance weighting approach, which takes into account the uncertainty of each estimate (SI, 
Table S3.2). 
County-level population and mortality data for 2002 and 2012 were acquired from the 
Centers for Disease Control and Prevention’s WONDER database.22  The baseline incidence 
rates of premature mortality were age-adjusted based on the year 2000 US standard 
population, and the adjusted rates in 2010 (the latest rate) were used as a surrogate for 
baseline rates in 2012.  We estimated population exposure to PM2.5 from different sources at 
the county level for each day of the years 2002 and 2012 using the BME method and 
assumed that all individuals within a county experienced the same changes in daily exposure 
levels.  Since our estimates are source-specific, we did not subtract background 
concentrations when conducting the source-specific risk estimates.  That is, the estimated 
changes in pollutant exposure for each county were set to be equal to the BME estimates of 
daily PM2.5 source contributions. 
We quantified mortality risks by examining the change in fractions of deaths 
attributable to PM2.5 from different sources (i.e., AF) between each day in 2002 and 
corresponding day in 2012 for each of 1,092 counties in the southeastern US.  We then 
estimated the number of attributable deaths (AD) prevented in 2012 due to the changes in AF 
for each source category.  To evaluate whether using source-specific approach changes our 
risk estimates, we calculated AF and prevented AD by applying both source-specific and 
source-nonspecific (total PM2.5) C-R functions in risk models.  For comparison of mortality 
risks between approaches, we further quantified a source-specific/traditional ratio (S/T) of 
risks for each county in 2012.  S/T is defined as the ratio of AD estimated with source-
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specific C-R functions over AD estimated using traditional approach with one total PM2.5-
attributed C-R function.  This allowed us to determine trends in comparison of risks across 
the Southeast.  Uncertainty in the C-R functions and population exposure estimates was 
represented using normal and lognormal probability distributions, respectively.  Uncertainty 
in the health impact output was estimated through Monte Carlo simulation with an 
uncertainty sample size of 1,000.  The statistical simulations of health impacts were 
conducted using Analytica software (version 4.3; Lumina Decision Systems Inc., Los Gatos, 
CA).  For the purpose of map display, daily health impact estimates were pooled across each 
study year to form yearly estimates.  Then the annual mean estimates for each source 
category and the S/T ratios were mapped using ArcGIS software (version 10.0; ESRI, 
Redlands, CA). 
 
3.4 Results 
Contribution of PM2.5 sources.  The PMF analyses quantified impacts from 6 source 
factors—secondary sulfate (formed from power plant and industrial emissions), biomass 
burning (from wildland and prescribed fires), mobile (on-road and nonroad), secondary 
nitrate (formed from motor vehicle and power plant emissions), soil, and other—for the 
southeastern US PM2.5 concentrations.  Summary statistics for the PM2.5 source contributions 
are presented in Table 3.1.  Minor differences exist in the source profiles resolved for 
different study years, though these differences did not impact the source interpretation.  
Interpretation of source profiles and the results for seasonal variations in source contributions 
are described elsewhere.8  In the Southeast, ambient PM2.5 levels decreased by 30%, from 
about 12 µg/m3 in 2002 to below 9 µg/m3 in 2012 (SI, Table S3.1).  Depending on the year 
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(2002 or 2012) studied, a substantial fraction of the Southeast PM2.5 was identified as 
secondary sulfate aerosol, comprising approximately 43-52% of the total PM2.5 mass (Figure 
3.1).  Biomass burning is another major contributor to the PM2.5 mass in the Southeast (26-
33%).  Other important sources contributing to PM2.5 include mobile (6-7%), secondary 
nitrate (6-7%), and soil (5-7%). 
BME estimates of reductions in PM2.5 source contributions over the past decade are 
presented for the southeastern US (SI, Figure S3.2).  As shown, substantial decreases in 
secondary sulfate aerosols [Mean reduction = 2.6 µg/m3; standard error (SE) = 0.76] are 
observed, with about 41% reduction on average between 2002 and 2012, reflecting a 
significant reduction in power plant or industrial emissions.  Contributions from biomass 
burning, mobile emissions, and secondary nitrate have reduced by 10%, 31%, and 44% since 
2002, respectively.  Although ambient PM2.5 concentrations from soil dust have been 
relatively low, it decreased by about 19% during 2002-2012. 
Health impacts attributable to PM2.5 sources over time.  The percentage and 
number of premature deaths attributable to PM2.5 exposure declined from 2002 to 2012, but 
the decline trends differed by source (Table 3.2).  Secondary sulfate contributes the highest 
attributable fraction of all-cause deaths, and the fraction decreased by 42%, from 0.57% (SE 
= 8.2×10-6) in 2002 to 0.33% (SE = 3.9×10-6) in 2012 (according to the source-specific risk 
function).  This decline in fraction equates to about 1,569 (SE = 0.01) all-cause deaths 
avoided in 2012, compared to deaths expected if secondary sulfate contributed from power 
plant emissions had remained unchanged.  Biomass burning accounts for the second highest 
fractions, but the fraction decreased by only 10% during 2002-2012, resulting in 357 (SE = 
0.02) all-cause deaths avoided in 2012.  The attributable fractions due to mobile sources 
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declined substantially by over 30%, preventing 123 (SE = 0.01) deaths in 2012.  The same 
trends in cardiovascular mortality risks were also observed for secondary sulfate (-42%), 
biomass burning (-10%), and mobile (-31%) sources, corresponding to 614 (SE = 0.009), 346 
(SE = 0.01), and 10 (SE = 0.003) cardiovascular deaths prevented in 2012, respectively. 
Spatiotemporal distribution of health impacts.  Considerable variation in mortality 
risk across space and time could be observed for secondary sulfate and biomass burning 
sources, while risk associated with soil remains low and stable (Figure 3.2).  In 2002, the 
estimated percentage of all-cause deaths attributed to secondary sulfate was above 0.4% for 
all counties, except the majority of counties in Florida (according to the source-specific risk 
function).  The attributable fraction was even higher than 0.6% for counties where the 
densities of power plant emission are generally high (Ohio River Valley, Alabama, Georgia, 
South Carolina, North Carolina, Virginia, and Maryland).  In 2012, most counties were 
below 0.4%.  High estimated percentage (≥ 0.4%) due to biomass burning in 2002 generally 
occurred in wildland and agricultural areas (Appalachian Region), but the level in most 
counties declined in 2012.  Risk due to mobile source decreased in most counties, though 
counties in metropolitan areas (central Alabama, central Georgia, central South Carolina, 
central North Carolina, and central Arkansas) had slightly higher percentage of all-cause 
deaths in 2012.  Variation in cardiovascular mortality risk was especially profound for 
biomass burning source, but the general trend for each source was consistent with 
corresponding trend in risk of all-cause mortality (SI, Figure S3.3). 
Comparison between the source-specific and the traditional approaches.  The 
health benefit estimates might be affected by the choice of C-R function on which they are 
based (Table 3.2).  All-cause deaths attributable to mobile source based on the total PM2.5 
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function were almost two times lower than those based on the source-specific function.  
Conversely, for secondary nitrate and soil sources, all-cause death estimates were about two 
and four times higher if not considering source-specific effect.  Inconsistent estimates were 
also observed for the cardiovascular-cause deaths, with biomass burning source being 
underestimated by a factor of four and mobile source being overestimated by a factor of two 
by applying the total PM2.5 risk function. 
We further compared the overall current health risks estimated when using a single 
(total PM2.5) C-R function with the estimate obtained when using source-specific C-R 
functions and found that the traditional source-nonspecific approach may underestimate 
health risks (Table 3.3 and Figure 3.3).  Using the traditional approach, we estimated that in 
2012, approximately 4,000 (4,239; SE = 0.01) all-cause premature deaths in the Southeast 
were attributable to exposure to PM2.5, whereas with the source-specific approach, the 
estimated number of attributable deaths is over 5,000 [secondary sulfate: 2,271 (SE = 0.008); 
biomass burning: 2,577 (SE = 0.02); mobile: 407 (SE = 0.007); secondary nitrate: 110 (SE = 
0.003); soil: 41 (SE = 0.005)]—an underestimation of over 20% (-22%) by the traditional 
approach.  Underestimation was also observed for cardiovascular-cause premature deaths, 
underestimating risk by nearly 60% (-58%) in 2012. 
The S/T ratio results also suggest an underestimation would have been expected if 
risk estimates had been based on the traditional approach.  The source-specific approach 
consistently quantified higher number of premature deaths attributable to PM2.5 than the 
traditional approach (Figures 3.4 and S3.4).  In 2012, the estimated S/T ratio of all-cause 
death risks was above 1.00 (1.20-1.34) for all counties in the southeastern US.  The estimated 
ratio was even higher for the cardiovascular death risks; no counties were below 2.00 (2.10-
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2.71).  In addition, there is no substantial geographic variation in S/T ratio for both all-cause 
(Figure 3.5) and cardiovascular death risks (Figure S3.5). 
 
3.5 Discussion 
We demonstrated a new risk assessment approach, using source-apportioned 
geostatistical modeling and source-specific health impact functions, to identify the major 
sources contributing to PM2.5 air quality and public health burden in the southeastern US.  In 
both 2002 and 2012, secondary sulfate formed from power plant emissions (43-52%) is the 
major contributor to the PM2.5 mass and associated health burdens, followed by biomass 
burning (26-33%) and mobile-related (6-7%) sources.  During 2002-2012, ambient PM2.5 
concentrations attributable to power plants, mobile emissions, and biomass burning 
decreased by 41%, 31%, and 10%, respectively.  As a result of improved air quality, in 2012, 
approximately 40%, 30%, and 10% fewer premature deaths (about 1,600, 120, and 360 all-
cause deaths prevented) occurred than expected if levels of PM2.5 from power plant, mobile, 
and biomass burning emissions had remained the same as in 2002, respectively.  In addition, 
we found that the traditional approach employing the same risk function regardless of PM2.5 
source underestimated the overall risk of premature death attributable to PM2.5 by about 20% 
in 2012.  This study was the first, to our knowledge, to account for the differential risks of 
different PM2.5 sources in a human health impact assessment. 
The mortality risk due to PM2.5 from power plant and mobile emissions decreased 
substantially over the past decade (40% and 30% reductions in attributable fraction, 
respectively).  The reduction in risk from power plant and mobile sources suggests that 
implementation of several previous and current federal control policies successfully reduced 
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emissions from these two major PM2.5 pollution sources.  Over the past two decades, the US 
EPA has developed the Acid Rain Program and the Clean Air Interstate Rule to reduce the 
level of cross-border transport of PM2.5 precursors from power plants in the eastern states.23,24  
The recently proposed tighter federal regulations, known as the Cross-State Air Pollution 
Rule and Mercury and Air Toxics Standards, will further limit power plant emissions of 
precursors and other air toxics, promising further reduction in health burden attributed to 
power plants.25,26  To regulate mobile source emissions, began in the 1970s, the EPA 
developed a series of emission and fuel standards for on-road and nonroad engines and 
vehicles.27  Advances in vehicle and fuel technology will continue to reduce mobile 
emissions and associated health burden in the future. 
While biomass burning emissions account for a substantial amount of ambient PM2.5 
concentration (26-33% of PM2.5 mass), other than secondary sulfate from power plant 
emissions, its associated reduction in mortality risk (10% reduction in attributable fraction) is 
much less evident, compared to other sources.  Categorizing biomass burning emissions 
within the EPA’s regulatory program is challenging and currently under evaluation due to the 
high uncertainty in characterizing its initial emissions, environmental transport and 
transformation, and population exposure to particles from this source.28  Since biomass 
burning emissions continue to pose a considerable burden to public health, further research to 
reduce the uncertainty is needed, in order to support air quality decision making and 
ultimately reduce PM2.5-related health impacts associated with biomass burning. 
Our health impact estimates are consistent with a recent national health impact 
assessment illustrating the benefits of federal air quality policies.  Fann et al. used a 
photochemical air quality model to estimate how U.S. air quality and health burden 
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attributable to 23 categories of emission sectors would change under new pollution emissions 
regulations on power plants and motor vehicles.6  They estimated that the major contributors 
to PM2.5 air quality and health burden are electricity generating units (EGU), nonpoint area, 
and mobile sources.  If the new regulations were implemented, then the total number of 
premature deaths in the US attributable to EGUs and mobile sources would decrease by 
about 53% and 36%, respectively, between 2005 and 2016.  This change is comparable to the 
decrease in premature mortality in the southeastern US that we estimated already has 
occurred as a result of the previous and current federal rules (Table 3.2).  The major 
difference between our approach and that of Fann et al. is that Fann et al. used an air quality 
model to predict air quality and health benefits if the new rules were to be implemented, 
whereas we show the observed effects after implementation of current federal rules.  Our 
results thus empirically confirm the predictions of Fann et al. and lend further support for the 
health benefits of decreasing air pollutant emissions from power plants and motor vehicles. 
Although there is increasing evidence that adverse health outcomes might be 
associated with exposure to PM2.5 from different sources, uncertainty remains regarding the 
dose-response relationship.  Current epidemiologic literature does not provide convincingly 
sufficient dose-response data that can be used to account for source-specific PM2.5 risk in a 
human risk assessment.  Therefore, our risk model did not comprehensively address 
uncertainty related to the dose-response relationship.  Additionally, because long-term study 
regarding the evidence of premature deaths associated with exposure to PM2.5 sources is 
lacking, our assessment was limited to estimation of short-term exposure induced mortality 
risk.  Despite weak epidemiologic evidence, this study illustrated how a human risk 
assessment might be done if source difference was incorporated into estimation of source-
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specific PM2.5 health effects.  Our findings further suggest that PM2.5-related health risks are 
likely to be underestimated if not considering source-specific effects.  Further research is 
needed to validate our findings and reduce the uncertainty in dose-response relationships. 
There are also methodological limitations related to source apportionment of PM2.5 
concentrations.  We applied PMF model to estimate source composition profiles and source-
specific exposures (source contributions) by decomposing ambient measurements of multiple 
air pollutants.  However, this type of multivariate receptor modeling was incapable of dealing 
with uncertainty in number of sources and source identification conditions.  Additionally, we 
combined multiple air pollutant data from multiple monitoring stations and then applied PMF 
to the combined data without considering spatial correlation in the data from multiple 
monitoring stations.  We did not incorporate spatial dependence that may exist in such data 
into multivariate receptor modeling.  This may have led to inaccurate estimates of source 
composition profiles as well as source contributions and led to biased input into the BME 
model.  One approach to address these limitations would be to utilize a more sophisticated 
receptor model that can deal with the inherent model uncertainty while accounting for spatial 
dependence in the pollutant data.29,30  This will be investigated in future research.  
Another limitation is that the BME interpolation of PM2.5 source contributions may be 
biased in areas that lack sufficient monitors.  However, the population density of these areas 
is typically low, thus the bias in resulting health impact estimates is believed to be small.  
Besides, BME does not account for topography as well as physical and chemical processes in 
the air that impact PM2.5 concentrations, though our BME results are consistent with results 
from a recent study using photochemical transport modeling.6  Furthermore, our approach is 
computationally more efficient than a photochemical modeling approach. 
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Despite the limitations, our findings indicate that although PM2.5 air quality is 
improving over the past decade, emissions from power plants, biomass burning, and mobile 
source remains the leading PM2.5 pollution sources in the southeastern US.  We estimate that 
the PM2.5-related burden on premature human mortality have declined between 2002 and 
2012, particularly for power plant and mobile sources due to implementation of federal 
regulations reducing emissions from these sources.  Furthermore, our results provide 
suggestive evidence that the conventional approach relying on the same risk function 
regardless of PM2.5 source may underestimate actual health risks of PM2.5 air pollution.  
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Table 3. 1:  Mean and standard error (SE) of daily PM2.5 source contributions (in µg/m3) by 
year from the monitoring networks in the southeastern US. 
 
 
2002 
(n= 5,843 days)  
2012 
(n= 5,660 days) 
 Mean SE  Mean SE 
Secondary sulfate  
(e.g., power plants, industrial facilities) 5.98 0.06  3.43 0.03 
Biomass burning  2.91 0.03  2.63 0.02 
Mobile 0.85 0.01  0.48 0.01 
Secondary nitrate  
(e.g., motor vehicles, power plants) 0.80 0.01  0.47 0.01 
Soil 0.51 0.02  0.54 0.02 
Other 0.37 0.01  0.41 0.01 
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Table 3. 2:  Means and standard errors (SE) of attributable fraction (AF) for 2002 and 2012 and attributable death (AD) prevented in 
2012 by PM2.5 source category and C-R function type in the southeastern US. 
Cause of Death/ 
  Source Category 
C-R Function 
Type 
AF [Mean (SE×10-6)] Overall 
Decrease 
in AFc 
AD Prevented in 
2012  
[Mean (SE)] 2002
a
 2012b 
All-cause         
  Secondary sulfate 
  (e.g., power plants, industrial facilities) Source-specific 0.57%  (8.2) 0.33%  (3.9) -42% 1,569  (0.01) 
 Total PM2.5d 0.52%  (6.7) 0.30%  (3.1) -42% 1,431  (0.01) 
  Biomass burning Source-specific 0.41%  (8.6) 0.37%  (6.8) -10% 357  (0.02) 
 Total PM2.5 0.25%  (3.4) 0.23%  (2.5) -10% 224  (0.008) 
  Mobile Source-specific 0.074%  (3.8) 0.051%  (2.9) -31% 123  (0.01) 
 Total PM2.5 0.035%  (1.7) 0.024%  (1.3) -31% 59  (0.005) 
  Secondary nitrate 
  (e.g., motor vehicles, power plants) Source-specific 0.025%  (1.6) 0.014%  (1.2) -44% 73  (0.004) 
 Total PM2.5 0.048%  (1.6) 0.027%  (1.3) -44% 140  (0.004) 
  Soil Source-specific 0.0067%  (1.7) 0.0053%  (1.6) -21% 10  (0.006) 
 Total PM2.5 0.025%  (1.7) 0.020%  (1.6) -21% 37  (0.006) 
Cardiovascular diseasee         
  Secondary sulfate 
  (e.g., power plants, industrial facilities) Source-specific 0.73%  (17) 0.42%  (8.6) -42% 614  (0.009) 
 Total PM2.5 0.60%  (9.0) 0.35%  (4.3) -42% 505  (0.005) 
  Biomass burning Source-specific 1.3%  (21) 1.2%  (16) -10% 346  (0.01) 
 Total PM2.5 0.29%  (4.5) 0.26%  (3.4) -10% 80  (0.003) 
  Mobile Source-specific 0.019%  (3.2) 0.013%  (2.5) -31% 10  (0.003) 
 Total PM2.5 0.041%  (2.2) 0.028%  (1.7) -31% 21  (0.002) 
  Secondary nitrate 
  (e.g., motor vehicles, power plants) Source-specific 0.064%  (3.3) 0.036%  (2.5) -44% 58  (0.003) 
 Total PM2.5 0.055%  (2.0) 0.031%  (1.6) -44% 50  (0.002) 
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  Soil Source-specific 0.028%  (3.9) 0.022%  (3.6) -21% 13  (0.004) 
 Total PM2.5 0.029%  (2.1) 0.023%  (2.0) -21% 13  (0.002) 
a Total number of cause-specific deaths (all ages) in 2002 for all-cause: 722,335; cardiovascular disease: 268,385. 
b Total number of cause-specific deaths (all ages) in 2012 for all-cause: 712,115; cardiovascular disease: 220,387. 
c
 Overall decrease was defined as the overall change of mean value (i.e., AF) from 2002 to 2012 using the formula $L5M 9N9L5M 9NN9'L5M 9NN9 & 100. 
d
 Traditional approach with one C-R function for total PM2.5 mass (i.e., source-nonspecific). 
e
 International Classification of Diseases, Tenth Revision (ICD-10) codes I00-I99. 
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Table 3. 3:  Means and standard errors (SE) of attributable deaths in 2012 by C-R function type for the southeastern US. 
Cause of Death/ 
  Source Category C-R Function Type 
Attributable Deaths in 2012  
[Mean (SE)]  
All-cause   
  Secondary sulfate 
  (e.g., power plants, industrial facilities) Source-specific 2,271 (0.008) 
  Biomass burning Source-specific 2,577 (0.02) 
  Mobile Source-specific 407 (0.007) 
  Secondary nitrate 
  (e.g., motor vehicles, power plants) Source-specific 110 (0.003) 
  Soil Source-specific 41 (0.005) 
  Alla Total PM2.5b 4,239 (0.01) 
Cardiovascular diseasec   
  Secondary sulfate  
  (e.g., power plants, industrial facilities) Source-specific 905 (0.006) 
  Biomass burning Source-specific 2,532 (0.01) 
  Mobile Source-specific 32 (0.002) 
  Secondary nitrate  
  (e.g., motor vehicles, power plants) Source-specific 88 (0.002) 
  Soil Source-specific 53 (0.003) 
  Alla Total PM2.5 1,511 (0.006) 
a
 PMF-BME predicted PM2.5 concentration (i.e., the sum of all source-specific PM2.5 concentrations). 
b
 Traditional approach with one C-R function for total PM2.5 mass (i.e., source-nonspecific). 
c
 International Classification of Diseases, Tenth Revision (ICD-10) codes I00-I99. 
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Figure 3. 1:  Fractional contributions to PM2.5 
contribution estimates were pooled across IMPROVE and STN monitoring networks.
 
by source for the southeastern US in 2002 (left) and 2012 (right).  Source 
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(A) Secondary sulfate (e.g., power plants, industrial facilities) 
(B) Biomass burning 
(C) Mobile 
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(D) Secondary nitrate (e.g., motor vehicles, power plants) 
(E) Soil 
Figure 3. 2:  Spatial distribution of percentage of all-cause deaths attributable to PM2.5 from 
different sources in 2002 (left) and 2012 (right) in the southeastern US: (A) secondary sulfate 
(e.g., power plants, industrial facilities), (B) biomass burning, (C) mobile, (D) secondary nitrate 
(e.g., motor vehicles, power plants), and (E) soil. 
 Figure 3. 3:  Estimated deaths attributable to PM
of death using the source-specific approach with C
traditional approach with one C
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Figure 3. 5:  Spatial distribution of source-specific/traditional ratio (S/T) of all-cause death 
risks in 2012 for the southeastern US.  S/T is the ratio of risk estimated with source-specific 
C-R functions over risk estimated using traditional approach with one C-R function for total 
PM2.5. 
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3.6 Supporting Information 
Table S3. 1:  Sample size (N), mean, and standard deviation (SD) of daily PM2.5 and selected 
elements (in µg/m3) by year from the monitoring networks in the southeastern US. 
 
  2002  2012 
PM2.5 element  N Mean SD  N Mean SD 
As  5,843         0.0011         0.0014  5,660         0.0008         0.0010 
Al  5,843         0.0375         0.1097  5,660         0.0502         0.1085 
Br  5,843         0.0031         0.0027  5,660         0.0031         0.0033 
Ca  5,843         0.0432         0.0707  5,660         0.0417         0.0618 
Cr  5,843         0.0012         0.0063  5,660         0.0020         0.0131 
Cu  5,843         0.0028         0.0052  5,660         0.0029         0.0060 
Fe  5,843         0.0605         0.0885  5,660         0.0664         0.0922 
Pb  5,843         0.0037         0.0119  5,660         0.0028         0.0108 
Mn  5,843         0.0031         0.0308  5,660         0.0024         0.0136 
Ni  5,843         0.0010         0.0040  5,660         0.0007         0.0013 
Se  5,843         0.0013         0.0010  5,660         0.0008         0.0005 
Ti  5,843         0.0055         0.0099  5,660         0.0041         0.0069 
V  5,843         0.0017         0.0025  5,660         0.0013         0.0011 
Si  5,843         0.1291         0.2038  5,660         0.1117         0.2066 
Zn  5,843         0.0138         0.1175  5,660         0.0091         0.0245 
K  5,843         0.0654         0.1276  5,660         0.0604         0.0954 
NO3-  5,828         0.8944         0.9873  5,632         0.5524         0.6468 
SO42-  5,828         4.2369         3.0818  5,632         1.8921         1.0034 
OC  5,738         2.7444         2.4698  5,485         1.8231         1.2587 
EC  5,738         0.4628         0.4491  5,485         0.4753         0.4131 
Total   5,843                 12.1506 7.3111  5,660         8.4744         4.1996 
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Table S3. 2:  Epidemiological studies by cause of death used as a source of concentration–response function data. 
Cause of Death/ 
  Source Category Reference Study Design 
Exposure 
Indicator 
Incremental 
Change,  
µg/m3 
Relative Risk 
(95% CI) 
All-cause      
  Secondary sulfate Laden et al. (2000) Time series Daily average 10 1.011  (1.003, 1.020) 
  (e.g., power plants, industrial facilities) Mar et al. (2000) Time series Daily average 1.38 1.04  (1.01, 1.08) 
 Ostro et al. (2011) Case crossover Daily average 7.4 0.995  (0.952, 1.041) 
 Heo et al. (2014) Time series Daily average 8.01 1.0045  (0.9947, 1.0144) 
 Pooled estimate   1 1.0009 (1.0002, 1.0016) 
  Biomass burning Heo et al. (2014) Time series Daily average 4.28 1.0058  (0.9963, 1.0154) 
 Pooled estimate   1 1.0014 (0.9991, 1.0036) 
  Mobile Laden et al. (2000) Time series Daily average 10 1.034  (1.017, 1.052) 
 Ostro et al. (2011) Case crossover Daily average 5.2 0.989  (0.959, 1.020) 
 Heo et al. (2014) Time series Daily average 6.48 1.0036  (0.9917, 1.0156) 
 Heo et al. (2014) Time series Daily average 5.23 1.0057  (0.9912, 1.0204) 
 Pooled estimate   1 1.0018 (1.0006, 1.0029) 
  Secondary nitrate  Ostro et al. (2011) Case crossover Daily average 5.5 0.989  (0.967, 1.012) 
  (e.g., motor vehicles, power plants) Heo et al. (2014) Time series Daily average 8.0 1.0056  (0.9948, 1.0164) 
 Pooled estimate   1 1.0004 
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(0.9992, 1.0017) 
  Soil Laden et al. (2000) Time series Daily average 10 0.977  (0.942, 1.012) 
 Ostro et al. (2011) Case crossover Daily average 3.1 1.021  (0.997, 1.046) 
 Heo et al. (2014) Time series Daily average 2.78 1.0014  (0.9965, 1.0062) 
 Pooled estimate   1 1.0002 (0.9987, 1.0018) 
  Total PM2.5 Laden et al. (2000) Time series Daily average 10 1.016  (1.011, 1.021) 
 Mar et al. (2000) Time series Daily average 8.52 1.02  (1.00, 1.05) 
 Ostro et al. (2011) Case crossover Daily average 13 1.009  (0.97, 1.05) 
 Heo et al. (2014) Time series Daily average 29.08 1.0054  (0.9923, 1.0186) 
 Pooled estimate   1 1.0008 (1.0005, 1.0012) 
Cardiovascular diseasea      
  Secondary sulfate Mar et al. (2000) Time series Daily average 1.38 1.06  (1.00, 1.12) 
  (e.g., power plants, industrial facilities) Ostro et al. (2011) Case crossover Daily average 7.4 0.991  (0.926, 1.061) 
 Heo et al. (2014) Time series Daily average 8.01 1.0098  (0.9907, 1.0292) 
 Pooled estimate   1 1.0012 (0.9989, 1.0035) 
  Biomass burning Heo et al. (2014) Time series Daily average 4.28 1.0186  (1.0001, 1.0374) 
 Pooled estimate   1 1.0043 (1.0000, 1.0086) 
  Mobile Ostro et al. (2011) Case crossover Daily average 5.2 0.971  (0.921, 1.023) 
 Heo et al. (2014) Time series Daily average 6.48 1.0041  
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(0.9814, 1.0272) 
 Heo et al. (2014) Time series Daily average 5.23 1.0090  (0.9815, 1.0373) 
 Pooled estimate   1 1.0004 (0.9976, 1.0033) 
  Secondary nitrate  Ostro et al. (2011) Case crossover Daily average 5.5 0.986  (0.952, 1.022) 
  (e.g., motor vehicles, power plants) Heo et al. (2014) Time series Daily average 8.00 1.0138  (0.9933, 1.0347) 
 Pooled estimate   1 1.0011 (0.9988, 1.0035) 
  Soil Ostro et al. (2011) Case crossover Daily average 3.1 1.052  (1.011, 1.094) 
 Heo et al. (2014) Time series Daily average 2.78 0.9996  (0.9903, 1.0091) 
 Pooled estimate   1 1.0009 (0.9977, 1.0042) 
  Total PM2.5 Mar et al. (2000) Time series Daily average 8.52 1.03  (0.99, 1.08) 
 Ostro et al. (2011) Case crossover Daily average 13 0.997  (0.937, 1.061) 
 Heo et al. (2014) Time series Daily average 29.08 1.0276  (1.0023, 1.0536) 
   Pooled estimate   1 1.0010 (1.0001, 1.0018) 
a
 International Classification of Diseases, Tenth Revision (ICD-10) codes I00-I99. 
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Figure S3. 1:  Air quality monitoring sites in the southeastern US.  Orange 
circle symbol represents PM2.5 Interagency Monitoring of Protected Visual 
Environments (IMPROVE) site; green square symbol represents PM2.5 
Chemical Speciation Trends Network (STN) site. 
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Figure S3. 2:  Spatial distribution of estimated 
concentration reductions between 2002 and 
2012 in annual PM2.5 contributions from PMF 
source categories for the southeastern US: (A) 
secondary sulfate (e.g., power plants, industrial 
facilities), (B) biomass burning, (C) mobile, 
(D) secondary nitrate (e.g., motor vehicles, 
power plants), and (E) soil.  
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(A) Secondary sulfate (e.g., power plants, industrial facilities) 
 
(B) Biomass burning 
 
(C) Mobile 
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(D) Secondary nitrate (e.g., motor vehicles, power plants) 
 
(E) Soil 
 
Figure S3. 3:  Spatial distribution of percentage of cardiovascular deaths attributable to PM2.5 
from different sources in 2002 (left) and 2012 (right) in the southeastern US: (A) secondary sulfate 
(e.g., power plants, industrial facilities), (B) biomass burning, (C) mobile, (D) secondary nitrate 
(e.g., motor vehicles, power plants), and (E) soil. 
 Figure S3. 4:  The source-specific/traditional ratio (S/T) of cardiovascular death risks in 
2012 for counties in the southeastern US.  S/T is the ratio of risk estmated with source
specific C-R functions over risk estimated using traditional approach with one C
for total PM2.5. 
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Figure S3. 5:  Spatial distribution of source-specific/traditional ratio (S/T) of cardiovascular 
death risks in 2012 for the southeastern US.  S/T is the ratio of risk estimated with source-
specific C-R functions over risk estimated using traditional approach with one C-R function 
for total PM2.5. 
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CHAPTER 4 
Benefits to Reduce Fine Particulate Air Pollution 
from Power Plant Emissions1 
 
4.1 Summary 
We analyzed sulfur dioxide (SO2) emissions and fine particulate sulfate (PM2.5 
sulfate) concentrations in the southeastern United States during 2002-2012, in order to 
evaluate the health impacts in North Carolina (NC) of the NC Clean Smokestacks Act of 
2002.  This state law required progressive reductions (beyond those mandated by federal 
rules) in pollutant emissions from NC’s coal-fired power plants.  Although coal-fired power 
plants remain NC’s leading SO2 source, a trend analysis shows significant declines in SO2 
emissions (-20.3%/year) and PM2.5 sulfate concentrations (-8.7%/year) since passage of the 
act.  Emissions reductions were significantly greater in NC than in neighboring states, and 
emissions and PM2.5 sulfate concentration reductions were highest in NC’s piedmont region, 
where 9 of the state’s 14 major coal-fired power plants are located.  Our risk model estimates 
that these air quality improvements decreased the risk of premature death attributable to 
PM2.5 sulfate in NC by about 63%, resulting in an estimated 1,700 (95% CI: 1,500-1,800) 
deaths prevented in 2012.  These findings lend support to recent studies predicting that 
                                                           
1This chapter is adapted with permission from “Ya-Ru Li and Jacqueline MacDonald Gibson. 
Health and Air Quality Benefits of Policies to Reduce Coal-Fired Power Plant Emissions: A 
Case Study in North Carolina. Environmental Sciences & Technology 2014; 48: 10019-
10027.”  Copyright (2014) American Chemical Society. 
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implementing the proposed federal Cross-State Air Pollution Rule (recently upheld by the 
U.S. Supreme Court) could substantially decrease U.S. premature deaths attributable to coal-
fired power plant emissions.  
 
4.2 Introduction 
Recent regulation of particulate matter (PM) in ambient air has focused on controlling 
pollution sources that emit precursor pollutants.  In the early 1990s, the US Environmental 
Protection Agency (EPA) recognized that PM was particularly difficult for state and local 
governments to control because large amounts of PM can be produced from interstate 
sources of sulfur dioxide (SO2) and nitrogen oxides (NOx).1  In response, the EPA developed 
more stringent controls on coal-fired power plant emissions in order to assist states in 
attaining the National Ambient Air Quality Standard (NAAQS) for PM.   
The evolution of federal actions in regulation of power plants occurred in two phases.  
The first phase was the Acid Rain Program (ARP), which began in 1995 and affected power 
plants located in 21 eastern states.2,3  The ARP implemented the first innovative cap-and-
trade approach to control acid deposition.  This approach sets an overall cap on SO2 
emissions but provides emission sources with flexibility in how they comply.  The ARP 
required a 42% reduction in SO2 emissions from power plants by 2010, relative to 1990 
emissions.3  In 2005, the second phase of controls, known as the Clean Air Interstate Rule 
(CAIR), began in response to the new NAAQS for PM2.5 (PM with aerodynamic diameter ≤ 
2.5 µm), set in 1997.3,4  Specifically, the CAIR, developed under the "good neighbor" 
provision of the Clean Air Act, was designed to reduce the level of cross-border transport of 
PM2.5 precursors.  Similar to the ARP, the EPA also created trading programs to reduce 
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power plant emissions of SO2 and NOx.  CAIR affected power plants located in 27 eastern 
states; it set regional caps on SO2 emissions to take effect in 2010, with lower caps to be 
promulgated in 2015.4 
Since 1997, urban areas in the eastern states have experienced difficulty in attaining 
the new PM2.5 standards due to transport of PM2.5 precursors from sources in upwind states.3  
To address this challenge, EPA has proposed tighter federal limits on coal-fired power plant 
emissions, most recently under the Cross-State Air Pollution Rule, which would replace the 
CAIR.  Anticipating tighter federal regulations in the future, and due to concerns about haze 
in the Appalachian Mountains, North Carolina (NC) moved ahead and enacted its own state 
regulation in 2002 to require pollutant emission reductions at coal-fired power plants.5-7  In 
brief, this legislation, known as the Clean Smokestacks Act, required the state’s 14 major 
coal-fired power plants to progressively reduce NOx emissions by 60% by 2009 and SO2 
emissions by 72% by 2013, relative to 2002 emissions.  None of the states neighboring NC 
established similarly stringent legislation, although Maryland’s Healthy Air Act required the 
state’s coal-fired power plants to achieve 85% and 75% cuts in SO2 and NOx emissions, 
respectively, in 2013, relative to 2002 emissions.8 
An increasing number of studies have investigated the responses of total PM2.5 
concentrations to U.S. power plant SO2 emission reductions.2,9,10  Few studies, however, have 
used observed PM2.5 sulfate concentrations (a major component of PM2.5, formed mainly 
from power plant emissions) or concentrations associated with specific pollution sources 
(e.g., coal-fired power plants) in their assessments of regulatory impacts on air quality11-14 or 
public health.15,16  Previous analyses using time series pollutant concentration data and/or air 
quality models have found that ambient PM2.5 levels decreased over time following federally 
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mandated SO2 emissions reductions and suggested that the benefits of federal emissions 
control policies outweighed their costs.  However, these previous studies have not considered 
the additional benefits from state policies more stringent than federal requirements.  
Furthermore, the previous studies assumed the health impacts of PM2.5 are the same no matter 
what the source, despite mounting evidence that PM2.5 toxicity differs by source due to 
differential PM composition.17  Hence there is a need for analyses of air quality and health 
benefits that account for state policies and source-specific PM2.5 toxicity. 
This study evaluates the health and air quality benefits for NC of decreases in SO2 
emissions brought about by the NC Clean Smokestacks Act.  We compare observed PM2.5 
sulfate concentrations to SO2 emissions over time and examine changes in the public health 
burden due to coal-fired power plant emissions using an approach that combines trend 
analysis,18 modern spatiotemporal geostatistics,19,20 and a health impact assessment 
accounting for the toxicity of PM2.5 sulfate.21  This analysis is the first to apply such an 
integrated assessment method to a given PM2.5 component (i.e., PM2.5 sulfate).  We 
hypothesize that NC’s ambient PM2.5 levels and associated health burdens have decreased 
due to emission reductions achieved under the Clean Smokestacks Act. 
 
4.3 Materials and Methods 
Air pollution data sources and preparation.  SO2 emissions data were acquired for 
11 years, 2002 through 2012, from the EPA’s National Emissions Inventory (NEI)22 and 
EPA’s Clean Air Markets Program Data (AMPD).23  The NEI database collects air pollution 
emission data by source sectors and is updated every three years.  The AMPD database 
provides continuous emissions monitoring (CEM) data at the facility level.  To account for 
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regional differences in emission trends, we partitioned NC into three distinct geographic 
regions: the coastal plain in the east, the piedmont in the center, and the mountains in the 
west (Supporting Information (SI), Figure S4.1).  The CEM SO2 emissions reported for each 
NC coal-fired power plant regulated by the Clean Smokestacks Act were aggregated to 
annual power plant SO2 emissions from 2002 to 2012 for the whole state and each of these 
sub-regions.  To evaluate impacts of interstate transport, the CEM data obtained covered not 
only NC but also the other 13 southeastern states and the District of Columbia (SI, Figure 
S4.1).  For these other states, SO2 emissions reported for each facility were aggregated to 
annual total SO2 emissions at both the state and regional levels for the study period. 
We acquired PM2.5 sulfate monitoring data for 2002-2012 for the southeastern region 
from two sources: the EPA’s Air Quality System (AQS)24 and Federal Land Manager 
Database (FED).25  These on-line databases contain data collected from two different air 
quality monitoring networks:  the EPA Chemical Speciation Trends Network (STN or CSN) 
and the Interagency Monitoring of Protected Visual Environments (IMPROVE) network.  
Both networks collect and analyze 24-hour samples every three days.  There were a total of 
133 PM2.5 speciation monitoring sites across the southeastern US (SI, Figure S4.1).  Over the 
time period analyzed, a total of 9,545 and 72,112 daily measurements for NC and the whole 
southeastern region, respectively, were included in the analyses.  Daily measurements were 
pooled to form annual average concentrations for trend comparison with annual SO2 
emissions at the sub-regional and state levels and for estimation of spatiotemporal variation 
in PM2.5 sulfate concentrations. 
Autoregressive error model for air pollution trend analysis.  In order to test 
whether there is a statistically significant temporal trend in SO2 emissions and PM2.5 sulfate 
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concentrations, trend analysis was used to model the eleven years of emission and 
concentration data.  An autoregressive error model was employed to correct for 
autocorrelation of errors in time series of emissions and concentrations.  A linear regression 
model with autoregressive errors can be written as18 
BP  PK  QP  
            with QP  RQP  RQP  S  TP and TP~VV( W$0, X',                              [4.1] 
where BP is the annual emission or concentration, P is the time period (i.e., years), K 
represents the regression coefficient, QP is the autocorrelated regression error, R is the 
autoregressive error model parameters, TP is the random error assumed to be normally and 
independently distributed with mean 0 and variance X.  To increase stability and 
interpretability of the analysis, both the emission and concentration data were log-
transformed.26  The regression errors were assumed to follow a first-order autoregressive 
process; that is, each error is correlated with the error immediately before it.  To facilitate 
comparison of trends, the regression coefficients (β) and their 95% confidence intervals (CI) 
were presented as the percent change in emission or concentration for one year (i.e., average 
annual percent change) using the formula (exp(β×1)−1)×100.26  The annual percent changes 
were intercompared and analyzed by the Chow F-test.27  This allowed us to test whether the 
trends differ significantly between NC and each of the other southeastern states and whether 
the trends differ in NC between the piedmont, mountain, and coast regions.  Trends in 
emission and concentration were reported in tables for each of the sub-regions in NC and 
each of the southeastern states.  Temporal patterns of annual emissions and concentrations 
were also plotted.  The trend analyses were performed using SAS statistical software (version 
9.2; SAS Institute Inc., Cary, NC). 
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Bayesian maximum entropy method for air pollution modeling.  The Bayesian 
Maximum Entropy (BME) approach, an advanced method of space/time geostatistics, was 
employed to estimate spatiotemporal variation in PM2.5 sulfate concentrations over the 
southeastern United States.  Complete descriptions of the BME method have been published 
elsewhere.19,28  In brief, the PM2.5 sulfate concentration is modeled as a spatiotemporal 
random field (S/TRF).  The BME method first applies maximum entropy theory to produce a 
prior probability density function (PDF) describing the S/TRF based on general knowledge 
about the S/TRF.  Then, BME updates this prior PDF by employing a Bayesian 
conditionalization rule on site-specific knowledge about the S/TRF to yield a posterior PDF.  
The posterior PDF describes the spatiotemporal distribution of the PM2.5 sulfate 
concentration, which serves as the input of air quality surfaces to be used in the health impact 
assessment. 
In this study, the general knowledge for the S/TRF comprised the space/time mean 
trend and the covariance structure of the S/TRF; that is, we assumed that the ambient PM2.5 
sulfate concentration S/TRF can be modeled as the sum of a mean trend function and a 
residual S/TRF.28  A mean trend is a spatiotemporal function that describes consistent 
patterns in the distribution of PM2.5 sulfate concentrations, and this function was 
characterized by an additive space/time mean trend model.  The mean trend was then 
subtracted from the original PM2.5 sulfate concentration S/TRF to yield the residual PM2.5 
sulfate concentration S/TRF.  The residual field is a spatiotemporal covariance function that 
describes the spatiotemporal variability of PM2.5 sulfate concentrations that could not be 
explained by the mean trend function.  We estimated values of the covariance function for 
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different classes of spatial and temporal differences between any two space/time points and 
then fitted a space/time covariance model to these estimated values.   
The site-specific knowledge included hard data (accurate measures) and soft data 
(measures with uncertainty).28  Since we were concerned with long-term health effects of 
PM2.5 sulfate exposure, the annual average concentration was selected as the indicator of 
chronic exposure to PM2.5 sulfate.  Hard and soft data for yearly average concentration were 
constructed to account for uncertainty associated with the calculation of a yearly 
concentration from an incomplete set of daily measurements.29,30  In this study, the yearly 
average concentration at any date t was defined as the average of daily measurements over 
the 365 days preceding date t.  If the set of intended daily measurements for the 365 days 
prior to t was at least 75% complete (the number of intended measurements was 121 as the 
sampling frequency was every three days), the yearly average value calculated for date t was 
considered hard.  Otherwise, the calculated value was considered soft.  Soft data were 
assumed and characterized by the PDF of a normal distribution truncated below zero, as 
yearly concentrations cannot be negative.  A full numerical description for constructing the 
hard and soft data is provided in the SI. 
Since our general knowledge about the S/TRF consisted of its mean trend and 
covariance structure, the BME equation can be written as28 
;$'  < = (>$'?$',                                                                       [4.2] 
where  is the BME estimated residual PM2.5 sulfate concentration at estimation points,  is 
the residual PM2.5 sulfate concentrations at mapping points (i.e., the union of the hard/soft 
data points and the estimation point), < is a normalization constant, > is the truncated normal 
PDF characterizing the uncertainty of soft data, ?  is the prior PDF obtained from the general 
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knowledge, and ; is the posterior PDF describing residual PM2.5 sulfate concentration at the 
estimation point.  Ultimately, the expected value and corresponding estimation error variance 
of PM2.5 sulfate concentration estimates were obtained by adding back the mean trend to the 
BME posterior PDF for residual PM2.5 sulfate concentration.  The BME interpolation was 
produced using the BMElib package31 implemented by MATLAB software (R2011a; 
MathWorks, Natick, MA).  Changes in concentrations across space and time were mapped 
for the southeastern US using ArcGIS software (version 10.0; ESRI, Redlands, CA).   
Estimation of health impacts.  Health impact functions enable the quantification of 
health outcomes from changes in population exposure to a pollutant of interest.  A log-linear 
function can be written as32 
∆B  $<J'BH  C1 2 E∆FGHI,                                                                   [4.3] 
where <J is the attributable fraction (the fraction of observed adverse health outcomes that 
could be prevented if the pollutant exposure were reduced by ∆', BH is the baseline 
incidence of the health outcome, K is the coefficient of association between pollutant 
concentration and health outcome [i.e., the concentration-response (C-R) 
function/coefficient], ∆ is the estimated air pollution change, GH is the baseline incidence 
rate of the health outcome, I is the size of the exposed population, and ∆B is the estimated 
change in the health outcome due to the change in pollutant exposure. 
There is growing evidence that PM toxicity varies by particle composition, but 
accounting for these differences in human health impact assessments remains quite 
challenging.  Hence we conducted our impact analysis in two ways—one with PM2.5 sulfate-
specific C-R functions and another using the conventional approach with one C-R function 
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for total PM2.5 mass—to evaluate whether using chemical-specific risk coefficients changes 
our health impact estimates.  Epidemiological literature for PM2.5 sulfate- and total PM2.5-
attributed C-R functions for premature mortality was examined to summarize the association 
between fine particulate concentration and health (SI, Table S4.1).  In this study C-R 
functions from prospective cohort studies were selected to estimate the long-term mortality 
risks of PM2.5 sulfate33-35 and total PM2.5.36-38  To obtain summary estimates of the health 
impacts, we pooled estimates of C-R functions from different studies into a single estimate 
using an inverse variance weighting approach, which takes into account the uncertainty of 
each estimate (SI, Table S4.1). 
County-level population and mortality data for 2002 and 2012 were acquired from the 
Centers for Disease Control and Prevention’s WONDER database.39  The baseline incidence 
rates of premature mortality were age-adjusted based on the year 2000 U.S. standard 
population, and the adjusted rates in 2010 (the latest rate) were used as a surrogate for 
baseline rates in 2012.  We estimated exposures to PM2.5 sulfate at the county level for 2002 
and 2012 using the BME method and assumed that all individuals within a county 
experienced the same changes in exposure levels.  Because we were concerned about the 
health impacts due to PM2.5 sulfate from man-made sources, the estimated air pollution 
change in each county was the difference between the estimated PM2.5 sulfate level and the 
estimated natural background level of PM2.5 sulfate.  We assumed a background level for 
non-anthropogenic PM2.5 sulfates of 0.2 µg/m3, which is the EPA estimate of background 
PM2.5 sulfates for the eastern United States.40,41 
Due to the substantial population growth in NC over the study period, we examined 
the change in fractions, in addition to numbers, of deaths attributable to PM2.5 sulfate (i.e., 
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AF) between 2002 and 2012.  The health impacts of PM2.5 sulfate exposure were estimated at 
the county level by aggregating AF and number of deaths within county boundaries.  To 
assess uncertainty in health impact estimates, we assumed that C-R functions and PM2.5 
sulfate exposure concentrations were normally and lognormally distributed, respectively.  
Monte Carlo simulation with an uncertainty sample size of 1,000 was used to generate a 95% 
CI for each mean incidence estimate.  The Monte Carlo simulations of health impacts were 
conducted using Analytica software (version 4.3; Lumina Decision Systems Inc., Los Gatos, 
CA), and mean estimates were mapped using ArcGIS software (version 10.0; ESRI, 
Redlands, CA). 
 
4.4 Results 
Trends in SO2 emissions.  Over the last decade, coal-fired power plants remained the 
dominant SO2 source in NC and more generally in the southeastern U.S., although their 
contribution to total SO2 emissions declined gradually (SI, Figure S4.2).  In NC, the 
percentage of SO2 emissions from coal-fired power plants decreased from 84% in 2002 to 
64% in 2011.  In contrast, in the southeastern US, coal-fired power plants’ contribution was 
relatively stable over the same period, with percentages ranging between 66% and 76% of 
SO2 emissions. 
Since 2002, the major power plants regulated by the NC Clean Smokestacks Act have 
reduced their SO2 emissions significantly (Table 4.1 and Figure 4.1).  The Act set caps on 
power plant SO2 emissions for 2009 and 2013; therefore, there was a steep decline from 2007 
to 2009 and a further decrease after 2010.  On average, annual SO2 emissions from these 
power plants decreased by over 20% per year (-20.3% year-1).  Between 2002 and 2012, 
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annual power plant SO2 emissions decreased from 459.7 thousand tons to 53.5 thousand 
tons—a reduction of nearly 90% (-88.4%).  Most of the state’s coal-fired power plants are in 
the piedmont region (SI, Figure S1), and the emissions reduction rate in this region was 
significantly faster (Chow p˂0.05) than in the coast and mountain regions.  Specifically, 
emissions from these piedmont-located power plants decreased by about 14-35% each year 
except for in one plant, where the emissions decreased by 8% per year (data not shown).  
Total SO2 emissions were also reduced in the Southeast over the same time period (Figure 
4.2; SI, Table S4.2) but at a lower average rate (-13.6% year-1) than in NC.  The Chow test 
results further indicate that emissions decreased significantly faster (Chow p˂0.05) in NC 
than in its neighboring states (Georgia, South Carolina, Tennessee, and Virginia)—none of 
which had enacted legislation comparable to the NC Clean Smokestacks Act.  Among other 
surrounding states in the Southeast, it appears that the Maryland had a higher (but not 
significantly different) reduction rate (-22.6% year-1) than NC, an indication that Maryland 
Healthy Air Act also achieved substantial emission reductions from power plants.  
Conversely, temporal trends in emissions did not vary significantly in some states, such as 
Arkansas and Louisiana, suggesting that flexibility offered by the federal trading programs 
might allow emissions to increase or to remain unchanged in some areas while decreasing in 
others. 
Trends in PM2.5 sulfate concentrations.  In accordance with SO2 emission trends, 
the temporal trends in PM2.5 sulfate concentrations demonstrated considerable reductions 
over the last decade (Table 4.1 and Figure 4.1).  The average annual decrease in PM2.5 sulfate 
in NC was around 9% per year (-8.7% year-1), and the trend was statistically significant.  As 
Figure 4.1 shows, this downward trend matched well with the period when the major 
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emission cuts from the state’s power plants occurred.  The statewide annual average level 
decreased from 4.2 µg/m3 in 2002 to 1.7 µg/m3 in 2012, corresponding to an overall decrease 
of 60%.  Again, the annual levels decreased significantly faster (Chow p˂0.05) in the 
piedmont than in other regions.  Annual PM2.5 sulfate concentrations also decreased in other 
southeastern states at rates of 5-10% per year (SI, Table S4.2).  
Bayesian Maximum Entropy Estimation of PM2.5 sulfate.  Figure 4.3 shows 
estimated annual mean PM2.5 sulfate concentrations in 2002 and 2012 for the southeastern 
United States.  These maps illustrate the considerable declines in PM2.5 sulfate concentrations 
from 2002 to 2012 in response to large-scale SO2 emission reductions across the southeastern 
US.  Temporal variations were substantial, but spatial patterns were generally consistent 
across years.  High PM2.5 sulfate concentrations tend to occur in areas where SO2 emission 
densities are high.  For example, concentrations were higher in the piedmont region of NC as 
the majority of coal-fired power plants are located in this region.  Possibly due to the 
regulatory efforts of SO2 emission reductions, the highest estimated PM2.5 sulfate reductions 
between 2002 and 2012 also occurred in the central piedmont (SI, Figure S4.3), which is 
consistent with results from our trend analysis. 
Statewide premature mortality health impacts.  Consistent with the temporal trend 
in PM2.5 sulfate concentrations, the annual percentage of premature deaths attributable to 
PM2.5 sulfate exposure declined significantly from 2002 to 2012 (Table 4.2).  Further, the 
health impact estimates are substantial regardless of the choice of C-R function on which 
they are based. According to the PM2.5 sulfate risk function, the attributable fraction of all-
cause deaths decreased by 63%, from 3.2% (95% CI: 1.8%, 4.5%) in 2002 to 1.2% (95% CI: 
0.62%, 1.8%) in 2012.  This decline in health risks equates to about 1,700 (95% CI: 1,500, 
 118 
1,800) premature deaths avoided in 2012, compared to deaths expected if SO2 emissions had 
remained unchanged; that is, if the premature mortality risk associated with PM2.5 sulfate had 
remained the same in 2012 as in 2002, then an additional 1,700 deaths would have been 
expected.  If the total PM2.5 risk function was applied, the percentage of deaths decreased by 
60%, and the risk model predicts that about 1,300 (95% CI: 1,300, 1,400) premature deaths 
were avoided in 2012.  Similar trends were also observed for other cause-specific deaths, 
with about 60% reduction for both cardiopulmonary- and lung cancer-related causes between 
2002 and 2012, irrespective of the C-R function used.   
In addition to temporal reductions, there is also substantial geographic variation in 
mortality risk (Figure 4.4).  In 2002, the estimated percentage of deaths attributed to PM2.5 
sulfate was above 2.4% for all counties (according to the PM2.5 sulfate risk function).  In 
2012, no counties were above this level, and all counties were below 1.4%.  This general 
trend holds true for cardiopulmonary and lung cancer mortality risk estimates (SI, Figures 
S4.4 and S4.5).  In comparison to the mountain and coast regions, most counties in the 
piedmont region had higher percentages of all-cause deaths attributable to PM2.5 sulfate 
exposure.  Risk estimates based on the conventional total PM2.5 risk functions displayed 
similar geographic patterns in NC (figures not shown). 
Limitations.  One limitation of this analysis is that the BME interpolation of PM2.5 
sulfate concentrations may be biased in areas that lack sufficient monitors.  However, these 
areas are typically less populated, so the resulting bias in estimated health effects is expected 
to be small.  Another limitation is uncertainty regarding the dose-response relation between 
PM2.5 sulfate particles and health outcomes, as recent toxicological and epidemiologic 
research has yielded somewhat contradictory results with regard to the human health effects 
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of PM2.5 sulfate particles.42,43  Nonetheless, we have endeavored to account for this 
uncertainty by using health impact functions from epidemiologic studies that have been 
subjected to extensive prior review.  As a result of these limitations, the health benefits 
estimated are subject to additional aleatory and epistemic uncertainty. 
 
4.5 Discussion 
Retrospective evaluation of the effectiveness of emission reduction programs can 
communicate the benefits of these programs to policymakers and the general public.  The 
present study provides strong evidence that the combination of state and federal policies to 
reduce SO2 emissions from coal-fired power plants has resulted in significant improvements 
in air quality and health in NC.  PM2.5 sulfate concentrations in ambient air decreased at an 
average annual rate of 8.7% during 2002-2012.  As a result, in 2012, approximately 1700 
fewer premature deaths occurred than expected if PM2.5 sulfate concentrations had remained 
the same as in 2002.   
This study further suggests that implementation of the NC Clean Smokestacks Act 
reduced coal-fired power plant emissions more than would have occurred due to the federal 
policies alone.  SO2 emissions from coal-fired power plants decreased at an annual average 
rate of 20.3% during 2002-2012—a significantly greater rate than the 13.6% rate of decrease 
across all southeastern states and also significantly greater than the decreases observed in the 
four states neighboring NC.  The peak rate of decrease in both SO2 emissions and PM2.5 
sulfate concentrations, which occurred between 2007 and 2009, corresponds to the time 
period during which the Clean Smokestacks Act required the state’s largest electricity 
providers (Duke Energy and Progress Energy) to substantially decrease SO2 emissions: Duke 
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Energy to 150,000 tons per year and Progress Energy to 100,000 tons per year from previous 
emissions of 223,098 and 147,269 tons, respectively.5  The annual decrease in PM2.5 sulfate 
concentrations was higher in the NC Piedmont region, where 9 of the state’s 14 major coal-
fired power plants are located, than in other regions, lending further support to the hypothesis 
that the Clean Smokestacks Act benefited air quality and health beyond the benefits of 
federal legislation alone. 
The declining trends in regional PM2.5 sulfate concentration reported in this study (-
7.9% per year in the Southeast) are consistent with multiple recent studies illustrating the 
benefits of federal air quality policies.  For example, Hand et al. found that PM2.5 sulfate 
concentrations in the Southeast decreased at an annual rate of between 4.4% and 6.6% during 
2001-2010.13  Similarly, Blanchard et al. observed downward trends ranging from 3.7% to 
6.2% per year during 1999-2010.11  This work extends these previous studies by using 
modern geostatistical techniques to interpolate PM2.5 sulfate concentrations across space and 
time, in order to support health impact assessment.  The previous studies estimated trends 
and used simple interpolation algorithms (e.g., kriging) to estimate trends in unmonitored 
locations but did not employ the full power of space-time interpolation offered by the BME 
technique. 
In this study, the relationship between SO2 emission trends and ambient PM2.5 sulfate 
concentrations followed a similar temporal pattern, with periods of decline in SO2 emissions 
corresponding to periods of rapid decline in ambient PM2.5 sulfate concentrations (Figure 
4.1).  This relationship also is consistent with the previous work by Hand et al.13 and 
Blanchard et al..11  Hand et al. found that power plant SO2 emissions in the Southeast 
decreased at a similar rate as PM2.5 sulfate concentrations from 2001 to 2010 (-6.4% per 
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year), suggesting a linear relationship between emissions and concentrations.  Blanchard et al. 
observed an annual emission reduction rate of 7.9% in the Southeast during 1999-2010, 
approximately linear with the downward trends in PM2.5 sulfate concentrations. 
This study found the rate of decrease in PM2.5 sulfate concentrations was greater on 
average in NC than in the Southeast (8.7% per year as compared to 7.9% per year), but this 
difference was not statistically significant, despite the significantly greater reduction in SO2 
emissions in NC than in the Southeast.  This result is also consistent with previous studies 
showing the important influence of long-range transport of SO2 on local ambient PM2.5 
sulfate concentrations.  For example, EPA reported that most PM2.5 sulfates in the eastern 
United States are converted from regional SO2 emissions, and power plants are the largest 
contributor to these regional emissions.44  Specifically, Wagstrom and Pandis estimated that 
the average transport distance for SO2 in the East ranges from 115 to 220 kilometers.45  It is 
possible that the reductions in SO2 emissions in NC contributed substantially to the decreases 
in PM2.5 sulfate concentrations in surrounding states and that, as a result, the benefits 
substantially exceed those in NC alone.  Despite the lack of a significant difference in the 
rate of decline in PM2.5 sulfate concentration in NC as compared to in the Southeast region, 
our spatiotemporal analysis nonetheless showed substantial geographic variation in PM2.5 
sulfate concentrations in the Southeast, with the highest concentrations occurring in areas of 
significant SO2 emissions, including the NC Piedmont region.  Thus, although the percentage 
rate of decline in PM2.5 sulfate concentration is similar throughout much of the Southeast, our 
results indicate that local SO2 emissions strongly influence the distribution of PM2.5 sulfates 
and that, importantly, direct reductions from local sources appear to be effective in reducing 
PM2.5 sulfate levels both locally and in surrounding areas. 
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 Our health impact estimates also are consistent with a recent national health impact 
assessment by Fann et al..16  The authors used an air quality model (CAMx) to estimate how 
U.S. air quality and health impacts attributable to 23 categories of emission sectors would 
change under new pollution emissions regulations.  One of the proposed regulations Fann et 
al. considered is the Cross-State Air Pollution Rule, which is expected to impose stricter 
limits on power plants in the eastern United States similar to those implemented under the 
NC Clean Smokestacks Act.  The cross-state rule was upheld by the U.S. Supreme Court in 
an April 2014 decision.  Fann et al. estimated that if the new rule were implemented, then the 
total number of premature deaths in the U.S. attributable to power plant emissions would 
decrease from about 38,000 in 2005 to about 17,000 in 2016—a decline of 55%.  This 
change is comparable to the decrease in premature mortality in NC that we estimated already 
has occurred at least in part as a result of the NC Clean Smokestacks Act (Table 4.2).  The 
major difference between our approach and that of Fann et al. is that Fann et al. used an air 
quality model to predict air quality and health benefits if the Cross-State Air Pollution Rule 
were to be implemented, whereas we show the observed effects after NC’s implementation of 
regulations comparable to the pending federal rule.  Our results thus empirically validate the 
predictions of Fann et al. and lend further support for the health benefits of decreasing air 
pollutant emissions from power plants. 
In summary, our findings suggest that the NC Clean Smokestacks Act, in conjunction 
with federal legislation, has substantially reduced coal-fired power plant emissions and, as a 
result, has improved air quality and public health in NC.  SO2 reductions in NC were 
significantly faster than the reductions across all southeastern states as well as the reductions 
in the four states neighboring NC, further suggesting that implementation of the Clean 
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Smokestacks Act reduced coal-fired power plant emissions beyond what would have 
occurred due to federal legislation alone.  The Clean Smokestacks Act positions NC to 
respond to more stringent NAAQS for PM2.5 and could serve as a model for similar actions 
taken by other states.   Furthermore, these results provide additional evidence of the benefits 
of the tightened standard proposed under the Cross-State Air Pollution Rule. 
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Table 4. 1:  Annual (mean and 95% CI) and overall percent changes by region for SO2 emissions and PM2.5 sulfate concentrations 
(2002-2012).  
Pollutant Trend Region Annual percent change (% year-1) 
Chow 
p-valuea 
 
Overall percent changeb 
(%) 
SO2 emission North Carolina -20.3 (-27.0, -13.1)  -88.4 
             Coast -7.0 (-11.8, -1.9) ˂ 0.05 -63.3 
 Mountain NSc ˂ 0.05 -89.1 
 Piedmont -22.9 (-30.6, -14.3) - -91.1 
PM2.5 sulfate concentration North Carolina -8.7 (-12.3, -5.1)  -60.1 
             Coast -8.2 (-11.3, -5.1) ˂ 0.05 -58.7 
 Mountain -8.8 (-12.4, -5.1) ˂ 0.05 -59.8 
 Piedmont -9.5 (-12.8, -6.1) - -63.8 
a The Chow test was used to analyze whether the annual percent changes differ significantly in NC between the piedmont and mountain/coast regions. 
b Overall percent change was defined as the overall change in mean value (emission or concentration) from 2002 to 2012 using the formula $YZ[\]^_`^YZ[\]^__^'YZ[\]^__^ &`__. 
c
 NS: Not significant at the 5% level (p ≥ 0.05). 
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Table 4. 2:  Decrease in fraction (AF) and number of premature deaths attributable to PM2.5 sulfate in NC. 
Cause of Death/ 
C-R Function Type 
AF (95% CI) Overall Decrease 
in AFc  
Attributable Deaths Prevented 
by Clean Air Rules in 2012 
(95% CI) 
2002a 2012b 
All-cause    
PM2.5 sulfate 3.2% 
(1.8, 4.5) 
1.2% 
(0.62, 1.8) 
-63% 1,700 
(1,500, 1,800) 
Total PM2.5 2.5% 
(1.6, 3.4) 
1.0% 
(0.55, 1.4) 
-60% 1,300 
(1,300, 1,400) 
Cardiopulmonary Diseased     
     PM2.5 sulfate 4.9% 
(2.9, 6.9) 
1.9% 
(1.0, 2.7) 
-61% 970 
(910, 1,000) 
     Total PM2.5 4.8% 
(3.3, 6.2) 
1.8% 
(1.1, 2.5) 
-63% 940 
(900, 980) 
Lung Cancere    
     PM2.5 sulfate 5.9% 
(1.9, 9.9) 
2.3% 
(0.63, 3.9) 
-61% 210 
(190, 240) 
     Total PM2.5 5.5% 
(3.0, 8.0) 
2.1% 
(1.0, 3.2) 
-62% 200 
(190, 210) 
a Total number of cause-specific deaths (age ≥ 25) in 2002 for all-cause: 74,876; cardiopulmonary disease: 33,799; lung cancer: 5,043. 
b Total number of cause-specific deaths (age ≥ 25) in 2012 for all-cause: 78,381; cardiopulmonary disease: 29,702; lung cancer: 5,429. 
c
 Overall decrease was defined as the overall change in mean value (i.e., AF) from 2002 to 2012 using the formula $YZ[\]^_`^YZ[\]^__^'YZ[\]^__^ & `__. 
d
 International Classification of Diseases, Tenth Revision (ICD-10) codes I00-I78, J10-J18, J40-J47, and J67. 
e
 ICD-10 code C34. 
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Figure 4. 1:  Annual power plant SO2 emissions (left) and PM
subregions (coast: dotted line; mountain: hollow line; piedmont: dashed line).  The caps on power plant SO
Clean Smokestacks Act are indicated by horizontal arrows
concentration. 
 
2.5 sulfate concentrations (right) for NC (solid line) and each of its 
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.  The whiskers correspond to the standard error of the mean PM
 
emissions set by the 
2.5 sulfate 
  
1
2
7
 
 
 
  
Figure 4. 2:  Annual percent changes in SO
whiskers correspond to the upper and lower bounds of the 95% confidence interval.  
The Chow test was used to analyze whether the annual percent changes differ 
significantly between NC and each of the other states.
2 emissions by state (2002-2012).  The 
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Figure 4. 3:  Spatial distribution of estimated PM2.5 sulfate concentrations for the southeastern US in (a) 2002 and (b) 2012. 
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Figure 4. 4:  Percentage of annual all-cause deaths attributable to PM2.5 sulfate in NC in (a) 2002 and (b) 2012. 
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4.6 Supporting Information 
Materials and Methods 
Hard and soft data construction for BME interpolation  
The yearly average concentration at date a was defined as the average of daily 
concentrations over the 365 days preceding date a.  Let bc be the intended number of daily 
measurements at station V under normal operating conditions.  In this study, bc was typically 
equal to 121 as the sampling frequency was every three days, while the actual number of 
daily concentrations recorded at station V for the 365 days prior to date a was b,P d bc.  If 
the set of b,P was at least 75% complete (i.e., b,P e 0.75bc), the yearly average 
concentration at station V and date a (i,P) was treated as a hard datum and was defined as the 
mean of the daily concentrations observed over a year span ending at date a (B,, where 
j  1 … , b,P), which can be written as 
                                    i,P   ∑ l,m,n,n                                                                  [S4.1] 
If the set of b,P was incomplete (i.e., 0 o b,P o 0.75bc), the yearly average 
concentration at station V and date a was treated as a soft datum.  We assumed that a soft 
datum was characterized by a probability density function of a normal distribution with the 
mean i,P and the standard deviation X,P truncated below zero, as concentrations cannot be 
negative.  The mean i,P for a soft datum was defined as the sample mean of the daily 
concentrations measured at station V over a year preceding date a and was calculated also 
using the equation S1.  The corresponding standard deviation X,P was defined as 
                             X,P   p∑ $l,q,n'9m,n $,n'r,n & #c,nc                                     [S4.2] 
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where the first term of equation S4.2 is the standard deviation of the sample mean and the 
second term is a finite population correction factor that accounts for the incompleteness of 
the intended set of daily concentrations. 
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Supporting Tables and Figures 
Table S4. 1:  Epidemiological studies by cause of death used as a source of concentration–response function data. 
Cause of Death/ 
C-R Function Type Reference Study Study Design 
Study 
Population 
Age, years 
Exposure 
Indicator 
Incremental 
Change,  
µg/m3 
Relative Risk 
(95% CI) 
All-cause       
   PM2.5 sulfate Krewski et al. (2000) ACSc Prospective cohort ≥ 30 Annual average 19.9 1.16  (1.10, 1.23) 
 Krewski et al. (2000) H6Cd Prospective cohort ≥ 25 Annual average 8 1.26  (1.08, 1.47) 
 Pooled estimate     1 1.008 (1.005, 1.011) 
   Total PM2.5 Pope et al. (2002) ACS Prospective cohort ≥ 30 Annual average 10 1.06 (1.02, 1.11) 
 Krewski et al. (2009) ACS Prospective cohort ≥ 30 Annual average 10 1.06 (1.04, 1.08) 
 Lepeule et al. (2012) H6C Prospective cohort ≥ 25 Annual average 10 1.14  (1.07, 1.22) 
 Pooled estimate     1 1.006 (1.005, 1.008) 
Cardiopulmonary Diseasea       
   PM2.5 sulfate Krewski et al. (2000) ACS Prospective cohort ≥ 30 Annual average 19.9 1.28  (1.19, 1.40) 
 Pooled estimate     1 1.012 (1.008, 1.017) 
   Total PM2.5 Pope et al. (2002) ACS Prospective cohort ≥ 30 Annual average 10 1.09 (1.03, 1.16) 
 
Krewski et al. (2009) ACS Prospective cohort ≥ 30 Annual average 10 1.13  (1.10, 1.16) 
 Pooled estimate     1 1.012 (1.009, 1.014) 
Lung Cancerb       
  
1
3
3
 
   PM2.5 sulfate Krewski et al. (2000) ACS Prospective cohort ≥ 30 Annual average 19.9 1.36  (1.13, 1.65) 
 Pooled estimate     1 1.016 (1.006, 1.025) 
   Total PM2.5 Pope et al. (2002) ACS Prospective cohort ≥ 30 Annual average 10 1.14 (1.04, 1.23) 
 
Krewski et al. (2009) ACS Prospective cohort ≥ 30 Annual average 10 1.14  (1.06, 1.23) 
 
Lepeule et al. (2012) H6C Prospective cohort ≥ 25 Annual average 10 1.37 (1.07, 1.75) 
 
Pooled estimate     1 1.014 (1.009, 1.020) 
a
 International Classification of Diseases, Tenth Revision (ICD-10) codes I00-I78, J10-J18, J40-J47, and J67. 
b
 ICD-10 code C34. 
c American Cancer Society study. 
d
 Harvard Six Cities study. 
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Table S4. 2:  Annual (mean and 95% CI) and overall percent changes by state for SO2 
emissions and PM2.5 sulfate concentrations (2002-2012). 
Pollutant 
Trend State 
Annual percent 
change 
(% year-1) 
Chow 
p-valuea 
 
Overall percent 
changeb 
(%) 
SO2  Alabama -11.6 (-16.3, -6.6) ˂ 0.05 -71.3 
emission Arkansas NSd ˂ 0.05    7.8 
 Delaware -18.8 (-27.5, -9.0) ˂ 0.05 -91.7 
 District of Columbia NSd ˂ 0.05 -98.0 
 Florida -16.4 (-20.6, -12.0)   0.34 -82.4 
 Georgia -14.6 (-22.2, -6.4) ˂ 0.05 -80.4 
 Kentucky -9.7 (-11.9, -7.5) ˂ 0.05 -61.4 
 Louisiana NSd ˂ 0.05 -22.3 
 Maryland -22.6 (-34.4, -8.7)   0.09 -91.5 
 Mississippi -7.1 (-10.2, -3.9) ˂ 0.05 -43.4 
 North Carolina -20.3 (-27.0, -13.1) - -88.4 
 South Carolina -13.8 (-19.1, -8.2) ˂ 0.05 -77.4 
 Tennessee -14.4 (-17.6, -11.1) ˂ 0.05 -80.3 
 Virginia -16.2 (-21.1, -11.1) ˂ 0.05 -86.7 
 West Virginia -17.9 (-23.5, -11.9)   0.53 -84.2 
 Southeastc -13.6 (-18.0, -9.0) ˂ 0.05 -76.3 
PM2.5  Alabama -7.9 (-10.8, -5.0)   0.27 -55.9 
sulfate  Arkansas -6.2 (-8.1, -4.4) ˂ 0.05 -46.5 
concentration Delaware -8.3 (-10.8, -5.6)   0.19 -57.9 
 District of Columbia -9.8 (-12.5, -7.0)   0.08 -63.3 
 Florida -6.5 (-9.0, -3.9) ˂ 0.05 -46.2 
 Georgia -9.0 (-11.6, -6.3)   0.95 -60.7 
 Kentucky -6.9 (-9.2, -4.5)   0.02 -52.1 
 Louisiana -4.8 (-6.9, -2.6) ˂ 0.05 -39.4 
 Maryland -9.3 (-11.2, -7.2) ˂ 0.05 -59.6 
 Mississippi -6.9 (-8.9, -4.9)   0.58 -46.1 
 North Carolina -8.7 (-12.3, -5.1) - -60.1 
 South Carolina -7.9 (-11.0, -4.8)   0.91 -55.8 
 Tennessee -8.3 (-11.1, -5.4)   0.53 -56.0 
 Virginia -9.6 (-12.1, -7.1)   0.51 -62.9 
 West Virginia -6.0 (-10.1, -1.8)   0.07 -43.3 
 Southeastc -7.9 (-10.7, -5.2)   0.82 -55.7 
a The Chow test was used to analyze whether the annual percent changes differ significantly between 
North Carolina and each of the other states. 
b Overall percent change was defined as the overall change in mean value (emission or 
concentration) from 2002 to 2012 using the formula $YZ[\]^_`^YZ[\]^__^'YZ[\]^__^ & `__. 
c
 Southeast region covers 14 southeastern states and the District of Columbia. 
d
 NS: Not significant at the 5% level (p ≥ 0.05). 
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Figure S4. 1:  Air quality monitoring sites in the southeastern US.  Triangle symbol 
represents coal-fired power plant in NC subject to Clean Smokestacks Act; circle 
symbol represents PM2.5 Interagency Monitoring of Protected Visual Environments 
(IMPROVE) site; square symbol represents PM2.5 Chemical Speciation Trends 
Network (STN) site. 
  
 
 
Figure S4. 2:  Percentage of annual SO
sectors for NC and the southeastern US (Southeast).  Data were 
obtained from the EPA National Emissions Inventory, which is 
prepared every three years.
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Figure S4. 3:  Estimated reductions in annual PM2.5 sulfate concentrations for the 
southeastern US between 2002 and 2012. 
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Figure S4. 4:  Percentage of annual cardiopulmonary deaths attributable to PM2.5 sulfate in NC in (a) 2002 and (b) 2012. 
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Figure S4. 5:  Percentage of annual lung cancer deaths attributable to PM2.5 sulfate in NC in (a) 2002 and (b) 2012. 
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CHAPTER 5 
Conclusions 
 
5.1 Key Findings and Implications 
This dissertation has addressed several aspects of assessing differential exposure to 
and risks of fine particulate air pollution from multiple sources.  It demonstrated a method to 
predict population exposure to PM2.5 (Chapter 2), to quantify the resulting public health 
burden (Chapter 3), and to evaluate benefits of controlling pollutant emissions contributing to 
PM2.5 air pollution (Chapter 4).  The research presented in this dissertation improves the 
scientific basis for developing source-based PM2.5 control strategies and offers a potentially 
important tool for assessing the health risks associated with different sources of PM2.5. 
While PM2.5 has long been associated with adverse health effects, relatively little is known 
about the differential risks posed by PM2.5 from different sources (for example, power plants, 
motor vehicles, and wildfires).1  Furthermore, as noted in Chapter 1, the current regulatory 
approach treats all PM2.5 as equally risky, regardless of its source.  Identifying the most 
harmful particle types and their respective sources is essential to improve PM2.5 control 
strategies, in order to reduce the public health burden of PM2.5.  Currently, methods for 
quantifying the differential risks of PM2.5 from different sources are insufficient.2  The novel, 
integrated method for assessing the health impacts of PM2.5 from different sources helps to 
address this gap.  An additional outcome of this dissertation is the demonstration of the new 
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method to evaluate health and air quality benefits of policies to reduce coal-fired power plant 
emissions, focusing on the NC’s Clean Smokestacks Act. 
Chapter 2 demonstrated a new exposure assessment approach for characterizing 
population exposure to PM2.5 from different sources.  This approach combines receptor 
modeling source apportionment with spatiotemporal interpolation via the Bayesian maximum 
entropy method.  This chapter further examined a receptor modeling approach that combines 
information on the PM2.5 chemical composition with information on volatile organic 
compounds (VOCs) and gaseous pollutants in order to better differentiate among pollution 
sources.  The results showed that the major contributors to southeastern US PM2.5 are 
secondary sulfate (formed from power plant and industrial emissions), biomass burning 
(from wildland and prescribed fires), mobile (on-road and nonroad), secondary nitrate 
(formed from motor vehicle and power plant emissions), and soil; combining data on VOCs 
and gaseous pollutants with PM2.5 composition data helped separate the mobile source into 
gasoline and diesel factors.  Between 2002 and 2012, PM2.5 attributable to power plants and 
motor vehicles declined considerably, with high concentration changes occurring in areas 
where emission source densities are high.  These findings lend support for the air quality 
benefits of reducing emissions from power plants and motor vehicles as well as suggesting 
that routinely collected data on multiple air pollutants can offer valuable insights into sources 
of PM2.5. 
Chapter 3 introduced a novel, integrated risk assessment method for quantifying 
adverse health effects attributable to different PM2.5 pollution sources.  This method 
combines the exposure assessment tool developed in Chapter 2 with a health impact 
assessment accounting for the differential toxicity of PM2.5 from different sources.  In the 
 147 
southeastern US, although emissions from power plants, biomass burning, and motor 
vehicles remain the major PM2.5 sources, ambient levels of PM2.5 attributable to these sources, 
especially power plants and mobile emissions, have considerably declined since 2002.  As a 
result of improved air quality, the risk of premature death attributable to these leading 
sources in the southeastern US decreased, resulting in altogether thousands of premature 
deaths prevented in 2012.  These findings provide quantitative evidence of the health benefits 
of reducing emissions from power plants and motor vehicles under federal legislation. 
Chapter 4 analyzed SO2 emissions and PM2.5 sulfate concentrations in the 
southeastern United States during 2002-2012, in order to evaluate the health impacts in NC 
of the NC Clean Smokestacks Act of 2002.  This state law required progressive reductions 
(beyond those mandated by federal rules) in pollutant emissions from NC’s coal-fired power 
plants.  Although coal-fired power plants remain NC’s leading SO2 source, the results show 
significant declines in SO2 emissions and PM2.5 sulfate concentrations since passage of the 
act.  Emissions reductions were significantly greater in NC than in neighboring states, and 
emissions and PM2.5 sulfate concentration reductions were highest in NC’s piedmont region, 
where 9 of the state’s 14 major coal-fired power plants are located.  These air quality 
improvements decreased the risk of premature death attributable to PM2.5 sulfate in NC, 
resulting in an estimate of thousands of premature deaths prevented in 2012.  These findings 
lend support to recent studies predicting that implementing the proposed federal Cross-State 
Air Pollution Rule (recently upheld by the U.S. Supreme Court) could substantially decrease 
U.S. premature deaths attributable to coal-fired power plant emissions. 
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5.2 Future Research Needs 
This dissertation designed a cost-effective modeling approach to air quality risk 
assessment that recognizes the differential chemical composition of PM2.5 from different 
sources, characterizes source-specific PM2.5 exposure over space and time, and accounts for 
toxicological differences of PM2.5 from different sources.  One of the major advantages of the 
exposure assessment approach used to support the risk assessment method is that receptor 
model source apportionment can identify and quantify nontraditional aerosols such as 
secondary aerosols (formed in the atmosphere) and can incorporate non-PM tracers (e.g., 
VOCs, gaseous pollutants).  An often-noted limitation is the inability to link observed 
nontraditional aerosols in the analysis (e.g., secondary sulfate and nitrate) directly with actual 
sources.3  Recent studies have attempted to overcome such limitations by combining a 
receptor modeling approach with emission inventory and ambient monitoring data,4,5 or 
employing photochemical air quality models.6-8  However, these methods are 
computationally intensive and require very detailed emission or monitoring data at fine 
temporal resolution.  There are also methodological limitations related to receptor model 
source apportionment.  Receptor model estimates source composition profiles and source-
specific exposures (source contributions) by decomposing ambient measurements of multiple 
air pollutants.  However, this type of modeling approach was incapable of dealing with 
uncertainty in number of sources and source identification conditions.  Additionally, this 
dissertation combined multiple air pollutant data from multiple monitoring stations and then 
applied receptor model to the combined data without considering spatial correlation in the 
data from multiple monitoring stations.  This dissertation did not incorporate spatial 
dependence that may exist in such data into multivariate receptor modeling.  This may have 
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led to inaccurate estimates of source composition profiles as well as source contributions and 
led to biased input into the BME model.  One approach to address these limitations would be 
to utilize a more sophisticated receptor model that can deal with the inherent model 
uncertainty while accounting for spatial dependence in the pollutant data.9,10  This will be 
investigated in future research. 
Recent studies have also attempted to characterize PM2.5 exposure from different 
sources by combining multiple GIS-based techniques, including land-use regression models, 
to better describe the variability in exposure at multiple spatial and temporal scales.11,12  
However, these approaches require emission inventories at fine temporal resolution.  Current 
emission databases for several sources, especially traffic and power plants, are not 
extensively available on a daily basis to support source-based spatiotemporal exposure 
estimations comparable to those developed in Chapter 2.13,14  The spatiotemporal 
interpolation technique demonstrated in this thesis is computational efficient and can be 
conducted with routinely available air quality monitoring data, hence overcoming the 
limitations of photochemical air quality modeling and land-use regression approaches. 
The primary limitation of this dissertation, as noted in Chapter 3, is uncertainty 
regarding the dose-response relation between exposure to source-specific PM2.5 and adverse 
health outcomes.  Although there is growing evidence that PM2.5 toxicity varies by particle 
composition and source, the epidemiologic evidence for predicting source-specific health 
impact estimates of PM2.5 air pollution is insufficient and in some cases contradictory.1  
Thus, accounting for source-specific PM2.5 toxicity in a human health impact assessment 
remains quite challenging.  Nevertheless, Chapters 3 and 4 provide preliminary and 
supportive evidence that previous risk assessments that have employed the same health 
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impact function regardless of source may have underestimated actual health impacts of PM2.5 
air pollution.  Future work is needed to reduce uncertainty in source-specific health impact 
functions and provide updated epidemiologic evidence to reflect the most recent air quality 
and health data. 
 
5.3 Conclusions 
This dissertation examined the current commonly accepted practice for assessing 
PM2.5 population-level health risks, finding that existing risk assessment approaches overlook 
the potential of source effects—that is, for some types/sources of particles to be more toxic 
than others.  This dissertation developed an integrated risk assessment framework that 
considers the differential risks of PM2.5 from different sources and that uses existing data and 
methods that are computationally more efficient and hence more cost-effective than 
traditional approaches.  The research demonstrated the new method to evaluate the impacts 
and benefits of a state policy to reduce power plant emissions.  The risk assessment approach 
this dissertation developed is intended for practical application by environmental regulators 
seeking more cost-effective solutions to reduce air pollution health risks.  Future research 
should evaluate the potential for the development of techniques to combine the best qualities 
of existing data and methods and continued toxicological and epidemiologic evaluation to 
support risk assessment of PM2.5 air pollution from different sources. 
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