Analyses of an equilibrium cycle are useful for evaluating newly designed fuels, defining an envelope of core operating parameters, and so on. However, generation of a loading pattern for the equilibrium cycle is much more difficult than that of a single cycle. Therefore, a loading pattern optimization code for the equilibrium cycle of pressurized water reactors, OPAL, has been newly developed on the basis of the simulated annealing method. In order to verify the capability of the OPAL code, comparison with successive multicycle optimizations was performed while fixing the number of fresh fuel in each cycle. Through benchmark calculations, it was found that the result of the equilibrium cycle optimization was almost compatible with that of the successive multicycle optimization, when the definition of each objective function was similar. However, successive multicycle optimization includes some ambiguity due to limits on the number of calculated cycles, since it requires much computation time. Consequently, the equilibrium cycle optimization has advantages including the quantitative comparison of the core neutronic performances.
I. INTRODUCTION
Based on the current fuel management strategy for pressurized water reactors (PWRs), fuel assemblies are loaded in-core during several cycles. Therefore, the fuel loading pattern in each cycle essentially depends on those of the previous cycles. Furthermore, the reactor operating period is not the same in each cycle, e.g. earlier shutdown due to trouble or changes in the plant operating plan itself. Consequently, the loading pattern is different in every cycle. Since an equilibrium cycle can be considered as a typical core, analyses of the equilibrium cycle are useful for evaluating economics and/or safety of the newly designed fuel assemblies.
Creation of an equilibrium loading pattern is considered to be more difficult than that of a single cycle in two aspects: (1) For an equilibrium cycle, a loading pattern is determined by reloading pattern that indicates the fuel shuffling method between two consecutive cycles as will be discussed in Sec. II-1. Shuffles of the reloading pattern should be performed with attention since the reloading pattern does not represent the fuel assemblies themselves. For example, shuffles of the reloading pattern do not always guarantee the proper equilibrium core that consists of the proper fuel inventories.
(2) Much computation time is needed to obtain the equilibrium core characteristics because the iterative burnup calculation is inevitable. Therefore, a series of parametric surveys using equilibrium cycles is considered to be time consuming though such evaluation work can be utilized for various purposes.
For example, in order to evaluate the cost merit from the relaxation of the peaking factor restriction, many equilibrium cycles should be calculated under various operating conditions. Furthermore, the created equilibrium cycles should be optimized to the same grade, otherwise the equilibrium cycles cannot be quantitatively compared with each other. Such work is quite tedious and exhausting for engineers.
Since the equilibrium cycle optimization is much more complicated than the single cycle optimization, there is very little associated research. R. van Greemert et al. (1) have recently studied the optimization for the equilibrium cycle, though their target was restricted to an ideal PWR core much smaller than a full-scale commercial PWR. Unfortunately, their optimization study did not cover various constraints that are essential to actual optimization calculations. For example, limitation on the maximum burnup and the moderator temperature coefficient were not considered throughout their study. Furthermore, because their research has been carried out concerning the optimization method, there was no comparison with the conventional method, i.e. a successive multicycle optimization. Such comparison is quite fruitful for discussing fuel management strategy.
Considering the above, a loading pattern optimization code for an equilibrium cycle, OPAL, has been newly developed via the present study. The OPAL code is based on the simulated annealing method (2) and it can treat a full-scale PWR core for practical use. In order to verify the capability of the OPAL code, a comparison with successive multicycle optimization, which performs optimization through successive cycles, was executed. In order to clarify the concepts of equilibrium cycle and successive multicycle calculations, these are shown in Fig. 1 for reference.
Since successive multicycle optimization has been applied to actual in-core fuel management, this comparison is significant to clarify the capability of the equilibrium cycle optimization. The comparison between the equilibrium cycle and the successive multicycle optimization will also provide another interesting aspect.
The equilibrium cycle has a unique feature that discharge burnup is proportional to cycle length(3). On the other hand, the discharge burnup is not proportional to the cycle length in a single cycle optimization; actually, the discharge burnup sometimes shows a reverse trend against the cycle length.
In general, the discharge burnup is considered to be an optimization index of long-term fuel management, otherwise the cycle length is that of short-term fuel management.
It means that there is a kind of tradeoff between the discharge burnup and the cycle length in the successive multicycle optimization.
In Chap. II, the optimization methods used in the present study will be briefly described. In Chap. III, the numerical results obtained by the equilibrium cycle and the successive multicycle optimizations will be described and compared with each other. In Chap. IV, conclusions from this study will be summarized.
II. OPTIMIZATION METHODS

Equilibrium Cycle Optimization Method
An equilibrium cycle is defined as a steady state loading pattern with fixed number of fresh fuel, feed enrichment, inventory of the burnable poison and fuel reloading between two consecutive cycles. So the core characteristics such as discharge burnup and cycle length do not change cycle by cycle, i.e. these characteristics are identical in every cycle. The equilibrium cycle can be attained through the repetition of cycle burnup calculations assuming identical fuel reloading throughout consecutive cycles.
Most of the loading pattern optimization methods are based on the shuffles of the fuel assemblies, i.e. assemblies are directly swapped with each other to obtain a better solution. However, in an equilibrium cycle, the fuel assemblies cannot be swapped directly because the equilibrium cycle loading pattern is represented not by the fuel loading pattern but by the fuel reloading pattern as shown in Fig. 2 . If the shuffles based on the reloading pattern are performed without attention, the fuel inventory of the equilibrium cycle cannot be guaranteed. For example, the reloading pattern shown in Fig. 3 is generated from Fig. 2(b) , swapping the locations "F, 12" and " E, 13". According to the reloading pattern, the fuel assembly at the position "E, 13" comes from "E, 13". It means that the fuel assembly in this position is never discharged from the core.
In this study, the "fuel ID" that is based on the irradiated history of a fuel assembly and the "fuel ID pattern" that arranges the fuel ID as a core shape, are utilized in the optimization procedure to solve the difficulty described above. Table 1 shows an example of fuel assemblies and Figure  4 shows an example of the fuel ID pattern and the "decoded" fuel reloading pattern that consists of the fuel assemblies shown in Table 1. The fuel reloading pattern is decoded by tracking the cycle by cycle movement of the fuel assembly on the fuel ID pattern.
Note that since Fig. 4 is shown as an octant core, the fuel IDs shown in Table 1 Fig. 4 . In other words, a candidate of the optimized fuel ID pattern is generated using an optimization method, and the candidate is decoded into a fuel reloading pattern.
After that, iterative burnup calculations to obtain the equilibrium cycle are performed using the identical fuel reloading throughout consecutive cycles. From preliminary cal- culations, approximately five iterations were required to attain an equilibrium state when the two dimensional core calculation was utilized to evaluate the core characteristics. During the iterative calculations, precise evaluations such as a pin power reconstruction are not necessary, because only an assembly burnup distribution at the end of cycle is essential to evaluate the core characteristics of the following cycle. Therefore, a calculation time to attain equilibrium cycles is considered to be less than five times of that needed in the core calculation for single cycle.
Since the nature of the optimization problem for the equilibrium cycle is considered to be almost the same as that for the single cycle, a stochastic optimization method, which can overcome the multi-modality of the solution(4)(5), is required to obtain a high quality solution. Both simulated annealing and genetic algorithms are considered to be candidates of the stochastic optimization method because they have been successfully applied to the loading pattern optimizations for the single cycle(6)- (13) .
The simulated annealing method was adopted in this study because of its simplicity in the application for the loading pattern optimization.
A permutation of the loading pattern, which is performed by successive fuel swaps, is directly performed on the fuel ID pattern and the reloading pattern of the candidate is generated through the decode procedures. The computational procedures of the equilibrium cycle optimization in this study are shown in Fig. 5 . A computer code, OPAL, was newly developed to perform the optimization of an equilibrium cycle based on the procedures described in Fig. 5 . Since the OPAL code was developed as a practical tool for the optimization of an equilibrium cycle, it can take into account various core characteristics through the objective functions; the cycle length, the maximum burnup, the moderator temperature coefficient, the radial power tilt, the radial power peaking factor, the discharge burnup, the assembly relative power density at the specific core location, and so on. The OPAL code also utilizes many heuristic rules(9)(12) for maximizing the efficiency of the optimization calculations.
Successive
Multicycle Optimization Method The successive multicycle calculation, which performs cycle by cycle optimization through successive cycles, is steadily gaining support since the calculated results are much more accurate than those of the traditional linear reactivity model (14) . The successive multicycle optimization requires much computation time since it performs repetitive loading pattern optimizations cycle by cycle. But recent computer hardware progress has made it feasible.
An optimization code for the loading pattern of single cycle is necessary to perform the successive multicycle optimization.
In this study, the GALLOP loading pattern optimization code(12) was used in the loading pat- III. CALCULATIONS
Definitions of Benchmark Problem
In order to make a comparison between the equilibrium and the successive multicycle optimization methods, a benchmark problem has been setup. The target reactor was an Westinghouse-type 900MWe PWR loaded with 17x17 fuel assemblies and the total number of the fuel assemblies in the core was 157. The number of the fresh fuel assemblies in each cycle was fixed at 56. Note that the 235U enrichment of the fresh fuel was fixed at 4.1wt% and 32 Gadolinia bearing fuel assemblies were included in the fresh fuel assemblies. Note that the number of Gadolinia bearing fuel assemblies was also fixed.
The objective of this benchmark is to maximize the total energy production during ten successive cycles. Since the core characteristics of the equilibrium cycle are identical in each cycle, the total energy production during ten cycles can be easily obtained; ten times of that in the equilibrium cycle length. On the other hand, the cycle length obtained by successive multicycle optimization is completely different in every cycle. Therefore, the total energy production during ten cycles is calculated by summing up that of each cycle length.
The fuel reloading was performed when the boron concentration of the core reached 10ppm under the full power operating conditions. The other constraints used in this benchmark problem are as follows:
, the radial peaking factor should be lower than 1.480, • the maximum burnup of the fuel assembly should be lower than 48GWd/t, • the moderator temperature coefficient should be lower than -0.5pcm/dc, • the octant core symmetric should be satisfied. These constraints make the benchmark problem more realistic.
Optimization Calculations
In the optimization calculations of equilibrium cycle, the simulated annealing method was utilized as described in Sec. II-1. In the simulated annealing optimization, the initial annealing temperature and annealing factor are considered to be the most important parameters. In order to escape from local optima in the design space, the initial annealing temperature should be set high enough. However, when the initial temperature is set too high, the computation time will increase without significant improvement in the quality of solution. In this study, the initial threshold probability shown in Fig. 5 was set to 0.8 by adjusting the initial annealing temperature(9). The annealing factor , which is also sensitive to the solution quality and the computation time, was set at 0.9 (13) . During the simulated annealing calculations, candidate loading patterns were generated through two or three chain shuffles of binary or ternary fuel ID swaps(5) from the base fuel ID pattern.
In the successive multicycle optimization, a hybrid genetic algorithm was used as described in Sec. II-2. In the optimization calculation by genetic algorithm, 100 loading patterns were evaluated in one generation and continued during 30 generations; evolution was performed during 30 generations (13) . The local search by exhaustive fuel binary swaps(13) was subsequently executed from the optimization result by genetic algorithm. Note that these optimization procedures were successively executed in each cycle.
As described in Sec. III-1, the objective function of the benchmark problem is the total energy production during ten successive cycles. In the successive multicycle optimization, however, the total energy production cannot be maximized directly because the optimization is executed cycle by cycle; total energy production should be maximized indirectly through the optimization in each cycle. Though an objective function that maximizes the length of each cycle looks appropriate for this benchmark problem, reactivity carryover should be taken into account in the multicycle optimization because of the coupling effect between consecutive cycles.
Since the energy production is tightly coupled with the average discharge burnup, maximization of the discharge burnup in each cycle is considered to be an alternative objective function. These two objective functions (maximizing cycle length and discharge burnup) have the identical effect in the equilibrium cycle, but they have somewhat different context in the successive multicycle optimizations; the maximization of the cycle length does not always coincide with that of the discharge burnup.
Consequently, four different optimization calculations, which consist of one equilibrium optimization and three successive multicycle optimizations, were performed as follows:
Case A: The equilibrium cycle optimization to maximize cycle length. Case B: The successive multicycle optimization to maximize cycle length in each cycle. Case C: The successive multicycle optimization to maximize discharge burnup in each cycle. Case D: The successive multicycle optimization to maximize both cycle length and discharge burnup in each cycle. In the equilibrium cycle optimization, the maximization of the cycle length is consistent with that of the discharge burnup. Hence the objective function of Case D is considered to have a property similar to that of Case A.
Since simulated annealing and genetic algorithm are the stochastic optimization methods, the calculated results inevitably depend on the random seed. Therefore, three trial calculations were performed in each case assuming different initial random seeds.
The core characteristics were evaluated using SHARP, which is an in-house core calculation code. SHARP is a two dimensional, two group diffusion theory code with the capability to take into account feedback effects caused by thermal-hydraulics and fission products, to execute a boron concentration search during burnup calcu-888 A. YAMAMOTO and K. KANDA lation, and to perform a pin power reconstruction (16) . In the SHARP calculations, the fuel assemblies are divided into 2x2 node, and the improved coarse mesh method (17) or the advanced nodal method (18) can be utilized to reduce spatial mesh effect.
Results and Discussions
The equilibrium cycle and the successive multicycle optimizations were carried out for the benchmark problem using the OPAL, GALLOP and MCA codes. The calculated results are summarized in Table 2 . The calculated results of the successive multicycle optimizations are the average of the ten cycles whereas those of the equilibrium cycle optimization are the "single cycle" results. Note that the multicycle calculations were performed taking over the result of trial 3 in the Case A calculation. Figure 7 shows the reloading pattern and burnup distributions of Case A (trial 3). Figure 8 shows the burnup distributions of Case B (trial 3), Case C (trial 2) and Case D (trial 1) corresponding to the first cycle of successive multicycle optimizations. Note that these trials provide the best results in each case.
The calculated results satisfy the constraints defined in Sec. III-1. For reference, the detailed result of Case C (trial 2) multicycle optimization is shown in Table 3 .
The total energy production during ten cycles can be obtained from the cycle length shown in Table 2 by multiplying 10. The result of Case C, which is the successive multicycle optimization, attains the maximum total cycle length of 153.73GWd/t averaging three trials. The result of Case D, whose total cycle length is 153.57GWd/t, is quite close to that of Case C. The result of Case A, which is the equilibrium cycle optimization and whose total cycle length is 152.83GWd/t, follows Case D. The total cycle length of Case B, 152.52GWd/t, is the minimum among the four different cases. The average discharge burnup of these four optimization calculations provides almost the same trend as that of the total cycle length; the results of Case C attains the maximum and Cases D, Cases A and B follow Case C in this order.
The total cycle length of Case A is shorter than that of Case D, though the definition of their objective functions is similar. The shorter cycle length of Case A is considered to be caused by the limitation of the reloading in the equilibrium cycle. In other words, since the reloading patterns which guarantee the proper equilibrium core are quite few, as described in Sec. II-1, the feasible design space of the equilibrium cycle optimization is much more restricted than that of successive multicycle optimization. Therefore, better loading patterns can be found in the successive multicycle optimization.
Another possible reason can be found in the optimization methods used in each calculation. The optimization performance of the simulated annealing method with an annealing factor of 0.9 was slightly worse than that of hybrid genetic algorithm in the previous study (13) . There- fore, the slower annealing schedule might be needed to obtain a better solution by the simulated annealing method, though the computation time would become much longer. Case B attained the longest length in the first cycle, as shown in Fig . 8 . On the contrary, the total cycle length of Case B provided the shortest value, as shown in Table 2 . This inconsistency can be explained by the lowest discharge burnup of Case B. In order to increase the cycle length , the loading pattern of Case B settles in the low-leakage one . The low-leakage loading pattern improves the neutron economy because of less neutron leakage from the core. Furthermore, high reactivity fuel assemblies are placed in-board (i .e. high neutron importance area) and such fuel arrangement increases core reactivity. However, the discharge burnup of the twice burned fuel assemblies tends to decrease since they are placed in the core periphery. That is to say, the property of the low-leakage loading pattern is considered to have a positive effect on the length of single cycle but have a negative effect on the total length of multicycle under the constraints of this benchmark problem.
The above explanation is supported by the fact that the loading pattern of Case A did not settle in the aggressive low-leakage loading pattern. Since the objective function of Case A is defined by the equilibrium cycle length that is equivalent to the total length of multicycle, it is considered to be more long-term optimally oriented. was larger than that in the cycle length. Assume that Case B attains a near equilibrium state by increasing calculated cycles while maintaining its discharge burnup at 42.635GWd/t. In this case, the cycle length of Case B will reach 15.207GWd/t. It can be calculated using the simple relationship among discharge burnup, number of fresh fuels, sum of fuels in-core and cycle length (14), i.e. 42.635x56/157_??_15.207. It means that the cycle length of Case B will become shorter as the number of calculated cycles increases. This phenomenon can be explained by a "horizon effect". The horizon effect means the round off in the successive multicycle optimization; the number of calculated cycles should be limited in the successive multicycle optimization from the viewpoint of computation time. The horizon effect is caused by neglecting the reactivity carryover at the end of the multicycle optimization. In Case B, negative reactivity carryover is neglected by the horizon effect, hence the cycle length of Case B (15.252GWd/t) is greater than that of the near equilibrium state (15.207GWd/t). Here the negative reactivity carryover is caused by higher core average burnup in the low-leakage loading pattern of Case B. Note that the equilibrium cycle optimization is not impaired by the horizon effect and it is an advantage in the quantitative comparison of core neutronic performances. For example, the core performance loaded with newly designed fuels can be compared with less ambiguity using the equilibrium cycle optimization.
The benchmark calculations were performed using HP-C160 workstations that were equipped with the HP-UX10.2 operating system. The evaluation of the core characteristics took about 3-4s/pattern using the pin power reconstruction capability. In the equilibrium cycle case, it took about 12-14s/pattern. About 4,000 loading patterns were evaluated in one cycle for each successive multicycle optimization and 7,000 loading patterns were evaluated in the equilibrium cycle optimization. Consequently, an optimization calculation during ten successive cycles took about 40 hours, and an optimization calculation of an equilibrium cycle took 25h. Hence the equilibrium optimization is advantageous from the calculation time viewpoint. Note that since the core calculation code was compiled on HP-UX9.05, it was not optimized for the execution on HP-UX10.2.
IV. CONCLUSIONS An equilibrium loading pattern optimization code for PWR, OPAL, was newly developed using the simulated annealing method. Since the equilibrium loading pattern is defined by reloading pattern, a fuel ID pattern that enables to trace the fuel reloading history was introduced in the optimization process. During the simulated annealing optimizations, fuel shuffles were performed based on the fuel ID pattern and the reloading pattern was subsequently decoded from the fuel ID pattern. This procedure made the optimization calculations significantly more effective .
In order to verify the capability of the OPAL code, the analyses of the benchmark problem were carried out. The objective of this benchmark problem was to maximize the total energy production during ten cycles under the fixed feed enrichment of fuel and the fixed number of fresh fuel assemblies . In addition to the optimization calculations for the equilibrium cycle, those for successive multicycles were also performed using three different objective functions for the single cycle; maximizing the cycle length, the discharge burnup and both the cycle length and the discharge burnup in each cycle. The multicycle optimization calculations were carried out using the GALLOP loading pattern optimization code and the MCA multicycle analysis code.
Among these four different calculations, the successive multicycle optimization, which maximizes discharge burnup in each cycle, attained the greatest energy production during ten cycles. Maximization of both the cycle length and the discharge burnup provided almost the same result as maximizing the discharge burnup. The cycle length maximization in each cycle gave the worst result in this benchmark problem, since the discharge burnup was suppressed to a lower value.
The result of the equilibrium cycle optimization was slightly inferior to that of maximizing both the cycle length and the discharge burnup in each cycle. Since the definition of the objective function in these two calculations is similar, the difference in the results is considered to be caused by the restriction of the reloading in the equilibrium cycles. In other words, the limited solution space (i. e. candidates) of the equilibrium cycle leads to the worse objective value in some aspects. The different optimization methods used in the equilibrium cycle and successive multicycle calculations are considered to be another reason for the inferior result mentioned above.
However, the equilibrium cycle optimization has an advantage in the quantitative comparison of the core neutronic performances since the successive multicycle optimization includes the "horizon effect" i.e. ambiguity due to the limitation on the number of calculated cycles. Since the performance of the equilibrium cycle optimization has been found to be almost compatible with that of the successive multicycle optimization, the equilibrium cycle optimization is considered to be quite useful in the evaluation of newly designed fuels, the costmargin tradeoff under various operating condition, and so on. The equilibrium cycle optimization is also advantageous from the viewpoint of computation time, compared with the successive multicycle optimization.
