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"S tandard Operating Procedures: A Safety Net for Pre-Analysis Plans" addresses an issue of the highest importance in experimental political science. In this foreword, I provide a journal editor's perspective on why this piece is likely to have a significant impact on the way in which future research is carried out in our discipline.
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T h e P r o f e s s i o n : S t a n d a r d O p e r a t i n g P r o c e d u r e s F or decades, scholars have warned about biases in the empirical research literature due to "data fi shing" and "fi le drawer" problems. The fi shing problem is that there are many possible ways to analyze any data set, and decisions about how to analyze the data and which analyses to report may be influenced by their effects on the results (Humphreys, Sanchez de la Sierra, and van der Windt 2013 ). Fishing can take many forms: researchers may code variables, specify models, or exclude observations in ways that intentionally or unintentionally favor a particular conclusion. The file drawer problem is that entire studies go unreported simply because their results do not reach conventional thresholds for statistical significance. Rosenthal ( 1979 ) writes, "The extreme view of the 'file drawer problem' is that journals are filled with the 5% of the studies that show Type I errors, while the file drawers are filled with the 95% of the studies that show nonsignificant results." A growing body of evidence suggests that fishing and file drawer problems are widespread in the social sciences (Brodeur et al. 2016 ; Franco, Malhotra, and Simonovits 2014 , 2016 ; Gerber and Malhotra 2008 ) , undercutting the reliability of published research findings (Open Science Collaboration 2015 ) .
Concerns about the fi shing and fi le drawer problems have sparked a movement to promote transparency in social science research (Miguel et al. 2014 ; Nosek et al. 2015 ) . One recent innovation is the public archiving of pre-analysis plans (PAPs) that specify details of the analysis (e.g., statistical methods, sample exclusions, outcome measures, covariates, and subgroup definitions) before the researchers see unblinded outcome data. 1 Deviations from the plans are not prohibited, but "when such deviations arise they [should] be highlighted and the eff ects on results reported" (Humphreys, Sanchez de la Sierra, and van der Windt 2013 , 13).
In principle, PAPs have four main advantages. First, prespecification limits the extent to which researchers can make decisions that consciously or unconsciously tilt a study toward a desired result (Rubin 2007 ; Tukey 1993 ) . Second, the validity of frequentist statistical inference (standard errors, confidence intervals, p-values, and significance tests) hinges on the assumption that the analysis follows a pre-specified strategy (Simmons, Nelson, and Simonsohn 2011 ; Tukey 1993 ) . Third, publicly archived PAPs enable readers to see which analyses were pre-specified and to take that into account when assessing the credibility of results (Casey, Glennerster, and Miguel 2012 ; Chan et al. 2013 ; Freedman 2008 Freedman , 2010 Humphreys, Sanchez de la Sierra, and van der Windt 2013 ; Monogan 2013 Monogan , 2015 Tukey 1993 ) . Fourth, PAPs are a prerequisite for a new model for publishing called Registered Reports (Chambers et al. 2014 ) , in which "articles with prespecified analysis plans would be accepted in principle before the study was conducted" (Nyhan 2015 ) .
In practice, researchers have found that PAPs have important benefits but can be challenging to write. On the one hand, writing a PAP can help researchers clarify their own thinking about research design and data collection, and getting sponsors or partners on board can protect against pressures for ex post changes in the analysis (Casey, Glennerster, and Miguel 2012 ; Humphreys, Sanchez de la Sierra, and van der Windt 2013 ; McKenzie 2012 ; Olken 2015 ) . On the other hand, detailed PAPs are time-consuming to compose, and PAPs can easily fail to cover strokes of good or bad fortune, such as new data sources becoming available (Humphreys, Sanchez de la Sierra, and van der Windt 2013 ) or a school being hit by lightning (Olken 2015 ) . As Humphreys, Sanchez de la Sierra, and van der Windt ( 2013 , 11) write: Indeed, many things may go wrong that can lead to model changes in the analysis phase. Ex ante one may not know whether one will suff er from noncompliance, attrition, missing data, or other problems such as fl aws in the implementation of randomization, flaws in the application of treatment, errors in data collection, or interruptions of data collection. Any of these possibly unanticipated features of the data could require fixes in the analysis stage. In each particular case, one could in principle describe precisely how to handle different data structures, but in the absence of an off -the-shelf set of best practices for all these issues, such eff orts towards complete specifi cation are likely to be onerous.
Keeping in mind Voltaire's aphorism that the best is the enemy of the good (O'Donoghue and Rabin 2001 ), we suggest developing off-the-shelf sets of good practices for some issues. A research group can specify a set of default practices, which we call a "standard operating procedure" (SOP), to guide decisions that have not been made explicit in a PAP. The SOP can support and flesh out PAPs, making them easier to write. The SOP should not replace PAPs, nor should it override the explicit decisions in PAPs. Rather, it can lighten the burden of preparing PAPs, especially when experimental opportunities arise suddenly and require researchers to make plans under tight deadlines.
This article describes some of the potential benefi ts of SOPs and off ers an example from our research group (focusing on the analysis of randomized experiments) that others are welcome to adapt to suit their own needs. 2
BENEFITS OF A STANDARD OPERATING PROCEDURE
Here are some scenarios where an SOP can provide guidance in the event that the PAP has not explicitly addressed the issue. Each scenario raises a question that a PAP could easily fail to anticipate.
• A project sponsor reveals to you that if a particular unit had not been assigned to treatment, the sponsor would have canceled the experiment. Thus, although treatment assignment was randomized, not every randomization would have yielded a reportable study. Should you still report the results, and if so, how should you analyze the data? • After treatment has begun, you learn that some subjects were randomly assigned more than once. (For example, when applicants for a social program are randomly assigned as their applications are processed, randomization may go on for months or years, and in unusual cases, a persistent applicant who was originally assigned to the control group may later succeed in getting assigned to treatment.) How should their data be analyzed? • You are conducting a randomized experiment to study the persuasive eff ects of a telephone canvassing eff ort, and have specifi ed in the PAP that you will use an instrumental variables method (Angrist, Imbens, and Rubin 1996 ) to estimate the average eff ect of contact on those who were contacted.
In the following situations, should the subject be coded as "contacted"?
The SOP makes recurrent practices explicit and documents them ex ante so that researchers do not have to contend ex post that they were implicit.
• The subject hung up right after the canvasser's initial greeting.
• The canvasser never spoke to the subject but left a message with a housemate.
• No one answered the phone, but the canvasser called from a number with a recognizable caller ID that identifi ed the campaign.
• After playing behavioral games in a lab experiment, some subjects indicate that they had previously played several of the same games a few weeks earlier in a diff erent lab. Should these subjects be excluded from the analysis?
An SOP can codify a research group's standing decisions on such issues, as well as others that are more routinely encountered, such as whether to report a one-tailed or a two-tailed test or how to handle missing covariate values. By specifying these decisions in the SOP, researchers eliminate the need to state them again and again when writing PAPs. Just as important, the SOP protects the researcher who might otherwise neglect to specify the procedure in a PAP. The SOP makes recurrent practices explicit and documents them ex ante so that researchers do not have to contend ex post that they were implicit.
DEVELOPING AND UPDATING AN SOP
Developing an SOP takes some up-front work, but we think that in the long run, the investment will be more helpful than onerous.
To save time, one research group can borrow another group's existing SOP and modify it to fi t their own needs and preferences. Different groups can collaborate on SOPs and learn from each other.
SOPs can be amended to reflect methodological innovations and lessons from experience. However, readers need some assurance that changes to SOPs are not just another form of data fishing. We suggest that each PAP either include the SOP as an appendix, or reference a specific SOP document that is archived and time-stamped in the same registry as the PAP. If an analysis follows the pre-registered PAP and SOP, it is clearly pre-specified. If it is guided by later amendments to the SOP, it falls into what Humphreys, Sanchez de la Sierra, and van der Windt ( 2013 , 18) call "a gray zone in which analysis may stay true to the intent of the registered design but the defense of the details of implementation must be provided ex post rather than ex ante ." 3 Pre-specified, gray-zone, and exploratory analyses can all be valuable, but readers need to know which is which.
Of course, any SOP will have gaps. When situations arise that are covered neither by the PAP nor by the SOP, we would still like to protect against the risk that research decisions will be infl uenced by their likely effects on results. One possible strategy is to consult a "jury" of colleagues who cannot see the unblinded outcome data or any information that might suggest whether a particular decision would make the estimated eff ects bigger or 498 PS • July 2016   ..................................................................................................................................................................................................................................................................................................................... 
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T h e P r o f e s s i o n : S t a n d a r d O p e r a t i n g P r o c e d u r e s smaller. To make effi cient use of jurors' time and expertise, such a jury might be invited to make binding decisions on a series of questions that were not anticipated by the PAP or SOP. The reasoning behind these decisions should be documented, and, if appropriate, the SOP should be amended to cover similar situations in the future. Jury decisions can be made public, so that the scholarly community can monitor and review the rulings, perhaps applying them to similar cases that may arise in other labs. In time, as experience and "common law" decisions accumulate, SOPs and the decision rules they embody will gradually become more comprehensive in scope.
OVERVIEW OF OUR CURRENT SOP
Our SOP (Lin, Green, and Coppock 2015 ) can viewed on GitHub, a web-based repository platform that allows us to publicly archive previous versions with tracked changes and allows users to post requests for additional issues to be addressed. The document can be downloaded without a GitHub account.
The principal motivation for the SOP is to support PAPs in pre-specifying analyses and credibly protecting against data fishing. Thus, the SOP focuses on data analysis, not experimental design, and it specifies our fallback plans for various analytic issues in case these were not addressed in the PAP. It is a document of default practices, not a manual of recommended practices. Our PAPs may deviate from the SOP when we believe a different approach is more appropriate for a particular study. Each PAP will include a statement that for any decisions not explicitly specified in the PAP, we plan to follow the SOP.
The SOP is a living document and will be expanded over time. Currently, it addresses several general topics (e.g., attrition, noncompliance, and use of covariates), some nonstandard situations we have encountered (e.g., learning that some subjects were randomly assigned more than once), and some issues specifi c to voter turnout experiments (e.g., how to code contact in canvassing experiments), survey experiments (e.g., whether to exclude subjects who are not paying attention to the content of questions), or lab experiments (e.g., whether to exclude subjects who indicate in a debriefi ng session that they discerned the purpose of the experiment). It does not attempt to cover all issues that may be important in analyzing experimental data.
For example, so far it does not address the multiple comparisons problem (Anderson 2008 ; Efron 2010 ; Westfall, Tobias, and Wolfi nger 2011 )-not because we think this issue is unimportant, but because we do not have an off -the-shelf recommendation for handling it. The multiple comparisons problem becomes more important as the number of outcome measures, treatments, or subgroups analyzed grows. Other researchers may fi nd it useful to codify their multiple-comparisons practices in SOPs, especially if they typically analyze many outcome measures in a single study. We look forward to learning from their approaches and may address the issue in PAPs for specifi c projects and, if appropriate, a future version of our SOP.
We believe that by building, borrowing, and discussing SOPs, researchers can share useful ideas about methodological issues and bolster the contributions of PAPs toward improving transparency.
We do not regard all of the defaults in our SOP as clearly superior to the alternatives. For example, in the section on covariate adjustment, we recommend that covariates be pre-specifi ed "on the basis of their expected ability to help predict outcomes," give rules of thumb for the maximum number of covariates, and suggest how a jury can be used in exceptional cases (e.g., when a new source of baseline data becomes available after random assignment). We considered the alternative of adopting automated model selection methods, but would like to see more evidence that (1) valid confidence intervals can be constructed when such methods are used and (2) the benefi ts of such methods (possible improvements in precision) outweigh the costs (increased computing time, possible loss of transparency to non-expert readers). This is just one example of a topic where, as the literature evolves and experience accumulates, our SOP may evolve as well.
Our SOP intentionally uses some arbitrary thresholds. For example, in several places in the sections on noncompliance and attrition, we specify statistical tests to compare baseline characteristics across treatment arms and write that "p-values below 0.05" will be considered evidence of noncomparability or asymmetric attrition, triggering changes in the analysis strategy. It may be wiser to pre-specify a rule based on substantive rather than statistical signifi cance, and we may do so in PAPs, making use of subject-matter knowledge or simulations based on relevant data. However, the purpose of the SOP is to provide a fallback that constrains the analyst's discretion if the PAP does not address the issue, and a specifi c but arbitrary threshold serves this purpose more eff ectively than vague but judicious guidance.
In sharing our SOP, we are not seeking to persuade other research groups to adopt the same default practices we have chosen. In fact, we welcome debate and discussion about these practices and more opportunities to learn from other researchers' choices. We believe that by building, borrowing, and discussing SOPs, researchers can share useful ideas about methodological issues and bolster the contributions of PAPs toward improving transparency.
