We consider the maximization version of the edge-disjoint path problem (EDP). In undirected graphs and directed acyclic graphs, we obtain an O( √ n) upper bound on the approximation ratio where n is the number of nodes in the graph. We show this by establishing the upper bound on the integrality gap of the natural relaxation based on multicommodity flows. Our upper bound matches within a constant factor a lower bound of Ω( √ n) that is known for both undirected and directed acyclic graphs. The best previous upper bounds on the integrality gaps were O(min{n 2/3 , √ m}) for undirected graphs and O(min{ √ n log n, √ m}) for directed acyclic graphs; here m is the number of edges in the graph. These bounds are also the best known approximation ratios for these problems. Our bound also extends to the unsplittable flow problem (UFP) when the maximum demand is at most the minimum capacity.
Introduction
The edge-disjoint path problem (EDP) in undirected graphs is defined as follows. We are given an undirected graph G = (V, E) and k node pairs s 1 t 1 , s 2 t 2 , . . . , s k t k (a pair can occur multiple times). The decision version asks if there is a collection of edge-disjoint paths P 1 , P 2 , . . . , P k such that for 1 ≤ i ≤ k, Authors retain copyright to their papers and grant "Theory of Computing" unlimited rights to publish the paper electronically and in hard copy. Use of the article is permitted as long as the author(s) and the journal are properly acknowledged. For the detailed copyright statement, see http://theoryofcomputing.org/copyright.html. c 2006 Chandra Chekuri and Sanjeev Khanna and F. Bruce Shepherd P i is a path from s i to t i . We consider the maximization version where we seek to find the largest subset of the k pairs that can be connected by edge-disjoint paths. In the weighted case, each pair s i t i has a non-negative weight w i and we seek to find the largest weight subset of pairs to connect. In the directed version, the arc-disjoint path problem, each demand consists of an ordered pair (s i ,t i ) and we require a directed path from s i to t i . For expediency, however, we refer to all versions as EDP. We also consider a generalization of EDP called the unsplittable flow problem (UFP). In this problem the edges of the graph G have non-negative integer capacities given by a function c : E → Z + and each of the k pairs has an integer demand, d i for pair i. A subset S of the pairs is routed if there is a path collection P i , i ∈ S such that P i connects s i to t i and for each edge e ∈ E, ∑ i∈S:e∈P i d i ≤ c(e). We say that an instance of UFP satisfies the no-bottleneck assumption if d max = max i d i ≤ min e c(e) = c min . Note that EDP is a special case of UFP with d i = 1, 1 ≤ i ≤ k and c(e) = 1, e ∈ E. We refer to the special case of UFP when only the d i 's are 1 as capacitated EDP.
EDP and UFP are fundamental problems in combinatorial optimization and also arise in a number of applications. These problems are strongly NP-hard even in very restricted settings and also hard to approximate. Consequently there is a large body of literature on special cases and variants. The natural multicommodity flow relaxation (see Section 2 for more details) plays an important role in providing an upper bound on the optimum value. In this paper we focus on approximation algorithms and integrality gaps of the flow relaxation for arbitrary instances.
We briefly review known results for general graphs. For a more comprehensive view, including results for special classes of EDP, see [7, 10, 17, 11] . In discussing results for EDP we normally assume that the underlying graph is a simple graph and use n and m to refer to the number of nodes and edges (arcs) respectively. For EDP it is known that the integrality gap of the flow LP is Ω( √ n) even in undirected planar graphs [8] . A first upper bound on the approximation ratio for EDP was O( √ m) [10] . This also holds for capacitated EDP and in fact can be obtained using a simple greedy algorithm that iteratively picks an arbitrary unconnected pair and picks a shortest feasible path for it [12, 9, 14] . The best upper bound on the integrality gap for EDP is O(min{n 2/3 , √ m}) in undirected graphs [4] and O(min{n 2/3 log 1/3 n, √ m}) in directed graphs [18] . It has been an interesting open problem to bridge the gap between the upper and lower bounds on the integrality gap for EDP. In [4] , the greedy algorithm was combined with an algorithm based on single source flow (for a special class of instances called v-separable instances) to obtain a bound of O( √ n log n) in directed acyclic graphs (DAGs). Guruswami et al. [9] showed that EDP in directed graphs is hard to approximate within a factor of O(m 1/2−ε ) unless P = NP. Their result applies to sparse graphs, and hence as a function of n, it establishes a hardness factor of Ω(n 1/2−ε ). Ma and Wang [15] showed that EDP in DAGs is hard to approximate within a factor of Ω(2 log 1−ε n ) unless NP ⊆ DT IME(n polylog(n) ). For undirected graphs, Andrews et al. [1] showed that EDP is hard to approximate within a factor of Ω(log 1/2−ε n) unless NP ⊆ ZPT IME(n polylog(n) ). In [4] it was conjectured that that the approximation threshold for EDP in directed graphs and the integrality gap of EDP in undirected and directed graphs is Θ( √ n). Here we improve the upper bound to O( √ n) for undirected graphs and DAGs. In fact we prove the following stronger result. Algorithms for UFP have typically been based on those for EDP. We distinguish between instances that satisfy the no-bottleneck assumption and those that do not. First we discuss the general case where d max can be larger than c min . The best upper bound known in this case isÕ( √ m log d max /c min ) [9] even in directed graphs. Azar and Regev [2] showed that unless P = NP, UFP is hard to approximate in directed graphs within a factor of Ω(m 1−ε ) on sparse instances which translates to a hardness factor of Ω(n 1−ε ) as a function of n. Note that the hard instances constructed in [2] have the property that d max /c min is exponential in m. For instances satisfying the no-bottleneck assumption, Baveja and Srinivasan [3] obtained an O( √ m) approximation. Kolman and Schiedeler [14] showed that if
Under the same assumption on the weights, Kolman [13] extended the EDP bounds in [4, 18] to UFP. It is known from the work of Kolliopoulos and Stein [12] that, for a certain class of packing integer programming problems (PIPs) that they call column restricted packing integer programs (CPIPs), the integrality gap for instances that satisfy the no-bottleneck assumption is within a constant factor of the integrality gap for unit-demand instances (see [6] for some refinements and extensions). From this we immediately obtain the following corollary to Theorem 1.1.
Corllary 1.2. The integrality gap of the relaxation based on multicommodity flows is Θ(
√ n) for nobottleneck instances of UFP in undirected graphs and DAGs.
We prove Theorem 1.1 in Section 3, after setting up some notation and proving a lemma on single source flows in Section 2. We remark that Thanh Nguyen [16] has independently obtained an approximation ratio of O( √ n) for DAGs, and subsequent to our work, obtained an alternative O( √ n) approximation in undirected graphs.
Preliminaries
An instance of capacitated EDP consists of a graph G = (V, E), integer edge capacities specified by c : E → Z + , and k node pairs s 1 t 1 , s 2 t 2 , . . . , s k t k . Each pair s i t i has a non-negative weight w i and demand d i = 1. In a directed graph instance, the node pairs are ordered: (s 1 ,t 1 ), (s 2 ,t 2 ), . . . , (s k ,t k ). For convenience of notation we assume that any pair of nodes occurs at most once in the given instance. A terminal is a node that is the end point of some pair in the given instance.
Multicommodity flow LP formulation:
For the given instance, we let P i denote the set of all paths joining s i and t i in G, and let P = ∪ i P i . The following multicommodity flow relaxation is used to obtain an upper bound on an optimal solution to the given instance. For each path P ∈ P we have a variable f (P) which is the amount of flow sent on P. We let x i denote the total flow sent on paths for pair i. The LP relaxation is the following.
We work with the above exponential size path formulation for discussion's sake, but there is an equivalent compact formulation that can be used for computational purposes. We also remark that for any fixed ε > 0, efficient combinatorial algorithms are known for obtaining a (1 + ε)-approximation to the above LP. Let OPT denote the optimal value of the LP on a given instance. In a solution, we call a path P fractional if f (P) ∈ (0, 1), otherwise f (P) ∈ {0, 1} and P is integral. If the total weight of flow on integrally routed paths is more than OPT/2, then we already obtain a 2-approximation. The interesting and difficult case is when the fractionally routed paths contribute most of OPT and we focus on this case. From standard polyhedral theory, the number of fractionally routed paths in a basic solution to the LP is at most m. Therefore we can assume that c(e) ≤ m for all edges. By making parallel copies of edges, in the following, we assume that all edges in G have unit capacity.
Incremental augmentation of directed flow
Let G = (V, A, c) be a directed graph with integer arc capacities given by c. For S ⊂ V , we denote by δ 
Proof. Let f be a flow that demonstrates the feasibility of b. We obtain an auxiliary graph G from G and f in the usual way: for each arc a ∈ A with positive flow, we retain the arc in G if f (a) < c(a) and assign it capacity c(a) − f (a). If f (a) > 0 we add a reverse arcā in G of capacity f (a). In G we look for a directed path from s j to either t or some terminal s h with h ∈ I(b) ∪ { j}. If we can find such a directed path, we can increase b j while not changing the net flow out of any terminal in I(b), or decreasing the total flow into t. If the augmenting path allows us to increase b j to b j we are done. Otherwise we find another augmenting path and repeat. We need only to show that if b j is not integral, then we can always find an augmenting path of the above type. Suppose not. Let S be the set of all nodes reachable from s j in G . It follows that t and no terminal s h with h ∈ I(b) ∪ { j} belongs to S. Since no arcs leave S in G , any a ∈ δ 
Proof of Theorem 1.1
In this section, we prove Theorem 1.1. The proof for undirected graphs differs from that for DAGs but they share a common initial phase. For simplicity of description, we focus on the cardinality case (w i = 1 for 1 ≤ i ≤ k). We discuss the extension to the weighted case later.
Consider an optimal multicommodity flow solution for a given instance of EDP and let f = ∑ i x i be the total flow in the solution. For each pair i we decompose its flow into flow paths (alternatively we can simply use the flow paths given by the solution). Suppose more than f /2 flow is routed on flow paths of length at most √ n. Then we can greedily build a solution of value Ω( f / √ n) as follows. First, we remove all the flow on paths of length more than √ n, by assumption we have at least f /2 flow left. Pick a flow path P corresponding to some unrouted pair, say pair i. Route the pair along the path P and remove the edges of P from the graph. In this process we discard all flow on paths that use any edge of P as well as any flow on paths other than P that carry flow for the pair i. Since the length of the path P is at most √ n, the total flow that we discard is at most √ n + 1. Repeating this process until there is no more flow ensures that we route Ω( f / √ n) pairs. We now focus on the case when more than f /2 flow is routed along paths of length greater than
, it suffices to route any one pair in the EDP instance to obtain an O( √ n) integrality gap. Otherwise, since each flow path is of length at least √ n + 1, by the pigeonhole principle, there exists a node v such that at least f √ n/n = α flow is routed through v . Discard all flow that does not go through v; we show how to route Ω(α) pairs using the flow that goes through v. The algorithms for the undirected and directed acyclic graphs differ in this second phase and we describe them separately.
The above scheme that combines the greedy analysis with the analysis for the case when a large amount of flow is routed through a single node v is from [4] where it was used to obtain an O( √ n log n) approximation for the DAG case.
In the rest of the section, for convenience of notation, we will assume that a node in the graph is a terminal of at most one of the pairs s 1 t 1 , s 2 t 2 , . . . , s k t k . Otherwise, we can add dummy nodes to ensure this property; note that we are aiming for a constant factor approximation in this second stage and hence the increase in the number of nodes does not contradict our overall goal of an O( √ n) approximation. With this assumption, we can specify the pairs by a matching M on the terminals.
Undirected graphs
Let x i denote the flow for pair i that is routed through v. This implies that s i and t i each send x i amount of flow to v. For a terminal a ∈ V we let y(a) denote its flow through v, thus y(s i ) = y(t i ) = x i . We have that ∑ i x i = α. Given any 0 < ε < 1/2, we either transform x into another feasible solution x with several additional properties or we can directly find an edge-disjoint routing for Ω(εα) pairs. In the former case, we perform an additional step to recover an edge-disjoint routing for Ω(εα) pairs from the solution x . The solution x satisfies the following properties: (i) for 1 ≤ i ≤ k, x i = 0 or x i = 1 − ε, (ii) ∑ i x i = Ω(εα), and (iii) x is a feasible multicommodity flow for the pairs such that all flow still goes through v. Suppose we can obtain a solution x with the properties described above. Let M ⊆ M be the matching on pairs i such that x i > 0. Let X be the set of end points of M . We have that ∑ i x i = (1−ε)|M | = (1−ε)|X|/2. We solve a single source flow problem in a modified graph obtained by adding a super-sink t connected to each terminal a with an end point in M by a directed arc of capacity one; we find a maximum flow from v to t. By construction, there is a total flow of at least 2 ∑ i x i between v and t. Further, since the graph has integer capacities, we can choose this maximum flow to be integral which induces a collection of edge-disjoint paths from v to a subset of terminals X ⊂ X where |X | ≥ (1 − ε)|X|. Let M be the largest sub-matching of M induced by the terminals in X . Simple calculations show that |M | ≥ (1 − 2ε)|M |. Hence, if we choose ε = 1/4, we obtain a matching M of size Ω(α) such that the end-points of M are connected to v be edge-disjoint paths and hence the pairs corresponding to M are routed in G.
The transformation:
We accomplish the transformation of x to x using a clustering scheme from [5] . For a graph H and γ ≥ 0, let γH denote the graph H with capacities of the edges set to γ. We find edgedisjoint and connected subgraphs called clusters E p ) with the following properties. Each terminal a is assigned to exactly one of the clusters with l(a) denoting the index of the cluster that it is assigned to. Further for each cluster G i we ensure that 1/ε ≤ ∑ a:l(a)=i y(a) ≤ 2/ε. It follows that p = Ω(εα). We give a sketch of the clustering scheme and refer the reader to [5] for more details. Consider an arbitrary rooted spanning tree T of G. Let u be a deepest node in T such that ∑ a∈T u y(a) ≥ 1/ε; here T u is the subtree of T rooted at u. Let u 1 , u 2 , . . . , u h be the children of u in T and let T i u denote the subtree obtained from T u by removing the children u i+1 , . . . , u h and their subtrees from T u . Let j be the smallest index such that ∑ a∈T j u y(a) ≥ 1/ε. We let G 1 be the graph induced by the nodes in T j u and set (a) = 1 for all terminals a ∈ V (G 1 ). By the choice of u and j it follows that ∑ a∈V (G 1 ) y(a) ≤ 2/ε. We remove all nodes in G 1 from T except u, reduce y(u) to 0 if u is a terminal, and apply the procedure above iteratively to create the required clusters. Note that the clusters are not necessarily node-disjoint but they are edge-disjoint and connected. Once the clusters are formed, we create a multi-graph C that has one node per cluster. For each pair s i t i we add an edge between cluster l(s i ) and l(t i ) -this might be a self-loop if l(s i ) = l(t i ). We find a maximal independent set of edges F in this cluster graph -we note that we are allowed to pick a self-loop in the set. It is relatively easy to argue that the cardinality of this set is Ω(p) using the fact that 1/ε ≤ ∑ a:l(a)=i y(a) ≤ 2/ε for each G i ; each edge that is picked can eliminate other edges of total flow of at most 4/ε. Let F be the set of self-loops in F. We claim that the pairs associated with the edges in F can be routed in G via edge-disjoint paths. This follows because a self-loop corresponds to a pair with both end points in the same cluster; recall that each cluster is connected and the clusters are edge-disjoint. Thus, if |F | ≥ |F|/2 we can route Ω(p) pairs. Otherwise we consider the pairs corresponding to the edges in F \ F . Let Z be the terminals that are the end points of the pairs corresponding to these Ω(p) edges.
The terminal from Z with l(a) = i is termed the representative for cluster G i . We obtain x by setting x i = 1 − ε for each pair with an end point in Z and x i = 0 otherwise. To argue that x satisfies the desired properties, we observe that the terminals in Z can each simultaneously send a flow of (1 − ε) to v, in the following manner. The representative terminal a in G i can send one unit of flow to other terminals in G i such that a terminal a ∈ G i receives flow of at most εy(a ). This follows from the fact that G i is connected and ∑ a :l(a )=i y(a ) ≥ 1/ε. By scaling down the flow, a can send (1 − ε) units of flow to these same terminals in the graph (1 − ε)G i . Now each terminal a in G i that received εy(a ) flow can send it to v. Note that initially each terminal a in G could send y(a ) flow to v, hence it can send εy(a ) flow to v in the graph εG. Since the G i 's are edge-disjoint and ε < 1/2, from the above description, we have that the cluster representatives can each send (1 − ε) flow each to v in the graph G. This finishes the proof of the transformation.
Directed acyclic graphs
The clustering scheme that was at the heart of the proof for the undirected graph case does not apply in the directed graph setting. When the graph is acyclic, however, we can reduce the problem to a highly structured instance called a v-separable instance [4] as follows. Let
where V 1 is the set of nodes that have a directed path to v in G.
where V 2 is the set of nodes that have a directed path from v in G. Since G is acyclic, V 1 ∩ V 2 = {v} and for any pair (s i ,t i ) that sends flow through v, s i ∈ V 1 and t i ∈ V 2 . Let H = G 1 ∪ G 2 . Note that all the flow for a pair (s i ,t i ) that goes through v in G is routed entirely in H.
An O(log n) approximation for v-separable instances of EDP was shown in [4] . Here we provide a constant factor approximation by iteratively applying the incremental flow augmentation procedure of Section 2.1 to the graphs G 1 and G 2 . Independent of our work, Nguyen [16] has shown that v-separable instances can in fact be solved exactly if G 1 and G 2 are acyclic.
Let Weighted case: For both undirected and the DAG case, it is straightforward to modify the algorithms to handle weights on the pairs. In each step where we have a choice of choosing an arbitrary pair, we choose the pair with the largest weight. The analysis extends directly and we omit the details.
Conclusions
We showed an O( √ n) upper bound on the integrality gap for EDP and UFP in undirected graphs and DAGs. This matches the known lower bound within a constant factor. It is conjectured in [4] 
