Abstract. Computer security research frequently entails studying real computer systems and their users; studying deployed systems is critical to understanding real world problems, so is having would-be users test a proposed solution. In this paper we focus on three key concepts in regard to ethics: risks, benefits, and informed consent. Many researchers are required by law to obtain the approval of an ethics committee for research with human subjects, a process which includes addressing the three concepts focused on in this paper. Computer security researchers who conduct human subjects research should be concerned with these aspects of their methodology regardless of whether they are required to by law, it is our ethical responsibility as professionals in this field. We augment previous discourse on the ethics of computer security research by sparking the discussion of how the nature of security research may complicate determining how to treat human subjects ethically. We conclude by suggesting ways the community can move forward.
Introduction
Computer security research frequently entails studying real computer systems and their users. Studying deployed systems is critical to understanding real world problems, so is having would-be users test a potential solution. Oftentimes obtaining these data means interacting with a user, or measuring some aspect of their device. For example, data collection could require installing monitoring software on a user's personal device, instrumenting a website, or conducting a laboratory study. In many cases computer security researchers are doing human subjects research, which is obvious if there is direct interaction with a user, but may also be the case if the collected data was generated by a human. Regardless, it is important for researchers to consider the relationship between the users and the research to ensure the ethical treatment of users.
In this paper we focus on three key concepts in regard to the ethical treatment of users: risks, benefits, and informed consent. These concepts have been used to evaluate the ethics of research in other disciplines and were introduced by the Declaration of Helsinki. They are also widely used by ethics review committees and institutional review boards (IRB). Risk refers to the possibility that something negative will happen to the user as a result of the research. Benefits can be viewed as a something that could positively affect the user, or positively affect a larger population that the user is a member of. Informed consent typically means that the purpose and process of the research are explained to the user, along with the risks and benefits, to allow them to make the decision whether to participate. Researchers may be legally obligated to consider these concepts depending on their location and the nature of the research. In the United States, for example, human subjects research must be evaluated by an IRB, a committee tasked with ensuring people are treated ethically.
As computer security researchers, regardless of whether a committee review is required, we should explore what these concepts mean in regard to our research. Our goal with this paper is to identify some areas for future discussion, argue why our community should take the lead on these concepts, and suggest initial first steps. In the context of computer security research ethics, this paper is concerned with the ethical treatment of human subjects; though the discussion of informed consent, risks, and benefits may be applicable to computer security research that does not involve human subjects in a traditional sense.
Prior work has mentioned this topic as an important piece of the larger discussion of computer security ethics [5] . It's been suggested that perhaps IRBs and ethics committees are in a better position than program committees to provide external ethical review of research [2] . While it may be true that program committees are ill-equipped to conduct an ethical review, based on timing and expertise, turning the issue to the IRB is not an ideal approach. We suggest the community establish best practices for doing human subjects research, similar what has been suggested for vulnerability research [13] , The Ethical Impact Assessment (EIA) framework was introduced to guide the process of determining the potential risks and benefits for stakeholders [10] . The framework is motivated by the same guiding principles that have been used in medical and psychological research [14] . The EIA is a useful starting point for bringing concepts like informed consent and beneficence to the attention of researchers. This paper contributes to the discussion by encouraging researchers to consider how computer security research is the same as medical and psychological research, and how it is different. Exploring these questions will help researchers attain a better understanding of how to apply the concepts of informed consent, risks, and benefits. Usable security researchers have relevant experience, most have interacted with an IRB and have at least a basic understanding of the application of these concepts. They are also able to use their own research as case studies to understand how the research compares to other fields [4] . Since an ethics course is rarely a required part of computer science curriculum, descriptions of how to design a study and how to work with an IRB are instructive [7] , as are descriptions of what qualifies as human subjects research [8] .
Computer Security Research with Human Subjects
As researchers it is in our best interests to determine how risks, benefits, and informed consent apply to our research. We have the deepest knowledge of the area, however, may not have sufficient experience in applied ethics to immediately determine suitable guidelines. We ought to leverage other fields when possible, since this is an issue for other disciplines as well. A step toward achieving this goal is to understand how our research compares to other fields.
To continue the discussion of computer security research with human subjects we ought to compare and contrast our field with medical and behavioral research, the two primary fields of human subjects research. To give a few examples of how our research may differ, in our research there may be the need to collect large amounts of potentially sensitive data, observe login credentials, actively attack the subject, or obfuscate the true purpose of the study [4] . It is reasonable to ask whether our research is different in practice, since many of these examples appear to be quite similar to medical or psychology research. A question that ought to be addressed directly.
Ethics committees and IRBs are tasked with protecting the welfare of human subjects, this includes evaluating whether subjects are sufficiently informed of the risks and benefits of the research, whether the potential risks have been minimized as much as possible, and if expected benefits outweigh the potential risks. Additional factors are considered, but these represent most of the largest concerns. Given that this is an area of expertise for IRB members, but not necessarily for researchers, why would we suggest our community take an active role in discussing how these terms apply to our research? IRBs clearly have expertise in areas that security researchers do not, but it would be a mistake to rely on the existing structure to be the primary source of ethical guidance.
We should look beyond the IRB because, we conjecture, few IRBs have a member with sufficient technical expertise to thoroughly review computer security research. IRBs have deep roots in medical research, other fields that conduct human subjects research have a history of attempting to distinguish themselves from medical research [9, 16] . Many institutions have responded by creating a non-medical IRB. However, given the nascency of security research with human subjects, and the wide array of expertise IRBs are expected to have, it's unclear how many IRBs have adapted their membership to include the necessary expertise.
Risks
Determining the continuum of risks that may be present in computer security human subjects research is critical, and may benefit ethical decision making for other areas as well. Comprehension of the risks involved is an essential part of IRB review, and is also essential to the primary schools of ethics, consequentialism and deontological. Due to the medical origins of regulations guiding human subjects research, behavioral science researchers have aimed to distinguish themselves from biomedical researchers. Behavioral researchers have asserted that the risks involved in their studies tend to be qualitative, compared to the physical nature of biomedical research [12] . The types of risks include physical, psychological, social, economic, legal, and dignity [15] . Computer security research is more like behavioral research in the sense that the risks typically aren't physical, and can be difficult to quantify and to describe.
In order to set forth a continuum of risks, we need to understand the extremes: what are the characteristics of research that involves minimal risk, and what are the characteristics of research the poses the greatest risks?
Benefits
Expected benefits of the research ought to be considered in terms of the human who directly participated, as well as the potential benefits to the general users. In medical research, the participants may benefit from participating in a clinical trial for a condition they have, especially when effective treatment is not otherwise available. The direct benefit of psychology research sometimes includes a better understanding of oneself. Computer security studies seem to be more aligned with psychology research, where self-education can be a major benefit of participation. However, the benefit of knowing more about computer security may prove to be quite useful, like when knowledge such as how to avoid a phishing attack can be imparted [11] .
Informed Consent
Informed consent has two primary facets, the first is that the participant is presented with the potential risks and benefits of participation, the second is that the participant is given an opportunity to decide whether to participate. Important differences may exist for our field with the first aspect. Empirical studies have shown that the typical user has an incorrect mental model of basic security primitives [17] , and the execution of common attacks like phishing. If they are asked to install monitoring software on their personal device, can they be expected to properly evaluate the risks of participating unless the potential risk is very clearly explained in layman terms? IRB review evaluates whether the consent form is understandable to potential subjects, how do we ensure that both parties comprehend the necessary details? Is a text-based consent form effective? Researchers from other fields have attempted to evaluate the effectiveness of various mediums [1] . In some cases it may be useful to engage in a conversation where the researcher explains key ideas and the participant can ask questions, or to include a brief quiz to gauge comprehension [6] .
In some cases disclosing the research purpose in the consent form may threaten the validity of the results. For example, if a researcher plans to study how users respond to an attack, or measure a user's security mindedness, revealing the purpose of the study will influence the participant's behavior. To avoid this researchers can request a waiver of informed consent, or obfuscate the true purpose of the study. Obtaining a waiver typically requires demonstrating that the potential risks are minimal and that other study designs will not suffice. If IRB review is required, the IRB will sometimes request that participants are debriefed once the study is completed, this can serve as a tool to reduce the perceived risks and to ensure the participants questions are answered.
Debriefing takes place after the person has completed the study, it is an opportunity for the researcher and subject to discuss the study and perhaps the true nature of the study. A waiver for debriefing can be granted if revealing the true research protocol may cause the participant distress, and there is minimal risk involved [7] . In our field, debriefing can be an opportune time to increase the benefits of participation by providing the participant with security education. Particularly when participants are being attacked or are answering questions related to their security knowledge and practices. However, it can be difficult to design an effective debriefing message, especially when users participate remotely and are not present in person. Depending on the research topic, the researcher may be in the position to give advice that is known to be effective [11] , or they may feel debriefing will raise more concerns than it is able to effectively address thus causing unnecessary distress to participants [7] . It would be useful to have guidelines to help a researcher decide when each technique is appropriate or desirable, perhaps it depends on the amount of risk involved.
Moving Forward
This paper raises more issues than it addresses; in this section we will suggest ways that the community can make progress in this area. The first of which is to continue identifying the similarities and differences between our field and fields that have a history of conducting human subjects research. This includes working toward an understanding of the continuums of risks and benefits.
We recommend empirically evaluating our suspicion that most IRBs are unprepared to review research protocols in our field. This conjecture was formed based on our knowledge of IRB membership, the nascency of security research involving human subjects, and the technical nature of some protocols. A better understanding of the expertise and backgrounds of IRB members, and a survey of their level of comfort reviewing various types of protocols would be useful. The study design could be modeled after Buchanan and Hvizdak's evaluation of IRB concerns with research conducted via the Internet [3] . Additional data that could be collected include measuring IRB experience with reviewing computer security research, the number of protocols computer science departments submit each year, and when the first was submitted. It would also be useful to collect data on the sort of questions that arise when reviewing computer security protocols.
Our community could form a community of researchers who have experience with ethics or the IRB process. Researchers could consult with this board during the early stages of the research, and IRBs could also consult with the committee when they need external assistance for the review of a protocol. Perhaps we need a repository of IRB protocols or study methodologies to encourage the discussion of ethical decision making. This could increase expertise by allowing researchers to gain an understanding of the tradeoffs that were made during the initial stages of the research. Researchers could also describe any IRB concerns that arose, and how they were addressed.
Conclusion
We suggest that it is our community's responsibility to explore concepts such as informed consent, risk, and benefits as they pertain to our research. We selected these concepts as the focus of this early discussion because of the important role they play in the IRB review process and because they are the concepts where our research may diverge from other fields. We assign the task to our community because the alternative is to wait for an outside body to impose regulations. The expertise of IRBs and their members will serve as a useful guide, but we must use our intimate knowledge of the domain to ensure the necessary concepts are satisfactorily explored. Much of this paper is dedicated to research with human subjects, however, an understanding of the risks and benefits associated with this research may benefit the larger discussion of computer security ethics.
The recommended directions for moving forward will advance the discussion and lead to a better understanding of the issues at hand. In this paper we introduce a preliminary set of concerns, and suggest possible next steps. We should continue to explore best practices for our field to ensure the ethical design of research methodologies, borrowing from fields where similarities can be found and identifying pertinent differences.
