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The presence of correlations in physical systems can be a valuable resource for many quantum
information tasks. They are also relevant in thermodynamic transformations, and their creation is
usually associated to some energetic cost. In this work, we study the role of correlations in the ther-
modynamic process of state formation in the single-shot regime, and find that correlations can also
be viewed as a resource. First, we show that the energetic cost of creating multiple copies of a given
state can be reduced by allowing correlations in the final state. We obtain the minimum cost for every
finite number of subsystems, and then we show that this feature is not restricted to the case of copies.
More generally, we demonstrate that in the asymptotic limit, by allowing a logarithmic amount of
correlations, we can recover standard results where the free energy quantifies this minimum cost.
I. INTRODUCTION
Quantum thermodynamics is a growing field aiming
to extend thermodynamics to the limit of few number
of systems in the quantum domain [1, 2]. This quest
has been motivated by the theoretical interest in un-
derstanding the fundamental limitations of thermody-
namic transformations, and from a practical point of
view it has been driven by the current technologies that
allow to reach an incredible level of control of individ-
ual quantum systems. Among the different approaches
that have been put forward to analyze thermodynamics
in this regime, a recent perspective to study nonequi-
librium transformations of small number of systems in
contact with a thermal bath, the so-called resource the-
ory of thermodynamics [3–6], has gained a lot of interest
[7–24]. This framework captures the fundamental con-
cepts of thermodynamics with an operational approach
to physics [25]: by defining a set of operations an agent
is allowed to perform on a physical system, it character-
izes the set of attainable transformations. The resource-
theoretic approach to thermodynamics, while consistent
with classical thermodynamics, has interesting proper-
ties that depart significantly from the standard frame-
work. In fact, in the single-shot regime thermodynamic
transformations must satisfy a family of constraints [26],
including the standard second law as a particular case.
Furthermore, it naturally leads to a fundamental notion
of irreversibility, since in general the amount of deter-
ministic work required to perform a given transforma-
tion is greater than the work that can be drawn from the
reverse process [5, 6].
One of the main challenges in this field is to elu-
cidate the role of properties such as quantum coher-
ences and correlations in thermodynamic transforma-
tions. Several works address the influence of coherence
[12, 14, 15, 27, 28] and correlations [7, 19, 29–38] in ther-
modynamic transformations in different scenarios. In
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general, the creation of correlations is associated to some
energetic cost and strategies to optimally extract work
from them have been put forward [33–38]. On the other
hand, it has been demonstrated that in the single-shot
regime, by allowing auxiliary correlated catalytic sys-
tems [7] or correlations with catalytic systems [19], it is
possible to enlarge the set of achievable transformations.
In this article, we study how inner correlations can
affect certain fundamental processes that take place in
contact with a thermal reservoir. In particular, we con-
sider the processes of state formation and work extrac-
tion in the single-shot regime. That is, a Gibbs state
is transformed into some out-of-equilibrium state using
deterministic work, and deterministic work is drawn
from an inverse transformation. We start our analy-
sis by concentrating on the work of formation of a fi-
nite set of locally identical quantum systems. We find
that by allowing correlations in the final state this ener-
getic cost can be reduced (Fig. 1). This is in strike con-
trast with standard scenario where arbitrary large fluc-
tuations of work are allowed, and the creation of cor-
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FIG. 1. Correlations as a resource. In the single-shot regime,
the creation of N correlated copies of a given state has a
smaller work cost than creating N independent copies. In the
asymptotic limit, this energetic cost per copy converges to the
standard nonequilibrium free energy difference.
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2relations requires some extra energy. While for uncor-
related copies most of these processes are shown to be
irreversible, here we show that the degree of reversibil-
ity in the correlated scenario increases with the number
of copies. Then, we show that in the asymptotic limit
the optimal collective process can be accomplished with
correlations per particle that are vanishing small, and
the work of formation per particle equals the free en-
ergy difference. Finally, we generalize these results for
an arbitrary set of local systems.
II. RESULTS
Overview. In standard thermodynamics, the transfor-
mations between states that occur in contact with a ther-
mal reservoir are governed by the Helmholtz free en-
ergy
F (ρ) = 〈E(ρ)〉 − kBTS(ρ), (1)
where 〈E(ρ)〉 is the mean energy of the system in state
ρ, S(ρ) is the entropy, kB is Boltzmann’s constant, and T
is the temperature of the thermal reservoir. Transitions
between states are allowed provided that the free en-
ergy of the final state is lower than at the beginning. In
fact, the difference in free energy is equal to the amount
of average work that can be extracted during the pro-
cess, and is also equal to the work that should be in-
vested in the reverse process. This formulation was
developed for macroscopic systems where, due to the
large number of particles, energy fluctuations become
negligible. On the other hand, if one wishes to under-
stand thermodynamic transformations of a small num-
ber of non-equilibrium systems, the size of these fluctu-
ations become important as they could be of the order
of the value of work. Recently, an approach that ad-
dresses thermodynamic transformations in this regime
has been developed, and conditions on state transitions
have been identified [3–6]. Below, we briefly introduce
the formalism to study thermodynamic transformations
in the single-shot regime, and review the main results
relevant to this work.
At the core of the theory is the identification of a
set of allowed operations, which model the most gen-
eral transformation in this framework [4, 5, 26]. Let
us consider a system with Hamiltonian HS and an
arbitrary thermal reservoir R in a Gibbs state τR =
e−βHR/ tr[e−βHR ] with Hamiltonian HR, and β =
1/kBT . System and reservoir are allowed to interact
via a unitary evolution U that preserves the total energy
[U,HS + HR] = 0, and then it is possible to perform a
partial trace over S and R. Given the system in an ini-
tial state, the allowed transformations are called thermal
operations and they define a set of reachable states. In
contrast to other frameworks, where just the conserva-
tion of the mean energy is imposed [39], these condi-
tions give a strong conservation of energy (first law of
thermodynamics). Thus, given two states ρ and σ, we
say that σ can be reached from ρ, ρ→ σ, if there exists a
thermal operation that implements such transformation.
A necessary condition for thermodynamic state transi-
tions is called thermo-majorization [5], that is sufficient
for diagonal states, i.e. [ρ,HS ] = 0, which is also the case
we will consider here. Although the thermal operations
appear potentially very complex, since they allow any
energy conserving interaction between state and bath, it
has been shown that they can always be achieved as se-
quences of elemental operations that have a simple form
and physical interpretation [40].
More generally, one can consider transformations that
also allow the presence of an additional system that acts
as a catalyst of the transformation, and is returned in
the same state. These type of transformations enlarge
the set of reachable states, and the necessary and suffi-
cient conditions for diagonal states can be written as an
infinite set of inequalities [26]. In this case, a transforma-
tion from an initial state ρ to a final state σ can be done
provided Fα(ρ) ≥ Fα(σ) for all α ∈ R, where Fα are the
α-free energies defined in terms of Re´nyi divergences
Dα(ρ‖τS) as Fα(ρ) = kBTDα(ρ‖τS)− kBT logZS , with
τS = e
−βHS/ZS the thermal state of the system. Thus,
this is the family of inequalities that govern thermody-
namic transformations in this regime [26]. The standard
second law is contained as a particular case for α = 1.
In the single-shot scenario, the notion of determin-
istic work can be considered by introducing an aux-
iliary two-level system W with Hamiltonian HW =
W |W 〉〈W |W , called work qubit or wit, that acts as a bat-
tery which can store or inject energy into the system [5].
In particular, we will be interested in the energetic cost
of obtaining a state ρ out from a thermal state. This work
cost can be evaluated by studying the following trans-
formation:
τS ⊗ |W 〉〈W |W → ρ⊗ |0〉〈0|W . (2)
The smallest possible value of such W is defined as the
work of formation [5], and gives the minimum amount
of deterministic work required in the transformation.
For diagonal states it is given by
Wform(ρ) = kBTD∞(ρ‖τS), (3)
which is also equal to kBT log maxE,g
{
λE,g e
βEZS
}
,
where λE,g are the eigenvalues of ρ, gS(E) the degen-
eracy, and g = 1, .., gS(E). Notice that the work of for-
mation is in general greater than the free energy differ-
ence. Similarly, one can define the extractable work as
the maximum work that can be stored in the work qubit
starting from a state ρ, and its expression for diagonal
states is given by [5]:
Wext(ρ) = kBTD0(ρ‖τS). (4)
The addition of a catalyst to the process of state creation
or work extraction does not modify these values of
work. Finally, let us mention an important feature
of this theory that is also relevant to our work: in
3general the extractable work is smaller than the work
of formation, thus there is an inherent irreversibility in
thermodynamic transformations in this regime [5, 26].
However, when correlated catalysts are allowed, the
transformations become ruled by just the usual free
energy difference [7, 19].
Work of formation of correlated copies. Let us consider
a situation where a finite set of particles is prepared in
the same reduced diagonal state ρ. This could be for
instance the first step of a given task. What is the min-
imum work cost of producing such N -partite ensemble
if one is able to interact with a thermal reservoir? There
are many multipartite states compatible with this sit-
uation, since it is only defined by some reduced state
and number of particles, but these states have a differ-
ent work cost. If we allow arbitrary large fluctuations
of work [11], creating a correlated state ρ(N) out of a
thermal one is useless. The average work cost associ-
ated to correlated copies of N systems with Hamilto-
nian HS is given by the standard non-equilibrium free
energy difference 〈W 〉 ≡ F (ρ(N))− F (τ⊗NS ) which can
be expressed as
〈W 〉 = N∆F (ρ) + kBT I(ρ(N)), (5)
where ∆F (ρ) = F (ρ)− F (τS), and
I(ρ(N)) ≡ D1
(
ρ(N)
∥∥∥ρ⊗N) (6)
is a measure of the total correlations [41], with D1( · ‖ · )
the relative entropy. This average work cost has two
components: the energy required to obtain N uncorre-
lated copies N∆F (ρ) and the energy associated to the
correlations which is also positive. Therefore the above
expression tells us that correlations are costly, if un-
bounded fluctuations of work are allowed, the work cost
of this task cannot be reduced by creating correlations
between subsystems. In what follows, we will show
that in the single-shot scenario a collective action pro-
vides an advantage, and in fact the minimum work cost
of this task is achieved with correlated copies.
Let us consider N identical D-dimensional quantum
systems S with Hamiltonian HS . Given a reduced state
ρ =
∑D
d=1 pd |Ed〉〈Ed|, we are interested in studying the
following transformation:
τ⊗NS ⊗ |W 〉〈W | → ρ(N) ⊗ |0〉〈0| , (7)
where with an amount of deterministic workW a multi-
partite state ρ(N) is created, subject to the local condition
tr−i( ρ(N)) = ρ ∀ i = 1, 2, . . . N, (8)
with tr−i(·) the partial trace over all the systems except
the i-th subsystem. Notice that we are considering ex-
act transformations for every N and, as said before, we
are not allowing fluctuations in the values of work [11].
Let us call C(ρ,N) the set of all the diagonal states which
satisfy the partial trace condition of Eq. (8). We can now
define the c-work of formationWform(ρ,N) as the mini-
mum work cost of this transformation over all the states
in C(ρ,N):
Wform(ρ,N) = min
ρ(N)∈C(ρ,N)
Wform( ρ
(N)). (9)
In what follows we will show that it is possible to find
this minimum work cost and characterize a set of states
that achieve this bound.
In order to carry out the minimization, first notice that
the c-work of formation is always minimized by a state
ρ
(N)
min that is maximally mixed in each populated sub-
space of energy (see Supplementary Note 1 for details).
Thus, one can reduce the set C(ρ,N), where the mini-
mization is done, to a smaller subset of states. These
states are such that λE,g = pE/gN (E) ≡ λE , where pE is
the occupation of the subspace of energy E ∈ EN , EN is
the spectrum of theN -partite system and gN (·) is the de-
generacy. Therefore, each element of the subset is deter-
mined by just specifying the corresponding distribution
λE . Notably, the minimization in Eq. (9) can be written
as an optimization problem subject to linear constraints:
min
{λE}E∈EN
kBT log
[
max
E
{
λEe
βEZNS
}]
(10)
s.t.
∑
E∈EN
gN−1(E − Ed)λE = pd ∀ d =1, . . . , D
λE ≥ 0 ∀E ∈ EN .
Moreover, this system of equations can easily be trans-
formed into a linear optimization problem [42]. Both
constraints define a bounded and non-empty convex
set, and therefore there exists at least one optimal fea-
sible solution. Since the optimization problem is linear
there is an efficient algorithm, known as the simplex
algorithm, that allows to solve the problem numerically.
Furthermore, we will show how to fully characterize
Wform(ρ,N) and the energy distribution λE that solves
the minimization problem for every local state ρ and
number of copies N .
For simplicity, we will first present our results for
the particular case where each subsystem has dimen-
sion D = 2. However, our findings can be gener-
alized to subsystems of arbitrary dimension, although
the mathematical treatment is more involved. Without
loss of generality we will consider HS = E0 |1〉〈1| as the
Hamiltonian of each subsystem, and a general diago-
nal local state ρ = (1− p) |0〉〈0|+ p |1〉〈1|. In this way,
the local thermal Gibbs state is defined as the state with
p = pβ , where pβ = (1 + eβE0)−1, and partition function
ZS = tr(e
−βHS ). Our first result shows the analytical so-
lution to the optimization problem of Eq. (10).
Theorem 1. Given an integerN and a state ρ which satisfies
[ρ,HS ] = 0, there exists a subset of energies EρN ⊆ EN , a
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FIG. 2. Minimum work of formation of three correlated copies for the different local qubit states. (a) Different measures of work
as a function of the local qubit state, ρ = (1− p) |0〉〈0|+ p |1〉〈1|, parametrized by the excited state probability p. For one copy, the
work of formation Wform(ρ) (gray dash-dotted lines) is bigger than the standard free energy difference ∆F (gray dashed lines).
On the other hand, the minimum work of formation of correlated copies (c-work of formation) per copy, Wform(ρ,N)/N (blue
solid line), is smaller than or equal to Wform(ρ) but still greater than ∆F (ρ). Wext(ρ,N)/N (red solid line) is the extractable work
per copy of the optimal correlated state ρ(N)min . While in general all the correlated states are irreversible,Wext(ρ,N) <Wform(ρ,N),
there are states (dots) whose ρ(N)min satisfiesWext(ρ,N) = Wform(ρ,N), this is the set of R∗-states (reversible optimal states). The
green region represents the total correlations per copy I(ρ(N)min )/N present in each multipartite state. (b) Ratio between the c-work
of formation and the work of formation of a single copy. Creating the correlated state ρ(N)min costs less work than N uncorrelated
copies. There are some extreme cases (red) around the thermal state pβ where the work of formation of a single copy equals the
work of formation of N correlated copies.
constant s ∈ (0, 1], and at most a single energy ε ∈ EN such
that the state ρ(N)min is defined by the distribution:
λE =

e−βE
γ if E ∈ EρN
s e
−βε
γ if E = ε
0 otherwise
, (11)
with γ a normalization constant. Furthermore, the work of
formation and the extractable work of the optimal state ρ(N)min
are given by
Wform(ρ,N) = kBT log
[
ZNS
γ
]
, (12)
Wext(ρ,N) = kBT log
[
ZNS
Z
]
, (13)
respectively, where Z is the partition function of a system in
a thermal state at temperature T with spectrum given by the
set EρN ∪ {ε}, and γ = Z − (1− s) gN (ε)e−βε.
Proof. See Supplementary Note 2.
The structure of the optimal states is simple: except
for the occupation of a single level with energy ε, ρ(N)min
is a Gibbs thermal state over a reduced support of en-
ergies EρN which depends upon the local state ρ and the
number of copies N . The optimal states do have corre-
lations that are the result of removing the population of
some energy levels from the thermal state. Notice that
a typical approximation that is usually done when one
deals with large number of identical systems is similar
to what is obtained in Eq. (11), i.e., discard tails of the
energy distribution [4].
In this way, Eq. (12) gives the optimal work cost for
creating a set of N particles in a given local state. Ex-
ample calculations of the c-work of formation per copy
Wform/N , the work of formation of a single copy Wform,
and the amount of correlations in the optimal state for
N = 3 are shown in Fig. 2-a). The c-work of formation
per copy lies below the work of formation of a single
copy. The difference between these two curves is pre-
cisely the energy per copy that is saved in the process
of formation due to the collective action. Fig. 2-b) fur-
ther stresses the difference between the c-work of for-
mation per copy and the work of formation of a single
copy. In fact, one can notice that there exist extreme
cases, near the thermal state, where this ratio is mini-
mal: Wform(ρ,N) = Wform(ρ). These states are such that
the work of formation of a single copy is equal to the
amount of work one should invest to obtain N corre-
lated copies, but on the other hand one cannot extract
any deterministic work from them (for a more detailed
explanation of these states, see Supplementary Note 4).
5We have seen that the work of formation can be re-
duced if one acts collectively and creates correlations in
the final state. This property appears when work is not
allowed to fluctuate and thus the work of formation is
greater than the free energy difference. However, not
always the presence of correlations will help in the pro-
cess. Notably, there is an upper bound on the amount
of correlations that can be built up while reducing the
work of formation:
1
N
I(ρ(N)) ≤ β δQ, (14)
where δQ ≡ Wform(ρ) − ∆F (ρ) is called the dissipated
work, the difference between the deterministic work
of formation of a single copy with the free energy
difference (see Supplementary Note 3 for a proof of
the bound). Thus, correlations greater than NβδQ are
costly, since collective operations cannot outperform
the single copy creation.
Reversibility. A key result in the single-shot regime
is the appearance of an intrinsic irreversibility: the ex-
tractable work is in general smaller than the work of for-
mation. Thus, in general, one cannot extract the same
amount of energy invested in the process of creation.
However, it can be easily seen that there are families of
states whose work of formation and extractable work
coincide, and in this sense these states are reversible.
Theorem 1 shows that, in fact, reversibility appears nat-
urally in our framework. The states we define are such
that in general the c-work of formation is greater than
the extractable work, and the difference between these
values is the irreversible work:
Wirr(ρ,N) = kBT log [Z/γ] . (15)
For s ≈ 1 the irreversible work is
Wirr(ρ,N) ≈ (1− s)gN (ε)e−βε/Z. Remarkably, there
is a subset of reduced states ρ∗k for which their cor-
responding ρ(N)min is a thermal state over the reduced
support EρN ∪ {ε} (i.e. s = 1). These states are such
that their work of formation is equal to the extractable
work, and in this sense they are strictly reversible, i.e.
Wirr(ρ∗k, N) = 0. On the other hand, the irreversibility
increases as s→ 0.
We call the set of local states whose ρ(N)min are reversibleR∗-states. This set is composed by the states that match
the break points in the curves of Fig. 2. In Supplemen-
tary Note 4 it is shown that there are 2N+1 of such states
ρ∗k = (1 − p∗k) |0〉〈0| + p∗k |1〉〈1| with k = 1, 2, . . . , 2N + 1
(see Fig. 2-a)). Furthermore, for these states the work
(either of formation or extractable) can be expressed as:
W(ρ∗k, N) = N∆F (ρ∗k) + kBT Ik. (16)
where Ik is the amount of total correlations present
in the optimal state. Thus, work is the sum of two
contributions: the classical value of work, given
by the free-energy difference, plus the energy as-
sociated to the creation of correlations, but still
Wform(ρ∗k, N) ≤ N Wform(ρ∗k). This shows that collective
operations allow us to perform reversible transfor-
mations using deterministic work. Moreover, in the
optimal process it is the energy of the correlations that
fills the gap between the standard work of formation of
independent copies and the c-work of formation (see
Fig 2-a)). Furthermore, as we will see below, these states
have other interesting properties that will allow us to
recover standard results from thermodynamics in the
large N limit.
Finite-N behavior and thermodynamic limit. We have
established that the c-work of formation represents the
minimum amount of energy that is necessary to produce
N correlated copies of a state ρ in a deterministic pro-
cess. The natural question that follows is how these re-
sults behave as the number of copies increases. Fig. 3-a)
illustrates the behavior of the c-work of formation per
copy for a few values of N . There, it is shown that the
c-work of formation per copy approaches the free en-
ergy difference as N increases. In addition, the set of
R∗-states increases linearly with N .
Further insight can be gained if one considers the den-
sity of reversible states. In Supplementary Note 4 we
show that for any local state ρ and  > 0, there exists
a number of copies N = O(1/) and an R∗-state with
density matrix ρ∗() that satisfies ‖ρ− ρ∗()‖ < . This
means that the set of R∗-states is dense in the space of
states with the local constraint Eq (8). Moreover, since
the irreversible work per copy goes to zero with N , for
a large number of copies the process of formation is al-
most reversible. Thus, in the thermodynamic limit, we
recover the standard results from thermodynamics:
Theorem 2. Let ρ be any diagonal local state of a system S.
Then
W(ρ,N)
N
N→∞−−−−→ ∆F (ρ) (17)
where W refers to either the c-work of formation or the ex-
tractable work of the optimal states, ∆F (ρ) ≡ F (ρ)− F (τS)
is the standard nonequilbirium free energy difference, and the
rate of convergence is O(logN/N).
Proof. See Supplementary Note 5.
As it is illustrated in Fig. 3-b) by increasing the num-
ber of correlated copies we approach standard thermo-
dynamics. Additionally, for large N the total correla-
tions in the optimal state are of order:
I(ρ(N)min ) ∼ O(logN), (18)
meaning that the amount of correlations per particle
I(ρ(N)min )/N is negligible in the thermodynamic limit.
These results establish that asymptotically the work
per copy required to form N correlated states is exactly
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FIG. 3. Asymptotic behavior of the minimum work of formation of correlated copies as the number of copies increases. (a) The
minimum work of formation of correlated copies (c-work of formation) per copyWform/N is plotted in color for different values
of N (solid lines) as a function of the local reduced state, ρ = (1− p) |0〉〈0|+ p |1〉〈1|, parametrized by the excited state probability
p. AsN increasesWform/N approaches the standard free energy difference ∆F (dashed gray line) for every state and the number
of reversible states (R∗-states) (represented by dots) increases linearly with N . In addition, for irreversible states the degree of
irreversibility per copy, measured by the difference between the work of formation (solid colored line) and the extractable work
(nearest point to the left), decreases with N . (b) Illustration of the results obtained for correlated copies. As N increases the work
of formation per copy approaches the free energy difference and furthermore the irreversible work per copy goes to zero; thus
recovering reversibility.
what we expect when unbounded fluctuations are
allowed, with an amount of correlations that increases
sublinearly with the number of copies. Previous
analysis of the thermodynamic limit [4, 43], consid-
ered interconversion rates of product states in the
limit of large number of particles using approximate
transformations. Here, we consider locally exact trans-
formations, and find the solution that ranges from small
number of systems to arbitrary large ones. In this way,
by obtaining the exact minimum work cost for every N
we could evaluate the deviation from standard results
in every instance. More importantly, we have shown
that in this approach the creation of correlations is the
physical mechanism that leads to the emergence of the
standard scenario.
Generalizations. These results were presented using
the simplest example given by local systems of dimen-
sion D = 2. In fact, more complex systems can be con-
sidered by increasing D, and we can show that these
ideas also hold for arbitrary local dimensionD (see Sup-
plementary Note 6). The main difference with respect to
the case D = 2 is that instead of having a single en-
ergy ε (see Theorem 1), each optimal state ρ(N)min is ob-
tained by considering a set of energies εi and parameters
si ∈ (0, 1], with i = 1, ..., D − 1. The results concerning
the thermodynamic limit have the same form.
Up to now, we have focused on the situation where
all subsystems have the same Hamiltonian and same re-
duced state. A natural extension of our findings is to
consider a non-symmetric case, where each subsystem
is different. There, one can also show that correlations
reduce the work of formation, and that the optimal state
has a thermal-like distribution similar to the one in The-
orem 1 (see Supplementary Note 7). Furthermore, by
allowing correlations it is possible to recover standard
results in the thermodynamic limit for a general config-
uration in our framework, that is for a set of different
diagonal states with vector probabilities pi and Hamil-
tonians Hi taken from an arbitrary distribution D.
Theorem 3. Let (p(1), E(1)), (p(2), E(2)), . . . , (p(N), E(N)) ∈
R2D≥0 an i.i.d sample with arbitrary distribution D and WN
the c-work of formation of a system with diagonal re-
duced states ρi defined by the probability vector p(i) and
Hamiltonian with energies E(i). Then,
WN
N
N→∞−−−−→ 〈∆F 〉D , (19)
where the mean in ∆F is with respect to D and the conver-
gence is almost surely.
Proof. See Supplementary Note 7.
In this case the c-work of formation WN can be
thought as a random variable since the state of the N
subsystems is chosen randomly following the distribu-
tion D. For instance, if D has density f taking values in
7Ω, then
〈∆F 〉D =
∫
Ω
∆F (p,E) f(p,E) dp dE. (20)
When dealing with copies the distribution is defined
by f(p,H) = δ(p− p˜) δ(E − E˜), where δ(·) is the Dirac
delta distribution. Thus, our approach can be directly
extended to more general settings including the asym-
metric case.
III. DISCUSSION
We have presented a framework to study how the
presence of correlations affects thermodynamic pro-
cesses taking place in the single-shot regime. By first
considering the formation of locally equivalent states,
we show that the creation of correlated systems pro-
vides an advantage, since in this case the energetic cost
of the process is lower than in the uncorrelated scenario.
This is a feature that appears when fluctuations of work
are constrained. Although we focused most of our anal-
ysis on the creation correlated of copies, we have shown
that the same ideas could be extended to more general
scenarios. Here, we have analyzed the creation of states
that are diagonal in the energy eigenbasis. Creation of
states with coherence in this scenario is strictly impossi-
ble, a source of coherences is required [4, 15]. We think
that these ideas could also be extended to this situa-
tion, as the amount of coherences can be reduced when
one acts collectively. If independent copies require an
amount of coherences of order O(N), a collective action
reduces this requirement to O(√N) [4, 15].
The description we provide is compatible with
standard results of thermodynamics in the large N
limit. In fact, we have shown that this mechanism leads
to the emergence of reversibility when the minimum
work cost is considered. Unlike previous approaches,
here we consider that the final state is correlated but
all transformations and work extraction are exact and
deterministic. Interestingly, we have also shown that
an amount of correlations per copy that is vanishing
small is sufficient to recover standard results in the
large N limit. Therefore, we can identify a physical
mechanism, related with the creation of correlations,
that allows to continuously approach standard results
in the thermodynamic limit. Furthermore, we have also
shown that classical results can also be recovered in the
large N limit with more general settings. We expect our
work sheds light on the role of correlations in thermo-
dynamic transformations of microscopic systems and
its connection with the emergence of standard results.
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9Supplementary Note 1: c-work of formation
In this work we focus our study on the process of formation of N correlated copies of a system S with non-trivial
Hamiltonian HS . More specifically, given a state ρ of the system with [ρ,HS ] = 0 and a state ρ(N) which satisfies
tr−i
(
ρ(N)
)
= ρ ∀i = 1, 2, . . . , N, (11)
where tr−i(·) = tr1,2,...,i−1,i+1,...,N (·) is the partial trace over all subsystems except for the i-th one, we consider the
transformation via thermal operations given by τ⊗NS ⊗ |W 〉〈W | E−→ ρ(N) ⊗ |0〉〈0| , where τS is the Gibbs state of S. The
aim is to find states ρ(N) with minimum work of formation W . We can formalize this problem as a minimization
problem over a set of feasible solutions.
Definition 1 (feasible states). Given a state ρ of the system S and N ∈ N, let C(ρ,N) be the set of states of the N copies,
S⊗N , given by
C(ρ,N) =
{
ρ(N) : tr−i
(
ρ(N)
)
= ρ ∀i = 1, 2, . . . , N
}
. (12)
Except for the product state ρ⊗N , the set C(ρ,N) is formed by correlated states of the N subsystems. The c-work
of formation is then defined as the minimum amount of energy that is required to create a state in C(ρ,N) from the
Gibbs state of the total system.
Definition 2 (work of formation of correlated copies). Given a state ρ of the system S and a number of copies N , we define
the work of formation of correlated copies or just c-work of formation , denoted asWform(ρ,N), by
Wform(ρ,N) = min
ρ(N)∈C(ρ,N)
Wform
(
ρ(N)
)
. (13)
Let D be the dimension of the system S and E1 ≤ E2 ≤ . . . ≤ ED the eigenvalues of HS . Let’s assume that there
are at least two different eigenvalues (a similar treatment can be considered for trivial Hamiltonians and the solution
is similar to the one that is obtained in the limit β → 0). Then the states ρ and ρ(N) can be written as
ρ =
D∑
d=1
pd |Ed〉〈Ed| , (14)
ρ(N) =
∑
(d1,...,dN )∈{1,...,D}N
λd1,d2,...,dN |Ed1 , Ed2 , . . . , EdN 〉〈Ed1 , Ed2 , . . . , EdN | , (15)
where pd are the eigenvalues of the state ρ and λd1,d2,...,dN are the occupation probabilities of the state ρ
(N) with the
i-th subsystem in the energy state Edi . Applying tr−j(·) in (15) we find that the constraint of (11) on the partial traces
will be satisfied if and only if
pd =
∑
(d1,...,dj−1,dj+1,...,dN )∈{1,...,D}N−1
λd1,...,dj−1,d,dj+1,...,dN ∀ d, j. (16)
On the other hand, the Gibbs state of the N copies is given by
τ⊗NS =
∑
(d1,...,dN )∈{1,...,D}N
e−β(Ed1+Ed2+...+EdN )
ZNS
|Ed1 , Ed2 , . . . , EdN 〉〈Ed1 , Ed2 , . . . , EdN | , (17)
where ZS =
∑D
i=1 e
−βEi is the partition function of the system S at inverse temperature β = (kBT )−1. Then, the
work of formation of ρ(N) is
Wform(ρ
(N)) = kBT log max
d1,...,dN
{
λd1,...,dN e
β(Ed1+...+EdN )ZNS
}
. (18)
Let pE be the occupation of energy level E of the N -partite system, which is given by
pE =
∑
d1,...,dN :
∑N
i=1 Edi=E
λd1,d2,...,dN , (19)
10
and let gN (E) be its degeneracy (i.e. the number of terms in the sum of (19)). Then, it is clear from (18) that in order
to minimize the work of formation, the distribution of pE in the gN (E) states should be uniform:
λd1,...,dN =
p∑N
i=1 Edi
gN
(∑N
i=1Edi
) ≡ λ∑N
i=1 Edi
. (110)
Given this symmetry, we introduce the notation λE = λd1,...,dN , with E =
∑N
i=1Edi . Then, we can restrict the search
for a state ρ(N) that minimizesWform to states of the following form
ρ(N) =
∑
E
pE
∑
ψ :E(ψ)=E
1
gN (E)
|ψ〉〈ψ| . (111)
This simplifies the problem of finding the state ρ(N) that minimizes the work of formation. The state of (111) is
completely characterized by its energy distribution among the set EN of energies of the N -partite system. Now the
constraints of (16) on the reduced states take a simpler form
pd =
∑
(d1,...,dj−1,dj+1,...,dN )∈{1,...,D}N−1
λd1,...,dj−1,d,dj+1,...,dN
=
∑
E∈EN
gN−1(E − Ed)λE ∀d = 1, 2, . . . , D, (112)
where λE is any of the eigenvalues of ρ(N) with energy E. Notice that each of the terms gN−1(E −Ed)λE represents
the conditional probability that one of the copies have local energy Ed given that the total energy is E. The following
proposition summarizes the previous analysis.
Proposition 1. Given a local state ρ and N ∈ N, it holds
min
ρ(N)∈C(ρ,N)
Wform(ρ
(N)) = min
ρ(N)∈C∗(ρ,N)
Wform(ρ
(N)), (113)
where C∗(ρ,N) is the set of states of the form given by (111) which satisfies (112).
A. c-work of formation as a linear program
From the results of the previous section it is clear that the search for the state ρ(N) with minimum work of formation
is equivalent to solving the following constrained minimization problem
min
{λE}E∈EN
kBT log
[
max
E
{
λEe
βEZNS
}]
s.t.
∑
E∈EN
gN−1(E − Ed)λE = pd ∀d = 1, 2, . . . , D (114)
λE ≥ 0 ∀E ∈ EN .
To simplify the problem, we perform the change of variables
qE = λEe
βEZNS . (115)
We will also omit the term kBT (being a positive constant) and drop the function log (given that log is a monotonically
increasing function) obtaining
min
q
‖q‖∞ (116)
s.t.
∑
E∈EN
gN−1(E − Ed)
ZNS
e−βEqE = pd ∀d = 1, 2, . . . , D (117)
qE ≥ 0 ∀E ∈ EN , (118)
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where ‖ · ‖∞ is the infinity norm. Finally the minimization of the infinity norm can be linearized by introducing an
auxiliary variable Q and additional constraints
min
Q
Q
s.t.
∑
E∈EN
gN−1(E − Ed)
ZNS
e−βEqE = pd ∀d = 1, 2, . . . , D
qE ≥ 0 ∀E ∈ EN (119)
qE ≤ Q ∀E ∈ EN
Q ≥ 0.
As mentioned in the main text, linear optimization problems have been extensively studied and there exist nu-
merical methods, such as the simplex algorithm, that allows one to solve this problem easily for arbitrary energy
distributions. In the following section we will focus on the analytical solution for the qubit (D = 2) case, and then
we will generalize these results to arbitrary dimensions.
Supplementary Note 2: Optimal solution for D = 2
When D = 2 the Hamiltonian of the system can be considered, without loss of generality, as HS = E0 |1〉〈1|, where
E0 is the energy of the excited state. Thus, every block-diagonal state of S can written as ρ = (1− p) |0〉〈0|+ p |1〉〈1|,
with p ∈ [0, 1] the probability of being in the excited state.
The advantage of considering D = 2 is that there is a simple closed formula for the degeneracy of the N -partite
energy levels in the set EN = {mE0,with m = 0, 1, . . . , N}, that is given by
gN (mE0) =
(
N
m
)
, m = 0, 1, . . . , N, (21)
where
(
N
m
)
is the binomial coefficient. Then, the constrains of (117) and (118) can easily be written as:
N∑
m=0
1
ZNS
(
N
m
)
e−βmE0qm =
N∑
m=0
gmqm = 1, (22)
N∑
m=0
1
ZNS
m
N
(
N
m
)
e−βmE0qm =
N∑
m=0
m
N
gmqm = p, (23)
where gm = 1ZNS
(
N
m
)
e−βmE0 and we have used the fact that
(
N−1
m−1
)
= mN
(
N
m
)
.
The following Theorem characterizes the state ρ(N)min which minimizes the work of formation.
Theorem 1 (Exact solution, D = 2). Consider the optimization problem
min
q∈RN+1
‖q‖∞
s.t.
N∑
m=0
gmqm = 1 (24)
N∑
m=0
mgmqm = Np (25)
qm ≥ 0, (26)
where p ∈ [0, 1], N ∈ N and gm are non-negative real numbers. Then, there exists a unique solution and it is given by
q∗m =
 γ if m ∈ U0 if m ∈ Lsγ if m ∈ (U ∪ L)c (27)
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where γ ∈ R>0, s ∈ [0, 1] andU , L are two different intervals of indexes such that #((U∪L)c) ≤ 1 (i.e. there is at most only one
element not in either U or L). Moreover, if (U ∪L)c = {m∗} then U = {0, 1, . . . ,m∗−1} and L = {m∗+ 1,m∗+ 2, . . . , N},
or U = {m∗ + 1,m∗ + 2, . . . , N} and L = {0, 1, . . . ,m∗ − 1}; and γ and s are given by
γ =
1
sgm∗ +
∑
m∈U gm
=
m∗ −Np∑
m∈U (m∗ −m)gm
, s =
1
gm∗
∑
m∈U (Np−m)gm
m∗ −Np . (28)
On the other hand, if (U ∪ L)c = ∅ then s = 0 and
γ =
1∑
m∈U gm
. (29)
Proof. Since ‖·‖∞ is a metric inRN+1 and the set of (24), (25) and (26) define a convex bounded set, there exists at least
one solution to the problem. To see that the optimal solution is of the form of (27), we will show by contradiction that
a smaller minimum cannot exist. First notice that the defining property of (27) states that q∗m is either 0 or achieves
its maximum (infinity norm) at all points except for at most a single one. Let’s then assume that there is a different
optimal solution q† with smaller infinity norm such that it has at least a second non-zero component smaller than
‖q†‖∞, i.e. there are indexes a, b ∈ {0, 1, . . . , N} such that 0 < q†a < ‖q†‖∞ and 0 < q†b < ‖q†‖∞. Now we can define
the sets U† =
{
m : q†m = ‖q†‖∞
}
and L† =
{
m : q†m = 0
}
. Since q† satisfy (24) and (25):
N∑
m=0
gmq
†
m = ‖q†‖∞
∑
m∈U†
gm +
∑
m∈(U†∪L†)c
gmq
†
m
= (‖q†‖∞ − )
∑
m∈U†
gm +
∑
m∈(U†∪L†)c
gmq
†
m + 
∑
m∈U†
gm
= 1, (210)
N∑
m=0
mgmq
†
m = ‖q†‖∞
∑
m∈U†
mgm +
∑
m∈(U†∪L†)c
mgmq
†
m
= (‖q†‖∞ − )
∑
m∈U†
mgm +
∑
m∈(U†∪L†)c
mgmq
†
m + 
∑
m∈U†
mgm
= Np, (211)
where 0 <  < ‖q†‖∞. Let’s see that in such a case there is another q†† with ‖q††‖∞ < ‖q†‖∞, defined as
q††m =

‖q†‖∞ −  if m ∈ U†
q††a if m = a
q††b if m = b
0 if m 6∈ U† ∪ {a, b}
(212)
where q††a , q
††
b and  are constants to be determined satisfying the constrains. Notice that if q
††
a , q
††
b < ‖q†‖∞ − , then
q†† is a better minimum than q†. Additionally, q†† will satisfy the constrains of (24) and (25) if there are constants
q††a , q
††
b ,  > 0 such that [
ga gb
aga bgb
] [
q††a
q††b
]
=
[
gaq
†
a + gbq
†
b + 
∑
m∈U† gm
agaq
†
a + bgbq
†
b + 
∑
m∈U† mgm
]
. (213)
Since ga, gb 6= 0 and a 6= b, the first matrix is invertible and then[
q††a
q††b
]
=
[
q†a
q†b
]
+ 
(gagb)
−1
b− a
[
bgb
∑
m∈U† −gb
∑
m∈U† mgm
ga
∑
m∈U† mgm − aga
∑
m∈U† gm
]
.
=
[
q†a
q†b
]
+ 
[
sa
sb
]
. (214)
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Thus, since 0 < q†i < ‖q†‖∞ (i = a, b) and sa, sb do not depend on q††, there exists  > 0 with 0 < q††i < ‖q†‖∞ − 
(i = a, b). As a consequence, q†† verifies (24), (25), (26) and ‖q††‖∞ < ‖q†‖∞. Therefore, q† cannot be the solution of
the optimization problem, and then the optimal solution is the one given in (27).
On the other hand, the expressions of γ y s in (28) follow from the fact that[ ∑
m∈U gm gm∗∑
m∈U mgm m
∗gm∗
] [
γ
sγ
]
=
[
1
Np
]
, (215)
where (U ∪ L)c = {m∗}. Now, for a fixed m∗ let us demonstrate that either U = {0, 1, . . . ,m∗ − 1} and L =
{m∗ + 1,m∗ + 2, . . . , N}, or U = {m∗ + 1,m∗ + 2, . . . , N} and L = {0, 1, . . . ,m∗ − 1}. From (215) we have that
γ =
m∗ −Np∑
m∈U (m∗ −m)gm
, (216)
and for a fixed m∗ and s, it is then clear that the way to minimize γ is by choosing U as a set of consecutive indexes
as big as possible. Also, with U fixed the best strategy is to choose m∗ as a consecutive index in order to ensure that
γ will be positive and as small as possible.
It is worth noting that the cases s = 0 and s = 1 are equivalent with a proper redefinition of U . Indeed, whenever
s = 1, we can define U ′ = U ∪ {m∗} and then (U ′ ∪ L)c = ∅, which by definition means that s′ = 0. Conversely, if
s = 0 (and therefore by definition (U ∪L)c = ∅), we can take any element m∗ in U (in this case U can never be empty,
otherwise q = 0) and define U ′ = U \ {m∗} which means that now (U ′ ∪ L)c = {m∗} and s′ = 1. For this reason, in
the remainder of this text we will either use s = 1 or s = 0 (each with their own proper definition of U ) for the same
state depending on the convenience for the calculation at hand.
Corollary 1 (Theorem 1 in the main text). Given an integer N and a state ρ which satisfies [ρ,HS ] = 0, there exists a
subset of energies EρN ⊆ EN , a constant s ∈ (0, 1], and at most a single energy ε ∈ EN such that the state ρ(N)min is defined by the
distribution:
λE =

e−βE
γ if E ∈ EρN
s e
−βε
γ if E = ε
0 otherwise
(217)
with γ a normalization constant. The work of formation and the extractable work of ρ(N)min are given by
Wform(ρ,N) = kBT log
[
ZNS
γ
]
, (218)
Wext(ρ,N) = kBT log
[
ZNS
Z
]
, (219)
where Z is the partition function of a system in a thermal state at temperature T with spectrum given by the set EρN ∪ {ε}, and
γ = Z − (1− s) gN (ε)e−βε.
Proof. It follows from Theorem 1 taking qE = λEeβEZNS , defining EρN = {mE0 : with m ∈ U} and ε = m∗E0 with
m∗ the only index in (U ∪ L)c (if (U ∩ L)c = ∅, we redefine U as mentioned after the proof of Theorem 1 to have
(U ∪ L)c = {m∗} and s = 1). The c-work of formation is then given by
Wform(ρ,N) = kBT log γ−1
= −kBT log
[∑
U
gm + sgm∗
]
= −kBT log
 1
ZNS
 ∑
U∪{m∗}
(
N
m
)
e−βmE0 − (1− s)gN (ε)e−βε

= kBT log
[
ZNS
γ
]
(220)
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FIG. 4. Optimal solution for the qubit case and N = 3 copies. Panel (a) shows the optimal values of γ (red curve) and sγ
(blue curve) as a function of the local qubit excited state probability, p. The dotted lines indicate discontinuities that appear in
sγ. Panel (b) shows the work of formation of a single copy Wform(ρ) (gray dash-dotted line), the c-work of formation per copy
Wform(ρ,N)/N (blue line), the extractable work from the correlated system per copyWext(ρ,N)/N (red line) and the standard
thermodynamic free energy of the local system ∆F (dahsed gray line). The blue and red circles further indicate the location of
the reversible states.
where Z is the partition function of the system restricted to the set of energies EρN ∪ {ε}, that is,
Z = ZNS
∑
m∈EρN∪{ε}
gm =
∑
m∈EρN∪{ε}
(
N
m
)
e−βmE0 . (221)
Fig. 4-a) illustrates the analytical solution for N = 3. There we show the dependence of γ and sγ ((28)) with the
local state ρ = (1 − p) |0〉〈0| + p |1〉〈1|. It can been seen that γ(p) is a piecewise linear function and that the break
points coincide abruptly changes of s from s ≈ 0 to 1. A similar discontinuity in the derivative of γ appears in the
derivative of the c-work of formation (Fig. 4-b)).
Supplementary Note 3: Bound on the amount of total correlations
We have shown that correlated states minimize the c-work of formation . Thus, the creation of correlations can be
used to reduce this energetic cost with respect to the uncorrelated case. The question we address here is whether
there is a bound on the amount of total correlations that can be developed while reducing this work cost. It this easy
to show that total correlations
I(ρ(N)) > Nβ (Wform(ρ)−∆F (ρ)) (31)
are necessarily costly, since they cannot be used to reduced the work of formation. In fact, if a multipartite state
ρ(N) is created with total correlations I(ρ(N))/N > (Wform(ρ)−∆F (ρ))β, then I(ρ(N)) /β +N∆F (ρ) > N Wform(ρ).
Recalling that ∆F (ρ(N)) = I(ρ(N)) /β +N∆F (ρ) and Wform(ρ(N)) ≥ ∆F (ρ(N)) then Wform(ρ(N)) > N Wform(ρ).
Supplementary Note 4: Reversibility andR∗-states
As mentioned in the main text, in general the transformations in the resource theory framework are not reversible,
in the sense that the work of formation of a state is in general strictly larger than the extractable work [5]. This means
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that in general we will not be able to recover all the work invested in the creation of a state from thermal equilibrium.
However, there is a particular set of states where reversible interconversion can be achieved.
Definition 3 (Reversible states). A state σ is reversible if its work of formation and extractable work coincide; i.e.
Wext(σ) = Wform(σ). (41)
We define asR the set of all reversible states.
While generic states are irreversible, there is a particularly simple family of reversible states which are thermal on
a reduced support of the system.
Proposition 2 (non-trivial reversibles states). Let S be a system with Hamiltonian HS and energy spectrum ES . Let τS be
the Gibbs state of the system, which is characterized by the eigenvalues
τS(E, g) =
1
ZS
e−βE ∀g ≤ gS(E), (42)
where ZS is the partition function and gS(·) the degeneracy. Let ρ be a state of S with [ρ,HS ] = 0 and eigenvalues given by
λ(E, g) =
1
Z
τS(E, g)1{E∈E} ∀g ≤ gS(E), (43)
where E ⊆ ES is a subset of allowed energies, 1 is the indicator function and Z is a normalization constant. Then the family of
Re´nyi divergences {Dα(ρ‖τS)}α≥0 is independent of α. In particular, the state ρ is reversible.
Proof. It follows directly from the definition of the Re´nyi divergences [26] and the form of ρ. Given α ≥ 0
Dα(ρ‖τS) = 1
α− 1 log
∑
E∈ES
gS(E)∑
g=1
λ(E, g)ατS(E, g)
1−α
=
1
α− 1 log
∑
E∈E
gS(E)Z
−ατS(E, g)
=
1
α− 1 logZ
−α∑
E∈E
gS(E)τS(E, g)
=
1
α− 1 logZ
1−α
= − logZ. (44)
In particular,
D0(ρ‖τS) = inf
α>0
Dα(ρ‖τS) = D∞(ρ‖τS) = sup
α>0
Dα(ρ‖τS) = − logZ (45)
and therefore Wext(ρ) = Wform(ρ).
A. R∗-states
As we will show, there exists a set of N -partite reversible states that are indeed solution to the minimization
problem. The associated reduced states ρ = (1 − p) |0〉〈0| + p |1〉〈1|, parametrized by the value of p, are defined as
R∗-states and in Fig. 4-a) and Fig. 4-b) are associated to the breaking points in the c-work of formation .
Definition 4 (R∗-states). Given a number of copies N and a reduced state ρ(p∗) = (1 − p∗) |0〉〈0| + p∗ |1〉〈1|, we say that
ρ(p∗) is anR∗-state ifWform(ρ(p∗), N) =Wext(ρ(p∗), N). We callR∗(N) the set of allR∗-states for a given N .
The setR∗(N) can be easily characterized by the condition s = 1 (see Corollary 1).
Proposition 3. Given a system of N qubits, the set ofR∗-states is determined by the 2N + 1 states of the form
ρ(p∗k) = (1− p∗k) |0〉〈0|+ p∗k |1〉〈1| (46)
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where
p∗k = −
1
NE0
∂
∂β
logZk =
〈E〉k
NE0
. (47)
If p∗k ≤ pβ , Zk ≡
∑k
m=0
(
N
m
)
e−βmE0 for k = 0, .., N ; while if p∗k > pβ , Zk ≡
∑k
m=0
(
N
N−m
)
e−β(N−m)E0 for k = 0, .., N − 1.
Here the Gibbs state is ρ(pβ).
From (28) it follows that the values p∗k for which ρ(p
∗
k) is anR∗-state satisfies
p∗k =
1
N
∑
Uk
mgm∑
Uk
gm
= − 1
NE0
∂
∂β
logZk (48)
with Uk = {k, k + 1, . . . , N} or Uk = {0, 1, . . . , k}, with k = 0, 1, . . . , N , depending on whether p∗k ≤ pβ or p∗k ≥ pβ .
Notice that in both cases k = N coincides with the Gibbs state. Therefore the c-work of formation for these states is
just
Wform(ρ(p∗k), N) = −kBT log
[
Zk
ZNS
]
. (49)
From the family of R∗-states it is possible to recover the optimal solution given by Theorem 1 for each p ∈ [0, 1].
Let us consider two differentR∗-states characterized by consecutive values p∗k, p∗k+1:
p∗k =
1
N
∑N
m=kmgm∑N
m=k gm
, p∗k+1 =
1
N
∑N
m=k+1mgm∑N
m=k+1 gm
, (410)
and using the same change of variables that was done in (115) we can define
q∗,kn =
1
Zk
1{k≤n} , q∗,k+1n =
1
Zk+1
1{k+1≤n}, (411)
where 1 is the indicator function. Given p ≥ pβ , let k be such that p∗k < p < p∗k+1 and x ∈ (0, 1) such that p =
xp∗k + (1− x)p∗k+1. For this value of p the optimal solution is as follows:
qn =
k −Np∑N
m=k+1(k −m)gm
1{k+1≤n} +
1
gk
∑N
m=k+1(Np−m)gm∑N
k=m+1(k −m)gm
1{k=n}
= x
1∑N
m=k gm
1{k≤n} + (1− x) 1∑N
m=k+1 gm
1{k+1≤n}
= xq∗,kn + (1− x)q∗,k+1n . (412)
Therefore, using the same convex combination that relates the value p with its two nearest R∗-states, p∗k and p∗k+1,
the optimal solution for p can be written as a convex combination of the optimal solutions of p∗k and p
∗
k+1.
B. Density
Another useful property that the R∗-states satisfy is that they are dense in the space of states in the following
sense. Let us consider the union of all the statesR∗(N),
R∗ =
⋃
N∈N
R∗(N). (413)
Then, given  > 0, for each ρ there exists ρ ∈ R∗ such that ‖ρ − ρ‖1 < . To prove this, we are going to show that
the spacing between two consecutive values p∗k and p
∗
k+1 for which the state ρ = (1− p) |0〉〈0|+ p |1〉〈1| is anR∗-state
goes to zero as O(1/N). Since the expression for p∗k includes the factors gm, for large enough N we can make use of
asymptotic estimations for the binomial coefficients. From the following lemma we can conclude the main result of
this section.
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Lemma 1 ([44]). Let X a random variable with X ∼ Bi(n, p), where n ∈ N and p ∈ [0, 1]. The probability that X ≤ m is
given by
Bm(n, p) =
m∑
j=0
(
n
m
)
pjqn−j (414)
with q = 1− p. Then, for each 0 ≤ m ≤ np− φ(n) it holds that
Bm(n, p) ≈ 1
1− r
(
n
m
)
pmqn−m (415)
where r = qm/(p(n+ 1−m)) and φ(n) = O(√n).
Proposition 4 (Density). Let N be the number of correlated copies of the system and ρ = (1− p) |0〉〈0|+ p |1〉〈1| the reduced
state. Given two consecutive values p∗k and p
∗
k+1 associated to twoR∗-states such that |k−Npβ | ≥ φ(n), where φ(n) = O(
√
n),
it follows
N(p∗k+1 − p∗k) N→∞−−−−→ 1. (416)
Proof. From Lemma 1 it follows
N∑
m=k
gm =
N∑
m=k
1
ZNS
(
N
m
)
e−βmE0
=
N∑
m=k
(
N
m
)(
e−βE0
ZS
)m(
1
ZS
)N−m
=
N−m0∑
m=0
(
N
m
)(
1
ZS
)m(
e−βE0
ZS
)N−m
≈ 1
1− r
(
N
k
)(
e−βE0
ZS
)k (
1
ZS
)N−k
=
1
1− r gk, (417)
where r = e−βE0(n− k)/(k + 1). Then,
1 +
gk∑N
m=k+1 gm
≈ eβE0 k + 1
N − k . (418)
On the other hand, we for p∗k > pβ we can write:
p∗k =
1
N
∑N
m=km
(
n
m
)
e−βmE0∑N
m=k
(
n
m
)
e−βmE0
= − 1
E0
∂
∂β
log
N∑
m=k
(
n
m
)
e−βmE0 . (419)
Finally,
N(p∗k+1 − p∗k) =
1
E0
∂
∂β
log
[ ∑N
m=k gm∑N
m=k+1 gm
]
=
1
E0
∂
∂β
log
[
1 +
gk∑N
m=k+1 gm
]
≈ 1
E0
∂
∂β
[
βE0 + log
k + 1
N − k
]
= 1, (420)
where we use that the approximation of (418) holds for the derivative. This follows from the fact that both terms in
(418) are monotones in β and k.
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C. Quasi-thermal states
In Fig. 2(b) of the main text we can observe that there is a set of states for which the c-work of formation of N
copies coincides with the work of formation of a single copy. Since these states are concentrated around the Gibbs
state of the system, we will denote them as quasi-thermal states. For a fixed value of N , let p∗−, p∗+ ∈ [0, 1] be the
values associated toR∗-states given by
p∗− =
1
N
∑N−1
m=0 mgm∑N−1
m=0 gm
=
pβ − eβNE0/ZNS
1− eβNE0/ZNS
, (421)
p∗+ =
1
N
∑N
m=1mgm∑N
m=1 gm
=
pβ
1− g0 . (422)
Notice that the length of the interval [p∗−, p∗+] decreases exponentially with the number of copies N .
Proposition 5 (quasi-thermal states). For each local state ρ = (1− p) |0〉〈0|+ p |1〉〈1|, with p ∈ [p∗−, p∗+], it holds
Wform(ρ,N) = Wform(ρ). (423)
Proof. The work of formation of the state ρ+ = (1− p∗+) |0〉〈0|+ p∗+ |1〉〈1| is
Wform(ρ+) = kBT log
(
max{p∗+eβE0ZS , (1− p∗+)ZS}
)
= kBT log
(
p∗+e
βE0ZS
)
(424)
where we use that pβ < p∗+. On the other hand, the c-work of formation of N copies of ρ+ is
Wform(ρ+, N) = kBT log
(
1∑N
m=1 gm
)
= kBT log
(
1
1− g0
)
= kBT log
(
p∗+
pβ
)
= kBT log
(
p∗+(1 + e
βE0)
)
= kBT log
(
p∗+e
βE0ZS
)
, (425)
which coincides with (424). Without the term kBT log, the c-work of formation is linear between pβ and p∗+. There-
fore, in light of (412) the same result is true for each p ∈ [pβ , p∗+]. In the same way we can prove the proposition for
p ∈ [p∗−, pβ ].
Supplementary Note 5: Thermodynamic limit
In this section we focus on recovering the thermodynamic limit from the states that minimize the c-work of for-
mation . We will show that for any reduced state ρ, when the number of copies N goes to infinity, we recover the
classical result for the work of formationWform(ρ,N)/N ≈ ∆F , i.e. the work of formation coincides with the stan-
dard free energy difference. Fig. 5-a) shows the correlated work of formation per copyWform/N for different states
ρ. On the other hand, in Fig. 5-b) we show the c-work of formation for different numbers of copies N of the system
as a function of p. We can see how the c-work of formation per copy converges asymptotically to the standard free
energy difference.
Let’s see how to analytically prove these results in the thermodynamic limit. Since the R∗-states provide a com-
plete characterization of the c-work of formation for each state and in addition they are dense, it is enough to prove
the limit just for theR∗-states. EveryR∗-state is of the form ρ∗ = (1− p∗) |0〉〈0|+ p∗ |1〉〈1|, with
p∗ =
1
N
∑
m∈U mgm∑
m∈U gm
. (51)
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FIG. 5. Convergence of the c-work of formation as the number of copies increases. Panel (a) shows the c-work of formation
Wform(ρ,N)/N per copy for different local qubit states (parametrized by the excited state probability p) as a function of the
number of copies N . We see how the work of formation converges towards the standard work of macroscopic thermodynamics
∆F (ρ) as N increases. Panel (b) shows the c-work of formation per copyWform(ρ,N)/N for different number of copies N as a
function of the local qubit state (parametrized by the excited state probability p). We see how the correlated work of formation per
copy converges to the standard free energy difference. The asymptotic value coincides with the standard work of macroscopic
thermodynamics ∆F (ρ) and it is far from the work of formation of a single copy.
Since U is an interval of consecutive energies and the median energy of the N copies is Np∗, we necessarily have
dNp∗e ∈ U or bNp∗c ∈ U . For simplicity, let us just consider thatNp∗ ∈ U (the other case can be treated analogously).
Then
Wform(ρ∗, N) = kBT log
(
1∑
m∈U gm
)
≤ kBT log
(
1
gNp∗
)
= kBT log
(
ZNS e
βNp∗E0(
N
Np∗
) )
= Np∗E0 +NkBT logZS − kBT log
(
N
Np∗
)
. (52)
Using Stirling’s approximation for the binomial coefficients we have
log
(
N
Np∗
)
= NS(p∗) +O(logN), (53)
where S(·) is the binary Shannon entropy. On one hand we have
Wform(ρ∗, N) ≤ Np∗E0 − kBTNS(p∗) + kBT logZS +O(logN)
= N [F (ρ∗)− F (τ)] +O(logN)
= N∆F (ρ∗) +O(logN). (54)
On the other hand, it is easy to see that N∆F (ρ∗) ≤ Wform(ρ∗, N). Since ρ(N)min is reversible and due to the subaddi-
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tivity of entropy we have
Wform(ρ∗, N) = ∆F (ρ(N)min )
= tr[H⊗NS ρ
(N)
min ]− kBTS(ρ(N)min ) + kBT logZNS
≥ N tr[HSρ∗]−NkBTS(ρ∗) +NkBT logZS
= N∆F (ρ∗). (55)
Finally we have that the c-work of formation per copy converges to the standard free energy difference
∆F (ρ∗) ≤ Wform(ρ
∗, N)
N
≤ ∆F (ρ∗) +O
(
logN
N
)
. (56)
To fully recover the expected thermodynamic limit would furthermore require that the correlations vanish as N →
∞. We can compute the generalized mutual information between the correlated state ρ(N)min and the product state
ρ⊗N ,
I
(
ρ
(N)
min
)
= D1
(
ρ
(N)
min ‖ρ∗⊗N
)
= NS(ρ∗)− S(ρ(N)min ). (57)
From the reversibility of the R∗-states it is possible to rewrite the mutual information as a function of the c-work of
formation Wform and the standard free energy difference ∆F ,
I
(
ρ
(N)
min
)
= β[F (ρ(N))−NF (ρ∗)]
= β[∆F (ρ(N))−N∆F (ρ∗)]
= β[Wform(ρ∗, N)−N∆F (ρ∗)] = O (logN) . (58)
We can then conclude that the amount of correlations scales as logN and therefore the correlations per copy vanish,
thus the subsystems are weakly correlated in the macroscopic limit.
Supplementary Note 6: Generalization to systems of arbitrary dimension
In this section we will generalize the above results to systems of arbitrary finite dimension D. As we mentioned
before, the analytical characterization of the minimization problem is quite difficult and requires the analytic ex-
pression of the degeneracy gN (E) for each energy E of the N -partite system, which cannot be known for arbitrary
Hamiltonians. However, it can be proven that the optimal solution has the same form as the one given in Theorem
1. Furthermore, the existence of quasi-thermal states, their reversibility, density and the thermodynamic limit still
hold for all D.
Let us consider the optimization problem presented in (116), (117) and (118) for systems of dimension D
min
q
‖q‖∞
s.t.
∑
E∈EN
gN−1(E − Ed)
ZNS
e−βEqE = pd ∀d = 1, 2, . . . , D (61)
qE ≥ 0 ∀E ∈ EN .
Notice that the form of the optimal solution introduced in Theorem 1 can be written as
qi = γ1{i∈U} + sγ1{i=m∗}. (62)
Let A ∈ RD×M (where M = #(EN ) is the cardinality of the set of energies of the N -partite system) be the matrix
where each row corresponds to an energy Ed of a single system and each column to an energy E of the N -partite
system, and the matrix elements are equal to gN−1(E − Ed)e−βE/ZNS . The following theorem proves the natural
generalization of (62), where now the optimal solution either realizes its infinity norm or it is equal to zero except in
at most D − 1 points.
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Theorem 2. Consider the optimization problem given by
min
q∈RM
‖q‖∞
s.t. Aq = p (63)
q ≥ 0
where p ∈ RD≥0 and A ∈ RD×M≥0 , such that there is at least one feasible solution to the constrains. Then, there exists a solution,
not necessarily unique, of the form
qi = γ1{i∈U} +
D−1∑
j=1
γsj1{i=nj} (64)
where s1, s2, . . . , sD−1 ∈ [0, 1]; γ ∈ R>0; U is a set of indexes where q realizes its infinity norm; and n1, n2, . . . , nD−1 ∈
{1, 2, 3, . . . ,M}.
Proof. Let A be the set of optimal solutions of (63). Since ‖ · ‖∞ is a distance and the constrains Aq = p and q ≥ 0
define a convex, bounded and closed set in RM , it follows that there is at least one solution and thenA is non-empty.
For each q we define
M(q) = {i : qi 6= 0 ∧ qi 6= ‖q‖∞} , (65)
and for each p let us consider the quantity
m(p) = min
{
|M(q)| : q is a solution of (63)
}
. (66)
Then, the main statement of the Theorem is equivalent to proving that m(p) ≤ D − 1 for every p. Let q† ∈ A be such
that |M(q†)| = m(p) and assume that m(p) ≥ D. Additionally, let {i1, i2, . . . , iD} ⊂M(q†) and consider the matrix
AM =
 ai1 ai2 · · · aiD
 , (67)
where ai1 , . . . , aiD are the columns i1, · · · , iD of the matrix A. We will now show that AM cannot be invertible. If AM
were invertible, then it would be possible to explicitly construct a solution q†† with ‖q††‖∞ < ‖q†‖∞ and given by
q††m =

‖q∗‖∞ −  if q†m = ‖q†‖∞
x1 if m = i1
...
xD if m = iD
q†m otherwise,
(68)
where  > 0 and x1, . . . , xD are chosen such that the constrains are satisfied and x1, . . . , xD < ‖q†‖∞ − . q†† is a
feasible solution if
p = Aq†† = AU
 ‖q
∗‖∞ − 
...
‖q∗‖∞ − 
+AM
 x1...
xD

= Aq† +AM
 x1 − q
†
i1
...
xD − q†iD
−  ∑
m∈U
am, (69)
where AU is the restriction of A to the columns am for which q†m = ‖q†‖∞. Since Aq† = p and assuming that AM is
invertible, then  x1 − q
†
i1
...
xD − q†iD
 = A−1M ∑
m∈U
am. (610)
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FIG. 6. Optimal solution for the D = 3 case. In panel (a) we show the correlated work of formationWform for N = 4 copies of a
system of dimension D = 3 for every reduced local state of the system. p1, p2 and p3 correspond to the occupation of the energy
levels E1, E2 and E3, respectively. Panel (b) shows the values of γ, s1γ and s2γ of the optimal solution given by Theorem 2 for a
particular path between states Γ→ X → Y → Γ.
Since the right side of (610) is fixed and 0 < q†ij < ‖q†‖∞, it follows that there exists  > 0 small enough such that
0 < xi < ‖q†‖∞. Then ‖q††‖∞ = ‖q†‖∞ −  < ‖q†‖∞ and q† cannot be an optimal solution, which contradicts our
hypothesis. Therefore AM is not invertible.
SinceAM is not invertible, there exists a non-trivial solution of the equationAMx = 0. Then, it is possible to define
a new solution to Aq = p in the following way
q††m =

‖q∗‖∞ if q†m = ‖q†‖∞
q†m + δx1 if m = i1
...
q†m + δxD if m = iD
q†m elsewhere.
(611)
Then it is immediate that there exists δ > 0 and an index ik such that q
††
ik
= 0 or q††ik = ‖q†‖∞ and 0 < q††m < ‖q†‖∞ for
allm 6= ik. Thus,M(q††) = m(p)−1, which contradicts the definition ofm(p). Finally we conclude thatm(p) ≤ D−1
for all p.
As in the case of D = 2, Theorem 2 claims that the state that minimizes the work of formation is a renormalization
of the Gibbs state over a restricted subset energies, except for at most D − 1 energy levels that escape the rule. Fig. 6
shows the value of the c-work of formation for D = 3 obtained numerically for each p = (p1, p2, p3), and the values
of γ, s1γ and s2γ for a particular path of states.
A. R∗-states
Here we will show the generalization of the R∗-states to arbitrary dimension D. From now on, for simplicity, we
will index the coordinates of q and the columns of A using the associated energy E of the N -partite system. We
define the set ofR∗-states as the solutions of the optimization problem of (63) which are characterized by a subset of
energies E ⊂ EN and which take the form
(q∗E)E = γE1{E∈E}, (612)
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where
γE =
1∥∥∑
E∈E aE
∥∥
1
. (613)
An equivalent definition of the R∗-states is given by the solutions that appear in Theorem 2 which also satisfy
s1 = . . . = sD−1 = 0. EachR∗-state of the form given by (612) has an associated vector p∗E for which q∗E is solution of
Aq∗E = p
∗
E and q
∗ is optimum, given by
p∗E =
1∥∥∑
E∈E aE
∥∥
1
∑
E∈E
aE . (614)
Notice that Proposition 2 is valid even for systems of arbitrary dimensionD. Then it follows that the states defined
in (612) are also reversible. On the other hand, forD = 2, the unique subset of energies E for which we findR∗-states,
are {E : E ≥ kE0, k = 0, 1, . . . , N} and {E : E ≤ kE0, k = 0, 1, . . . , N}. However, for D > 2 and arbitrary energies
E1, E2, . . . , ED it is not possible to characterize the sets E and therefore we cannot find an analytical expression for
theR∗-states. However, we can give an implicit construction of them.
Proposition 6. Consider N copies of a system of dimension D and let p ∈ RD be the occupation of the reduced state ρ of the
system. Then, there exists a state of the N copies characterized by a vector q(p) that minimizes the work of formation such that
there are p∗1, p∗2, . . . , p∗D ∈ RD probability vectors associated withR∗-states q(p∗1), q(p∗2), . . . , q(p∗D) and
p = λ1p
∗
1 + λ2p
∗
2 + . . .+ λDp
∗
D, (615)
q(p) = λ1q(p
∗
1) + λ2q(p
∗
2) + . . .+ λDq(p
∗
D), (616)
where λi ∈ R≥0 with λ1 + λ2 + . . .+ λD = 1.
Proof. Let s1, s2, . . . , sD−1 be ordered from highest to lowest and with associated energies ε1, ε2, . . . , εD−1, respec-
tively. Now we denote by Ej the set of the first j energies ε1, ε2, . . . , εj . Then:
qE = γE1{E∈E} +
D−1∑
j=1
γsj1{E=εj}
= γE(1− s1)1{E∈E}
+ γE(s1 − s2)1{E∈E}∪{E∈E1}
...
+ γE(sD−2 − sD−1)1{E∈E}∪{E∈ED−2}
+ γEsD−11{E∈E}∪{E∈ED−1}
= λ1(q
∗
E)E + λ2(q
∗
E∪E1)E + . . .+ λD(q
∗
E∪ED−1)E , (617)
where λ1, λ2, . . . , λD are all positive values that satisfy λ1 + λ2 + . . .+ λD = 1 and are given by
λ1 = γE(1− s1)
∥∥∥∥∥∑
E∈E
aE
∥∥∥∥∥
1
, λD = γEsD−1
∥∥∥∥∥∥
∑
E∈E∪ED−1
aE
∥∥∥∥∥∥
1
and (618)
λj = γE (sj−1 − sj)
∥∥∥∥∥∥
∑
E∈E∪Ej−1
aE
∥∥∥∥∥∥
1
for j = 2, 3, . . . , D − 1. (619)
Then, each solution in Theorem 2 can be written as a linear convex sum of states of the form (612)
q = λ1q
∗
E + λ2q
∗
E∪E1 + . . .+ λDq
∗
E∪ED−1 . (620)
What remains is to prove that each term of the convex sum in (620) is associated with anR∗-state. Let’s assume that
q∗E is not anR∗-state. Then there exists q˜ with ‖q˜‖∞ < ‖q∗E‖∞ and Aq˜ = Aq∗E . It is then clear that
q† = λ1q˜ + λ2q∗E∪E1 + . . .+ λDq
∗
E∪ED−1 (621)
24
satisfies Aq† = Aq. On the other hand,
‖q†‖∞ ≤ λ1‖q˜‖∞ + . . .+ λD‖q∗E∪ED−1‖∞
< λ1‖q∗E‖∞ + . . .+ λD‖q∗E∪ED−1‖∞
= λ1
1∥∥∑
E∈E aE
∥∥
1
+ . . .+ λD
1∥∥∥∑E∈E∪ED−1 aE∥∥∥1
= γE = ‖q‖∞, (622)
that is ‖q†‖ < ‖q‖∞, which contradicts the definition of q. In the same way we deduce that all q∗E∪E1 , . . . , q∗E∪ED−1 areR∗-states.
The existence of quasi-thermal states can be obtained numerically. Just like in the D = 2 case, there is a region
surrounding the Gibbs state of the system for which the c-work of formation of N copies coincides with the work of
formation of a single copy (see for example Supplementary Figure 6).
B. Density of reversible states
Without an analytic expression for the R∗-states and their respective occupation levels p∗, we cannot prove rig-
orously that the spacing between the vales of p∗ goes to zero when N → ∞. Notice that even for the simplest case
D = 2 it was necessary to use an asymptotic approximation of the binomial coefficients. However, we now present
an argument for assuming that the distance between the terms that appear in (616) (which generalize p∗k and p
∗
k+1
of Proposition 4) should converge to zero when N goes to infinity. In the worst case scenario, the distance in ‖ · ‖1
between close values of p∗ is
∥∥∥p∗E∪ED−1 − p∗E∥∥∥
1
=
∥∥∥∥∥∥ 1∥∥∥∑E∈E∪ED−1 aE∥∥∥1
∑
E∈E∪ED−1
aE − 1∥∥∑
E∈E aE
∥∥
1
∑
E∈E
aE
∥∥∥∥∥∥
1
=
∥∥∥∥∥∥
∑
E∈ED−1 aE∥∥∥∑E∈E∪ED−1 aE∥∥∥1 −
∥∥∥∑E∈ED−1 aE∥∥∥1∑E∈E aE∥∥∥∑E∈E∪ED−1 aE∥∥∥1 ∥∥∑E∈E aE∥∥1
∥∥∥∥∥∥
1
≤ 2
∥∥∥∑E∈ED−1 aE∥∥∥1∥∥∥∑E∈E∪ED−1 aE∥∥∥1 , (623)
where we use that all aE have non-negative entries. Notice that the amount of terms in the numerator is at most
D − 1, while the number of terms in the denominator is as large as the size of the set E of energies that defines the
R∗-state. It is reasonable to assume that the size of E increases with the number of copies and then
lim
N→∞
∥∥∥p∗E∪ED−1 − p∗E∥∥∥
1
= 0. (624)
Instead of proving the above statement, that would be the direct analog of the proof provided for the 2-dimensional
case for arbitrary dimension, we will instead prove that general reversible states are dense, in the sense that given a
probability vector p ∈ RD, then there is a sequence of reversible states {ρ(N)rev }N such that
lim
N→∞
max
j=1,2,...,N
∥∥∥tr−j [ρ(N)rev ]− ρ(p)∥∥∥
1
= 0, (625)
with ρ(p) =
∑D
d=1 pd |Ed〉〈Ed|. Unlike before, we will not require that these states also be a solution to the work of
formation optimization problem. Nonetheless, this weaker result will still be enough to prove the thermodynamic
limit.
Given the probability vector p ∈ RD, for each d = 1, 2, . . . , D we define
ndi = bpiNc, for i ∈ {1, . . . , D} \ {d}, (626)
ndd = N −
∑
i 6=d
ndi = N −
∑
i 6=d
bpiNc, (627)
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and the following states σd
σd =
1
Cd
∑
permutations
|E1〉〈E1| ⊗ . . .⊗ |E1〉〈E1|︸ ︷︷ ︸
nd1 times
⊗ . . .⊗ |ED〉〈ED| ⊗ . . .⊗ |ED〉〈ED|︸ ︷︷ ︸
ndD times
, (628)
where the sum runs over all the possible permutations of the N copies, and Cd is a normalization constant given by
Cd =
N !
(nd1)!(n
d
2)! . . . (n
d
D)!
. (629)
Notice that the states σd are eigenstates of the total Hamiltonian with energy E(d) = nd1E1 + . . . + ndDED, and their
reduced state is
tr−j(σd) =
D∑
i=1
ndi
N
|Ei〉〈Ei| ∀j = 1, 2, . . . , N. (630)
which is clear that converges to ρ(p) as N → ∞. Additionally, it is easy to see that all σd are reversible, since only
a single energy level is equally populated for each d. Thus, we have defined a family of reversible states whose
reduced state is equal to ρ(p) (in the case where Npi ∈ N, otherwise it converges to ρ(p)). In the next section we will
show that while for finiteN these reversible states are not optimal (in the sense that they do not minimize the c-work
of formation for finite N ) their work of formation per copy converges to the standard free energy difference in the
thermodynamic limit.
Before showing how one can recover standard results in the thermodynamic limit, we will first make a connection
between these states and the optimal ones through the following lemma.
Lemma 2. There is at least one of the energies E(d) that belongs to the support EN of energies of theR∗-state ρ(N)min .
Proof. Let’s assume that E(d) 6∈ EN for all d = 1, 2, . . . , D. Consider the state given by
σ =
D∑
d=1
λd σd with λd =
Npd − bNpdc∑
i=1,...,DNpi − bNpic
. (631)
In the case where Npd ∈ N for all d = 1, 2, . . . , D, we define σ = σ1. Since tr−j(σ) = ρ(p), given  > 0 we can define
a new state ρ(N) locally equivalent to ρ(p):
ρ(N) = (1− )ρ(N)min + σ. (632)
Let’s see now that the work of formation of ρ(N) is lower than the work of formation of ρ(N)min . Since by hypothesis σ
and ρ(N)min have disjoint support, the work of formation of ρ
(N) is
Wform(ρ
(N)) = kBT log max
{
(1− )λEZ
N
S
e−βE
,
λ1Z
N
S
C1e−βE
(1)
, . . . ,
λDZ
N
S
CDe−βE
(D)
}
, (633)
where λE are the eigenvalues of ρ
(N)
min . Then, there exists  > 0 small enough such that the maximum is realized in
the first element and then
Wform(ρ
(N)) = kBT log
[
(1− )λEZ
N
S
e−βE
]
= Wform(ρ
(N)
min ) + kBT log(1− ) < Wform(ρ(N)min ), (634)
which is a contradiction that comes from assuming that E(d) 6∈ EN for all d = 1, 2, . . . , D.
In the case where Npi ∈ N, this lemma states that the mean energy Np1E1 + . . .+NpDED is part of the support of
energies of the optimal state ρ(N)min . In the other cases, we can find an energy as close as we want to the mean energy
as N →∞.
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C. Thermodynamic limit
We will first show that as N increases the c-work of formation per copyWform(ρ,N)/N converges to the standard
free energy difference for systems of arbitrary dimension D, that is,
Wform(ρ,N)
N
N→∞−−−−→ ∆F (ρ). (635)
Moreover, the convergence rate is O(logN/N). Just like as in the case D = 2, let us consider the R∗-states. In this
case their c-work of formation is given by
Wform(ρ∗, N) = +kBT log γE
= −kBT log
∥∥∥∥∥∑
E∈E
aE
∥∥∥∥∥
1
= −kBT log
[∑
E∈E
D∑
i=1
gN−1(E − Ei)
ZNS
e−βE
]
= −kBT log
[∑
E∈E
1
ZNS
e−βE
D∑
i=1
gN−1(E − Ei)
]
= −kBT log
[∑
E∈E
gN (E)
ZNS
e−βE
]
, (636)
where we use that gN (E) =
∑D
i=1 gN−1(E − Ed). Let’s start with the case where Np1, Np2, . . . , NpD ∈ N, then by
Lemma 2 we have that N〈E〉 ∈ EN , where 〈E〉 =
∑D
i=1 piEi is the mean energy of a single copy. In such a case, we
can bound the sum in (636) by a single term in the following way
Wform(ρ∗, N) = −kBT log
[∑
E∈E
gN (E)
ZNS
e−βE
]
≤ −kBT log
[
gN (N〈E〉)
ZNS
e−βN〈E〉
]
= N〈E〉+NkBT logZS − kBT log [gN (N〈E〉)] . (637)
Notice that the degeneracy gN (N〈E〉) is grater than or equal to the number of configurations of N copies with Np1
copies with energy E1, Np2 copies with energy E2, etc. That is, it holds
gN (N〈E〉) ≥
(
N
Np1
)(
N −Np1
Np2
)
· · ·
(
N −Np1 − . . .−NpD−1
NpD
)
=
N !
(Np1)!(Np2)! . . . (NpD)!
. (638)
Applying the logarithm and using Stirling’s approximation we get
gN (N〈E〉) ≥ −
D∑
i=1
Npi log pi +O(logN) = NS(ρ∗) +O(logN), (639)
where S(ρ∗) is the von Neumann entropy of the local state ρ∗ =
∑D
i=1 pi |Ei〉〈Ei|. From (637) we have that
Wform(ρ∗, N) ≤ N〈E〉+NkBT logZS − kBT log [gN (N〈E〉)]
≤ N〈E〉+NkBT logZS − kBTS(ρ∗) +O(logN)
= N [〈E〉 − kBTS(ρ∗)] +NkBT logZS +O(logN)
= N [F (ρ∗)− F (τ)] +O(logN). (640)
Finally, like in the case D = 2, using (55) we can obtain the lower bound
N∆F (ρ∗) ≤ Wform(ρ∗, N) ≤ N∆F (ρ∗) +O(logN). (641)
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If there exists d such that pdN 6∈ N, we just replace 〈E〉 with an approximation of the mean energy 〈E˜〉 with
|〈E˜〉 − 〈E〉| < D/N and the probabilities pd with p˜d with |p˜d − pd| < 1/N . These constructions were provided in the
previous section when we analyzed the density of reversible states. Thus, when N → ∞ we have 〈E˜〉 → 〈E〉 and
p˜d → pd and we recover the same results.
The upper bound of (640), while it was derived for optimal reversible states, is rather general. It is valid in the
large N limit for every multipartite state that: (i) is reversible, (ii) satisfies the partial trace condition, and (iii) it has
the mean energy level in its support. In particular, we have derived a family of states σd in (628) that fulfill these
three properties for every local state ρ. Since these states are not optimal, we have that Wform(ρ∗, N) ≤ Wform(σd)
and also Wform(σd) ≤ N∆F (ρ) +O(logN). Thus, for every state ρ we have that:
∆F (ρ) ≤ Wform(ρ,N)
N
≤ ∆F (ρ) +O
(
logN
N
)
. (642)
Therefore, the c-work of formation of any state converges to the standard thermodynamic free energy difference in
the thermodynamic limit, N →∞, at a rate O (log(N)/N).
On the other hand, while we cannot obtain the analytical expression of the optimal state in order to obtain the
extractable work (since it depends on the specific spectra of each case) we have shown that there exist a family of
reversible states that in the thermodynamic limit attain the minimum work cost per particle, recovering standard
results from thermodynamics.
Supplementary Note 7: Generalization to different local states
Up to now we have limited ourselves to study the task of creating N copies of the same local state ρ. An obvious
generalization of the previous results is to allow each of theN subsystems to have a different local state with an arbi-
trary Hamiltonian. That is to say, given a set of local states {ρi}i=1,...,N (of arbitrary different dimensions {di}i=1,...,N
and with arbitrary local Hamiltonian {Hi}i=1,...,N ), we are now interested in creating a global state ρ(N) such that
tr−i
(
ρ(N)
)
= ρi, i = 1, . . . , N. (71)
Furthermore, just like before, it is of particular interest to find the state ρ(N)min that minimizes the work of formation
among all the states that satisfy the constraints of (71). Now the optimal state will in general not belong to the subset
C∗, given that our system is no longer symmetric under permutations. Nonetheless, the optimal solution still is very
similar to the previous one.
Corollary 2 (Corollary of Theorem 2). The state ρ(N)min that satisfies the constraints of (71) and minimizes the work of
formation has the form [
ρ
(N)
min
]
i
= γ [τ ]i 1{i∈U} +
M∑
j=1
γsj [τ ]i 1{i=nj}, i ∈ {1, 2, . . . , DN} , (72)
where τ = τ1 ⊗ τ2 ⊗ · · · ⊗ τN with τk = e−βHk/Zk, k = 1, . . . , N is the N -partite thermal state; DN =
∏N
i=1 di; M ≤∑N
i=1 di −N + 1; s1, s2, . . . , sM ∈ [0, 1]; γ ∈ R>0; U is a set of indexes where
{[
ρ
(N)
min
]
i
/ [τ ]i
}
i=1,...,DN
realizes its infinity
norm; and n1, n2, . . . , nM ∈ {1, 2, . . . , DN}.
Proof. This result is immediate from Theorem 2. Indeed we now seek to minimize the infinity norm of a vector q
given by
qi =
[
ρ
(N)
min
]
i
[τ ]i
(73)
subject to the linear constraints of the partial trace given in (71).
Notice now that in the proof of Theorem 2, the details of the matrix A, that codifies the linear constrains on the
vector whose infinity norm we are minimizing, is irrelevant in the proof of the general solution (64). Therefore, the
same solution must also hold for the linear constraints (71) in the case where each local system is different.
Similarly to the previous cases, again we will have particular cases where the optimal state is reversible. This will
happen whenever the local states are such that in the optimal solution we have that s1 = s2 = · · · = sM = 0 or
s1 = s2 = · · · = sM = 1.
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A. Thermodynamic limit
In this last section we are going to prove a generalization of our results in the thermodynamic limit.
Theorem 3 (Theorem 3 in the main text). Let (p(1), E(1)), (p(2), E(2)), . . . , (p(N), E(N)) ∈ RD ⊗ RD be an i.i.d sample
with arbitrary distribution D such that the maximum level of energy is upper bounded, andWN the c-work of formation of a
system with block-diagonal reduced states ρi defined by the probability vector p(i) and Hamiltonian with energies E(i). Then,
WN
N
N→∞−−−−→ 〈∆F 〉D , (74)
where the mean in ∆F is with respect to D and the convergence is almost surely.
The almost surely convergence in Theorem 3 means that given  > 0, there exists N0 <∞ such that∣∣∣∣WNN − 〈∆F 〉D
∣∣∣∣ <  for all N > N0. (75)
Notice that N0 is also a random variable that takes a finite value.
Proof. First, we are going to analyze the case where the support ofD is discrete and finite. The extension to absolutely
continuous, singular continuous and discrete distribution with numerable support follow from the first case. Notice
that these cases allows us to say thatD is an arbitrary distribution (see Lebesgue’s decomposition theorem) and then
we are not making any extra assumption on D except that 〈∆F 〉D is well defined.
Let’s consider first the case where D consists of a discrete distribution with support in a finite set
{(p?1, E?1 ), (p?2, E?2 ), . . . , (p?K , E?K)} ⊂ RD × RD, (76)
and denote the probability of taking each one of these values as
P
(
pi = p
?
j , Ei = E
?
j
)
= rj ,
K∑
j=1
rj = 1, rj > 0. (77)
If nj :=
∑N
i=1 I{pi=p?j ,Ei=E?j } is the number of subsystems with eigenvalues p
?
j and respective energies E
?
j , then
(n1, . . . , nK) is distributed as a multinomial distribution with N numbers of trials and parameter (r1, . . . , rK). Given
2 > 0, let us consider the event
Ω2,N =
{
(1− 2)rjN ≤ nj ≤ (1 + 2)rjN for all j = 1, . . . ,K
}
. (78)
Using the Hoeffding inequality we can prove that the probability of the complement of Ω2,N is bounded as
P
(
Ωc2,N
)
= P
 K⋃
j=1
{
|nj −Nrj | > 2rjN
}
≤
K∑
j=1
P
(
|nj −Nrj | > 2rjN
)
≤
K∑
j=1
2e−2
2
2r
2
jN , (79)
that is, except for a probability exponentially small in N the system satisfies Ω2,N . On the other hand, on Ω2,N for
ρ?j =
∑D
d=1(p
?
j )d
∣∣(E?j )d〉〈(E?j )d∣∣ it holds that
WN ≤
K∑
j=1
Wform(nj , ρ?j )
≤
K∑
j=1
(1 + 2)rjN∆F (ρ
?
j ) +O(log nj)
= (1 + 2)N 〈∆F 〉D +O(K logN), (710)
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where we use the result from the thermodynamics limit for copies. Notice that the correlations that are needed
in order to bound WN just include the identical subsystems. In the same way from the subadditivity of the von
Neumann entropy it follows that (1 − 2)N 〈∆F 〉D < WN on Ω2,N . Let’s consider 2 such that 22 〈∆F 〉D < .
On the other hand, since the O(K logN) is just an additive constant, there exists N0 = N0() such that it is upper
bounded by N/2 for all N > N0. Finally,∣∣∣∣WNN − 〈∆F 〉D
∣∣∣∣ <  for all N > N0 on Ω2,N . (711)
Since
∑∞
N=1 P(Ωc2,N ) < ∞, from the Borel-Cantelli lemma it follows that WN/N converges almost surely to the
mean value of the free energy difference.
Now we are going to generalize the proof for a more generic class of distributions D. Let {p(i), E(i)}i=1,2,...,N
be distributed according to a general distribution D on R2D≥0 . The distribution in energy is upper bounded by a
maximum energy Emax. From the subadditivity of the von Neumann entropy is clear that
〈∆F 〉D ≤ limN→∞
WN
N
. (712)
Let’s prove the other inequality. First, notice that if we consider a disjoint partition V1, V2, . . . VR of the support of the
distribution D, then it is enough to prove that
WVjN
N
N→∞−−−−→ E[∆F |Vj ]P(Vj) almost surely for all j = 1, 2, . . . , R, (713)
where WVN represents the correlated work of formation of those subsystems with probabilities and energies on V ;
E[∆F |V ] is the expectation value of the difference of free energy conditional to V ; and P(V ) is the probability under
D of V . This follows from the fact that
WN
N
− 〈∆F 〉D ≤
R∑
j=1
WVjN
N
− E[∆F |Vj ]P(Vj). (714)
Let us consider the function ψ from {0, 1}D to the sets of RD defined as ψ(a1, . . . , aD) = {p ∈ RD : pi = 0 if ai =
0 and pi > 0 if ai = 1}. Notice that the family of sets V with elements ψ(a1, . . . , aD) × [0, Emax] for ai = 0, 1 and
a1 + . . . + aD ≥ 1 defines a disjoint partition of the support of D. In particular, if D is an absolute continuous
distribution, the only set of this family with non-zero probability is V0 := {(p,E) ∈ R2D : mini pi > 0}. For the sake
of explanation, let us consider this case and then we generalize our results to the case where more elements with
non-zero probability are present on V .
Since P(V0) = 1, we can omit the conditionals V0 in each one of the previous expressions. Given n ∈ N, we define
Kn =
{
(p,E) ∈ R2D : min
i
pi ≥ 1/n
}
. (715)
Then we have that P(Kn) → 1 as n → ∞. Given 3 > 0, let n be such that P(Kcn) < 3. Now, we can define
∆Fmax = maxρ ∆F (ρ) where the maximum is taken respect all the possible states ρwith energy distribution bounded
by Emax. Since
〈∆F 〉D = E [∆F |Kn]P(Kn) + E [∆F |Kcn]P(Kcn), (716)
it follows that
〈∆F 〉D − E [∆F |Kn]P(Kn) ≤ 3∆Fmax. (717)
On the other hand, WN ≤ WKnN +WK
c
n
N , whereWKnN is the correlated work of formation of the systems with prob-
abilities and energies in Kn = {(p(i), E(i)) : (p(i), E(i)) ∈ Kn}. Notice that in the set Ω3 = {#Kcn < 23N} it holds
WKcnN ≤ 23NWmaxform , where Wmaxform is the maximum work of formation of all the states ρ with energy distribution
bounded by Emax. Given  > 0, if we choose 3 = /2(2Wmaxform + ∆Fmax), then
WN
N
− 〈∆F 〉D <
WKnN
N
− E [∆F |Kn]P(Kn) + 
2
on Ω3 . (718)
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On the other hand,
WKnN
N
− E [∆F |Kn]P(Kn) = W
Kn
N
#Kn
#Kn
N
− E [∆F |Kn]P(Kn)
<
(
WKnN
#Kn
− E [∆F |Kn]
)
+
(
E [∆F |Kn]
(
#Kn
N
− P(Kn)
))
. (719)
Since #Kn/N → P(Kn) almost surely, there exists N2 <∞ such that the second term in (719) is smaller than /4 for
all N > N2. On the contrary, the first term corresponds to the thermodynamic limit for the subset of systems in Kn.
In order to use the result for discrete and finite distributions we need the following lemma. The proof of the lemma
is given at the end of the supplementary material.
Lemma 3 (Continuity of Thermo-majorization). Givenw > 0, and a state ρ(p,E) :=
∑D
i=1 pi |Ei〉〈Ei|, with (p,E) ∈ R2D,
there exists δ = δ(w, p,E) such that for any other (p˜, E˜) ∈ R2D
• if ‖(p,E)− (p˜, E˜)‖ < δ then the transformation
ρ(p,E)⊗ |w〉〈w| E−→ ρ(p˜, E˜)⊗ |0〉〈0| (720)
can be performed with thermal operations;
• if ‖(p,E)− (p˜, E˜)‖ < δ and pi = 0 implies p˜i = 0, then the transformation
ρ(p˜, E˜)⊗ |w〉〈w| E−→ ρ(p,E)⊗ |0〉〈0| (721)
can be performed with thermal operations.
In the previous lemma, the distance measure between probabilities and energies could be chosen as any of the
vector norms inR2D, for example, the infinity norm given by ‖(p,E)−(p˜, E˜)‖∞ := max{‖p−p˜‖∞, ‖E−E˜‖∞}. On the
other hand, notice that the condition p˜i = 0 if pi = 0 is equivalent to the condition of supp(ρ(p˜, E˜)) ⊆ supp(ρ(p,E))
when E = E˜.
With the previous considerations, we need to prove the theorem for a distribution supported on Kn with n = n()
chosen as before. Let’s considerw = /16 and for each pair (p,E) ∈ Kn we select δ2(p,E) as in Lemma 3. On the other
hand, ∆F (ρ) is a continuous function of (p,E). Since Kn is a compact set, ∆F (ρ) is also absolutely continuous and
there exists δ0 such that if ‖(p,E)−(p˜, E˜)‖ < δ0 then |∆F (ρ)−∆F (ρ˜)| < /16. Let’s define δ(p,E) = min{δ0, δ2(p,E)}.
Then we can cover Kn with the family of open balls with center in (p,E) and radius δ(p,E) as
Kn ⊂
⋃
(p,E)∈Kn
B((p,E), δ(p,E)). (722)
Since Kn is a compact set on R2D, we can select a finite family {(p∗j , E∗j )}j=1,2,...,K such that
Kn ⊂
K⋃
j=1
B
(
(p∗j , E
∗
j ), δ(p
∗
j , E
∗
j )
)
. (723)
Let us define the family of sets
V1 = B
(
(p∗1, E
∗
1 ), δ(p
∗
j , E
∗
j )
) ∩Kn, (724)
Vj = B
(
(p∗j , E
∗
j ), δ(p
∗
j , E
∗
j )
) ∩Kn \ ∪j−1l=1B ((p∗l , E∗l ), δ(p∗l , E∗l )) , j = 2, . . . ,K, (725)
and their respective probabilities rj = P(Vj). Notice that V1, V2, . . . VK is a partition of Kn. If D˜ denotes the discrete
and finite distribution with support in {(p∗j , E∗j )}j=1,2,...,K and pointwise probabilities given by r1, r2, . . . , rK , then
WKnN (D)
#Kn
− ED [∆F |Kn] <
(
WKnN (D˜)
#Kn
− ED˜ [∆F |Kn]
)
+
(
WKnN (D)
#Kn
− W
Kn
N (D˜)
#Kn
)
+ (ED˜ [∆F |Kn]− ED [∆F |Kn])
<
∣∣∣∣∣WKnN (D˜)#Kn − ED˜ [∆F |Kn]
∣∣∣∣∣+ w + 16 . (726)
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In the last equation we have used thatWKnN (D)−WKnN (D˜) < #Knw. In order to arrive at this bound we use Lemma 3,
which tells us that we can transform a state defined by (p∗j , E
∗
j ) into any other state in B((p
∗
j , E
∗
j ), δ(p
∗
j , E
∗
j )) using
an amount of work w. Now, we can consider the following two #Kn-partite optimal states, the first one ρ(#Kn)D˜ is
defined by the discrete distribution D˜ with support in {(p∗j , E∗j )}j=1,2,...,K and work of formationWKnN (D˜); the other
ρ
(#Kn)
D is defined by the distributionDwith work of formationWKnN (D). Let us also assume thatWKnN (D) ≥ WKnN (D˜)
(if this is not the case we can bound the above term with w = 0). Then, notice that with an amount of work (#Kn w)
we can transform ρ(#Kn)D˜ → ρ˜
(#Kn)
D , this is done by applying locally to each subsystem the thermal operation that
transform with work w the state with (p∗j , E
∗
j ) to the corresponding state (p,E) defined by D. This transformation
guarantees that the state ρ˜(#Kn)D is locally equivalent to the optimal state ρ
(#Kn)
D , and allows us to bound WKnN (D).
Thus,WKnN (D˜) + (#Kn w) ≥ W˜KnN (D˜) ≥ WKnN (D), with W˜KnN (D) the work of formation of ρ˜(#Kn)D .
Finally, all that remains is to bound the first term which corresponds to the thermodynamic limit for the discrete
distribution. By the previous results, this can be done by taking N1 such that∣∣∣∣∣WKnN (D˜)#Kn − ED˜ [∆F |Kn]
∣∣∣∣∣ < 8 for all N > N1. (727)
Notice that the main ingredient of the proof was that we can restrict the analysis to a compact subset with elements
that have the same support (in order to use Lemma 3). The same analysis can been performed in each set in V ∈ V
with the topology of the open sets restricted to V .
Proof of Lemma 3. Let us consider E1 ≤ E2, ...,≤ ED and a β-order pi(1), pi(2), . . . , pi(D) of 1, 2, . . . , D such that
ppi(1)e
βEpi(1) ≥ ppi(2)eβEpi(2) ≥ . . . ≥ ppi(D)eβEpi(D) . (728)
Given another (p˜, E˜), we can choose δ1 > 0 such that if ‖(p,E)− (p˜, E˜)‖ < δ1 then the same ordering holds, that is,
p˜pi(1)e
βE˜pi(1) ≥ p˜pi(2)eβE˜pi(2) ≥ . . . ≥ p˜pi(D)eβE˜pi(D) . (729)
If all the ≥ are actually >, then this follows directly selecting δ1 small enough. On the other hand, if there exists
i such that ppi(i)eβEpi(i) = ppi(i+1)eβEpi(i+1) , we can change the ordering pi for another p˜i with p˜i(i) = pi(i + 1) and
p˜i(i+ 1) = pi(i) in order to ensure the ordering. For simplicity, in the following analysis we are going to use i instead
of pi(i).
The necessary and sufficient condition to ensure that the transformation ρ(p,E) ⊗ |w〉〈w| E−→ ρ(p˜, E˜) ⊗ |0〉〈0| is
possible via thermal operations is thermo-majorization [5], which means that the polygonal defined by the vertices
on (x0, y0) = (0, 0), (x1, y1), . . . , (xD, yD), with xi = e−βw(e−βE1 + . . .+ e−βEi) and yi = p1 + . . .+ pi, lies completely
above the polygonal with vertices on (x˜0, y˜0) = (0, 0), (x˜1, y˜1), . . . , (x˜D, y˜D), with x˜i = e−βE˜1 + . . . + e−βE˜i and
yi = p˜1 + . . .+ p˜i. If we choose ‖E − E˜‖∞ < w, then it holds
e−βw
(
e−βE1 + . . .+ e−βEi
)
< e−βE˜1 + . . .+ e−βE˜i , (730)
for all i = 1, 2, . . . , D, which is equivalent to xi < x˜i. Equivalently, if w is such that
w < δ2 :=
1
2
kBT max
i=1,...,D
log
(
1 +
e−βEi
e−βE1 + . . .+ e−βED
)
, (731)
then x˜i < xi+1. Notice that the condition in (731) is not restrictive.
With the previous considerations, if we choose δ < min{δ1, δ2, w} then the thermo-majorization condition will be
satisfied if each (x˜i, y˜i) lies below the line that connects (xi, yi) with (xi+1, yi+1), that is
y˜i ≤ yi + yi+1 − yi
xi+1 − xi (x˜i − xi). (732)
For those i such this pi+1 6= 0, that is equivalent to
e−βEi+1
pi+1
i∑
j=1
(p˜j − pj) ≤ eβw
(
e−βE˜1 + . . .+ e−βE˜i
)
− (e−βE1 + . . .+ e−βEi) . (733)
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The condition of (733) will be simultaneously satisfied for all i with pi 6= 0 if
eβ‖E−E˜‖∞
(
eβE1
mini:pi 6=0 pieβEi
‖p− p˜‖1 + 1
)
≤ eβw. (734)
Then, we can choose δ = min{δ1, δ2, δ3, w} with δ3 such that if ‖p − p˜‖1 <
√
D‖p − p˜‖∞ < δ3 and ‖E − E˜‖∞ < δ3
then (734) holds. When the probability vectors are equal, it is just the maximum energy difference that bounds the
work w. On the other hand, if pi+1 = 0 then (732) is trivially satisfied since yi = 1.
Let’s now study the transformation ρ(p˜, E˜)⊗ |w〉〈w| E−→ ρ(p,E)⊗ |0〉〈0|. Just like before, we can choose δ1 > 0 such
that if ‖(p,E)− (p˜, E˜)‖1 < δ1, the thermo-majorization order does not change. The first polygonal now is defined as
(x0, y0) = (0, 0), (x1, y1), . . . , (xD, yD) with xi = e−βw(e−βE˜1 + . . .+e−βE˜i) and yi = p˜1 + . . .+ p˜i; and the other (which
has to lie completely below the first one) by (x˜0, y˜0) = (0, 0), (x˜1, y˜1), . . . , (x˜D, y˜D) with x˜i = e−βE1 + . . .+ e−βEi and
y˜i = p1 + . . . + pi. Proceeding like before, there exists δ2 > 0 such that if ‖E − E˜‖∞ < δ2 then x˜i−1 < xi < x˜i for all
i = 1, 2, . . . , D.
If x˜i−1 < xi < x˜i, then a sufficient condition is that (xi, yi) lies above the line that connects (x˜i, y˜i) with (x˜i+1, y˜i+1),
that is,
yi ≥ y˜i − y˜i+1 − y˜i
x˜i+1 − x˜i (x˜i − xi). (735)
If pi+1 6= 0, this is equivalent to
e−βEi+1
pi+1
i∑
j=1
(pj − p˜j) ≤
(
e−βE1 + . . .+ e−βEi
)− eβw (e−βE˜1 + . . .+ e−βE˜i) . (736)
A sufficient condition to ensure that (736) holds is (734). On the other hand, if pi+1 = 0 then we need yi = p˜1 + . . .+
p˜i ≥ y˜i = 1, which is satisfied if and only if p˜j = 0 for all j > i. This is true by hypothesis that the support of p˜ is
contained in the support of p and the fact that pi+1 = 0 implies that pj = 0 for all j ≥ i+ 1, since pi is β-ordered.
