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Abstract. Motivated by modeling the dynamics of a population living in a flowing
medium where the environmental factors are random in space, we have studied
an asymmetric variant of the one-dimensional contact process, where the quenched
random reproduction rates are systematically greater in one direction than in the
opposite one. The spatial disorder turns out to be a relevant perturbation but,
according to results of Monte Carlo simulations, the behavior of the model at the
extinction transition is different from the (infinite randomness) critical behavior of the
disordered, symmetric contact process. Depending on the strength a of the asymmetry,
the critical population drifts either with a finite velocity or with an asymptotically
vanishing velocity as x(t) ∼ tµ(a), where µ(a) < 1. Dynamical quantities are non-
self-averaging at the extinction transition; the survival probability, for instance, shows
multiscaling, i.e. it is characterized by a broad spectrum of effective exponents. For a
sufficiently weak asymmetry, a Griffiths phase appears below the extinction transition,
where the survival probability decays as a non-universal power of the time while, above
the transition, another extended phase emerges, where the front of the population
advances anomalously with a diffusion exponent continuously varying with the control
parameter.
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1. Introduction
A fundamental question of population dynamics is the long-term fate of a population
— extinction or survival. Which one of these possibilities occurs, is controlled by the
reproduction and death rates of individuals, and through them, it is influenced by many
factors of the environment such as the availability of nutrients, etc. A paradigmatic
model in this field is the contact process [1, 2]. In this model, individuals placed on
the sites of a lattice (at most one per lattice site) either produce an offspring on a
neighboring empty site or die stochastically, with certain rates. Tuning these rates, the
model undergoes a continuous phase transition from a fluctuating survival phase to an
extinction phase, also termed as absorbing phase transition [3, 4]. The phase transition
of the spatially homogeneous variant of the model falls into the universality class of
directed percolation [3, 4, 5]. At the phase transition, various observables like the survival
probability or the number of individuals follow power laws and the corresponding critical
dynamical exponents are known with high precision.
In reality, environmental factors are not homogeneous in space; therefore it is
an important question, whether an extinction transition is stable against spatial
heterogeneity and if not, what characteristics it has. Spatial heterogeneity can be taken
into account in the contact process by allowing for site-dependent random reproduction
and death rates. It turned out that the directed percolation universality class is unstable
against this type of disorder [6, 7], and the critical dynamical observables scale as a
power of the logarithm of the time, which is termed as activated scaling [8]. This
has been confirmed, at least for strong enough disorder, by a renormalization group
method, which describes the critical behavior by a so called infinite-randomness fixed-
point [9] and provides the complete set of critical exponents in one dimension [10].
Whether the activated scaling is valid for an arbitrarily weak disorder is an open
question [10, 11, 12, 13]. Besides the ultra-slow critical dynamics, the behavior of the
system is anomalous in the extinction phase, as well. Here, in the Griffiths phase [14],
the time-dependence of average quantities follows power laws with exponents varying
continuously with the control parameter. This is due to the presence of spatial domains
with favorable environmental factors (i.e. high reproduction rate), which give a large
contribution to the average [6, 15].
Recently, several works have been devoted to the effect of a flowing medium
(“wind”) on the dynamics of a population in a heterogeneous environment [16, 17,
18, 19]. In addition to reproduction and death, individuals were allowed to drift in
a given direction in the corresponding models and heterogeneity was represented by a
single domain with favorable environmental factors (“oasis”) in a “desert” [18, 17, 19] or
by a random environment [16]. The focus was on a localization-delocalization transition
when the drift velocity is varied [16].
Note that the effect of convection in a translationally invariant environment is
trivial; using a deterministic model such as the Fisher-Kolmogorov equation [20], the
convection term can be canceled by switching to a co-moving frame. The phase
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transition of the corresponding stochastic model, the asymmetric contact process, which
has different reproduction rates in the two directions [21], still falls in the directed
percolation universality class [22].
The aim of this work is to study population dynamics in a random environment
and in the presence of convection at the absorbing transition. For this purpose,
a deterministic description such as the spatially heterogeneous generalization of the
Fisher-Kolmogorov equation analysed in Ref. [16] is inappropriate since, close to the
extinction transition, fluctuations play an important role. Therefore we will consider
a stochastic model, the one-dimensional, asymmetric contact process with random
transition rates, where the reproduction occurs with systematically larger rates in a
given direction than in the opposite one. A recent, strong disorder renormalization
group treatment of this model concluded that the absorbing phase transition of the
model is out of the validity of the method and, consequently, the scaling is not of
activated type [23]. In this work, we will present results of Monte Carlo simulations in
order to gain insight into the critical behavior.
The rest of the paper is organized as follows. In section 2, the definition and
some basic properties of the model are given. The density profile induced by an active
boundary is calculated within a mean-field approximation in section 3. Results of Monte
Carlo simulations are presented in section 4 for the totally asymmetric model and in
section 5 for the partially asymmetric model. Section 6 is devoted to the discussion of
the results and some calculations are presented in the appendix.
2. The model and its basic properties
2.1. Definition of the model
Let us have a one-dimensional lattice, the sites of which are either occupied by an
individual or empty, and consider a continuous-time Markov process with the following
independent transitions. Individuals produce offsprings on the adjacent site on their left
and right with site-dependent rates κi and λi, respectively, or die with site dependent
rates µi. This model with general random transition rates has been studied in Ref.
[23]. We will consider here the special case, where the ratios κi/λi of reproduction
rates are constant, and define the asymmetry parameter a as κi/λi = a/(1 − a) .
The case a = 1/2 corresponds to the (disordered) contact process while, for a 6= 1/2,
the asymmetry induces a drift of the population in space in either direction. Note
that the drift in this model is not the result of the motion of individuals (which are
immobile here) like in the contact process with Kawasaki exchange kinetics [17] but it is
a consequence of the asymmetry of reproduction process. Nevertheless, on large scales,
the differences between the two cases are expected to be irrelevant; one can show that,
in the continuum mean-field limit, both models are described by a disordered variant of
the Fisher-Kolmogorov equation.
In the Monte Carlo simulations, we have implemented a discrete time version of the
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above process as follows. An individual is chosen randomly, which either dies with the
site-dependent probability 1/(1+ ri) on site i or, with the probabilities ari/(1+ ri) and
(1− a)ri/(1 + ri), tries to produce a new individual on the adjacent site on its left and
right, respectively. One Monte Carlo step (of unit time) consists of N(t) such updates,
where N(t) is the number of individuals at the beginning of the Monte Carlo step. The
parameters ri are i.i.d. quenched random variables drawn from a discrete distribution
with the probability density
f(r) = cδ(r − λ) + (1− c)δ(r − wλ), (1)
where 0 ≤ c ≤ 1 and 0 < w ≤ 1 are parameters and δ(x) is the Dirac delta distribution.
In words, on a fraction c (1 − c) of sites, the reproduction rate is high (low) and the
death rate is low (high). The parameter c has been set to c = 1/2 throughout the
simulations, and the remaining three parameters of the model are the control parameter
λ, the asymmetry a and the strength of disorder w (the case w = 1 corresponds to the
homogeneous model). In the following we assume that 0 ≤ a < 1/2, meaning that the
population drifts from left to right.
2.2. Quantities of interest
We have started the simulations from an initial state where a single individual is placed
on an otherwise empty (infinitely large) lattice. We were then interested in the following
quantities, all defined in a given random environment (i.e. set of parameters {ri}) and
for a given starting position. The survival probability P (t), which is the probability
that there is at least one individual on the lattice at time t, the expected number N(t)
of individuals and, respectively, the expected position xl(t) and xr(t) of the leftmost
and rightmost individuals at time t (conditioned on survival up to time t).
Beside the survival probability, in the presence of an asymmetry (a < 1/2) it is also
a relevant question how far the population drifts from the origin. To characterize this,
we define the hitting probability Q0,n as the probability that the population, initiated
on site 0, reaches site n (any time).
In addition to this, one can imagine a situation that the environment contains a
region with highly favorable conditions where the population lives for very long time
and which serves as a steady source of individuals for the surrounding region. This can
be modeled by an active boundary at site 0, i.e. by putting an individual there, whose
lifetime is infinite (µ0 = 0). Then, the process settles in a non-trivial steady state and
one may ask what is the probability to find an individual at site n in this state. The
set of these probabilities ρan is called the (stationary) density profile.
Obviously, all the above quantities will depend on the particular realization of the
random environment, and their averages over random environments will be denoted by
an overbar.
An alternative initial condition often used for probing the dynamics is a state
where all sites are occupied. One is then interested in the dependence of the density
ρn(t) on time. For the symmetric contact process, this problem is exactly related to
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the single seed initial condition, due to a property of the model called self-duality [2].
Namely, the density ρn(t) for the fully occupied initial condition is equal to the survival
probability Pn(t) in the process started from a single individual on site n. Using the
quantum Hamilton formalism, this relation can be shown to hold even in the disordered
model, if the processes for the two different initial conditions are considered in the
same random environment [24]. We will show in the appendix that, for the asymmetric
contact process, a generalized relationship
ρn(t; Ω) = Pn(t; Ω˜). (2)
exists, which relates the observable ρn(t) in a random environment Ω ≡ {λi, κi+1, µi}
to Pn(t) in the dual environment Ω˜ ≡ {κi+1, λi, µi} obtained from the original one
by interchanging λi and κi+1 on each link. If the probability measure for random
environments is invariant under the duality transformation and a subsequent reflection
n → −n, which is the case for independent rates, the averages over the random
environments will be equal in an infinite system:
ρ(t) = P (t). (3)
The relationship in Eq. (2) holds in the case of an active boundary (µ0 = 0), as
well. This enables us to obtain another relationship between the stationary profile and
the hitting probability, as follows. The local densities ρn(t; Ω) when started from the
fully occupied state tend to the stationary profile ρn(Ω) as t → ∞. Using Eq. (2),
ρn(Ω) = limt→∞ Pn(t; Ω˜). But the probability that the population starting from site n
survives in limit t → ∞ must be be equal to the probability that it reaches the origin
(where the death rate is zero) at some time. So we have
ρan(Ω) = Qn,0(Ω˜), (4)
and, if the probability measure of random environments has the property described
above Eq. (3), then
ρan = Q0,n. (5)
In the following, we will the omit the index referring to the origin and denote the hitting
probability simply by Qn.
2.3. Limiting cases
In this section, we shall survey the critical properties of two limiting cases of our
model, the clean contact process (w = 1) and the disordered, symmetric contact process
(a = 1/2), most of which are known from previous works.
In the homogeneous contact process, approaching the critical point λc from above,
the order parameter P (∞) ≡ limt→∞ P (t) vanishes as P (∞) ∼ (λ − λc)β and the
temporal and spatial correlation lengths diverge as τ ∼ (λ−λc)−ν‖ and ξ ∼ (λ−λc)−ν⊥,
respectively. The survival probability, the mean number of particles and the spatial
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extension l(t) ≡ xr(t)− xl(t) of the population behave at the critical point λ = λc as
P (t) ∼ t−δ, (6)
N(t) ∼ tη, (7)
l(t) ∼ t1/z , (8)
irrespective of a. The values of critical exponents can be found in Table 1. The position-
λc 3.297848(22)
δ 0.159464(6)
η 0.313686(8)
z 1.580745(10)
ν‖ 1.733847(6)
ν⊥ 1.096854(4)
β 0.276486(8)
Table 1. The location λc of the critical point [4] and the critical exponents [25] of the
homogeneous, symmetric contact process.
dependent probabilities Qn and ρ
a
n behave differently for a = 1/2 and a < 1/2 at the
critical point. Starting the process from a single individual in the origin and assuming
that it survives up to time t, the rightmost individual will typically be on site n(t) ∼ t1/z
if a = 1/2, and on site n(t) ∼ t if a < 1/2, where we have used Eq. (8) for a = 1/2
and that the population drifts with a constant velocity for a < 1/2. From the relation
P (t) ∼ Qn(t) and Eq. (6), we obtain
Qn ∼ n−zδ ∼ n−β/ν⊥ if a = 1/2, (9)
Qn ∼ n−δ ∼ n−β/ν‖ if a < 1/2. (10)
Here, we have applied the scaling relations δ = β/ν‖ and z = ν‖/ν⊥ of directed
percolation, see e.g. Ref. [3]. The same results as given in Eqs. (9-10) have been
obtained for the stationary profile ρan = Qn by scaling arguments in Ref. [26].
The critical behavior of the disordered, symmetric contact process (a = 1/2,
w < 1) is much different from that of the homogeneous model. Here, a strong disorder
renormalization group method predicts that the average dynamical quantities, which are
dominated by O(1) contributions of rare, atypical environments, behave at criticality as
P (t) ∼ (ln t)−δ˜, (11)
N(t) ∼ (ln t)η˜, (12)
l(t) ∼ (ln t)1/ψ, (13)
where the exponents δ˜ = (3 − √5)/2, η˜ = √5 − 1 and ψ = 1/2 calculated by the
method are conjectured to be exact [10]. This behavior has been confirmed by large
scale simulations even for relatively weak disorder [11]. In such an infinitely disordered
critical point, the dynamical exponents δ, η and z defined through algebraic relations
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as given in Eqs. (6-8) are formally δ = η = 1/z = 0. By scaling arguments, we obtain
that the average probability Qn = ρan decays at the critical point as
Qn = ρan ∼ n−β˜/ν˜⊥ , (14)
where the exponent takes the value β˜/ν˜⊥ = (3−
√
5)/4 [10].
2.4. Absorbing phase transition in the disorder, asymmetric model
As a first step in studying the effects of a random environment, one can investigate
whether the phase transition of the homogeneous model is stable against a weak disorder.
This can be done by a suitable formulation of the heuristic argument by Harris [27], as
follows. Due to disorder, the variation of the average control parameter in a domain
of size L is ∆(L) ∼ L−1/2, according to the central limit theorem. The corresponding
correlation length at a distance ∆(L) from the critical point is ξ ∼ [∆(L)]−ν ∼ Lν/2.
Clearly, the effect of disorder is irrelevant if ξ ≫ L in the limit L → ∞, which occurs
if ν > 2. In the opposite case, the correlations are determined by the disorder and the
transition is expected to be either smeared or different from that of the homogeneous
system. Substituting ν = ν⊥ in the above relations which is valid for the symmetric
contact process, yields the well-known result that disorder is relevant (ν⊥ < 2) [6]. In
case of the asymmetric contact process, it was argued in Ref. [26] that even the spatial
correlations diverge with the temporal correlation length exponent ν‖ of the symmetric
model. Since ν‖ < 2 (see Table 1), also the asymmetric model is expected to be unstable
against weak disorder. We will see in section 4 that Monte Carlo simulations confirm
this prediction.
In the remaining part of the section, we shall show that, for a discrete, binary
distribution of parameters ri given in Eq. (1), two qualitatively different kinds of phase
transition can be distinguished.
Our starting point is that a random environment consists alternately of segments
with favorable sites (termed as sites of type A) and segments of unfavorable sites (sites
of type B) of variable lengths, which follow a geometric distribution with the parameter
c. Let us consider now a homogeneous, infinite environment that consists exclusively of
sites of type A. There are two distinct phase transitions in this model [21]. An absorbing
phase transition at λ = λ01(a), below (above) which the order parameter P (∞) is zero
(positive), and another one at a higher value λ02(a), below (above) which the probability
of finding an individual in the origin in the limit t → ∞ is zero (positive). In other
words, in the domain λ01(a) < λ < λ
0
2(a), which we call the weak-survival phase, both
the mean positions of the leftmost and the rightmost individuals of the population
(provided that it survives up to time t) shift rightwards with a constant velocity, i.e.
xl(t) ∼ xr(t) ∼ t. Whereas, in the domain λ > λ02(a), termed as the strong-survival
phase, the right end of the population propagates rightwards as before but the left end
moves leftwards (with a constant velocity). (If λ < λ01(a), the population gets extinct in
the limit t→∞; this domain is the extinction phase.) In the symmetric model the two
phase transitions coincide, i.e. λ01(1/2) = λ
0
2(1/2). The location of the lower transition
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point varies weakly with a; starting from the value given in Table 1, which is valid
for a = 1/2, it goes continuously to λ01(0) = 3.306(2) of the totally asymmetric model
(a = 0) [22]. As opposed to this, λ02(a) increases rapidly with a, and diverges as a→ 0.
Obviously, in the totally asymmetric limit, xl(t) is non-decreasing and, therefore, the
strong-survival phase is missing.
Considering a homogeneous, infinite system consisting of sites of type B, evidently,
the two transition points are located at λ01(a)/w and λ
0
2(a)/w.
In case of a finite homogeneous segment of size L, the mean lifetime of the
population initiated from a single individual on its leftmost site is different in the
above three phases. In the extinction phase it is finite and, for large L, asymptotically
independent of L. In the weak-survival phase, the population drifts rightwards with
a constant velocity and dies out at the right end, so the lifetime is O(L). Finally, in
the strong-survival phase the population spreads out in the whole segment and reaches
the empty state only through large fluctuations of the density, which are exponentially
improbable in L, thus the lifetime is O(econst·L).
Let us now return to the disordered system. Similar to the homogeneous system,
one can define here two distinct phase transitions. In this paper, we shall focus on the
lower (absorbing) one, which is defined by the vanishing of the average order parameter
P (∞) ≡ limt→∞ P (t). For the second one, we refer the reader to Ref. [23].
If λ > λ01(a)/w, both segments of type A and B are locally in the (either weak or
strong) survival phase, therefore the system must be in its survival phase, i.e. P (∞) > 0.
Contrary to this, if λ < λ01(a), both types of segments are in their extinction phase, thus
the disordered system is in that phase, as well, i.e. P (∞) = 0. We conclude therefore,
that the critical point of the disordered system must be in the range
λ01(a) < λc(w, a) < λ
0
1(a)/w. (15)
In this domain, segments of type B are locally in the extinction phase, while segments
of type A are either in the weak or the strong survival phase, depending on a,w, and λ.
If
λ01(a) < λc(w, a) < λ
0
2(a), (16)
segments of type A are locally in their weak-survival phase at the phase transition (and
below). In this case, we will speak of a phase transition of type I. Using the behavior
of mean lifetime presented above, we can see that, in the critical point, the left end of
the population moves with a constant velocity (in surviving populations), i.e. xl(t) ∼ t.
Since xl(t) ≤ xr(t) and xr(t) is at most linear in t, we have xr(t) ∼ t. Below a phase
transition of type I, λ < λc(w, a), the survival probability decays exponentially in time.
We have a qualitatively different situation if
λ02(a) < λc(w, a). (17)
Here, segments of type A are in their strong-survival phase at the phase transition
point of the disordered system. In this case, we will speak of a phase transition of
type II. Below this transition point, in the range λ02(a) < λ < λc(w, a), the lifetime of
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type A segments is exponentially large and, using that their probability of occurrence
is exponentially small in their size, we obtain that the survival probability decays here
algebraically
P (t) ∼ t−δ(a,w,λ), (18)
with a non-universal decay exponent. This domain is a representant of the well-known
Griffiths phase [14, 6]. Since, in the critical point, the distribution of the lifetime of
(isolated) segments of type A decays still algebraically, the left end (as well as the right
end) of the population does not necessarily drift with a constant velocity but it may
advance anomalously slowly, as xl(t) ∼ tµ with µ < 1. It is the task of the subsequent
Monte Carlo analysis to clarify whether such an anomalous drift is indeed realized.
Below the Griffiths phase, λ < λ02(a), P (t) decreases exponentially in time.
The boundary between the two types of phase transitions in the parameter space
is given formally by
λ02(a) = λc(w, a), (19)
which provides the separatrix a∗(w) in the w,a plane. For a strong (weak) enough
anisotropy such that a < a∗(w) (a > a∗(w)), the transition is of type I (type II).
Unfortunately, both sides of Eq. (19) are unknown functions of a and w.
3. Mean-field theory
Before presenting numerical results, we will investigate the model by a simple mean-field
theory, which replaces the joint-probabilities P [mn(t), mn+1(t)] of occupation numbers
(which are one for occupied and zero for empty sites) by ρn(t)ρn+1(t). Thereby the
fluctuations of mn(t) are neglected and the state of the system is described by the set
of local densities ρn(t). Starting from the master equation of the process this leads to
the dynamical equations
∂tρn(t) = −µnρn(t) + [λn−1ρn−1(t) + κn+1ρn+1(t)][1− ρn(t)]. (20)
Though this approximation is unable to treat the extinction transition of the model
started from a single individual, it gives the behavior of the stationary density profile
in the case of an active boundary qualitatively correctly and illustrates the non-self-
averaging nature of the disordered model. In the followings, the superscript a of the
density will be dropped.
In the mean-field description of the disordered model, the main features of the
profile are expected to be independent of the asymmetry. The particular case of total
asymmetry (a = 0) is analytically tractable, so we will restrict ourselves to this case. In
the stationary state, Eqs. (20) reduce to the recursion equations
0 = −µnρn + λn−1ρn−1(1− ρn), n = 1, 2, . . . (21)
with the initial condition ρ0 = 1. In terms of the inverse densities ρ
−1
n they can be
written in a linear form
ρ−1n = Rn−1ρ
−1
n−1 + 1, (22)
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where Rn−1 ≡ µn/λn−1. This recursion is easy to solve and gives
ρn = [Rn−1 +Rn−1Rn−2 + . . .+Rn−1Rn−2 · · ·R0]−1. (23)
The sum in the brackets is known as a Kesten random variable and appears frequently in
one-dimensional disordered systems, see e.g. Ref. [28]. Its asymptotic dependence on n
can be easily derived as follows. Let us introduce the random variables ∆n ≡ lnRn and
Xt ≡
∑t
i=1∆n−i, t = 1, 2, . . . , n. Since ∆i are independent, {Xt}nt=1 is a discrete-time
random walk. In terms of these variables, ρn can be written as
ρn =
[
n∑
i=1
eXi
]−1
. (24)
Two regimes with different asymptotic behavior of ρn can be distinguished.If ∆ < 0,
the random walk is biased to the negative direction, i.e. Xn/n → const < 0 as
n → ∞. In this case, the Kesten variable converges stochastically and the average
density tends to a positive constant, ρn → ρ(∆) > 0 as n→∞. If, however, ∆ ≥ 0, the
Kesten variable diverges and, for large n, it is dominated by the maximal term(s) eXmax ,
where Xmax ≡ maxi=1,...,n{Xi}. If ∆ > 0, the walk is biased to the positive direction,
Xmax ∼ O(n) and the profile decays exponentially, ρn ∼ e−n/ξ(∆) for large n. This means
that the population is localized near the active boundary practically within a distance
O[ξ(∆)].
At the transition point ∆ ≡ ln(µ/λ) = 0, the typical maximal displacement of the
walk is Xmax ∼ O(
√
n), and the typical density, i.e. that in almost all realizations of the
environment, decreases for large n as
ρtypn ∼ e−const
√
n. (25)
The average profile ρn, however, decreases with n much differently, due to a vanishing
fraction of atypical realizations of the environment. In environments where Xmax < 0,
namely, the density ρn is O(1). This condition expresses that the walk never crosses its
origin up to n steps. The probability of this event, termed as persistence probability,
is well-known to decay for unbiased random walks as Ppers(n) ∼ n−1/2 for large n. We
obtain therefore, that the average density profile decreases algebraically as
ρn ∼ n−1/2, (26)
which is a much slower decay than that in typical environments. Though we will see
by numerical simulations that the mean-field behavior predicted here is quantitatively
incorrect, the feature of the model that typical and average quantities scale differently
is captured by this simple theory. It is worth mentioning that the average profile in the
disordered model decays with a smaller exponent than that of the homogeneous one,
where ρn ∼ n−1 [26].
4. Numerical results for the totally asymmetric model
As we have seen, the model with a sufficiently strong asymmetry, such that a < a∗(w) has
a phase transition of type I. We have performed numerical simulations for a representant
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of this class, the totally asymmetric model (a = 0).
As already mentioned, the different observables of the model depend on the
particular realization of the random environment. In order to see the variations
caused by the disorder we have measured the mean values in a fixed environment and
repeating the measurement in many independent random samples we have constructed
the distribution and calculated the typical value, which we define as the exponential
of the average of the logarithm of the observable. So, for example, the typical survival
probability is
Ptyp(t) ≡ exp(lnP (t; Ω)). (27)
When calculating the typical observables, the mean value in each environment has
been estimated by an average over 103 different stochastic histories, and the subsequent
disorder average of the logarithms has been performed over 103 independent realizations
of the environment. Since sample-to-sample variations of the observables are significant,
in the calculations of average quantities, the number of the different runs in a given
sample were reduced to one in favor of an increased number of samples, typically 105.
When measuring of the steady-state profile, the local densities in a given sample were
averaged in an interval of 105 Monte Carlo (MC) time steps after a relaxation time of
105 MC steps.
Simulations have been performed for different values of the strength of the disorder,
w = 0.8, 0.6, 0.4, 0.2. The properties of the model for different w were found to be
qualitatively similar, and detailed results will be presented for w = 0.4.
The time dependence of the average and typical survival probability, P (t), Ptyp(t),
the number of individuals, N(t), Ntyp(t), shown in Figs 1 and 2, indicate an absorbing
phase transition at λc = 5.4305(10). As can be seen, typical observables vary
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Figure 1. Dependence of the average survival probability (left) and the average
number of individuals (right) on time in the totally asymmetric model with w = 0.4,
for different values of the control parameter λ.
algebraically in time in the critical point and the averages seem to follow a power-law,
as well, but it will turn out that the averages P (t), N(t) must have slow, presumably
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Figure 2. Dependence of the average and typical survival probability (left) and the
average and typical number of individuals (right) on time in the totally asymmetric
model with w = 0.4 in the estimated critical point λc = 5.4305(10). Linear fits to the
data provide the estimates δ = 0.131(4), δtyp = 0.152(5), η = 0.45(2), ηtyp = 0.40(2).
logarithmic corrections, so that the effective exponents seen here must be very different
from their true asymptotic values. The average position of the front xr(t) of the
population advances linearly in the critical point, as expected and the average extension
of the population grows as a power of the time, l(t) ∼ t1/z , see Fig. 3. The average and
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Figure 3. Left. Dependence of the average position of the front xr(t) and average
spatial extension l(t) of the population on time in the totally asymmetric model with
w = 0.4 in the estimated critical point λc = 5.4305(10). Linear fits to the data give
a slope 0.99(1) for the xr(t) and 1/z = 0.71(1) for l(t). Right. The average and
typical stationary density profiles in the totally asymmetric model with w = 0.4 in the
estimated critical point λc = 5.4305(10) in case of an active boundary at site 0. Linear
fits to the data give the estimates δ = 0.135(5), δtyp = 0.150(5).
typical density profiles ρn and ρ
typ
n are plotted against the distance n from the origin
in Fig. 3. As can be seen, the observables decay as a power of the distance n, but,
again the averages have slow corrections, which hide the true asymptotic behavior at
the time-scales available in the simulations. The typical density profile ρtypn is found
to decay with an exponent 0.150(5) which agrees within the error of the measurement
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with δtyp = 0.152(5). This property, which is valid for the homogeneous, asymmetric
model, see Eq. (10), thus holds also for the disordered one for transitions of type I,
as a consequence of the constant velocity of the front. We mention that the effective
exponents of average quantities P (t), Qn, and ρn also agree with each other within the
errors of measurements, and have the value δeff = 0.131(4) for w = 0.4.
We can observe in the figures that the average and the typical quantities are
characterized by different critical exponents (the former by effective ones) in general. In
other words, they are non-self-averaging, which is a well-known feature of disordered
systems [29, 28]. In order to have more insight into this phenomenon, we have
constructed the histogram of the logarithm of P (t,Ω) from data obtained in 105
independent random environments. As can be seen in Fig 4, the distributions are
broadening with increasing time and, plotting the distribution f(δ) of the scaling
variable
δ = − ln[P (t)]/ ln(t/t0) (28)
with a time-scale t0 (which is irrelevant in the limit of long times), we obtain a good
scaling collapse. The scaling variable δ is nothing but a sample-dependent effective decay
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Figure 4. Scaling plot of the histogram of the survival probability in the estimated
critical point at different times. An optimal collapse is obtained by the parameter
t0 = 0.25. The inset shows the unscaled data.
exponent of the survival probability. As opposed to the homogeneous system, which is
characterized by one single value of δ, the disordered model has a broad distribution of
effective decay exponents with a probability density f(δ). This kind of behavior, termed
as multiscaling, appears also in the autocorrelations of disordered critical quantum spin
chains [30, 31]. The exponent δtyp describing the decay of typical survival probability
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as Ptyp(t) ∼ t−δtyp is the first moment of f(δ):
δtyp =
∫ ∞
0
δf(δ)dδ, (29)
whereas the average survival probability P (t) =
∫∞
0
e−δ ln tf(δ)dδ is determined by f(δ)
around its lower edge δ0 ≡ sup{δ : f(δ) = 0}. Assuming that f(δ) = (δ− δ0)a in leading
order as δ → δ0, it is easy to show that
P (t) ∼ t−δ0(ln t)−(a+1) (30)
for large t. So, if δ0 > 0 the decay is algebraic with a multiplicative logarithmic factor,
which results in a considerable shift of the effective exponent for finite times. Otherwise
the time-dependence is purely logarithmic, which is slower than any power of t. It is
hard to judge from the numerical data whether δ0 is positive or not, especially for small
w. Plotting ln f(δ) against ln δ using histograms of higher resolution (not shown) one
can see that the slope is not constant but increases steadily for decreasing δ, which
is in favor of a positive (but small) δ0. As can be seen, the effective decay exponent
δeff = 0.131(4) obtained from the numerical data is deeply in the domain where f(δ) > 0,
thus it must not be the asymptotic value.
We have also constructed histograms of the hitting probability Qn(Ω) at different
distances from the origin. These have the same multiscaling property as P (t), see Fig.
5.
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Figure 5. Scaling plot of the histogram of the hitting probability at different distances
from the origin in the estimated critical point. An optimal collapse is obtained by the
parameter n0 = 0.1. The inset shows the unscaled data.
The spectrums f(δ) of the decay exponent of the survival probability for different
values of the strength of disorder w are shown in Fig. 6. As can be seen, they are
broader for stronger disorder (smaller w), and seem to have a finite width for any finite
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disorder, in accordance with the prediction of the Harris criterion. The most probable
value of the distribution, as well as the first moment (δtyp) is decreasing with decreasing
w, see the data in Table 2. Other exponents vary continuously with w, as well; ηtyp is
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Figure 6. Spectrums of the decay exponent of the survival probability in the totally
asymmetric model for different values of the strength of disorder w. The vertical line
indicates δ of the homogeneous model (w = 1).
increasing while z is decreasing with decreasing w.
w λc δtyp ηtyp z
0.8 3.7053(3) 0.160(2) 0.32(1) 1.56(2)
0.6 4.3196(4) 0.156(4) 0.34(1) 1.52(2)
0.4 5.4305(10) 0.152(5) 0.40(1) 1.39(2)
0.2 8.305(10) 0.13(1) 0.55(2) 1.28(3)
Table 2. The location λc of the critical point and estimated critical exponents of the
totally asymmetric model for different values of the strength of the disorder.
5. Numerical results for the partially asymmetric model
We have performed numerical simulations of the partially asymmetric model, as well,
mainly for a = 2/5. We have checked by simulations of the homogeneous model that
this value of the asymmetry parameter is above a∗(w), so that the phase transition is
of type II.
As it has been predicted, below the critical point, a Griffiths phase appears, where
the average survival probability decays algebraically with the time with exponents
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depending on λ, see Fig. 7. The density ρ0(t) at the origin shows a similar behavior,
see the right panel of the same figure.
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Figure 7. Left: The logarithm of the average survival probability plotted against
the logarithm of time in the model with a = 2/5 for different values of the control
parameter λ. Right. The logarithm of the density at the origin as a function of the
logarithm of time in the same model.
An important question to be clarified is how the population shifts as time elapses.
The dependence of the position of the front on time is shown in Fig. 8. In the one-
dimensional symmetric model (a = 1/2) it is known that another Griffiths phase exists
above the critical point, where the front spreads anomalously as xr(t) ∼ t1/zr with a λ-
dependent diffusion exponent 1/zr(λ) < 1 [32]. As λ→ λc, the diffusion exponent tends
to zero and, in the critical point, the spreading becomes ultra-slow, i.e. xr(t) ∼ (ln t)2.
A similar Griffiths phase can be observed in the asymmetric model, as well, where, by
decreasing λ, the diffusion exponent 1/zr decreases starting from 1. But, rather than
tending to zero, 1/zr seems to remain finite (1/zr = 0.81(3)) when the critical point
is reached at λc = 5.24(2). Another difference with respect to the symmetric model is
that also the left end of the population shifts rightwards for long times i.e. xl(t) → ∞
(as far as the model is below the upper transition point). The corresponding diffusion
exponent above the extinction transition (and below the upper transition point) can be
shown to be related to the exponent 1/zl appearing in the decay of the average density
at the origin,
ρ0(t) ∼ t−1/zl , (31)
as follows. As mentioned in section 2, this anomalous decay is caused by locally
supercritical domains, whose lifetime distribution must have, according to Eq. (31),
the long time asymptotics P>(τ) ∼ τ−1/zl . The traveling time t of the left end of the
population from the origin to a far away site n can then be written as a sum of O(n)
waiting times τi,
t ∼
O(n)∑
i
τi. (32)
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Figure 8. Left. Dependence of the average position xr(t) of the front on time in the
model with asymmetry parameter a = 2/5 for different values of the control parameter.
Right. Dependence of different characteristics of the location of the population on time
at λ = 5.24. xav(t) and σ(t) denote the average value and the standard deviation of
the position of individuals at time t.
Such a sum is dominated by the maximal term whenever zl > 1, see e.g. Ref. [28], and,
applying extreme value statistics, we obtain t ∼ nzl. Thus the left end of the population
advances for long times as
xl(t) ∼ t1/zl . (33)
The numerical data are satisfactorily consistent with this relation though, for a clearer
observation of the asymptotics, longer times would be needed.
The drift of the population is, however, not necessarily sublinear even in the case of
a transition of type II. An alternative possibility is that, increasing the control parameter
in the subcritical Griffiths phase, zl is increasing but at the transition point still zl < 1.
In that case, the sum in Eq. (32) is proportional to n and, consequently, both the left
end and the front move with a constant velocity. But, even in this case, a Griffiths
phase appears below the transition point (but not above it). This scenario is expected
to be realized for a weak asymmetry (but still for a > a∗(w)).
Fig. 9 shows the dependence of the average survival probability and the average
number of individuals on time in the vicinity of the critical point. One can observe that,
for smaller values of λ, the curvature of lnP (t) as a function of ln t becomes negative
for long times, indicating that these values of λ are in the extinction phase. For shorter
times the curvature is positive and the inflection point is shifted toward longer times as
λ is increased in the extinction phase and, ultimately, it goes to infinity in the critical
point. It is, however, hard to judge from the numerical data where the accurate location
of the critical point is and whether the slope tends to a non-zero constant there for long
times (which corresponds to a power-law decay) or tends to zero, which would be the
case, for instance, for a logarithmic decay given in Eq. (11). As can be seen in Fig.
9, the average number of particles seems to increase algebraically with the time but
with strong corrections and, in accordance with the tendency observed in the totally
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Figure 9. Left. The logarithm of the average survival probability plotted against
the logarithm of the time in the model with a = 2/5 for different values of the control
parameter. Right. The logarithm of the average number of particles as a function of
the logarithm of the time in the same model.
asymmetric model, the (effective) exponent η exceeds the value of the homogeneous
model.
After having seen the main features of the critical system, let us return to the
problem of determining the location of the critical point. A usual method for the
symmetric, disordered contact process is to plot ln[P (t)] against ln[N(t)] and to look
for λ at which the curve is, according to Eqs. (11) and (12), asymptotically linear with
a slope −η˜/δ˜ [11]. This works equally well for the homogeneous model, where the slope
is −η/δ. We have seen that, for the disordered, asymmetric model, δ is very small or
may even vanish, while η is relatively large, thus their ratio is very large, making the
above method inaccurate. Therefore, we need another indicator of the critical point. A
possible candidate is the ratio of the average hitting probability and the average survival
probability at time t = n,
I(n) ≡ Qn/P (t = n). (34)
In the weak-survival phase, limn→∞Qn = limt→∞ P (t) > 0, therefore I(n) tends to 1 as
n→∞. As opposed to this, in the extinction phase, P (t) decays as a power of t, while,
as the population becomes localized in space after an initial shift, Qn decays faster than
any power of n. Hence I(n) goes to zero rapidly here. At the critical point, let us
assume an algebraic displacement xr(t) ∼ t1/zr of the front, as seen in the simulations.
Then, using the relation
P (t) ∼ Qn=xr(t), (35)
I(n) can be shown to have different asymptotics depending on whether P (t) ∼ t−δ or
P (t) ∼ (ln t)−δ˜. In the former case, it goes to zero as I(n) ∼ n−δ(zr−1) while, in the
latter, Qn ∼ (zr lnn)−δ˜ and I(n) tends to a positiv constant, which is less than 1.
Numerical results for I(n) are shown in Fig. 10. As can be seen, I(n) tends to
a constant at λ = 5.24, while for larger (smaller) values of λ it increases (decreases)
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t0 = 1.
with n. This behavior is compatible with an activated scaling P (t) ∼ (ln t)−δ˜ of the
average survival probability (and that of the average hitting probability) at least at the
time scales available by the simulations. However, for an accurate estimation of δ˜, for
example, by plotting ln[P (t)] against ln[ln(t)] as it has been done in the right panel of
Fig. 10, much longer simulation times would be needed.
We have also investigated the spectrum of the effective decay exponents δ =
− ln[P (t)/ ln(t/t0)] in the estimated critical point, see Fig. 11. In contrast with the
totally asymmetric model, the distributions are not invariant in time but slowly shift
toward zero with increasing time, and this shift cannot be eliminated by an appropriate
choice of t0. This picture is qualitatively similar to that can be seen for the symmetric
model (not shown), where the average survival probability obeys the activated scaling
given Eq. (11). But again, to infer the true asymptotics of the distribution f(δ), the
time scales available by the simulations are not sufficiently large.
6. Discussion
In this work, we have studied the dynamics of a population in a convective, random
environment by an asymmetric variant of the one-dimensional contact process in which
creations of new individuals occurs with larger rates in either direction. We have
seen that spatial disorder is a relevant perturbation in the asymmetric model and
the resulting behavior of the model is much different from that of the homogeneous
one. At the absorbing phase transition, the different dynamical quantities are non-self-
averaging. The survival probability shows multiscaling, i.e. it is characterized by a broad
spectrum of decay exponents. As the population is forced to drift across a quenched
random environment, its growth is affected in fact by an effective, time-dependent
environment, which is steadily moving relative to the population. It is therefore not
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Figure 11. The spectrum of effective exponents of the survival probability in the
model with a = 2/5 in the estimated critical point for different times. The time scale
is set to t0 = 1. The inset shows the histograms of the logarithm of the survival
probability.
surprising that the model has different properties from that of its static variant, the
disordered, symmetric contact process. The most apparent difference is that the front
of the population advances as a power of the time in the extinction transition point rather
than logarithmically and the corresponding diffusion exponent 1/zr is influenced by the
asymmetry parameter. For strong enough asymmetry, the motion of the population is
linear in time; otherwise, the diffusion exponent is less than one and decreases with
weakening asymmetry. As a → 1/2, it is expected to vanish, 1/zr → 0, and, at
a = 1/2, the power law is replaced by a logarithmic dependence on time. This behavior
is reminiscent of the dynamics of random walks in a disordered environment, see e.g.
Ref. [28]. In that problem, the typical displacement is |x(t)| ∼ (ln t)2 if the distributions
of jump rates to the left and to the right are identical, while, in case of a bias in either
direction, it switches to the form |x(t)| ∼ tµ, where µ ≤ 1 is increasing with the bias
and µ = 1 beyond a certain point. Another difference to the infinite-randomness critical
behavior of the symmetric model is that the average dynamical quantities seem to
follow non-universal power-laws (possibly with the exception of the survival probability
for weak asymmetry) rather than activated scaling given in Eqs. (11-13).
We have also seen that the disorder does not affect only the properties in the
extinction transition point but also around it. For a sufficiently weak asymmetry, a
Griffiths phase emerges below the extinctions transition, where, although the population
gets extinct in the limit t → ∞, it still survives for very long time in certain atypical
samples, so that the average survival probability decays algebraically. Moreover, above
the transition point another Griffiths phase appears where the front of the population
advances anomalously slowly with a λ-dependent diffusion exponent.
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It has also turned out that relying exclusively on results of Monte Carlo simulations,
many features of the model are hard to clarify and several questions are left open such
as the asymptotic form of the time dependence of average quantities.
In this work, we have restricted ourselves to one spatial dimension, which may
reflect some properties of higher dimensional generalizations of the model, such as the
appearance of a Griffiths phase, but it is suitable only for the description of very special
cases when the population is constrained to live in a quasi-one-dimensional domain, e.g.
a river. It would be desirable to extend the present investigations to a more realistic two-
dimensional variant of the model where spreading of the population is more favorable
in a given direction than in the other ones.
Viewed in a wider context, the present study suggests that systems of interacting
degrees of freedom that are forced to drift across a disordered environment may have,
in general, a special behavior different from that of the corresponding static model. It
would be instructive to study this problem in simpler, more easily tractable models.
Appendix A.
In the quantum Hamilton formalism (see e.g. Ref. [33]), the state of site i is described
by a two dimensional vector |ηi〉, the basis vectors |0〉 and |1〉 corresponding to the
empty and occupied states, respectively. The state of a system of size L at time t can
be expanded in the basis {|η〉} where |η〉 ≡ ⊗Li=1|ηi〉, ηi = 0, 1 as |P (t)〉 =
∑
η Pη(t)|η〉.
The master equation of the process can then be written in the form
∂t|P (t)〉 = −H|P (t)〉, (A.1)
with the Hamilton operator (also called as Liouville operator) H :
H = −
∑
i
µMi −
∑
i
λiLi −
∑
i
κi+1Ki. (A.2)
Here, Mi acts non-trivially only on site i:
Mi = 11 ⊗ . . .⊗ 1i−1 ⊗ (s+i − ni)⊗ 1i+1 ⊗ . . .⊗ 1L, (A.3)
whereas Li and Ki act non-trivially on sites i and i+ 1:
Li = 11 ⊗ . . .⊗ 1i−1 ⊗ ni ⊗ (s−i+1 − vi+1)⊗ 1i+2 ⊗ . . .⊗ 1L, (A.4)
Ki = 11 ⊗ . . .⊗ 1i−1 ⊗ (s−i − vi)⊗ ni+1 ⊗ 1i+2 ⊗ . . .⊗ 1L, (A.5)
where 1i denotes the identity operator on site i. Representing the states |0〉 and |1〉 by
the column vectors (1, 0)T and (0, 1)T , respectively, the local operators appearing in the
above expressions are represented by the matrices:
v =
(
1 0
0 0
)
n =
(
0 0
0 1
)
s− =
(
0 0
1 0
)
s+ =
(
0 1
0 0
)
(A.6)
Let us consider a dual process having the Hamiltonian H˜ that is related to the H as
H˜T = DHD−1. (A.7)
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It is known that if the operator D is of the form D = ⊗Li=1di with local operators di
represented by the matrix
d =
(
1 1
1 0
)
(A.8)
then, in the case of a symmetric contact process, H˜ = H , i.e. the model is self-dual [24].
In case of an asymmetric contact process, we obtain by straightforward calculations that
the dual operators are
M˜i =Mi L˜i = Ki K˜i = Li, (A.9)
and thus H˜ describes the asymmetric contact process that differs from the original one
in that λi and κi+1 are interchanged. The local density ρn(t) in case of a fully occupied
initial state can then be related to the survival probability Pn(t) in the dual process in
the same way as it has been done for the symmetric process in Ref. [24]. For the sake
of self-containedness, we recapitulate the calculations here.
The local density can be written in the vector notation as
ρi(t) = 〈s|nie−Ht|L〉, (A.10)
where 〈s| is the sum of basis vectors, |s〉 = ∑η |η〉, and |L〉 denotes the fully occupied
state. A useful property of D is that it relates the fully occupied state to the empty
one:
〈s|D−1 = 〈0|, D|L〉 = |0〉. (A.11)
Inserting the identity operator D−1D in Eq. (A.10) in the way ρi(t) =
〈s|D−1DniD−1De−HtD−1D|L〉, then using Eq. (A.11) and the relation dinid−1i = vi−s+i
one arrives at
ρi(t) = 〈0|(vi − s+i )e−H˜
T t|0〉 (A.12)
= 〈0|e−H˜t(vi − s−i )|0〉 (A.13)
= 1− 〈0|e−H˜t|i〉, (A.14)
where |i〉 denotes the state in which all but site i are empty. The 2nd term on the r.h.s.
is the probability that, started from a single individual at site i in the dual environment
the empty state is reached at time t, which is by definition 1−Pi(t), thus we obtain Eq.
(2).
Acknowledgments
The author thanks F. Iglo´i, I. A. Kova´cs and G. O´dor for useful discussions. This work
was supported by the Ja´nos Bolyai Research Scholarship of the Hungarian Academy
of Sciences, by the National Research Fund under grant no. K75324, and partially
supported by the European Union and the European Social Fund through project
FuturICT.hu (grant no.: TAMOP-4.2.2.C-11/1/KONV-2012-0013).
Extinction transition in stochastic population dynamics 23
References
[1] Harris T E 1974 Ann. Prob. 2 969
[2] Liggett T M 2005 Stochastic interacting systems: contact, voter, and exclusion processes (Berlin,
Springer).
[3] Marro J, Dickman R 1999 Non-equilibrium phase transitions in lattice models Cambridge Univ.
Press, Cambridge
[4] Henkel M, Hinrichsen H, Lu¨beck S 2008 Non-equilibrium Phase transitions Springer, Berlin
[5] O´dor G 2008 Universality in Nonequilibrium Lattice Systems World Scientific; 2004 Rev. Mod.
Phys. 76 663
[6] Noest A J 1986 Phys. Rev. Lett. 57 91; 1988 Phys. Rev. B 38 2715;
[7] Janssen H K 1997 Phys. Rev. E 55 6253
[8] Moreira A G, Dickman R 1996 Phys. Rev. E 54 R3090
[9] Iglo´i F, Monthus C 2005 Phys. Rep. 412 277
[10] Hooyberghs J, Iglo´i F, Vanderzande C 2003 Phys. Rev. Lett. 90 100601; 2004 Phys. Rev. E 69
066140
[11] Vojta T and Dickison M 2005 Phys. Rev. E 72 036126
[12] Neugebauer C J, Fallert S V, Taraskin S N 2006 Phys. Rev. E 74 040101(R); Fallert S V and
Taraskin S N 2009 Phys. Rev. E 79 042105
[13] Hoyos J A 2008 Phys. Rev. E 78 032101
[14] Griffiths R B 1969 Phys. Rev. Lett. 23 17; McCoy B M 1969 Phys. Rev. Lett. 23 383
[15] Cafiero R, Gabrielli A, Mun˜oz M A 1998 Phys. Rev. E. 57 5060
[16] Nelson D R and Shnerb N M 1998 Phys. Rev. E 58 1383
[17] Joo J and Lebowitz J L 2005 Phys. Rev. E 72 036112
[18] Kessler D A and Shnerb N M 2009 New J. Phys. 11 043017
[19] Neicu T, Pradhan A, Larochelle D A, Kudrolli A 2000 Phys. Rev. E 62 1059
[20] van Saarloos W 2003 Phys. Rep. 386 29
[21] Schonmann R H 1986 J. Stat. Phys. 44 505; Schinazi R 1994 J. Stat. Phys. 74 1005; Sweet T 1997
J. Stat. Phys. 86 749
[22] Tretyakov A Yu, Inui N, Konno N 1997 J. Phys. Soc. Jap. 66 3764
[23] Juha´sz R 2013 Phys. Rev. E 87 022133
[24] Hooyberghs J, Vanderzande C 2001 Phys. Rev. E 63, 041109
[25] Jensen I 1999 J. Phys. A: Math. Gen. 32 5233
[26] Costa A, Blythe R A, Evans M R 2010 J. Stat. Mech. P09008
[27] Harris A B 1974 J. Phys. C 7 1671
[28] Bouchaud J P and Georges A 1990 Phys. Rep. 195 217
[29] Wiseman S, Domany E 1995 Phys. Rev. E 52 3469
[30] Kisker J, Young A P 1998 58 Phys. Rev. B 14397
[31] Iglo´i F, Juha´sz R, Rieger H 2000 61 11552
[32] Bramson M, Durrett R, Schonmann R H 1991 Ann. Prob. 19 960
[33] Schu¨tz G M in Phase Transitions and Critical Phenomena 2000 vol.19 edited by Domb C and
Lebowitz J L (Academic, London)
