Abstract. This paper presents an abstract analysis of bounded variation (BV) methods for ill-posed operator equations Au = z. Let T(u) def = kAu ? zk 2 + J(u); where the penalty, or \regularization", parameter > 0 and the functional J(u) is the BV norm or seminorm of u, also known as the total variation of u. Under mild restrictions on the operator A and the functional J(u), it is shown that the functional T(u) has a unique minimizer which is stable with respect to certain perturbations in the data z, the operator A, the parameter , and the functional J(u). In addition, convergence results are obtained which apply when these perturbations vanish and the regularization parameter is chosen appropriately.
Introduction. Consider the equation
Au = z (1.1) where A is a linear operator from L p ( ) into a Hilbert space Z containing the data vector z.
Of particular interest is the case where problem (1.1) is ill-posed, e.g., when A is compact. The data z and the operator A are assumed to be inexact, and approximate solutions to (1.1) are desired which minimize the undesirable e ects of perturbations in z and A. Of practical interest are Fredholm rst kind integral operators Au(x) = Z k(x; y) u(y) dy: (1.2) For example, certain blurring e ects in image processing may be described by convolution operators, in which case k(x; y) = k(x ? y). See 9] . Problem (1.1) is ill-posed and discretizations of it are highly ill-conditioned. To deal with ill-posedness, one should apply methods which impose stability while retaining certain desired features of the solution. Historically, these have come to be known as \regulariza-tion" methods, since stability was typically obtained by imposing smoothness constraints on the approximate solutions. In many applications, particularly in image processing (see 9] , 3]) and parameter identi cation (see 5]), a serious shortcoming of standard regularization methods is that they do not allow discontinuous solutions. This di culty can be overcome by achieving stability with the requirement that the solution be of bounded variation rather than smooth. For problem (1.1), this requirement may be enforced in several ways. One approach is to solve a constrained minimization problem like min u J(u) subject to kAu ? zk 2 = 2 ; (1.3) where 2 is an estimate of the size of the error in the data and J(u) is the Bounded Variation (BV) norm or seminorm of u (see 4] for de nitions and background). This is essentially the approach taken by Rudin and Osher et al 8], 9]. A closely related approach is taken by Dobson and Santosa 3] , where the constraint in (1.3) is replaced by the operator equation (1.1). In the application considered in 3], discretizations of equation (1.1) are severely underdetermined. An earlier reference on the use of BV functions in a parameter identi cation setting (where a constraint on J(u) is imposed instead) is the paper by Gutman ( 5] ).
Another closely related approach, which is taken by Santosa and Symes 10] and Vogel 13] , is to solve the unconstrained minimization problem min u kAu ? zk 2 + J(u): (1.4) This can be viewed as a penalty method approach to solving the constrained minimization problem (1.3). Here the penalty parameter > 0 controls the tradeo between goodness of t to the data, as measured by kAu ? zk 2 , and the variability of the approximate solution, as measured by J(u). This penalty approach is widely known in the inverse problems community as Tikhonov regularization, although the term \regularization" seems inappropriate here since discontinuous minimizers may be obtained.
As in 13], a slightly more general penalty functional than the BV seminorm will be considered. For su ciently smooth u, de ne J (u) = Z q jruj 2 + dx; (1.5) where 0. When = 0, this reduces to the usual BV seminorm (the BV norm is given by kuk BV = kuk L 1 ( ) + J 0 (u)). J 0 (u) is also commonly referred to as the total variation of u. A variational de nition of J is presented below which extends (1.5) to (nonsmooth) functions u. Taking In what function space does the solution to (1.4) lie, and what norm is appropriate to measure convergence? These questions are of more than academic interest, since they should in uence the choice of approximation schemes and the selection of stopping criteria. For instance, the analysis below shows that the choice of L 2 to measure convergence in an iterative solution of (1.4) may be inappropriate if the solution is a function of 2 or more (spatial) variables. What is the e ect of taking small > 0 in (1.5) rather than taking = 0?
As perturbations in the data z and the operator A vanish (say, as discrete approximations become more accurate), what conditions on the regularization parameter are necessary in order to obtain convergence to an underlying exact solution (to an unperturbed problem)? The goal of this paper is to provide qualitative answers to these questions. The analysis here is substantially di erent from that of Lions, Osher and Rudin presented in 7], which deals with arti cial time-evolution algorithms to solve the Euler-Lagrange equations (obtained from rst order necessary conditions) for a constrained problem similar to (1.3) . This paper deals with properties of the minimization problems and not with the algorithms used to solve these problems. This paper is organized as follows: Section 2 contains an overview of functions of bounded variation. Most of the results in this section are standard extensions to L p ( ) for p > 1 of results found in Giusti 4] . Included in this section is a variational de nition of J and a discussion of important properties such as convexity, semicontinuity, and compactness which are associated with it. In Section 3, several abstract theorems are presented which guarantee the well-posedness of unconstrained minimization problems. Theorem 3.1 is a standard result yielding existence and uniqueness of solutions of problems of the form (1.4). Theorem 3.2 is an analogue of the standard result due to Tikhonov 12] concerning continuity of the inverse map for an injective continuous function restricted to a compact subset of a topological space. This theorem yields continuous dependence with respect to the data, the operator, and the parameter in problem (1. Note that for > 0, J is not a seminorm. 
Relative weak compactness in dimensions d 2 follows from the Banach-Alaoglu Theorem 6].
The following example shows that the above result is sharp. u n ? u * 0:
Proof. Note that T n (u n ) T n ( u). From this and (3.6), lim inf T n (u n ) limsup T n (u n ) T( u) < 1; (3.9) and hence by (3.5), the u n 's are BV-bounded. Now suppose (3.7) (or (3.8) if p = d=(d ? 1)) does not hold. By Theorem 2.6 there exists a subsequence u n j which converges in L p ( ) (weak L p ) to someû 6 = u. By the (weak) lower semicontinuity of T, (3.9) , and (3.6), T(û) lim inf T(u n j ) = lim(T(u n j ) ? T n j (u n j )) + lim inf T n j (u n j )
T( u):
But this contradicts the uniqueness of the minimizer u of T. 1 T(u); (3.11) and hence, the coercivity condition (3.2) holds. Weak lower semicontinuity of T follows from the boundedness of A, the weak lower semicontinuity of the norms on Banach spaces, and 8 Theorem 2.3. By Theorem 2.4, the linearity of A, and convexity of norms, T is convex. By Theorem 3.1 a minimizer exists. T is strictly convex if A is injective, in which case the minimizer is unique.
The following examples deal with stability. In the next three examples, assume again that the restrictions on p of Theorem 3.1 apply.
Example 3.2 (Perturbations in the data z). Let T n (u) def = kAu ? z n k 2 Z + kuk BV ; (3.12) where z n = z + n and k n k Z ! 0 as n ! 1. Then jT n (u) ? T(u)j = j k n k 2 Z + 2hAu ? z; n i Z j k n k Z k n k Z + 2kAk kuk L p ( ) + 2kzk Z :
Here h ; i Z denotes the inner product on the Hilbert space Z, and the above inequality follows from Cauchy-Schwarz. Note that if u is BV-bounded, then it is norm bounded in L p ( ) by Theorem 2.6, and hence (3.6) holds. (4.2) . Then the functional T in (4.1) has a minimizer.
The following example illustrates that a condition stronger than (4.2) may be necessary to guarantee uniqueness of minimizers of T in (4.1). having approximate solutions u n (not necessarily unique) obtained by minimizing the functionals T n (u) = kA n u ? z n k 2 Z + n kuk BV : (5. 3)
The following theorem provides conditions which guarantee convergence of the u n 's to u exact . Proof. Note that kA n u n ? z n k 2 Z T n (u n ) T n (u exact ) = kA n u exact ? z n k 2 Z + n ku exact k BV : Thus from the assumption that kA n u exact ? z n k 2 = n remains bounded and the fact that n ! 0, kA n u n ? z n k 2 Z ! 0: and hence, the u n 's are BV-bounded. Suppose they do not converge strongly (weakly, if p = d=(d ? 1)) to u exact . By Theorem 2.6 there is a subsequence u n j which converges strongly (weakly, respectively) in L p ( ) to someû 6 = u exact . For any v 2 Z, jhAû ? z; vi Z j jhA(û ? u n j ); vi Z j + jh(A ? A n j )u n j ; vi Z j +jhA n j u n j ? z n j ; vi Z j + jhz n j ? z; vi Z j:
(5.5)
The third and fourth terms on the right hand side vanish as j ! 1 because of (5.4) and the assumption z n ! z. The second term also vanishes, since jh(A ? A n j )u n j ; vi Z j ku n j k L p ( ) k(A ? A n j )vk L p ( ) ! 0 13 by the pointwise convergence of the A n 's (and hence, their adjoints) and the norm boundedness of the u n 's in L p ( ). The rst term vanishes as well, taking adjoints and using the (weak) convergence of u n j toû. Consequently, hAû ? z; vi Z = 0 for any v 2 Z, and hence, Aû = z. But this violates the uniqueness of the solution u exact of (5.1). As in the previous section, one can consider instead the functional T n (u) = kA n u ? z n k 2 Z + n J (u) (5.6) and obtain the same results as in the previous theorem. Theorem 5.2. In Theorem 5.1, replace T n by (5.6), and make the same assumptions on A n , n , z n and p. Assume furthermore that jA n j > 0. Then the conclusions of Theorem 5.1 follow. Proof. From the inequalities (2.10) one can assume = 0. As in the proof of Theorem 5.1, one obtains that kA n u n ? z n k 2 kA n u exact ? z n k 2 + n J 0 (u exact ), which implies (5.4).
On the other hand, putting u n = v n + w n and referring again to the proofs of Lemma 4.1 and Theorem 4.3, the present assumptions also imply that (4.22) holds. As in Lemma 4.1, this implies that the u n are uniformly BV-bounded. The last part of the proof is then the same as that of Theorem 5.1.
