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S u m m a ry
To correlate the subject’s electrical brain activity and his overt behaviour has potential ap­
plications on human performance monitoring and brain computer interfacing. Classification 
of subject’s signals produced during the execution of same task is a particular problem which 
presents high difficulty regarding signal discrimination. This problem has been studied only 
by few groups during the last decade [55], [56]. Most of the reported research works re­
garding classification of brain signals are aimed to differentiate signals produced during the 
execution of different kinds of tasks. The diversity of assumed statistical and physiologi­
cal models for representation of EEC activity has produced a diversity of results, some of 
them with a questionable reliability [17], [29]. Therefore, the problem of correlating EEC 
signals with the subsequent responses was approached in this project by using just general 
assumptions about the data.
I applied subspace projection methods of pattern recognition for predicting the reaction 
times of subjects’ responses during the execution of a target detection task in a cognitive 
psychology experiment. In order to correlate the reaction time of the response associated 
with an unknown signal, a two-class classification problem was defined. Five distinct clas­
sifiers were designed and tested. The first three classifiers were principally based on the 
the eigenvectors of the class correlation matrices. The other two classifiers were based on 
orthogonal subspace modelling of the classes.
I carried out two sets of experiments. In the first set, general classifiers were designed with 
the pattern vectors of all subjects simultaneously. However, the prediction rates were only 
slightly over the random allocation of the unknown patterns I wished to classify. These 
results showed that general purpose classifiers concerning all subjects treated together are 
not feasible. The second set of experiments concerned classifiers fitted for each subject 
separately. Two different methods for training and testing the classifiers were applied. The 
first one was the so-called “matched halving” method. The second procedure applied was 
the leaving one-out method. Both methods produced similar classification rates between 
60% and 70% of correct results. However the earlier method showed better performance 
than the later one regarding earlier prediction of the reaction time and lower dimensionality 
of the pattern vectors. In addition, a correlation was found between the spatial allocation of 
electrode and best results. By using registers from electrode position at the frontal section 
at midline of the head best results were produced for 7 out of the 11 subjects.
K e y  w ords: Event-related potentials, single trial classification, subspace projection 
m ethods
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C hapter 1
Introduction
1.1 Scope of th is project
Electro-physiologic studies of cognition are concerned with finding correlations be­
tween the person’s electro-encephalographic data  and complex phenomena such as 
mental processes, motor responses, and physical or psychological condition.
The experimental paradigms used to obtain relevant da ta  require a great deal of 
ingenuity due to the interdependence of such complex phenomena. During the past 
two decades almost all modern signal processing techniques have been used for the 
analysis of da ta  derived from those cognitive experiments.
W ithin this framework, the objective of this project is to explore the prediction of hu­
man performance by applying signal processing and pattern  recognition techniciues 
to electro-encephalographic signals (EEG). The experimental part of the study is 
aimed to predict the reaction times of subjects’ responses during the execution of a 
target detection task in a cognitive psychology experiment.
To correlate the subject’s EEG signals and his overt behaviour has potential ap­
plications on hum an performance monitoring. One of them  is the study of hum an 
response under conditions in which a delayed action would have a high cost in terms 
of hum an life or m aterial preservation. Variability in the performance could have
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serious consequences, for example, a misclassified signal in an air traffic controller’s 
display could result in an aircraft collision [56].
A nother promising field of application is the development of systems for different lev­
els of functional support for people who suffer severe movement impairment. Some 
advance in this respect has been made with the so-called Brain Com puter Interface 
systems (BCI). These systems use EEG signal classification to control ambient con­
ditioning systems such as home lighting, ventilation, heating, and communication 
devices among others [43], [44], [45]. Another application of BICs is to improve 
interfacing with neuroprosthetic systems based on Functional Electrical Stim ulation 
(FES) [3], [34]. FES-based devices are used in the restoration of lost limb motions 
by stim ulating peripheral motor nerves for controlling paralysed limbs. A more na t­
ural and better control of the activated muscles can be achieved if a link between 
thought and limb movement can be provided [31].
1.2 E lectrop h ysio logy o f m ental functions
Most electrophysiological studies of m ental functions use external events such as 
sensory or cognitive stim ulation to evoke electrical brain activity linked with cog­
nitive processing. The evoked response is buried in the ongoing or spontaneous 
electro-encephalogram ( EE G ).
A m ajor reason for choosing electroencephalography as a marker of cognitive pro­
cessing is its resolution to milliseconds. This time resolution allows the tracking of 
brain activity associated with cognitive processing. Magnetoencephalograpliy also 
provides the same time resolution as EEG. However, the latter technology is still by 
far the most widely available due to its comparatively low cost because it can be 
used with little disturbance to the subjec. On the other hand, most functional brain 
imaging techniques need from a few hundred milliseconds up to several seconds to 
account for relevant changes associated with functional neuronal activation to be 
identified [39].
1.2. Electwphysiology o f mental functions
1.2.1 E xperim ental paradigm s
Event related potentials are measured under m anipulation of controlled experimental 
variables. Figure 1.1 depicts a simplified model of cognitive processing in a situation 
in which the sul^ject under experimentation has to execute a task when exposed to 
a defined event, i.e. a task-related stimulus [47]. For creating a reliable da ta  set 
several hundred repetitions of the stimulus-respouse are required [13]. During each 
trial two kinds of recordings are taken: The first kind are the EEG signals recorded 
from different places on the scalp. Usually the EEG is registered continuously and 
stored into epochs. Each epoch lasts from about two hundred milliseconds before 
the stimulus presentation up to a few seconds after the stimulus presentation. The 
signal in the bottom  panel the Figure 1.1 shows one such epoch with the arrows 
indicating the segment between the onset of the stimulus and the time of reaction. 
The second type of recording is related to task performance. Task performance is 
registered in terms of movement timing, accuracy and confidence.
The oddball task
One example of such experimental paradigms is the “oddball” task. This is a  stan­
dard paradigm  in which a series of events are presented to the subject. Usually only 
two kinds of events are shown, with frequency of presentation as the feature th a t 
differentiates them. One type of event is rarer than the other, i.e. the ra te  of the 
rare event is much lower than tha t of the other event. The subject is required to 
respond in some way to the less frequent of the two events, which is called the target 
stimulus. Usually the non-target stimulus requires no response at all.
This paradigm  is used to evoke activity related with the stimulus evaluation time. 
During this kind of processing the most im portant evoked activity is the P300 com­
ponent. Briefly, this component is a  positive shifting from the baseline w ith latency 
between 300ms to 900nis. This latency is m odulated by the m ental load for categoris­
ing the event as belonging to one of two classes. The more difficult the categorisation, 
the longer the latency. In addition, the amplitude of the evoked potential depends
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oil the probability of presentation of the target stimulus: the lower the probability, 
the larger the component amplitude.
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Figure 1.1: Diagram of an experimental setting for electro-physiological studies of 
cognition. The top panel shows a simplified model of cognitive processing. The 
bottom  panel shows a raw electro-encephalographic signal with ongoing and evoked 
potentials. The arrows indicate the segment between the onset of the stimulus and 
the time of reaction.
1.2.2 E R P  m orphology  
ERP components
A basic m ethod for obtaining general features of ERPs is by computing a grand 
average of the signals across trials [13]. The waveform obtained in th a t way has
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been traditionally described in terms of the amplitude of the peaks and latencies. 
These features only account for general tendencies of the ERPs for the particular 
cognitive process under study. Such lim itation is produced by the ambiguity caused 
by the tem poral and spatial superposition of the activity from several neural gener­
ators at difierent locations. So, the signal registered at a  particular electrode at a 
particular time is the overlapping of multiple sources at different times. It is useful 
to illustrate some signal morphology and time windows associated with sensory and 
cognitive processing. Figure 1.2 shows some typical components in average ERPs 
obtained during oddball tasks. The labels in the figure indicate the polarity of the 
potential referred to the base line (0 amplitude), letter P stands for positive am­
plitudes and letter N for negative ones. The numbers refer to the average time, in 
milliseconds, at which tha t feature usually appears. These am plitude-latency fea­
tures are associated with functional meaning, and are called components of the ER P 
signal. Some accepted interpretations of those components are given below [39], [47].
The PIOO-NIOO components are associate with encoding of basic stimulus fea­
tures. They are prim arily generated in the sensory cortex.
The N200 complex has two subcomponents: The N200a, the earliest one, which 
is related to sensory processing, followed by the N200b. The latter is associated 
with evaluation of stimulus information required for response selection. The 
N200 complex always precedes response initiation and is closely correlated with 
reaction time.
The P300 is the most studied component. The amplitude of P300 is inversely 
related to the probability of occurrence of stimuli th a t have different meanings 
in the context of the task. It is related with stimulus evaluation for updating 
the short memory content involving environment task-related factors.
The Late Potential (LP) component is related w ith response preparation.
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Figure 1.2: Typical components present in average ERP waveforms produced in odd­
ball experiments. Tlie labels a t different locations indicate the cognitive component 
appearing a t the respective time interval. Letter P stands for positive amplitudes 
and letter N for negative ones. The numbers refer the average time, in millisec­
onds, a t which th a t feature usually appears Zero on the time axis corresponds to 
the  stimulus onset. This figure was copied from
1.3 N europ liysio logical dynam ics of cogn ition
The neuron is the basic signalling element of the brain. It carries out this function 
by using auto-propagated electric potentials along its cellular membrane. Neuronal 
assemblies compound networks selectively distributed throughout the brain. Upon 
sensory or cognitive inputs these networks are activated showing oscillatory po­
tentials with almost the same properties in all zones of the brain. Such oscillatory 
behaviour occurs at frequency bands called the natural rhythm s of the brain, namely, 
the delta rhythm  at approximately 0.5-3.5 Hz; the theta  rhythm  at approximately 4- 
7 Hz; the alpha rhythm  at approximately 8-13 Hz; the beta  rhythm  at approximately 
15-30 Hz, and the gamma rhythm  at approximately 32-64 Hz. [6].
The brain  activity is highly integrative which means th a t general functions for associ­
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ation and cominiinication are required. Oscillatory responses play an im portant role 
in such integrative activity. Complex and integrative brain functions are manifested 
in the superposition of several oscillations tha t can be characterised by param eters 
such as frequency stabilisation, amplitude enhancement, degree of prolongation, de­
lay, time-locking, and phase locking in several time windows.
The EEG natural rhythm s have functional meaning. However, it is not possible to 
assign a given type of oscillatory activity to only one function; each rhythm  has 
stronger correlation with some kind of function. Some functional links between 
natural rhythm s and cognitive processing are presented below [6],
• Gamma oscillations have correlation with general signalling functions, and 
they are involved w ith all types of cognitive and sensory processes. Therefore, 
gamma oscillations are considered as im portant functional building blocks in 
brain function.
• Alpha activity controls major associative and memory-related processes, some­
thing tha t makes it a  universal operator in the brain. The alpha state pre- 
ceeding the stimulus presentation controls the subsequent ERP, especially the 
N100-P200 components. This influence is manifested as a  variation of the am­
plitude and temporal variation of the ERP in time windows at 100 ms and 200 
ms,
• T heta  event-related oscillations have high correlation w ith associative process­
ing. Another functional aspect of this rhythm  is the control of the reaction of 
the frontal areas of the brain. In “oddball” tasks, the theta  rhythm  is a stable 
component in cognitive processing with tem poral allocation at a 300 ms time 
window, contributing to the shape of the N200/P300 waveforms,
• The Delta rhythm  is associated with signal detection and decision making. In 
the sleeping state, delta oscillatory activity is the m ajor agent in brain pro­
cessing.
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1.4 O utline o f contents o f th is thesis
W ith the presentation of the scope of this project and some background information 
provided 1)y this chapter, the remainder of this dissertation can be appreciated in the 
general context of cognitive science. Chapter 2 provides a review of most relevant 
research regarding m odern signal processing and pattern  recognition techniques for 
the analysis of BEG signals.
Chapter 3 presents the experimental da ta  used in this study, which were supplied by 
the Centre of Human Sciences of DERA (Defence Evaluation and Research Agency). 
Chapter 4 describes some subspace projection methods of pattern  recognition which 
are the m athem atical frame selected to perform the experimental part of this project.
Chapter 5 describes the results obtained by applying several classifiers in an at- 
temp to use the first part of the recorded signals in order to predict the subsequent 
performance of the target. Chapter 6 presents the main conclusions of this project.
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Literature Survey
The prediction of hum an performance based on EEG signals is an unexplored topic 
of research as can be infered from the small number of related reports found in the lit­
erature. However, finding correlations between EEG signals and behavioural indices 
of the subject’s response is a quest highly dependent on what happens w ith other 
task-related interdependent processes such as cognitive processing, neurophysiologi- 
cal dynamics, and physical and psychological states. Therefore, it is worth reviewing 
some of the most commonly used techniques to address such processes, which may 
provide information to enhance the framework of my research.
The use of signal processing and pattern  recognition techniques for the analysis 
of electrical brain activity is mainly concerned w ith signal estim ation and /o r sig­
nal classification. Most of the studies are aimed to one or more of the following 
applications:
• Single trial estimation of ERP signals [10],[11], [12],[26], [29], [30].
• Estim ating the amplitude and latency of components in ERPs [8], [37].
• Ti'ial to trial variability of ERPs [24],[29].
• Identification of bilateral motion preparation [4], [14],[28], [38], [43], [44][45].
• Classification of single trial signals for diagnosis of m ental disorders [23], [32].
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• Detection of induced changes in brain function [21].
• Hum an performance m onitoring [56], [55].
In section 2.1 the works which are directly concerned with the prediction of the 
behavioural index are presented. Section 2.2 is devoted to those m ethods which have 
not such direct relation w ith my topic of research but have potential application to 
it.
2.1 E R P  analysis and hum an perform ance m onitoring
Linear regression models have been applied to study variations in the amplitude 
and latency of ER P components and task performance [56], [55]. Such regression 
m ethods may include the following steps:
1. Selection of relevant features, based on known ERP component latencies and 
scalp topography, from grand averages and single-subject averages.
2. Generation of the performance index. The relations between the task factors,
i.e. stimulus difficulty, target type and target orientation, and dependent be­
havioural measures , i.e. accuracy, reaction time and confidence can be stud­
ied by analysis of variance (ANOVA) and m ultivariate analysis of variance 
(MANOVA). Factor analyses can be performed to provide a general measure 
of the performance th a t could be correlated with ER.P indices. Using princi­
pal components analysis, factors can be extracted from the correlation m atrix 
of the single-trial performance measures for all subjects. The result is a sin­
gle measure which can be used as the Performance Factor (PF), and which 
is a linear combination of the performance measures, th a t characterizes the 
performance quality for single trials
P F  = a  X Accuro,cy + /3 x  C onfidence  -H 7 x P.eactionTiine 
The values of a , /I, and 7 vary according to the task under evaluation.
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3. Selection of the model predictors. The predictors of the model can be se­
lected by identifying the major sources of ERP variance to task performance 
conditions.
4. Regression analyses. Stepwise linear regression models are used to assess the 
relationships between ER P components and Performance Factors.
Ti-ejo and Shensa [55] applied this methodology at two levels of signal to noise ratio: 
First, the models were fitted to single performance da ta  and single trial ERPs. Sec­
ond, for higher levels of SNR, they created the smoother signals by averaging every 
10 succesive epochs. They computed the corresponding perfomance indices of these 
average signals by also averaging the performance indices of the individual epochs. 
Then, they fitted their models to these average signals. The models fitted to single 
trial ERP am plitude and latency measures yielded an average correlation coefficient 
(R^)  equal to 0.2 which explained just small proportions of variance. While, models 
leased on selective averaging produced an average of 0.44, which allowed more 
reliable prediction of the Performance Factor. The regression estim ate of P F  could 
perform binary discrimination between the highest and lowest average performance 
conditions. However, a more detailed level of prediction was not obtained.
Further development of evaluation models for hum an performance monitoring )Dy 
Tiejo and Shensa was reported in [55]. They used two models to predict the  same 
Performance Factor developed in [56]. The first model was based on linear regression 
analysis and the second type used artificial neural networks. The predictors were 
trained and tested on the following three different feature spaces:
• Raw EEG signals.
• Principal component analysis (PGA) for signal representation. A multi-electrode 
(FZ,CZ, PZ) covariance-based PGA was performed on the running-mean ERPs. 
All factors with eigenvalue greater than  one were included in the analysis.
• The coefficients of the discrete wavelet transform  (DWT). A five scales DW T 
was applied on the running averages. The neural network classifiers were
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trained with the top 20% of coefficients with highest mean power a t each 
scale.
Both PCA and DW T signal characterisation yielded better results in both  types of 
models than  the traditional latency and peak analysis. However DW T coefficient- 
based models performed better than  the PCA score-based characterization in all 
cases. The performance of the linear models was assessed by examining the coeffi­
cient of determ ination, as a function of the number of predictors entered. Cross 
validation of both  PCA and DW T characterization was performed with no more 
than  20 predictors to keep generality and simplify interpretation. For fewer than  
ten predictors the coefficients for DW T models were well above the coefficients of 
the PCA models, the largest difference was 0.1 for four predictors models. For the 
case of neural network predictors, the generalisation learning curve for results better 
than  90% of correct prediction was used as indicator of performance. DW T networks 
presented the best generalisation performance w ith just 290 training epochs out of 
1000 being required to reach the maximal level of generalisation to new data. Be­
yond th a t point DW T network classifiers presented the most stable performance. 
However, the superiority of the DW T over PCA could not be explained in terms 
of decorrelation and energy compaction properties of these transforms. PCA per­
formed a better decorrelation than  DW T m ethod and energy compaction over a 
range of variables were similar for bo th  approaches. It was suggested that DWT- 
based features measure im portant sources of performance-related variance in the 
ERP.
2.2 Features o f E R P  com p onents and reaction  tim e
2.2.1 Averaging- 
Direct averaging
Tiaditionally the ongoing EEG has been considered as background activity or noise 
tha t is added to the true evoked response. Thus, the measured potential is assumed
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to be the sum of spontaneous EEG and the true ERP
yj(i) ^  (2 .1)
where the signal yj(t)  is measured at the j t h  repetition of the stimulus, sj  is the 
true ERP, and Vj is the spontaneous EEG.
A major problem in the analysis of ERP components is the low signal to noise ratio 
(SNR) of the sampled waveforms. The useful signal, or the true ERP, is buried in 
the ongoing EEG. The most used technique to address this problem is the averaging 
of the single trial recordings time locked with the stimulus. Thus, the electrical 
activity elicited by the neural activation during the cognitive processing is enhanced 
while background activity is filtered out [13], [47]. This implies several assumptions 
about the statistical nature of the signals. First, the ongoing EEG is random  noise, 
considered as the realization of a common zero-mean stationary Gaussian process. 
Second, the ERP signal is deterministic. Finally, the ongoing EEG and ER P signals 
are functionally uncorrelated. Under these considerations, an unbiased estim ate for 
the true ERP can be obtained by averaging the sweeps yj.
1 ^s{t) =  y{t) =  — {s{t) -f Vj{t)) (2.2)
Two m ajor drawbacks of this m ethod are tha t it cannot account for variations of 
the ERP signal from trial to trial and a high number of repetitions is required to 
generate statistically significant da ta  [10], [13], [25].
More elaborate methods to estimate the ERP waveform from single trial recordings 
liave been proposed. The diversity of techniques include time-invariant [29] filter­
ing; adaptive [10], [11], [28] filtering, time-varying [25] filtering; subspace projection 
methods [26]; neural networks [23], [51]; frequency domain analysis [9], [37] and 
statistical estimation [8], [24].
Sub-averaging by using Matched filtering
Lange et al. [29] developed a filtering technicpie by using a m ulti-bandpass filter 
bank, matched to the varying spectral contents of a predefined segmented template.
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They used prior information to define the time segments of the template. Cognitive 
ER Ps can be segmented by taking a first segment in the time span from PlOO iq) to 
N200 components. The second segment for the P300 complex and the third one is 
the late potential. Also the pre-and post-stimuhis segments are added. The general 
m ethod is presented in the following algorithm:
1. Tem plate computation. The reference signal is the direct average of the single 
tria l ER Ps tinie-lodced with the stimulus onset as defined by eq 2.2.
2. Segmentation of reference signal and Fourier transform of each segment. This 
stage is dependent upon the type of signal analyzed, as different types may 
require defferent segmentation.
3. Design of the filter bank. Each filter has a frequency response m atched with 
the respective segment.
4. Single trial estimation. The single trial estimate is obtained by filtering the 
segmented single trial signal trough the filter bank, and adding the filtered 
segments. This estim ated signal is smoothed by a low pass filter.
The m ethod was applied to da ta  obtained during an “oddball” target detection 
task. The estim ated single trials were sorted in groups according to the reaction 
tim e and averaged. The results showed th a t the P300 pealc presented an increased 
latency for longer reaction times. Also, it was argued tha t this m ethod presents lower 
com putational complexity than  th a t exhibited by adaptive filtering techniques, (see 
section 2.2.3).
2.2.2 Subspace processing: orthogonal projections
Orthogonal projection means the approximation of a vector x  by a linear combina­
tion of linearly independent vectors, s i, sg, ..., Sd
d
X =  ^  (2.3)
A;=l
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such th a t the squared Euclidean norm ||Æ — a;|| is minimised. Vector x  is called the 
orthogonal projection of a; onto the subspace spanned by basis vectors 8%, sg, ..., 8j.
Davila and Srebro [15] demonstrated tha t the use of subspace projection representa­
tion of single trial steady-state evoked potentials improved the signal to noise ratio 
by over 10 dB of average signals when compared with averages performed on raw 
evoked potentials.
Sanionas et al. [52] used an orthogonal signal projection algorithm (OSPA) to obtain 
a single trial magnetoencephalographic signal free of heart artifact by keeping ju st 
the orthogonal component of the measured vector to the mean interfering signal.
A signal-space projection (SSP) m ethod seek to separate MEG or EEG signals into 
components generated by the different sources of electrical activity [57]. The an­
gles between the signal-space components provide a way of characterising the linear 
dependence between the components and thus the separability of sources. The mea­
sured signal is modelled as a linear combination of basis vectors spanning a subspace 
P||, where the components reside, and an orthogonal subspace Pj_, where the contri­
bution of all other sources are. There are several techniques, such as Independent 
Component Analysis or Principal Component Analysis, th a t can be used to generate 
such basis from the data. Also, SSP can be useful in designing spatial or tem poral 
filters for passing only signals generated for task-related source activity.
The main advantages of orthogonal projection techniques are the easy generation of 
the basis vectors of the implied subspaces, and robustness. Even though there is a 
strong assumption tha t the data  is Gaussian distributed, reasonable inferences can 
often be made when this requirement is not met[26].
2.2.3 A daptive filtering
The use of adaptive filtering in the analysis of evoked potentials has been studied 
extensively during the last twenty years [10], [11], [28], [29]. Most attention has 
been paid to the use of the least mean square stochastic gradient algorithm  (LMS 
algorithm) in the estimation of single evoked responses. The basic model is Aii- 
toRegressive with eXogenous input (ARX), which is shown in figure 2.1, w ith sr
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being tlie exogenous signal. The model describes the measured ER P as the sum of 
the background EEG activity v and a deterministic component s. Several choices 
are proposed for the reference inputs;? . The most commonly used is an average of 
single trials [10]. Least square identification techniques provide the transfer function 
1/A{z)  under the form of an all-pole structure. It describes the ongoing EEG as 
the ou tput of an Autoregressive model (AR) where the input is white noise. The 
evoked potential, s, is obtained after filtering the reference signal, s r , through a 
more general recursive filter with a transfer function B{z) /A[z) .  M athematically 
the process is described as:
P n i + d —l
?/(”') =  -  i )  +  ^  b j S R { n  -  ;;) 4- w(?t) (2.4)
,;=i j=d
Its equivalent in the Z-transform domain:
p in+d—l
Y(z )  = - Y ^ a j Z - J Y { z ) +  Y ,  +  W (z) (2.5)
.7=1 j - d
(2 .6 )
The result of the param etric identification provides the determ ination of the evoked 
potential, s. The signal is completely described by the model coefficients bj 
and by the variance af, of the input white noise. The recursion corresponds to a 
stochastic steepest descent minimisation. The regression param eters are updated to 
the direction of the reference input.
Prewhitening of the tem plate signal
A m ajor drawback of this m ethod is its low performance at low signal to noise ratio. 
Under these circumstances, the reference signal is imposed on the estim ated evoked 
response independently of the real response. This produces a false identification of 
non existing signals. The narrow spectral content of the reference signal allows the 
model param eters to be influenced by noise. To overcome this problem Lange and 
Inbar [28] proposed a prewhitening process of the reference signal so as to give the
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Figure 2.1: Block diagram of the Autoregressive model w ith exogenous input (ARX) 
for the analysis of event related potentials.
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W
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Figure 2.2: Block diagram of the ARX model with prewhitened reference signal.
same weight to all frequency components in which the undesired background EEG 
is present. This was done by passing the reference signal sr  through an all pole 
filter, as shown in Figure 2.2, defined by
pi
SR{n) = ~ Y ^ C j X  sr{ti -  j )  +  e(n) 
j ~ i
(2.7)
Then, the whitened tem plate e(n)l was used as the exogenous input of an ARX 
model.
p  i n + d —l:!/('/)') = -  «i X -  j )  + XZ  ^ -  j )  +  (2.8)
j - l  j = d
This is schematically shown in figure 2.2. A simulation study was carried out to test 
the capabilities of the proposed estim ator with respect to the ARX estimator. The 
improved SNR range of the estimated signals was from -10 to -20 dB by 18 to 23 
dB.
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S ta t is t ic a l  m o d e llin g  o f n e u ro n a l a c tiv ity
Instead of considering the true ER P to be a deterministic signal, Lange et ai  [30] 
proposed a technique for ERP modelling by using a complex the components of 
which were allowed to vary in amplitude and latency according to the statistical 
behaviour of neuronal activity.
The assumed evoked potential, s r , was expressed as the superposition of p compo­
nents:
V
= Y ^ k { X  Si{t -  r )  (2.9)
1=1
where hi and r  are the am plitude and latency respectively of the i — th compo­
nent. The inclusion of physiological constraints regarding the maximal latency shift 
allowed each component to be computed by expressing it as
a.-, ^exp
(2 .10)
Figure 2.3 shows the model for the signal synthesis. The tem plate signal is divided 
into a set of components, Sr i , by the m agnitude and latency correcting filters B,{z).  
The param etric model is given by:
Y U )  = - ^ 2  BiU)  X Sm(z )  +  ~ W ( z )  (2.11)
where Y{z) ,  B.i{z), and W{z)  represent the measured ERP, the tem plate signal, and 
the Gaiissia.n white noise repectively. A{z)  is obtained by AR modelling from the 
prestim ulus interval, given the stationarity  of the background EEG. The tem plate 
and EEG signals are filtered by the identified A{z).  Then, the model ju st requires 
Bi{z)  to be calculated from the poststim ulus da ta  by optimising the model param ­
eters in the least-square error sense. The mean values of the latencies are extracted 
from the peak amplitudes, which in the model are considered as the points of max­
imum activity, and the variances are implied by the width of the peaks. Then, 
the single trial signal is synthesised from a linear combination of tem porally shifted 
components.
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Figure 2.3: Block diagram of the signal synthesis by modelling the ERP as a complex 
the components of which are allowed to vary in amplitude and latency according to 
the statistical pattern  of neuronal activity. Bi{z) are the component latency and 
magnitude correcting filters.
This technique was applied to data  arising from the odd-ball experiment reported 
in [28]. W ith this method the estimated subsignal showed the P300 complex formed 
by two distinctive components: P300a and P300b. However, the P300 complex did 
not present a shifted latency with increments on the reaction time, as previously 
reported. Instead, reciprocal changes in the amplitude of each sub P300 component 
were related to changes in the reaction time; with increase of reaction time P300a 
decreased and P300b increased its amplitude.
2.2.4 T im e varying filtering
In the time-varying autoregressive method, the time varying prediction coefficients 
(AR coefficients) are constrained to a subspace spanned by time-varying vectors. 
This means that the time varying coefficients are linear comlDinations of a set of 
other time-varying functions. The generic bases th a t have been used, include Fourier, 
Walsh, Haar, Legendre polynomial and wavelet bases. Usually some assumptions are 
made in this general approach; such tha t the evoked potential and the background 
EEG are uncorrelated. The evoked potential is modelled as the superposition of
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peaks with random  locations and amplitudes. The probability density of the position 
of the peaks, the mean and the variance of the peak amplitudes are required.
In another approcich, Kaipio and Karjalainen [25] instead of using generic basis, 
used the eigenvectors of the noncentered sample covariance m atrix as the basis for 
the time evolution of the coefficients. The m utual correlation of the coefficients 
was taken into account by constructing this correlation m atrix with vectors which 
concatenated all coefficients a t each time into a single vector. The principal problem 
in this approach is the existence of a low dimensional subspace, in which the expected 
evolution can be approxim ated w ith small errors. Therefore, this m ethod cannot be 
applied when the eigenvalues of the cross-correlation m atrix decay slowly.
2.2.5 Siibspace regularization m ethod
Karjalainen et al. [26] proposed a subspace regularization m ethod based on the 
m ean squaie estim ation principle. Over the observation model of Eq.2.1 for the 
samples y, the evoked poteiiticil, s, was modelled as a linear combination of selected 
basis vectors, namely, the columns of a m atrix H , weighted by the param eters 9. 
The task was to form an estim ated^ for the param eters 6 corresponding to each 
m easurement y  :
y — s -Lv = HO -h V (2.12)
where v describes the background EEG and cannot be accessed directly The single­
trial estim ate of the evoked potential is
s =  H 9  (2.13)
The modification of the ordinary generalised least square error solution w ith a side 
constraint is called regularization. The idea is to include prior information about 
the problem in addition to the data.
A generalised least squares solution for the param eters 9 is:
=  arg m ing  { |L i(y  -  H0)\'^ + n"-\L2 (() -  r ) p }  (2.14)
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The statem ent a7y means the argument of the expression. This is a modification 
of the weighted least squares solution — arp  m inffH L ily  — H0)\^} to the 
direction in which the norm \L2{0 — 6>*)|, the side constraint, gets smaller. By 
assuming the iDackgroim EEG v as jointly Gaussian w ith zero mean and covariance 
C„, and the param eters 9 are jointly Gaussian random  variables w ith mean 9* = yg 
and covariance Cg, the solution for the regularized problem of Eq. 2.13 is:
s = H  -  H sH J )h ) H ’^ C ^ y  (2.15)
The side constraint is solved by minimising the distance between the evoked potential 
s = H 9 and the subspace H s  chosen for s. To construct subspace H s  prior informa­
tion is used by taking the eigenvectors of the correlation m atrix of the samples as the 
basis vectors of the space. The m atrix Cy is an estimation of the covariance of the 
background EEG. The regularization param eter a  can be selected experimentally.
The principal advantage of this m ethod is that it is generic, being based on the 
mean square error estimation principle. The difi'erent terms in the equation of the 
estim ator show a clear connection with the properties of the evoked potentials or 
the background EEG.
2.2.6 Independent com ponent analysis o f E R P s
Another way of estimating EEG features is using independent component analysis 
(ICA) for isolating overlapping EEG phenomena. This technique addresses the 
problem of identification of neuronal sources rather than  the localisation of those 
sources.
ICA is a set of techniques for solving the linear transform ation of a random  vector 
X into the vector u  =  [ui, ...uyv]^ the elements of which are statistically independent 
[34]
u — W x  + w (2.16)
Then, the solution is to find m atrix W  and vector w.
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This m ethod is based mainly on higher order statistics of the Uj, while most of the 
m ethods described so far are based on decorrelation techniques which only take into 
account 2nd order statistics.
Makey et al. [34] applied ICA to monitoring of alertness during the execution of an 
auditory detection task. The results showed a decorrelation between all channel pairs 
below 0.05. The separated channels presented strong correlation w ith particular 
sources of electrical activity, namely, alpha and theta  activity, artifacts associated 
with slow eye movement, line noise (60 Hz) and traces with broader high frequency 
oscillations (50-100Hz) suggesting activity generated by scalp muscles.
2.3 C lassification  of E R P s
The classification of ERPs may be performed by using first a signal processing stage 
for feature extraction followed by a pa ttern  recognition stage for the classification. 
However, the first step can be om itted and the classification may be performed 
directly the raw data.
Classification based on time-frequency amplitude features
The basic idea relies on feature transform ation based on the time-varying spectrum  
of a  signal to improve classification and detection accuracy as measured by estimated 
errors bounds. This corresponds with frequency features which represent energy at 
a particular frequency from a particular segment of the signal. The two step feature 
extraction and classification model can be described as follows:
Stage I:
1. Window pre-stimulus and post-stimulus data  using a Tukey window, which is 
a combination of a rectangular window and a raised cosine window.
2. Fast Fourier transform  the segments.
3. Feature selection: it is accomplished by a forward sequential feature selection. 
It works 1]y first picking the single feature which minimises the error criterion
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by testing all features from the set of possible features. Then, the next feature 
is selected by combining each possible feature with the one previously chosen 
and selecting the best pair. This is further iterated until the maximum number 
of features is selected. This is not an optimum algorithm but it reduces the 
computation loading. The size of the subset of features selected is determined 
when the addition of new features did not improve the upper error bound.
The classifier can be based on a log-likehood ratio rule for the two-class case:
{x — — m i)  — {x — m 2 )^ E 2 ~^{x — m 2) — log | | ^  < T  : choose clas.n 1
E lse  : choose class 2
(2.17)
where x  is the sample feature vector to be classified,
7//,/ is the mean feature vector of class i, 
is the covariance m atrix of class 7, and 
T  is the decision threshold with which the function is compared.
4. Feature transform. The real and imaginary parts of the selected features of 
each frequency are projected onto a line tha t connects the estim ated mean of 
each of the two classes in the complex frequency plane.
Stage 2:
1. Filter design. The selected fiequencies are then used to set the central fre­
quency of each bandpass filter.
2. Feature classification. The amplitude of the outputs of each filter is used as a 
set of features on which the classificationis performed using rule 2.17.
Moser and Aunon [37] applied the time-frequency m ethod on the data  produced 
during a target detection experiment performed by four subjects. The recordings 
corresponded to electrode positions Oz, Pz, Cz and Fz. The best averaged results 
across the subjects were 98.15% for Target-related ERPs versus ongoing EEG clas­
sification, 96.9% for Nontarget-related ERPs versus ongoing EEG classification and 
77.4% for Target-related ERPs versus nontarget-related ERPs classification.
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Classification for movement discrimination: Brain computer interfaces 
(B C I)
Brain compnter interfaces (BCI) look for creating a way of communication by using 
brain signals [31], [35]. M ultivariate autoregressive models seem to represent data  
regarding simple and well differentiated inter-liemisplieric activity. Anderson et al. 
[1] investigated the classification performance of a neural network using four different 
representations of EEG signals. They applied classifiers on ERPs produced during 
two m ental tasks intended to elicit inter-hemispheric asymmetric activity. One task 
was to relax thinking as much as possible and the second task involved computing 
of non-trivial multiplications. The classifier was a standard, feedforward neural 
network, trained with the error backpropagatioii algorithm. The results obtained 
with 1, 2 and 5 hidden units were very close for all models of da ta  representation 
w ith slightly better results for larger the number of hidden layers. The average 
classification rates were: 90.5% for scalar AR coefficients, 90.4% for representations 
based on the eigenvalues of the class autocorrelation m atrix for AR m ultivariate 
models, 91.3% for representations with m ultivariate AR coefficients, and 85.8% when 
using the Karulmnen-Loève (K-L) transform  of the m ultivariate AR coefficients.
Independent Component Analysis, see section 2.2.6, has been proposed as a m ethod 
to separate overlapping components of ERPs used in BCI [35]. Their results showed 
an enhanced detection above 6 dB of alpha rhythm  compared w ith the detection 
level achieved with individual channels. It seems that ICA provides a functional 
separation of ERP components associated with voluntary and imagined movements 
which are the basis for current brain-actuated control.
Other work concerned with Brain computer interfacing [3] reported results for clas­
sification of signals into two mental states related to imagined movements. In this 
work Babiloni et al. used a combination of three steps: F irst enhancement of spatial 
resolution by using Laplaciaii Ti'aiisforination (LT) of the raw EEG data. LT is 
computed as the second derivative in the space of the potential field a t each elec­
trode. It is relatively insensitive to signals that are common to the local group of 
electrodes that are used in the com putation and, thus, is relatively more sensitive to
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local cortical potentials of high spatial frequency. Second step, feature extraction by 
computing the logarithm of the ratio between the power spectral components and 
the correspondent baseline values. Finally, a signal-space projection to classify in 
the signal-subspace with maximum hemispheric activity. The best average correct 
classification showed a rate of 92 ±9% for right hand movement and 82 ±10% for 
left hand movement, for features extracted from the 8-30Hz ffecpiency band.
Heinrich et at. [23] used wavelet networks for signal representation to estim ate trial 
to trial variability of ERPs in relation w ith clinical diagnosis of attention-deficit hy­
peractivity disorder (ADHD). The diagnosis problem was approached as a two class 
task. Wavelet networks (WN) can be interpreted as a one hidden layer perceptron 
withthe nodes in the hidden layer represented by modified wavelet functions:
s =  ^  wiJi ( - — (2. 18) 
A;=l ^ /
The wavelet nodes are param etrised by a shift param eter bj., a scale param eter a/., 
and a weight Wj.. The nodes are trained to minimise the difference between the 
network’s output n/.(i) and which is the projection of the residual signal e&(f)
onto the specific pai’t of the time-frequency plane of the kth  node
1 (2.19)
i=l
The features used for ERP characterisation were the power of the node, the mean 
am plitude and the mean correlation among trials. In the case of mean correlation a 
smaller correlation feature value means a larger amount of trial to trial variability 
in a specific frequency band in a certain time interval.
This m ethod was used to differentiate ERPs from healthy and ADHD children. The 
analysis was focused on early information ]processing stages from ER Ps produced in 
target responses. The analysis of the WN was performed with ANOVA and com­
pared with the results obtained by using traditional peak am plitude and latency 
features associated with the N1-P2-N2 complex. In an analysis of variance the vari­
ation in the response measurements is partitioned into components th a t correspond
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to different sources of variation. The goal in this procedure is to split the total varia­
tion ill the data  into a portion due to error and portions due to changes in the values 
of the independent variable(s). The value F is the ratio between the sum of scpiares 
of deviation from the mean the observations due to specific combination of factor 
levels whose effect is to be compared with the effects of other combinations and the 
sum of squares of the error. This ratio is compared with the F distribution critical 
value for a particular value of significance cv and probability p. If the test statistic  F 
is much larger than the critical value, the null hypothesis of equal population means 
is rejected. This means that there is a (statistically) significant difference among 
the population means.
The most representative feature for traditional analysis produced a significant dif­
ference (F =2.5, p < 0.09) between features by taking two factors, control versus 
ADHD groups and electrode position. Using the same factors, the most representa­
tive feature for wavelet networks was the mean correlation with a high significance 
(F=2.90, p < 0.02). Linear polynomial models with only two predictors, namely, 
the WN mean amplitude and mean correlation, produced 84% correct classification.
2.3.1 M ultichannel m easures for signal classification
Analysis of coherence shows the covariation between two signals as a function of fre­
quency. It is sensitive to both  a change in power and a change in phase relationships 
giving a measure of the linear relationship or phase consistency in this domain [22]. 
Andrew and Pfurtscheller [2] studied the synchrony between signals from electrode 
position C3 and C4 during index finger movement by measuring coherence as:
C c h (f)  =  I W 4 ( / ) | -  (2.20)
b c 3 ,C 3  X 6(74 ,C4
W here |S'c3.C4| ts the cross-spectrum between the signals C3 and C4; j5c3,C3| is the 
auto-spectrum  of signal C3 and |5c4,C4l is the auto-spectrum  of signal C4. They 
showed th a t during the planning and execution of finger movement there was an 
enhancement of functional coupling between the left and right sensorimotor areas.
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Bliiiowska et al. [9] used multiple and partial coherence to extract information 
a1)out the direction and frequency content of the EEG activity propagation. Partial 
coherence is a measure of the joint variance at frequency /  of two channels, after the 
influence of all other signals of the system have been removed. It makes it possible 
to differentiate the situation when two” target” channels are not interconected, but 
both are interdependent on a third channel, from the situation when there is direct 
connection between the two target channels. They showed that the information 
l)rovided l^ y partial coherences is much more specific than  ordinary coherence.
2.4 E vent-related  potentia ls and brain function
New trends in neuroscience, concerning neurophysiological dynamics of cognition, 
describe the brain function as a superposition of oscillations in EEG natural fre­
quency ranges produced by distributed oscillatory networks. It seems th a t these 
networks are regulated and integrated by major operating rhythm s [6]. There is 
strong evidence that indicates tha t ongoing EEG preceeding the stimulus forms a 
single functional unit w ith the subsequent ERP. To produce this new model, the data  
from many neurophysiological experiments carried out on animals and humans were 
analysed with a combination of criteria that included frequency domain analysis, 
allocation in time of such spectral information and scalp topography [6], [18].
The literature shows an increasing use of the wavelet transform for studying oscilla­
tory brain activity. Basar et al. [7] by using the discrete wavelet transform  (DWT) of 
ERPs reproduced results obtained with frequency analysis and traditional methods 
for signal filtering. However, the advantage of DW T over these methods shown was 
the capability od identifying for phase locked responses of a particular frequency in 
single trial ERPs. This is due to the multi resolution properties of the DW T, more 
likely the local phase coherence. Dear and H art [16] developed wavelet packet rep­
resentation hypothesis which states that the tem poral patterns of stimulus-related 
synchronised activity may act as a parallel, d istributed code for information sig­
nalling and coding which is computationally equivalent to wavelet packet analysis.
Delamirap et al. [17] applied a 5 octave quadratic B-spline wavelet transform  on sin­
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gle trial ERPs produced during an auditory oddball paradigm. They found tha t the 
main feature indicating that the signal was a target response was a high positivity 
of the fourth wavelet coefficient, in the 0.4-4Hz octave, after stimulus presentation. 
Sub-averages of signals w ith this feature elicited a waveform with an enhanced P300 
component compared with traditional signal grouping criteria. They argued that 
the decomposition of ERPs into transient oscillations may produce functional rep­
resentations of neuronal mechanisms of cognitive processing.
By using the Discrete Wavelet transform  (DWT) Tiejo an Shensa showed that [55] 
decorrelation efficiency does not necessarily imply a good representation of functional 
and physiological features when it is applied to model cognitive processing or task 
performance.
C hapter 3
The Experim ental D ata
3.1 E lectrophysiological experim ent
The experimental data  used in this study were supplied by The Centre of Human 
Sciences of DER.A (Defence Evaluation and Research Agency). The da ta  concerned 
the EEG signals and the recordings of the reaction time of responses for 11 subjects 
recorded during an “oddball” visual detection task.
Each subject attended one session in which six trial blocks of 400 stimuli were 
presented. These included the random presentation of 39 targets and 361 non­
targets. The subjects had to respond to the appearance of the target stimulus by 
pressing a button as soon as possible, and had to perform no response when non­
target events were shown. However, the data  used in this study concerned only the 
target responses.
A 20-channel EEG was recorded from electrodes placed according to the 10/20 
system [40]. The recordings included all channels except electrode positions F p l 
and Fp2, shown in figure 3.1, The sampling rate  was 500 samples per second. These 
EEGs were registered continuously but divided into signal epochs of 2304 ms. Each 
epoch spanned the time interval from 256 ms before until 2048 ms after the stimulus 
onset. Figure 3.2 shows one of these epochs. This case is the raw signal of channel 
01  for sul)ject SI, and the arrows indicate the signal segment between the stimulus
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onset and the reaction time (360 ms).
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Figure 3.1: The 10/20 international system for electrode placement. Figure taken 
from [20]
3.2 D ata  selection
There were 234 target trials, however, the recordings with eye-artifact or reaction 
time over 1200 ms were excluded. Tal)le 3.1 shows the number of valid trials selected 
for each subject. To keep compatibility with the format used by DERA, the labelling 
of the subjects was preserved, i.e SI, 82, S3, S4, S5, SG, ST, SIO, S l l ,  S13, and S14. 
The recording of subjects ST, SO, and S12 were not received.
Table 3.1: N u m b e r  o f va lid  t r ia ls  p e r  s u b je c t
S u b je c t SI S2 S3 S4 S5 S6 S8 SIO S ll S13 S14
V alid  t r ia ls 116 98 T2 184 156 196 68 124 124 128 96
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Figure 3.2: Raw signal for channel 01  for subject SI. Epoch from 256 ms before 
stimulus onset until 2048 ms after the stimulus. The arrows indicate the signal 
segment between the stimulus onset and the reaction time (360 ms). The zero at 
the time axis indicates the stimulus setting.
3.3 S ta tistics o f th e  data
3.3.1 EEG  recordings
Figure 3.3 shows the average waveform for all valid trials performed by subject SI 
and channel 01 . According to section 2.2.1 this average signal may correspond 
to the deterministic component of the true ER R  It can be seen th a t the segment 
signal which corresponds to the raw signal in figure 3.2, from the same channel 
and subject, is heavily buried in background EEG activity. Also, the traditional
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components produced by an oddball task are not clearly differentiated, however, in 
the time window from 300 ms up to 500 ms positive shifting can be observed, but 
the components that form the complex P100-N100-N200 are overlapped.
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Figure 3.3: Average waveform of the recordings of the 116 valid trials obtained for 
subject SI, channel 01. The signal segment from the stimulus onset (time 0) until 
1000 ms after the stimulus presentation.
3.3.2 T he reaction  tim es
Table 3.2 shows the statistics for the reaction times discriminated by subject. Figure 
3.4 and figure 3.5 present the histograms of the reaction times of all subjects.
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Figure 3.4: Histograms of the distributions of the reaction times of subjects SI, S2, 
S3, S4, S5, and SG.
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Figure 3.5: Histograms of the distributions of the reaction times of subjects S8, SIO, 
S l l ,  S13, and 814.
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Table 3.2: Statistics of the reaction times in ms
Subject Valid
trials
Mean Median Minimum 
react, time
Standard
deviation
Mode Average of the ten 
fastest react, times
81 116 539 522 360 95 513 406
82 98 944 872 592 262 788 670
83 72 624 564 432 210 488 462
84 184 705 658 428 175 588 507
85 156 668 636 412 153 588 468
86 196 722 712 424 120 688 510
88 68 515 504 368 95 438 395
810 124 847 808 468 212 788 557
S ll 124 662 654 436 99 663 511
813 128 830 776 456 223 713 546
814 96 995 960 540 274 988 654
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Chapter 4
Subspace projection m ethods of 
pattern recognition
The purpose of this work was to use the recordings of the experiments described in 
the previous chapter to predict whether the subject will succeed or fail to press the 
button  when the target is shown. W hat exactly I mean by “succeed” or “fail” is 
better defined in the next section. First, however, I have to choose the methodology 
that I shall use. In this chapter I give the background of the m ethod I chose for my 
analysis.
Most of the reported work in chapter 2 showed promising results regarding single- 
trial ERP estimation, feature extraction and signal classification. However, given 
the diversity of assumed models for representating of EEG activity, the diversity 
of results produced the reliability of these methods is questionable [17]. Therefore, 
the problem of correlating EEG signals with the subsecpient responses is based on 
general assumptions about the data. Com putational complexity is another factor 
that may influence the analysis m ethod one chooses.
Subspace projection methods seemed to be most appropriate for this case because 
the problem, as given, demanded the use of relative values between the pos-stimulus 
brain activity and the motor response represented by the reaction time. Param etric 
representation of EEG features did not offer special advantages for establishing such
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a correlation, bu t its use would imply high computational burden.
4.1 P rob lem  défin ition
In order to correlate the reaction time of the response associated with an unknown 
signal, a two-class classification problem was defined. By scoring the responses 
according to the reaction time, the two classes defined were the class “success” for 
the faster responses and the class “failure” for the slower ones.
Five distinct classifiers were designed using subspace projection methods. The first 
three algorithms, namely, algorithms A, B, and C are principally based on the 
the eigenvectors of the class correlation matrices. Classifiers D and E were based 
on orthogonal subspace modelling of the classes, which sought to eliminating the 
intersection between the class subspaces.
4.2 Subspace classifiers based on eigenvectors o f class 
correlation m atrices
The use of orthogonal basis vectors for pattern  recognition is an extension of fea­
ture extraction methods based on the fact tha t most natural systems have their 
energy distributed among a rather small number of principal axes [41]. Therefore, 
the dimensionality for class representation can be reduced by means of linear data  
compression.
Unlike to other statistical decision methods, such as nearest neighbour or Bayesian 
approaches, subspace m ethods do not recpiire a disjoint feature space; instead a sim­
ple decision rule is applied. The basic idea is th a t in W-class problem, N  subspaces 
are created; one for each class in which to reside. Then, the unknown vector x  is 
projected into each subspace. The problem is solved by classifying the vector x  in 
class i, which has the minimum mean-square error of the residual
X  =  l;r —
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Where
£• =  'u fxu i +  U2 XU2 -i h (4.1)
Uj is the j  — til basis vector tha t spans the siibspace where class i resides,
:ï~i is the approximation of vector x by a the hnear combination of the basis vectors
U j ,
n-i is the number of basis vectors.
4 .2 .1  T h e  c la s s if ic a t io n  r u le
To represent the class subspace the so-called p ro je c tio n  m a tr ix  P
p b )  —  +  U 2 ^ U 2 ^ ' ^  -{- ... +
where ui is the number of basis vectors of the i — th  class.
Given the previous notation, the classification rule can be expressed as;
^  a'T'pOx choose class i 
x '^p ib x  <  x'^P^^^x choose class j  f o r  all j  ^  i (4.2)
The form xT'P '^ '^^x can be expressed as ||P('^bj| which corresponds to the norm of the 
orthogonal components. Therefore, the decision rule assigns the unknown pattern  
X into the class whose class subspace has the longest projection in terms of the 
Euclidean norm.
4 .2 .2  G e n e r a t io n  o f  b a s is  v e c to r s
Subspace classifiers have a compact structure regarding the way in which the design 
and the classification base are related. The optimal criterion for classification ob­
tained from the decision rule determines some statistical criteria for the selection of 
classifier param eters, i.e. the basis vectors of the class subspaces.
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Optimising the selection of the basis vectors, given the classification rule of Eq. 4.2 
leads us to maximise the expectation of the projection of a vector a: in a class i, 
given th a t this vector belongs to tha t class, i.e.
= E £ i E"ii G
' m axim u'in  
||'u5'' |^| =  1 a.ll j.
where K  is the number of classes.
Given th a t =  ||:r||^ — with the residual of x  w ith respect to the
orthogonal projection of Eq 4.1, maximising Eq 4.3 is equivalent to minimising the 
squared norm of the residuals.
It can be shown [41] that Eq 4.3 can be expressed as
E jii G class.i]'uf^ -  E jîi ~ 1)
— ■nia.xrnium.
Ill this equation it can be noted tha t m atrix Q(')
= E\:raP |.i; G do,ss.,;] (4.5)
is the class correlation matrix.
Solving Eq 4.4 for vectors Uy  ^ the following set the equations are produced
== j  =  l , . . . , ‘/q (4.6)
This shows that the basis vectors of the i — th. class subspace should be the 
eigenvectors of m atrix Q^ ''^  associated with the n.j largest eigenvalues.
In Eq 4.2 the norm of the pa tte rn  vector, | |xj | has no discriminatory power, because it 
affects all the projected components the same. Therefore, the orientation of vector x  
and its norm are both  classified in the same subspace. Since the norm is not relevant 
in the classification, a further reduction by 1 in the dimensionality of the problem 
can be made if the norm is removed by normalising x. In tha t way only the relative 
values of the x  components are used for the classification and the pa tte rn  space is 
reduced to the unit sphere in where M is the original dimension of x.
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4.2.3 A lgorithm ic im plem entation
The following algorithms, namely, A, B, and C aie based on the eigenvectors of the 
class correlation matrices. Training algorithm A takes only the eigenvector w ith 
the largest eigenvalue for representing the classes. Algorithms B and C use all 
eigenvectors with eigenvalues larger than  a certain threshold as the basis vectors for 
spanning the subspaces of the classes.
Correlation matrices of the classes
The correlation m atrix of class “success” is defined by
(4.7)
Where: æj" are the training patterns of class “success”.
The {i , j)  element of the autocorrelation m atrix of class “success” is
(4-8)^ k=i
Where:
Ng'. the number of training patterns in class “success” .
: the component of the k^'‘’ training pattern  in class “success” .
The correlation m atrix of class “failure” is defined by:
(4.9)
Where:
are the training patterns of class “failure”
The element (i , j )  of the autocorrelation m atrix of class “failure” is:
Where:
Nf .  the number of training patterns in class “failure”
rSfO: the component of the training pattern  in class “failure”
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Algorithm A: Training
1. Take the segments of the signals that correspond, to the time window in which 
the classification is to be performed.
2. Calculate the autocorrelation m atrix of each class.
3. For each class calculate the eigenvectors and eigenvalues of the autocorrelation
m atrix.
4. For each class keep the eigenvector w ith the largest eigenvalue.
Algorithm A: Testing
To classify an unknown signal develop the following steps:
1. Take the segment of the signal tha t corresponds to the segments used for
training.
2. Normalise the signal vector.
3. Compute the projection of the normalised vector on each class by calculating 
its dot product w ith the chosen vector for each class.
4. Classify the signal according to the criterion:
^  choose class “success”
^  choose class “failure”
where:
X is the unknown vector,
is the representative vector of class “success” , and 
is the representative vector of class “failure” .
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Algorithm B: Training
1. Take the segments of the signals tha t correspond to time window in which the 
classification is to be performed.
2. Calculate the autocorrelation m atrix of each class.
3. For each class calculate the eigenvectors and eigenvalues of the autocorrelation 
matrix.
4. For each class keep all eigenvectors, w ith eigenvalues larger than  a threshold 
a > 0.5.
Algorithm B; Testing
To classify an unknown signal follow the following steps:
1. Compute the projection of the normalised vector on each class by calculating 
its dot product with all the chosen vectors for each class. For each class keep 
the largest projection value.
(4.11)
~  m a x {x '^ iS /\  x'^U2^\..., x'^u^lj} (4.12)
where
is the maximum projection value on class “success” , 
is the maximum projection value on class “failure” ,
X is the unknown vector,
M i s  the i/’’ representative vector of class “success” , 
is the representative vector of class “failure” ,
N  is the number of representative vectors of class “success” , and 
M  is the number of representative vectors of class “failure” .
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2. Classify the signal according to the criterion: 
p.s > p f  choose class “success”
P.'i < Pf choose class ‘failure”
A lg o r ith m  C; T i'a in ing  This is identical to Algorithm B: Tïaining
A lg o r ith m  C; T e s tin g
To classify an unknown signal follow the following steps:
1. Take the segment of the signal tha t corresponds to the segments used for 
training.
2. Normalise the signal vector.
3. Compute the projection of the normalised vector on each class by calculating 
its dot product with all the chosen representative vectors for th a t class.
4. Classify the signal according to the criterion:
choose class “success” 
choose class “failure”
4.3 O rthogonal subspace classifiers
In the algorithms descrilDed in the previous section, it was tacitly assumed th a t ac­
tivity belonging exclusively to the faster responses resides in a subspace separated 
from the subspace where activity correlated only with the slower responses is allo­
cated. This would mean that there is not an area where the subspaces overlap. In 
order to assess such an assumption, I explored the orthogonal projection m ethods 
to create class subspaces that are mutually orthogonal. It is im portant to note tha t 
the subspaces computed by the m ethod described in section 4.2 are in general not 
orthogonal.
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M utual orthogonality implies no intersection between the class subspaces. This 
means tha t any basis vector of class i is orthogonal with any other basis vector 
in class j .  In terms of the projection matrices
jcOOjp(j) =  0 (4.13)
Accordingly, the orthogonal com])lement of P  is defined by P  =  /  — P , where I  is 
the unit matrix.
As an example, I could identify the eigenvectors which span all space th a t is not 
covered by class “failure” . Then, I would consider only the intersection of this space 
w ith the class “success” . In the general case, the projection m atrix of subspace of 
class i is: Kpin = pii) n ^ ( j  _  p(j))^ i ^  y (4.14)
j=l
The basis vectors of subspace P(^') can be obtained by using the eigenvectors of 
matrix:
+  E j i i  aj { I  -  i #  j (4.15)
E j= i  “ 1. 0 < a,. <  1
The condition of orthogonality is met by choosing the eigenvector with eigenvalue 
equal to one. This condition is relaxed by including into the basis vectors those the 
eigenvalues of which are close to one. This threshold is adjusted empirically. How­
ever, to ensure that the chosen vector actually belongs to subspace i, the coefficient 
c\i of m atrix P(^) must have a value between 0.5 and 0.7 [41].
T h e  tw o-class case  For classes “success” and “failure” Eq 4.15 becomes:
(4.16)
Q i s )  _  i p ( 5 ) +  l ( / _ p ( / ) )
G '(/)= = lp (/) +  4 ( / - p ( ^ ) }
W here matrices and correspond to class “success” and class “failure” 
respectivley.
The eigenvectors of are identical to those of However, the eigenvector
corresponding to eigenvalue A for one class, corresponds to eigenvalue (1 — A) of the
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other class. As a result, the eigenvectors tha t are the best for the representation of 
class “success” are the worst for the representation of class “failure” , and vice versa.
Based on the previous description, the training and testing algorithms I used were 
as follows;
Algorithm D; Training
1. Take the segments of the signals th a t correspond to the time window in which 
the classification is to be performed.
2. Calculate the autocorrelation m atrix of each class.
3. For each class calculate the eigenvectors and eigenvalues of the autocorrelation 
matrix.
4. For each class keep all eigenvectors u, w ith nonzero eigenvalues.
5. For each class i compute the projection m atrix
p b l — +  ‘1^ 2^ 11.^ '^^  +  ... +
where is the number of nonzero eigenvalues of the autocorrelation m atrix 
of class i.
6. Compute m atrix = I  — P ^ f \  where I  is the unit m atrix and P^^^ is the 
projection m atrix of class “failure” .
7. Com pute the eigenvectors of m atrix Q defined by:
Q = IfW +
where is the projection m atrix of class “success” .
8. For class “success” keep the eigenvectors of m atrix Q that have eigenvalues 1 
or near 1.
For class “failure” keep the eigenvectors of m atrix Q th a t have eigenvalues 0 
or near Ü.
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A lg o r ith m  D: T e s tin g  This is identical to algorithm C for testing.
A lg o r ith m  E: T ra in in g  This is identical to algorithm D for training. 
A lg o r ith m  E: T e s tin g  This is identical to algorithm B for testing.
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Chapter 5
Experim ental results
I approached the problem of correlating an unknown pattern  vector with the sub­
jec t’s reaction time by performing two different kinds of experiments: For the first 
type, the patterns of all subjects were used simultaneously to design a general prn- 
pose classifier. After this stage, the ratio of correct prediction was assessed as a 
function of the class overlapping in order to verify the capability of classifiers to 
perform class separation. As a result of this evaluation, a best classifier was chosen 
for carrying out the next set of experiments which consisted in training and testing 
classifiers fitted to each subject separately.
As described in chapter 4, five distinct classifiers were designed using subspace pro­
jection methods. The first three algorithms were based on the eigenvectors of the 
class correlation matrices. Tïaining algorithm A considered only the eigenvector 
with the largest eigenvalue for representing a class. Algorithms B and C used the 
eigenvectors with the largest eigenvalues as the basis vectors for spanning the sub­
spaces of the classes. Classifiers D and E were based on orthogonal class subspaces.
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5.1 S election  of train ing and testin g  data sets
S e lec tio n  o f th e  c lass d a ta  se ts
The two classes were created by sorting the EEG recordings according to the reac­
tion time. The faster responses were placed in the class “success” and the slower 
responses were allocated in the class “failure” according to the following procedure:
1. All the signal segments were sorted according to the speed of the response, 
from the fastest to the slowest reaction time.
2. This sorted set was halved: The half with the registers of the faster responses 
formed the class “success” . The remaining half was designated as class “fail­
ure” .
G e n e ra t io n  o f t r a in in g  a n d  te s t in g  d a ta  se ts
Based on the general da ta  sets for class “success” and class “failure” , two different 
m ethods for training and testing the classifiers were performed
1. “Matched halving” method. The signals in each class were organised in matched 
pairs of nearest reaction times. One member of every pair was assigned to the 
training set and the remaining member to the testing set.
2. Leave one-out method. The classifier was trained with all except one signal 
segment (pattern  vector) and th a t segment was used for testing. This was 
repeated for each pattern  vector, each time a different one was left out of the 
training set and was then tested.
5.2 R esu lts concerning all su b jects treated  togeth er
5.2.1 D ata  selection
As the purpose was to predict as early as possible if an unknown signal anticipates 
a “successful” response or a “failed” one, I had to perform such a prediction before
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the actual response took place. Therefore, regarding cognitive processing relevant 
to the response, the signal segment of interest was defined as the epoch between the 
stimulus onset and the fastest reaction time among the responses of all subjects.
To make a closer correlation between signals and the reaction time, I took into 
account the approximate time tha t a neural impulse spends on travelling from the 
motor cortex to the muscles of the responding hand. An estimate of this time is 24 
ms, hence this value was subtracted from the selected reaction time. The resulting 
epoch was 336 ms in length. This was the length to which all signals were truncated 
in this analysis.
The experiments for all subjects treated together were performed with classifiers 
trained and tested with the data  sets generated by the “halving” method. In  each 
experiment, the training stage was performed using the training part of the algorithm 
and the training data. During testing, two numbers were computed for each test 
pattern: its projections to the two subspaces, as defined by the testing part of the 
corresponding algorithm.
5.2,2 R esults
Table 5.1 and table 5.2 show the results of the algorithms for the recordings at 
each electrode position. The column “window” indicates the signal segments used 
for the prediction. Sample 1 is the sample recorded when the stimulus had ju st 
been presented to the subject. Sample 168 is the last sample retained in the signal. 
The reader is reminded tha t the sampling interval used was 2 ms. The first row for 
results gives the total number of correctly classified “successes” and “failure” signals, 
indicated 1)y “S” and “F ” respectively, out of a to tal of 343 signals used to test each 
class. The numbers underneath are the percentages of correctly classified signals. 
The promising results, which appear emboldened, were those over the 50% m ark of 
correct classification. We considered this mark as the random  level of allocation.
Figure 5.1 and Figure 5.2 show the training average signals for each class and the 
bounding signals, plus and minus one standaid  deviation, for da ta  from electrode 
positions Oz and 01  respectively. We can see tha t both classes have large variability
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Table 5.1: E x p e r im e n ts  fo r ch an n els  1 to  8
Cliainiel Window Alg. A
S. F
Alg. B
S F
Alg.
S
C
F
Alg. D
S F
Alg. E 
S F
C h-l-FZ 1-168 156 187 193 186 180 164 146 181 169 165
Perc.(%) 45 55 56 54 52 48 42 53 49 48
30 - 60 170 174 176 180 176 184 129 212 173 161
Perc.(%) 50 51 51 52 51 54 38 62 50 47
130 - 168 175 160 185 164 175 179 236 116 162 183
Perc.(%) 51 47 54 48 51 52 69 34 47 53
Cli-2-Cz 1-168 167 180 184 179 188 171 198 156 154 167
Perc.(%) 49 52 54 52 55 50 68 45 45 49
30 - 60 149 182 153 168 155 176 163 164 163 164
Perc.(%) 43 53 45 49 45 51 48 48 48 48
75 - 100 176 180 174 171 184 166 166 161 166 161
Perc.(%) 51 52 51 50 54 48 48 47 48 47
Cli-3Pz 1-168 173 160 176 160 206 148 207 143 177 168
Perc.(%) 50 47 51 47 60 43 60 42 52 49
130 - 168 184 134 190 147 201 136 162 158 162 158
Perc.(%) 54 39 55 43 59 40 47 46 47 46
C11-4-F3 1-168 171 180 166 175 173 171 230 111 176 169
Perc.(%) 50 52 48 51 50 50 67 32 51 49
30 - 60 177 164 176 191 167 179 164 168 164 168
Perc.(%) 52 48 51 56 49 52 48 49 48 49
G11-5-F4 1 - 168 158 196 181 158 199 167 252 101 179 180
Perc.(%) 46 57 53 46 58 49 73 29 52 52
125 - 168 174 164 189 155 171 154 188 153 173 165
Perc.(%) 51 48 55 45 50 45 65 45 60 48
Ch-6-T3 1-168 151 170 170 157 183 136 168 176 185 148
Perc.(%) 44 50 50 46 53 40 49 51 54 43
C11-7-T4 1-168 176 172 178 157 157 150 161 162 181 160
Perc.(%) 51 50 52 46 46 44 47 47 63 47
C11-8-G3 1-168 150 167 191 158 191 164 194 196 169 175
Perc.(%) 44 49 56 46 56 48 57 57 49 51
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Table 5.2: Experiments for channels 9 to 18
Channel Window Alg. A
S F
Alg. B
S F
Alg. C
S F
Alg. D
S F
Alg. E
S F
Ch-9-C4 1-168 153 172 191 138 179 168 148 187 167 181
Pei'c.(%) 45 50 56 40 52 49 43 55 49 53
125 - 168 169 163 167 165 199 152 173 188 187 156
Perc.(%) 49 48 49 48 58 44 50 55 55 45
Ch-10-T5 1-168 175 113 169 153 160 165 152 197 174 163
Perc.(%) 51 33 49 45 47 48 44 57 51 48
C h-ll-T 6 1-168 196 138 186 154 186 138 174 179 160 180
Perc.(%) 57 40 54 45 54 40 51 52 47 52
116 - 160 176 132 177 123 180 137 162 175 181 161
Perc.(%) 51 38 52 36 52 40 47 51 53 47
Ch-12-P3 1-168 196 118 198 158 189 183 175 198 175 171
Perc.(%) 57 34 58 46 55 53 51 58 51 50
Ch-13-P4 1-168 177 151 193 145 197 146 176 197 166 173
Perc.(%) 52 44 56 42 57 43 51 57 48 50
Ch-14-01 1-168 170 191 174 198 173 197 169 183 180 163
Perc.(%) 50 56 51 58 50 57 49 53 52 48
110 - 140 171 173 175 159 167 171 113 225 175 165
Perc.(%) 50 50 51 46 49 50 33 66 51 48
Ch-15-02 1-168 199 117 157 203 142 207 157 183 160 164
Perc.(%) 58 34 46 59 41 60 46 53 47 48
110 - 140 193 169 159 184 176 185 160 169 160 169
Pei’c.(%) 56 49 46 54 51 54 47 49 47 49
Ch-16-Oz 1-168 204 152 178 197 167 209 146 204 175 191
Perc.(%) 59 44 52 57 49 61 43 59 51 56
110 - 140 198 181 181 172 173 172 185 170 189 188
Perc.(%) 58 53 53 50 50 50 54 50 55 55
Ch-17-F7 1-168 122 203 184 174 180 172 161 197 161 174
Perc.(%) 36 59 54 51 52 50 47 57 47 51
Ch-18-F8 1-168 146 190 175 160 189 151 143 202 158 181
Perc.(%) 43 55 51 47 55 44 42 59 46 53
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and high degrees of overlap of the mean. The mean of the classes show tim e windows 
where the class diverge, with these features observed in both the training and the 
test data. However, in all cases these differences are small compared with the one 
standard  deviation limit.
Training average dala  associated  wiîh eteclrode position Oz
Tliick line: F astest group 
Thill line: Slowest group
75 100 125 150 175 200 225 250 275 300 325
Testing average data  associated  wlUi e lectrode position Oz
Thick line: Fastest group 
Tliin title: Slowest group
100 125 ISO 175 200 225 250 275 300 325
Figure 5.1: Mean signals. Each panel shows the mean signals for class “success” 
(thick line) and class “failure” (thin line) and their versions pins and minus one 
standard  deviation. On the left panel are the training data  and on the right one the 
test data. D ata from channel Oz.
Training average data  associated  with electrode position 01
Tliick line: F astest group 
Thin tine: Slowest group
75 100 125 150 175 200 225 250 275 300 325
Testing average data  associated  with electrode position 01
Thick line: Fastest group 
Thin line: Slowest group
75 100 125 150 175 200 225 250 £75 300 325
Figure 5.2; Mean signals. Each panel shows the mean signals for class “success” 
(thick line) and class “failure” (thin line) and their versions plus and minus one 
standard  deviation. On the left panel are the training data  and on the right one the 
test data. D ata from channel 01.
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5.2.3 T esting th e algorithm s
The preliminary experiments showed that there was a significant overlap between 
the two classes I wished to discriminate. In this section I present some experiments 
which tried to establish how much overlap the algorithms used so far could tolerate 
before they broke out.
In order to achieve this, an artificial separation between the classes was simulated. 
The separation was produced by adding an offset level to each signal in the “success” 
class. Figure 5.3 shows the mean signals for class “success” plus an offset of 0.035 
and the “bounding” signals, created by shifting the mean signals minus and plus 
one standard deviation. On the left panel are the training da ta  and on the right the 
test data.
Training daia  se ts  v,Hh m e an s  separa ted  by an  offset level of 0.035 Testing da ta  se ts  with m e an s  se p a ra ted  by a n  offset level of 0 .035
TIticlr lints: F a s te s f  g ro u p  p lu s  o ffse t favef 
Tliin line  : S lo ivost g ro u p
samples
Thlclf line; F astest group plus offset level 
Tliin line: Slowest groiip
sam ples
Figure 5.3: Fastest signals plus offset level of 0.035. Each panel shows the mean 
signals for class “success” (thick line) and class “failure” (thin line) and their versions 
plus and minus one standard deviation. On the left panel are the training data  and 
on the right one the test data. The iDest results were obtained by Algorithm D which 
predicted successfully 100% of the cases of success and 100% of the cases of failure. 
These signals refer to channel 01.
Three hundred and forty three signal segments from the recordings of electrode po­
sition 01  were used for each class. Figure 5.4 shows a bar diagram of the average 
percentage of correct predictions for class “success” and class “failure” . They are 
expressed in terms of number of cases predicted and the percentages over the total
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inimber of cases evaluated. R om  these results we can see tha t only two algorithms 
predicted correctly 100% of the cases. The first one, algorithm D, required a mini­
mum offset of 0.035 to achieve this result. R om  figure 5.3 we can see th a t this offset 
level is smaller than  one standard  deviation, and smaller almost always than  half a 
standard  deviation.
Algorithm B was the other one which predicted correctly all cases. However it 
required a minimum offset of 0.31 to obtain these results. This value is almost one 
order of m agnitude bigger than the value needed for algorithm D, and 3 to 4 times 
larger than  one standard  deviation.
5.2.4 D iscussion
These tests showed that algorithms B and D, which in the testing stage used the 
largest projection value for each class, were able to predict all cases. Between the 
two, training algorithms D seemed to be the most powerful.
Regarding the results obtained when all subjects’ EBG signals were used to train  
the classifiers, there were only a few results slightly better than  50% of correct 
prediction. The classifiers based on these EEG features were not able to improve 
class separability, on these bases, hence, a general purpose classifier for prediction 
of success or failure appropriate for all subjects was not feasible.
5.3 E xp erim ents concerning each su bject separately
111 section 5.2.3 we concluded tha t a general purpose classifier concerning all sub­
jects treated together was not feasible. Therefore we trained each classifier using 
da ta  referring to specific individuals by using algorithm D, which showed the best 
discrim ination capabilities.
5.3.1 Param eters o f th e  algorithm
In training and testing algorithms of the classifier some param eters were selected 
based on practical considerations. To make it clearer the algorithm is rew ritten
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Figure 5.4: Bar diagram regarding the average of correct predictions obtained with 
each algorithm for simulated separation between classes. They are expressed in 
terms of the number of cases correctly predicted and the percentages over the total 
number of cases evaluated. Algorithm D reached 100% of correct predictions with 
a simulated separation of 0.035. Algorithm B reached 100% of correct iiredictions 
with a simulated separation of 0.3.
below.
T ra in in g
1. Take the s(?gments of the signals that correspond to the time window in which 
the classification is to be performed.
2. Calculate the autocorrelation m atrix of each class.
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3. For each class calculate the eigenvectors and eigenvalues of the autocorrelation 
matrix.
4. For each class keep all eigenvectors w ith nonzero eigenvalues.
5. Compute the projection m atrix for class “success” and the projection 
m atrix p(-^) for class “failure” .
6. Compute the eigenvectors of m atrix Q defined by:
Q = ip ( ' )  +  ! ( /  -  PW))
7. For class “success” keep the eigenvectors of m atrix Q th a t have eigenvalues 1 
or near 1.
For class “failure” keep the eigenvectors of m atrix Q th a t have eigenvalues 0 
or near 0.
T e s tin g
To classify an unknown signal develop the following steps:
1. Take the segment of the signal tha t corresponds to the segments used for 
training.
2. Normalise the signal vector.
3. Compute the projection of the normalised vector on each class subspace.
4. Classify the signal according to the criterion:
choose class “success” 
choose class “failure”
T h re sh o ld s  fo r se le c tin g  e ig e n v ec to rs  fo r t ra in in g  In step 4 keep all eigen­
vectors vrith nonzero eigenvalues', since there were very few eigenvalues exactly equal 
to zero, I rejected those which were two orders of magnitude smaller than the largest
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one. In other words, an eigenvalue was considered nonzero if it met the following 
condition
Ai > (5.1)
In step 7 eigenvalues considered one or near one were those larger than 0.9, and 
eigenvalues considered zero or near zero were those smaller than 0.1.
D a ta  se le c tio n  Step 1 in both  training and testing algorithms: The segmentation 
process to extract the patterns vectors was performed manually. Initially the signal 
segments were taken from time windows in which the mean signal of the classes 
showed least overlap.
5.3,2 R esults by training and testin g  th e  classifiers w ith  th e  “m atched  
halving” m ethod
The best results obtained when each subject was separately tested are summarised in 
Table 5.3. The data  in this table are organised as follows: the first column identifies 
the subject. In the second column the number of responses used for testing is 
given. The sets for both classes had the same number of patterns. The third 
column gives the number of cases in which results better than  those by chance were 
obtained out of a  total of 50. This number refers to using 10 different windows 
over 5 different channels for each subject. The fourth column expresses the best 
results for each subject by two numbers. The first one is the percentage of patterns 
correctly classified in class “success” , indicated by “S” , and the second result is the 
percentage of patterns correctly classified in class “failure” , indicated by “F ” . The 
number in brackets is the average of these two percentages. We shall use it as an 
index of succès. The next two columns refer to the window and channel, respectively, 
in which these best percentages were obtained.
From this information we can identify relevant ranges in the signal segments in which 
the classifier made a better discrimination between classes, especially for ranges
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Table 5.3; S u m m a ry  o f r e s u l ts  co n s id e rin g  each  s u b je c t  s e p a ra te ly
Subject Number of 
responses used 
for testing
B etter than  
chance classif. 
out of a 
total of 50
Best percentage 
of
classification (%)
S F  (A v^
Window
(samples)
Channel
with
best
result
SI 29 14 69 72 (71) 110-150 01
S2 24 3 79 58 (69) 70-125 T6
S3 18 8 72 56 (64) 70-168 0 2
84 46 11 57 67 (62) 70-125 01
85 39 6 62 59 (61) 70-125 01
86 49 27 65 59 (62) 50-168 01
88 17 5 71 59 (65) 110-168 01
810 31 15 55 74 (65) 70-125 Oz
811 31 13 58 68 (63) 70-168 01
813 32 11 69 56 (63) 1-168 T5
814 24 11 71 67 (69) 70-168 0 2
after sample number 70, that corresponds to 140 ms after the stimulus presentation. 
Finally, electrode position 01  produced the best results for most of the subjects. I 
conducted further experiments to identify if this behaviour was observed in other 
areas of the scalp. Table 5.4 shows the results for electrodes Fz, Cz, and Pz at the 
midline of the scalp. Again, I obtained the best results for time windows from 140 
ms after the stimulus presentation. Electrode position Fz produced the best results 
for most of the subjects in this set.
D iscu ss io n
According to the results presented in table 5.3 we may rank the subjects in two ways: 
According to the number of times results better than  by chance were obtained, or
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Table 5.4: R e s u lts  for ch an n e ls  F z , C z, a n d  P z  c o n s id e rin g  each  s u b je c t  
s e p a ra te ly
Subject window 
for best 
results
Middle 
point of 
best window
Channel 
for best 
results
Best percentage of 
classification (%}
F 8 (Avg)
81 244-304 274 Pz 69 58 64
82 140-336 238 Cz 63 58 61
83 124-254 189 Fz 61 83 72
84 226-330 278 Fz 61 67 64
85 220-300 260 Fz 72 55 64
86 200-280 240 Fz 57 59 58
88 116-182 149 Cz 65 65 65
810 176-330 203 Fz 68 55 62
811 284-336 310 Fz 68 58 63
813 246-316 281 Fz 59 66 61
814 144-240 192 Pz 83 58 71
according to the percentage of successful predictions, irrespective of which channel 
or which window was used. Further, we may divide them  into three groups: the 
group with the most successes, the group with the least successes and the average 
group. According to which ranking we use, these groups include different subjects: 
According to the numbers of column 3:
Most times results better than chance: {36}
Average times results better than chance: { SI, 84, 810, 811, 813, 814}
Least times results better than  chance: (82, S3, 85, 88 }
According to the numbers of column 4: 
Most successes: (81, 82, 814}
Average successes: { S3, 88, 810}
Least successes: {84, 85, 86, 811, 813 }
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The division in the three groups was done by observing the numbers and using some 
natural breaking points. It is interesting to see that the two ways by which we divide 
the subjects do not produce identical groupings. Subject S6 for which we got results 
be tter th an  chance for the largest number of channels tried and windows used, was 
one of those w ith the lowest percentage of success when a single channel was used. 
It is as if for this subject the m anifestation of success or failure distributes itself to 
many channels and as a result no single channel has enough discrim inatory power.
This subject is a prim ary candidate for whom we expect that use of a combination 
of channels will produce significantly better results.
Figures 5.5 to 5.15 show the mean signal of class “success” and class “failure” for 
each subject and the corresponding standard  deviations, for the channel for which 
the best results were obtained.
Figures 3.4 and 3.5 show the histograms of the reaction times for each subject. It is 
difficult to draw any conclusions from these histograms. For example, subjects 82 
and 814 for whom some of the best results were obtained, appear to be more erratic 
ill their responses than  other subjects. On the other hand, subject 81 for whom 
good results were also obtained, has persistently good performance. Perhaps this 
explains why for this subject it was easier to predict failure rather than  success.
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Figure 5.5: Mean signals and standard deviations for class “success” (thick line) and 
class “failure” (tliin line) for the channel for which the best results were produced. 
The arrows indicate the signal segment used. Channel 01 . Subject SI.
C hannel T6 — su b ject s 2 C hannel T6 — su b ject s 2
Mean signals Standard deviations
- 5 0 200
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50
50, 3 0 0100 1 5 0  2 0 0T im e (m s)100 30 0 5050 1 5 0  2 0 0Time (ms)
Figure 5.6: Mean signals and standaid  deviations for class “success” (thick line) and 
class “failure” (thin line) for the channel for which the liest results were produced. 
The arrows indicate the signal segment used. Channel T6. Subject S2.
5.3.3 R esu lts by training and testin g  classifiers w ith  th e  leaving  
one-out m ethod
I assessed the performance of the classifiers regarding the m ethod used to generate 
the training and testing data  sets. The results described in the previous section were 
compared with classification rates obtained by training and testing the classifiers by
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Figure 5.7; Mean signals and standard  deviations for class “success” (thick line) and 
class “failure” (thin line) for the channel for which the best results were produced. 
The arrows indicate the signal segment used. Channel T5. Subject S3.
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Figure 5.8: Mean signals and standard  deviations for class “success” (thick line) and 
class “failure” (thin line) for the channel for which the best results were produced. 
The arrows indicate the signal segment used. Channel 01. Subject S4.
using the leaving one-out method. In order to do this, I selected the most promising 
channel with respect to its discrimination ability through out all subjects. Based on 
the results presented in table 5.3 and table 5.4 we can see tha t Fz was the channel 
which produced the best results. Therefore, I used the results obtained with the 
registers from this channel to conipai’e both  “matched halving” and leaving one-out 
methods.
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Figure 5,9: Mean signals and standard deviations for class “success” (tliick line) and 
class “failure” (thin line) for the channel for which the best results were produced. 
The arrows indicate the signal segment used. Channel 01. Subject 85.
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Figure 5.10: Mean signals and standard deviations for class “success” (thick line) and 
class “failure” (thin line) for the channel for which the best results were produced. 
The arrows indicate the signal segment used. Channel 01. Subject 86.
Table 5.5 shows the results for the leaving one-out method vs Matched halving 
m ethod for sidijects which had the best results from electrode position Fz. The 
second and seventh columns present the number of cases tested for each class by 
both methods. Because of the definition of the leaving one-out m ethod the number
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Figure 5.11: Mean signals and standard  deviations for class “success” (tliick line) and 
class “failure” (tliin line) for the channel for which the best results were produced. 
The arrows indicate the signal segment used. Channel 01. Subject S8.
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Figure 5.12: Mean signals and standard  deviations for class “success” (thick line) and 
class “failure” (thin line) for the channel for which the best results were produced. 
The arrows indicate the signal segment used. Channel 01. Subject SIO.
of cases used for training is the number of pa ttern  vectors in each class da ta  set 
minus one. The number of tested patterns was the number of pa ttern  vectors in the 
class da ta  sets. For the “matched halving” m ethod the number of patterns for both 
training and testing were the half the number of pattern  vectors in each class data
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Figure 5.13; Mean signals and standard deviations for class “success” (thick line) and 
class “failure” (thin line) for the channel for which the best results were produced. 
The arrows indicate the signal segment used. Channel 01. Subject 811.
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Figure 5.14: Mean signals and standard deviations for class “success” (thick line) and 
class “failure” (thin line) for the channel for which the best results were produced. 
The arrows indicate the signal segment used. Channel T5. Subject 813.
set. For subjects S3, 85, and 813 the average rate  of correct classification can be 
considered as the same. For subjects 86 and 811 there was a small difference without 
statistical meaning. Only the results for subjects 84 and 810 showed differences as 
larger as 10%. However, the leaving one-out method required longer time windows
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Figure 5.15: Mean signals and standard  deviations for class “success” (thick line) and 
class “failure” (thin line) for the channel for which the best results were produced. 
The arrows indicate the signal segment used. Channel 02. Subject 814.
w ith larger latencies than  the halving method. However, classifiers designed with 
both  methods presented similar discriminatory capabilities between 60% and 70% 
of correct pa ttern  classification.
Figures 5.16 to 5.19 present the average signals of the classes. Since the training 
is made with all signal segments except one, these are given mostly for the average 
of all signal segments of the general da ta  sets. It is interesting to note th a t the 
best results were not obtained for the window for which the two classes show least 
overlap, bu t rather for windows which contain part of maximum class overlap and 
minimum class overlap. It is particularly clear for segments indicated by the arrows 
in signals from subjects S3, S4, S6, S l l ,  and 813. This is because the classifier is 
based in second order statistics which measures the difference in values of pairs of 
samples. Including samples which have similar values in the two classes and samples 
tha t have very difierent values, allows the sample differences which characterise each 
class to be enhanced.
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Table 5.5: R e su lts  fo r th e  leav ing  o n e -o u t m e th o d  vs M a tc h e d  h a lv in g
Classification rates based on signal segments from electrode position Fz.
SulDject
L eav ing  o n e -o u t M a tc h e d  h a lv in g
Number of 
cases tested 
for each class
Best percentage of 
classification (%)
Number of 
cases tested 
for each class
Best percentage of 
classification (%)
window F S (Avg) window (Avg)
S3 36 200-450 64 81 72 18 124-254 72
S4 92 350-590 55 54 54 46 226-330 64
S5 78 290-640 57 70 63 39 220-300 64
S6 93 180-360 53 69 61 49 200-280 58
SIO 62 200-480 55 85 70 31 176-330 62
S l l 62 280-640 63 56 59 31 284-336 63
S13 64 200-500 64 59 61 32 246-316 61
M e a n  s ignals . S u b je c t S3
Figure 5.16: Mean signals for class “success” (thick line) and class “failure” (thin
line) for the channel for which the best results were produced. Left panel for Subject 
S3 and right panel for subject S4. The arrows indicate the signal segment used. 
Channel Fz.
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Mean signals. Subject 85
Figure 5.17: Mean signals for class “success” (thick line) and class “failure” (thin 
line) for the channel for which the best results were produced. Left panel for subject 
85 and right panel for subject 86. The arrows indicate the signal segment used. 
Channel Fz.
Mean signals. Subject S l lMean signals. Subject SIO
Figure 5.18: Mean signals for class “success” (thick line) and class “failure” (thin
line) for the channel for which the best results were produced. Left panel for subject 
810 and right panel for subject 811. The arrows indicate the signal segment used. 
Channel Fz.
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M e a n  s ignals . S u b je c t S13
Figure 5.19: Mean signals for class “success” (thick line) and class “failure” (thin
line) for the channel for which the best results were produced. Left panel for subject 
813 and right panel for subject 84. The arrows indicate the signal segment used. 
Channel Fz.
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Chapter 6
Conclusions
I carried out two sets of experiments to predict the quality of the performance 
in a visual detection task. Based on the reaction time, the response was ranked 
as a “success” for faster responses or “failure” for slower ones. In the first set of 
experiments general classifiers were used for the prediction. They were designed 
with the pattern  vectors of all subjects simultaneously. However, the prediction 
rates were only slightly over the random allocation of the unknown patterns we 
wished to classify. These results showed that general purpose classifiers concerning 
all subjects treated together are not feasible.
The second set of experiments concerned classifiers fitted for each subject separately. 
Two different methods for training and testing the classifiers were applied. The first 
one was the so-called “matched halving” method. The second procedure applied 
was the leaving one-out method. Both methods produced similar classification rates 
between 60% and 70% of correct results. However the halving method needed earlier 
and shorter time windows which finished before the fastest reaction time in all sub­
jects. To produce similar results with the leaving one-out method longer windows 
were required with larger latencies and in only one case the interval considered was 
shorter than  the minimum reaction time. This could indicate a be tter class genera­
tion process by using the “matched halving” method regarding earlier prediction of 
the reaction time and lower dimensionality of the pattern  vectors.
In addition, a  correlation was found between the spatial allocation of electrode and
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best results. lu  the posterior part of the head the activity associated w ith electrode 
position 01  produced best results for most of the subjects. However better results 
were achieved by using registers from the frontal part of the head; electrode position 
Fz produced best results for 7 out of the 11 subjects.
Analysis based on the eigenvectors withthe highest eigenvalues is sensitive to mean 
signal vector [53]. In the present case, the mean signals of the classes were strongly 
overlapped. This explains the results for algorithms A, B, and C, which were only 
slightly better than  the random  allocation. Predictors made with algorithm D used 
a linear combination of the projection matrices of each class to create orthogonal 
class snbspaces. Its objective was to eliminate the intersection between subspaces. 
These classifiers obtained prediction rates of up to 70% for individual cases.
R o m  this results it could be concluded that categorising the responses into class 
“success” and class “failure” by using only the reaction time it is not enough to define 
properly the classes. Regarding the method used, it is based on data  decorrelation 
to disambiguate the classes and renders good results when classification is needed 
to be based on optim al representation of features [19]. However, functional EEG 
features related with the reaction time need not be orthogonal and given the pattern  
space used, the orthogonality condition of class subspaces should be relaxed looking 
for a be tter representation of these functional features.
We can see tha t a better feature extraction m ethod for class separation is needed, as 
well as to test other pa ttern  recognition techniques for classifier design. Even though, 
subspace projection methods showed promising results given th a t more suitable 
m ethods for da ta  representation can be used.
A further step to address class overlapping can be taken towards a functional de­
composition of EEG signals to generate new feature spaces. It seems such a decom­
position can be done by time-frequency analysis of EEG signals.
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