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Abstract
We introduce a new family of metrics, called functional metrics, on noncommutative
tori and study their spectral geometry. We define a class of Laplace type operators for
these metrics and study their spectral invariants obtained from the heat trace asymp-
totics. A formula for the second density of the heat trace is obtained. In particular,
the scalar curvature density and the total scalar curvature of functional metrics are ex-
plicitly computed in all dimensions for certain classes of metrics including conformally
flat metrics and twisted product of flat metrics. Finally a Gauss-Bonnet type theorem
for a noncommutative two torus equipped with a general functional metric is proved.
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1 Introduction
Investigating the differential geometry of curved noncommutative tori started in [9, 14, 8, 15]
and was followed up in many publications. An incomplete list includes [12, 16, 3, 10, 28,
18, 11]. Unlike the Riemannian geometry of manifolds, which is defined by a metric tensor,
the geometries of the noncommutative tori, or noncommutative spaces, are defined through
operators which imitate the properties of geometric operators such as Dirac or Laplace
operators [5]. On noncommutative tori such operators can be constructed by analogy using
basic facts from the complex geometry or the theory of de Rham complexes on smooth
manifolds. Inspired by spectral geometry, some of the spectral invariants of these operators
can be used to define geometric quantities such as scalar curvature, total scalar curvature
and even Ricci curvature [18, 11]. Similar ideas were worked out for noncommutative toric
manifolds in [29, 31]. Tools such as Connes’ pseudo-differential calculus for C∗-dynamical
systems [4] and the rearrangement lemma [4, 27, 9, 8] play an essential role.
The geometries studied in the above works are mostly restricted to conformally flat
metrics. The rationale behind the popularity of this specific class comes from the fact that
by the uniformization theorem the conformally flat metrics cover all possible geometries
on two tori. This is not true for the higher dimensional tori and for the two dimensional
noncommutative torus the situation is much less understood as far as the uniformization
theorem goes. Although the study of conformally flat geometries alone have shown many
interesting new phenomenon, we believe that this is only the tip of the iceberg and much
more remains to be discovered for non-conformal metrics and in higher dimensions.
In this paper we introduce a new class of metrics, called functional metrics. Let C∞(Tdθ)
denotes the algebra of smooth elements of a d-dimensional nonocommutative torus. Fix a
selfadjoint element h ∈ C∞(Tdθ) and let the functions gij : R → R, 1 ≤ i, j ≤ d, be such
that (gij(t)) is a positive definite symmetric matrix for all t in the spectrum of h. If θ = 0,
one can consider the metric tensor on Tdθ = (R/(2piZ))
d given by
gij(h)dx
idxj.
Although, the metric tensor is not a well defined notion in the noncommutative case, we can
exploit the perspective explained in the earlier lines: find the geometric invariants using the
spectral analysis of a good differential operator on the noncommutative tori. We construct
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an operator △0,g which is antiunitary equivalent to the Laplacian on functions of Tdθ. To
define the latter Laplacian, following the same lines as in [9], the entries gij(h) are used to
deform the inner product on functions and 1-forms.
Having a candidate for a geometric operator in hand, we go ahead and compute the den-
sities of the heat trace asymptotic expansion Tr(e−t△0,g ) using Connes’ pseudodifferential
calculus on the noncommutative tori. It turns out that to handle this general case, we need
to upgrade some of our tools. At this stage, we found the point of view taken in [27] very
useful. The primary goal of this work was to offer a different proof for the rearrangement
lemma and it provided a rigorous way to interpret the outcome elements of the original
rearrangement lemma. We call this type of elements as written in the contraction form:
F (h(0), · · · , h(n))(b1 · b2 · · · bn).
By a slight variation in one of the main results of [27], we become well-equipped to handle
the difficulties. We also noticed that the symbol calculus can be applied for differential
operators whose symbols can be written in the contraction form. We call these operators
h-differential operators. We first find the way in which derivations act on elements written
in the contraction form (Theorem 2.2). The Newton divided difference calculus plays an
important role. For instance, we have
δj
(
f(h(0), h(1))(b1)
)
=
f(h(0), h(1))(δj(b1)) +
[
h(0), h(1); f(·, h(2))(δj(h) · b)
]
+
[
h(1), h(2); f(h(0), ·)(b · δj(h))
]
.
Using these facts and applying the pseudodifferential calculus, we compute the spectral
densities for positive h-differential operators whose principal symbol is given by a functional
metric. We call such an operator a Laplace type h-differential operator.
This change in order of the computations, i.e. writing symbols in the contraction form
from the beginning, not only induced a smoother computation, at least symbolically, but
also assisted us in a very fundamental way to consider general cases, e.g. finding the
curvature in all higher dimensions for conformally flat and twisted product of flat metrics.
Using the contraction form also enabled us to use Einstein summation convention.
While computing the heat trace densities of a positive Laplace type h-differential oper-
ator P with principal symbol P ij2 (h)ξiξj, we come across integrals of the form
−1
pid/2
∫
Rd
ξn1 · · · ξn2|α|−4
1
2pii
∫
γ
e−λBα00 (t0) · · ·Bαn0 (tn)dλdξ,
where B0(t) = (P
ij
2 (t)ξiξj − λ)−1. Such an integral is a smooth function of tj ’s and we
call it a T -function and denote it by Tn;α(t0, · · · , tn). In Lemma 3.2, we find a formula
for T -functions as an integral over the standard simplex which helps us to evaluate these
functions in some cases (see Lemmas 4.2, 4.4 and 5.4). As an example, T -functions for
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conformally flat principal symbols P ij2 (t) = f(t)g
ij for d 6= 2, are given by
Tn,α(t0, · · · , tn) =
√
|g|
∑∏
n
gninσ(i)
(−1)|α|−1Γ(d2 − 1)
Γ(d2 + |α| − 2)
∂βx
[
x0, · · · , xn;u1−
d
2
]∣∣∣
xj=f(tj )
,
where β = (α0 − 1, · · · , αn − 1).
In Theorem 4.3, we show that the scalar curvature of the d-dimensional noncommutative
tori Tdθ equipped with a conformally flat metric f(h)
−1gij , where gij are constant numbers,
is of the form
R =
√
|g|
(
Kd(h(0), h(1))(g
ijδiδj(h)) +Hd(h(0), h(1), h(2))(g
ijδi(h) · δj(h))
)
,
A formula for the functions Kd and Hd is given for all d in Theorem 4.3. In particular, for
d 6= 2, the function Kd is given by
Kd(t0, t1) =
4 f(t0)
2− 3d
4 f(t1)
2− 3d
4
d(d− 2)(f(t0)− f(t1))3
[
t0, t1; f
]×(
(d− 1)f(t0)
d
2 f(t1)
d
2
−1 − (d− 1)f(t0)
d
2
−1f(t1)
d
2 − f(t0)d−1 + f(t1)d−1
)
.
In Section 4.3, we study the geometry of the noncommutative tori Tdθ equipped with
metrics of the form
f(t)−1g ⊕ g˜.
Following the differential geometry convention, we call such a metric a twisted product
functional metric of (Trθ, g) and (T
d−r
θ , g˜) with the twisting element f(h)
−1. The scalar
curvature density of this metric is then obtained as
R =
√
|g||g˜|
(
Kr(h(0), h(1))(g
ijδiδj(h)) +Hr(h(0), h(1), h(2))(g
ijδi(h) · δj(h))
+ K˜r(h(0), h(1))(g˜
ijδiδj(h)) + H˜r(h(0), h(1), h(2))(g˜
ijδi(h) · δj(h))
)
.
The new functions K˜r and H˜r for r 6= 2, 4 are given in Theorem 4.5. For instance, we have
K˜r(t0, t1)=
(2r − 4)(f(t0)2 − f(t1)2)f(t0) r2 f(t1) r2 + 4f(t0)2f(t1)r − 4f(t0)rf(t1)2
(r − 4)(r − 2)f(t0) 34 rf(t1) 34 r(f(t0)− f(t1))3
[
t0, t1; f
]
.
Finally the total scalar curvature, ϕ(b2(△0,g)), of functional metrics on noncommutative
tori is studied in Section 5. Note that the presence of the trace ϕ provides a ground to
simplify the formula for the total scalar curvature. One then has Proposition 5.2 which
asserts that
ϕ(R) = ϕ
(
F ijS (h(0), h(1))
(
δi(h)
)
δj(h)
)
.
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The functions F ijS are given by
F ijS (t0, t1) =
1
2(t0 − t1)2
(
Aij 4
√
|g|(t0)|g|(t1)− 2AijT;1,1(t0, t1)
+ Tk,l;1,2(t0, t1)
(
2Aikglj(t1) + 2A
kjgil(t1)−AikAlj
)
+ Tk,l;2,1(t0, t1)
(
2Aikglj(t0) + 2A
kjgil(t0)−AikAlj
))
,
where Aij = |g| 14 (t0)|g|
−1
4 (t1)g
ij(t0) + |g| 14 (t1)|g|
−1
4 (t0)g
ij(t1). This formula is then used in
Example 5.1 to generate the functions for the total scalar curvature for twisted product of
flat metrics on Tdθ. As an another type of example, we compute functions F
ij
S for doubly
twisted product metrics on T4θ in Example 5.2. On the other hand, using the Proposition
5.2 and evaluating the functions F ijS , we prove a Gauss-Bonnet theorem in dimension two,
which generalizes the results obtained for conformally flat noncommutative two torus in
[9, 14]. More precisely, Theorem 5.3 states that the total scalar curvature ϕ(R) for any
functional metrics g on T2θ vanishes.
This paper is organized as follows. In Section 2, we review preliminaries such as noncom-
mutative tori, Connes’ pseudodifferential calculus and Newton divided difference calculus.
Also in Subsection 2.2 a version of the rearrangement lemma is provided and used to find
the derivation of an element written in the contraction form. Section 3 deals with the heat
trace asymptotics for Laplace type h-differential operators. The T -functions are introduced
in this section and their properties are studied. The class of functional metrics on noncom-
mutative tori is introduced in Section 4 and the scalar curvature of some of the examples of
such geometries is explicitly computed in all dimensions. In Section 5, we manage to track
down further simplifications for the trace of the total scalar curvature for the functional
metrics and prove a Gauss-Bonnet theorem for these metrics.
Acknowledgement: The work of M. Khalkhali was partially supported by an NSERC Dis-
covery Grant. A. Ghorbanpour was partially supported by a Fields Institute postdoctoral
fellowship, held at University of Western Ontario.
2 Preliminaries and computational tools
In [9, 14] to prove a version of the Gauss-Bonnet theorem for the noncommutative two
torus and later in [8, 15] to compute the scalar curvature of a curved noncommutative two
torus equipped with a conformally flat metric, the second density of the heat trace of the
Laplacian D2 of the Dirac operator was studied. This term was explicitly computed for
the heat trace and the localized heat trace and the final results were written in a novel
form which we will call the contraction form. These computations involved two main steps.
First, the symbol of the parametrix of the differential operator were computed and several
integrations were performed. The rearrangement lemma (cf. [8]) plays a central role in this
step and it is the part that generates elements in the contraction form. In the second step,
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the outcome from the previous step, which are in terms of an auxiliary element k = eh,
were manipulated to be written in terms of the dilaton h and then simplified to its best
form. One of our goals is to show that we do not need to wait until the end of the step one
to have elements in the contraction from; we can start off with operators whose symbol is
originally written in the contraction form. In this section, in addition to recalling basics of
the theory, we shall develop the required tools to be able to perform the symbol calculus
on symbols in the contraction form.
2.1 Noncommutative d-tori and Connes’ pseudodifferential calculus
In this section, we review the definitions and fix notations for the noncommutative d-
dimensional torus. We also recall a pseudodifferential calculus on these C∗-algebras which
is a special case of the calculus introduced by Connes [4] for C∗-dynamical systems.
Let θ be an anti-symmetric d × d real matrix. The noncommutative d-torus C(Tdθ)
is the universal C∗-algebra generated by d unitary elements U1, · · · , Ud which satisfy the
commutation relations
UkUj = e
2πiθjkUjUk.
When θ is the zero matrix, the C∗-algebra C(Tdθ) is isomorphic to the C
∗-algebra C(Td) of
continuous functions on the d-dimensional torus Td.
The algebra of smooth elements of C(T2θ), denoted by C
∞(Tdθ), is a dense involutive
subalgebra consisting of elements of the form∑
n=(n1,··· ,nd)∈Zd
anU
n1
1 · · ·Undd ,
where {an}n∈Zd is a rapidly decaying sequence of complex numbers. There are d closed
densely defined derivations on C(Tdθ) with the common domain C
∞(Tdθ) whose values on
Uk are given by
δj(Uk) = δjkUk.
We note that δj(a)
∗ = −δj(a∗), for any a ∈ C∞(Tdθ). The noncommutative d-tori possess
a tracial state ϕ which acts on C∞(Tdθ) as
ϕ(
∑
anU
n1
1 · · ·Undd ) = a0.
The trace ϕ is compatible with the derivations δj , i.e. ϕ ◦ δj = 0. This implies that a
version of the integration by parts is valid on Tdθ,
ϕ(aδj(b)) = −ϕ(δj(a)b), a, b ∈ C∞(Tdθ), j = 1, · · · , d.
The subalgebra C∞(Tdθ) for θ = 0, is indeed the algebra of smooth functions on the
d-dimensional flat torus Td = Rd/(2piZ)d. In this case, the derivations δj are nothing but
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1
i
∂
∂xj
while the trace ϕ is the (normalized) integration with respect to the volume form
dx1 · · · dxd.
Connes’ pseudodifferential calculus on the noncommutative d-tori can be constructed,
as a special case of the general theory developed in [4] for C∗-dynamical systems, using the
action of Rd on C(Tdθ) by *-automorphisms given by
αs(U
n1
1 · · ·Undd ) = eis·nUn11 · · ·Undd , s = (s1, · · · , sd) ∈ Rd.
We fix the following notations for a non-negative integer multi-index α = (α1, · · · , αd):
∂α =
∂α1
∂ξα11
· · · ∂
αd
∂ξαdd
, δα = δα11 · · · δαdd , |α| =
∑
αj , and α! = α1! · · ·αd!.
A smooth map ρ : Rd → C∞(Tdθ) is called a symbol of order m, if
(i) For every multi-indices of non-negative integers α and β, there exists a constant C
such that
‖δα∂β(ρ(ξ))‖ ≤ C(1 + |ξ|)m−|β|.
(ii) There exists a smooth map K : Rd → C∞(Tdθ) such that
lim
λ→∞
λ−mρ(λξ1, · · · , λξd) = K(ξ1, · · · , ξd).
The space of all symbols of order m is denoted by Sm(Tdθ).
To every symbol ρ ∈ Sm(Tdθ), a pseudodifferential operator Pρ is assigned which on the
elements of C∞(Tdθ) is defined as
Pρ(a) =
1
(2pi)d
∫
Rd
eisξρ(ξ)αξ(a)dξ.
The composition Pρ1◦Pρ2 of two pseudodifferential operators Pρ1 and Pρ2 with symbols ρj ∈
Smj (Tdθ), is again a pseudodifferential operator with the product symbol ρ ∈ Sm1+m2(Tdθ)
asymptotically given by [4, Proposition 8]:
ρ ∼
∑
α≥0
∂α(ρ1)δ
α(ρ2)/α!. (1)
For more details on Connes’ pseudodifferential calculus we refer the reader to [4], for
generalized cases to [28, 8] and for recent account on the subject to [20, 21].
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2.2 Rearrangement Lemma
The rearrangement lemma appeared in [9] as a tool to evaluate integrals of the form∫ ∞
0
(uk2 + 1)−mb(uk2 + 1)umdu,
where k = eh/2 for some smooth selfadjoint element h ∈ C∞(T2θ) and an element b which
do not necessarily commute with h. A version of the lemma, dealing with more than one b,
then appeared in [8, 14]. Later, a detailed study of this type of integrals has been carried
out in [27], where a new proof for more general version of the lemma is offered and a
different point of view of such computations is provided. In [27] for
∏
fj(u, x) satisfying
an integrability condition (see [27, Theorem 3.4]) a formula for the integral∫ ∞
0
f0(u, k)b1f1(u, k)ρ2 · · · bnfn(u, k)du,
is given. This approach uses the multiplication map µ : a1 ⊗ a2 ⊗ · · · ⊗ an 7→ a1a2 · · · an
from the projective tensor product A⊗γ(n) to A. The above integrals are expressed as the
contraction of the product of an element F (k(0), · · · , k(n)) of A⊗γ(n+1), which is given by a
multivariate functional calculus, and the element b1 ⊗ b2 ⊗ · · · bn ⊗ 1 which is
µ
(
F (k(0), · · · , k(n))(b1 ⊗ b2 ⊗ · · · bn ⊗ 1)
)
.
We shall use the convention that such an element will be written as
F (k(0), · · · , k(n))(b1 · b2 · · · · bn). (2)
An element in the form of (2) will be said is written in the contraction form. We call the
first part F (h(0), · · · , h(n+1)) the commutative part or operator part of the element, while
the second part, b1 · b2 . . . bn, will be called the noncommutative part of the element.
The following lemma is a version of the rearrangement lemma that we will use in this
work and it can be proved exactly as in [27, Theorem 3.4] with a slight change in the domain
of integration from [0,∞) to any domain in RN .
Lemma 2.1 (Rearrangement lemma). Let A be a unital C∗-algebra, h ∈ A be a selfadjoint
element, and Λ be an open neighborhood of the spectrum of h in R. For a domain U in RN ,
let fj : U × Λ → C for 0 ≤ j ≤ n be smooth functions such that f(u, λ) =
∏n
j=0 fj(u, λj)
satisfies the following integrability condition: for any compact subset K ⊂ Λn+1 and every
given integer multi-index α we have∫
U
sup
λ∈K
|∂αλ f(u, λ)|du <∞.
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Then, ∫
U
f0(u, h)b1f1(u, h) · · · bnfn(u, h)du = F (h(0), h(1), · · · , h(n))(b1 · b2 · · · bn), (3)
where F (λ) =
∫
U f(u, λ)du.
For more information on the functional calculus F (h(0), h(1), · · · , h(n)) on A⊗γ(n+1) and its
relation to the Bochner integral
∫
U f(u, h(0), h(1), · · · , h(n))du, we refer the reader to [27,
Section 3.2].
Remark 2.1. Equation (3) shows that integration is a source to generate elements in the
contraction form. Using lemma 2.1, as noted in [27, Remark 3.3], every expression in the
contraction form with a Schwartz function F ∈ S(Rn+1) used in the operator part can
indeed be obtained using an integral such as the one in the left hand side of equation (3).
To see this, it is enough to set
fn(ξ, λ) = fˆ(ξ)e
iξnλ, fj(ξ, λ) = e
iξjλ, 0 ≤ j ≤ n− 1,
and f(ξ, λ0, · · · , λn) =
∏n
j=0 fj(ξ, λj). By the Fourier inversion formula, we have F (λ) =∫
f(ξ, λ)dξ. Then, Lemma 2.1 gives the equality
F (h(0), · · · , h(n))(b1 · b2 · · · bn) =
∫
Rn
eiξ0hb1e
iξ1hb2 · · · bneiξnhfˆ(ξ)dξ. (4)
This fact will be used several times in this work.
2.3 Newton divided differences and closed derivations
As an application of the rearrangement lemma, we find a formula for the derivative of a
smooth element written in contraction form in terms of the (partial) divided differences of
the function used in the functional part and the derivatives of the noncommutative part.
We first briefly review the Newton divided differences.
Let x0, x1, · · · , xn be distinct points in an interval I ⊂ R and let f be a function
on I. The nth-order Newton divided difference of f , denoted by [x0, x1, · · · , xn; f ], is the
coefficient of xn in the interpolating polynomial of f at the given points. In other words, if
the interpolating polynomial is p(x) then
p(x) = pn−1(x) + [x0, x1, · · · , xn; f ](x− x0) · · · (x− xn−1),
where pn−1(x) is a polynomial of degree at most n − 1. The following is the recursive
formula for the divided difference which justifies the name, divided difference.
[x0; f ] = f(x0)
[x0, x1, · · · , xn; f ] = [x1, · · · , xn; f ]− [x0, x1, · · · , xn−1; f ]
xn − x0 .
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The divided difference is also given by the explicit formula
[x0, x1, · · · , xn; f ] =
n∑
j=0
f(xj)∏
j 6=l(xj − xl)
.
It is clear that the nth-order divided difference, as a function of xj’s, is a symmetric function.
There are different integral formulas for the divided differences from which we will use
the Hermite-Genocchi formula (cf. e.g. [1, Theorem 3.3]). For an n times continuously
differentiable function f , Hermite-Genocchi formula gives
[x0, · · · , xn; f ] =
∫
Σn
f (n)
( n∑
j=0
sjxj
)
ds, (5)
where Σn denotes the standard n-simplex
Σn =
{
(s0, . . . , sn) ∈ Rn+1
∣∣∣ n∑
j=0
sj = 1 and sj ≥ 0 for all j
}
.
We refer the reader to [33, Chapter 1] or [1, Section 3.2] for more details on the Newton
divided differences.
Let δ be a (densely defined, unbounded) closed derivation on a C∗-algebra A. If a ∈
Dom(δ), then eza ∈ Dom(δ) for any z ∈ C [34, p. 68] and
δ(eza) = z
∫ 1
0
ezsaδ(a)ez(1−s)ads. (6)
Using the rearrangement lemma, one can go one step further and show that the derivation
of f(h) can be presented in the contraction form. In [9] this result is used for f(x) = exp(x)
as a corollary of the expansional formula for eA+B and in [27], the expansional formula is
proved for general functions [27, Proposition 3.7]. The following theorem gives the result
not only for f(h) but for any element written in the contraction form.
Theorem 2.2. Let δ be a closed derivation of a C∗-algebra A and h ∈ Dom(δ) be a
selfadjoint element.
i) Let f : R→ C be a smooth function. Then, f(h) ∈ Dom(δ) and
δ(f(h)) = [h(0), h(1); f ](δ(h)).
ii) Let bj ∈ Dom(δ), 1 ≤ j ≤ n, and let f : Rn+1 → C be a smooth function. Then
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f(h(0), · · · , h(n))(b1 · b2 · · · · · bn) is in the domain of δ and
δ(f(h(0), · · · , h(n))(b1 · b2 · · · bn))
=
n∑
j=1
f(h(0), · · · , h(n))
(
b1 · · · bj−1 · δ(bj) · bj+1 · · · bn
)
+
n∑
j=0
fj(h(0), · · · , h(n+1))
(
b1 · · · bj · δ(h) · bj+1 · · · bn
)
,
where fj(t0, · · · , tn+1), which we call the partial divided difference, is defined as
fj(t0, · · · , tn+1) = [tj, tj+1; t 7→ f(t0, · · · , tj−1, t, tj+2, · · · , tn)] .
Proof. It is enough to assume that f is a Schwartz class function on R. We have
f(h) =
∫
R
eihξ fˆ(ξ)dξ,
where fˆ is the Fourier transform of the function f . By closedness of δ, we can then change
the order of integration and derivation:
δ(f(h)) =
∫
R
δ(eihξ)fˆ(ξ)dξ
=
∫
R
iξ
∫ 1
0
eiξshδ(h)eiξ(1−s)hdsfˆ(ξ)dξ
= C
(∫
R
∫ 1
0
eiξsh ⊗ eiξ(1−s)hiξfˆ(ξ)dsdξ(δ(h) ⊗ 1)
)
= F (h(0), h(1))(δ(h)).
Here F (t0, t1) is the function given by the integral∫
R
∫ 1
0
eiξst0eiξ(1−s)t1 iξfˆ(ξ)dsdξ.
Using Hermite-Genocchi formula (5) and the properties of the Fourier transform, we have
F (t0, t1) =
∫ 1
0
∫
R
eiξ(st0+ξ(1−s)t1)iξfˆ(ξ)dξds =
∫ 1
0
f ′(st0 + ξ(1− s)t1)ds = [t0, t1; f ].
We prove the part ii) only for n = 1; the proof of the general case follows similarly. We
first use Remark 2.1 to write f(h(0), h(1))(b1) as an integral
f(h(0), h(1))(b1) =
∫
R2
eiξ1hb1e
iξ2hfˆ(ξ)dξ.
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The Leibniz rule together with the fact that δ is closed imply that
δ
(
f(h(0), h(1))(b1)
)
= δ
( ∫
R2
eiξ1hb1e
iξ2hfˆ(ξ)dξ
)
=
∫
R2
δ
(
eiξ1h
)
b1e
iξ2hfˆ(ξ)dξ +
∫
R2
eiξ1hδ
(
b1
)
eiξ2hfˆ(ξ)dξ +
∫
R2
eiξ1hb1δ
(
eiξ2h
)
fˆ(ξ)dξ
=
∫
R2
∫ 1
0
iξ1e
isξ1hδ(h)ei(1−s)ξ1hb1eiξ2hfˆ(ξ)dsdξ
+
∫
R2
eiξ1hδ(b1)e
iξ2hfˆ(ξ)dξ
+
∫
R2
∫ 1
0
iξ2e
iξ1hb1e
isξ2hδ(h)ei(1−s)ξ2hfˆ(ξ)dsdξ
= f1(h(0), h(1), h(2))(b1 · δ(h)) + f(h(0), h(1))(δ(b1)) + f2(h(0), h(1), h(2))(δ(h) · b1),
where
f1(t0, t1, t2) =
∫
R2
∫ 1
0
iξ1e
isξ1t0ei(1−s)ξ1t1eiξ2t2 fˆ(ξ)dsdξ = [t0, t1; f(·, t2)],
f2(t0, t1, t2) =
∫
R2
∫ 1
0
iξ2e
iξ1t0eisξ2t1ei(1−s)ξ2t0 fˆ(ξ)dsdξ = [t1, t2; f(t0, ·)].
Corollary 2.3. Let h be a selfadjoint element in a C∗-algebra A and let δ1 and δ2 be two
closed derivations. If h ∈ Dom(δ2) and δ2(h) ∈ Dom(δ1), then for any smooth function f
we have
δ1δ2(f(h)) =
[
h(0), h(1), h(2); f
]
(δ2(h) · δ1(h) + δ1(h) · δ2(h)) +
[
h(0), h(1); f
]
(δ1δ2(h)).
Proof. Using Theorem 2.2, we have
δ1δ2(f(h)) =δ1 (δ2(f(h))) = δ1
([
h(0), h(1); f
]
(δ2(h))
)
=
[
h(0), h(1); f
]
(δ1δ2(h))
+
[
h(0), h(1); t 7→ [t, h(2); f ]
]
(δ1(h) · δ2(h))
+
[
h(1), h(2); t 7→ [h(0), t; f ]
]
(δ2(h) · δ1(h)) .
The functional part of the last two terms, by the definition of second order divided difference
and invariance of divided difference under the permutation of variables tj’s, are equal to[
h(0), h(1), h(2); f
]
. The proof is done using the fact that the contraction is linear with
respect to the noncommutative part.
This corollary can also be deduced from the variational formula used in [27, Example
3.9]. In the case of the noncommutative two tori, the conditions of Corollary 2.3 are
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automatically satisfied for any smooth selfadjoint element h = h∗ ∈ C∞(T2θ). For f(t) = e
t
2 ,
we have [
t0, t1, t2; e
t
2
]
=
et0/2
(t0 − t1)(t0 − t2) +
et1/2
(t1 − t0)(t1 − t2) +
et2/2
(t2 − t0)(t2 − t1)
= et0/2
(t1 − t2) + (t2 − t0)e(t1−t0)/2 + (t0 − t1)e(t2−t0)/2
(t0 − t1)(t0 − t2)(t1 − t2) ,[
t0, t1; e
t
2
]
=
et0/2 − et1/2
t0 − t1 = e
t0/2 1− e(t1−t0)/2
t0 − t1 .
This is in complete agreement with the formula (6.8) in [8] by setting
s = t1 − t0, t = t2 − t1, and h = 2 log(k).
3 Heat trace asymptotics for Laplace type h-differential op-
erators
Following the strategy underlined in the previous section, we shall compute the first three
terms of the symbol of the parametrix of an elliptic operator on the noncommutative tori
with a positive definite principal symbol whose symbol is given in the contraction form.
These terms will be given in the contraction form as well.
3.1 Laplace type h-operators and their paramatrix
In the following definition we introduce a new class of differential operators on noncommu-
tative tori that generalize the already studied classes.
Definition 3.1. Let h ∈ C∞(Tdθ) be a smooth selfadjoint element.
i) By an h-differential operator on Tdθ , we mean a differential operator P =
∑
α pαδ
α,
with C∞(Tdθ)-valued coefficients pα which can be written in the contraction form
pα = Pα,α1,··· ,αk(h(0), · · · , h(k))(δα1(h) · · · δαk(h)).
ii) We call a second order h-differential operator P a Laplace type h-differential operator
if its symbol is a sum of homogeneous parts pj of the form
p2 = P
ij
2 (h)ξiξj ,
p1 = P
ij
1 (h(0), h(1))(δi(h))ξj ,
p0 = P
ij
0,1(h(0), h(1))(δiδj(h)) + P
ij
0,2(h(0), h(1), h(2))(δi(h) · δj(h)),
(7)
where the principal symbol p2 : R
d → C∞(Tdθ) is a C∞(Tdθ)-valued quadratic form
such that p2(ξ) > 0 for all ξ ∈ Rd.
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We can allow the symbols to be matrix valued, that is pj : R
d → C∞(Tdθ)⊗Mn(C), provided
that all p2(ξ) ∈ C∞(Tdθ)⊗ In for all nonzero ξ ∈ Rd.
Example 3.1. Many of the differential operators on noncommutative tori which were studied
in the literature are Laplace type h-differential operators. For instance, the two differential
operators on T2θ whose spectral invariants are studied in [15, 8] are indeed Laplace type
h-differential operator. Using the notation of [8, Lemma 1.11], k = eh/2, these operators
are given by
k△k = kδδ∗k, △(0,1)ϕ = δ∗k2δ,
where, δ = δ1 + τ¯ δ2 and δ
∗ = δ1 + τδ2 for some complex number τ in the upper half
plane. The operator k△k is antiunitary equivalent to the Laplacian on the functions on
T
2
θ equipped with the conformally flat metric k
2
(
1 ℜ(τ)
ℜ(τ) |τ |2
)
. We shall construct this
operator in all dimensions for the more general class of metrics, which will be introduced
in Section 4.1, and study it in details then. On the other hand, the symbol of the other
operator △(0,1)ϕ is the sum of the following homogeneous terms [8, Lemma 6.1] :
p2(ξ) =k
2(ξ21 + 2ℜ(τ)ξ1ξ2 + |τ |2ξ22),
p1(ξ) =(δ1(k
2) + τδ2(k
2))ξ1 + (τ¯ δ1(k
2) + |τ |2δ2(k2))ξ2,
p0(ξ) =0.
Clearly, we have
p112 (t) = e
t, p122 (t) = p
21
2 (t) = ℜ(τ)et, p222 (t) = |τ |2et,
and using Corollary 2.3, we obtain the other functions
P 1,11 (t0, t1) = [t0, t1; e
u] , P 2,11 (t0, t1) = τ [t0, t1; e
u] ,
P 1,21 (t0, t1) =τ¯ [t0, t1; e
u] , P 2,21 (t0, t1) = |τ |2 [t0, t1; eu] .
Remark 3.1. The Laplace type h-operators can also be made sense on smooth vector bundles
on manifolds, where h can be taken (locally) as a function or an endomorphism of the
bundle. If h is a function, then a Laplace type h-differential operator is indeed a Laplace
type operator. However, if h is an endomorphism, these operators belong to a different
class of elliptic operators of order two for which some aspects of its heat trace densities
are studied in [22, 2]. The matrix-valued conformally perturbed Dirac operator on smooth
manifolds, which is an h-differential operator, is also studied recently in [25].
Let P be a positive Laplace type h-differential operator. For any λ in C\R≥0, the
operator (P −λ)−1 is a classical pseudodifferential operator of order −2, i.e. its symbol can
be written as
σ
(
(P − λ)−1) = b0(ξ, λ) + b1(ξ, λ) + b2(ξ, λ) + · · · ,
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where bj is a homogeneous symbol of order −2− j. The following recursive formula for bj’s
can be obtained from the product formula for symbols (1).
b0(ξ, λ) = (p2(ξ)− λ)−1,
bn(ξ, λ) = −
n−1∑
j=0
2∑
k=0
∑
|α|=n−j+k−2
∂αbj(ξ, λ) δ
α(pk(ξ)) b0(ξ, λ)/α! n > 0.
(8)
If we start off with symbols written in the contraction form, the formula (8) shows that all
bn(ξ, λ)’s can also be computed in the contraction form using Theorem 2.2. In the rest of
this section, we compute the terms b0(ξ, λ), b1(ξ, λ) and b2(ξ, λ) in the contraction form as
follows.
Term b0(ξ, λ): This term is defined as b0(ξ, λ) = (p2(ξ)− λ)−1 and it can be written as
b0(ξ, λ) = B0(h), B0(t0) = (P
ij
2 (t0)ξiξj − λ)−1.
We choose to overlook the dependence of B0 on the variables ξ and λ in its notation.
Term b1(ξ, λ): Using (8), we have
b1 = −b0(ξ, λ)p1(ξ)b0(ξ, λ) −
∑
∂ib0(ξ, λ) δi(p2(ξ))b0(ξ, λ).
We then write each term of the above expression in the contraction form:
−b0(ξ, λ)p1(ξ)b0(ξ, λ) = −ξjB0(h(0))P ij1 (h(0), h(1))B0(h(1))(δi(h)),
∂ib0(ξ, λ) = −2P ij2 (h)B20(h)ξj ,
δi(p2(ξ)) = ξkξℓ
[
h(0), h(1);P
kℓ
2
]
(δi(h)),
−
∑
∂ib0(ξ, λ) δi(p2(ξ))b0(ξ, λ) = 2ξjξkξℓP
ij
2 (h(0))B
2
0(h(0))
[
h(0), h(1);P
kℓ
2
]
B0(h(1))(δi(h)).
Therefore, b1(ξ, λ) = B
i
1(ξ, λ, h(0), h(1))(δi(h)), where
Bi1(ξ, λ, t0, t1) = −ξjB0(t0)P ij1 (t0, t1)B0(t1) + 2ξjξkξℓP ij2 (t0)B20(t0)
[
t0, t1;P
kℓ
2
]
B0(t1).
Term b2(ξ, λ): Formula (8) for n = 2, gives b2(ξ, λ) in terms of b0(ξ, λ) and b1(ξ, λ) and
pj(ξ)’s:
b2(ξ, λ) =− b0(ξ, λ)p0(ξ)b0(ξ, λ) − b1(ξ, λ)p1(ξ)b0(ξ, λ)
−
∑
∂ib0(ξ, λ) δi(p1(ξ))b0(ξ, λ)−
∑
∂ib1(ξ, λ) δi(p2(ξ))b0(ξ, λ)
−
∑ 1
2
∂i∂jb0(ξ, λ)δiδj(p2(ξ))b0(ξ, λ).
(9)
To compute b2(ξ, λ) we need ∂jb1(ξ, λ). First, we should note that
∂ib1(ξ, λ) = ∂j
(
Bi1(ξ, λ, h(0), h(1))(δi(h))
)
= ∂j
(
Bi1(ξ, λ, h(0), h(1))
)
(δi(h)).
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Hence, we have
∂jB
i
1(ξ, λ, t0, t1) =−B0(t0)P ij1 (t0, t1)B0(t1)
+ 2ξkξℓP
jℓ
2 B
2
0(t0)P
ik
1 (t0, t1)B0(t1)
+ 2ξkξℓB0(t0)P
ik
1 (t0, t1)P
jℓ
2 B
2
0(t1)
+ 2 ξℓξmP
ij
2 B
2
0(t0)
[
t0, t1;P
ℓm
2
]
B0(t1)
+ 4ξkξℓP
ik
2 (t0)B
2
0(t0)
[
t0, t1;P
jℓ
2
]
B0(t1)
− 8ξkξℓξmξnP ik2 (t0)P jn2 (t0)B30(t0)
[
t0, t1;P
ℓm
2
]
B0(t1)
− 4ξkξℓξmξnP ik2 (t0)B20(t0)
[
t0, t1;P
ℓm
2
]
P jn2 (t1)B
2
0(t1).
(10)
We now compute each term of expression (9) separately:
−b0(ξ, λ)p0(ξ)b0(ξ, λ) =−B0(h(0))P ij0,1(h(0), h(1))B0(h(1))(δiδj(h))
−B0(h(0))P ij0,2(h(0), h(1), h(2))B0(h(2))(δi(h) · δj(h)).
The second term of the sum (9) is equal to
− b1(ξ, λ)p1(ξ)b0(ξ, λ) =(
ξkξℓB0(h(0))P
ik
1 (h(0), h(1))B0(h(1))P
jℓ
1 (h(1), h(2))B0(h(2))
− 2ξkξℓξmξnP im2 B20(h(0))
[
h(0), h(1);P
kℓ
2 ]B0(h(1))P
jn
1 (h(1), h(2))B0(h(2))
)
(δi(h) · δj(h)).
We need δi(p1(ξ)) for the next term;
δi(p1(ξ)) =ξℓP
jℓ
1 (h(0), h(1))
(
δiδj(h)
)
+ ξℓ
[
h(0), h(1);P
jℓ
1 (·, h(2))
] (
δi(h) · δj(h)
)
+ ξℓ
[
h(1), h(2);P
jℓ
1 (h(0), ·)
] (
δj(h) · δi(h)
)
.
Then, the third term of (9) is given by
−
∑
∂ib0(ξ, λ)δi(p1(ξ))b0(ξ, λ)
= 2ξkξℓP
ik
2 B
2
0(h(0))P
jℓ
1 (h(0), h(1))B0(h(1))
(
δiδj(h)
)
+ 2ξkξℓP
ik
2 B
2
0(h(0))
[
h(0), h(1);P
jℓ
1 (·, h(2))
]
B0(h(2))
(
δi(h) · δj(h)
)
+ 2ξkξℓP
ik
2 B
2
0(h(0))
[
h(1), h(2);P
jℓ
1 (h(0),·)
]
B0(h(2))
(
δj(h) · δi(h)
)
.
Considering (10), it can readily be seen that −∑j ∂j(b1)δj(p2)b0 is of the form
F ij(h(0), h(1), h(2))(δi(h) · δj(h)),
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where
F ij(t0, t1, t2) = ξkξℓB0(t0)P
ij
1 (t0, t1)B0(t1)
[
t1, t2;P
kℓ
2
]
B0(t2)
− 2ξkξℓξmξnP jℓ2 (t0)B20(t0)P ik1 (t0, t1)B0(t1)
[
t1, t2;P
mn
2
]
B0(t2)
− 2ξkξℓξmξnB0(t0)P ik1 (t0, t1)P jℓ2 (t1)B20(t1)
[
t1, t2;P
mn
2
]
B0(t2)
− 2 ξkξℓξmξnP ij2 (t0)B20(t0)
[
t0, t1;P
ℓm
2
]
B0(t1)
[
t1, t2;P
kn
2
]
B0(t2)
− 4ξkξℓξmξnP ik2 (t0)B20(t0)
[
t0, t1;P
jℓ
2
]
B0(t1)
[
t1, t2;P
mn
2
]
B0(t2)
+ 8ξkξℓξmξnξpξqP
ik
2 (t0)P
jn
2 (t0)B
3
0(t0)
[
t0, t1;P
ℓm
2
]
B0(t1)
[
t1, t2;P
pq
2
]
B0(t2)
+ 4ξkξℓξmξnξpξqP
ik
2 (t0)B
2
0(t0)
[
t0, t1;P
ℓm
2
]
P jn2 (t1)B
2
0(t1)
[
t1, t2;P
pq
2
]
B0(t2).
To compute the very last term −∑i,j 12∂i∂jb0(ξ, λ)δiδj(p2(ξ))b0(ξ, λ), we first write the
terms 12∂i∂jb0(ξ, λ) and δiδj(p2(ξ)) in the contraction form:
1
2
∂i∂jb0(ξ, λ) = −P ij2 (h)B20(h) + 4ξkξℓP ik2 P jℓ2 (h)B30(h),
and
δiδj(p2(ξ)) = ξmξn
[
h(0), h(1);P
mn
2
] (
δiδj(h)
)
+ ξmξn
[
h(0), h(1), h(2);P
mn
2
] (
δi(h) · δj(h)
)
+ ξmξn
[
h(0), h(1), h(2);P
mn
2
] (
δj(h) · δi(h)
)
.
Therefore, the last term of (9) is given by the following formula:
−
∑
i,j
1
2
∂i∂jb0(ξ, λ)δiδj(p2(ξ))b0(ξ, λ) =
+ ξkξℓP
ij
2 B
2
0(h(0))
[
h(0), h(1);P
kℓ
2
]
B0(h(1))
(
δiδj(h)
)
− 4ξkξℓξmξnP ik2 P jℓ2 (h(0))B30(h(0))
[
h(0), h(1);P
mn
2
]
B0(h(1))
(
δiδj(h)
)
+ 2ξkξℓP
ij
2 B
2
0(h(0))
[
h(0), h(1), h(2);P
kℓ
2
]
B0(h(2))
(
δi(h) · δj(h)
)
− 8ξkξℓξmξnP ik2 P jℓ2 B30(h(0))
[
h(0), h(1), h(2);P
mn
2
]
B0(h(2))
(
δi(h) · δj(h)
)
.
Adding all the terms, b2(ξ, λ) is found to be
b2(ξ, λ) = B
ij
2,1(ξ, λ, h(0), h(1))
(
δiδj(h)
)
+Bij2,2(ξ, λ, h(0), h(1), h(2))
(
δi(h) · δj(h)
)
,
where the functions Bij2,k are given by
Bij2,1(ξ, λ, t0, t1) =−B0(t0)P ij0,1(t0, t1)B0(t1)
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+ 2ξkξℓB
2
0(t0)P
ik
2 (t0)P
jℓ
1 (t0, t1)B0(t1)
+ ξkξℓB
2
0(t0)P
ij
2 (t0)
[
t0, t1;P
kℓ
2
]
B0(t1)
− 4ξkξℓξmξnB30(t0)P ik2 (t0)P jℓ2 (t0)
[
t0, t1;P
mn
2
]
B0(t1) ,
and
Bij2,2(ξ, λ, t0, t1, t2) = −B0(t0)P ij0,2(t0, t1, t2)B0(t2)
+ ξkξℓB0(t0)P
ik
1 (t0, t1)B0(t1)P
jℓ
1 (t1, t2)B0(t2)
− 2ξkξℓξmξnP im2 B20(t0)
[
t0, t1;P
kℓ
2
]
B0(t1)P
jn
1 (t1, t2)B0(t2)
+ 2ξkξℓP
ik
2 B
2
0(t0)
[
t0, t1;P
jℓ
1 (·, t2)
]
B0(t2)
+ 2ξkξℓP
jk
2 B
2
0(t0)
[
t1, t2;P
iℓ
1 (h(0),·)
]
B0(t2)
+ ξkξℓB0(t0)P
ij
1 (t0, t1)B0(t1)
[
t1, t2;P
kℓ
2
]
B0(t2)
− 2ξkξℓξmξnP jℓ2 B20(t0)P ik1 (t0, t1)B0(t1)
[
t1, t2;P
mn
2
]
B0(t2)
− 2ξkξℓξmξnB0(t0)P ik1 (t0, t1)P jℓ2 (t1)B20(t1)
[
t1, t2;P
mn
2
]
B0(t2)
− 2 ξkξℓξmξnP ij2 B20(t0)
[
t0, t1;P
ℓm
2
]
B0(t1)
[
t1, t2;P
kn
2
]
B0(t2)
− 4ξkξℓξmξnP ik2 B20(t0)
[
t0, t1;P
jℓ
2
]
B0(t1)
[
t1, t2;P
mn
2
]
B0(t2)
+ 8ξkξℓξmξnξpξqP
ik
2 P
jn
2 B
3
0(t0)
[
t0, t1;P
ℓm
2
]
B0(t1)
[
t1, t2;P
pq
2
]
B0(t2)
+ 4ξkξℓξmξnξpξqP
ik
2 B
2
0(t0)
[
t0, t1;P
ℓm
2
]
P jn2 B
2
0(t1)
[
t1, t2;P
pq
2
]
B0(t2)
+ 2ξkξℓP
ij
2 B
2
0(t0)
[
t0, t1, t2;P
kℓ
2
]
B0(t2)
− 8ξkξℓξmξnP ik2 P jℓ2 B30(t0)
[
t0, t1, t2;P
mn
2
]
B0(t2).
Note that in the above formulas, B0(t) is always a scalar function and commutes with the
other terms P jki which can be matrix valued functions. Hence, we can bring all the powers
of B0’s in each summand up front and group them with the other scalar terms such as ξj’s.
But, the order of the other terms must stay untouched to respect the noncommutativity of
matrix product. This is what we will do in the next section while we find a formula for the
integral of these terms.
3.2 Coefficients of the asymptotic expansion of the heat trace
Using the Cauchy integral formula, we have
e−tP =
−1
2pii
∫
γ
e−tλ(P − λ)−1dλ, t > 0.
Here γ is a contour around the non-negative real line with the counter clockwise orientation.
The expansion of the symbol of the paramatrix σ((P − λ)−1) can be used to find the
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asymptotic expansion of the localized heat trace Tr(ae−tP ) as t→ 0+ for any a ∈ C∞(Tdθ):
Tr(ae−tP ) ∼
∞∑
n=0
cn(a)t
(n−d)/2.
Here, each cn(a) can be written as ϕ(abn) for some bn = bn(P ) ∈ C∞(Tdθ), where
bn(P ) =
1
(2pi)d
∫
Rd
−1
2pii
∫
γ
bn(ξ, λ)dλdξ. (11)
For more details see e.g. [9] for the noncummtative tori or [19] for a similar computation
in the commutative case. Using the rearrangement lemma (Lemma 2.1) and the fact that
the contraction map and integration commute, we can readily see that
b2(P ) =
(
1
(2pi)d
∫
Rd
−1
2pii
∫
γ
Bij2,1(ξ, λ, h(0), h(1)) e
−λdλdξ
)(
δiδj(h)
)
+
(
1
(2pi)d
∫
Rd
−1
2pii
∫
γ
Bij2,2(ξ, λ, , h(0) , h(1), , h(2)) e
−λdλdξ
)(
δi(h) · δj(h)
)
.
The dependence of Bij2,k on λ comes only from different powers of B0 in its terms, while its
dependence on ξj’s is the result of appearance of ξj as well as of B0 in the terms. Therefore,
the contour integral will only contain e−λ and product of powers of B0(tj). Hence, we need
to deal with a certain kind of contour integral for which we shall use the following notation
and will call them T -functions:
Tn;α(t0, · · · , tn) := −1
pid/2
∫
Rd
ξn1 · · · ξn2|α|−4
1
2pii
∫
γ
e−λBα00 (t0) · · ·Bαn0 (tn)dλdξ, (12)
where n = (n1, · · · , n2|α|−4) and α = (α0, · · · , αn). We study T -functions and their prop-
erties in Subsection 3.3. Now, we write a formula for b2(P ).
Proposition 3.1. For a positive Laplace type h-differential operator P with the symbol
given by (7), the term b2(P ) in the contraction form is given by
b2(P ) = (4pi)
−d/2
(
Bij2,1(h(0), h(1))
(
δiδj(h)
)
+Bij2,2(h(0), h(1), h(2))
(
δi(h) · δj(h)
))
,
where the functions are defined by
Bij2,1(t0, t1) =− T;1,1(t0, t1)P ij0,1(t0, t1) + 2Tkℓ;2,1(t0, t1)P ik2 (t0)P jℓ1 (t0, t1)
+ Tkℓ;2,1(t0, t1)P
ij
2 (t0)
[
t0, t1;P
kℓ
2
]
− 4Tkℓmn;3,1(t0, t1)P ik2 (t0)P jℓ2 (t0)
[
t0, t1;P
mn
2
]
,
19
and
Bij2,2(t0, t1, t2) =− T;1,1(t0, t2)P ij0,2(t0, t1, t2)
+ Tkℓ;1,1,1(t0, t1, t2)P
ik
1 (t0, t1)P
jℓ
1 (t1, t2)
− 2Tkℓmn;2,1,1(t0, t1, t2)P im2 (t0)
[
t0, t1;P
kℓ
2
]
P jn1 (t1, t2)
+ 2Tkℓ;2,1(t0, t2)P
ik
2 (t0)
[
t0, t1;P
jℓ
1 (·, t2)
]
+ 2Tkℓ;2,1(t0, t2)P
jk
2 (t0)
[
t1, t2;P
iℓ
1 (t0, ·)
]
+ Tkℓ;1,1,1(t0, t1, t2)P
ij
1 (t0, t1)
[
t1, t2;P
kℓ
2
]
− 2Tkℓmn;2,1,1(t0, t1, t2)P jℓ2 (t0)P ik1 (t0, t1)
[
t1, t2;P
mn
2
]
− 2Tkℓmn;1,2,1(t0, t1, t2)P ik1 (t0, t1)P jℓ2 (t1)
[
t1, t2;P
mn
2
]
− 2Tkℓmn;2,1,1(t0, t1, t2)P ij2 (t0)
[
t0, t1;P
ℓm
2
] [
t1, t2;P
kn
2
]
− 4Tkℓmn;2,1,1(t0, t1, t2)P ik2 (t0)
[
t0, t1;P
jℓ
2
] [
t1, t2;P
mn
2
]
+ 8Tkℓmnpq;3,1,1(t0, t1, t2)P
ik
2 (t0)P
jn
2 (t0)
[
t0, t1;P
ℓm
2
] [
t1, t2;P
pq
2
]
+ 4Tkℓmnpq;2,2,1(t0, t1, t2)P
ik
2 (t0)
[
t0, t1;P
ℓm
2
]
P jn2 (t1)
[
t1, t2;P
pq
2
]
+ 2Tkℓ;2,1(t0, t2)P
ij
2 (t0)
[
t0, t1, t2;P
kℓ
2
]
− 8Tkℓmn;3,1(t0, t2)P ik2 (t0)P jℓ2 (t0)[t0, t1, t2;Pmn2
]
.
The computation of the higher heat trace densities for a Laplace type h-operator can
be similarly carried out; expecting more terms in the results. This would give a way to
generalize results obtained for the conformally flat noncommutative two torus in [6], where
b4 of the Laplacian D
2 of the Dirac operator D is computed.
3.3 T -functions and their properties
Evaluating T -functions (12), are the only parts of formulas for Bi,j2,1 and B
i,j
2,2 that need to
be evaluated, is not always an easy task. We give a concise integral formula for T -functions
and study their properties in this section and later on show that in some cases, they can
be computed explicitly.
We start with the contour integral in (12). It is evident that there are functions fα1,··· ,αn
such that
−1
2pii
∫
γ
e−λBα00 (t0) · · ·Bαn0 (tn)dλ = fα0,··· ,αn
(‖ξ‖2t0 , · · · , ‖ξ‖2tn) .
Here, we denoted P ij2 (tk)ξiξj by ‖ξ‖2tk . Examples of such functions are
f1,1(x0, x1) = − e
−x0
x0 − x1 −
e−x1
x1 − x0 , f2,1(x0, x1) = −
e−x0
x0 − x1 −
e−x0
(x0 − x1)2 +
e−x1
(x1 − x0)2 .
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We can indeed find a general formula for fα in terms of derivatives of the divided differences
of the function exp(−λ):
fα(x0, · · · , xn) = −1
2pii
∫
γ
e−λ
n∏
j=0
(xj − λ)−αjdλ
=
(−1)|α|+1
2pii
∫
γ
e−λ
n∏
j=0
(λ− xj)−αjdλ
=
(−1)|α|+1
β!
∂βx

 1
2pii
∫
γ
e−λ
n∏
j=0
(λ− xj)−1dλ


=
(−1)|α|+1
β!
∂βx
[
x0, · · · , xn;λ 7→ e−λ
]
,
where β is the multi-index (α0 − 1, · · · , αn − 1). In the last formula we used a contour
integral formula for divided differences of an analytic function which can be found in [33,
Section 1.7.]. Now, we can apply Hermite-Genocchi formula (5) for f(λ) = exp(−λ) and
rewrite fα as an integral
1
β!
∫
Σn
e−(
∑n
j=0 sjxj)
∏n
j=0 s
αj−1
j ds over the standard simplex. We
have
Tn;α(t0, · · · , tn) = pi−
d
2
∫
Rd
ξn1 · · · ξn2|α|−4fα0,··· ,αn
(‖ξ‖2t0 , · · · , ‖ξ‖2tn) dξ
= pi−
d
2
∫
Rd
ξn1 · · · ξn2|α|−4
1
β!
∫
Σn
e−〈
∑n
j=0 sjP2(tj)ξ,ξ〉
n∏
j=0
s
αj−1
j dsdξ
=
pi−
d
2
β!
∫
Σn
n∏
j=0
s
αj−1
j
∫
Rd
ξn1 · · · ξn2|α|−4e−〈
∑n
j=0 sjP2(tj)ξ,ξ〉dξds
=
1
2|α|−2β!
∫
Σn
n∏
j=0
s
αj−1
j
∑∏
n
(∑n
j=0 sjP2(tj)
)−1
ninσ(i)√
det
(∑n
j=0 sjP2(tj)
) ds.
In the last step, we applied the Wick’s theorem (See e.g. [26]) for the inner integral. We use∑∏
to denoted
∑
σ∈Π|α|−2
∏
i∈S/σ, where Πk is the set of all pairings on S = {1, · · · , 2k}.
For instance,∑∏
(k,ℓ)
Aninσ(i) = Akℓ and
∑∏
(k,ℓ,m,n)
Aninσ(i) = AkℓAmn +AkmAℓn +AknAℓm.
Putting it all together, we have proved the following lemma.
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Lemma 3.2. Let P2(t) be a positive definite d× d matrix of smooth real functions and let
B0(t0) = (P
ij
2 (t0)ξiξj − λ)−1. Then
Tn;α(t0, · · · , tn) = 1
2|α|−2β!
∫
Σn
n∏
j=0
s
αj−1
j
∑∏
n
P−1(s)ninσ(i)√
detP (s)
ds,
where P (s) =
∑n
j=0 sjP2(tj) and β = (α0 − 1, · · · , αn − 1).
For our purposes, we need only two types of T -functions:
Tn;α,1 =
1
2α−1(α− 1)!
∫ 1
0
sα−1
∑∏
n
P−1(s)ninσ(i)√
detP (s)
ds,
Tn;α0,α1,1 =
1
2α0+α1−1Γ(α0)Γ(α1)
∫ 1
0
∫ 1−s1
0
s
α0−1
0 s
α1−1
1
∑∏
n
P−1(s0, s1)ninσ(i)√
detP (s0, s1)
ds0ds1.
Remark 3.2. We list some basic properties of T -functions below:
i) Tnσ(1),··· ,nσ(k);α = Tn;α, σ ∈ S(n), σ ∈ Sk,
ii) Tn;ασ(0),ασ(1),··· ,ασ(n)(tσ(0), tσ(1), · · · , tσ(n)) = Tn;α0,α1,··· ,αn(t0, t1, · · · , tn), σ ∈ Sn+1
iii) lim
tn→t0
Tn;α0,··· ,αn−1,1(t0, t1, · · · , tn) = Tn;α0+1,··· ,αn−1(t0, t1, · · · , tn−1),
iv) Tn;α0,··· ,αj−1,0,αj+1,··· ,αn(t0, · · ·, tn) = Tn;α0,··· ,αj−1,αj+1,··· ,αn(t0, · · ·, tj−1, tj+1, · · ·, tn),
v) ∂∂tj Tn;α0,··· ,αn(t0, · · · , tn) = −αjP ′(tj)k,ℓTn,k,ℓ;α0,··· ,αj+1,··· ,αn(t0, · · · , tn).
Finally, we would like to point out a recursive formula for T -functions.
Lemma 3.3. Let n = (n1, · · · , nℓ) and n˜ = (n1, · · · , nℓ,m, n). Then, we have
Tn˜;α,1(t0, t1)(P2(t0)− P2(t1))mn =


Tn;α−1,1(t0, t1)−
∑∏
n
g(t0)ninσ(i)
2α−2Γ(α)
√
detP2(t0)
, α ≥ 2,
2
∑∏
n
g(t1)ninσ(i)√
detP2(t1)
−
2
∑∏
n
g(t0)ninσ(i)√
detP2(t0)
, α = 1,
and
Tn˜;α0,α1,1(t0, t1, t2)(P2(t1)−P2(t2))mn =


Tn;α0,α1−1,1(t0, t1, t2)− Tn;α0,α1(t0, t1), α1 ≥ 2,
Tn;α0,1(t0, t2)− Tn;α0,1(t0, t1), α1 = 1.
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Proof. The key point here lies in the following formula which is a direct result of Jacobi’s
formula: ddet(A) = det(A)tr(A−1dA).
d
ds


∑∏
n
P−1(s)ninσ(i)√
det(P (s))

 = −1
2
∑∏
n˜
P−1(s)ninσ(i)√
det(P (s))
(P2(t0)− P2(t1))mn.
Then, an integration by parts will complete the proof:
Tn˜;α,1(t0, t1)(P2(t0)− P2(t1))mn
=
1
2α−1Γ(α)
∫ 1
0
sα−1
∑∏
n˜
P−1(s)ninσ(i)√
detP (s)
ds(P2(t0)− P2(t1))mn
=
−1
2α−2Γ(α)
∫ 1
0
sα−1
d
ds


∑∏
n
P−1(s)ninσ(i)√
detP (s)

 ds
=
−1
2α−2Γ(α)

sα−1
∑∏
n
P−1(s)ninσ(i)√
detP (s)


1
0
− (α− 1)
∫ 1
0
sα−2
∑∏
n
P−1(s)ninσ(i)√
detP (s)
ds

 .
Similar steps works to prove the second equation.
This lemma can be used to further simplify the expression for Bi,j2,1 and B
i,j
2,2 given in
Proposition 3.1. As an example, we use it here to simplify the third term of Bi,j2,1:
Tkℓ;2,1(t0, t1)P
ij
2 (t0)
[
t0, t1;P
kℓ
2
]
=(T;1,1(t0, t1)− T;2(t0))P ij2 (t0)
1
t0 − t1
=T;1,1(t0, t1)P
ij
2 (t0)
1
t0 − t1 −
1√
detP2(t0)
P ij2 (t0)
1
t0 − t1 .
Applying the lemma on the other terms, we can find a new and simpler formula for Bi,j2,1
given by
Bij2,1(ξ, λ, t0, t1) =T;1,1(t0, t1)
(
−P ij0,1(t0, t1) + P ij2 (t0)
1
t0 − t1
)
+ 2Tkℓ;2,1(t0, t1)P
ik
2 (t0)
(
P jℓ1 (t0, t1)− 2P jℓ2 (t0)
1
t0 − t1
)
.
In this new form, each term of expression may not be smooth anymore and this is the
reason that we won’t write down the simplified formula for Bij2,2. However, we shall use this
lemma in Section 5 where we want to give a formula for the total curvature of the curved
noncommutative tori.
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We will, in some cases, evaluate T -functions. For conformally flat metrics, we shall find
a closed formula for T -functions in terms of divided differences (Lemma 4.2). A similar
formula for the twisted product metrics is computed in Lemma 4.4. We also have a formula
for some of the T -functions in dimension two (see Lemma 5.4).
Example 3.2. In this example, we find some T -functions for a Laplace type h-differential
operator on T4θ with the principal symbol given by entries of the matrix
f(t)g−1 ⊕ f˜(t)g˜−1,
where g and g˜ are two by two positive definite symmetric real matrices and f and f˜ are
positive smooth functions. First we note that√
detP (s) =
1√|g||g˜|(sf(t0) + (1− s)f(t1))(sf˜(t0) + (1− s)f˜(t1)).
The integral formula from Lemma 3.2 for Tn;α,1 turns out to be a basic integral and we
have
T;1,1(t0, t1) =
√|g||g˜|
f(t0)f˜(t1)− f(t1)f˜(t0)
log
(
f(t0)f˜(t1)
f(t1)f˜(t0)
)
,
and for 1 ≤ k, l ≤ 2, we have
Tk,l;2,1(t0, t1) =
gkl
√
|g||g˜|
(
f(t1)f˜(t0) + f(t0)f˜(t1)
(
log
(
f(t0)f˜(t1)
f(t1)f˜(t0)
)
− 1
))
2f(t0)
(
f(t1)f˜(t0)− f(t0)f˜(t1)
)2 .
The functions Tk,l;2,1 for 3 ≤ k, l ≤ 4 are given by the same formula after we interchange
f with f˜ and g with g˜. These T -functions can be computed in the same manner in cases
with more than two metrics and functions, called multiply twisted product metrics of two
tori.
Further exploration of the properties of T -functions is an important problem. In par-
ticular, finding an explicit formula of T -functions for more general functional metrics is an
open problem. Along these lines, The following point may be noticed. The T -functions for
conformally flat metrics are given by derivatives of divided differences which appear as coef-
ficient of the polynomial interpolation. Similarly, integrals over the standard simplex, such
as the one found in Lemma 3.3 for T -functions, appear as the coefficeints of a multivariate
polynomial interpolation called Kergin interpolation (see e.g. [32]).
4 Functional metrics and their scalar curvature density
In this section, we apply Proposition 3.1 to a geometric operator on the noncommutative
tori equipped with a new class of metrics, called functional metrics, which are introduced
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in this work for the first time. First, we construct the Laplacian on functions of (Tdθ, g) and
find an h-differential operator △0,g which is antiunitary equivalent to the Laplacian. We
then write the symbol of △0,g in the contraction form and apply Proposition 3.1 to find
b2(△0,g).
The geometric importance of the second density of the heat trace of the Laplacian on
functions (or Laplacian of the Dirac operator) originates from the fact in spectral geometry
that on manifolds [19, Section] this density is a multiple of the scalar curvature of the metric.
This fact provided a way to define the scalar curvature R, called scalar curvature density,
for noncommutative spaces; an idea which was initiated by [8, 15] see also [7, Section 11].
Here, we define the scalar curvature density of a given functional metric to be
R = (4pi)
d
2 b2(△0,g). (13)
We compute the scalar curvature density for two classes of examples in all dimensions:
conformally flat metrics and twisted product flat metrics.
4.1 Functional metrics and their Laplacian
We first introduce a new class of metrics on the noncommutative tori and then a Laplace
type h-differential operator to study the spectral invariants of the geometries defined by
these metrics.
Definition 4.1. Let h be a selfadjoint smooth element of the noncommutative d-tori and
let gij : R → R, for 1 ≤ i, j ≤ d, be smooth functions such that the matrix
(
gij(t)
)
is a
positive definite matrix for every t in a neighborhood of the spectrum of h. We shall refer
to gij(h) as a functional metric on C(T
d
θ).
The condition is equivalent to saying that gij(h)ξ
iξj ∈ C(Tdθ)+ for every (ξ1, · · · , ξd) ∈ Rd.
Without loss of generality, we always assume that functions gij are Schwartz class
functions. Since the spectrum of h is a compact subset of R, we can always replace gij(t)
with Schwartz or even compactly supported functions g˜ij such that g˜ij(h) = gij(h). In our
notations we frequently use the property of functional calculus that F ◦ gij(h) = F (gij)(h)
for any given smooth function F : Rd
2 → R. For example, we shall denote the determinant
of (gij(h)) by either |g(h)| or |g|(h). Also, since the matrix (gij(x)) is invertible on a
neighborhood of the spectrum of h, we use gij(h) to denote the entries of (gij(h))
−1.
To construct the Laplacian on Tdθ equipped with a functional metric gij(h), we first
consider the exterior derivative δ : C∞(Tdθ)→ Ω1Tdθ = C∞(Tdθ)⊗ Cd which is defined by
δ(a) = (iδ1(a), iδ2(a), · · · , iδd(a)) .
The key role of the functional metric gij(h) then is in turning C
∞(Tdθ) and Ω
1
T
d
θ into Hilbert
spaces and finding the adjoint of δ. Analogous to the classical theory, we define the inner
product on functions C∞(Tdθ) to be
〈a, b〉0 = ϕ(b∗a
√
|g|(h)), a, b ∈ C∞(Tdθ).
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In addition, the inner product on 1-forms Ω1Tdθ is defined to be
〈a, b〉1 = ϕ
(
gij(h)b∗i aj
√
|g|(h)
)
.
Here a = (a1, a2, · · · , ad), b = (b1, b2, · · · , bd) are elements of Ω1Tdθ. The Hilbert space
completion of functions C∞(Tdθ) and 1-forms Ω
1
T
d
θ with respect to the corresponding inner
products will be denoted by H0,g and H1,g respectively.
The exterior derivative, as a densely defined operator from H0,g to H1,g, is a closed
unbounded operator from H0 to H1 and its formal adjoint δ∗ : H1,g →H0,g on elements of
Ω1Tdθ is given by
δ∗(b) = −ibjgjk(h)δk
(√
|g|(h)
)
|g|− 12 (h)− ibjδk
(
gjk(h)
)
− iδk(bj)gjk(h).
Therefore, δ∗δ : H0,g → H0,g on elements of C∞(Tdθ) is given by
δj(a)g
jk(h)δk(|g|
1
2 (h))|g|− 12 (h) + δj(a)δk(gjk(h)) + iδk(δj(a))gjk(h).
To carry the spectral analysis of the Laplacian δ∗δ : H0,g → H0,g, we switch to the an-
tiunitary equivalent setting as follows. Let H0 be the Hilbert space obtained by the GNS
construction from C(Tdθ) using the nonperturbed tracial state ϕ.
Proposition 4.1. The operator δ∗δ : H0,g → H0,g is antiunitary equivalent to a Laplace
type h-differential operator △0,g : H0 →H0 whose symbol, when expressed in the contraction
form, has the functional parts given by
P jk2 (t0) = g
jk(t0),
P jk1 (t0, t1) = |g|−
1
4 (t0)
[
t0, t1; |g|
1
4
]
gjk(t1) +
[
t0, t1; g
jk
]
+ |g| 14 (t0)gjk(t0)
[
t0, t1; |g|−
1
4
]
,
P jk0,1(t0, t1) = |g|
1
4 (t0)g
jk(t0)
[
t0, t1; |g|−
1
4
]
,
P jk0,2(t0, t1, t2) = |g|−
1
4 (t0)
[
t0, t1; g
jk|g| 12 ][t1, t2; |g|− 14 ]+ 2|g| 14 (t0)gjk(t0)[t0, t1, t2; |g|− 14 ].
Proof. The right multiplication by |g|−1/4 extends to a unitary operator W : H0 → H0,g
and the map a 7→ a∗ gives an antiunitary map on H0 which we denote by J . Then, δ∗δ is
antiunitary equivalent to the operator JW ∗δ∗δWJ , which we denote by △0,g. Using the
basic property of ∗ and its relation with the derivations, δj(a∗) = −δj(a)∗, we immediately
obtain
△0,g(a) =gjk(h)δkδj(a) +
(
|g|− 14 δk
(|g| 14 gjk(h)) + |g| 14 gjk(h)δk(|g|− 14 ))δj(a)
+ |g|− 14 δk
(
|g| 12 gjk(h)δj(|g|−
1
4 )
)
a.
(14)
The operator △0,g is clearly a differential operator and the homogeneous parts of its symbol
reads
p2(ξ) = g
jk(h)ξjξk,
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p1(ξ) =
(
|g|− 14 δk(|g|
1
4 )gjk(h) + δk(g
jk(h)) + |g| 14 gjk(h)δk(|g|−
1
4 )
)
ξj ,
p0(ξ) = |g|−
1
4 δk(|g|
1
2 )gjk(h)δj(|g|−
1
4 ) + |g| 14 δk(gjk(h))δj(|g|−
1
4 ) + |g| 14 gjk(h)δkδj(|g|−
1
4 ).
We then apply Theorem 2.2 and express the above terms in the contraction form.
Remark 4.1. The analysis of functional metrics on manifolds is an interesting topic to be
further investigated. In particular, classifying Riemannian metrics that can be written
locally or globally as a functional metric, with h being a smooth function on the manifold,
seems a nice problem.
The scalar curvature of a functional metric gij(h)dx
idxj on an open subset U of Rd is given
by
R =
(
− g−1tr (g−1g′′)− 1
4
g−1tr
(
g−1g′
)2
+
3
4
g−1tr
(
g−1g′g−1g′
)
+ tr
(
g−1g′
)
g−1g′g−1
+ g−1g′′g−1 − 3
2
g−1g′g−1g′g−1
)µν ∂h
∂xµ
∂h
∂xν
+
(
g−1g′g−1 − g−1tr (g−1g′) )µν ∂2h
∂xµ∂xν
.
4.2 Conformally flat metrics
An important case of the functional metric is the conformally flat metric
gij(t) = f(t)
−1gij , (15)
where f is a positive smooth function and gij ’s are the entries of a constant metric on R
d.
The formula (14) for the operator △0,g is simplified for conformally flat metric in general
dimension d
△0,g(a) = f(h)gjkδkδj(a) + gjk
(
f(h)
d
4 δk
(
f(h)1−
d
4
)
+ f(h)1−
d
4 δk
(
f(h)
d
4
))
δj(a)
+ gjkf(h)
d
4 δk
(
f(h)1−
d
2 δj(f(h)
d
4 )
)
a,
The functions given by Proposition 4.1, for the conformally flat metrics, gives us the fol-
lowing:
P jk2 (t0) = g
jkf(t0),
P jk1 (t0, t1) = g
jk
(
f(t0)
d
4
[
t0, t1; f
1− d
4
]
+ f(t0)
1− d
4
[
t0, t1; f
d
4
])
,
P jk0,1(t0, t1) = g
jkf(t0)
1− d
4
[
t0, t1; f
d
4
]
,
P jk0,2(t0, t1, t2) = g
jk
(
f(t0)
d
4
[
t0, t1; f
1− d
2
][
t1, t2; f
d
4
]
+ 2f(t0)
1− d
4
[
t0, t1, t2; f
d
4
])
.
(16)
A careful examination of formula (16) shows that for any function P ij• there exist a function
P• such that P
ij
• = gijP•. We have similar situation with the T -functions for conformally
flat metrics.
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Lemma 4.2. Let α and n = (n1, · · · , n2|α|−4) be two multi-indicies. Then the T -function
Tn,α for the conformally flat metric (15) is of the form
Tn,α(t0, · · · , tn) =
√
|g|
∑∏
n
gninσ(i)Tα(t0, · · · , tn).
The function Tα in dimension d 6= 2 is given by
Tα(t0, · · · , tn) =
(−1)|α|−1Γ(d2 − 1)
Γ(d2 + |α| − 2)
∂βx
[
x0, · · · , xn;u1−
d
2
]∣∣∣
xj=f(tj )
, (17)
where β = (α0 − 1, · · · , αn − 1).
Proof. First note that the terms involving P (s) =
∑n
j=0 sjf(tj) are given by
P−1(s)kℓ = gkℓ
( n∑
j=0
sjf(tj)
)−1
,
√
detP (s) =
1
|g|
( n∑
j=0
sjf(tj)
) d
2
.
This implies that the T -function Tn,α can be written as
√|g|∑∏
n
gninσ(i)Tα, where Tα has
an integral formula which we evaluate below. Let xj, for j = 0, · · · ,≤ n, be positive and
distinct real numbers. Then for d 6= 2, we have
∫
Σn
n∏
j=0
s
αj−1
j
( n∑
j=0
sjxj
)− d
2
−|α|+2
ds
=
(−1)|α|−n−1Γ(d2 + n− 1)
Γ(d2 + |α| − 2)
∂βx
∫
Σn
( n∑
j=0
sjxj
)− d
2
−n+1
ds
=
(−1)|α|−1Γ(d2 − 1)
Γ(d2 + |α| − 2)
∂βx
[
x0, · · · , xn;u1−
d
2
]
.
Here again β = (α0 − 1, · · · , αn − 1). Replacing xj by f(tj), we find the formula (17) for
functions Tα.
As an example, we have
Tα,1(t0, t1) =
(−1)αΓ(d2 − 1)
2α−1Γ(d2 + α− 1)
×
( f(t1)1− d2
(f(t1)− f(t0))α −
α−1∑
m=0
(−1)mΓ(d2 +m− 1)
Γ(d2 − 1)m!
f(t0)
− d
2
−m+1
(f(t1)− f(t0))α−m
)
.
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Note that for dimension two, Tα,1(t0, t1) can be obtained by taking the limit of (17) as
d approaches 2. When f(t) = t, we have
Tα,1(t0, t1) =
(−1)α−1
2α−1Γ(α)2
∂α−1t0
[
t0, t1; log(u)
]
.
We shall not consider dimension two separately, but just as the limit d→ 2.
Remark 4.2. It was first noted in [30] that for conformally flat metrics, the integral that
defines functions Tn,α can be written in terms of Gauss hypergeometric 2F1 and Appell
hypergeometric F1 functions. More precisely, in our notation, we have
Tn;α,1(t0, t1) =
Γ(d2 )
∑∏
n
gninσ(i)
2α−1(α− 1)!Γ(d2 + α− 1)
f(t1)
− d
2
−α+1
2F
(α−1)
1
(d
2
, 1; 2; 1 − f(t0)
f(t1)
)
,
and
Tn;α0,α1,1(t0, t1, t2) =
Γ(d2 + 1)
∑∏
n
gninσ(i)
2α0+α1Γ(d2 + α0 + α1 + 1)Γ(α0)Γ(α1)
×
f(t2)
− d
2
−α0−α1+1F (α0−1,α1−1)1
(
d
2
+ 1; 1, 1; 3; 1 − f(t0)
f(t2)
, 1− f(t1)
f(t2)
)
.
What we found in (17) is that these hypergeometric functions for the specific parameters,
can be written in terms of divided differences of the function u1−
d
2 .
Finally, we can substitute (16) and T -functions (17) in the formulas from Proposition
3.1 and obtain the curvature of conformally flat noncommutative torus of dimension d.
Theorem 4.3. The scalar curvature of the d-dimensional noncommutative tori Tdθ equipped
with the metric f(h)−1gij is given by
R =
√
|g|
(
Kd(h(0), h(1))(△(h)) +Hd(h(0), h(1), h(2))((h))
)
,
where △(h) = gijδiδj(h), (h) = gijδi(h) · δj(h). The functions Kd and Hd are given by
Kd(t0, t1) =K
t
d(f(t0), f(t1))
[
t0, t1; f
]
,
Hd(t0, t1, t2) =H
t
d(f(t0), f(t1), f(t2))
[
t0, t1; f
][
t1, t2; f
]
+ 2Ktd(f(t0), f(t2))
[
t0, t1, t2; f
]
,
(18)
Where Ktd and H
t
d are the functions Kd and Hd when f(t) = t. For d 6= 2, they can be
computed to be
Ktd(x, y) =
4x2−
3d
4 y2−
3d
4
d(d − 2)(x− y)3
(
(d− 1)x d2 y d2−1 − (d− 1)x d2−1y d2 − xd−1 + yd−1
)
,
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and
Htd(x, y, z) =
2x−
3d
4 y−dz−
3d
4
(d− 2)d(x− y)2(x− z)3(y − z)2×(
xdydz2(x− y) (3x2y − 2x2z − 4xy2 + 4xyz − 2xz2 + yz2)
+ xdy
d
2
+1z
d
2
+1(x− z)2(z − y)(dx+ (1− d)y)
+ xdy3zd(z − x)3 + x d2+1y 3d2 z2(x− y)(x− z)2
+ 2(d− 1)x d2+1ydz d2+1(x− y)(x− z)(z − y)(x− 2y + z)
− x d2+1y d2+1zd(x− y)(x− z)2((1− d)y + dz)− x2y 3d2 z d2+1(x− z)2(z − y)
+ x2ydzd(y − z) (x2y − 2x2z + 4xyz − 2xz2 − 4y2z + 3yz2)).
These functions for the dimension two are given by
Kt2(x, y) =−
√
x
√
y
(x− y)3 ((x+ y) log(x/y) + 2(y − x)),
Ht2(x, y, z) =
2
√
x
√
z
(x− y)2(x− z)3(y − z)2×(
− (x− y)(x− z)(y − z)(x− 2y + z) + y(x− z)3 log(y)
+ (y − z)2(−2x2 + xy + yz) log(x)− (x− y)2(xy + zy − 2z2) log(z))
)
.
Proof. A closer look at the formulas of Proposition 3.1 reveals that for conformally flat
metrics, the dependence of Bij2,1 and B
ij
2,2 on the indices is simply through a factor of g
ij .
In other words, there exist functions Kd(t0, t1) and Hd(t0, t1, t2) such that
Bij2,1(h(0), h(1))(δiδj(h)) =
√
|g|gijKd(h(0), h(1))(δiδj(h))
=
√
|g|Kd(h(0), h(1))(gijδiδj(h)),
Bij2,2(h(0), h(1), h(2))(δi(h) · δj(h)) =
√
|g|Hd(h(0), h(1), h(2))(δi(h) · δj(h))
=
√
|g|Kd(h(0), h(1), h(2))(gijδi(h) · δj(h)).
To reach this result, we applied identities such as∑∏
(k,ℓ)
gninσ(i)g
kℓgij = dgij ,
∑∏
(k,ℓ,m,n)
gninσ(i)g
ijgℓmgkn = (d2 + 2d)gij ,
∑∏
(k,ℓ,m,n)
gninσ(i)g
ikgjℓgmn = (d+ 2)gij ,
∑∏
(k,ℓ,m,n,p,q)
gninσ(i)g
ikgjngℓmgpq = (d2 + 6d+ 8)gij .
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To continue it is enough to take f(t) = t and we denote the functions found for f(t) = t
by Ktd and H
t
d. Note that for f(t) = t we have [t0, t1;P
ij
2 ] = 1 and [t0, t1, t2;P
ij
2 ] = 0 which
simplify the formula. Then for a general function f , we simply take h˜ = f(h) and then the
result is given as
Ktd(h˜0, h˜1)(g
ijδiδj(h˜)) +H
t
d(h˜0, h˜1, h˜2)(g
ijδi(h˜)δj(h˜)).
By Theorem 2.2 and equation (2.3), we can turn everything in terms of original element h
and get the formulas given in (18).
To find the functions Kt2 and H
t
2, as mentioned before, we should evaluate the limit of
Ktd and H
t
d as d→ 2.
Note that the Function Ktd(x, y) is the symmetric part of the function
8x2−
d
4 y2−
3d
4
d(d − 2)(x− y)3
(
(d− 1)y d2−1 − x d2−1
)
.
Similarly, Htd(x, y, z) is equal to (Fd(x, y, z) + Fd(z, y, x))/2 where
Fd(x, y, z) =
4x−
3d
4 y−dz−
3d
4
d(d − 2)(x− y)2(x− z)3(y − z)2×(
xdydz2(x− y)(3x2y − 2x2z − 4xy2 + 4xyz − 2xz2 + yz2)
+ xdy
d
2
+1z
d
2
+1(x− z)2(z − y)(dx+ (1− d)y) + 1
2
xdy3zd(z − x)3
+ x
d
2
+1y
3d
2 z2(x− y)(x− z)2 + 2(d − 1)x d2+1ydz d2+1(x− y)2(x− z)(z − y)
)
.
In low dimensions, the curvature of the conformally flat metrics was studied in [15, 8,
24, 16, 11]. Here we show that those results can be recovered from our general formula.
We should first note that the functions found in all the aforementioned works are written
in terms of [h, ·], denoted by ∆, rather than h itself. To produce those functions from our
result, we are only required to apply a linear substitution on the variables tj in terms of
new variables sj (cf. [27]). On the other hand, it is important to note that the functions
Ktd(x, y) and H
t
d(x, y, z) are homogeneous rational functions of order −d2 and −d2 − 1 re-
spectively. Using formula (18), it is clear that the functions Kd(t0, t1) and Hd(t0, t1, t2) are
homogeneous of order 1− d2 in f(tj)’s. This is the reason that for function f(t) = et and a
linear substitution such as tj =
∑j
m=0 sm, a factor of some power of e
s0 comes out. This
term can be replaced by a power of eh multiplied from the left to the final outcome. This
explains how the functions in the aforementioned papers have one less variable than our
functions. In other words, we have
Kd(s0, s0 + s1) = e
(1− d
2
)s0Kd(s1), Hd(s0, s0 + s1, s0 + s1 + s2) = e
(1− d
2
)s0Hd(s1, s2).
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For instance, function Kd(s) is given by
Kd(s1) =
8e
d+2
4
s1
(
(d− 1) sinh ( s12 )+ sinh( (1−d)s12 ))
d(d− 2)d (es1 − 1)2 s1
.
Now, we can obtain functions in dimension two:
H2(s1) =− e
s1
2 (es1 (s1 − 2) + s1 + 2)
(es1 − 1) 2s1 ,
K2(s1, s2) =
(
s1(s1+s2) cosh(s2)− (s1−s2) (s1 + s2 + sinh(s1) + sinh(s2)− sinh(s1 + s2))
− s2(s1 + s2) cosh(s1)
)
csch(
s1
2
)csch(
s2
2
)csch2(
s1 + s2
2
)/(4s1s2(s1 + s2)).
we have −4H2 = H and −2K2 = K where K and H are the functions found in [8, 15].
The difference is coming from the fact that the noncommutative parts of the results in [15,
Section 5.1] are △(log(eh/2)) = 12△(h) and (log(eh/2)) = 14(h).
The functions for dimension four, with the same conformal factor f(t) = et and sub-
stitution tj =
∑j
m=0 sm, gives the following which up to a negative sign are in complete
agreement with the results from [16]:
H4(s1) =
1− es1
2es1s1
, K4(s1, s2) =
(es1 − 1) (3es2 + 1) s2 − (es1 + 3) (es2 − 1) s1
4es1+s2s1s2 (s1 + s2)
.
To recover the functions for curvature of a noncommutative three torus equipped with
a conformally flat metric [24, 11], we need to set f(t) = e2t and t0 = s0, t1 = s0+ s1/3 and
t2 = s0 + (s1 + s2)/3. Then up to a factor of e
−s0 , we have
H3(s1) =
4− 4e s13
e
s1
6 (s1e
s1
3 + 1)
, K3(s1, s2) =
6(e
s1
3 − 1)(3e s23 + 1)s2 − 6(e
s1
3 + 3)(e
s2
3 − 1)s1
e
s1+s2
6 (e
s1+s2
3 + 1)s1s2(s1 + s2)
.
Finally, we would like to check the classical limit of our results as θ → 0. In the
commutative case, the scalar curvature of a conformally flat metric g˜ = e2hg on a d-
dimensional space reads
R˜ = −2(d− 1)e−2hgjk∂j∂k(h) − (d− 2)(d − 1)e−2hgjk∂j(h)∂k(h).
If we let f(t) = e−2t, we have the limit
lim
t0,t1→t
Kd(t0, t1) =
1
3
(d− 1)e(d−2)t, lim
t0,t1,t2→t
Hd(t0, t1, t2) =
1
6
(d− 2)(d − 1)e(d−2)t.
We should also add that since δj → −i∂j as θ → 0, we have △(h) → −gjk∂j∂k(h) and
(h)→ −gjk∂j(h)∂k(h). Therefore, our result recovers the classical result up to the factor
of
√
|g|edh/6. The factor
√
|g|edh represents the volume form in the scalar curvature density
and the factor 1/6 is due to our choice of normalization in (13).
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Remark 4.3. The rationality of the heat trace densities in different situations [13, 17] has
been studied. Here, we have a rationality of the second density for the conformally flat
metric on a noncommutative tori and it can be expected to be true in the higher terms of
the heat trace densities. On the other hand, finding relations between the functions Kd
and Hd in different dimensions can shed more light on the structure of these functions.
4.3 Twisted product functional metrics
In this subsection, we shall compute the scalar curvature density of a noncommutative d-
torus equipped with a class of functional metrics, which following the standard convention
in the differental geomtry will be called a twisted product metric (see [23] and references
therein).
Definition 4.2. Let g be an r×r and g˜ be a (d−r)×(d−r) positive definite real symmetric
matrices and assume f is a positive function on the real line. We call the functional metric
G = f(t)−1g ⊕ g˜, (19)
the twisted product functional metric with the twisting element f(h)−1.
Some examples of the twisted product metrics on noncommutative tori were already
studied. The asymmetric two torus whose Dirac oeprator and spectral invariants are stud-
ied in [10] is a twisted product metric for r = 1. The scalar and Ricci curvature of noncom-
mutative three torus of twisted product metrics with r = 2 are studied in [11]. It is worth
mentioning that conformally flat metrics as well as warped metrics are two special cases of
twisted product functional metrics.
Let us find the terms to be substituted in the formulas from Proposition 3.1, for the
twisted product functional metric (19). First, we note that there are functions P• and P˜•
such that the functions P ij• of functional parts (7) of the symbol of △0,G can be written as
P ij• =


gijP• 1 ≤ i, j ≤ r
g˜ijP˜• r < i, j ≤ d
0 otherwise.
(20)
The functions P• are exactly the functions in (16) obtained for the conformally flat metrics
in dimension r. However, the other functions P˜• are given by
P˜2(t0) = 1,
P˜1(t0, t1) = f(t0)
r
4
[
t0, t1; f
− r
4
]
+ f(t0)
− r
4
[
t0, t1; f
r
4
]
,
P˜0,1(t0, t1) = f(t0)
− r
4
[
t0, t1; f
r
4
]
,
P˜0,2(t0, t1, t2) = f(t0)
r
4
[
t0, t1; f
− r
2
][
t1, t2; f
r
4
]
+ 2f(t0)
− r
4
[
t0, t1, t2; f
r
4
]
.
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On the other hand, while evaluating T -functions for metric (19), we first find that
P−1(s)kℓ =

gkℓ
(∑n
j=0 sjf(tj)
)−1
1 ≤ i, j ≤ r
g˜kℓ r < i, j ≤ d√
detP (s) =
1√|g||g˜|
( n∑
j=0
sjf(tj)
) r
2
.
This implies that when exactly k of the entries of n are less than equal to r, then we have
a function T kα such that Tn,α =
√
|g||g˜|∑∏
n
gninσ(i)T
k
α. The function T
k
α is given by
T kα(t0, · · · , tn) =
1
2|α|−2β!
∫
Σn
∏
s
αj−1
j
( n∑
j=0
sjf(tj)
)− r+k
2
.
Similar to the conformal case, the function T kα can be computed as derivatives of the divided
difference of explicit functions.
Lemma 4.4. Let α and n be multi-indices such that exactly k entries of n are less than
equal to r. Then, for the twisted product metric (19) with f(t) = t, the T -function Tn,αcan
be written as
Tn,α(t0, · · · , tn) =
√
|g||g˜|
∑∏
n
gninσ(i)T
k
α(t0, · · · , tn).
where,
T kα(t0, · · · , tn) =


22−|α|
Γ(β)
∏|α|−1
j=1 (j− r+k2 )
∂βt
[
t0, · · · , tn;u−
r+k
2
+|α|−1] |α| 6= r+k2 + 1,
(−2)2−|α|
Γ(β)Γ( r+k
2
)
∂βt
[
t0, · · · , tn; log(u)
] |α| = r+k2 + 1.
(21)
It can readily be seen that for k = 2|α|− 4 the function T kα is equal to Tα found in (17)
for the conformally flat case.
Theorem 4.5. The scalar curvature density of the d-dimensional noncommutative tori Tdθ
equipped with the twisted product functional metric (19) with the twisting element f(h)−1
is given by
R =
√
|g||g˜|
(
Kr(h(0), h(1))(△(h)) +Hr(h(0), h(1), h(2))((h))
+ K˜r(h(0), h(1))(△˜(h)) + H˜r(h(0), h(1), h(2))(˜(h))
)
,
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where △˜(h) =∑r<i,j g˜ijδiδj(h) and ˜(h) =∑r<i,j g˜ijδi(h)δj(h) and △, , Kr and Hr are
given by Theorem 4.3. The functions K˜r and H˜r for r 6= 2, 4 are given by
K˜r(t0, t1) = K˜
t
r(f(t0), f(t1))
[
t0, t1; f
]
,
H˜r(t0, t1, t2) = H˜
t
r(f(t0), f(t1), f(t2))
[
t0, t1; f
][
t1, t2; f
]
+ 2K˜tr(f(t0), f(t2))
[
t0, t1, t2; f
]
.
The functions K˜tr and H˜
t
r are
K˜tr(x, y) =
(2r − 4)(x2 − y2)x r2 y r2 + 4x2yr − 4xry2
(r − 4)(r − 2)x 34 ry 34 r(x− y)3
,
and
H˜tr(x, y, z) =
2x−
3r
4 y−rz−
3r
4
(r − 4)(r − 2)(x− y)2(x− z)3(y − z)2×(
xryrz2(x− y) (x2 + 2x(y − 2z) − 4y2 + 6yz − z2)
+ xry
r
2 z
r
2 (x− z)2(y − z)((r − 3)yz − x((r − 3)z + y))
− xry2zr(x− z)3 + x r2 y 3r2 z2(x− y)(x− z)2
− x r2 yrz r2 (x−y)(x−z)(y−z)((r−3)x2− 2x((r−2)y + (1− r)z) + z((r− 3)z− 2(r− 2)y))
+ x
r
2 y
r
2 zr(y − x)(x− z)2(yz − (r − 3)x(y − z))
+ x2y
3r
2 z
r
2 (x− z)2(y − z)− x2yrzr(y − z) (x2 − 6xy + 4xz + 4y2 − 2yz − z2) ).
Proof. We first separate the terms in the formulas from Proposition 3.1 in two parts: the
part which contains no tilde term and the rest of the terms. For example the formula for
Bij21 can be rewritten as
Bij21(t0, t1) =
√
|g||g˜|×(
gij
(−T 01,1(t0, t1)P0,1(t0, t1) + T 22,1(t0, t1)t0(2P1(t0, t1) + r)− 4(r + 2)T 43,1(t0, t1)t20)
+ g˜ij
(− T 01,1(t0, t1)P˜0,1(t0, t1) + 2T 02,1(t0, t1)P˜1(t0, t1) + rT 22,1(t0, t1)− 4rT 23,1(t0, t1))).
The second part, multiples of g˜ij , will be denoted by K˜tr, while the first part, multiple of
gij , is nothing but Ktr(t0, t1); the function found for the conformally flat case in Theorem
4.3. In other words, we have
Bij2,1(h(0), h(1))(δiδj(h)) =
√
|g||g˜|
(
Ktr(h(0), h(1))(△(h)) + K˜tr(h(0), h(1))(△˜(h))
)
,
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where △(h) =∑i,j≤r gijδiδj(h) and △˜(h) =∑i,j>r g˜ijδiδj(h). Similarly, this can be done
for Bij22, i.e. there are functions H˜
t
r and H
t
r such that
Bij2,2(h(0), h(1), h(2))(δi(h) · δj(h)) =√
|g||g˜|
(
Hr(h(0), h(1), h(2))((h)) + H˜r(h(0), h(1), h(2))(˜(h))
)
.
Here we use the notation (h) =
∑
i,j≤r g
ijδi(h) · δj(h) and ˜(h) =
∑
i,j>r g˜
ijδi(h) · δj(h).
The rest is just substitution of each term into the formula for Bij21 and B
ij
22.
When the selfadjoint element h ∈ C∞(Tdθ) has the property that δj(h) = 0 for 1 ≤ j ≤ r,
we call the twisted product functional metric (19) a warped functional metric with the
warping element 1/f(h).
Corollary 4.6. The scalar curvature density of a warped product of g˜ and g with the
warping element 1/f(h) is given by
R =
√
|g||g˜|
(
K˜r(h(0), h(1))(△˜(h)) + H˜r(h(0), h(1), h(2))(˜(h))
)
.
Proof. It is enough to see that △(h) and (h) vanish for the warped metric.
For r = 2 and r = 4, functions H˜r and K˜r are the limit of the functions given in
Theorem 4.5 as r approache 2 or 4. This is because of the fact that for these values of r,
some of T kα functions are the limit case of formulas found in (21). The functions for r = 2
are given by
K˜2(x, y) =
−x2 + y2 + 2xy log(xy )√
xy(x− y)3 ,
and
H˜2(x, y, z) =
1
2y
√
xz(x− y)2(x− z)3(y − z)2
(
− y(x+ y)(x− z)3(y + z) log(y)
− z(x− y)2 (−3x2y + x2z − 8xy2 + 10xyz − 2xz2 + yz2 + z3) log(z)
+ x(y − z)2 (x3 + x2y − 2x2z + 10xyz + xz2 − 8y2z − 3yz2) log(x)
+ 2y(y − x)(x− z)(x+ z)(z − y)(x− 2y + z)
)
.
For r = 4, on the other hand, we have
K˜4(x, y) =
x2 − y2 − (x2 + y2) log(xy )
xy(x− y)3 ,
and
H˜4(x, y, z) =
1
2x(x− y)2y2(x− z)3(y − z)2z×
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( (
x2 + y2
)
(x− z)3 (y2 + z2) log(y)
+ log(x)(y − z)2 (x4y + x4z − 6x3y2 − 2x3yz − 2x3z2 + 3x2y3 + x2y2z + x2yz2
+x2z3 + 2xy3z − 4xy2z2 + 3y3z2 + y2z3)
− log(z)(x − y)2 (x3y2 + x3z2 + 3x2y3 − 4x2y2z + x2yz2 − 2x2z3 + 2xy3z + xy2z2
−2xyz3 + xz4 + 3y3z2 − 6y2z3 + yz4)
− 2(x− y)(x− z)(y − z) (x3z + x2y2 − 2x2z2 − 2xy3 + 2xy2z + xz3 − 2y3z + y2z2)).
In [11, section 4.1], the scalar curvature density of twisted product functional metric
on noncommutative three torus for f(t) = e2t and r = 2 is found. This result can be
recovered from our formulas given in Theorem 4.5 by setting t0 = s0, t1 = s0 + s1/2 and
t2 = s0 + s1/2 + s2/2.
We would like to conclude this section by a remark on multiply twisted metrics and
commuting families of metrics. Let [gij(t)] be a commuting family of positive definite
real symmetric matrices. Such a family diagonalizes simultaneously; i.e. there exist an
orthogonal matrix O such that
[gij(t)] = O−1diag(λ1(t), · · · , λd(t))O.
Such a family is included in the class of so called multiply twisted product metrics. Let fj’s
be positive functions and take gj ’s to be nj dimensional constant metrics. Then
G =
⊕
j
fj(h)gj
defines a functional metric on Tdθ, where d =
∑
nj. The T -functions computed in Example
3.2 are for metrics on four tori with two twisting factors f and f˜ . Very similar computations
would work for multiply twisted product of even dimensional tori equipped with constant
metrics. We shall use the T -functions found for the doubly twisted metric on T4θ to compute
its total scalar curvature in the next section.
5 Total scalar curvature of functional metrics
The goal of this section is to show how the trace of the second density of the heat trace of
a Laplace type h-differential operator P on Tdθ can be simplified. When P = △0,g for some
functional metric g(h), we shall call
ϕ(R) = (4pi)
d
2ϕ(b2(△0,g))
the total scalar curvature of the metric g(h) on the noncommutative torus. In this section,
we show that the total scalar curvature for all functional metrics on T2θ vanishes. This
generalizes the Gauss-Bonnet theorem proved in [9, 14] for the conformally flat metrics on
T
2
θ.
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5.1 Trace of the second density
We start with the following lemma which essentially is an avatar of the tracial property
φ(ab) = φ(ba) when the trace acts on an element written in the contraction form. Versions
of this can be found in [30].
Lemma 5.1. Let h be a selfadjoint element of a C∗-algebra A and let φ be a trace on A.
For every smooth function F : Rn+1 → C, we have
i) φ
(
F (h(0), · · · , h(n))
(
b1 · · · · bn
))
= φ
(
F (h(0), · · · , h(n−1), h(0))
(
b1 · · · · b(n−1)
)
bn
)
,
ii) φ
(
F (h(0), · · · , h(n))
(
b1 · · · bn
)
bn+1
)
= φ
(
b1F (h(1), · · · , h(n), h(0))
(
b2 · · · bn+1
))
.
Proof. To prove the identities, first we write the element in the contraction form as an
integral given in Remark 2.1. After applying the trace property to the integrand, we
can then use the rearrangement lemma 2.1 to put the element back into the contraction
form.
For a Laplace type h-differential operator P on Tdθ, this lemma implies that
ϕ(b2(P )) = (4pi)
−d/2ϕ
(
B˜ij2,1(h)δiδj(h) + B˜
ij
2,2(h(0), h(1))
(
δi(h)
)
δj(h)
)
, (22)
where
B˜ij2,1(t) = B
ij
2,1(t, t), B˜
ij
2,2(t0, t1) = B22(t0, t1, t0).
We can hence compute and simplify the functions B˜ij2,1(t) and B˜
ij
2,2(t0, t1) for a Laplace
type h-differential operator P :
B˜21(t) =
1√
detP2(t)
(
−P ij0,1(t, t) +
1
2
P ji1 (t, t) +
1
12
tr
(
P−1(t)P ′2(t)
)
P ij2 (t) −
1
3
P ′ij2 (t)
)
,
and
B˜2,2(t0, t1) =
1√
detP2(t0)
(
−P ij0,2(t0, t1, t0) +
[
t0, t1;P
ij
1 (t0, ·)
]− 2
3
P ′ij2 (t0)
1
t0 − t1
+P ij2 (t0)
1
(t0 − t1)2 +
tr(P2(t0)
−1P ′2(t0))
6(t0 − t1) P
ij
2 (t0)
)
+ Tkℓ;2,1(t0, t1)
(
P ik1 (t0, t1)− 2P ik2 (t0)
1
t0 − t1
)(
P jℓ1 (t1, t0)− 2
[
t0, t1;P
jℓ
2
])
− 2Tkℓ;1,2(t0, t1)
(
P ik1 (t0, t1)− 2P ik2 (t0)
1
t0 − t1
)
P jℓ2 (t1)
1
t0 − t1
+ T;1,1(t0, t1)
(
P ij1 (t0, t1)− 2P ij2 (t0)
1
t0 − t1
)
1
t0 − t1 .
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To write these functions in the present form, we also used Lemma 3.3 and some of the basic
properties of T -functions from Remark 3.2. To illustrate these steps, we show the complete
work required to be done on the tenth term of Bij22 from Proposition 3.1.
lim
t2→t0
− 4Tkℓmn;2,1,1(t0, t1, t2)P ik2 (t0)
[
t0, t1;P
jℓ
2
] [
t1, t2;P
mn
2
]
= −4Tkℓmn;2,1,1(t0, t1, t0)P ik2 (t0)
[
t0, t1;P
jℓ
2
] [
t1, t0;P
mn
2
]
= −4Tkℓmn;3,1(t0, t1)
[
t1, t0;P
mn
2
]
P ik2 (t0)
[
t0, t1;P
jℓ
2
]
= −4(Tkℓ;2,1(t0, t1)− Tkℓ;3(t0))P ik2 (t0)
[
t0, t1;P
jℓ
2
] 1
t0 − t1
= −4Tkℓ;2,1(t0, t1)P ik2 (t0)
[
t0, t1;P
jℓ
2
] 1
t0 − t1
+ 4
P−12 (t0)kℓ
4
√
detP2(t0)
P ik2 (t0) (P2(t0)
jℓ − P2(t1)jℓ) 1
(t0 − t1)2
= −4Tkℓ;2,1(t0, t1)P ik2 (t0) (P jℓ2 (t0)− P jℓ2 (t1))
1
(t0 − t1)2
+
P−12 (t0)kℓ√
detP2(t0)
P ik2 (t0)P2(t0)
jℓ 1
(t0 − t1)2 −
P−12 (t0)kℓ√
detP2(t0)
P ik2 (t0)P2(t1)
jℓ 1
(t0 − t1)2
= −4Tkℓ;2,1(t0, t1)P ik2 (t0)P jℓ2 (t0)
1
(t0 − t1)2 + 4Tkℓ;2,1(t0, t1)P
ik
2 (t0)P
jℓ
2 (t1)
1
(t0 − t1)2
+
1√
detP2(t0)
P2(t0)
ji 1
(t0 − t1)2 −
1√
detP2(t0)
P2(t1)
ji 1
(t0 − t1)2 .
Further, we use compatibility of the trace and the derivations, ϕ ◦ δj = 0, and the
Leibniz rule to turn the term B˜ij2,1(h)δiδj(h) into the form of the other summand,
ϕ
(
B˜ij2,1(h)δiδj(h)
)
= ϕ
(
δi(B˜
ij
2,1(h)δj(h))
)
− ϕ
(
δi(B˜
ij
2,1(h))δj(h)
)
= −ϕ
(
δi(B˜
ij
2,1(h))δj(h)
)
= −ϕ
(
[h(0), h(1); B˜
ij
2,1]
(
δi(h)
)
δj(h)
)
.
Then, we put both of the terms together and rewrite (22) as
ϕ(b2(P )) = (4pi)
−d/2ϕ
(
F ij(h(0), h(1))
(
δi(h)
)
δj(h)
)
,
where F ij(t0, t1) = [t0, t1; B˜
ij
2,1] + B˜
ij
2,2(t0, t1). Applying identity ii) of Lemma 5.1, we find
that
ϕ
(
(F ij(h(0), h(1))− F ji(h(1), h(0)))
(
δi(h)
)
δj(h)
)
= 0.
Therefore, only the expression 12(F
ij(t0, t1)+F
ji(t1, t0))), denoted by F
ij
S (t0, t1), may con-
tribute to the value of ϕ(b2(P )). This fact was first noticed in [9] for the conformally flat
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metrics and used in other works [15, 10] to prove a Gauss-Bonnet theorem in dimension
two.
In the case of conformally flat metrics, since we have F ij = F ji, the function F ijS is
indeed the symmetric part of the function F ij and this is the rationale behind our notation
F ijS .
Example 5.1. In this example, we examine what we have discussed so far for the total scalar
curvature of twisted product of flat (Trθ, g) and (T
d−r
θ , g˜) with twisting factor f(t)
−1 (see
the Section 4.3). We assume that f(t) = t and from Theorem 4.5 we have
B˜ij2,1(x) =


−16(r − 1)x−
r
2 1 ≤ i, j ≤ r
−16rx−
r
2
−1 r < i, j ≤ d
0 otherwise.
The B˜ij22(x, y) for 1 ≤ i, j ≤ r is given by(
− 6x 3r2 y3 + 3xry r2+1((r − 2)y − rx)((r − 1)y − (r − 2)x)
+ x
r
2 yr
(−r(r − 1)(r − 2)(x − y)3 + 6xy((r − 1)x− (r − 2)y))
+ 3x2y
3r
2 (rx− (r − 2)y)
)
/
(
3(r − 2)r(x− y)4xryr
)
.
Also, B˜ij22(x, y) for r < i, j ≤ d is given by(
− 6x 3r2 +1y2 + 3xr+1yr/2 ((r − 3)(r − 2)x2 − (r − 4)(2r − 3)xy + (r2 − 6r + 4)y2)
+ x
r
2 yr
(
r(r − 4)(r − 2)y3 − 3(r3 − 6rr + 8r + 2)xy2
+ 3(r3 − 6r2 + 6r + 8)x2y − (r − 2)(r2 − 4r − 6)x3)
+ 3x2y
3r
2 ((r − 2)x− (r − 4)y)
)
/
(
3(r − 4)(r − 2)(x − y)4xr+1yr
)
.
Therefore, there are two symmetric functions FS and F˜S such that
ϕ(R) =
√
|g||g˜|ϕ (gijFS(f(h(0), h(1)))[h(0), h(1); f ](δi(h))δj(h))
+
√
|g||g˜|ϕ
(
g˜ijF˜S(f(h(0), h(1)))[h(0), h(1); f ](δi(h))δj(h)
)
.
These functions are given by
FS(x, y) =
x−ry−r
2r(x− y)3
(
yx
r
2 + xy
r
2
)(
(r − 1)x r2 y r2 (x− y)− yxr + xyr
)
,
F˜S(x, y) =
x−ry−r
2(r − 2)(x− y)3
(
x
r
2 yr(rx+ (1− r)y)− yx 3r2 + xry r2 ((r − 1)x− ry) + xy 3r2
)
.
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Applied to the Laplacian of a functional metric g on Tdθ, what we have covered so far
in this section gives a simplified term whose trace is equal to the total scalar curvature of
(Tdθ, g), which we summarize in the following proposition.
Proposition 5.2. The total scalar curvature of Tdθ equipped with a functional metric g is
given by
ϕ(R) = ϕ
(
F ijS (h(0), h(1))
(
δi(h)
)
δj(h)
)
,
where F ijS (t0, t1) is given by
F ijS (t0, t1) =
1
2(t0 − t1)2
(
Aij 4
√
|g|(t0)|g|(t1)− 2AijT;1,1(t0, t1)
+ Tk,l;1,2(t0, t1)
(
2Aikglj(t1) + 2A
kjgil(t1)−AikAlj
)
+ Tk,l;2,1(t0, t1)
(
2Aikglj(t0) + 2A
kjgil(t0)−AikAlj
))
,
and Aij = |g| 14 (t0)|g|
−1
4 (t1)g
ij(t0) + |g| 14 (t1)|g|
−1
4 (t0)g
ij(t1).
Example 5.2. We conclude this section by computing the functions F ijS for the doubly
twisted product functional metric f(h)−1g ⊕ f˜(h)−1g˜ on T4θ whose T -functions was found
in Example 3.2. Using Proposition 5.2, we have in this case
A = (f˜(t0) + f˜(t1))
√
f(t0)f(t1)
f˜(t0)f˜(t1)
g−1 ⊕ (f(t0) + f(t1))
√
f˜(t0)f˜(t1)
f(t0)f(t1)
g˜−1.
Then by substituting all the terms in Proposition 5.2, we find that for 1 ≤ i, j ≤ 2
F ijS (t0, t1) =
√
|g||g˜|(f˜(t0)2 − f˜(t1)2)gij
4(t0 − t1)2(f(t1)f˜(t0)− f(t0)f˜(t1))2
×(
f(t1)
f˜(t1)
(
f(t0)
(
log(
f(t0)f˜(t1)
f(t1)f˜(t0)
) + 1
)
+ f(t1)
)
−f(t0)
f˜(t0)
(
f(t1)
(
log(
f(t1)f˜(t0)
f(t0)f˜(t1)
) + 1
)
+ f(t0)
))
.
The formula for functions F ijS (t0, t1) for 3 ≤ i, j ≤ 4, can be obtained by interchanging f
with f˜ and g−1 with g˜−1 in the above formula.
5.2 Dimension two and a Gauss-Bonnet theorem
In this subsection, we study the functions F ijS in dimension two. We show that these
functions vanish for the noncommutative two torus equipped with a functional metric g.
This means that the total scalar curvature of (T2θ, g) is independent of g. Similar to the
conformally flat metrics [9, 14], we call this result the Gauss-Bonnet theorem for functional
metrics.
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Theorem 5.3 (Gauss-Bonnet Theorem). The total scalar curvature ϕ(R) of the noncom-
mutative two tori equipped with a functional metric vanishes, hence it is independent of the
metric.
Before we give the proof of the theorem, we make some comments and prove a lemma. To
prove the theorem, we evaluate the functions F ijS for dimension two. What makes it possible
for us to do this is that T -functions present in the formula for the total scalar curvature
from Proposition 5.2 can be explicitly evaluated in dimension two for all functional metrics.
In particular, the function T;1,1 in dimension two is given by a basic integral; that is the
integral of an inverse square root of a quadratic function, and we have
T;1,1(t0, t1) =


1√
a
ln
(
2a+b+2
√
a2+ab+ac
b+2
√
ac
)
a > 0
1√−a sin
−1
(
−2a+b√
b2−4ac
)
− 1√−a sin−1
(
b√
b2−4ac
)
a < 0
where c = det(P2(t1)), b = − det(P2(t1))tr(I−P2(t0)P2(t1)−1) and a = det(P2(t1)−P2(t0)).
The form of T;1,1(t0, t1) depends on the sign of a. In the conformal case, a = (f(t1) −
f(t0))
2 which is always positive. In general, however, there are functional metrics for which
a is negative. For instance, consider the diagonal functional metric with the diagonal entries
t and a positive decreasing function f(t). For all nonzero t, then det(P2(t1)− P2(t0)) < 0.
On the other hand, the case a = 0, which is the limit of the other cases, can also happen.
The diagonal functional metric with one constant diagonal entry is an instance of such a
case. While all three cases are possible at the same time, we will deal with them separately.
This is simply because the conditions a > 0 or a < 0 are open conditions and we can always
choose to work with a selfadjoint element h whose spectrum is either in a−1(0,+∞) > 0 or
a−1(−∞, 0) < 0.
By the property Tk,l;2,1(t0, t1) = Tk,l;1,2(t1, t0), we only need to find Tk,l;2,1. This is done
in the following lemma in which we write Tk,l;2,1 in terms of T1,1.
Lemma 5.4. In dimension two, when det(P2(t0)− P2(t1)) 6= 0, we have
Tk,l;2,1(t0, t1) =
1
2|g(t0)− g(t1)|T1,1(t0, t1)
(
gkl(t0)
|g|(t0) −
gkl(t1)
|g|(t1)
)
+
|g|(t0)3/2|g|(t1)(
√
|g|(t0)
√
|g|(t1) + |g|(t1)− |g(t0)− g(t1)|)
|g(t0)− g(t1)|
(
|g(t0)− g(t1)| − (
√
|g|(t0) +
√
|g|(t1))2
) (gkl(t0)|g|(t0) −
gkl(t1)
|g|(t1)
)
+
|g|(t0)3/2(√|g|(t0) +√|g|(t1))2 − |g(t0)− g(t1)|gkl(t1).
Moreover, for det(P2(t0)− P2(t1)) = 0, we have
Tk,l;2,1(t0, t1) =
|g|(t0)3/2(√
|g|(t0) +
√
|g|(t1)
)2 gkl(t1), T;1,1(t0, t1) =
√|g|(t0)|g|(t1)√
|g|(t0) +
√
|g|(t1)
.
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Proof. We substitute the formula of T -functions from Lemma 5.4 in the formula for the total
scalar curvature ϕ(R) found in Proposition 5.2. We find that F ijS is the (i, j) component of
the matrix(
2|g(t0)− g(t1)||g|
1
4 (t0)|g|
1
4 (t1)(t0 − t1)2
(|g(t0)− g(t1)| − (|g| 12 (t0) + |g| 12 (t1))2))−1(
2T1,1(t0, t1)
((|g| 12 (t0) + |g| 12 (t1))2 − |g(t0)− g(t1)|)+ |g(t0)− g(t1)||g| 14 (t0)|g| 14 (t1)
− 4|g| 12 (t0)|g|(t1)− 4|g|
1
2 (t1)|g|(t0)
)
(α(t0, t1) + α(t1, t0)),
where α(t0, t1) is a matrix valued function given by
α(t0, t1) =|g|
1
2 (t0)
(
|g(t0)− g(t1)| − |g|(t0)− |g|(t1) + |g|(t0)g−1(t0)g(t1)
)
g−1(t0)
+ |g| 12 (t1)|g|(t0)g−1(t0).
Using the Cayley–Hamilton theorem and the identity det(A)A−1 = tr(A)−A which holds
for every two by two matrix A, we have(
|g(t0)− g(t1)| − |g|(t0)− |g|(t1) + |g|(t0)g−1(t0)g(t1)
)
g−1(t0) =− |g|(t1)g−1(t1).
This implies that
α(t0, t1) = |g|
1
2 (t1)|g|(t0)g−1(t0)− |g|
1
2 (t0)|g|(t1)g−1(t1).
Hence α is an anti-symmetric function and the functions F ijS vanish for all i and j, in
dimension two. This completes the proof of the theorem.
Summary and outlook
In this paper we introduced a new family of metrics on noncommutative tori, called func-
tional metrics, and studied their spectral geometry. We defined the Laplacian of these
metrics and computed the heat trace asymptotics of these Laplacians. A formula for the
second density of the heat trace is obtained. In fact our formula covers a class larger
than these Laplacians. We call the latter class, introduced in this paper, Laplace type
h-differential operators. As a result, the scalar curvature density and the total scalar cur-
vature are explicitly computed in all dimensions for certain classes of functional metrics
that include conformally flat metrics and twisted product of flat metrics. In dimension
two our computations cover the total scalar curvature of all functional metrics. Finally
a Gauss-Bonnet type theorem for a noncommutative two torus equipped with a general
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functional metric is proved. Extending noncommutative curvature computations beyond
dimensions 2, 3, and 4, to all dimensions, and beyond conformally flat metrics has been
an open problem that is effectively addressed in this paper for the first time. The moduli
space of noncommutative metrics, even for noncommutative two tori, is poorly understood
at present. It is thus important to treat wider classes of metrics by heat equation and
spectral geometry techniques in search of finding common patterns.
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