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Abstract
We consider the Modified Craig–Sneyd (MCS) scheme which forms a prominent time step-
ping method of the Alternating Direction Implicit type for multidimensional time-dependent
convection-diffusion equations with mixed spatial derivative terms. Such equations arise often,
notably, in the field of financial mathematics. In this paper a first convergence theorem for the
MCS scheme is proved where the obtained bound on the global temporal discretization errors
has the essential property that it is independent of the (arbitrarily small) spatial mesh width
from the semidiscretization. The obtained theorem is directly pertinent to two-dimensional
convection-diffusion equations with mixed derivative term. Numerical experiments are pro-
vided that illustrate our result.
Key words: Initial-boundary value problems, convection-diffusion equations, ADI splitting schemes,
convergence analysis.
1 Introduction
Semidiscretization by finite difference or finite volume methods of initial-boundary value problems
for multidimensional time-dependent convection-diffusion equations leads to large systems of stiff
ordinary differential equations (ODEs),
U ′(t) = F (t, U(t)) (0 ≤ t ≤ T ), U(0) = U0, (1.1)
with given vector-valued function F : [0, T ]× Rm → Rm and given initial vector U0 ∈ Rm, where
integer m ≥ 1 is the number of spatial grid points. For the effective time discretization of such
semidiscrete systems, operator splitting schemes of the Alternating Direction Implicit (ADI) type
are widely considered. Recently, ADI schemes have been studied for the situation where mixed
spatial derivative terms are present in the convection-diffusion equation. Mixed derivative terms
are ubiquitous, notably, in the field of financial mathematics. There they arise due to correlations
between the underlying stochastic processes. In the past years a variety of positive results has
been derived in the literature on the stability of ADI schemes in the presence of mixed derivative
terms, see e.g. [1, 4, 5, 6, 7]. However, a useful convergence analysis relevant to this important
situation is still in its infancy. Our aim in the present paper is to contribute to this analysis.
Let the semidiscrete function F be decomposed as
F (t, v) = F0(t, v) + F1(t, v) + · · ·+ Fk(t, v) (0 ≤ t ≤ T, v ∈ Rm), (1.2)
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where F0 represents all mixed spatial derivative terms and Fj , for 1 ≤ j ≤ k, represents all spatial
derivative terms in the j-th direction. For the time discretization of (1.1) we consider a prominent
scheme of the ADI type. Let θ > 0 be a given parameter, let ∆t > 0 be a given time step size
and set tn = n∆t for integers n ≥ 0. Then the Modified Craig–Sneyd (MCS) scheme defines
approximations Un to U(tn) successively for n = 1, 2, 3, . . . with n∆t ≤ T through

Y0 = Un−1 +∆t F (tn−1, Un−1),
Yj = Yj−1 + θ∆t (Fj(tn, Yj)− Fj(tn−1, Un−1)) , j = 1, 2, . . . , k,
Ŷ0 = Y0 + θ∆t (F0(tn, Yk)− F0(tn−1, Un−1)) ,
Y˜0 = Ŷ0 + (
1
2 − θ)∆t (F (tn, Yk)− F (tn−1, Un−1)) ,
Y˜j = Y˜j−1 + θ∆t (Fj(tn, Y˜j)− Fj(tn−1, Un−1)), j = 1, 2, . . . , k,
Un = Y˜k.
(1.3)
The MCS scheme (1.3) was introduced by in ’t Hout & Welfert [7]. It starts with an explicit Euler
predictor stage, which is followed by k implicit but unidirectional corrector stages. Then a second
explicit stage is performed, followed again by k implicit unidirectional corrector stages. In the
special case where θ = 12 one obtains the Craig–Sneyd (CS) scheme, proposed in [1]. Note that
the F0 part, representing all mixed derivative terms, is always treated in an explicit manner by
(1.3).
In [4, 5, 7, 12] positive stability results were proved for the MCS scheme under convenient lower
bounds on θ, guaranteeing unconditional stability in the von Neumann sense pertinent to various
classes of multidimensional convection-diffusion equations with mixed derivative terms. A relevant
convergence analysis is still open in the literature. It can be verified by standard arguments that
if natural stability and smoothness assumptions hold, then the MCS scheme is convergent of
order two for fixed, nonstiff ODE systems. It is well-known in the literature, however, that this
standard convergence analysis of time stepping schemes has limited relevance for the application
to semidiscrete systems (1.1). In this analysis, the size of the error constant in the obtained bound
for the global temporal discretization errors may become arbitrarily large as the spatial mesh
width from the semidiscretization tends to zero (m→∞), which renders this bound impractical.
In the present paper we shall derive a first useful convergence bound for the MCS scheme
that is directly relevant to two-dimensional convection-diffusion equations with mixed derivative
term. Our analysis is inspired by that of Hundsdorfer [9, 10], cf. also Hundsdorfer & Verwer [11],
for operator splitting schemes applied to multidimensional convection-diffusion-reaction problems
without mixed derivative terms and it extends our recent work [8] for the Hundsdorfer–Verwer
(HV) scheme.
2 Convergence analysis
2.1 Preliminaries
Assume that
F (t, v) = Av + g(t) and Fj(t, v) = Ajv + gj(t) (0 ≤ t ≤ T, v ∈ Rm, 0 ≤ j ≤ k),
where A, Aj (0 ≤ j ≤ k) are given real m × m-matrices and g, gj (0 ≤ j ≤ k) are given real
m-vector valued functions. Let I denote the m×m identity matrix. For convenience, define the
matrices
Z = ∆tA, Zj = ∆tAj , Qj = I − θZj (0 ≤ j ≤ k), P = Q1Q2 · · ·Qk.
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Consider the naturally scaled inner product (v, w) = 1mv
Tw for v, w ∈ Rm with induced vector
and matrix norms ‖ · ‖2. We shall assume that
(Ajv, v) ≤ 0 whenever v ∈ Rm, 1 ≤ j ≤ k.
This assumption is often fulfilled when dealing with semidiscrete systems stemming from time-
dependent convection-diffusion equations, cf. e.g. [9, 10, 11]. It implies that the Qj and P are
invertible and
‖Q−1j ‖2 ≤ 1 (1 ≤ j ≤ k), ‖P−1‖2 ≤ 1. (2.1)
2.2 Error recursion
For the convergence analysis, we consider along with (1.3) the perturbed scheme

Y ∗0 = U
∗
n−1 +∆t F (tn−1, U
∗
n−1) + ρ0,
Y ∗j = Y
∗
j−1 + θ∆t
(
Fj(tn, Y
∗
j )− Fj(tn−1, U∗n−1)
)
+ ρj , j = 1, 2, . . . , k,
Ŷ ∗0 = Y
∗
0 + θ∆t
(
F0(tn, Y
∗
k )− F0(tn−1, U∗n−1)
)
+ ρ̂0,
Y˜ ∗0 = Ŷ
∗
0 + (
1
2 − θ)∆t
(
F (tn, Y
∗
k )− F (tn−1, U∗n−1)
)
+ ρ˜0,
Y˜ ∗j = Y˜
∗
j−1 + θ∆t (Fj(tn, Y˜
∗
j )− Fj(tn−1, U∗n−1)) + ρ˜j , j = 1, 2, . . . , k,
U∗n = Y˜
∗
k .
(2.2)
Here ρj , ρ˜j ∈ Rm (0 ≤ j ≤ k) and ρ̂0 ∈ Rm denote arbitrary given perturbation vectors. These
perturbations may depend on the step number n. For ease of presentation, this is omitted in the
notation. In the following we derive a useful formula for the error
en = U
∗
n − Un.
Define the auxiliary variables
εj = Y
∗
j − Yj , ε˜j = Y˜ ∗j − Y˜j (0 ≤ j ≤ k) and ε̂0 = Ŷ ∗0 − Ŷ0.
From (1.3), (2.2) one directly obtains
ε0 = en−1 +∆tAen−1 + ρ0
= (I + Z)en−1 + ρ0,
εj = εj−1 + θ∆t(Ajεj −Ajen−1) + ρj, 1 ≤ j ≤ k.
The latter equation can readily be rewritten as
εj = en−1 +Q
−1
j (εj−1 − en−1 + ρj), 1 ≤ j ≤ k. (2.3)
Next,
ε̂0 = ε0 + θZ0(εk − en−1) + ρ̂0
= (I + Z − θZ0)en−1 + θZ0εk + ρ0 + ρ̂0,
ε˜0 = ε̂0 + (
1
2 − θ)Z(εk − en−1) + ρ˜0
= (I + (12 + θ)Z − θZ0)en−1 + (θZ0 + (12 − θ)Z)εk + ρ0 + ρ̂0 + ρ˜0
and analogously to (2.3) there holds
ε˜j = en−1 +Q
−1
j (ε˜j−1 − en−1 + ρ˜j), 1 ≤ j ≤ k. (2.4)
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Using (2.4) together with the obtained expression for ε˜0, it follows that
en = ε˜k = en−1 +Q
−1
k (ε˜k−1 − en−1 + ρ˜k)
= en−1 +Q
−1
k Q
−1
k−1(ε˜k−2 − en−1 + ρ˜k−1) +Q−1k ρ˜k
...
= en−1 + P
−1(ε˜0 − en−1 + ρ˜1) +
k∑
j=2
Q−1k Q
−1
k−1 · · ·Q−1j ρ˜j
= en−1 + P
−1(−θZ0 + (12 + θ)Z)en−1 + P−1(θZ0 + (12 − θ)Z)εk
+ P−1(ρ0 + ρ̂0 + ρ˜0) +
k∑
j=1
Q−1k Q
−1
k−1 · · ·Q−1j ρ˜j .
In a similar way, using (2.3), it is seen that
εk = en−1 + P
−1(ε0 − en−1 + ρ1) +
k∑
j=2
Q−1k Q
−1
k−1 · · ·Q−1j ρj
= (I + P−1Z)en−1 + P
−1ρ0 +
k∑
j=1
Q−1k Q
−1
k−1 · · ·Q−1j ρj .
Inserting the obtained expression for εk into that for en, we arrive at the useful recursion formula
en = Ren−1 + dn (2.5)
with stability matrix
R = I + P−1Z + P−1(θZ0 + (12 − θ)Z)P−1Z (2.6)
and vector
dn = P
−1(θZ0 + (12 − θ)Z)(P−1ρ0 +
k∑
j=1
Q−1k Q
−1
k−1 · · ·Q−1j ρj)
+ P−1(ρ0 + ρ̂0 + ρ˜0) +
k∑
j=1
Q−1k Q
−1
k−1 · · ·Q−1j ρ˜j . (2.7)
The recursion (2.5) implies
en = R
ne0 +
n∑
j=1
Rn−jdj . (2.8)
2.3 Local discretization errors
We now consider the perturbed MCS scheme (2.2) where the perturbations are such that
U∗n−1 = U(tn−1), Y
∗
j = Y˜
∗
j = U(tn) (0 ≤ j ≤ k) and Ŷ ∗0 = U(tn).
With this choice, dn is the local discretization error and en = U(tn)−Un the global discretization
error in the n-th step.
For the convergence analysis of any given time stepping scheme applied to semidiscrete PDEs to
be practical, it is imperative that the pertinent stability and error bounds are not adversely affected
by the (arbitrarily small) spatial mesh width employed in the semidiscretization. Accordingly, by
the notation O ((∆t)p) we shall always mean that the norm ‖ · ‖2 of the term under consideration
is bounded by a positive constant times (∆t)p where the constant is independent of the spatial mesh
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width, the time step size ∆t > 0 and the step number n ≥ 1 with n∆t ≤ T . If p = 0, then we
write O (1) for short.
Throughout this paper we will assume that the MCS scheme is stable in the sense that there
exists a constant M such that the stability matrix satisfies ‖Rn‖2 ≤ M uniformly in the spatial
mesh width, ∆t > 0 and integer n ≥ 1. Thus, Rn = O (1).
To arrive at an optimal convergence order p, it turns out that a careful investigation of the
local discretization errors dn is required. Define
ϕj(t) = Fj(t, U(t)) for 0 ≤ t ≤ T, 0 ≤ j ≤ k.
We assume that the vector functions ϕj are twice continuously differentiable and that their second
derivatives are bounded on [0, T ] uniformly in the spatial mesh width. Notice that U ′(t) =∑k
j=0 ϕj(t), so the above smoothness condition for the ϕj implies one for U too. By Taylor
expansion it directly follows that
ρ0 = U
′′(tn−1) 12 (∆t)
2 +O ((∆t)3) , (2.9a)
ρ̂0 = −ϕ′0(tn−1) θ(∆t)2 +O
(
(∆t)3
)
, (2.9b)
ρ˜0 = −U ′′(tn−1) (12 − θ)(∆t)2 +O
(
(∆t)3
)
, (2.9c)
ρj = ρ˜j = − ϕ′j(tn−1) θ(∆t)2 +O
(
(∆t)3
)
, 1 ≤ j ≤ k. (2.9d)
Since ρj = ρ˜j for all 1 ≤ j ≤ k, the expression (2.7) for dn becomes
dn =
(
I + P−1(θZ0 + (12 − θ)Z)
)
(P−1ρ0 +
k∑
j=1
Q−1k Q
−1
k−1 · · ·Q−1j ρj) + P−1(ρ̂0 + ρ˜0).
Inserting the expansions (2.9) into this and taking into account the uniform boundedness of the
matrices Q−1j (1 ≤ j ≤ k), see (2.1), we obtain
dn =
(
I + P−1(θZ0 + (
1
2 − θ)Z)
)
P−1U ′′(tn−1)
1
2 (∆t)
2
− (I + P−1(θZ0 + (12 − θ)Z))
k∑
j=1
Q−1k Q
−1
k−1 · · ·Q−1j ϕ′j(tn−1) θ(∆t)2
− P−1ϕ′0(tn−1) θ(∆t)2 − P−1U ′′(tn−1) (12 − θ)(∆t)2 +
+
(
I + P−1(θZ0 + (
1
2 − θ)Z)
)O ((∆t)3)+O ((∆t)3) .
Using that U ′′(t) =
∑k
j=0 ϕ
′
j(t) the latter expression for dn can be written in the following form,
which will be employed in the next section,
dn = P
−1(θZ0 + (
1
2 − θ)Z)P−1(12U ′′(tn−1)− θ
k∑
j=1
ϕ′j(tn−1)) (∆t)
2
+
(
I + P−1(θZ0 + (12 − θ)Z)
)
P−1
k∑
j=2
(I −Q1Q2 · · ·Qj−1)ϕ′j(tn−1) θ(∆t)2
+
(
I + P−1(θZ0 + (
1
2 − θ)Z)
)O ((∆t)3)+O ((∆t)3) . (2.10)
2.4 Main convergence theorem
From (2.10) and the specific dependence of the matrices Z0, Z, Qj (1 ≤ j ≤ k) on ∆t it is readily
seen that for any given fixed semidiscrete system the local errors are bounded by a constant times
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(∆t)3. Next, formula (2.8) together with the stability of the MCS scheme directly imply a well-
known estimate for the global discretization errors in terms of the local discretization errors (note
that e0 = 0),
‖en‖2 ≤M
n∑
j=1
‖dj‖2.
Hence, it follows that the global errors are bounded by a constant times (∆t)2, that is second-order
convergence. However, as the spatial mesh width decreases (and the size m of the semidiscrete
system increases), the pertinent error constant can become arbitrarily large due to negative powers
of the spatial mesh width occurring in the matrices Aj (0 ≤ j ≤ k). Clearly, this renders the global
error bound obtained in this way impractical.
In the following we shall present for the MCS scheme with k = 2 a useful second-order con-
vergence result, which is valid uniformly in the spatial mesh width. We apply a key lemma from
Hundsdorfer [9], cf. also [10, 11]. For completeness, its (short) proof is included.
Lemma 2.1 Let α > 0. If the time stepping scheme is stable and the local discretization errors
satisfy
dj = (R−I)ξj+ηj with ξj = O ((∆t)α) , ξj−ξj−1 = O
(
(∆t)α+1
)
, ηj = O
(
(∆t)α+1
)
, (2.11)
then for the global discretization errors one has that en = O ((∆t)α).
Proof Consider relation (2.8) for the global error. Inserting dj = (R− I)ξj + ηj and e0 = 0 gives
en = R
nξ1 − ξn +
n∑
j=2
Rn−j+1(ξj − ξj−1) +
n∑
j=1
Rn−jηj .
By stability of the time stepping scheme (cf. Section 2.3), this leads to the bound
‖en‖2 ≤M‖ξ1‖2 + ‖ξn‖2 +M
n∑
j=2
‖ξj − ξj−1‖2 +M
n∑
j=1
‖ηj‖2.
Using the properties of ξj and ηj in (2.11) and n∆t ≤ T , the assertion of the lemma follows.

If k = 2, then the obtained expression (2.10) for the local error simplifies to dn = d
(1)
n +d
(2)
n +d
(3)
n
with
d
(1)
n = P−1(θZ0 + (
1
2 − θ)Z)P−1(12U ′′(tn−1)− θ
∑2
j=1 ϕ
′
j(tn−1)) (∆t)
2,
d
(2)
n =
(
I + P−1(θZ0 + (12 − θ)Z)
)
P−1Z1 ϕ′2(tn−1) θ
2(∆t)2,
d
(3)
n =
(
I + P−1(θZ0 + (12 − θ)Z)
)O ((∆t)3)+O ((∆t)3) .
Using formula (2.6) for the stability matrix, the first two components of dn can be rewritten as
(assuming the pertinent inverses exist),
d
(1)
n = (R− I)Z−1P (I + P−1(θZ0 + (12 − θ)Z))−1d
(1)
n
= (R− I)Z−1(θZ0 + (12 − θ)Z)(P + θZ0 + (12 − θ)Z)−1(12U ′′(tn−1)− θ
∑2
j=1 ϕ
′
j(tn−1)) (∆t)
2,
d
(2)
n = (R− I)Z−1Z1ϕ′2(tn−1) θ2(∆t)2.
Upon invoking Lemma 2.1 with α = 2, we then arrive at the main result of this paper.
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Theorem 2.2 Let k = 2. Assume that the ϕj (j = 0, 1, 2) are twice continuously differentiable
and their second derivatives are bounded on [0, T ] uniformly in the spatial mesh width. Assume
(Ajv, v) ≤ 0 whenever v ∈ Rm and j = 1, 2. Assume the MCS scheme is stable, the matrices A
and P + θZ0 + (
1
2 − θ)Z are invertible and the matrices
A−1A1, A
−1A2, I + P
−1(θZ0 + (
1
2 − θ)Z), (P + θZ0 + (12 − θ)Z)−1 (2.12)
are all O (1). Then the global discretization errors for the MCS scheme satisfy en = O
(
(∆t)2
)
.
2.5 Boundedness assumptions in Theorem 2.2
The assumptions concerning the boundedness of the matrices (2.12) in Theorem 2.2 are similar
to those made in [10] in order to prove convergence of the HV scheme with k = 1. The uniform
boundedness of A−1A1 and A−1A2 was also assumed there and is often fulfilled. If k = 1, the
assumption (P + θZ0 + (
1
2 − θ)Z)−1 = O (1) is closely related to the condition (29) in [10] for the
HV scheme. The assumption I + P−1(θZ0 + (
1
2 − θ)Z) = O (1) can be viewed as a counterpart of
the condition I − P−1 + 12P−1Z = O (1) which was tacitly assumed in [10].
For k = 2 the conditions I+P−1(θZ0+(
1
2 − θ)Z) = O (1) and (P + θZ0+(12 − θ)Z)−1 = O (1)
are new in the literature. To gain insight into these conditions, we follow the well-known von
Neumann framework and consider the two-dimensional convection-diffusion equation
ut = d11uxx + 2d12uxy + d22uyy + c1ux + c2uy (2.13)
for (x, y) ∈ (0, 1)× (0, 1) and 0 ≤ t ≤ T with periodic boundary condition. Here c1, c2, d11, d12, d22
denote given real constants with
d11 ≥ 0, d22 ≥ 0, |d12| ≤ γ
√
d11d22 and γ ∈ [0, 1]. (2.14)
After semidiscretization of (2.13) by standard finite difference schemes on uniform rectangular
grids, the analysis reduces to bounding from above the two scalar terms
|1 + 12 z0p + (12 − θ) z1+z2p | and |p+ 12z0 + (12 − θ)(z1 + z2)|−1 (2.15)
with p = (1− θz1)(1 − θz2) for all complex numbers z0, z1, z2 satisfying
Rz1 ≤ 0, Rz2 ≤ 0, |z0| ≤ 2γ
√
Rz1Rz2. (2.16)
The condition (2.16) arises naturally in the von Neumann stability analysis of ADI schemes when
a mixed derivative uxy is present. It has been considered in [4, 6, 7] with γ = 1 and in [5, 12] for
arbitrary γ ∈ [0, 1].
For the first term in (2.15), we obtain the following positive result under (2.16).
Theorem 2.3 Assume (2.16) and 0 ≤ γ ≤ 1. Then
∣∣∣∣1 + 12 z0p + (12 − θ)z1 + z2p
∣∣∣∣ ≤


1
2θ − 32 if 0 < θ < 16 ,
3
2 if
1
6 ≤ θ ≤ 1 ,
2− 12θ if 1 < θ .
Proof By [6, Lemma 2.3] it holds that
p 6= 0 and |α|+ |β| ≤ 1
2θ
with α =
z0
p
, β =
1
2θ
+
z1 + z2
p
.
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Using this we obtain∣∣∣∣1 + 12 z0p + (12 − θ)z1 + z2p
∣∣∣∣ = ∣∣1 + 12α+ (12 − θ)(β − 12θ )∣∣
=
∣∣ 3
2 − 14θ + 12α+ (12 − θ)β
∣∣
≤ ∣∣ 32 − 14θ ∣∣+ 12 |α|+ ∣∣12 − θ∣∣ |β|
≤ ∣∣ 32 − 14θ ∣∣+ 12θ ·max{ 12 , ∣∣ 12 − θ∣∣} ,
which readily yields the result of the theorem.

For bounding the second term in (2.15), we make use of the following elementary lemma, where
R+ = [0,∞).
Lemma 2.4 Let 0 ≤ δ ≤ 1 and
f : R+ × R+ → R : (x, y)→
√
1 + x2
√
1 + y2 − δ(x+ y).
Then
min{f(x, y) | (x, y) ∈ R+ × R+} = 1− δ2.
The proof of Lemma 2.4 is given in Appendix A.
Theorem 2.5 Assume (2.16) and 0 ≤ γ ≤ 1. Then
|p+ 12z0+(12−θ)(z1+z2)| ≥


(θ − 14 )/θ2 if 14 ≤ θ < 12 , 0 ≤ γ < 2θ ,
−3(θ − 1+γ6 )(θ − 1+γ2 )/θ2 if 14 ≤ θ < 12 , 2θ ≤ γ ≤ min{6θ − 1, 1} ,
1 if 12 ≤ θ .
Proof First, consider the case θ ≥ 12 and put ̥ = 2θ − 12 . Then,
|p+ 12z0 + (12 − θ)(z1 + z2)| ≥ |p+ (12 − θ)(z1 + z2)| −
√
Rz1Rz2
= |(̥θ − θz1)(̥θ − θz2) + 1− ̥
2
θ2 | −
√
Rz1Rz2
≥ |̥θ − θz1||̥θ − θz2| − |1− ̥
2
θ2 | −
√
Rz1Rz2.
Now, since
θ2 −̥2 = −3θ2 + 2θ − 14 = −3(θ − 16 )(θ − 12 ),
it holds that 1− ̥2θ2 is negative. Further, since R(̥θ − θzj) ≥ 0, we have that
|̥θ − θzj | ≥ ̥θ − θRzj for j = 1, 2.
As a consequence
|p+ 12z0 + (12 − θ)(z1 + z2)| ≥ ̥
2
θ2 −̥(Rz1 +Rz2) + θ2Rz1Rz2 + 1− ̥
2
θ2 −
√
Rz1Rz2
= 1 + θ2Rz1Rz2 +̥(
√
−Rz1 −
√
−Rz2 )2 + (2̥− 1)
√
Rz1Rz2
≥ 1 + 2(2θ − 1)
√
Rz1Rz2
≥ 1,
which completes the proof for θ ≥ 12 .
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Next consider the case 14 ≤ θ < 12 and 2θ ≤ γ ≤ min{6θ− 1, 1}. Define vectors
vj =


√−2θRzj√
1 + θ2|zj |2

 for j = 1, 2.
By the Cauchy–Schwarz inequality, we have
|p| =
√
vT1 v1
√
vT2 v2 ≥ vT1 v2 = 2θ
√
Rz1Rz2 +
√
1 + θ2|z1|2
√
1 + θ2|z2|2. (2.17)
Also,
|z1 + z2| =
√
(Rz1 +Rz2)2 + (Iz1 + Iz2)2
=
√
(Rz1 −Rz2)2 + 4Rz1Rz2 + (Iz1 + Iz2)2
≥ 2
√
Rz1Rz2
≥ 1
γ
|z0|. (2.18)
Using (2.17), (2.18) and 12 − θγ ≥ 0 we find
|p+ 12z0 + (12 − θ)(z1 + z2)| ≥ |p| − 12 |z0| − (12 − θ)|z1 + z2|
≥ |p| − 2θ
√
Rz1Rz2 − (12 − θγ )|z0| − (12 − θ)|z1 + z2|
≥
√
1 + θ2|z1|2
√
1 + θ2|z2|2 − (1+γ2 − 2θ)|z1 + z2|
≥
√
1 + θ2|z1|2
√
1 + θ2|z2|2 − (1+γ2 − 2θ)(|z1|+ |z2|).
Define
δ = (1+γ2 − 2θ)/θ.
It is easily verified that, in the case under consideration, 0 < δ ≤ 1 and application of Lemma 2.4
yields
|p+ 12z0 + (12 − θ)(z1 + z2)| ≥ 1− (1+γ2 − 2θ)2/θ2
= −3(θ − 1+γ6 )(θ − 1+γ2 )/θ2.
Finally consider the case 14 ≤ θ < 12 and γ < 2θ. Analogously as above one finds
|p+ 12z0 + (12 − θ)(z1 + z2)| ≥ |p| − 2θ
√
Rz1Rz2 − (12 − θγ )|z0| − (12 − θ)|z1 + z2|
≥
√
1 + θ2|z1|2
√
1 + θ2|z2|2 − (12 − θ)|z1 + z2|
≥
√
1 + θ2|z1|2
√
1 + θ2|z2|2 − (12 − θ)(|z1|+ |z2|).
Applying Lemma 2.4 with δ = (12 − θ)/θ, it then follows that
|p+ 12z0 + (12 − θ)(z1 + z2)| ≥ 1− (12 − θ)2/θ2
= (θ − 14 )/θ2,
and this completes the proof.

Theorem 2.5 directly implies the positive result that the second term in (2.15) is also bounded
from above whenever { 14 < θ ≤ 13 and 0 ≤ γ < 6θ − 1} or {θ > 13}.
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3 Numerical experiments
We present numerical experiments in the case of the 2D convection-diffusion equation (2.13) for
(x, y) ∈ Ω = (0, 1)× (0, 1) and 0 ≤ t ≤ 2 with parameters
d11 = d, d12 = −2γd, d22 = 4d, c1 = −2, c2 = −3 and d = 0.025, γ = 0.7. (3.1)
The requirement (2.14) is fulfilled for this choice of parameters. We consider the initial condition
u(x, y, 0) = e−4(sin
2pix+cos2piy) for (x, y) ∈ Ω,
and Dirichlet boundary condition
u(x, y, t) = e−rtu(x, y, 0) for (x, y) ∈ ∂Ω, 0 < t ≤ 2,
with r = 0.05. Semidiscretization of the initial-boundary value problem is performed using stan-
dard second-order central finite difference schemes on a rectangular grid in Ω with spatial mesh
widths ∆x = 1/(m1+1) and ∆y = 1/(m2+1). In order to avoid spurious oscillations, the convec-
tion terms ux and uy are discretized by second-order backward finite differencing near x = 1 and
y = 1, respectively. The semidiscretization leads to an initial value problem (1.1) with m = m1m2
and F (t, v) = Av + e−rtg with given m × m-matrix A and m-vector g. Figure 1 shows the
semidiscrete solutions U(0) and U(2) on the grid in Ω if m1 = m2 = 50.
We employ the splitting (1.2) of the function F with k = 2 and consider application of the
MCS scheme with four interesting parameter values, namely θ = 14 ,
1
3 ,
1
2 , 1. Recall that for θ =
1
2
one recovers the CS scheme [1]. Stability of the MCS scheme pertinent to 2D convection-diffusion
equations with mixed derivative term has been analyzed in [4, 12]. Applying the results from these
references to the situation at hand, we expect unconditional stability whenever θ ≥ 13 and a lack
thereof when θ = 14 .
Figure 2 displays for m1 = m2 ∈ {50, 100, 150, 200} the norms of the global discretization
errors at t = 2 as a function of N ,
e(N,m1,m2) = ‖U(2)− U2N‖2,
whereN∆t = 1 and ‖·‖2 denotes the scaled Euclidean vector norm from Section 1. Here we applied
the HV scheme [6, 10, 13] with θ = 12 +
1
6
√
3 and N = 104 to obtain a reference solution U(2).
For θ = 13 ,
1
2 , 1 the results of Figure 2 clearly reveal a second-order convergence behaviour in
∆t, uniformly in the spatial mesh width. This positive conclusion is in line with our theory of
Section 2. For θ = 14 , a second-order convergence behaviour uniformly in the spatial mesh width
is clearly absent. This conclusion also agrees with the theory of Section 2. The observed strong
increase in the global discretization errors as the spatial mesh width decreases corresponds to a
lack of unconditional stability when θ = 14 (cf. above).
We have performed numerical experiments also for other convection-diffusion parameter sets
than (3.1) which satisfy the condition (2.14) as well as for the celebrated two-dimensional Heston
model [2] from financial mathematics. Semidiscretization of the latter model was performed as
described in [3] on a non-uniform spatial grid, also leading to initial value problems of type (1.1)
with F (t, v) = Av+ g(t). In all of the experiments, we found the obtained conclusions concerning
the temporal convergence behaviour of the MCS scheme to be in line with the theory of Section 2.
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Figure 1: Semidiscrete solutions U(t) on Ω for t = 0, 2 if m1 = m2 = 50.
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Figure 2: Global discretization errors e(N,m1,m2) versus 1/N for m1 = m2 = 50 (top left),
m1 = m2 = 100 (top right), m1 = m2 = 150 (bottom left) and m1 = m2 = 200 (bottom right)
with θ = 14 ,
1
3 ,
1
2 , 1.
4 Conclusions
We have proved a useful second-order convergence result for the MCS scheme in the application
to two-dimensional time-dependent convection-diffusion equations with mixed derivative term.
Here the obtained bound on the global temporal discretization errors has the important property
that it is independent of the (arbitrarily small) spatial mesh width from the semidiscretization.
Based on the convergence analysis in the present paper and the stability results from [4, 12], we
recommend to select, in the application to these equations, the parameter of the MCS scheme such
that θ ≥ 13 . Numerical experiments further indicate that a smaller parameter value often yields
a smaller error constant. In future research we wish to extend our convergence results, among
others, to higher-dimensional problems and to problems with nonsmooth initial functions.
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A Proof of Lemma 2.4
For the case δ = 0 the result is trivial. Next, consider the case 0 < δ < 1. To find the minimum
of f on its domain we determine first its stationary points in (0,∞)× (0,∞). These are given by

fx(x, y) = x
√
1+y2√
1+x2
− δ = 0,
fy(x, y) = y
√
1+x2√
1+y2
− δ = 0.
(A.1)
From (A.1) it follows that
xy = δ2,
which yields that x and y are nonzero and
y =
δ2
x
. (A.2)
From (A.1) it also follows that
x
1 + x2
=
y
1 + y2
.
Inserting (A.2) into this yields
x
1 + x2
=
xδ2
x2 + δ4
,
which simplifies to (
1− δ2)x2 = δ2(1− δ2).
Because
η := 1− δ2 > 0,
this factor can be divided out. We thus conclude that
x = δ > 0,
and by (A.2),
y = δ = x.
Hence, the system (A.1) has precisely one solution, given by
(x, y) = (δ, δ) . (A.3)
We next prove that f possesses a relative minimum in its stationary point (A.3) by showing that
fxx > 0, fyy > 0 and fxxfyy − f2xy > 0 in this point. For arbitrary (x, y) there holds
fxx(x, y) =
√
1 + y2
(1 + x2)3/2
> 0,
fyy(x, y) =
√
1 + x2
(1 + y2)3/2
> 0,
fxy(x, y) =
xy√
1 + x2
√
1 + y2
and
(fxxfyy − f2xy)(x, y) =
1− x2y2
(1 + x2)(1 + y2)
=
(1− xy)(1 + xy)
(1 + x2)(1 + y2)
.
It is therefore sufficient to prove that 1 − xy is strictly positive in the point (A.3) and indeed
1− δ2 = η > 0. Hence, f has a relative minimum in (A.3), where it takes the value
1 + δ2 − δ(δ + δ) = η > 0.
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It remains to prove that on the boundary of its domain f is greater than the value η. First,
f(x, y) ≥
√
1 + x2 − δ(x + y)
≥ x− δ(x+ y)
= (1− δ)x − δy.
Thus for any given fixed y ∈ R+ there holds
lim
x→∞
f(x, y) =∞.
Since f(x, y) = f(y, x) for all (x, y) in the domain of f , it also holds for any given fixed x ∈ R+
that
lim
y→∞
f(x, y) =∞.
We finally show that f is always greater than η whenever x = 0 or y = 0. By the same symmetry
argument as above, it suffices to consider only y = 0. Define
g : R+ → R : x→
√
1 + x2 − δx,
so that g(x) = f(x, 0). Then
g(0) = 1 > η and lim
x→∞
g(x) ≥ lim
x→∞
(1− δ)x =∞.
Next, 

gx(x) =
x√
1 + x2
− δ,
gxx(x) =
1
(1 + x2)3/2
> 0.
Putting gx(x) = 0, it readily follows that g has one relative minimum, which is in the point
x =
√
1− η
η
,
where it takes the value
g(x) =
√
η.
Since
min
x∈R+
g(x) =
√
η > η
the proof is complete for 0 < δ < 1. For the case δ = 1 the result of the lemma is easily obtained
by a continuity argument.

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