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ABSTRACT The aim of the present work is that of 
analysing the data of snow-cover measurements carried out 
in the northeastern Alps by the Italian National 
Electricity Board (ENEL) since 1966, in order to select 
a reduced number of measurement stations from which to 
evaluate the water equivalent amount. The selection was 
based on cluster methods for identification of 
homogeneous areas and afterwards on principal component 
analysis for individualization of representative 
stations. The results confirm that by employing a set of 
reduced input data the output is only moderately 
affected. 
Rationalisation d'un réseau de stations de mesure de la 
couche de la neige par les méthodes statistiques de 
1'analyse multivariate 
RESUME Le but du travail est d'analyser les mesures de 
l'épaisseur de la couche de la neige relevées par l'ENEL 
depuis 1966 dans les Alpes Nord-Orientales en vue de 
sélectionner un nombre réduit de stations par lesquelles 
il est possible d'obtenir un contrôle plus soigné de 
l'équivalent en eau. La sélection a été réalisée en 
identifiant des zones homogènes et puis par l'analyse en 
composantes principales pour choisir les stations 
représentatives. Les résultats confirment que si on 
utilise comme entree un série de données ainsi réduites, 
le résultat final ne subit pas de modifications 
appréciables. 
INTRODUCTION 
The study of the spatial-temporal distribution of the snow mantle 
in basins subtended by man-made reservoirs is basic in predicting the 
possibility of storage capacity and in the mid-term programming of 
hydroelectric power plants. For this purpose the Italian National 
Electricity Board (ENEL), starting in 1966, organized periodic 
surveys which, for some basins of particular interest, allow the 
collection of useful information for determining the volume of 
available water. 
The intention of the work reported here is that of analysing the 
data collected up to now to get a sufficiently correct knowledge of 
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the consistency of the snow mantle by observing the lowest possible 
number of stations. An immediate financial saving in terms of both 
human and technical resources to be spent on field measurements is 
thereby obtainable; at the same time a reduced number of data may 
be collected so as to simplify the actual data processing or future 
steps of research. The most significant sites in assessing the 
extent of the snow mantle could eventually be equipped with 
automatic instruments for measuring, recording and remote 
transmission of data, thus realizing a control system of snowfalls 
able to follow the evolution of the phenomenon. 
The problem of choosing significant stations was handled with 
three successive steps: definition of homogeneous areas for the 
accumulation and melting of the snow mantle; identification, within 
each homogeneous area, of measuring sites useful in computing the 
quantity of available water; verification of the reliability of the 
choice made. 
The proposed procedure is based essentially on the employment of 
multivariate statistical methods, at the same time leaving 
opportunities for physical-climatic considerations. Finally an 
application to Alpine basins in the Veneto, Trentino and Friuli 
regions of northeastern Italy is exemplified (Fig.l). 
USEFULNESS OF THE MULTIVARIATE STATISTICAL f4ETH0DS 
The number of snow stations necessary to define the characteristics 
of snow cover was established when the measuring network was set up, 
identifying geomorphologically homogeneous areas and installing in 
each area a sufficient number of instruments. The homogeneous 
areas were determined by dividing each catchment basin into "zones" 
included within definite altimetric belts and characterized by a 
quite uniform exposure and vegetative cover (Berni & Giacanelli, 
1966). Defining the homogeneity only on the basis of the above 
mentioned characteristics is, however, not completely sufficient 
because meteorological events are various and complex. One can 
think, for example, of the influence of prevailing winds and their 
direction with respect to mountain sides, or of local, microclimatic 
conditons. Likewise it is extremely arbitrary and subjective to 
establish a priori the number of "sufficient" instruments. 
The recordings of snow height and density, systematically 
collected up to now, are fundamental in analysing the spatial-
temporal evolution of the snow mantle and constitute the basic data 
bank for the application of multivariate statistical methods like 
cluster analysis, principal component analysis (PCA), or factor 
analysis (Chatfield & Collins, 1980; Andenberg, 1973; Kendall, 1975; 
Pini k Zilli, 1981a,b). 
All these methods, already applied to hydrological problems 
(Duban, 1981; Haan, 1979), lead to the identification of homogeneous 
structures in a heterogeneous set (snow station data), based on 
given features of similarity and dissimilarity (correlations or 
distances), directly from snow data, without considering a priori 
geomorphological features of the region. The identification of 
groups corresponding to homogenous areas even under the altimetric 
aspect which is the physical-climatic factor that principally Optimization of a snow network 95 
Fig. 1 Areal distribution of snowpack measurement stations arranged in groups, 
related to north eastern area of Alps. 
affects the data, constitutes a valid test of this method. Once 
homogeneous stations are identified, PCA finally permits the 
optimization of the network, that is the identification of those 
stations which synthesize the characteristics of the whole group 
(Electricité de France, 1976). Cluster analysis and PCA therefore 
provide complementary techniques to optimize both the knowledge and 
the exploitation of water resources. 
IDENTIFICATION OF HOMOGENEOUS AREAS 
The main purpose at this stage is classifying subjects (snow points) 
into groups so that the elements within each group possess a high 
degree of natural association amongst themselves, while the groups 
are relatively distinct from each other. That is to say snow points 
have to be grouped so that the stations within each group exhibit a 
similar amount of measured snow and the same snow accumulation and 
melting pattern. The approach to the problem and the results 96 G. Galeati et al. 
obtainable principally depend on how the investigator chooses the 
operational procedures which define "natural association" and 
"relatively distinct", since a priori it cannot be assumed what 
measure of similarity or what classification method better fulfils 
the needs of the problem. The solution is obtained by the 
repetitive cycle "analysis-control-analysis" through various 
clustering methods in search of the best combination. The final 
decision arises from a synthesis of the results yielded by the 
various methods. 
In this paper the following classifcation techniques are 
employed: the average linkage method (Spath, 1980), the K-means 
algorithm (Hartigan, 1975), and a non-hierarchical iterative 
method (Schiara & Buffa, 1983). A PCA was also performed in 
addition to these cluster analysis procedures. 
The average linkage method is a hierarchical cluster technique 
which makes successive fusion of N objects into classes until one 
class is obtained and, on the basis of a similarity coefficient 
matrix (in this case the correlation matrix is used), maximizes the 
quantity : 
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where Nj_ is the number of objects belonging to the Aj_ cluster, 0± is 
the i-th individual or object which belongs to the whole, and Sj_j is 
the measure of similarity between the i-th and j-th objects. For 
each potential match, the mean of all possible matches within the 
new group is computed and that which maximizes quantity (1) is 
chosen. 
The K-means algorithm is a partition and optimization technique 
which assigns the N objects (snow points) to K classes (clusters) on 
the basis of the value of M features (17 years of snow depth data 
from 1966 to 1982). 
For a fixed value of K maximum, the algorithm puts each object in 
the class from whose centre it has the minimum distance, through 
K = 1 to K maximum, minimizing the trace of the dispersion matrix 
TR(W), i.e. the error e(P(N,K)) of the P partition of the N objects 
in K classes, given by the quantity: 
TR(W) = e(P(N,K)) = £
K . I ||xr - ^T||
2 (2) 
i=l reA^ i
l
! 
where XA^ is the mean value of the vectors xr e Aj_, and r e Aj is an 
abbreviated form for 0r e Aj_. 
Indications on the correct K value can be drawn from the 
relationship : 
F = r_^l£ULK2L^ - i] • (N - K + 1) (3)  1 L e(P(N,K + 1)) -J 
which, under the hypothesis of normally distributed data, gives a 
measure of the reduction in variance from K to K + 1 classes. As 
an empirical rule one can assume that large values of FQ_ (greater 
than 10) justify the passage from K to K + 1 classes. Even the 
error curve as a function of K gives useful indications about the Optimization of a snow network 97 
number of plausible clusters: from a rapid initial decrease of the 
error value a slow decline follows. The position of the "elbow" 
shows that the gain resulting from further clustering is quite 
marginal. The distance of each individual from the centre of the 
cluster is also a measure of the degree of homogeneity of the 
subject with respect to the remainder and can attest the usefulness 
of its possible elimination. Next to the method of K-means, another 
method of iterative non-hierarchical classification is used. Once 
the homogeneous groups are identified by the above-mentioned 
techniques, a principal component analysis is carried out for each 
group and the subject that shows the highest correlation with the 
first component is considered the most significant. One then checks 
that each individual had a higher correlation with the most 
representative of its own group than the most representative 
subjects of the other groups. If this is not verified, the 
individual is moved from its group into that represented by the 
subject with which it is more correlated and the analysis is 
repeated. The procedure finishes when no more moves are required. 
In practice the following conditions are simultaneously verified: 
groups are homogeneous, i.e. with a high degree of correlation 
among individuals; the most significant individual of each group 
has the highest coefficient of correlation with the other components 
of the group. 
The identification of homogeneous groups by PCA can be made 
graphically; from the covariance (or correlation) matrix of the 
N individuals the first 3-5 components are extracted and the pairs 
of correlation coefficients between the i-th individual and the 
second and the third principal component (P2i>
p3i)
 o
r "the fourth and 
fifth (P4i,P5i> are plotted. In the case where one deals with 
homogeneous variables expressing the same spatial phenomenon the 
first component generally represents a "cutting" factor (e.g. the 
value of the first principal component can indicate a year rich or 
poor in snow) and therefore it is quite useless in identifying 
homogeneous groups. A similar link with the second and the third 
component, more heavily affected by the hydrological features of 
the stations (such as altitude, exposure to the sun or to the wind) 
leads to the identification of snow points with analogous 
behaviour. The graphical representation of the second component vs. 
the third allows the identification of clusters whose composition is 
defined by examining the plots; assuming that the variables ?2i and 
P3J follow a bivariate normal distribution the "proximity ellipses" 
of the variables can then be plotted. An ellipse whose axes are 
nearly equal, that is a near-circular ellipse, clearly shows highly 
correlated stations and an extremely homogeneous group, while an 
elongated ellipse indicates that one station only is not able to 
describe the behaviour of the group. The intersection among various 
ellipses shows a continuity in the passage from one group to another 
within the basin. The same logic can be followed in three, four 
and five dimensions considering hyperellipsoids of proximity. 
OPTIMIZING THE MEASUREMENT-NETWORK AND THE LOSS IN INFORMATION 
Several methods are proposed to provide evidence of redundancy in 98 G. Galeatieta/. 
variables (the stations in this case) through PCA, even if 
experience plays an important role in the selection (Jolliffe, 1972, 
1973). 
This paper employs a method which first searches within each 
homogeneous group for the number of principal components which 
account for a fixed percentage of the whole variance of the 
phenomenon, for example 90%, and then associates each component 
with the station, among those not previously selected, with which 
it has the highest correlation. As the first principal components 
allow one to reconstruct the spatial and temporal variability of 
the phenomenon it may be supposed that the stations with a 
high correlation are significant for evaluating snow amount 
and the accumulation-melting evolution; the remainder are 
judged irrelevant for defining the phenomenon and are 
discarded. 
This method can sometimes lead to an excessive reduction, and so 
it is advisable to consider a very high percentage of explained 
variance (in this case 98% is chosen) and to keep the stations whose 
elimination is not well-defined. The same analysis is to be 
repeated on the factor matrix rotated by the Varimax criterion to 
avoid discarding significant stations. (A Varimax rotation involves 
computing an orthogonal matrix of rotation T that produces an 
L* = LT, L being the original factor matrix, such that the 
correlations between some of the variables and components are high, 
some are low and a minimum of the correlations are intermediate 
(Kaiser, 1958).) In addition to this method a graphical analysis 
of the proximity ellipses according to the criteria described 
above has been carried out and it was verified that the 
selected stations were: highly correlated with the first 
principal component; highly representative of the group, i.e. 
a multiple correlation with the first principal components 
closest to unity. 
Besides these statistical evaluations, practical consideration 
also plays a role in the choice. In our case, between two 
stations equivalent on the basis of the preceding considerations, 
it was preferred to keep the snow point where density measurement 
is also made. 
Once the most signficant stations are identified it is necessary 
to verify the reliability of the choice made, i.e. that the loss in 
information is minimum. In our case the measures are used to 
determine the total volume of available water by assigning to each 
station a surrounding area where a constant height of snow of equal 
density is assumed. To verify that the final result after 
discarding "irrelevant" stations is not significantly different, 
the total volume of disposable water is computed twice: first 
employing all available measures and then substituting each 
discarded station with the one most closely associated within the 
homogeneous group. The substitution of a discarded snow point with 
the value measured at the more closely associated station is 
suggested only for simplicity: undoubtedly better results could be 
obtained reconstructing the eliminated snow points by multiple 
regressions with the significant stations or by multiple 
regressions with the principal component obtained from the 
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APPLICATION 
Analysed data 
The analysed data are snow heights recorded at 155 measuring points 
located in the northeastern Italian Alps, which involve 13 hydro-
graphic basins (Fig.l). The measuring points are labelled with a 
letter that specifies the basin and a number identifying the 
measuring point within the basin. Available surveys are made on the 
first day of every month relative to the period February-June 1966-
1984, with an additional measurement on 15 April to check more 
accurately the period of melting. 
Since snow water equivalent measurements are made on a very 
reduced number of stations (66 out of 155) these are not considered. 
A first examination of the data by plotting showed that many 
stations have numerous missing data; some observations raise a doubt 
with regards to both the date they refer to and the behaviour of 
other stations of the basin. In any case, not having reliable 
survey information to assert the unreliability of the data, even 
uncertain data are stored. In particular the data relative to the 
years 1966-1982 are used to identify the homogeneous groups and the 
significant stations; the reliability of the selection made is 
instead tested for the years 1983 and 1984. 
Procedures 
As was already mentioned in the preceding sections, since there 
does not exist a sure criterion to define one type of analysis 
better than another, use was made of both hierarchical and non-
hierarchical cluster analyses concurrently with a principal 
component analysis. In particular: 
(a) The six temporal observations were examined by the K-means 
method substituting for each station with missing data the average 
for the station on the date being studied. Six different analyses 
were performed to check that the classes formed were not different 
for the periods of snow accumulation and melting, i.e. a homogeneity 
of clusters in time. 
(b) To check that the substitution of missing data with the mean 
did not lead to biased results, a cluster analysis was performed by 
the average linkage method on the correlation matrix produced by all 
of the 102 observations available (six surveys per year for 17 years) 
without considering the missing data. 
(c) Once the results of the two preceding steps were analysed, 
the reliability of the cluster obtained was verified by the 
iterative method and by a principal component analysis carried out 
on the 102 observations (construction of proximity ellipses with 
80% probability). 
The above-described method was first applied to a set of 155 
stations yielding poor results difficult to interpret. It was- then 
decided to carry out the analysis with the same procedure on each 
single hydrographie basin. This division can obviously be 
considered a first form of cluster analysis which makes successive 
investigations easier to handle. 
When the composition of the homogeneous groups for each basin 100 G. Galeatief a/. 
was determined, each group was then analysed by PCA to define, 
according to the criteria described above, the significant stations. 
Even in this case the PCA was made starting from the correlation 
matrix of the 102 observations, after eliminating the missing data. 
Results for the Sarca River basin 
An an example, the results relative to the 32 stations of the NN 
group, the Sarca River basin, which involve the Molveno storage, 
are given in detail. The surface area involved is 520 km
2 and the 
altitude of measuring points ranges from 870 to 2950 m a.s.l. The 
equivalent water content is evaluated at 11 stations (Class d 
stations in Table 1). The NN11 station was disregarded before the 
investigation since 16 out of 17 years of data were missing, so the 
actual stations number 31. A first K-means analysis of the six-
month surveys brought to light the existence of a first cluster made 
up of the four stations (NN7, NN16, NN27, NN28) found at a higher 
altitude; these measuring points are dominant and the formation of 
Table 1 Snow-cover measurement stations. Group NN — Sarca River basin (Molveno 
Plant) 
Elevation Class Class 
(m a.m.s.l.) d h Measurement station 
2030 
1040 
1380 
870 
2040 
2260 
2440 
1550 
2275 
1400 
2150 
920 
1510 
2200 
1580 
2950 
900 
1440 
900 
1220 
1300 
1300 
1560 
1970 
910 
1175 
2560 
2900 
1792 
1595 
1820 
1322 
NN1 
NN3 
NN5 
NN10 
NIM11 
NN13 
NN14 
NN16 
NN17 
NN22 
NN28 
NN29 
NN2 
NN4 
NN6 
NN7 
NN8 
NN9 
NN12 
NN15 
NN18 
NN19 
NN20 
NN21 
NN23 
NN24 
NN25 
NN26 
NN27 
NN30 
NN31 
NN32 
Paganella 
Andalo 
Rifugio Padel Alto 
Molveno 
Spinale 
Graf fer 
Grostè 
Madonna di Campiglio-Campo Carlo Magno 
Pancugolo 
Pian Nambrone 
Diga Cornisello 
Presa Val Genova 
Malga Garret 
Malga Dosson 
Pian Bedole 
Passo Presena Sud 
Presa Pelugo 
Malga Col Pelugo 
Presa S. Valentino 
Valle S. Valentino 
Centrale La Rocca 
Presa Arnè 
Malga Arnè 
Redont 
Presa Algone 
Prati d'Algone 
Grostè II 
Passo Presena Nord 
Malga Zambana 
Lago di Vallagola 
Lago Asciutto 
Vivaio Brenta Optimization of a snow network 101 
the following clusters results from the division of this group. 
Analogous results are obtained with the average linkage method. 
Since the four stations represent a homogeneous group the next step 
was that of repeating the whole analysis on the remaining 
27 stations. Figure 2 gives the additional results obtained with 
the K-means method. Both the trend of error and F]_ ratio show, 
for the six temporal surveys, that the subdivision of the 27 stations 
into three clusters seems to be the most suitable. 
Since the number of stations is quite high, the results of the 
K-means are not the same for the six-monthly analyses; nevertheless 
there are four distinct basic groups, while some stations move from 
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one cluster to another. The four resulting basic groups are: 
Group 1 - Stations: NN2 , NN4, NN12, NN17, NN19, NN21, NN22, NN25, 
NN26, (NN18, NN20) 
Croup 2 - Stations: NN3, NN10, NN13, NN14, NN23, NN32 
Group 3 - Stations: NN1, NN5, NN6, NN8, NN9, NN24, NN29, (NN15, 
NN30, NN31) 
Group 4 - Stations: NN7, NN16, NN28, NN27 
The stations in parentheses are those that sometimes move to the 
second group. The analyses by the average linkage method and by the 
iterative method, carried out on 27 stations confirm the existence 
of three distinct groups (Fig.3); only the NN25 station has an 
anomalous behaviour. It is interesting to note that the NN15, NN18, 
NN20, NN30 and NN31 stations all belong to the second group. These 
results have a good physical meaning; the basic factor which 
determines the formation of groups is the altitude, so that the 
stations that are located at an intermediate altitude, like the five 
just listed, are more heavily affected by seasonal variations and 
move more easily from one group to another. A representation by 
proximity ellipses with 80% probability (in Fig.4 the ellipses are 
constructed without taking into account the five points whose 
attribution is not well defined) confirms what was said before and 
shows the spatial continuity of the four identified groups. 
It is interesting to observe that the homogeneity of groups is 
maintained in time: the analysis made on spring data gave results 
that agree with those relative to winter months. While it was easily 
predictable that the altimetric factor predominantly influences the 
formation of groups, it is important to observe that the division 
into altimetric belts is not established a priori with the 
possibility of introducing errors of estimate, but it is a result 
found from the analysis. Within each belt a further clustering is 
produced by the position on the mountain sides to which local 
microclimatic conditions are associated. Some stations show an 
anomalous behaviour (e.g. NN14 or NN28) in that they belong to a 
different "altimetric belt"; these stations can without doubt be 
considered significant and therefore are to be kept. For this 
purpose it is useful to plot, for each basin, the mean snow height 
vs. the altitude of the stations (Fig.5). For successive principal 
component analyses done in order to show the significant stations, 
the four groups are therefore composed as follows: 
Group 1 - Stations: NN2, NN4, NN12, NN17, NN19, NN21, NN22, NN25, 
NN26 
Group 2 - Stations: NN3, NN10, NN13, NN14, NN15, NN18, NN20, NN23, 
NN30, NN32 
Group 3 - Stations: NN1, NN5, NN6, NN8, NN9, NN24, NN29, NN31 
Group 4 - Stations: NN7, NN16, NN27, NN28 
Each group has then been analysed according to the criteria 
described earlier (Table 2), The first group shows a strong 
homogeneity between NN17 and NN19 stations on the one hand, and among 
NN2, NN21, NN22 stations on the other; there is an anomalous 
behaviour of NN25 and NN26 stations, highly correlated to the second 
and third components. It was decided to eliminate NN2, NN19 and 
NN21 stations. 104 G.Galeatiefa/. 
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Fig. 4 Representation by proximity ellipses with 80% probability in the 2nd and 
3rd PC plane of the NN group of stations. 
In the second group, NN10, NN18, NN20 and NN30 stations became 
redundant; however it was preferred to keep NN20, since a Varimax 
rotation of the first six factors shows the importance of this 
station. 
In the third group, NN5, NN8 and NN9 stations could be eliminated, 
but, taking into account the snow density, it was preferred to 
retain NN5 and discard NN6. 
The analysis, of the fourth group shows that all the stations have 
a considerable weight in defining snow mantle height and must be 
kept. This result could be expected on the basis of the analysis 
of the extremely elongated shape of the related proximity ellipses 
shown in Fig. 4. 
The tests for years 1983 and 1984, which were not included in the 
preceding analyses, confirm the validity of the selections made. 
The available water volume, for convenience directly expressed in 
producible energy (GWH), obtained by attributing an energy production Optimization of a snow network 105 
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Table 2 Correlation between stations and principal components (PC) which explains 
at least 98% of total variance. Underlined values indicate most significant stations 
Station 1st PC 2nd PC 3rd PC 4th PC 5th PC 6th PC 
1st Group 
NN 4 
NN17 
NN19 
NN25 
NN12 
NN 2 
NN26 
NN21 
NN22 
% Explained 
variance 
2nd Group 
NN20 
NN32 
NN 3 
NN10 
NN18 
NN13 
NN23 
NN15 
NN30 
NN14 
% Explained 
variance 
3rd Group 
NN 8 
NN29 
NN31 
NN24 
NN 1 
NN 5 
NN 6 
NN 9 
% Explained 
variance 
4th Group 
NN 7 
NN27 
NN28 
NN16 
% Explained 
variance 
0.91 
0.95 
0.94 
0.69 
0.87 
0.94 
0.82 
0.95 
0.95 
80.1 
80.1 
0.94 
0.92 
0.91 
0.96 
0.94 
0.93 
0.93 
0.96 
0.96 
0,87 
87.0 
87.0 
0.96 
0.93 
0.92 
0.92 
0.93 
0.95 
0.96 
0.95 
88.3 
88.3 
0.89 
0.93 
0.83 
0.93 
79.9 
79.9 
0.07 
0.07 
0.16 
0.66 
-0.18 
-0.19 
-0.24 
-0.05 
-0.17 
6.9 
87.0 
0.25 
0.16 
0.24 
0.12 
0.21 
-0.19 
-0.09 
-0.19 
-0.13 
-0.41 
4.8 
91.7 
0.02 
0.03 
-0.05 
0.29 
0.19 
-0.26 
0.04 
-0.25 
3.1 
91.4 
0.39 
0.26 
-0.53 
-0.16 
13.1 
93.0 
0.20 
0.17 
0.20 
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-0.08 
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-0.44 
0.16 
0.01 
4.6 
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0.19 
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-0.07 
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-0.26 
-0.10 
0.02 
0.21 
1.8 
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0.03 
-0.23 
-0.30 
0.12 
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0.06 
0.14 
0.15 
2.7 
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0.10 
0.05 
0.20 
-0.33 
4.0 
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0.20 
0.03 
0.06 
-0.08 
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0.08 
0.23 
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-0.11 
3.2 
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0.01 
-0.26 
0.22 
-0.02 
0.09 
0.12 
-0.09 
0.03 
0.03 
0.13 
1.7 
95.2 
0.13 
-0.15 
0.15 
0.19 
-0.27 
0.00 
-0.02 
-0.02 
2.1 
96.2 
0.22 
-0.26 
0.02 
0.04 
3.0 
100.0 
0.16 
0.04 
0.10 
-0.06 
0.19 
0.11 
0.08 
-0.18 
^.21 
1.9 
96.8 
0.07 
0.00 
-0.17 
-0.02 
0.12 
-0.24 
0.14 
-0.05 
0.09 
0.07 
1.4 
96.7 
0.13 
0.21 
-0.20 
0.06 
-0.11 
0.04 
-0.14 
-0.01 
1.7 
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0.23 
-0.13 
-0.14 
0.04 
0.05 
0.09 
-0.08 
0.02 
0.00 
1.4 
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-0.16 
-0.01 
0.16 
0.16 
-0.12 
-0.01 
0.03 
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98.0 
per cubic metre of water, employing all the stations or only those 
selected (70% of the total number) gives a maximum error of 5% 
(Fig.6). This error falls into the interval of uncertainty given by 
the approximation implicit in the model and is therefore acceptable. Optimization of a snow network 107 
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Fig. 6 Disposable energy curves obtained employing whole set of stations ( ), or 
only selected ones ( ), NN group stations. 
CONCLUSIONS 
The multivariate statistical analysis of ENEL's snow network in 
northeastern Italy clearly shows that about 30% of the actual 
operating stations can be discarded and, if necessary, their values 
drawn from their more closely associated stations. The results 
obtained for the years 1983 and 1984, which were not included in 
the period analysed, are practically identical, confirming the 
validity of the selection made (Fig.7). 
The reduction allows, with the same results, immediate savings 
in terms of human and technical resources. The stations not 
discarded can be more accurately controlled with regard to the 
quantity and quality of measurements and the more significant 
stations could be used for further analysis or for forecasting. 
M A A 
year 1983 
M A A M 
year 1984 
Fig. 7 Disposable energy curves obtained employing whole set of stations 
only selected ones ( ), all northeastern Alps groups. 108 G.Galeatiefa/. 
At the same time, the proposed analysis leaves a good opportunity 
to employ the background knowledge of the operator who can confirm 
the validity of the results also on the basis of physical and 
meteorological evaluations. All ENEL's snow networks of the Alpine 
regions will therefore be investigated with an analogous procedure. 
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