Abstract. We prove that the Kalton centralizer on L p [0, 1], for 0 < p < ∞, is not strictly singular: in all cases there is a Hilbert subspace on which it is trivial. Moreover, for 0 < p < 2 there are copies of q , with p < q < 2, on which it becomes trivial. This is in contrast to the situation for p spaces, in which the Kalton-Peck centralizer is strictly singular.
Introduction
In [7, Cor. 4 
If μ is the counting measure on N, then L p (μ) = p and Ω p is known as the Kalton-Peck centralizer. For this choice of μ, Kalton and Peck proved that Ω p is strictly singular if 1 < p < ∞ [7, Thm. 6.4] . Thus, we focus on when μ is the Lebesgue measure on the unit interval. In this case, Ω p fails to be strictly singular for 0 < p < ∞, in contrast to the previous situation. In all cases the centralizer is trivial when restricted to the copy of 2 spanned by the Rademacher (or Gaussian) functions. Moreover, for 0 < p < q < 2, the centralizer is also trivial when restricted to the copy of q spanned in L p by a sequence of independent q-stable random variables.
Preliminaries
The basic theory of quasi-linear maps and twisted sums of quasi-Banach spaces can be seen in [3, 7] . Let [5] and Kalton and Peck [7] establishes that there is a correspondence between exact sequences (or twisted sums) and quasi-linear maps. By a quasi-linear map Ω from Z to Y , we mean a map satisfying
for some constant K and all z, z ∈ Z. The correspondence between X (algebraically Y ⊕ Z) and Ω is clearly expressed by the formula
We usually write X = Y ⊕ Ω Z. With this correspondence, Ω is trivial ([3, Corollary 1.
5.e]) if and only if there is a linear map (not necessarily bounded)
In other words, Ω is trivial if and only if it is at a finite distance from a linear map (see [3, page 15 ] for the precise definition of distance). Although Kalton-Peck construction can be developed for certain class of spaces, we are only interested in L p (μ) spaces. This is enough for our purposes. The Kalton quasi-linear map is given for f ∈ L p (μ) by the formula
with the convention 0·log 0 = 0. If μ is the counting measure on N, then L p (μ) = p and Ω p is known as the Kalton-Peck centralizer. In what follows, Ω p will denote the map given by (2.1) and L p will denote L p [0, 1] endowed with the Lebesgue measure. The map Ω p has an extra property on L p : it is an L ∞ -centralizer (see [6] for an excellent exposition about centralizers). This means basically that the expression
The Hilbert copy
Kalton and Peck proved that their centralizer is strictly singular on p for 1 < p < +∞. Furthermore, it has been proved in [2] that the same holds true for p with 0 < p < ∞. The situation for L p is the opposite: 
That j is an into isomorphism follows from Khintchine's inequality. Fix 0 < p < ∞ and a point such that j(a) p = 1. Let us consider the random variable f : [0, 1] → R given by
r i (t)a i converges and f (t) = 0 otherwise. It is a routine calculation to check that
where μ denotes the Lebesgue measure. So let us write
For the last equality, see [10, (13.8) ]. Now observe that if
. Therefore, we deduce that
ds.
Since 0 < c ≤ a 2 ≤ C < ∞, the bound (3.2) and the exponential decay of the tails of the distribution of the sums of Rademacher functions [8, (4.1) ] yield the upper bound:
The change of variable u = s 1 p shows that the expression (3.3) is a constant that can be estimated in terms of the Γ function. All together this yields, by homogenity, that we have for any a ∈ 2 :
This means, in particular, that Ω p •j is a finite distance (see [3, page 15] ) from the linear map identically 0 and thus Ω p • j is trivial by using [3, Corollary 1.5.e]. The Gaussian case is analogous since the proof is based on the exponential behaviour of the tails of the distribution [8] .
4. The q copies for 0 < p < q < 2
There is an analogue of Proposition 3.1 replacing 2 copies by q copies whenever 0 < p < q < 2. Proposition 4.1. Let Ω p be the Kalton centralizer on L p for 0 < p < 2. For every p < q < 2, Ω p is trivial when restricted to the copy of q spanned in L p by a sequence of independent and identically distributed q-stable random variables.
Proof. Take θ to be a q-stable random variable and denote by (θ i ) ∞ i=1 a sequence of independent copies. It is well known (see e.g. [1, Chapter 6] or the corollary appearing in [11, p. 94 
On the other hand, notice that for any α > 1 there exists t α depending only on α such that log t ≤
To prove the claim, assume to the contrary that
Using the expressions s log s > t and s ≤ α √ t we find that
and thus
Making T range over, for example, the natural numbers, one may construct sequences {t n } ∞ n=1 (with t n → ∞) and {s n } ∞ n=1 , verifying that s n log s n > t n but s n ≤ α √ t n . Consequently, using (4.2) we find that
which is impossible because t n → ∞. So the claim is proved. According to the claim, we may bound the integral (4.1) as
To conclude we recall that the distribution of ∞ i=1 a i θ i is the same as the distribution of ( 
