We demonstrate two examples of stochastic processes whose lifts to geometric rough paths require a renormalisation procedure to obtain convergence in rough path topologies. Our first example involves a physical Brownian motion subject to a magnetic force which dominates over the friction forces in the small mass limit. Our second example involves a leadlag process of discretised fractional Brownian motion with Hurst parameter H ∈ (1/4, 1/2), in which the stochastic area captures the quadratic variation of the process. In both examples, a renormalisation of the second iterated integral is needed to ensure convergence of the processes, and we comment on how this procedure mimics negative renormalisation arising in the study of singular SPDEs and regularity structures.
Introduction
In recent years, the theory of regularity structures [7] has been proposed to give meaning to a wide class of singular SPDEs. A central feature of the theory is the notion of renormalisation, specifically "negative renormalisation" [2] , which is required to obtain convergence of random models to a meaningful limit. It is well-known that this procedure is inherit to the problem since naive approximations of such equations typically fail to converge (with a number of notable exceptions, including a special variant of gKPZ [8] ). The same feature thus naturally appears in other solution theories which have been proposed to solve such equations, including the theories of paracontrolled distributions [6] and the Wilsonian renormalisation group [9] .
Viewing regularity structures as a multidimensional generalisation of the theory of rough paths [10] , it is natural to ask how renormalisation manifests itself in the latter. As solution theories to singular S(P)DEs, both share the common feature that one must give meaning to often analytically ill-posed higher order terms (iterated integrals) of distributions, which is typically done through some stochastic means. However, a key difference in applications of rough paths to SDEs and rough SPDEs [5] is that one can usually give meaning to such terms as limits of iterated integrals of mollifications of the irregular noise without the need of renormalisation.
The purpose of this note is to demonstrate situations in rough paths theory which fall outside this usual setting and for which renormalisation is a necessary feature. Specifically, we construct two stochastic processes whose lifts to geometric rough paths fail to converge without a renormalisation procedure akin to the one encountered in the theory of regularity structures.
The first is a physical Brownian motion subject to a magnetic force which dominates over the friction forces in the small mass limit. This example builds on the work [4] , where a similar situation was considering with a constant magnetic field.
The second is a lead-lag process of a discretized path, which we take to be fractional Brownian motion with Hurst parameter H ∈ (1/4, 1/2]. The stochastic area of this lead-lag process captures the quadratic variation of the discretized path, and thus, as one can expect, the second iterated integral fails to converge as the mesh of the discretisation goes to zero (unless H = 1/2). This example is motivated from a similar Hoff process considered for semi-martinagles in [3] .
In both examples we demonstrate an explicit renormalisation procedure of the second iterated integral under which the processes converge in rough path topologies. These (diverging) counter-terms serve precisely the same re-centring role encountered in regularity structures (for a direct comparison, consider the renormalisation of PAM [7, 6] where only one diverging term needs to be considered). In turn, rough differential equations driven by the renormalised and unrenormalised rough paths are related to one another by the addition of diverging terms, which again mimics the situation encountered in singular SPDEs. We refer to the upcoming work [1] for a much more detailed study of this relation.
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Magnetic field blow-up
Consider a physical Brownian motion in a magnetic field with dynamics given by
where A is a symmetric matrix with strictly positive spectrum (representing friction), B is an anti-symmetric matrix (representing the Lorentz force due to a magnetic field), and ξ is an R d -valued white noise in time. We shall consider the situation that A is constant whereas B is a function of the mass m.
We rewrite these dynamics as
where M = A − B, and we have chosen the starting point as zero simply for convenience. We furthermore introduce the parameter ε 2 = m and write X ε t , P ε t , and M ε = A − B ε to denote the dependence on ε. We are interested in the convergence of the processes P ε and M ε X ε in rough path topologies. Let G 2 (R d ) and g 2 (R d ) denote the step-2 free nilpotent Lie group and Lie algebra respectively. Let us also write g
into the first and second levels, where we identify
with the space of anti-symmetric d × d matrices. For every ε > 0, define the matrix
and the element
where we ignore zeroth component 1), we define the translated rough path
Consider the
and the canonical lift of the Brownian motion W
where the integrals in the definition of P ε s,t and W s,t are in the Stratonovich sense.
The following proposition establishes the convergence of the "renormalised" paths
Then for any α ∈ [0, 1/2−κ/4) and q < ∞, it holds that T v ε (P ε , P ε ) → (0, 0) and
The rest of the section is devoted to the proof of Theorem 1 which builds on the proof of [4] Theorem 1.
We set Y ε = P ε /ε and obtain that
For fixed ε, we introduce the Brownian motionW ε · = εW ε −2 · and consider
Observe that we have the pathwise equalities
and since Y ε 0 = 0, we haveỸ
The dependence of M ε on ε is, by construction, only though B ε , the antisymmetric part of M ε . In particular, since the symmetric part A stays constant and has strictly positive spectrum, it follows that for some λ > 0, Re(σ(M ε )) ⊂ (λ, ∞) for all ε > 0. In particular,
We see then that sup
Lemma 2. There exists
Proof. The first inequality is clear from (3), (4) and (6) . For the second, from (4), we see that for every r > 0,Ỹ ε r has distribution N (0, C ε r ) where
Observe that from (5)
We now claim that
from which the conclusion follows. Indeed, by Fubini and Wick's formula
Observe that for r ≤ u
and so
.
Thus
Proof. The first inequality is immediate from Lemma 2. For the second, we have
From Lemma 2, we see that
Furthermore, by Fubini and Wick's formula, we can readily show
It now follows from Lemma 2 that 
We see that
Finally, by Lemma 2
It follows that
We can directly verify v ε = −M ε C ε + 1 2 I, from which the conclusion follows. Proof of Theorem 1. Observe that condition (2) implies that
From Lemmas 3 and 4, along with Gaussian chaos, we thus obtain the pointwise convergence as ε → 0 for any q < ∞ and s, t
Furthermore, since min{ε|t − s| 1/2 , |t − s|} ≤ ε κ |t − s| 1−κ/2 for all κ ∈ [0, 1], condition (2), Lemmas 3 and 4, and Gaussian chaos imply that for any q < ∞ there exists C q > 0 such that for all s, t ∈ [0, T ] and
Applying Theorem A.13 of [5] completes the proof.
3 Rough lead-lag process for all i = 0, . . . , n − 1. Note that this is a variant of the Hoff process considered in [3] . 
H . Recall the definition of T v from (1). We are interested in the convergence in rough path topologies of Tṽn (X n ) whereṽ
and the anti-symmetric (2d) × (2d) matrix
Finally, consider the pathX = (X, X) : [0, 1] → R 2d , its canonically defined Lévy area A (which exists for 1/4 < H ≤ 1), and its level-2 liftX = exp(X + A). The following is the main result of this subsection.
The rest of the section is devoted to the proof of Theorem 5. We first state two lemmas which are purely deterministic.
Let
, and let Y n be the Lévy area ofỸ n .
n ] with s < t, and define
There exists a constant C 1 > 0 such that for all n ≥ 1 and 0
Proof. Direct calculation and triangle inequality.
The second part of the above lemma essentially allows us to work over the partition 0, 1 n , . . . , n−1 n , 1 , on which computations are easier.
Proof. DenoteX n = (M n , N n ), so that M n is the lag component, and N n is the lead. The first equality is clear since M n and N n are simply reparametrisations of Y n over the interval [ We now return to the specific case that X : [0, 1] → R d is given by dindependent copies of a fractional Brownian motion with Hurst parameter H ∈ (0, 1). In particular, this implies that for all s, t, a, b ∈ [0, 1]
Consider the (2d) × (2d) anti-symmetric matrix
Lemma 8. There exists C 2 > 0 such that for all H ≤ 1/2, n ≥ 1, and
Proof. Denote K = k − m. By part (2) of Lemma 7, we have
Observe moreover that
and that for all r, ℓ ∈ {0, . . . , n − 1}
Then for all i = j, by independence of the components of X,
Likewise for i = j, by Wick's formula,
It hence follows that
The conclusion now follows since one can readily show that there exists C 4 > 0 such that for all H ≤ 1/2, n ≥ 1, and 0 ≤ K ≤ n ψ(n, K) ≤ C 4 Kn −4H
(in fact the inequality holds for all H < 3/4, though with a constant in general depending on H).
Lemma 9. There exists C 5 > 0 such that for all H ∈ 
and so by Gaussian chaos P n s,t − P n (m+1)/n,k/n L 2 ≤ C 6 |t − s| 2H .
The conclusion now follows from Lemma 8 since (k − m − 1) 1/2 n −2H ≤ |t − s|
2H
for all H ≥ 1/4.
Proof of Theorem 5. Let 0 ≤ s < t ≤ 1. We observe that as n → ∞, it readily follows from Lemmas 6 and 8 that in L Applying Theorem A.13 of [5] , and the fact that exp(Ỹ n +Y n ) →X in α-Hölder topology in L q ( [5] Theorem 15.42), completes the proof.
