Lagrangian Floer theory over integers: spherically positive symplectic
  manifolds by Fukaya, Kenji et al.
ar
X
iv
:1
10
5.
51
24
v2
  [
ma
th.
SG
]  
29
 A
ug
 20
13
LAGRANGIAN FLOER THEORY OVER INTEGERS:
SPHERICALLY POSITIVE SYMPLECTIC MANIFOLDS
KENJI FUKAYA, YONG-GEUN OH, HIROSHI OHTA, KAORU ONO
Dedicate to Professor Dennis Sullivan on his seventieth birthday
Abstract. In this paper we study the Lagrangian Floer theory over Z or Z2.
Under an appropriate assumption on ambient symplectic manifold, we show
that the whole story of Lagrangian Floer theory in [6], [7] can be developed
over Z2 coefficients, and over Z coefficients when Lagrangian submanifolds
are relatively spin. The main technical tools used for the construction are
the notion of the sheaf of groups, and stratification and compatibility of the
normal cones applied to the Kuranishi structure of the moduli space of pseudo-
holomorphic discs.
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1. Introduction
In this paper we establish Floer theory over Z2 (resp. Z) for a Lagrangian
submanifold (resp. relatively spin Lagrangian submanifold) under the assumption
that the ambient symplectic manifold is spherically positive. Here we define:
Definition 1.1. Let J be an almost complex structure onM . We call J spherically
positive if every J-holomorphic sphere v : S2 →M with c1(M)[v] ≤ 0 is constant.
For a symplectic manifold (M,ω), we denote by J c1>0(M,ω) the set of spherically
positive almost complex structures which are compatible with ω.
We call a symplectic manifold (M,ω) spherically positive if there exists a compat-
ible spherically positive almost complex structure J . Sometimes we say (M,ω, J)
is spherically positive.
Throughout this paper all symplectic manifolds are assumed to be compact or
tame. We always assume that Lagrangian submanifolds are compact.
Example 1.2. (1) We recall that a symplectic manifold (M,ω) is (positively spher-
ically) monotone if there exists c > 0 such that [ω](α) = cc1(M)(α) for any
α ∈ π2(M). It is easy to see that any monotone symplectic manifolds are
spherically positive. For example, CPn, Cn, T 2n are spherically positive with
respect to the standard complex structure.
(2) If M is a Fano manifold, (M,ω) is spherically positive for any Ka¨hler form ω.
(3) Any 4-dimensional symplectic manifold is spherically positive with respect to
generic almost complex structures.
(4) Any product of spherically positive symplectic manifolds is spherically positive.
Remark 1.3. The set J c1>0(M,ω) may be neither path connected nor dense in the set
of almost complex structures compatible with ω, except when dimM = 4 or M is
monotone.
If ψ : (M,ω) → (M ′, ω′) is a symplectic diffeomorphism, it induces a bijection
ψ∗ : J c1>0(M,ω) → J c1>0(M ′,ω′) in an obvious way.
Our main result in this paper is as follows. For a commutative ring R with unit
we define the universal Novikov ring ΛR0,nov over R by
ΛRnov =
{ ∞∑
i=0
aiT
λieµi
∣∣∣∣∣ ai ∈ R, µi ∈ Z, λi ∈ R, limi→∞ λi = +∞
}
, (1)
ΛR0,nov =
{ ∞∑
i=0
aiT
λieµi ∈ Λnov
∣∣∣∣∣ λi ≥ 0
}
. (2)
Here T, e are indeterminates. We define a filtration FλΛRnov = {
∑
i aiT
λieµi | λi ≥
λ} and a degree deg(aT λeµ) = 2µ for aT λeµ ∈ ΛRnov. Then ΛR0,nov and ΛRnov become
filtered graded commutative rings. We denote by Λ+,R0,nov the ideal of Λ
R
0,nov that
consists of elements such that λi >
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Theorem 1.1. Let (M,ω, J) be a spherically positive symplectic manifold and L
its Lagrangian submanifold.
(1) We can associate a structure of filtered A∞ algebra {mJk}∞k=0 on H∗(L; ΛZ20,nov),
which depends only on the connected component of J c1>0(M,ω) containing J up
to isomorphism.
(2) If ψ : (M,L)→ (M ′, L′) is a symplectic diffeomorphism, we can associate to
it an isomorphism ψ∗ : (H∗(L; ΛZ20,nov), {mJk}) → (H∗(L′; ΛZ20,nov), {mψ∗Jk })
of filtered A∞ algebras whose homotopy class depends only on the isotopy
class of symplectic diffeomorphism ψ : (M,L) → (M ′, L′). Moreover (ψ ◦
ψ′)∗ = ψ∗ ◦ ψ′∗.
(3) The Poincare´ dual PD([L]) ∈ H0(L; ΛZ20,nov) of the fundamental class [L] is
the unit of our filtered A∞ algebra. The homomorphism ψ∗ is unital.
(4) If L is relatively spin and the homology group H(L;Z) is a torsion free Z
module, the above holds for the coefficient ring ΛZ0,nov in place of Λ
Z2
0,nov. The
tensor product of this filtered A∞ algebra with Q becomes unitally homotopy
equivalent to the filtered A∞ algebra of Theorem A [6].
Remark 1.4. We note that in Theorem 1.1 we put some assumption on the sym-
plectic manifold (M,ω) but not on its Lagrangian submanifold L. For example,
Theorem 1.1 applies to any compact Lagrangian submanifold in Cn.
Remark 1.5. In case L is relatively spin but the homology group H(L;Z) is not
free, we can prove a slightly different but a similar result. See Section 14. The
same remark applies to Theorem 1.2.
Let L1, L0 be Lagrangian submanifolds of (M,ω). We assume that they have
clean intersection in the following sense.
Definition 1.6. A pair of submanifolds L1, L0 of a manifold M is said to have
clean intersection if L1 ∩ L0 is a smooth submanifold and
TxL1 ∩ TxL0 = Tx(L1 ∩ L0)
for each x ∈ L1 ∩ L0.
We decompose
L1 ∩ L0 =
⋃
h
Rh
to the connected components. Let µL(Rh) be the Bott-Morse version of Maslov
index which is defined in Proposition 3.7.59 (3.7.60.1), also p.146, [6]. Actually we
need to fix an extra data, (denoted by w there) to define the Bott-Morse version of
Maslov index. [·] denotes the degree shift. We put:
C(L1, L0; Λ
Z2
0,nov) =
⊕
h
H(Rh;Z2)[µL(Rh)]⊗ ΛZ20,nov.
In case L1 and L0 are oriented, we defined in [7] Subsection 8.8 a local system
Θ−Rh on each of the connected component Rh of L1 ∩ L0 by a homomorphism
: π1(Rh)→ {±1} = Aut(Z). We then put
C(L1, L0; Λ
Z
0,nov) =
⊕
h
H(Rh; Θ
−
Rh
)[µL(Rh)]⊗ ΛZ0,nov.
Theorem 1.2. Let L1, L0 be a pair of Lagrangian submanifolds of M .
4 KENJI FUKAYA, YONG-GEUN OH, HIROSHI OHTA, KAORU ONO
(1) C(L1, L0; Λ
Z2
0,nov) has a structure of unital filtered A∞ bimodule over the
pair (
(H(L1; Λ
Z2
0,nov), {mJk}∞k=0), (H(L0; ΛZ20,nov), {mJk}∞k=0)
)
.
(2) This depends only on the connected component of J ∈ J c1>0(M,ω) up to an
isomorphism of unital filtered A∞ bimodule.
(3) A similar functoriality as Theorem 1.1 (2) holds.
If (L0, L1) is a relatively spin pair and H(L1 ∩ L0; Θ−Rh) is a free Z module, we
can take ΛZ0,nov as a coefficient ring in place of Λ
Z2
0,nov. This bimodule is homotopy
equivalent to the ones in [6] Theorem F after taking ⊗Q.
We can generalize various other results of [6], [7] to ones over ΛZ20,nov or Λ
Z
0,nov in
a similar way. See Section 15 for the precise statement.
In [6], [7] we worked over ΛQ0,nov because we used multivalued perturbations (mul-
tisections) to define (virtual) fundamental chains of various moduli spaces involved
in the construction. We need a multisection to perturb the moduli space to achieve
transversality since in general there is a nontrivial automorphism of elements of the
moduli spaces involved. More precisely, the moduli space we use is the stable map
compactification Mmaink+1 (β) of the space of pseudo-holomorphic discs with k + 1
boundary marked points.
In order to prove Theorems 1.1 and 1.2 we need to use single valued sections
in place of multisections that satisfy some transversality properties. The space
Mmaink+1 (β) is regarded locally as the zero set of a section of an orbi-bundle over an
orbifold. Transversality of the zero set in general fails even for a generic section of
an orbi-bundle over an orbifold. Our main technical result to prove Theorems 1.1
and 1.2 is stated in Section 3. (Theorem 3.1.)
We next mention some of applications of Theorems 1.1 and 1.2. Since many of
them are straightforward generalization of the results proved over Q coefficients in
[6],[7] we mention only a few of them below.
Theorem 1.3. Let L be a compact Lagrangian submanifold of Cn that satisfies
H2(L;Z2) = 0. Then its Maslov class µL ∈ H1(L;Z) is nonzero.
Theorem 1.3 is proved in [6] under a similar but different assumption that
H2(L;Q) = 0 and L is relatively spin (Theorem K).
Theorem 1.4. Let L ⊂ (M,ω) be a Lagrangian submanifold such that the Maslov
index homomorphism µL : π2(M,L)→ Z is trivial. Assume H2(L;Z2) = 0 and M
is spherically positive. Then for any Hamiltonian diffeomorphism φ : M → M , we
have
L ∩ φ(L) 6= ∅.
Moreover if L is transversal to φ(L), there exists p ∈ L∩ φ(L) whose Maslov index
is 0.
Theorem 1.4 is a Z2 coefficients version of Theorem L [6].
The main new part of this paper which consists of Sections 3-10 is written in
a way independent of [6],[7]. Actually the main result, Theorem 3.1, holds for an
arbitrary space with Kuranishi structure with tangent bundle, which may or may
not be related to the moduli space of pseudo-holomorphic curve. (We would like
to recall the readers that the theory of Kuranishi structures itself that appeared
LAGRANGIAN FLOER THEORY OVER INTEGERS 5
in 1996 is not restricted to but independent of the study of pseudo-holomorphic
curves, although its main application so far is aimed to the study of moduli spaces
of pseudo-holomorphic curves. )
Sections 11 and after are devoted to the generalizations of the results of [6], [7]
to the Z or Z2 coefficients. So they necessarily use various results from [6], [7]. We,
however, try to make them separately readable without reading [6], [7] modulo the
details of the proofs, as much as possible. Especially Section 13, which constructs
a filtered A∞ algebra over Z2, we repeat the construction of compatible sections
carried out in the transversality part (Section 7.2) of [7]. There we use the results
on analysis and homological algebra (construction of Kuranishi structure on moduli
space of holomorphic discs), which we refer readers to [7].
This paper is one third of [8], that is ‘Chapter 8’ of the 2006 preprint version of
[6], [7]. (‘Chapter 8’ is one of the two chapters which were removed from [6], [7]
when it was finally published. We removed them to keep the size of [6], [7] within
the requirement of the publisher.) During 5 years there are some progress. For
example, the readers can see such progress in Subsections 15.3, 15.4.
Another one third of [8] becomes [12]. The paper containing the rest of [8], which
proves Arnold-Givental conjecture in spherically positive case, is in preparation.
2. Kuranishi structure: review
In this section, we review the definition of Kuranishi structure. There is nothing
new in this section except Definitions 2.7 and 2.8, which we use in later sections.
The main purpose of this section is a review and fixing notations. We refer [14]
and Section A1 of [7]. Let X be a compact metrizable space and p ∈ X .
Definition 2.1. A Kuranishi neighborhood of p in X is a quintet (Vp, Ep,Γp, ψp, sp)
such that:
(i) Vp is a smooth manifold of finite dimension, which may or may not have
boundary or corner.
(ii) Ep is a real vector space of finite dimension.
(iii) Γp is a finite group acting smoothly and effectively on Vp and has a linear
representation on Ep.
(iv) sp is a Γp equivariant smooth map Vp → Ep.
(v) ψp is a homeomorphism from s
−1
p (0)/Γp to a neighborhood of p in X .
We put Up = Vp/Γp and say that Up is a Kuranishi neighborhood. We sometimes
say that Vp is a Kuranishi neighborhood by an abuse of notation.
We call Ep × Vp → Vp the obstruction bundle and sp the Kuranishi map. For
x ∈ Vp, denote by Ix the isotropy subgroup at x, i.e.,
Ix = {γ ∈ Γp|γx = x}.
Let us take a point op ∈ Vp with sp(op) = 0 and ψ([op]) = p. We may and will
assume that op is fixed by all elements of Γp.
Definition 2.2. Let (Vp, Ep,Γp, ψp, sp), (Vq, Eq,Γq, ψq, sq) be Kuranishi neighbor-
hoods of p ∈ X and q ∈ ψp(s−1p (0)/Γp), respectively. We say a triple (φˆpq, φpq, hpq)
a coordinate change if
(i) hpq is an injective homomorphism Γq → Γp.
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(ii) φpq : Vpq → Vp is an hpq equivariant smooth embedding from a Γq invariant
open neighborhood Vpq of oq to Vp, such that the induced map φpq : Vpq/Γq →
Vp/Γp is injective.
(iii) (φˆpq, φpq) is an hpq equivariant embedding of vector bundles Eq × Vpq →
Ep × Vp.
(iv) φˆpq ◦ sq = sp ◦ φpq . Here and hereafter we sometimes regard sp as a section
sp : Vp → Ep × Vp of trivial bundle Ep × Vp → Vp.
(v) ψq = ψp ◦ φpq on (s−1q (0) ∩ Vpq)/Γq. Here φpq is as in (ii).
(vi) hpq restricts to an isomorphism (Γq)x → (Γp)φpq(x) for any x ∈ Vpq.
Definition 2.3. A Kuranishi structure on X assigns a Kuranishi neighborhood
(Vp, Ep,Γp, ψp, sp) for each p ∈ X and a coordinate change (φˆpq , φpq, hpq) for each
q ∈ ψp(s−1p (0)/Γp) such that the following holds.
(i) dimVp − rankEp is independent of p.
(ii) If r ∈ ψq((s−1q (0) ∩ Vpq)/Γq), q ∈ ψp(s−1p (0)/Γp), then there exists γαpqr ∈ Γp
for each connected component α of φ−1qr (Vpq) ∩ Vqr ∩ Vpr such that
hpq ◦ hqr = γαpqr · hpr · (γαpqr)−1, φpq ◦ φqr = γαpqr · φpr , φˆpq ◦ φˆqr = γαpqr · φˆpr .
Here the second equality holds on the connected component α of φ−1qr (Vpq) ∩
Vqr∩Vpr and the third equality holds on the restriction of Er×(φ−1qr (Vpq)∩Vqr∩
Vpr) to α. In case Vp has boundary or corners, we say that (Vp, Ep,Γp, ψp, sp)
is a Kuranishi structure with boundary or corner.
We remark that (ii) is equivalent to the condition that
φ
pq
◦ φ
qr
= φ
pr
.
(We can prove this equivalence by using the effectivity of the Γp action.)
We call dim Vp − rankEp the virtual dimension (or dimension) of the Kuranishi
structure.
In case K ⊂ X we say U is a Kuranishi neighborhood of K if U = {Vpi/Γpi},
K ⊂ ⋃i ψpi(s−1pi (0)/Γpi).
An orbifold structure on X is, by definition, a Kuranishi structure on X such
that Ep = 0 for all p.
We recall:
Lemma 2.1. ([[14], Lemma 6.3]) Let X be a space with Kuranishi structure. Then
there exists a finite set P ⊂ X, a partial order < on P , and a Kuranishi neighbor-
hood (Vp, Ep,Γp, ψp, sp) of p for each p ∈ P , with the following properties.
(i) If q < p, ψp(s
−1
p (0)/Γp)∩ψq(s−1q (0)/Γq) 6= ∅, then there exists (Vpq , φˆpq, φpq, hpq)
where:
(a) Vpq is a Γq invariant open subset of Vq such that Vpq/Γq contains
ψ−1q (ψp(s
−1
p (0)/Γp) ∩ ψq(s−1q (0)/Γq)),
(b) hpq is an injective homomorphism Γq → Γp with its image (Γp)φpq(q),
(c) φpq : Vpq → Vp is an hpq equivariant smooth embedding such that the
induced map Vpq/Γq → Vp/Γp is injective,
(d) (φˆpq , φpq) is an hpq equivariant embedding of vector bundles Eq × Vpq →
Ep × Vp,
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(e) φˆpq ◦ sq = sp ◦ φpq, ψq = ψp ◦ φpq.
(ii) If r < q < p, ψp(s
−1
p (0)/Γp) ∩ ψq(s−1q (0)/Γq) ∩ ψr(s−1r (0)/Γr) 6= ∅, then there
exists γαpqr ∈ Γp for each connected component α of φ−1qr (Vpq)∩ Vqr ∩ Vpr such
that
hpq ◦ hqr = γαpqr · hpr · (γαpqr)−1, φpq ◦ φqr = γαpqr · φpr , φˆpq ◦ φˆqr = γαpqr · φˆpr .
Here the second equality holds on the connected component α of φ−1qr (Vpq) ∩
Vqr∩Vpr, and the third equality holds on the restriction to α of Er×(φ−1qr (Vpq) ∩ Vqr∩
Vpr).
(iii) We have
⋃
p∈P
ψp(s
−1
p (0)/Γp) = X.
(iv) If ψp(s
−1
p (0)/Γp) ∩ ψq(s−1q (0)/Γq) 6= ∅, then either p < q or q < p.
We call the system of Kuranishi neighborhood and coordinate change
({(Vp, Ep,Γp, ψp, sp) | p ∈ P}, {(Vpq, φˆpq, φpq , hpq) | p, q ∈ P, p < q})
in Lemma 2.1 the good coordinate system. (Note we require existence of γαpqr but
do not include it as a part of the structure. Compare Remark 4.5 (iv).)
Definition 2.4. Consider the situation of Lemma 2.1. Let Y be a topological
space. A family {fp} of Γp-equivariant continuous maps fp : Vp → Y is said to be
a strongly continuous map if
fp ◦ φpq = fq
on Vpq. A strongly continuous map induces a continuous map f : X → Y . We will
ambiguously denote f = {fp} when the meaning is clear.
When Y is a smooth manifold, a strongly continuous map f : X → Y is defined
to be smooth if all fp : Vp → Y are smooth. We say that it is weakly submersive if
each of fp is a submersion.
When Y is a simplicial complex, we say f = {fp} is strongly piecewise smooth if
each of fp is piecewise smooth.
Consider the situation of Lemma 2.1. We identify a neighborhood of φpq(Vpq)
in Vp with a neighborhood of the zero section of the normal bundle NVpqVp → Vpq,
using an exponential map of an appropriate Riemannian metric. We take the
fiber derivative of the Kuranishi map sp along the fiber direction and obtain a
homomorphism
dfibersp : NVpqVp → Ep × Vpq (3)
which is an hpq-equivariant bundle homomorphism. Note we need to take and fix
a connection on the bundle Ep to define (3). However (3) is independent of the
choice of the connection on the zero set of sp.
Definition 2.5. We say that the space with Kuranishi structure X has a tangent
bundle if dfibersp induces a bundle isomorphism
NVpqVp
∼= Ep × Vpq
φˆpq(Eq × Vpq)
(4)
as Γq-equivariant bundles on Vpq ∩ s−1p (0).
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By definition, the following diagram commutes for each x ∈ φ−1qr (Vpq)∩Vqr∩Vpr.
(NVqrVq)x
γpqr ·dφpq−−−−−−→ (NVprVp)x −−−−→ (NVpqVp)φqr(x)y y y
Eq
φˆqr,x(Er)
γpqr ·φˆpq−−−−−→ Ep
φˆpr,x(Er)
−−−−→ Ep
φˆpq,φqr(x)(Eq)
(5)
Here and hereafter φˆqp,x : Eq → Ep is the restriction of the bundle map φˆpq to the
fiber of x. And we take and fix a connection on the bundle Ep so that the image
of φˆpq is invariant under the parallel transport. Then (3) is well defined and (5)
commutes.
We may shrink Vpq to a smaller subset if necessary so that (4) is an isomorphism
not only on Vpq∩s−1p (0) but also everywhere on Vpq. So hereafter we always assume
so.
Definition 2.6. Let X be a space with Kuranishi structure which has a tangent
bundle. We say that the Kuranishi structure on X is oriented if we have a trivial-
ization of
ΛtopE∗p ⊗ ΛtopTVp
which is compatible with isomorphism (4).
We next define the compatibility of sections of the obstruction bundles over
various Kuranishi charts as follows.
Definition 2.7. Let us consider the situation of Lemma 2.1. We assume that our
Kuranishi structure has a tangent bundle. Suppose p, q ∈ P , q < p and suppose we
have sections s′p, s
′
q of Ep × Vp, Eq × Vq respectively. We consider the embedding
φpq : Vpq → Vp in Lemma 2.1 (i) (c). We identify its normal bundle NVpqVp with a
tubular neighborhood of φpq(Vpq). For each x ∈ Vpq we fix a splitting
Ep ∼= φˆpq,x(Eq)⊕ Ep
φˆpq,x(Eq)
. (6)
For each y ∈ NVpqVp, we obtain an element 1(y) of Epφˆpq,π(y)(Eq) by using the isomor-
phism (4). Then, on NVpqVp, we define a section s
′
q ⊕ 1 by
(s′q ⊕ 1)(y) = s′q(π(y)) ⊕ 1(y) ∈ φˆpq,x(Eq)⊕
Ep
φˆpq,π(y)(Eq)
∼= Enp .
Here we use the splitting (6). Now we say that s′p is compatible with s
′
q if the
restriction of s′p to NVpqVp coincides with s
′
q ⊕ 1.
We note that the section sp (that is a Kuranishi map) is compatible with sq in
the sense defined above. This follows from the fact that (4) is induced by the fiber
derivative of the Kuranishi map.
A global section s′ = {s′p}p∈P of the obstruction bundle of a Kuranishi structure
is a compatible system of sections (s′p : Vp → Ep). A section s′ = {s′p}p∈P of
the obstruction bundle of a Kuranishi structure is also called a global section if
it is a compatible system of sections (s′p : V
′
p → Ep) after shrinking Kuranishi
neighborhood Vp to a relatively compact subspace V
′
p ⊂ Vp appropriately. Actually
in the following definition we shrink Kuranishi neighborhoods and consider the zero
set of s′p in the closure V
′
p to construct a topological space X
′.
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Definition 2.8. In case s′ = {s′p}p∈P is a global section we define a topological
space
X ′ = (s′)−1(0)
as follows. We consider the disjoint union⋃
p∈P
(s′p)
−1(0)
Γp
× {p}. (7)
Let x˜ ∈ (s′p)−1(0) ⊂ V
′
p and y˜ ∈ (s′q)−1(0) ⊂ V
′
q. We define (x, p) ∼′ (y, q) if q < p,
x = [x˜], y = [y˜], y˜ ∈ Vpq and
φpq(y˜) = x˜.
Let ∼ be the equivalence relation on the set (7) which is generated by ∼′. We define
X ′ as the set of equivalence classes of this equivalence relation. We put quotient
topology on it. We have a Kuranishi structure on X ′ whose Kuranishi map is s′p in
an obvious way.
If f is a strongly continuous map from X to Y , it induces a strongly continuous
map from X ′ to Y . The case of strongly smooth map or strongly piecewise smooth
map is similar.
3. Statement of the main technical result
Let X be a space with Kuranishi structure. We fix its good coordinate system
({(Vp, Ep,Γp, ψp, sp) | p ∈ P}, {(Vpq, φˆpq, φpq, hpq) | p, q ∈ P, p < q}).
Definition 3.1. Let x ∈ X . We take p ∈ P and x˜ ∈ Vp such that sp(x˜) = 0 and
ψp(x˜) = x. We put
Ix = {γ ∈ Γp | γx˜ = x˜}, (8)
and call it the isotropy group. It is easy to see that Ix is independent of the choice
of p and x˜ and depends only on x.
For a finite group Γ, we define
X
∼=(Γ) = {x ∈ X | Ix ∼= Γ}. (9)
We decompse X
∼=(Γ) into connected components
X
∼=(Γ) =
⋃
i
X
∼=(Γ; i). (10)
Definition 3.2. We define the integers d(X ; Γ; i) as follows. Let x ∈ X∼=(Γ; i).
We take p, x˜ as in Definition 3.1. The group Ix acts on (Ep)x˜, the fiber of the
obstruction bundle at x˜. We then put
EΓx˜ = {v ∈ Ex˜ | ∀γ ∈ Γ γv = v}. (11)
Its dimension depends only on Γ, i but independent of p, x˜, x. The group Γ acts
also on the tangent bundle Tx˜Vp. We put
Tx˜V
Γ
p = {Tx˜Vp | ∀γ ∈ Γ γv = v}.
Its dimension depends only on Γ, i but independent of p, x˜, x. We now define
d(X ; Γ; i) = dimTx˜V
Γ
p − dimEΓx˜ . (12)
Now the main technical result used in the proof of Theorems 1.1 and 1.2 is the
following:
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Theorem 3.1. Let X be a space with Kuranishi structure that has a tangent bundle.
We take a good coordinate system. Then there exists a strongly piecewise smooth
global section s′, which is arbitrarily close to the original Kuranishi map in C0
sense, such that the following holds for X ′ = (s′)−1(0) defined in Definition 2.8
and its Kuranishi structure:
(i) X ′ has a triangulation.
(ii) Each of X ′∼=(Γ) is a simplicial subcomplex of X ′.
(iii) We have
dimX ′∼=(Γ) ≤ max
i
d(X ; Γ; i).
Moreover if f : X → Y is a strongly smooth map from X to a manifold Y , we may
choose the triangulation of X ′ so that f induces a piecewise smooth map X ′ → Y .
We note that if s′p is a (single valued) section on Vp/Γp, then at x˜ ∈ Vp with
Ix˜ = Γ, the value s
′
p(x˜) is necessarily in the Γ = Γx˜ fixed point set of (Ep)x˜. This
implies that the dimension appearing in the right hand side of (iii) above is optimal.
In the situation where the space X with Kuranishi structure is a moduli space
of geometric origin, the number d(X ; Γ; i) can be identified with an appropriate
equivariant index. Thus we can estimate this number under certain geometric
assumption. In case d(X ; Γ; i) is strictly smaller than the virtual dimension of X
minus 1, Theorem 3.1 implies that X has a virtual fundamental chain over Z or over
Z2. (To define virtual fundamental chain over Z we need to include orientation.)
This is the way, we prove Theorems 1.1, 1.2. See Section 13 for more detail.
The proof of Theorem 3.1 occupies Sections 4-10. A brief outline of the proof is
in order.
We use the theory of stratified sets for our proof. The collection of X(Γ; i)’s
for various Γ, i defines a natural stratification of X and the stratification extends
to the Kuranishi neighborhood. We construct our global section by an induction
on the Kuranishi neighborhood. We apply induction twice. For the first step we
work on one Kuranishi neighborhood and then we use the partial order < of P to
inductively construct s′p.
When we restrict ourselves to a single Kuranishi neighborhood, we deal with
an orbifold and an orbi-bundle. We use the stratification of an orbifold by its
isotropy group to construct s′p on each of the Kuranishi chart. We use the normal
bundle of the stratum and a conical extension of the section on one stratum to
its neighborhood. In Section 6, we study normal bundle of a stratum. As we will
observe in Example 4.1 Section 4, the stratum (the set of x with given Ix) does
not have the normal bundle in a usual sense. Actually it has some twisted stack
structure and the normal bundle is well-defined as a bundle over this stack. We
will explain this point in Sections 4-6.
To construct the section s′p inductively we need to use compatibility between the
normal bundles of various components. The story of compatible systems of normal
bundles is classical and was used in the study of triangulation of algebraic sets.
Especially J. Mather [20] gave a nice definition of compatibility which we use with
minor modification. (See Section 8.) We use this in our construction of s′p and
triangulation of its zero set applied to each Kuranishi neighborhood in Section 9.
The inductive construction over various Kuranishi charts is actually standard
using a good coordinate system. We perform this construction in Section 10, where
we complete the proof of Theorem 3.1.
LAGRANGIAN FLOER THEORY OVER INTEGERS 11
4. Sheaves of group-category
Let X be an orbifold and Γ a finite group. We define
X
∼=(Γ) = {x ∈ X | Ix ∼= Γ}.
In this paper, we need to consider a normal bundleNX∼=(Γ)X ofX
∼=(Γ) inX . At first
sight, one might expect that there exists a vector bundle NX∼=(Γ)X over the topo-
logical space X
∼=(Γ) together with a Γ action on NX∼=(Γ)X such that NX∼=(Γ)X/Γ
is diffeomorphic to a neighborhood of X
∼=(Γ) in X . However such a vector bundle
NX∼=(Γ)X does not exist in general. In fact, we have the following counter example.
Example 4.1. We consider Cn × S1 with Zp action defined by
[k] · (z, [t]) = (exp(2π√−1k/p)z, [t]). (13)
Here [k] ∈ Z mod p, [t] ∈ R/Z = S1.
We define an isomorphism
F : (Cn × S1)/Zp → (Cn × S1)/Zp
by
F ([z, [t]]) = [exp(2π
√−1t/p)z, [t]].
We take two copies (Cn ×D2±)/Zp of (Cn ×D2)/Zp where Zp action is similar to
(13). We identify
(Cn × S1)/Zp = (Cn × ∂D2+)/Zp
with
(Cn × S1)/Zp = (Cn × ∂D2−)/Zp
by F and obtain an orbifold X .
In this example X
∼=(Zp) = S2. The normal bundle NX∼=(Zp)X does not exist
since F does not lift to a bundle isomorphism : Cn × S1 → Cn × S1.
As Example 4.1 shows, the normal bundle of the singular locus X
∼=(Γ) does not
exist in general as a global quotient of a vector bundle with a Γ action. On the
other hand, in this paper we need to use the normal bundle of X
∼=(Γ) to define
normally conical perturbations. For this purpose we define the notion of a normal
bundle in the sense of stack. We restrict our discussion of the stack to the case
we use for this purpose. Related material is discussed in various references such
as [2], [15]. The discussion here is related to the phenomenon that occurs when
we remove the effectivity of the Γp action from the definition of orbifold. We feel
that the results of Sections 4-6 are not really new. However it is hard to find a
reference that contains the results written in a way we want to use. Also most of
the references on the stack are written in a very abstract way. To minimize our
usage of many abstract languages entering in the definition of stack-like objects,
we prefer to use more down-to-earth approach by explicitly writing down all the
formulas that we really need. This is the reason why we include the materials in
this paper.
Let G be a group. We consider the category G which has only one object ∗ and
morphism G(∗, ∗) = G. Let M be a topological space and U = {Ui | i ∈ I} be
an open covering of M . We assume that Ui1 ∩ · · · ∩ Uik (i1, . . . , ik ∈ I) are either
empty or contractible. Namely we take a good covering.
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Definition 4.2. (i) A sheaf of category of G on (M,U) consists of pair ({hij}, {γijk})
of an isomorphism
hij ∈ Aut(G) for each Ui ∩ Uj 6= ∅
and an element
γijk ∈ G for each Ui ∩ Uj ∩ Uk 6= ∅
such that the following compatibility conditions (14a) and (14b) hold for every
Ui ∩ Uj ∩ Uk ∩ Ul 6= ∅:
hij ◦ hjk = γijk · hik · γ−1ijk, (14a)
γijk · γikl = hij(γjkl) · γijl. (14b)
Here the right hand side of (14a) means ad(γijk) ◦ hik. (We will explain how
(14) follows from the definition of a stack in the categorical context in Remark
4.5 (v).)
(ii) ({hij}, {γijk}) is said to be isomorphic to ({h′ij}, {γ′ijk}) if there exist
ψi ∈ Aut(G), µij ∈ G
for each i and Ui ∩ Uj 6= ∅ respectively, and
h′′ij ∈ Aut(G), γ′′ijk ∈ G
for each i, Ui ∩ Uj 6= ∅, and Ui ∩ Uj ∩ Uk 6= ∅ respectively such that
h′′ij = ψi ◦ hij ◦ ψ−1j , (15a)
γ′′ijk = ψi(γijk), (15b)
µij · h′′ij · µ−1ij = h′ij , (15c)
µij · h′′ij(µjk) · γ′′ijk = γ′ijk · µik. (15d)
We call a pair ({µij}, {ψi}) an isomorphism : ({hij}, {γijk})→ ({h′ij}, {γ′ijk}).
We will prove in Lemma 4.2 that we can compose isomorphism and ‘isomor-
phic’ defines an equivalence relation.
(iii) We denote by Sh((M,U);G) the set of all isomorphism classes of sheaves of
categories of G on (M,U).
To illustrate the meaning of (14) we show the following:
Lemma 4.1. Let {Yi}i be a collection of sets such that a group G acts effectively
on each of Yi. Suppose that there is a point with trivial isotropy group on each of Yi.
Let hij : G → G be group isomorphisms, γijk elements of G, and let φij : Yj → Yi
be maps that are injective and hij-equivariant. We assume
φij ◦ φjk = γijk · φik. (16)
Then γijk satisfies (14).
Proof. Let g ∈ G, and y ∈ Yk with trivial isotropy group. Then φik(y) also has a
trivial isotropy group because φik are assumed to be injective and hik-equivariant.
Again by the hij-equivariance of the map φik, we obtain
γijk · hik(g) · φik(y) = γijk · φik(g · y) = φij(φjk(g · y))
= hij(hjk(g)) · φij(φjk(y)) = hij(hjk(g)) · γijk · φik(y).
Because φik(y) has a trivial isotropy group, (14a) follows.
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Similarly for y ∈ Yl we calculate
hij(γjkl) · γijl · φil(y) = hij(γjkl) · φij(φjl(y)) = φij(γjkl · φjl(y))
= φij(φjk(φkl(y))) = γijk · φik(φkl(y)) = γijk · γikl · φil(y).
This implies (14b). 
In the definition of Kuranishi structure the group Γp at each point p is assumed
to be a finite group and the space Vp is a smooth manifold. One can show that
effectivity of the action of Γp automatically implies existence of a point with trivial
isotropy group. And we also assume that the map φpq is an hpq-equivariant embed-
ding and in particular injective. Therefore the same argument used in the proof of
Lemma 4.1, implies that γpqr in Definition 2.3 satisfies (14b).
Lemma 4.2. The relation ‘isomorphism’ in Definition 4.2 is an equivalence rela-
tion.
Proof. We use notation of (15) and put
(h′′ij , γ
′′
ijk) = (1, ψi)∗(hij , γijk), (h
′
ij , γ
′
ijk) = (µij , 1)∗(h
′′
ij , γ
′′
ijk).
We also put (µij , 1)∗ ◦ (1, ψi)∗ = (µij , ψi)∗. We note that
(1, ψi)∗ ◦ (1, ψ′i)∗ = (1, ψi ◦ ψ′i)∗. (17)
We next claim
(µij , 1)∗ ◦ (µ′ij , 1)∗ = (µij · µ′ij , 1)∗. (18)
Let us prove (18). We put
(µ′ij , 1)∗(h
1
ij , γ
1
ijk) = (h
2
ij , γ
2
ijk), (µij , 1)∗(h
2
ij , γ
2
ijk) = (h
3
ij , γ
3
ijk).
Then
h2ij = µ
′
ij · h1ij · (µ′ij)−1,
γ2ijk = µ
′
ij · h1ij(µ′jk) · γ1ijk · (µ′ik)−1.
Therefore we have
h3ij = µij · µ′ij · h1ij · (µ′ij)−1 · µ−1ij
and
γ3ijk = µij · h2ij(µjk) · γ2ijk · µ−1ik
= µij · µ′ij · h1ij(µjk) · (µ′ij)−1 · µ′ij · h1ij(µ′jk) · γ1ijk · (µ′ik)−1 · µ−1ik
= µij · µ′ij · h1ij(µjk · µ′jk) · γ1ijk · (µik · µ′ik)−1.
(18) is proved.
We next claim
(1, ψi)∗ ◦ (µij , 1)∗ = (ψi(µij), ψi)∗. (19)
Let us prove (19). We put
(µij , 1)∗(h1ij , γ
1
ijk) = (h
2
ij , γ
2
ijk), (1, ψi)∗(h
2
ij , γ
2
ijk) = (h
3
ij , γ
3
ijk).
Then
h2ij = µij · h1ij · µ−1ij ,
γ2ijk = µij · h1ij(µjk) · γ1ijk · (µik)−1.
Therefore we have
h3ij = ψi ◦ (µij · h1ij · µ−1ij ) ◦ ψ−1j = ψi(µij) · (ψi ◦ h1ij ◦ ψ−1j ) · ψi(µij)−1
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and
γ3ijk = ψi(µij) · ψi(h1ij(µjk)) · ψi(γ1ijk) · ψi(µik)−1.
We next put
(1, ψi)∗(h1ij , γ
1
ijk) = (h
4
ij , γ
4
ijk), (ψi(µij), 1)∗(h
4
ij , γ
4
ijk) = (h
5
ij , γ
5
ijk).
Then
h4ij = ψi ◦ h1ij ◦ ψ−1j , γ4ijk = ψi(γ1ijk).
Therefore h5ij = h
3
ij and
γ5ijk = ψi(µij) · h4ij(ψj(µjk)) · γ4ijk · ψi(µik)−1
= ψi(µij) · ψi(h1ij(µjk)) · ψi(γ1ijk) · ψi(µik)−1 = γ3ijk.
(19) is proved.
(17), (18) and (19) imply that we can compose isomorphisms. Hence the relation
‘isomorphic’ is transitive.
On the other hand, (17) and (18) imply that each isomorphism has an inverse.
Hence the relation ‘isomorphic’ is symmetric. 
Remark 4.3. Suppose (hij , γijk) satisfies (14). If we define (h
′
ij , γ
′
ijk) by (15), we
can check that (h′ij , γ
′
ijk) satisfies (14), in a similar way as the above calculation.
For example we consider the case ψi = 1 and check (14b) as follows. We have
γ′ijk · γ′ikl
= µij · hij(µjk) · γijk · hik(µkl) · γikl · µ−1il
= µij · hij(µjk) · γijk · hik(µkl) · γ−1ijk · hij(γjkl) · γijl · µ−1il .
On the other hand, we have
h′ij(γ
′
jkl) · γ′ijl
= µij · hij(µjk · hjk(µkl) · γjkl · µ−1jl ) · µ−1ij · µij · hij(µjl) · γijl · µ−1il
= µij · hij(µjk) · γijk · hik(µkl) · γ−1ijk · hij(γjkl) · hij(µ−1jl ) · µ−1ij
· µij · hij(µjl) · γijl · µ−1il .
Hence follows (14b).
Definition 4.4. Let U ′ = {U ′j | j ∈ J} be another covering of M and let i(·) : j 7→
i(j) be a map J → I such that U ′j ⊆ Ui(j). We define a map:
i(·)∗ : Sh((M,U);G)→ Sh((M,U ′);G)
by
i(·)∗([{hi1i2}, {γi1i2i3}]) = [{h′j1j2}, {γ′j1j2j3}]
where
h′j1j2 = hi(j1)i(j2), γ
′
j1j2j3 = γi(j1)i(j2)i(j3).
We thus obtain an inductive system U 7→ Sh((M,U);G). We take the inductive
limit with respect to this inductive system and define
Sh(M,G) = lim
−→
Sh((M,U);G).
An element of Sh(M,G) is said to be a sheaf of category G on M .
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Remark 4.5. (i) There is a more general notion, that is, a stack in the literature.
It was defined by Grothendieck ([17], [18]). See also [2], [15]. We only consider
the case we use for our purpose where the stalk of the sheaf is the category G
which is independent of the point.
(ii) In case when G is commutative, (14a) implies
hij ◦ hjk = hik.
Therefore it defines a G local system G. Then (14b) becomes
γijk + γikl = hij(γjkl) + γijl.
Namely {γijk} defines a Cˇech cocycle in Cˇ 2(U ,G).
Next we assume that ({hij}, {γijk}) is isomorphic to ({h′ij}, {γ′ijk}). Then
(15a) and (15b) imply that the induced local system is isomorphic and {γ′′ijk}
is the same Cˇech cocycle as {γijk} under this isomorphism. (15c) and (15d)
imply that
γ′ijk − γ′′ijk = µij + h′′ij(µjk)− µik.
Namely {γ′ijk} is cohomologous to {γ′′ijk}. Thus
Sh(M,G) ∼=
⋃
G:G local systems
Hˇ 2(M ;G)
in the abelian case.
(iii) Usually (but not always) the effectivity of the (finite) group Γp action on Vp
is assumed when one defines the notion of a chart (Vp,Γp, ψp) of an orbifold.
On the other hand, there is no such assumptions for stacks.
Note (14a) is the same formula as the first formula of Definition 2.3 (ii)
in the definition of Kuranishi structure. In Definition 2.3 (ii) we assumed
only the existence of γpqr . Namely it is not a part of the structure. Also the
formula corresponding to (14b) is not in Definition 2.3. On the other hand, in
Definition 4.2 we include γijk as a part of the structure. (Note in Definition
4.2, γαijk may depend on the connected component α. Here Vp ∩ Vq ∩ Vr is
connected since we assume our cover is a good cover.)
Actually, in the situation of Definition 2.3 where the Γp action is assumed
to be effective, the element γpqr satisfying Definition 2.3 (ii) is unique if it
exists. Moreover a formula corresponding to (14b) can be proved. (Lemma
4.1.)
In our situation where the G action on M is trivial, γijk is not determined
from the other data and so we include it as a part of the structure. Also (14b)
is put as a part of conditions.
When the notion of orbifold was discovered by Satake [22], he assumed
the effectivity of the action of Γp. Later when Thurston renamed Satake’s
V-manifold as an orbifold, he did not change its mathematical content and
still assumed the effectivity of Γp. Because of this, we include the effectivity
of Γp as a part of the definition of orbifold in this paper.
(iv) Consider the situation of Definition 2.3. Then, in Lemma 4.1, we proved the
equality
γpqr · γprs = hpq(γqrs) · γpqs (20)
where q ∈ ψp(s−1p (0)/Γp), r ∈ ψq(s−1q (0)/Γq), s ∈ ψr(s−1r (0)/Γr). Since (20)
is automatic, we did not put it as a part of assumptions in Definition 2.3. In
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the situation where effectivity of the Γp action is not assumed, (20) will not
be automatic.
(v) Using the language of category theory, we can rewrite the definition of Sh(M,G),
as follows. (Our discussion below is informal since we do not use it in this
paper.)
We first define a category O(M). Its objects are open sets of M . There is
no morphism from U to V if U is not a subset of V . If U ⊂ V , there exists
exactly one morphism from U to V .
We next consider the 2-category G as follows. There is only one object in
it. The category of morphism from this object to itself is G.
Then an element of Sh(M,G) is regarded as a pseudo-functor from O(M)
to G, in the sense of [18] Expose´ VI 8.
Let us explain how a pseudo-functor O(M)→ G is related to an element of
Sh(X,G). A pseudo-functor O(M)→ G first assigns a functor FUV : G→ G
for each U ⊂ V . Such a functor is nothing but a homomorphism φUV : G→ G.
If U3 ⊂ U2 ⊂ U1, then the pseudo-functor associate a natural transforma-
tion
TU3U2U1 : FU3U1 → FU3U2 ◦ FU2U1
which is (in our situation) automatically an equivalence. By definition of the
category G, such a natural transformation is given by an element γU3U2U1 ∈ G
such that
γU3U2U1 · φU3U1 = φU3U2 ◦ φU2U1 .
This formula corresponds to (14a).
For the pair (FUV , γU3U2U1) to be a pseudo-functor we need to assume
a compatibility condition between them, that is the commutativity of the
following diagram for each U4 ⊂ U3 ⊂ U2 ⊂ U1.
FU4U3 ◦ FU3U1
TU4U3U1←−−−−−− FU4U1
TU4U2U1−−−−−−→ FU4U2 ◦ FU2U1y(FU4U3 )∗(TU3U2U1 ) (FU2U1 )∗(TU4U3U2 )y
FU4U3 ◦ FU3U2 ◦ FU2U1 FU4U3 ◦ FU3U2 ◦ FU2U1 .
(See Definition 3.10 (iv)(b) [4] or [18] Expose´ VI Proposition 7.4.) The com-
mutativity of this diagram is equivalent to
γU4U3U2 · γU4U2U1 = φU4U3(γU3U2U1) · γU4U3U1 .
This formula is the same as (14b). (14a) is a consequence of the fact that
TU3U2U1 is a natural transformation.
We note that, in the definition of pseudo-functor in Definition 3.10 [4],
there are other conditions (ii), (iv)(a). In our situation, it will become
hii(g) = γiii · g · γ−1iii , γiij = γiii, γijj = hij(γjjj).
They follow from (14). In fact, the first formula follows from (14a) by putting
i = j = k. The second formula follows from (14b) by putting i = j = k. The
third formula follows from (14b) by putting j = k = l.
We can continue and rewrite (15) using category theory. We do not try to
do it here. In fact, the theory of stack which is well established is based on
category theory, and in this subsection we try to give a self-contained account
of the part thereof which we need, without using category theory.
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(vi) We did not assume
hii = id, hij ◦ hji = id,
in Definition 4.2. There seems to be the version that assumes the above
identities together with
γijk = γ
−1
ikj , γijk = hij(γjki).
In the abelian case, these conditions will become the condition that hij···ikk
is anti-symmetric with respect to the change of indices. It is well known
that we have the same Cˇech cohomology, whether or not we assume the anti-
symmetricity.
5. The stack structure of the singular locus
Now we apply the above discussion of stacks to the circumstance that arises
in later sections in relation to the study of normal bundles of the singular locus
X
∼=(Γ).
Example-Definition 5.1. Let G be a finite group acting effectively and smoothly
on a smooth manifold X˜. Consider the orbifold X = X˜/G. Such an orbifold is said
to be a global quotient. Let Γ be an abstract group. We put
X
∼=(Γ) = {x ∈ X˜ | Ix ∼= Γ}/G,
where
Ix = {g ∈ G | gx = x}.
It follows from (21) below that X
∼=(Γ) is a smooth manifold.
We now give a construction of an element of Sh(X
∼=(Γ), G). We decompose
X
∼=(Γ) as in (21) and study each of them separately. Namely, for each subgroup
Γ0 ⊂ G with Γ0 ∼= Γ, we consider
X˜=(Γ0) = {x ∈ X˜ | Ix = Γ0}.
Denote the normalizer of Γ0 by
N(Γ0) = {g ∈ G | gΓ0g−1 = Γ0}.
Then H(Γ0) = N(Γ0)/Γ0 acts freely on X˜
=(Γ0) and by definition we have
X
∼=(Γ) =
⋃
Γ0
X˜=(Γ0)/H(Γ0), (21)
where the union is taken over a complete system of representatives of the conjugacy
classes of the subgroups of G isomorphic to Γ. We have an exact sequence
1 −→ Γ0 −→ N(Γ0) −→ H(Γ0) −→ 1. (22)
We choose a sufficiently fine good covering U = {Ui | i ∈ I} of X∼=(Γ) and a lift
U˜i ⊂ X˜=(Γ0) of Ui so that the projection X˜ → X restricts to a homeomorphism
from U˜i to Ui.
For each i, j with Ui ∩ Uj 6= ∅ there exists a unique hij ∈ H(Γ0) such that
U˜i ∩ (hij U˜j) 6= ∅. We remark that hij · hjk = hik in H(Γ0), if Ui ∩ Uj ∩ Uk 6= ∅.
We choose lifts h˜ij ∈ N(Γ0) of hij .
We define an automorphism hij : Γ0 → Γ0 by
hij(g) = h˜ij · g · h˜
−1
ij .
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We define γijk ∈ Γ0 by
γijk · h˜ik = h˜ij · h˜jk.
Then it is easy to check that {γijk} satisfies (14).
We can generalize the above construction and include the case of an orbifold
that is not necessarily a global quotient of a manifold. We do not discuss it here
since we do not use it in the main application (the proof of Theorem 3.1).
We note that we can choose γijk = 1 if the exact sequence (22) splits. But this
is not always the case.
Example 5.2. Let us consider the orbifoldX given in Example 4.1. ThenX
∼=(Γ) =
S2. The Zp local system is necessarily trivial on S
2. So
Sh(S2;Zp) ∼= Hˇ 2(S2;Zp) ∼= Zp.
The element thereof defined in Example-Definition 5.1 is the generator of Zp and
hence is nonzero.
Lemma 5.1. The element of Sh(X
∼=(Γ), G) represented by ({hij}, {γijk}) is inde-
pendent of various choices involved in the construction.
Proof. We first fix U = {Ui | i ∈ I}. We change U˜i to αiU˜i where αi ∈ N(Γ0). We
also change h˜ij to
h˜
′′
ij = αi · h˜ij · α−1j .
Then hij ∈ Aut(G) is transformed to
h′′ij = ad(αi) ◦ hij ◦ ad(αj)−1,
where ad : N(Γ0) → Aut(Γ0) is defined by ad(g)(g′) = g · g′ · g−1. We put ψi =
ad(αi) and µij = 1. Then (15a), (15c) are satisfied and hence ({µij}, {ψi}) defines
an isomorphism.
We also have
γ′′ijk = αi · γijk · α−1i = ψi(γijk).
Therefore the isomorphism class is independent of the choice of U˜i.
We next fix U˜i and change the lift h˜ij ∈ N(Γ0) of hij . We put
h˜
′
ij = µij · h˜ij .
Then we have
γ′ijk = h˜
′
ij · h˜
′
jk · (h˜
′
ik)
−1 = µij · hij(µjk) · γijk · µ−1ik
as required. The invariance under the refinement of the covering is easy to prove.

Definition 5.3. We call the structure defined by ({hij}, {γijk}) ∈ Sh(X∼=(Γ), G)
in Example-Definition 5.1, the standard stack structure on X
∼=(Γ).
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6. The normal bundle of the singular locus and C∞ local triviality
Going back to the general topological spaceM , we next define a vector bundle on
the stack defined by an element of Sh(M,G). Let ({hij}, {γijk}) ∈ Sh((M,U), G).
Definition 6.1. A vector bundle on ({hij}, {γijk}) ∈ Sh((M,U), G) is a pair
({Fi}, {gij}) such that Fi is a vector bundle on Ui with G action and gij is an
hij-equivariant bundle isomorphism gij : Fj |Ui∩Uj → Fi|Ui∩Uj such that:
gij ◦ gjk = γijk · gik. (23)
We assume that ({µij}, {ψi}) is an isomorphism ({hij}, {γijk})→ ({h′ij}, {γ′ijk}).
An isomorphism from a vector bundle F = ({Fi}, {gij}) on ({hij}, {γijk}) to a vec-
tor bundle F ′ = ({F ′i}, {g′ij}) on ({h′ij}, {γ′ijk}) is a family {φi}i∈I of ψi-equivariant
isomorphisms of vector bundles φi : Fi → F ′i such that
g′ij ◦ φj = µij · (φi ◦ gij). (24)
We say {φi}i∈I is an isomorphism : F → F ′ over ({µij}, {ψi}).
Lemma 6.1. The relation ‘isomorphic’ in Definition 6.1 is an equivalence relation.
Proof. Let (µij , ψi)∗(h1ij , γ
1
ijk) = (h
2
ij , γ
2
ijk) and (µ
′
ij , ψ
′
i)∗(h
2
ij , γ
2
ijk) = (h
3
ij , γ
3
ijk).
Let Fc = ({F ci }, {gcij}) be a vector bundle on ({hcij}, {γcijk}) and {φi}i∈I : F1 → F2
and {φ′i}i∈I : F2 → F3 be isomorphisms over ({µij}, {ψi}), ({µ′ij}, {ψ′i}), respec-
tively. Then we can check easily by calculation that {φ′i ◦φi}i∈I is an isomorphism
: F1 → F3 over ({µ′ij}, {ψ′i}) ◦ ({µij}, {ψi}) = ({µ′ij · ψ′i(µij)}, {ψ′i ◦ ψi}). 
Lemma 6.2. Let F = ({Fi}, {gij}) be a vector bundle on ({hij}, {γijk}) and let
({µij}, {ψi}) be an isomorphism ({hij}, {γijk}) → ({h′ij}, {γ′ijk}). Let F ′i be a G-
equivariant vector bundle on Ui and let φi : Fi → F ′i be a ψi-equivariant bundle
isomorphism. We define g′ij by (24). Then ({F ′i}, {g′ij}) is a vector bundle on
({h′ij}, {γ′ijk}).
Proof. It is easy to see that g′ij is h
′
ij equivariant. So it suffices to check (23) for g
′
ij
and γ′ijk. We may divide the cases into (µij , ψi) = (1, ψi) and (µij , ψi) = (µij , 1).
In case (µij , ψi) = (1, ψi) we have
g′ij ◦ g′jk ◦ φk = φi ◦ gij ◦ gjk = φi(γijk · gik)
= ψi(γijk) · φi ◦ gik = γ′ijk · g′ik ◦ φk
as required.
In case (µij , ψi) = (µij , 1) we have
g′ij ◦ g′jk ◦ φk = g′ij ◦ (µjk · (φj ◦ gjk))
= h′ij(µjk) · µij · φi ◦ (gij ◦ gjk)
= µij · hij(µjk) · γijk · µ−1ik · (g′ik ◦ φk)
= γ′ijk · (g′ik ◦ φk),
as required. The proof of the lemma is now complete. 
We next discuss how a vector bundle behaves under the refinement of the cov-
ering. Let
i(·)∗([{hi1i2}, {γi1i2i3}]) = [{h′j1j2}, {γ′j1j2j3}].
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See Definition 4.4. Then a vector bundle ({Fi}, {gi1i2}) on ({hi1i2}, {γi1i2i3}) in-
duces ({F ′j}, {g′j1j2}) on ({h′j1j2}, {γ′j1j2j3}) by
g′j1j2 = gi(j1)i(j2)|U ′j1j2 .
Therefore we can define the notion of a vector bundle on a pair (M, [{hij}, {γijk}])
where [{hij}, {γijk}] ∈ Sh(M,G).
We consider the situation of Example-Definition 5.1 and use the notations there.
Definition 6.2. We define the normal bundle NX∼=(Γ)X over X
∼=(Γ) with the
standard stack structure as follows: We identify Ui ⊆ X∼=(Γ) with U˜i ⊂ X˜=(Γ0) by
the projection and put Fi = NU˜iX˜, the normal bundle of U˜i in X˜. The Γ0 (⊂ G)
action on X˜ induces one on Fi.
We next define gij . We have
(h˜
−1
ij U˜i) ∩ U˜j ⊂ U˜j ∼= Uj .
We identify (h˜
−1
ij )U˜i ∩ U˜j with Ui ∩ Uj. Then an open embedding
h˜ij · : Ui ∩ Uj → U˜i ∼= Ui
is induced. It extends to a map X˜ → X˜. Then we have
gij := (h˜ij ·)∗ : Fj |Ui∩Uj = Nh˜−1ij U˜iX˜ → Fi = NU˜iX˜.
Since h˜ij · h˜jk = γijk · h˜ik, we obtain (23). Therefore ({Fi}, {gij}) is a vector bundle
on ({hij}, {γijk}) ∈ Sh(X∼=(Γ), G) in the sense of Definition 6.1. We put
NX∼=(Γ)X = ({Fi}, {gij})
which we call the normal bundle of X
∼=(Γ).
We can generalize this construction to the case when X is an orbifold, not nec-
essarily a global quotient of a manifold. We do not discuss this here since it is not
needed in our main application (the proof of Theorem 3.1).
Lemma 6.3. The vector bundle ({Fi}, {gij}) in Definition 6.2 is independent of
the choices involved in the construction up to isomorphism.
Proof. We use the notation of the proof of Lemma 5.1. Let αi ∈ N(Γ0).
We first change U˜i to αi · U˜i. Then αi induces a map
αi· : NU˜iX˜ → Nαi·U˜iX˜.
It induces
φi = (αi·)∗ : Fi → F ′i .
Since ψi = ad(αi), it follows that φi is ψi equivariant. The equality
h˜
′
ij = αi · h˜ij · α−1j
implies that
g′ij ◦ φj = φi ◦ gij .
Since µij = 1 in this case, we obtain the required isomorphism.
We next fix {U˜i} and change the lift {h˜ij} to
h˜
′
ij = µij · h˜ij . (25)
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In this case we have Fi = F
′
i and φi = identity. (25) implies
g′ij = (h˜
′
ij)∗ = µij · (h˜ij)∗ = µij · gij .
The invariance under the refinement of the covering is easy to prove. 
Example 6.3. In the situation of Example 4.1, the normal bundle does not exist as
a (usual) vector bundle on S2. But it exists over S2 with nontrivial stack structure,
which corresponds to the generator of Hˇ 2(S2;Zp). See Example 5.2.
Definition 6.4. We consider the situation of Example-Definition 5.1 and let E˜ be
a G equivariant vector bundle on X˜. It induces an orbi-bundle E on X = X˜/G.
We define a vector bundle E|X∼=(Γ) on X∼=(Γ) as follows: We use the notation in
Example-Definition 5.1 and Definition 6.2.
We put
Ei = E˜|U˜i
and regard it as a vector bundle on Ui. As in Definition 6.2, we have an open
embedding
h˜ij · : Ui ∩ Uj → U˜i ∼= Ui.
Since h˜ij ∈ G, it induces a bundle map
gij : Ej |Ui∩Uj → Ei.
It follows that gij satisfies the required relation in the same way as in Definition
6.2. We define
E|X∼=(Γ) = ({Ei}, {gij})
and call it the restriction of E to X
∼=(Γ).
We can also generalize this construction to the case of an orbifold which is not
necessarily a global quotient.
In the same way as Lemma 6.3, we can prove that ({Ei}, {gij}) is independent
of the choices up to isomorphism.
Before proceeding further, we review the definitions of diffeomorphisms between
orbifolds and of locally trivial C∞ fiber bundles with orbifolds as fibers. Those
notions will be used in Sections 7, 8 and 9. They are of course well established.
However there are several delicate points in its definition. Since those points are
related to the arguments of later sections, we state a precise definition that we use
in this paper.
Let X˜ be a smooth manifold and G a finite group acting effectively on it. The
quotient X = X˜/G defines an orbifold. Let X ′ = X˜ ′/G′ be another global quotient
and W ⊂ X , W ′ ⊂ X ′ open subsets.
Definition 6.5. A homeomorphism F :W →W ′ is said to be a diffeomorphism if
the following holds for every p ∈W and p′ = F (p).
Let p˜ ∈ X˜, p˜′ ∈ X˜ ′ be lifts of p and p′, respectively. Then there exist open
neighborhoods U˜ , U˜ ′ of them, an isomorphism φ : Ip˜ → Ip˜′ and a φ-equivariant
diffeomorphism F˜p : U˜ → U˜ ′ such that U˜/Ip˜, U˜ ′/Ip˜′ are open subsets of X , X ′ and
that F˜ induces the restriction of the map F to U˜/Ip˜.
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Definition 6.6. Let N be a smooth manifold, X = X˜/G, X ′ = X˜ ′/G′ global
quotients, and W ⊂ X , F ⊂ X ′ open subsets. A continuous map π : W → N
is said to be a locally trivial fiber bundle of C∞-class with fiber F if the following
holds.
For each p ∈ N there exist an open neighborhood Up of it and a diffeomorphism
φp : F × Up → π−1(Up) in the sense of Definition 6.5, such that the following
diagram commutes.
F × Up −−−−→
φp
π−1(Up)y yπ
Up = Up
(26)
Remark 6.7. We require the commutativity of the Diagram (26) set theoretically.
In general, the notion of morphisms between orbifolds must be carefully defined.
In fact, the systematic study of it requires to use the notion of 2 category. In this
paper, we assume effectivity of the finite group action in the definition of orbifold
and in Definition 6.6 we assumed the base space N is a manifold. So it suffices to
require the commutativity of Diagram (26) set theoretically, in our situation.
Now let F = ({Fi}, {gij}) be a vector bundle over ({hij}, {γijk}) ∈ Sh(M,G).
Assume that the G action on the fibers of Fi is effective. We are going to define an
orbifold structure on F/G. We define an equivalence relation ∼ on ⋃i Fi as follows.
(Here Fi also denotes the total space of the vector bundle Fi over Ui.) Let x ∈ Fi
and y ∈ Fj . Then x ∼ y if and only if one of the following holds.
(1) i = j, x = γy for some γ ∈ G.
(2) π(x) ∈ Ui∩Uj , y = γ ·gji(x) for some γ ∈ G. Here π : Fi → Ui, π : Fj → Uj
are the projections.
It is easy to see that ∼ is an equivalence relation. We put
|F/G| =
⋃
i
Fi/ ∼
and define a quotient topology on it. The projection π : Fi → Ui ⊂ M induces a
map
π : |F/G| →M.
Let F be the fiber of the vector bundle Fi. F is a vector space on which G acts
effectively. We assume that M is a smooth manifold.
Lemma 6.4. |F/G| has a structure of an orbifold. We denote it by F/G. If F is
isomorphic to F ′, then F/G is diffeomorphic to F ′/G as an orbifold.
Moreover, π : F/G→M is a locally trivial fiber bundle of C∞-class, whose fiber
is F/G.
Proof. Let Ui1...ik =
⋂k
j=1 Uij . The bundle isomorphism gij induces an hij-equivariant
embedding Fj |Uij → Fi, which we also denote by gij . By the definition of a vector
bundle over ({hij}, {γijk}), we have
gij ◦ gjk = γijkgik on Fk|Uijk .
Therefore we find that Fi/G’s are glued to an orbifold. Hence |F/G| has a structure
of an orbifold.
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Let F and F ′ be vector bundles over ({hij}, {γijk}) and ({h′ij}, {γ′ijk}), respec-
tively. Suppose that ({µij}, {ψi}) : ({hij}, {γijk}) → ({h′ij}, {γ′ijk}) is an isomor-
phism and {φi} : F → F ′ is an isomorphism over ({µij}, {ψi}). Then φi is a
diffeomorphism between global quotient orbifolds Fi/G and F
′
i/G. Clearly they
are glued to a diffeomorphism between orbifolds F/G and F ′/G.
If necessary, we take a refinement of {Ui} such that Fi is G-equivariantly iso-
morphic to Ui×F . Note that G acts trivially on Ui and effectively on F . The open
subset π−1(Ui) ⊂ |F/G| is nothing but Fi/G ∼= Ui×F/G. Therefore π : F/G→M
is a locally trivial fiber bundle whose fiber is F/G. 
Example 6.8. Let F = ({Fi}, {gij}) be a vector bundle over ({hij}, {γijk}) ∈
Sh(M,G). By Lemma 6.4 π : F/G → M is a locally trivial fiber bundle of C∞
class with fiber Rk/G, where gij : R
k → Rk.
We remark that here we regard M as a manifold and not a stack.
We assume that gij ∈ O(k). Namely we assume that it preserves a metric of
the fiber. We consider the set of the equivalence classes of all x ∈ Fi with ‖x‖ ≤ r
and denote it by F/G(r). Then the restriction π : F/G(r) → M is also a locally
trivial fiber bundle of C∞ class, that is a ‘ball bundle’. Similarly when we denote
the set of all the equivalence classes of x ∈ Fi with ‖x‖ = r by S(F/G), it is a
locally trivial fiber bundle of C∞ class overM with fiber Sn−1/G. This is a ‘sphere
bundle’.
In particular, if X = X˜/G is a global quotient, then the map NX∼=(Γ)X/Γ →
X
∼=(Γ) defines a locally trivial fiber bundle of C∞ class. We can define ‘ball bundle’
and ‘sphere bundle’, that are locally trivial fiber bundles of C∞ class, also in this
case.
Example 6.8 says the normal bundle of X
∼=(Γ) is locally trivial in C∞ sense. We
note that in the theory of stratification of analytic set or of Whitney stratification
one important point (observed by Whitney) is that the normal cone to the stratum
is locally trivial only in C0 sense.
Example 6.9. Let Ca = {(tx, ty, t) ∈ R3 | −1 ≤ x ≤ 1, 0 ≤ y ≤ 1+ a− a|x|, t ≥ 0}
and we put
X = {(x, y, z, w) ∈ R4 | (x, y, z) ∈ Cw, 0 < w < 1}.
Using the fact that Ca is not affine isomorphic to Cb for a 6= b, we can prove that
a neighborhood of w axis in X is not diffeomorphic to the product R × Z for any
Z ⊂ R3. (Here we say X is diffeomorphic to R×Z if there exists a homeomorphism
which extends to a diffeomorphism to its sufficiently small open neighborhoods.)
For the stratification {X∼=(Γ)} of the orbifold X = X˜/G, we have the following:
Lemma 6.5. (Tubular neighborhood theorem) Consider the situation of Example-
Definition 5.1. Denote by B(NX∼=(Γ)X) the unit ball bundle of NX∼=(Γ)X. Then
(B(NX∼=(Γ)X))/Γ is diffeomorphic to a neighborhood of X
∼=(Γ) in X as an orbifold.
Proof. We use the notation of Definition 6.2. We recall that
NX∼=(Γ)X = ({Ei}, {gij})
where Ei = NU˜iX˜. Note that Ei is the restriction of NX˜=(Γ)X˜ to U˜i ⊂ X˜.
We pick open neighborhoods W1 ⊃ W2 ⊃ · · · of
⋃
Γ′⊃ΓX
∼=(Γ′) in X such that⋂
kWk ∩ X∼=(Γ) = ∅. We may assume that X∼=(Γ)k = X∼=(Γ) \ Wk is a closed
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submanifold in X \Wk. Denote by X˜=(Γ)k = X˜=(Γ)\π−1(Wk), where π : X˜ → X
is the projection.
We take a G invariant Riemannian metric on X˜ and use the exponential map to
identify Ei = NU˜iX˜ with a neighborhood of U˜i in X˜ as follows.
Denote by Bδ(NX˜=(Γ)X˜) the ball bundle of NX˜=(Γ)X˜ of radius δ. For k =
1, 2, . . . , we take δk > 0 such that the exponential map
exp : v ∈ Bδk(NX˜=(Γ)X˜ |X˜=(Γ)k) 7→ exp(v) ∈ X˜,
which is a diffeomorphism to an open neighborhood of X˜=(Γ)k.
We pick an H(Γ)-invariant smooth positive function χ : X˜=(Γ) → R such that
χ < δk+1 on X˜
=(Γ) ∩ π−1(Wk). Denote by pi : Ei → U˜i the projection and set
Bχ(Ei) = {v ∈ Ei|‖v‖ < χ(pi(v))}. Then the exponential map exp restricted to
Bχ(Ei) induces a diffeomorphism from Bχ(Ei)/G to an open neighborhood of Ui
in X as orbifolds. Clearly, we find that hij ◦ exp |Bχ(Ej) = exp |Bχ(Ei) ◦ gij on
Ej |h−1ij (U˜i) ∩ U˜j . Hence they are glued together and we obtain a diffeomorphism
exp(χ · •) from (B(NX∼=(Γ)X))/Γ to an open neighborhood of X∼=(Γ).

Finally we remark that various operations on vector bundles such as Whitney
sum, tensor product, Hom bundle, symmetric tensor product, etc. can be general-
ized to the case of vector bundles on [{hij}, {γijk}] ∈ Sh(M ;G). For example, if
F = ({Fi}, {gFij}) and E = ({Ei}, {gEij}) are vector bundles on ({hij}, {γijk}) then
Hom(F , E) = ({Hom(Fi, Ei)}, {gij}) where
gij(uj) = g
E
ij ◦ uj ◦ (gFij)−1.
We use the next lemma in Section 9.
Lemma 6.6. Let E = ({Ei}, {gij}) be a vector bundle on ({hij}, {γijk}) ∈ Sh(M,G).
We put
EGi = {v ∈ Ei | ∀γ ∈ G γv = v}.
Then they are glued by gij to define a vector bundle on the topological space M (in
the usual sense).
Proof. Let gGij : E
G
i |Uij → EGj be the restriction of gij . Since G action on EGi is
trivial, it follows from (23) that
gGij ◦ gGjk = gGik.
The lemma follows. 
Remark 6.10. In some situation we need to consider subspaces Yp ⊂ Vp of a space
X with Kuranishi structure (Vp, Ep,Γp, ψp, sp) and put a Kuranishi structure on
the subspace. When the action of Γp is not effective, we need to add some Γp vector
space Fp to both Yp and obstruction bundle Ep of each Kuranishi neighborhood,
in order to define a Kuranishi structure on the subspace ∪pYp. We need some care
to carry this out. Namely we should glue those vector spaces by a family of linear
isomorphisms gpq : Upq → Hom(Fq, Fp) so that
gpq ◦ gqr = γpqr · gpr
where γpqr is the one appearing in Definition 2.3 (ii). For example, in the case of
Kuranishi structure with corners, we define Kuranishi structure on codimension k
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corner SkX by taking the normal bundle of SkX and adding the normal bundle to
both SkVp and the obstruction bundle in order to make the Γp action effective.
7. Single valued piecewise smooth section of orbi-bundle: statement
Let X = X˜/G be a global quotient. We consider the situation of Example-
Definition 5.1. We decompose X
∼=(Γ) into the connected components
X
∼=(Γ) =
⋃
i
X
∼=(Γ; i). (27)
Let [p] ∈ X∼=(Γ; i) where p ∈ X˜. Let E → X˜ be a G equivariant vector bundle. It is,
by definition, an orbi-bundle E/G on X . A single valued section of this orbi-bundle
is, by definition, a G-equivariant section of E → X˜.
We have a Γ action on the fiber Ep of our vector bundle E. In this situation we
recall from Definition 3.2 :
EΓp = {v ∈ Ep | ∀γ ∈ Γ γv = v}. (28)
d(X ; Γ; i) = dimX
∼=(Γ; i)− dimEΓp . (29)
In Sections 8-9 we will prove the following:
Proposition 7.1. For each C0-section s of the orbi-bundle E/G→ X, there exists
a sequence of single valued piecewise smooth sections sǫ converging to s in C
0-sense
such that the following holds:
(i) s−1ǫ (0) has a smooth triangulation. Namely for each simplex the embedding
∆→ X locally lifts to a map to X˜ which is a smooth embedding.
(ii) s−1ǫ (0)∩X∼=(Γ) is a PL manifold such that each simplex is smoothly embedded
into X
∼=(Γ).
(iii) If ∆ is a simplex of (i) whose interior intersects with X
∼=(Γ), the intersection
of ∆ with X
∼=(Γ) is ∆ minus some faces and is smoothly embedded in X∼=(Γ).
(iv)
dim s−1ǫ (0) ∩X∼=(Γ; i) = dimX∼=(Γ; i)− dimEΓp .
Remark 7.1. We note that if s is a single-valued section and if [p] ∈ X∼=(Γ) then
s(p) ∈ EΓp . So the dimension given in (iv) is optimal.
We will use Proposition 7.1 in the proof of Theorem 3.1 in Section 10.
8. System of tubular neighborhoods
The proof of Proposition 7.1 is closely related to the proof of existence of a
triangulation of the space with Whitney stratification. (See [16]). Especially, we
use the notion of a system of tubular neighborhoods introduced by Mather [20].
Mather used this notion to prove the famous first isotopy lemma (see 8 in Section
II [20]). The first isotopy lemma implies that Whitney stratification has a C0
locally trivial normal cone. (See Theorem 8.3 [20]). Note that existence of smooth
triangulation of an orbifold is well-known which is not what we intend to prove. In
order to show that the zero set of our section has a smooth triangulation, we use
various constructions appearing in the proof of existence of a C0-triangulation on
the Whitney stratified space.
As we explained in Example 6.8, we have a C∞ locally trivial tubular neighbor-
hood in our situation. This property makes the system of tubular neighborhoods
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(or the system of normal cones) in this case carry some properties better than that
of [20].
We follow Section II in [20] in the next definition.
Definition 8.1. A tubular neighborhood of the stratumX
∼=(Γ) in X is a quadruple
(πΓ, NX∼=(Γ)X, σ, φ) satisfying
(i) πΓ : NX∼=(Γ)X → X∼=(Γ) is a vector bundle in the sense of stack. (See Defini-
tion 6.1.)
(ii) σ : X
∼=(Γ)→ R+ is a smooth positive function.
(iii) φ : Bσ(Γ)/Γ → U∼=(Γ) is a diffeomorphism (in the sense of Definition 6.5)
onto a neighborhood U
∼=(Γ) of X∼=(Γ) in X . Here Bσ(Γ) = {v ∈ NX∼=(Γ)X |
‖v‖ < σ(πΓ(v))}.
We define πΓ : U
∼=(Γ) → X∼=(Γ) as the composition πΓ ◦ φ−1. We also define
ρ′Γ : U
∼=(Γ)→ R by
ρ′Γ(φ(v)) = ‖v‖2.
We call ρ′Γ the tubular distance function. We note that both maps are smooth and
πΓ is a submersion. Moreover the pair
(πΓ, ρ
′
Γ) : U
∼=(Γ) \X∼=(Γ)→ X∼=(Γ)× R>0
defines a locally trivial fiber bundle of C∞ class.
We need to adjust them so that they become compatible for different Γ’s.
Remark 8.2. In the situation of [20], the maps πΓ, ρ
′
Γ are smooth only in the
interior of the stratum.
Definition 8.3. A system of tubular neighborhoods of our stratification {X∼=(Γ) |
Γ} is a family (πΓ, ρ′Γ) such that
πΓ′ ◦ πΓ = πΓ′ (30a)
ρ′Γ′ ◦ πΓ = ρ′Γ′ (30b)
holds for Γ′ ⊃ Γ. Here we assume the equalities (30a), (30b) whenever both sides
are defined.
Proposition 8.1. There exists a system of tubular neighborhoods.
The proof is actually the same as that of Corollary 6.5 of [20]. Mather proved
the existence of a system of tubular neighborhoods for the space with Whitney
stratification. In his case the situation is less tame than our case since the normal
cone exists only in C0 sense. (See example 6.9.) In our case, the proof is easier since
the normal cone we produce by Lemma 6.5 is already smooth. For the sake of com-
pleteness, we give the proof of Proposition 8.1 later in this subsection (Proposition
8.3).
We next define the notion of a family of lines following Goresky [16]. For ǫ > 0
we put:
SΓ(ǫ) = {p ∈ U∼=(Γ) | ρΓ(p) = ǫ2} (31)
U
∼=(Γ)(ǫ) = {p ∈ U∼=(Γ) | ρΓ(p) < ǫ2}. (32)
Here we modify ρ′Γ to ρΓ in the following way. (See the lines 2-5 from the bottom
of [16] p 193. We warn that our notation ρΓ corresponds to Goresky’s ρ
′
X and ρ
′
Γ
to Goresky’s ρX .) We take ρ
′
Γ(p) = ‖v‖2 for p = φ(v) where ‖ · ‖ is an appropriate
norm induced by an inner product. We take a function fΓ : X
∼=(Γ)→ R+ that goes
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to infinity on the boundary. Then we define ρΓ(x) = (fΓ ◦ πΓ(x))ρ′Γ(x). (Note f is
related to σ in Definition 8.1 by σ = ǫ2/f2.)
X  (Γ )=∼ 1
X  (Γ )=∼ 2
X  (Γ )=∼ 4
X  (Γ )=∼ 3
U  (Γ ;d)=
∼
2
U  (Γ ;d)=
∼
1
Figure 1
Definition 8.4. A family of smooth maps
rΓ(ǫ) : U
∼=(Γ) \X∼=(Γ)→ SΓ(ǫ)
is said to be a family of lines if the following holds for Γ′ ⊃ Γ:
(i) rΓ′(ǫ
′) ◦ rΓ(ǫ) = rΓ(ǫ) ◦ rΓ′(ǫ′) ∈ SΓ(ǫ) ∩ SΓ′(ǫ′) for all ǫ′, ǫ > 0.
(ii) ρΓ′ ◦ rΓ(ǫ) = ρΓ′ .
(iii) ρΓ ◦ rΓ′(ǫ) = ρΓ.
(iv) πΓ′ ◦ rΓ(ǫ) = πΓ′ .
(v) If 0 < ǫ < ǫ′ < δ then rΓ(ǫ′) ◦ rΓ(ǫ) = rΓ(ǫ′).
(vi) πΓ ◦ rΓ(ǫ) = πΓ.
(vii) We define
hΓ : U
∼=(Γ)(ǫ) \X∼=(Γ)→ SΓ(ǫ)× (0, ǫ)
by
hΓ(p) = (rΓ(ǫ)(p),
√
ρΓ(p))
and extend it to a map from U
∼=(Γ; ǫ) to the mapping cone of
πΓ|SΓ(ǫ) : SΓ(ǫ)→ X∼=(Γ),
by setting hΓ(p) = (p, 0) on X
∼=(Γ). Then hΓ becomes a diffeomorphism.
Note the mapping cone of πΓ|SΓ(ǫ) : SΓ(ǫ) → X∼=(Γ) is identified with {p ∈
U
∼=(Γ) | ρΓ(p) ≤ ǫ2}. So it is an orbifold with boundary. (It is a total space of the
ball bundle discussed in Example 6.8.) We remark that the diffeomorphism in (vii)
is one in the sense of Definition 6.5.
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The above definition except (vii) exactly coincides with that of Goresky [16]. The
condition (vii) is stronger than the corresponding one from [16]. This is because
in our situation the normal cone is smooth and diffeomorphic to a neighborhood
U
∼=(Γ) of X∼=(Γ).
Proposition 8.2. There exists a family of lines.
We can prove Proposition 8.2 in the same way as in [16] except that we need
some extra argument to check (vii). Instead of working this out, we give a slightly
different self-contained proof of Propositions 8.1 and 8.2 below, which exploits the
special case of orbifolds (or the space with a stratification whose strata have locally
trivial normal bundles of C∞-class). The proof below is simpler than those by
Mather or Goresky. This is because we have already proved that there exists
a normal cone which is C∞ locally trivial. For the cases studied by Mather or
Goresky, proving existence of C0 trivial normal cone is one of the main goals of
their study. So our proof here rather goes in the direction opposite to their study.
Now we will prove the relative versions of Propositions 8.1 and 8.2 below which in-
clude the propositions themselves. Hereafter we write (π, ρ, r) in place of {(πΓ, ρΓ, rΓ) |
Γ ⊂ G} for simplicity. We also write π ◦ r = π etc. in place of Definition 8.4 (vi)
etc. by an abuse of notations.
Proposition 8.3. Let X be a global quotient and K a compact subset of X. Assume
that there exist a system of tubular neighborhoods (π, ρ) and a family of lines r in
a neighborhood U of K. Then there exist π, ρ and r on X that coincide with the
given ones in a neighborhood of K respectively.
For the proof of Proposition 8.3, we generalize it to the following relative version.
(Compare this with 6 in Section II [20] where a similar procedure of the proof is
applied.)
Proposition 8.4. Let X be a global quotient and K a compact subset of X. Let
U1, U4 be open subsets of X such that U4 ⊃ K and U1 ⊃ U4. Assume that there
exist a system of tubular neighborhoods (π, ρ) and a family of lines r on U1. We also
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assume that there exists a locally trivial fiber bundle of C∞ class prN : X \U4 → N
where N is a manifold. We assume prN ◦ π = prN , and prN ◦ r = prN on U1 \U4.
Then there exist open sets U2, U3 with Uj ⊃ U j+1 for j = 1, 2, 3 and there exist
π, ρ and r on X which coincide with the given ones on a neighborhood of K in U4.
In addition, prN ◦ r = prN and prN ◦ π = prN hold on U2 \ U3.
Again we write prN ◦ π = prN etc. in place of prN ◦ πΓ = prN etc. by an abuse
of notations.
Proof. By shrinking U1 if necessary, we may assume that X
∼=(Γ; i) ⊂ U4 if and only
if X
∼=(Γ; i) ⊂ U1 for each Γ. We put
D = dimX − inf{dimX∼=(Γ; i) | X∼=(Γ; i) is not contained in U1}
= sup{codimX∼=(Γ; i) | X∼=(Γ; i) is not contained in U1}. (33)
The proof is given by an induction over D. If D is 0, there is nothing to prove.
We assume that Proposition 8.4 is proved when (33) is D − 1 or smaller and
prove the case of D. Let X
∼=(Γ; i) be a stratum of codimension D. Since this is
the stratum of smallest dimension in X \U4, it follows that it is a smooth manifold
outside U4. We put X
∼=
0 (Γ; i) = X
∼=(Γ; i) \ U3.5. Here U3.5 is a neighborhood of K,
which is slightly bigger than U4.
By Example 6.8, we have the locally trivial fiber bundle of C∞ class
∂NX∼=0 (Γ;i)X/Γ −→ X
∼=
0 (Γ; i). (34)
By Lemma 6.5 (see also Mather’s version of tubular neighborhood theorem in p.213
[20]) we may take the projection πΓ : NX∼=0 (Γ;i)X/Γ→ X
∼=
0 (Γ; i) so that prN ◦ πΓ =
prN , by choosing the Riemannian metric we use to prove Lemma 6.5 so that each
of the fibers of prN is totally geodesic.
We will now modify the tubular neighborhood and the family of lines on (U1 \
U3.5) ∩ ∂NX∼=0 (Γ;i)X/Γ (which is given by assumption) so that we can apply the
induction hypothesis to ∂NX∼=0 (Γ;i)X/Γ and the fibration
πΓ : ∂NX∼=0 (Γ;i)X/Γ −→ X
∼=
0 (Γ; i). (35)
Note when we apply the induction hypothesis X
∼=
0 (Γ; i) plays the role of N and πΓ
plays the role of prN . Moreover U1 ∩ ∂NX∼=0 (Γ;i)X/Γ plays the role of U1.
To apply the induction hypothesis to (35), we need to check that the assumption
is satisfied. In particular we need to find a tubular neighborhood and a family of
lines on U1 ∩ ∂NX∼=0 (Γ;i)X/Γ that is compatible with πΓ.
By the assumption of Proposition 8.4, there exist a tubular neighborhood and a
family of lines (π′, ρ′, r′) on the set U1 that is compatible with prN . It induces a
tubular neighborhood and a family of lines (π′, ρ′, r′) on the set ∂NX∼=0 (Γ;i)X/Γ∩U1.
This is compatible with prN but not necessarily compatible with πΓ. We claim that
we can modify πΓ so that it is compatible with (π
′, ρ′, r′) on the set ∂NX∼=0 (Γ;i)X/Γ∩
U1.
Since there exists (π′, ρ′, r′) on the set U1, there exists
π′Γ : ∂NX∼=0 (Γ;i)X/Γ→ X
∼=
0 (Γ; i)
such that if Γ ⊃ Γ′, the map π′Γ is consistent with π′Γ′ , ρ′Γ′ and r′Γ′ in the sense of
(30) and Definition 8.4 (iv).
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We note that π′Γ may not coincide with πΓ given by Lemma 6.5. But we can
modify and glue them as follows: The difference between two projections (π′Γ above
and πΓ) can be chosen to be arbitrarily small (in C
1 sense), by taking the tubular
neighborhood small. Then we can use the minimal geodesic of a Riemannian metric
on X
∼=
0 (Γ; i), to find an isotopy between them. Hence by a standard argument we
can glue them. We thus proved the claim.
Thus we can apply our induction hypothesis to (35) and obtain the system
(π, r, ρ) on ∂NX∼=0 (Γ;i)X/Γ. SinceNX
∼=
0 (Γ;i)
X/Γ ∼= U(X∼=0 (Γ)) is a cone of ∂NX∼=0 (Γ;i)X/Γ,
the system (π, r, ρ) on ∂NX∼=0 (Γ;i)X/Γ induces one on NX
∼=
0 (Γ;i)
X/Γ in an obvious
way. It commutes with the projection U(X
∼=
0 (Γ)) → N , since U(X∼=0 (Γ)) → N
factors through πΓ.
Recall that we have (π, r, ρ) on U1 by assumption. On U1 ∩ U(X∼=0 (Γ)), this
system may not coincide with the one we have just constructed above. We now
explain how we adjust this system to carry out the gluing process.
We first note that the projection πΓ : ∂NX∼=0 (Γ;i)X/Γ → X
∼=
0 (Γ; i) coincides for
the two systems on U1 since they are already arranged so when we apply the
induction hypothesis above. Since both systems on U1 are the cone of the same
system (π, ρ, r) on ∂NX∼=0 (Γ;i)X/Γ by the same map, it follows that they are the
same as an abstract structure.
However, the diffeomorphism from the cone of ∂NX∼=0 (Γ;i)X/Γ to U(X
∼=
0 (Γ; i))
(which exists by (vii)) may not coincide. (Note this map is defined by r, the family
of lines of each of the structures.) But we can show that they are isotopic by
the same method as before. Namely, we go to a branched covering of the cone
of ∂NX∼=0 (Γ;i)X/Γ and join the two diffeomorphisms by the minimal geodesic of a
G-equivariant Riemannian metric that is totally geodesic along the fiber of prN .
Therefore we can glue them by the standard method.
Now we have extended the systems (π, ρ, r) to a neighborhood of X
∼=(Γ; i). We
repeat the same construction for each X
∼=(Γ; i) with dimX∼=(Γ; i) = dimX −D.
We thus reduce the problem to the case when D is strictly smaller. The proof
of Proposition 8.4 is now finished by induction. 
9. Single valued piecewise smooth section of orbi-bundle: proof
Proof of Proposition 7.1. Let us fix a sufficiently small d > 0 and put
IntXd(Γ) = X
∼=(Γ) \
⋃
Γ′⊃Γ
Int U
∼=(Γ′)(d). (36)
By definition of system of tubular neighborhoods we observe the following:
U
∼=(Γ1) ∩ U∼=(Γ2) 6= ∅ ⇒ Γ1 ⊂ Γ2 or Γ2 ⊂ Γ1. (37)
It follows from (37) that IntXd(Γ) is a smooth manifold with corners. The codi-
mension k corner of IntXd(Γ) is a union of
X(Γ; Γ1,Γ2, . . . ,Γk) = X
∼=(Γ) ∩
k⋂
i=1
SΓi(d) (38)
where
Γ1 ⊃ Γ2 ⊃ · · · ⊃ Γk ⊃ Γ. (39)
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Later in this section, we will first define our section sǫ on
⋃
Γ IntX
d(Γ) and then
extend it so that its zero set is a cone with respect to the family of lines. Thus our
proof is an analog to the proof given in §3-5 [16].
Let EΓp be as in (11). We put:
Ep = E
Γ
p ⊕ E⊥p (40)
where E⊥p is the complement of E
Γ
p in Ep.
On X(Γ; Γ1,Γ2, . . . ,Γk) we define Ep(Γ) inductively on #Γ and decompose E
Γ
p
into
EΓp =
k⊕
i=1
Ep(Γi)⊕ Ep(Γ) (41)
as follows.
If Γ is maximal, we set Ep(Γ) = E
Γ
p on X
∼=(Γ). Using local triviality of E(Γ), we
extend our subbundle E(Γ) to the neighborhood U
∼=(Γ)(d) for a sufficiently small
d so that
Ep(Γ) ⊂ EΓ′p
is satisfied for p ∈ U∼=(Γ)(d) ∩X∼=(Γ′), and Γ ⊃ Γ′ as follows:
We take a Γ-invariant connection ∇ of E on U∼=(Γ)(d) so that each of EΓ is
a totally geodesic subbundle and that the curvature of ∇ is zero on each fiber of
U
∼=(Γ)(d) → X∼=(Γ). Then we can use the parallel transport with respect to ∇
along the path contained in the fiber of U
∼=(Γ)(d) → X∼=(Γ) to extend E(Γ) to
U
∼=(Γ)(d).
We next consider p ∈ X(Γ; Γ1). We may assume that Ep(Γ1) is defined. Then
we define Ep(Γ) as the orthonormal complement of Ep(Γ1) in E
Γ
p . We extend them
to its neighborhood. We thus obtain
Ep ∼= Ep(Γ1)⊕ Ep(Γ)⊕ E⊥p .
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We can continue by a downward induction on #Γ, k and obtain the decomposition
(41).
We use (41) to perform our construction of sǫ. We also need the following lemma.
Lemma 9.1. Let f : M → N be a locally trivial fiber bundle of C∞ class between
smooth manifolds and F a vector bundle on M . We fix a smooth triangulation of
N . Let s be a section of F . Then there exists a family sǫ of piecewise smooth
sections of F such that
(i) sǫ converges to s in C0 topology.
(ii) sǫ is of general position to 0.
(iii) f : (sǫ)−1(0) → N is piecewise linear with respect to some smooth triangula-
tion of (sǫ)−1(0) and a subdivision of the given triangulation of N .
Proof. Since f is a locally trivial fiber bundle of C∞ class, we may choose a trian-
gulation of M and a subdivision of the given one on N with respect to which f is
piecewise linear. (See [21], [23].) In other words, there exist simplicial complexes
KM , KN and homeomorphisms iM : |KM | →M , iN : |KN | → N with the following
properties:
(i) The restrictions of the homeomorphisms iM and iN to each simplex are dif-
feomorphisms onto their images.
(ii) i−1N ◦ f ◦ iM is induced by a simplicial map. Namely it sends a simplex of KM
to a simplex of KN and is affine on each simplex.
We next take a smooth triangulation of the total space F of our vector bundle so
that the projection F →M is piecewise linear. By taking an appropriate subdivi-
sion of the simplicial decomposition, we may approximate our section s by a section
sǫ : M → F which is piecewise linear, C0 close to s, and of general position to the
zero section. (Existence of such sǫ is a standard result of piecewise linear topol-
ogy. See, for example, [19].) Then (i) and (ii) are satisfied. Since sǫ is piecewise
linear, which is affine on each simplex, it follows that the intersection of (sǫ)−1(0)
with each simplex is affine. Hence we can find a subdivision of KM and KN such
that (sǫ)−1(0) is a subcomplex and the restriction of f to (sǫ)−1(0) is piecewise
linear. 
We note that Lemma 9.1 (iii) implies that the mapping cone of f : (sǫ)−1(0)→ N
has a smooth triangulation.
Now we start the construction of our section sǫ. We will put
sǫ =
⊕
i
sΓiǫ ⊕ sΓǫ ⊕ 0 (42)
according to our decomposition (40), (41). Note the E⊥p -component is necessarily
zero because of the G-invariance. (In other words it is zero since sǫ is single-valued.)
We will construct sΓǫ by the downward induction over the order of Γ.
Let Γ be maximal. We consider the vector bundle EΓ → X∼=(Γ). We note that
this is a vector bundle on a manifold and is not only an orbi-bundle. So for each
given section s we can take a smooth section sΓǫ which is transversal to 0 and C
0
close to s. We extend sΓǫ to a section of E(Γ) on U
∼=(Γ) so that it is covariantly
constant along the fiber of πΓ.
We next consider the case of Γ that is not necessarily maximal but has a property
that there is no Γ1 ⊃ Γ2 ⊃ Γ with X(Γ; Γ1,Γ2) 6= ∅. We consider IntXd(Γ)∩SΓ1 (d).
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By assumption
∂ IntXd(Γ) =
⋃
Γ1⊃Γ
X(Γ; Γ1), (43)
where the right hand side are disjoint each other and Γ1 are maximal. By induction
hypothesis we have defined sΓ1ǫ already. We now apply Lemma 9.1 to
πΓ : (s
Γ1
ǫ )
−1(0) ∩X(Γ; Γ1)→ (sΓ1ǫ )−1(0) ∩X(Γ1)
and the bundle E(Γ)→ (sΓ1ǫ )−1(0) ∩X(Γ; Γ1). We then obtain sΓǫ on (sΓ1ǫ )−1(0) ∩
X(Γ; Γ1). We extend it to X(Γ; Γ1) \ (sΓ1ǫ )−1(0) in an arbitrary way. (It does not
matter how we extend since it will not change the zero set.)
We have thus defined sǫ = s
Γ1
ǫ ⊕ sΓǫ on (43). Note that on
IntXd(Γ) \ ∂ IntXd(Γ)
E is decomposed to EΓ = E(Γ) and E⊥. (We remark that we decompose EΓ to
E(Γ1) ⊕ E(Γ) only at their boundaries.) On the boundary we defined the section
of EΓ ∼= E(Γ) ⊕ E(Γ1) already which is of general position relative to zero. We
can then extend it to IntXd(Γ) so that it is of general position to zero. (Note E⊥
component is necessarily zero again.) We then extend this to its neighborhood so
that it is covariantly constant in each of πΓ fibers.
Now the main induction step goes as follows: Assuming sΓ
′
ǫ is defined for #Γ
′ >
#Γ, we consider Γ. Take the decomposition
∂ IntXd(Γ) =
⋃
X(Γ; Γ1,Γ2, . . . ,Γk). (44)
We will define sΓǫ on X(Γ; Γ1,Γ2, . . . ,Γk) by a downward induction on k.
We consider a chain of isotropy groups Γ1, . . . ,Γk given as in (39) for which
X(Γ; Γ1,Γ2, . . . ,Γk) is nonempty. Let k be maximal among such choices. We now
apply Lemma 9.1 to
πΓk : (s
Γ1
ǫ ⊕ · · · ⊕ sΓkǫ )−1(0) ∩X(Γ; Γ1,Γ2, . . . ,Γk)
→ (sΓ1ǫ ⊕ · · · ⊕ sΓkǫ )−1(0) ∩X(Γk; Γ1,Γ2, . . . ,Γk−1),
(45)
and E(Γ)→ X(Γ; Γ1,Γ2, . . . ,Γk). Here we note that the well-definedness of (45) is
a consequence of compatibilities of π and r stated in Definitions 8.3 and 8.4.
We thus obtain sΓǫ on (s
Γ1
ǫ ⊕ · · · ⊕ sΓkǫ )−1(0) ∩ X(Γ; Γ1,Γ2, . . . ,Γk) which we
extend to X(Γ; Γ1,Γ2, . . . ,Γk) in an arbitrary way.
Now we can extend sΓǫ to various X(Γ; Γ1,Γ2, . . . ,Γℓ) by a downward induction
on ℓ using an appropriate relative version of Lemma 9.1. Namely we assume sΓǫ is
defined onX(Γ; Γ1,Γ2, . . . ,Γk) for k > ℓ then s
Γ
ǫ is defined on ∂X(Γ; Γ1,Γ2, . . . ,Γℓ).
Then we extend it to X(Γ; Γ1,Γ2, . . . ,Γℓ) by applying a relative version of Lemma
9.1 to
(sΓ1ǫ ⊕ · · · ⊕ sΓℓǫ )−1(0) ∩X(Γ; Γ1,Γ2, . . . ,Γℓ)
→ (sΓ1ǫ ⊕ · · · ⊕ sΓℓǫ )−1(0) ∩X(Γℓ; Γ1,Γ2, . . . ,Γℓ−1)
and a bundle E(Γ).
Thus we have constructed sΓǫ on (44). Again we extend s
Γ
ǫ to IntX
d(Γ) so that
it is of general position to 0.
Therefore we have constructed sǫ on the union⋃
Γ
IntXd(Γ). (46)
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We will extend this to X as follows: We first observe
X \
⋃
Γ
IntXd(Γ) =
⋃
Γ
(
(U
∼=(Γ)(d) ∩ π−1Γ (IntXd(Γ))) \X
∼=(Γ)
)
.
We will define sǫ on (
(U
∼=(Γ)(d) ∩ π−1Γ (IntXd(Γ))) \X
∼=(Γ)
)
by an upward induction on #Γ. Let
p ∈ (U∼=(Γ)(d) ∩ π−1Γ (IntXd(Γ))) \X
∼=(Γ)
and consider
rΓ(d)(p) ∈ SΓ(d) ⊆
⋃
Γ′(Γ
U
∼=(Γ′)(d) ∩ π−1Γ′ (IntXd(Γ′)) (47)
and
πΓ(p) ∈ IntXd(Γ).
We note that the right hand side of (47) contains the case Γ′ = {1}. In that case
U
∼=(Γ′)(d) ∩ π−1Γ′ (IntXd(Γ′)) = IntXd(Γ′).
X  (Γ )=∼ 1
Γ2
Int X  (Γ)d
X  (Γ )=∼ 2 `
2Int X  (Γ )
d
p
pi (p)
Γ2
r (d)(p)
q
Γ1
r (d)(q)
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By construction, sΓǫ (πΓ(p)) coincides with s
Γ
ǫ (rΓ(d)(p)) under the identification
EπΓ(p)(Γ)
∼= ErΓ(d)(p)(Γ).
We now put
sǫ(p) = s
Γ
ǫ (πΓ(p)) + exp
(
1
d2
− 1
ρΓ(p)
) ∑
Γ′(Γ
sΓ
′
ǫ (rΓ(d)(p)). (48)
This section coincides with previously defined one when
√
ρΓ(p) = 0 or d. (We set
exp(1/d2 − 1/0) = 0 as definition.) Hence it defines a piecewise smooth section on
X .
We remark that by definition
s−1ǫ (0) ∩ (U∼=(Γ)(d) ∩ π−1Γ (IntXd(Γ)))
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is the cone of the map
πΓ : s
−1
ǫ (0) ∩ SΓ(d)→ X∼=(Γ).
Since we constructed our section applying Lemma 9.1 repeatedly, it follows that
this cone has a smooth triangulation. (We use Definition 8.4 (vii) and the argument
of section 3,4 [16] for this.) On (46) we have a transversality and hence Proposition
7.1 (ii) holds. Proposition 7.1 (iii) and Proposition 7.1 (iv) are also obvious from
construction. The proof of Proposition 7.1 is now complete. 
10. Single valued perturbation of a space with Kuranishi structure:
proof of Theorem 3.1
In this section we prove Theorem 3.1. For the proof we need the following relative
version of Proposition 7.1.
Definition 10.1. A piecewise smooth single-valued section of an orbi-bundleE/G→
X =M/G is said to be normally conical if the following holds:
(i) There is a decomposition of X =M/G into⋃
Γ
IntXd(Γ) ∪
⋃
Γ
(X
∼=(Γ) \ IntXd(Γ))
as in (36).
(ii) On IntXd(Γ) the E⊥-component s is of general position to 0. (The EΓ com-
ponent is necessarily 0.)
(iii) On X
∼=(Γ) \ IntXd(Γ), the section s is given by (48).
Proposition 10.1. Let X be a global quotient, K a compact subset of X and U a
neighborhood of K. Let s be a C0-section of the orbi-bundle E/G→ X. We assume
that s satisfies Proposition 7.1 (i)-(iv) on U and is normally conical in the above
sense. Then there exists a sequence of single-valued piecewise smooth sections sǫ
converging to s in C0 sense satisfying Proposition 7.1 (i)-(iv) such that sǫ = s on
K.
The proof is the same as Proposition 7.1 and is omitted.
Proof of Theorem 3.1. The proof is by induction on p ∈ P with respect to the
partial order <. (See Lemma 2.1 for the finite set P and the partial order.) If p is
minimal, we apply Proposition 7.1 to obtain s′p. Assume that we have s
′
q for every
q < p. We consider s′q and the image φpq(Vpq). We restrict s
′
q on the image φpq(Vpq)
and use the embedding φˆpq to obtain a section of Eq|φpq(Vpq) → Vpq. We can extend
it to its neighborhood, so that the compatibility in the sense of Definition 2.7 is
satisfied.
We note that the required properties (i) - (ii) are satisfied on the tubular neigh-
borhood Nφpq(Vpq) if it is satisfied by s
′
q.
Now we can use Propositions 10.1 to obtain the section s′p. The proof of Theorem
3.1 is complete. 
11. Moduli space of pseudo-holomorphic discs: review
We will apply Theorem 3.1 to the moduli space of pseudo-holomorphic discs.
We review the definition and basic facts on the moduli space in this section.
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Let (M,ω) be a symplectic manifold and L a Lagrangian submanifold of M . We
take a compatible almost complex structure J on M . Let β ∈ H2(M,L;Z). We
consider (v; z0, . . . , zk) such that
(1) v : (D2, ∂D2)→ (M,L) is J-holomorphic.
(2) zi ∈ ∂D2. zi 6= zj for i 6= j.
(3) (z0, . . . , zk) respects the counter clock-wise cyclic order of ∂D
2.
(4) The homology class v∗([D2]) ∈ H2(M,L) is β.
We say (v; z0, . . . , zk) and (v
′; z′0, . . . , z
′
k) are equivalent if there exists a biholomor-
phic map ϕ : D2 → D2 such that ϕ(z′i) = zi and v ◦ ϕ = v′. The set of the
equivalence classes is written as Mmain,regk+1 (β). We can compactify it as follows.
We consider a pair ((Σ, ~z), v) where v : Σ → M , Σ is a bordered Riemann surface
of genus zero, ~z = (z0, . . . , zk) and zi ∈ ∂Σ satisfies (2) and (3) above. We also
assume v is a J-holomorphic map of homology class β.
Moreover we assume that ((Σ, ~z), v) is stable: namely there exist only a finite
number of biholomorphic maps ϕ : Σ→ Σ such that ϕ(zi) = zi and v ◦ ϕ = v. We
say ((Σ, ~z), v) ∼ ((Σ′, ~z′), v′) if there exists a biholomorphic map ϕ : Σ′ → Σ such
that ϕ(z′i) = zi and v ◦ ϕ = v′. We denote by Mmaink+1 (β) the set of ∼ equivalence
classes of such ((Σ, (z0, . . . , zk)), v). (See Subsection 2.1.2 [6] for detail.)
We define a map ev = (ev0, . . . , evk) :Mmaink+1 (β)→ Lk by
evi((Σ, (z0, . . . , zk)), v) = v(zi).
Theorem 11.1. We can define a topology on Mmaink+1 (β) with respect to which it is
compact and Hausdorff.
Mmaink+1 (β) has a Kuranishi structure with corner. Its (virtual) dimension is given
by:
dimMmaink+1 (β) = n+ µL(β) + k − 2. (49)
Here µL(β) is the Maslov index of β. Moreover Mmaink+1 (β) has a tangent space. If
L is relatively spin, Mmaink+1 (β) is orientable. The orientation is determined by the
relative spin structure.
The evaluation map ev induces a strongly smooth and weakly submersive map.
This theorem is proved in Section 7.1 [7].
Let Pi (i = 1, . . . , k) be simplices and fi : Pi → L smooth maps. We define:
Mmaink+1 (β;P1, . . . , Pk) =Mmaink+1 (β) (ev1,...,evk)×(f1,...,fk) (P1 × · · · × Pk). (50)
(Here and hereafter we write Pi in place of the singular chain (Pi, fi).) Since ev is
weakly submersive, we can use Lemma A1.39 [7] to define a Kuranishi structure on
Mmaink+1 (β;P1, . . . , Pk). We will define the filtered A∞ structure mk by
mk(P1, . . . , Pk) =
∑
β
Tω[β]eµL(β)/2ev0∗
(
[Mmaink+1 (β;P1, . . . , Pk)]
)
. (51)
Here ev0∗
(
[Mmaink+1 (β;P1, . . . , Pk)]
)
is the virtual fundamental chain of this moduli
space, which is regarded as a chain on L by the map ev0. In general, virtual
fundamental chain depends on the choice of perturbation.
In [6], [7] we used multivalued perturbations (or multisections) to define this
virtual fundamental chain. So it is defined over Q. (We need the orientation, which
is induced by the relative spin structure.) In this paper we will use Theorem 3.1 to
define a virtual fundamental chain over Z or Z2.
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In the next section we will also use a moduli space Mmaink+1,ℓ(β;P1, . . . , Pk) which
is defined as follows: We consider ((Σ, ~z, ~w), v), where ((Σ, ~z), v) satisfies the same
assumption as in the definition of Mmaink+1 (β;P1, . . . , Pk), except the stability, ~w =
(w1, . . . , wℓ), wi ∈ Σ\∂Σ, and wi 6= wj for i 6= j. We assume ((Σ, ~z, ~w), v) is stable:
namely there exists only a finite number of biholomorphic maps ϕ : Σ → Σ such
that ϕ(zi) = zi, ϕ(wi) = wi and v ◦ϕ = v. We define an equivalence relation on the
set of such ((Σ, ~z, ~w), v) in a similar way. The set of equivalence classes is denoted
by Mmaink+1,ℓ(β;P1, . . . , Pk).
We can generalize Theorem 11.1 to Mmaink+1,ℓ(β;P1, . . . , Pk), where the formula
(49) is replaced by
dimMmaink+1,ℓ(β) = n+ µL(β) + 2ℓ+ k − 2. (52)
Using the evaluation map ev = (ev0, . . . , evk) : Mmaink+1,ℓ(β) → Lk+1 we define the
fiber product Mmaink+1,ℓ(β;P1, . . . , Pk) in the same way as in (50).
12. Estimate of the virtual dimension of the singular locus
The main result of this section is:
Proposition 12.1. Suppose (M,ω, J) is spherically positive. Then for each Γ 6=
{1} and i, we have
dimMmaink+1 (β;P1, . . . , Pk)− d(Mmaink+1 (β;P1, . . . , Pk); Γ; i) ≥ 2. (53)
We recall that d(Mmaink+1 (β;P1, . . . , Pk); Γ; i) is defined in (29).
Proof. Let ((Σ, ~z), v, ~x) be an element of Mmaink+1 (β;P1, . . . , Pk): Namely Σ is a
genus zero bordered Riemann surface, v : (Σ, ∂Σ)→ (M,L) is pseudo-holomorphic,
~z = (z0, . . . , zk) are boundary marked points of Σ, and
~x = (x1, . . . , xk), xi ∈ Pi satisfying v(zi) = fi(xi).
Here fi : Pi → L and (Pi, fi) are regarded as smooth singular chains of L, which
we write just as Pi by an abuse of notation.
We recall that the genus of Σ is zero and the disc components cannot have
non-trivial automorphism groups since it has at least one special point, i.e., either
marked or nodal points, on the boundary. Therefore for every non-trivial element
ϕ ∈ Aut((Σ, ~z), v) and any sphere component S2i ∼= S2 ⊂ Σ preserved by ϕ, the
automorphism ϕ acts as the multiplication by e2π
√−1ℓ/k,
z 7→ e2π
√−1ℓ/kz
with the identification S2i = C ∪ {∞}. And ϕ permutes other components: This is
because any finite subgroup of PSL(2;C) = Aut(S2) that fixes ∞ is conjugate to
such a group.
As a consequence, the quotient space (Σ,~z) = Σ/Aut((Σ, ~z), v) is again a (pointed)
bordered Riemann surface of genus zero. The pseudo-holomorphic map v induces
a map v : Σ/Aut((Σ, ~z), v)→M .
Definition 12.1. We call ((Σ,~z), v, ~x) the reduced model of ((Σ, ~z), v, ~x).
We note that the reduced model could be unstable. Namely there may appear a
sphere component with two singular points where the map v is trivial. Even if the
reduced model is stable, it may have a nontrivial automorphism.
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Remark 12.2. We note that the notions of “trivial automorphism” and “some-
where injective” are two different notions: Somewhere injectivity implies triviality
of the automorphism group, but not the other way around. For example, there is
a branched covering S2 → S2 with no nontrivial automorphism. For the abstract
perturbation sǫ, its transversality to zero is related to the existence of nontrivial au-
tomorphism but not to the somewhere injectivity. (Somewhere injectivity is essential
if one uses perturbations only of J to achieve transversality.)
We now compare the virtual dimension of ((Σ, ~z), v, ~x) ∈ Mmaink+1 (β;P1, . . . , Pk)
with that of its reduced model. We begin with a discussion of the deformation
complex of a multiple sphere. Let α ∈ π2(M) and M˜reg(M ;α) be the set of
pseudo-holomorphic maps u : S2 → M with [u] = α. For u ∈ M˜reg(M ;α) we
define Rm(u) ∈ M˜reg(M ;mα) by Rm(u)(z) = u(zm).
For each v ∈ M˜reg(M ;mα), we consider the linearization
Dv∂ : Γ(S
2; v∗TM)→ Γ(S2; Λ0,1(v∗TM))
of the Cauchy-Riemann section ∂. We denote by C(v) = (C0(v), C1(v), Dv∂) the
elliptic complex given by
C0(v) = Γ(S
2; v∗TM), C1(v) = Γ(S2; Λ0,1(v∗TM)).
We consider the assignment of the pull-back complex C(Rm(u)) to u ∈ M˜reg(M ;α)
on which the group Zm acts. We regard this assignment of Zm-modules as a Zm-
equivariant family index over M˜reg(M ;α).
Lemma 12.2. The index of C(Rm(u)) as a Zm-module is
2c1(M)(α)RegZm ⊕2n1.
Here RegZm is the regular representation of Zm and 1 is its trivial representation.
Proof. Let γ be an element of Zm with γ 6= unit. We use the Lefschetz fixed point
formula by Atiyah-Bott [1] to obtain∑
∗=0,1
(−1)∗Tr (γ : H∗(C(Rm(u))→ H∗(C(Rm(u))) = 2n.
Note there are only two fixed points of γ and we take the trace over R. On the other
hand, the numerical index of DRm(u)∂ is 2n + 2mc1(M)(α), which coincides with
the super-trace of the unit element e ∈ Zm. The lemma follows immediately. 
(We note that we can also prove Lemma 12.2 by directly calculating the kernel
and cokernel without using [1].)
In particular, Lemma 12.2 implies that the Zm-invariant part of the index of
C(Rm(u)) for the Zm-cover of a holomorphic sphere is equal to the index of C(u)
for its reduced model. We will use this fact in the proof of Proposition 12.3 coming
later.
Let ((Σ, ~z), v, ~x) ∈ Mmaink+1 (β : P1, . . . , Pk) and ((Σ,~z), v, ~x) be its reduced model.
We first recall the definition of the deformation complex of ((Σ, ~z), v, ~x) which is
an elliptic complex acted upon by the group Γ of automorphisms of ((Σ, ~z), v).
We decompose Σ into irreducible components Σ =
⋃
a Σa where Σa is a sphere
or a disc and put va = v|Σa and consider the elliptic complex
C(va) = (C0(va), C1(va), Dva∂)
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where
Dva∂ : C0(va) = Γ(Σa, ∂Σa; v
∗
aTM, v
∗
aTL)→ C1(va) = Γ(Σa; Λ0,1(v∗aTM)).
(The boundary condition v∗aTL is empty if Σa = S
2.) For each singular point zsingi
we take zsingi,1 ∈ Σa(i,1), zsingi,2 ∈ Σa(i,2) which are zsingi in Σ. We put
C˜0((Σ, ~z), v)
+ =
⊕
a
C0(va),
C˜0((Σ, ~z), v) =
{
(Wa) ∈
⊕
a
C0(va)
∣∣∣∣∣ Wa(i,1)(zsingi,1 ) =Wa(i,2)(zsingi,2 )
}
.
(54)
We put C˜1((Σ, ~z), v) =
⊕
a C1(va). The operators Dva∂ induce
Dv∂ : C˜0((Σ, ~z), v)→ C˜1((Σ, ~z), v).
Let Aut(Σ, ~z) be the group of all automorphisms of (Σ, ~z). We have a canonical
homomorphism of its Lie algebra aut(Σ, ~z) into C˜0((Σ, ~z), v): Note that by the
definition of Aut(Σ, ~z) any element of aut(Σ, ~z) has its value zero at the singular
points. The stability condition implies that this homomorphism is injective and
so we may regard aut(Σ, ~z) as a subspace of C˜0((Σ, ~z), v). Moreover the image of
aut(Σ, ~z) lies in the kernel of Dv∂. Therefore we have the following complex
0→ aut(Σ, ~z)→ C˜0((Σ, ~z), v)→ C˜1((Σ, ~z), v). (55)
We put
C˜0((Σ, ~z), v, ~x) =
{(
(Wa), (vi)
) ∣∣∣ (Wa) ∈ C˜0((Σ, ~z), v), vi ∈ TxiPi,
Wai(zi) = (dxifi)(vi)
}
.
(We note that fi : Pi → L is our smooth singular simplex.) Since Aut(Σ, ~z) fixes
the marked points ~z, it induces an action on Mmaink+1 (β : P1, . . . , Pk) and so its Lie
algebra aut(Σ, ~z) injects to C˜0((Σ, ~z), v, ~x). This leads us to define
C0((Σ, ~z), v, ~x) := C˜0((Σ, ~z), v, ~x)/ aut(Σ, ~z)
C1((Σ, ~z), v, ~x) := C˜1((Σ, ~z), v).
Here zi ∈ Σai . The operator Dv∂ also induces a homomorphism C0((Σ, ~z), v, ~x)→
C1((Σ, ~z), v, ~x). We denote by
C((Σ, ~z), v, ~x), C˜((Σ, ~z), v, ~x)
the complexes
Dv∂ : C0((Σ, ~z), v, ~x)→ C1((Σ, ~z), v, ~x),
Dv∂ : C˜0((Σ, ~z), v, ~x)→ C˜1((Σ, ~z), v, ~x),
respectively. The group Γ = Aut(Σ, ~z) acts on these complexes in an obvious way.
To describe the relation between the deformation complex of ((Σ, ~z), v, ~x) and
that of its reduced model, we need one more notation.
Definition 12.3. We call a point z ∈ Σ a free fixed point if the following holds:
(i) z is not a singular point.
(ii) z is on a sphere component S2a of Σ such that there exists γ ∈ Γ which
preserves S2a and acts nontrivially on S
2
a. Moreover γ(z) = z.
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For Γ′ ⊂ Γ we denote by F (Γ′) the set of all z satisfying (i), (ii) above for γ ∈ Γ′.
For Γ′ ⊂ Γ we define
C(F (Γ′)) =
⊕
z∈F (Γ′)
C[z]
the vector space whose basis is identified with F (Γ′).
In case Γ′′ normalizes a subgroup Γ′(⊂ Γ), Γ′′ acts on F (Γ′) in an obvious way
and so induces an action on C(F (Γ′)). We put
C(F (Γ′))Γ
′′
= {v ∈ C(F (Γ′)) | ∀γ ∈ Γ′′, γv = v}.
It is easy to see that
dimC C(F (Γ
′))Γ
′′
= #(F (Γ′)/Γ′′)
and in particular
dimC C(F (Γ))
Γ = #(F (Γ)/Γ) . (56)
Definition 12.4. For each sphere component S2a, we define its distance from the
disc components as the minimal edge distance of the vertex corresponding to the
component S2a from the vertices corresponding to the disc components in the dual
graph of Σ.
We recall that the minimal edge distance between two vertices in a graph is
defined to be the minimum number of edges in all connected paths between the two
in the graph. We denote by Σd the union of all disc components and the sphere
components whose distance from the disc components are ≤ d. By definition Σ0 is
the union of all the disc components.
Let (S2a, ~pa, oa) be a sphere component of ((Σ, ~z), v), whose distance from the disc
components is d. Here oa is the point where S
2
a is attached to Σd−1 and ~pa is the
set of other singular points, i.e., those to which some sphere components of distance
d+1 from the disc components are attached. Put na = #~pa and let Γa be the group
of automorphisms on (S2a, ~pa, oa) consisting of the restrictions of some elements of
Γ to S2a. Denote by Confm+1(CP
1) the moduli space (i.e., divided by the action of
PSL2(C)) of m+ 1 ordered points on CP
1. Denote by ConfΓam+1(CP
1) the moduli
space of distinct m + 1 points on CP 1 with the symmetry group Γa, (that is the
set of (CP 1, (z0, . . . , zm)) such that γzi ∈ {z0, . . . , zm} for each i = 1, . . . ,m and
γ ∈ Γa.) Let Aut(Sa, ~pa, oa) be the group of all biholomorphic maps ϕ : Sa → Sa
such that ϕ(~pa) = ~pa and ϕ(oa) = oa. We put
Aut(Sa, ~pa, oa)
Γa = {ϕ ∈ Aut(Sa, ~pa, oa) | ∀γ ∈ Γa, ϕ ◦ γ = γ ◦ ϕ}.
We define
ρΓa(Sa, ~pa, oa) =
{
− dimRAut(Sa, ~pa, oa)Γa if na + 1 < 3
dimR Conf
Γa
na+1
(CP 1) if na + 1 ≥ 3.
Let (Sb,~pb, ob) be a sphere component of the reduced model ((Σ,~z), v). Here ob is
the point of Sb at which it is attached to Σd−1, and ~pb are those at which some
sphere components of distance d+ 1 are attached. Put nb = #~pb. We define
ρ(Sb,~pb, ob) =
{
− dimRAut(Sb,~pb, ob) if nb + 1 < 3
dimR Confnb+1(CP
1) if nb + 1 ≥ 3.
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Let (D2a; ~p
D
a , ~p
S
a ) be a disc component of Σ. Here ~p
D
a = (p
D
a,1, . . . , p
D
a,ma) is the
boundary marked points and ~pSa = (p
S
a,1, . . . , p
S
a,na) is the interior marked points.
We put
ρ(D2a; ~p
D
a , ~p
S
a ) = ma + 2na − 3.
This number is the negative of the dimension of the automorphism group if ma +
2na ≤ 3 and is the dimension of appropriate moduli space (of CP 1 with marked
points) if ma + 2na ≥ 3. (We remark that the Γ-action is trivial on each disc
component.) We define ρ(D
2
b ;~p
D
b ,~p
S
b ) by the same formula for the disc component
(D
2
b ;~p
D
b ,~p
S
b ) of Σ.
Let {Sa(b) | b ∈ I} be a complete set of representatives of the Γ-orbits in the set
of sphere components of ((Σ, ~z), v). Let ID and I
D
be the sets of disc components
of Σ and Σ, respectively. Note that there is a canonical identification between the
two sets. We define
ρΓ((Σ, ~z), v) =
∑
b∈I
ρΓa(b)(Sa(b), ~pa(b), oa(b)) +
∑
a∈ID
ρ(D2a; ~p
D
a , ~p
S
a ).
For the reduced model, we define
ρ((Σ,~z), v) =
∑
b∈I
ρ(Sb,~pb, ob) +
∑
b∈ID
ρ(D
2
b ;~p
D
b ,~p
S
b ).
Then we have the following:
Proposition 12.3.
dimR Index(C˜((Σ, ~z), v, ~x))
Γ + ρΓ((Σ, ~z), v)
= dimR Index(C˜((Σ,~z), v, ~x)) + ρ((Σ,~z), v) + dimR C(F (Γ))
Γ.
Proof. We begin with the following lemma.
Lemma 12.4.
dimR Index(C˜((Σ, ~z), v, ~x))
Γ = dimR Index(C˜((Σ,~z), v, ~x)).
Proof. Let us consider the complex C˜((Σ, ~z), v, ~x)+
Dv∂ : C˜0((Σ, ~z), v, ~x)
+ → C˜1((Σ, ~z), v, ~x)
where we replace C˜0((Σ, ~z), v, ~x) by C˜0((Σ, ~z), v, ~x)
+. (See (54).)
We first prove
Index(C˜((Σ, ~z), v, ~x)+)Γ = Index(C˜((Σ,~z), v,~x)+). (57)
Note the index of C˜((Σ, ~z), v, ~x)+ is the sum of indices of its components. Since
the Γ-action is trivial on disc component, (57) is trivial for disc components. The
part of sphere components of the left hand side is∑
b∈I
Index(Dva(b)∂)
Γa(b) . (58)
Here {Sa(b) | b ∈ I} is the complete set of representatives of the Γ-orbit space of the
set of all sphere components of (Σ, ~z, v) and the map va(b) is the restriction of v to
Sa(b). The group Γa(b) is a subgroup of Γ consisting of the elements which preserve
Sa(b). We remark that Γa(b) is a cyclic group. Hence we can apply Lemma 12.2 to
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show that (58) is equal to the sum of Index(Dvb∂). Here vb is the restriction of v
to Sa(b)/Γa(b) = Sb ⊂ Σ. (57) follows.
We next observe that there exists an exact sequence
0→ C˜((Σ, ~z), v, ~x)→ C˜((Σ, ~z), v, ~x)+ →
⊕
x∈Sing Σ
Tv(x)M → 0. (59)
Here the
⊕
x∈Sing Σ Tv(x)M is the sum over all singular points x of Σ.
We remark that Γ action on
⊕
x∈Sing Σ Tv(x)M is by interchanging the factors.
It follows that
dim
 ⊕
x∈Sing Σ
Tv(x)M
Γ = 2n#((Sing Σ)/Γ).
Note that (Sing Σ)/Γ ∼= Sing Σ. Therefore (57), (59) and a similar exact sequence
for Σ imply the lemma. 
We compare ρΓa(b)(Sa(b), ~pa(b), oa(b)) and ρ(Sb,~pb, ob). Note that Γa(b) is isomor-
phic to Zma(b) . If ma(b) = 1, Γa(b) = {e} and so it is obvious that
ρΓa(b)(Sa(b), ~pa(b), oa(b)) = ρ(Sb,~pb, ob). (60)
Note that there is no free fixed point on Sa(b).
From now on, we assume that ma(b) > 1. The marked point oa(b) is a Γa(b) fixed
point. Denote by qa(b) the other fixed point on Sa(b). Let qb be its image of the
reduction in Sb. There are two cases: qa(b) ∈ ~pa(b) or qa(b) /∈ ~pa(b).
First consider the case qa(b) ∈ ~pa(b), qb ∈ ~pb. We claim that
ρΓa(b)(Sa(b), ~pa(b), oa(b)) = ρ(Sb,~pb, ob). (61)
If na(b) = 1, then nb = 1, ~pa(b) = qa(b), ~pb = qb. We have
Aut(Sa(b), qa(b), oa(b))
Γa(b) ∼= Aut(Sa(b), qa(b), oa(b)).
Both Aut(Sa(b), qa(b), oa(b))
Γa(b) and Aut(Sb, qb, ob) are isomorphic to C
∗ and hence
(61) follows.
In case na(b) ≥ 2, we have nb ≥ 2 and
Conf
Γa(b)
na(b)+1
(Sa(b); ~pa(b), oa(b)) ∼= Confnb+1(Sb;~pb, ob).
Hence, we obtain (61).
We next consider the case qa(b) /∈ ~pa(b), qb /∈ ~pb. In this case, the position of qb
in the reduced model is not a part of the data of the reduced model, (Sb,~pb, ob).
We claim
ρΓa(b)(Sa(b), ~pa(b), oa(b)) = ρ(Sb, ob) + 2. (62)
If na(b) = 0, then nb = 0. Note that qa(b) is a fixed point on Sa(b). We find
Aut(Sa(b), ~pa(b), oa(b))
Γa(b) ∼= Aut(Sa(b), qa(b), oa(b)),
which is isomorphic to C∗. On the other hand, Aut(Sb, ob) is isomorphic to the
semi-direct product C∗ × C that is the group of all affine maps z 7→ Az + B with
A 6= 0. (62) follows.
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Suppose that nb = 1. Denote by pb the unique point in ~pb. In this case,
we find that Conf
Γa(b)
na(b)+1
(CP 1) is a point and na(b) ≥ 2. On the other hand,
Aut(CP 1, pb, ob) is isomorphic to C
∗. (62) follows.
If nb > 1, then ~pa(b) consists of nb Γa(b)-orbits in Sa(b) \ {qa(b), oa(b)}. Therefore
we have
dimR Conf
Γa(b)
na(b)+1
(CP 1) = 2nb − dimR C∗ = 2nb − 2,
where C∗ ∼= Aut(CP 1, qa(b), oa(b)). On the other hand,
dimR Confnb+1(CP
1) = 2(nb + 1)− dimRAut(CP 1) = 2nb − 4.
We also obtain (62).
Note that qa(b) is a free fixed point if and only if qa(b) /∈ ~pa(b). Therefore (62) is
applied to the component Sa if it contains a free fixed point. Otherwise (60),(61)
apply.
We observe that the contribution of disc components to ρΓ((Σ, ~z), v) coincides
with that of disc components to ρ((Σ,~z), v).
Combining these, we obtain
ρΓ((Σ, ~z), v) = ρ((Σ,~z), v) + dimR C(F (Γ))
Γ.
This formula together with Lemma 12.4 implies Proposition 12.3. 
We next identify each side of Proposition 12.3 with the dimension of appropriate
moduli space.
Definition 12.5. We say that ((Σ, ~z), v, ~x) has the same combinatorial type as
((Σ′, ~z ′), v′, ~x ′) if the following holds: There exists a homeomorphism Σ → Σ′
preserving all the marked points together with the order. We also assume that the
restriction of v to each component of Σ is homologous to the restriction of v′ to
the corresponding component of Σ′. We denote by S an equivalence class of this
equivalence relation and call S the combinatorial type of ((Σ, ~z), v, ~x).
We denote by
Mmaink+1 (β;P1, . . . , Pk)(S,Γ) (=Mmaink+1 (β;P1, . . . , Pk)(S)∼=(Γ))
the moduli space of ((Σ, ~z), v, ~x) with given combinatorial type S and its isotropy
group Γ.
Let S be the combinatorial type of ((Σ, ~z), v, ~x).
Lemma 12.5. The left hand side of Proposition 12.3 is
dimRMmaink+1 (β;P1, . . . , Pk)(S,Γ).
Proof. ρΓ(Σ, ~z, v) is the number of deformation parameters of (Σ, ~z, v) keeping the
Γ-equivariance and the combinatorial type minus the dimension of the automor-
phism group of (Σ, ~z). (Note that we did not include the parameter to resolve
singularities of Σ. So this corresponds to the deformation keeping the combinato-
rial type.) Lemma 12.5 follows. 
To study the right hand side of Proposition 12.3 we need some notation. For
each ((Σ, ~z), v, ~x) we consider its reduced model ((Σ,~z), v, ~x). We then add the
image of elements in F (Γ) to the reduced model as additional (interior) marked
points. We denote them by ~z+ and the resulting stable map by ((Σ,~z, ~z+), v, ~x).
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Note
#~z+ = #F (Γ)/Γ.
We call ((Σ,~z, ~z+), v, ~x) the marked reduced model of ((Σ, ~z), v, ~x). In this way, we
have obtained a natural assignment
((Σ, ~z), v, ~x )→ ((Σ,~z, ~z+), v, ~x).
We note that the reduced model ((Σ,~z), v, ~x) may be unstable. On the other hand
the marked reduced model is always stable.
Let us denote by S the combinatorial type of the marked reduced model. We
considerMmaink+1,ℓ(β;P1, . . . , Pk)(S), the moduli space of marked reduced models with
the combinatorial type S. Here ℓ is the order of F (Γ)/Γ. We now have:
Lemma 12.6. The right hand side of Proposition 12.3 is equal to
dimRMmaink+1,ℓ(β;P1, . . . , Pk)(S).
Proof. In the same way as in the proof of Lemma 12.5, we find that
dimR Index(C˜((Σ,~z), v, ~x)) + ρ((Σ,~z), v)
is the virtual dimension of the moduli space of reduced models. Adding marked
points ~z+ increases the dimension by 2#~z+ = 2#F (Γ)/Γ, which is equal to dimR C(F (Γ))
Γ.

We next show the following.
Lemma 12.7. Suppose that (M,J) is spherically positive and S contains at least
one sphere component. Then we have
dimRMmaink+1,ℓ(β;P1, . . . , Pk)(S) ≤ dimRMmaink+1 (β;P1, . . . , Pk)− 2.
Remark 12.6. We have not used spherical positivity of J up to this point. Namely
the proof of Lemma 12.7 is the only place where we use this assumption.
Proof. Let J be a spherically positive almost complex structure. We consider a
component Sa of an element of Mmaink+1 (β;P1, . . . , Pk)(S). Let ~wa, ~za be the sets
of all marked or singular points on Sa, ∂Sa, respectively. Let va = v|Sa . We put
ka = #~wa +#~za/2. We put sa = 3 if Sa is a disc component and sa = 6 if Sa is a
sphere component. Set
c(a) = 2c1(M)[va]
for a sphere component and
c(a) = µL(va)
for a disc component.
We claim that
c(a) + 2ka − sa ≥ −2 (63)
holds for the sphere components.
In fact, if the map is trivial on this component, then 2ka ≥ 6 and c(a) = 0.
(63) holds. If the map is nontrivial on this component, then we have c(a) ≥ 2 by
the choice of J made in the beginning of the proof using spherical positivity. Since
2ka ≥ 2 and sa = 6 for a sphere component, (63) also holds.
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We put ǫ(a) = 2 for a sphere component and ǫ(a) = 1 for a disc component. It
is easy to see from the index theorem that
dimRMmaink+1 (β;P1, . . . , Pk)(S)
=
∑
a∈I
(ǫ(a)n+ c(a) + 2ka − sa)
− (2n)#SingS2S− n#SingD2S−
∑
degPi,
(64)
where I is the set of all components of S, #SingS2S is the number of singular points
which intersect with sphere components and #SingD2S is the number of singular
points which do not intersect with sphere components. We recall 2n = dimM .
We have the similar identity for dimRMmaink+1,ℓ(β;P1, . . . , Pk)(S). Namely for each
component Sb of S we define kb, sb, c(b), ǫ(b) and obtain
dimRMmaink+1,ℓ(β;P1, . . . , Pk)(S)
=
∑
b∈I
(ǫ(b)n+ c(b) + 2kb − sb)
− (2n)#SingS2S− n#SingD2S−
∑
degPi
(65)
where I is the set of all components of S.
For each component b ∈ I we take a(b) ∈ I such that Sa(b) is a branched covering
of Sb. (There may be several of them. We choose one of them.)
If Sb is a disc component, we have
c(b) + 2kb − sb = c(a(b)) + 2ka(b) − sa(b), (66)
since the automorphism group is trivial on the disc components.
We next prove the following:
Sublemma 12.8.
c(b) + 2kb − sb ≤ c(a(b)) + 2ka(b) − sa(b),
if Sb is a sphere component.
Proof. We have sb = sa(b) = 6. By the spherical positivity we have c(b) ≥ 0. It also
follows that c(b) ≤ c(a(b)). If there is no free fixed point on Sa(b), then kb ≤ ka(b)
and we are done.
Now assume that there is a free fixed point on Sa(b). In this case the degree,
denoted by deg, of the map Sa(b) → Sb is greater than one.
We first consider the case when [vb] 6= 0. Then by the definition of spherical
positivity we have c(a(b)) ≥ 2. Therefore
c(b) =
c(a(b))
deg
≤ c(a(b))− 2.
(Note that c(a), c(b) are even numbers for the sphere components.) On the other
hand, since there exists at most one free fixed point on Sa(b), it follows that
kb ≤ ka(b) + 1.
The sublemma follows in this case.
We next assume [vb] = 0. Then ka(b) ≥ 3 by stability. Namely there exist at
least 3 singular or marked points. The component Sb is identified with the quotient
of Sa(b) by the cyclic group Γa(b) of order deg ∈ {2, 3, . . .}. Let d be the distance
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of Sa(b) from the disc components. Let oa(b) be the singular point on Sa(b) where
Sa(b) is attached with Σd−1. Clearly oa(b) is a fixed point of Γa(b). Since there is a
free fixed point on Sa(b), no other singular points are fixed by Γa(b). In other words
the image in Sb of the singular points of Sa(b) consists of 1+ (ka(b)− 1)/ deg points.
Therefore
kb = 2 +
ka(b) − 1
deg
.
Since ka(b) ≥ 3, we derive
kb ≤ ka(b).
The proof of Sublemma 12.8 is now complete. 
It follows from Sublemma 12.8 and (66) that∑
b∈I
(ǫ(b)n+ c(b) + 2kb − sb) ≤
∑
b∈I
(ǫ(a(b))n+ c(a(b)) + 2ka(b) − sa(b)). (67)
(63) implies that for each sphere component Sa (a ∈ I) we have
2n+ c(a) + 2ka − sa ≥ 2n− 2.
Note that the number of sphere components of S and of S are equal to #SingS2S
and to #SingS2S, respectively. Therefore we have∑
a∈I
(ǫ(a)n+ c(a) + 2ka − sa)− (2n− 2)#SingS2S
≥
∑
b∈I
(ǫ(a(b))n+ c(a(b)) + 2ka(b) − sa(b))− (2n− 2)#SingS2S.
(68)
We remark that SingD2S = SingD2S. The Formulas (64), (65), (67) and (68) imply
dimRMmaink+1 (β;P1, . . . , Pk)(S)
≤ dimRMmaink+1 (β;P1, . . . , Pk)(S) + 2(#SingS2S−#SingS2S).
On the other hand, we have
dimRMmaink+1 (β;P1, . . . , Pk)
= dimRMmaink+1 (β;P1, . . . , Pk)(S) + 2#SingS2S+#SingD2S.
Since #SingS2S ≥ 1, we obtain the lemma. 
Now we are in the position to complete the proof of Proposition 12.1. Let Γ 6= {1}
be an abstract group. By Proposition 12.3 and Lemmas 12.5, 12.6, 12.7 we have
dimRMmaink+1 (β;P1, . . . , Pk)(S,Γ) = dimRMmaink+1 (β;P1, . . . , Pk)(S)
≤ dimRMmaink+1 (β;P1, . . . , Pk)− 2.
(69)
By definition (12), we have
max
i
d(Mmaink+1 (β;P1, . . . , Pk); Γ; i) = max
S
dimRMmaink+1 (β;P1, . . . , Pk)(S,Γ).
Here the maximum in the right hand side is taken over S such thatMmaink+1 (β;P1, . . . , Pk)(S,Γ)
is nonempty. Now Proposition 12.1 follows from (69). 
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Remark 12.7. Consider the case when S is a union of a disc D2 and a sphere S2
where c1(M)[v|S2∗([S2])] = 0. We assume that v|S2 is a cyclic multiple cover of a
map u. The reduced model consists of the same configuration where the map v|S2
is replaced by u. The virtual dimension of the reduced model is the same as the
virtual dimension ofMmaink+1 (β;P1, . . . , Pk)(S), the moduli space with combinatorial
type S. Since there is one sphere bubble, the virtual dimension of the moduli space
Mmaink+1 (β;P1, . . . , Pk)(S) is the virtual dimension of Mmaink+1 (β;P1, . . . , Pk) minus 2.
However, since there is one free fixed point on the sphere bubble, it follows that
the virtual dimension of marked reduced model Mmaink+1,1(β;P1, . . . , Pk)(S) is equal
to the virtual dimension of Mmaink+1 (β;P1, . . . , Pk). Namely (53) does not hold.
This is the reason why we assume spherical positivity in this paper.
If we can use the reduced model in place of the marked reduced model, this
condition would be removed. However it seems rather difficult to show the com-
patibility of the normally conical perturbation with the process of forgetting extra
marked points in the marked reduced model.
13. Filtered A∞ algebra over Z2
13.1. Construction of a filtered An,K structure over Z2. We now use Theorem
3.1 and Proposition 12.1 to prove Theorem 1.1 (except Item (4), that is the case
of ΛZ0,nov coefficient). Actually we need the following relative version of Theorem
3.1. We say a global section s′ = {s′p} of a space with Kuranishi structure to be
normally conical if each of s′p is normally conical in the sense of Definition 10.1.
Let X be a space with Kuranishi structure with corners. The boundary of ∂X is
decomposed into spaces ∂cX with Kuranishi structures such that ∂cX intersects
with ∂c′X along the corner (= ∂cc′X) of X with codimension ≥ 2. (More precisely,
there exists a map from ∂cX to the boundary of X so that it is injective outside
the codimension 2 corner ∂ccX . See [7] right before Definition A1.30.)
Let X has a Kuranishi sturucture with corners. We denote by
◦
SkX the set of
the points of X that lies on the codimension k corner. If p ∈
◦
SkX , then we may
take its Kuranishi neighborhood Vp/Γp so that
Vp = V
′
p × [0, ρ)k.
(Here V ′p is an open set of the Euclidean space.) The finite group Γp acts on Vp and
preserves its stratification as a manifold with corners. So the action of Γp exchanges
the second factor [0, ρ)k. We write
∂cVp = V
′
p × [0, ρ)c−1 × {0} × [0, ρ)k−c
Assumption 13.1. All the elements of Γp preserve each of ∂cVp.
We remark that Mmaink+1 (β) satisfies Assumption 13.1. In fact in the case of
X = Mmaink+1 (β) the coordinates [0, 1)m that parametrize the direction normal to
the corner, is the glueing parameter of the boundary singular points. On the other
hand, the element of the isotropy group Γp is the automorphism that is supported
on sphere bubbles. Therefore the Γp action on [0, 1)
m is trivial.
Since Mmaink+1 (β;P1, . . . , Pk) is a fiber product ofMmaink+1 (β) with Pi, Assumption
13.1 is also satisfied for Mmaink+1 (β;P1, . . . , Pk).
Under Assumption 13.1 we can easily prove the following:
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Lemma 13.1. The Kuranishi neighborhood and obstruction bundle of a neighbor-
hood of codimension k corner
◦
SkX is the product of the induced Kuranshi structure
on
◦
SkX and [0, ρ)
k.
Namely we can take the diffeomorphism
Vp ∼= V ′p × [0, ρ)k (70)
so that it is Γp equivariant and is compatible with the coordinate change, for each
p ∈
◦
SkX. Moreover we have an equivariant isomorphism of the obstruction bundles
Ep ∼= Ep|V ′p × [0, ρ)k. (71)
We remark that the Kuranishi map sp may not be constant in the [0, ρ)
k direction
(under the identifications (70),(71).)
Theorem 13.2. Let X be a space with Kuranishi structure with corners and tan-
gent bundle. We assume that X satisfies Assumption 13.1. Suppose that we have
global sections s′c of ∂cX for each c such that they coincide with each other at the
intersections ∂cc′X. We assume s
′
c are normally conical and satisfy the conclusion
of Theorem 3.1. Then we can extend them to a normally conical global section of
X satisfying the conclusion of Theorem 3.1.
Remark 13.2. Actually we can prove Theorem 13.2 without assuming Assumption
13.1. We assume it only to simplify the proof. In our application this assumption
is satisfied.
Proof. We put
SkX =
⋃
m≥k
◦
SmX.
Let Uǫ(SkX) be the ǫ neighborhood of SkX . (Here we take a metric on X and
fix it.) Let N be the smallest positive integer such that SN+1X is empty. We will
prove the following by induction on m0 = 0, 1, . . . , N .
Lemma 13.3. There exists ǫk,m for m ≤ m0 and k = N−m, . . . , N and a normally
conical global section sm on a Kuranishi neighborhood of
N⋃
k=N−m
Uǫk,m(SkX) (72)
such that they have the following properties.
(1) sm satisfies the conclusion of Theorem 3.1.
(2) The restriction of sm to the intersection of (72) and ∂cX coincides with the
restriction of s′c.
(3) ǫk,m+1 < ǫk,m if k ≥ N −m. Moreover sm+1 = sm on a Kuranishi neigh-
borhood of
⋃N
k=N−m Uǫk,m+1(SkX).
Proof. We first prove the first step m0 = 0 of the induction. We need to find ǫN,0
and s0 on UǫN,0(SNX). By assumption SNX has a Kuranishi structure without
boundary. The restriction of various s′c to SNX gives a global section on SNX that
satsifies the conclusion of Theorem 3.1. We will extend it to a neighborhood of
SNX .
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We take an isomorphism
F : SNX × [0, 1)N → X (73)
to an open neighborhood. (More precisely (73) is a family of isomorphisms (70),(71)
that are Γp equivariant and compatible with the coordinate change.
We remark that (
[0, 1)N ,
N⋃
c=1
(
[0, 1)c−1 × {0} × [0, 1)N−c)) (74)
is PL isomorphic to (
[0, 1)×BN−1, {0} ×BN−1) (75)
as a pair. Here BN−1 = {x ∈ RN−1 | |x| < 1} is an open ball of dimension N − 1.
We remark that we are given a family of global sections s′c on a Kuranishi
neighborhood of
SNX ×
N⋃
c=1
(
[0, 1)c−1 × {0} × [0, 1)N−c)
so that they are compatible on the overlapped part. So we use the isomorphism
between (74) and (75) to extend the section s′c to a Kuranishi neighborhood of
SNX × [0, 1)×BN−1 ∼= SNX × [0, 1)N
so that it coicides with s′c on (a Kuranishi neighborhood of)
SNX × {0} ×BN−1 ∼= SNX ×
N⋃
c=1
(
[0, ρ)c−1 × {0} × [0, ρ)N−c) .
Namely we take the extension so that it is constant in the [0, 1) factor. Then it is
easy to see that extended section has the required properties. We have thus proved
the case m0 = 0 of Lemma 13.3.
We next discuss the induction step for m0 < N . We remark that
◦
SN−m0X has
a Kuranishi structure without boundary. We take ǫk,m0 < ǫk,m0−1 for k > N −m0.
We put
U(m0 − 1) =
N⋃
k=N−m0+1
Uǫk,m0−1(SkX)
and
U−(m0 − 1) =
N⋃
k=N−m0+1
Uǫk,m0 (SkX)
and
S−N−m0X = SN−m0X \ U−(m0 − 1).
We have a piecewise smooth isomorphism between a Kuranishi neighborhood in X
of S−N−m0X and the product of a Kuranishi neighborhood (in
◦
SN−m0X) of S
−
N−m0X
and [0, 1)m0 in the sense above.
We also have a piecewise smooth isomorphism between Kuranishi neighborhoods
of
S−N−m0X × [0, 1)m0 (76)
and of
S−N−m0X × [0, 1)× Bm0−1 (77)
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so that S−N−m0X × {0} × Bm0−1 becomes the intersection with
⋃
c ∂cX under the
identifications.
By induction hypothesis we have sm0−1. We take its restriction to (a Kuranishi
neighborhood of)
U(m0 − 1) ∩
(
S−N−m0X × [0, 1)m0
)
.
We may identify a Kuranishi neighborhood of U(m0 − 1) ∩
(
S−N−m0X × [0, 1)m0
)
with a Kuranishi neighborhood of
(
U(m0 − 1) ∩ S−N−m0X
)× [0, 1)m0 . By construc-
tion we also have a piecewise smooth diffeomorphism(
U(m0 − 1) ∩ S−N−m0X
)× [0, 1)m0
∼= (U(m0 − 1) ∩ S−N−m0X)× [0, 1)×Bm0−1 (78)
such that sm0−1 is constant in the [0, 1) factor by this identification.
By changing the identification between (76) and (77) if necessary we may assume
that the identification between (76) and (77) coincides with (78) except in a small
neighborhood of ∂U(m0 − 1) ∩ S−N−m0X .
Thus we define sm0 so that it is constant in the [0, 1) factor of (77) under the
above identifications. Then it is easy to see that extended section has the required
properties. We remark that we use m0 < N here. In fact in case m0 = N , the
stratum S−0 X is not contained in any of ∂cX so we can not define sm0 by taking it
independent of [0, 1) factor.
We have thus proved the lemma for m0 < N . So we have defined a global section
on a (Kuranishi) neighborhood of the boundary ∂X . We can then extend it by the
following relative version Propositin 13.4 of Theorem 3.1. It proves the case of
m0 = N . The proof of Lemma 13.3 is complete. 
By taking m0 = N Lemma 13.3 implies Theorem 13.2. 
Proposition 13.4. Let X be a space with Kuranishi structure that has a tangent
bundle, K ⊂ X a compact subset and U a Kuranishi neighborhood of K.
We take a good coordinate system of X.
Suppose we have a sequence of normally conical strongly piecewise smooth global
sections sǫ on U such that it satisfies Theorem 3.1 (i)(ii)(iii) and converges to the
Kuranishi map in C0 sense as ǫ→ 0.
Then there exists a sequence of normally conical strongly piecewise smooth global
sections s′ǫ on X such that it satisfies Theorem 3.1 (i)(ii)(iii), coincides with sǫ on
a Kuranishi neighborhood of K and converges to the Kuranishi map in C0 sense as
ǫ→ 0.
Moreover if f : X → Y is a strongly smooth map from X to a manifold Y ,
and if we have a triangulation of an intersection of (sǫ)
−1(0) with a Kuranishi
neighborhood of K, such that f induces a piecewise smooth map (sǫ)
−1(0) → Y ,
then we can extend the triangulation to (s′ǫ)
−1(0) so that f induces a piecewise
smooth map (s′ǫ)
−1(0)→ Y .
We remark that Theorem 3.1 is proved by induction using Proposition 10.1,
which is a relative version of Proposition 7.1. (See Section 10.) So we can prove
Proposition 13.4 in the same way as Theorem 3.1.
We can use Theorem 13.2 in place of Theorem A1.23 [7] (which is a similar result
for multisection) together with Proposition 12.1 to prove Theorems 1.1, 1.2 in the
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same way as in Chapter 7 [7]. Below we explain this construction, which is parallel
to Section 7.2 [7].
Now we consider Mmaink+1 (β;P1, . . . , Pk). By Proposition 7.1.2 [7], its boundary
is decomposed into the following:
Mmaink+1 (β;P1, . . . , ∂iPj , . . . , Pk) (79a)
where ∂iPj is the i-th factor of the singular simplex Pj and
(Mmaink1+1(β1)ev0 ×evi Mmaink2+1(β2)) ev′ ×Lk (P1 × · · · × Pk) (79b)
where k1 + k2 = k + 1 and i ∈ {1, . . . , k2}. The evaluation map
ev′ = (ev′1, . . . , ev
′
k) :Mmaink1+1(β1)ev0 ×evi Mmaink2+1(β2)→ Lk,
which we use to take the fiber product in (79b), is defined by
ev′j(x, y) =

evj(x) if j < i,
evj−i+1(y) if i ≤ j < i+ k2,
evj−k2+1(x) if j ≥ i+ k2.
Therefore (79b) is identified with
Mmaink1+1(β1)×Lk1 (P1 × · · · × Pi−1
×Mmaink2+1(β2;Pi, . . . , Pi+k2−1)× Pi+k2 × · · · × Pk).
(80)
Proposition 13.5. Let E and K be fixed integers. Then there is a system of global
sections s′β,P1,...,Pk of Mmaink+1 (β;P1, . . . , Pk) for each k ≤ K and β with ω(β) ≤ E
with the following properties:
(i) They are normally conical and satisfy the conclusion of Theorem 3.1.
(ii) They are compatible at the boundary component (79a).
(iii) The zero set of each section s′β,P1,...,Pk is given with triangulation. Each sim-
plex of it is identified with a smooth singular chain of L by the (strongly smooth
extension of) the map ev0.
(iv) Let P ′ be a simplex of the zero set of s′β,Pi,...,Pi+k2−1 . Then the restriction of
s′β,P1,...,Pk at the subset
Mmaink1+1(β1)×Lk1 (P1 × · · · × Pi−1 × P ′ × Pi+k2 × · · · × Pk)
of (80) coincides with s′β1,P1,...,Pi−1,P ′,Pi+k2 ,...,Pk .
Remark 13.3. The way how the statement (iv) above is made is slightly imprecise.
Namely we need to describe the relation between obstruction bundles to make a
precise statement. See Proposition 7.2.35 [7].
Proof. The proof of Proposition 13.5 is by induction. We consider the order on
the set of pairs (β, k) such that (β, k) < (β′, k′) if either (1) ω[β] < ω[β′] or (2)
ω[β] = ω[β′], k < k′.
The conditions (ii) and (iv) describe the global section s′k,β,P1,...,Pk at the bound-
ary. We can check that they are consistent at the corners of codimension ≥ 2. (See
Lemma 7.2.55 [7].) Then by Theorem 3.1 we can extend it to the whole moduli
space Mmaink+1 (β;P1, . . . , Pk). We refer Section 7.2 [7] for the detail. 
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Now we fix a system of global sections s′β,P1,...,Pk as in Proposition 13.5 for each
k, β, P1, . . . , Pk with k ≤ K and ω(β) ≤ E. Let Mmaink+1 (β;P1, . . . , Pk)s
′
be the zero
set of s′β,P1,...,Pk . We fixed its triangulation in (iii).
Up to this point, spherical positivity is not assumed. Now we assume that
(M,ω, J) is spherically positive. Then Proposition 12.1 implies the following.
Lemma 13.6. If P ′ is a simplex of Mmaink+1 (β;P1, . . . , Pk)s
′
with
dimP ′ ≥ dimMmaink+1 (β;P1, . . . , Pk)− 2
then the interior of P ′ does not intersect withMmaink+1 (β;P1, . . . , Pk)(Γ) for Γ 6= {1}.
Let P ′a (a ∈ A) be the set of all simplices of dimension Mmaink+1 (β;P1, . . . , Pk).
We put
ev0∗
[
Mmaink+1 (β;P1, . . . , Pk)s
′
]
=
∑
a
P ′a (81)
this is a smooth singular chain of L with Z2 coefficients. We now put
mk,β(P1, . . . , Pk) = ev0∗[Mmaink+1 (β;P1, . . . , Pk)s
′
]. (82)
We use Lemma 13.6 and Proposition 13.5 (i), (iii) to obtain the following formula:
∂mk,β(P1, . . . , Pk) +
∑
i
mk,β(P1, . . . , ∂Pi, . . . Pk)
=
∑
β1+β2=β
∑
k1+k2=k+1
∑
i=1,...,k2
mk1,β1(P1, . . . , Pi−1,
mk2,β2(Pi, . . . , Pi+k2−1), Pi+k2 , . . . , Pk),
(83)
where we put m1,β0 = ∂ (β0 = 0 is zero in H2(M ;L)). Taking the sum over β,
(83) gives rise to the A∞ formula which defines an A∞ algebra. More precisely,
the formula gives rise to a filtered An,K structure in the sense defined in Section
7.2 [7]. Here the integer K is as above and n is determined by E as follows. We
consider the subset of R defined by
{(ω[β], µL(β)) | M1(β) 6= ∅} ⊂ R× Z.
We take the additive submonoid of R × Z generated by this set and denote it by
G(L, J). For an element β ∈ G(L, J) we put
‖β‖ = sup
{
n
∣∣∣∣∣ ∃βi ∈ G(L, J),
n∑
i=1
βi = β
}
.
We say (n,K) < (n′,K ′) if either (1) n+K < n′+K ′ or (2) n+K = n′+K ′, n < n′.
Filtered An,K structure is by definition a system of operators mk,β which are for
k ≤ K and β with (‖β‖, k) ≤ (n,K) such that it satisfies (83). (See Definition
7.2.70 [7].)
Remark 13.4. See Subsection 7.2.3 [7] for the reason why we need to restrict to
k ≤ K and ω(β) ≤ E for the proof of Proposition 13.5.
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13.2. Construction of a filtered An,K homomorphism over Z2. We can work
in the same way as Section 7.2 [7] to go from an An,K structure (for arbitrary but
fixed n,K) to an A∞ structure. For this purpose we should also use the construction
of filtered An,K homomorphisms which we describe later in this subsection. See
Lemma 13.9. In this way we associate a filtered A∞ structure to the singular
chain complex of a Lagrangian submanifold over Z2 coefficients in the spherically
positive case. Then it was proved in Theorem 5.4.2 [6] that this A∞ structure on the
singular chain complex induces a canonical filtered A∞ structure on the cohomology
group, which we call the canonical model. (We use Lemma 14.1 for this purpose.)
To show that the canonical model depends only on the connected component of
J ∈ J c1>0(M,ω) up to an isomorphism we proceed as follows. Let J0, J1 be elements of
J c1>0(M,ω). We use each one of them to construct our filtered A∞ structure on singular
chain complex. (We also fix a system of global sections, triangulation of their zero
sets etc..) Let {Jρ}ρ∈[0,1] be a path in J c1>0(M,ω) joining them. We now consider
the moduli space Mmaink+1 ({Jρ}ρ : β; top(ρ);P1, . . . , Pk) which was introduced by
Definition 4.6.10 [6].
We here recall its definition. Let (Σ, ~z) be a bordered Riemann surface of genus
0 with k of boundary marked points. We consider each of disc component of Σ and
attach tree of sphere components rooted on it. We thus decompose
Σ =
m⋃
a=0
Σa
where each of Σa contains exactly one disc components. Let Σ0 be the component
which contains 0-th marked point z0. We define a partial order < on the set of
components as follows: Σa < Σb if every path joining Σa to z0 intersect Σb. We
consider ρa ∈ [0, 1] for each a = 0, . . . ,m such that if Σa < Σb then ρa ≤ ρb. We
call {ρa}ma=0 the time allocation. We consider the set of ((Σ, ~z), {ρa}, v) such that
(1) (Σ, ~z) is a bordered Riemann surface of genus 0 with k of boundary marked
points.
(2) {ρa}ma=0 is its time allocation.
(3) v : (Σ, ∂Σ)→ (M,L) is a continuous map.
(4) On each component Σa the restriction of v to Σa is Jρa -holomorphic.
(5) We assume the stability in the following sense: the set of biholomorphic
map ϕ : Σ→ Σ such that ϕ(zi) = zi, v ◦ ϕ = v is finite.
We say ((Σ, ~z), {ρ}, v) ∼ ((Σ′, ~z′), {ρ′a′}, v′) if there exists a biholomorphic map
ϕ : Σ′ → Σ such that ϕ(z′i) = zi, v ◦ ϕ = v′ and ρa = ρa′ , where ϕ(Σa′) = Σa. We
denote by Mmaink+1 ({Jρ}ρ : β; top(ρ)) the set of ∼ equivalence classes of the triple
((Σ, ~z), {ρa}, v) satisfying (1)-(5). Using the evaluation map
ev = (ev0, . . . , evk) :Mmaink+1 ({Jρ}ρ : β; top(ρ))→ Lk+1,
we obtainMmaink+1 ({Jρ}ρ : β; top(ρ);P1, . . . , Pk) for smooth singular chains P1, . . . , Pk.
It is a space with Kuranishi structure with tangent space. Its boundary is decom-
posed into three parts which correspond to the following 5 possibilities
(A) The moduli space
Mmaink+1 ({Jρ}ρ : β; top(ρ);P1, . . . , ∂iPj , . . . , Pk) (84)
where ∂iPj is the i-th face of Pj .
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(B) One of the time allocation becomes 0.
(C) One of the time allocation becomes 1.
(D) Two time allocation ρa and ρb coincides, and corresponding component Σa
and Σb intersects.
(E) One disc component splits into two in the limit.
One can prove (D) and (E) above cancel to each other. (See Figures 4.6.2 and 4.6.3
[6].) Therefore the actual boundary is only (A),(B),(C) above.
We next describe (B) and (C) by fiber product. (See Subsection 7.2.9 [7] for
details.)
(B) is described as the union of the following fiber product over k1, k2, β1, β2, i
with k1 + k2 = k − 1, β1 + β2 = β, i = 1, . . . , k2:
Mmaink1+1({Jρ}ρ : β1; top(ρ))
×Lk1 (P1 × · · ·Pi−1 ×Mmaink2+1(J0, β2;Pi, . . . , Pi+k2−1)× Pi+k2 × · · · × Pk).
(85)
Here we writeMmaink2+1(J0, β2;Pi, . . . , Pi+k2−1) in place ofMmaink2+1(β2;Pi, . . . , Pi+k2−1)
to clarify the almost complex structure we use for definition.
(C) is described as follows. We consider 1 ≤ ℓ1 ≤ · · · ≤ ℓm ≤ ℓm+1 = k. Then
(C) is a union of the following fiber products:
Mmainm+1(J1, β′)×Lm
m∏
i=1
Mmainℓi+1−ℓi+1({Jρ}ρ : βi; top(ρ);Pℓi , . . . , Pℓi+1−1). (86)
Here we take union over m, {ℓ1, . . . , ℓm+1}, β′, βi such that ℓi is as above and β′ +∑
βi = β. Note we include the case ℓi+1 = ℓi + 1 and βi = 0 ∈ H2(M,L;Z). In
that case we put
Mmain1 ({Jρ}ρ : 0; top(ρ);Pℓi) = Pℓi (87)
by definition.
In a way similar to Proposition 13.5 we can prove the following. Let E and
K be fixed integers. We take and fix a system of global sections s′J0,β,P1,...,Pk of
Mmaink+1 (J0, β;P1, . . . , Pk) and s′J1,β,P1,...,Pk ofMmaink+1 (J1, β;P1, . . . , Pk) as in Propo-
sition 13.5.
Proposition 13.7. There is a system of global sections s′{Jρ},β,P1,...,Pk of
Mmaink+1 ({Jρ}ρ : β; top(ρ);P1, . . . , Pk)
for each k ≤ K and β with ω(β) ≤ E with the following properties.
(i) They are normally conical and satisfy the conclusion of Theorem 3.1.
(ii) They are compatible at the boundary component (84).
(iii) Each simplex P ′ of the zero set of s′J0,β1,Pi+1,...,Pi+k2−1 is identified with a
smooth singular chain of L by the (strongly smooth extention of) the map ev0.
Then the restriction of s′{Jρ},β,P1,...,Pk to
Mmaink1+1({Jρ}ρ : β1; top(ρ);P1, . . . .Pi−1, P ′, Pi+k2−1, . . . , Pk) (88)
coincides with s′{Jρ},β1,P1,....Pi−1,P ′,Pi+k2−1,...,Pk . Here (88) is a part of (85).
(iv) Each of the zero set of the global section s′{Jρ}ρ,βi,Pℓi ,...,Pℓi+1−1 of
Mmainℓm+1−ℓm+1({Jρ}ρ : βi; top(ρ);Pℓi , . . . , Pℓi+1−1)
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is given with triangulation. Let P ′i be a simplex of the zero set of s
′
{Jρ}ρ,βi,Pℓi ,...,Pℓi+1−1 .
Then the restriction of s′{Jρ}ρ,β,P1,...,Pk to the corresponding subset of (86) co-
incides with s′J0,β0,P ′1,...,P ′m .
Note the same remark as Remark 13.3 applies to (iii) and (iv) above.
The proof of Proposition 13.7 is similar to the proof of Proposition 13.5. In
other words it is similar to the proof of Proposition 7.2.100 [7]. We use global
single valued sections (and Theorem 13.2) here in place of multisections used in [7].
Lemma 13.8. We assume Jρ ∈ J c1>0(M,ω) for each ρ. Let Γ be a nontrivial finite
group. Then we have
dimMmaink+1 ({Jρ}ρ : β; top(ρ);P1, . . . , Pk)
− d(Mmaink+1 ({Jρ}ρ : β; top(ρ);P1, . . . , Pk); Γ; i) ≥ 2.
(89)
See (29) for the notation of the second term. The proof is the same as the proof
of Proposition 12.1.
It implies that for a global section of Mmaink+1 ({Jρ}ρ : β; top(ρ);P1, . . . , Pk) sat-
isfying the conclusion of Theorem 13.2, the simplex which lies in the fixed point
locus of some non-trivial group Γ is codimension ≥ 2. Thus we can define its virtual
fundamental chain over Z2. We use it to define
fk,β(P1, . . . , Pk) = ev0∗[Mmaink+1 ({Jρ}ρ : β; top(ρ);P1, . . . , Pk)s
′
] (90)
in the same way as (81). We put also
f1,β0 = identity
for β0 = 0 ∈ H2(M,L;Z). (Compare (87).) Then we have the following formula:
(In the next formula we write mJ0k,β , m
J1
k,β to distinguish two filtered An,K structures
which depend almost complex structures J0, J1 together with other choices made.)∑
mJ1β′,m
(
fβ1,ℓ2−ℓ1+1(P1, . . . , Pℓ1), . . . , fβm,ℓm+1−ℓm+1(Pm, . . . , Pk)
)
=
∑
fk1,β1(P1, . . . , Pi−1,m
J0
k2,β2
(Pi, . . . , Pi+k2−1), Pi+k2 , . . . , Pk).
(91)
Here the sum in the right hand side is taken over k1, k2, β1, β2, i with k1+k2 = k−1,
β1 + β2 = β, i = 1, . . . , k2 and the sum in the left hand side is taken over all
m, {ℓ1, . . . , ℓm+1}, β′, βi such that 1 ≤ ℓ1 ≤ · · · ≤ ℓm ≤ ℓm+1 = k and β′+
∑
βi = β.
In fact, the left hand side except those for β′ = 0, m = 1 corresponds (C) (in
other words (iv) Proposition 13.7). The right hand side except those for β2 = 0,
k2 = 0 corresponds (B) (in other words (iii) Proposition 13.7). The right hand
side for β2 = 0, k2 = 0 corresponds (A) (in other words (i) Proposition 13.7).
Compatibility spelled out in Proposition 13.7 and Lemma 13.8 implies that the
boundary of fβ,k(P1, . . . , Pk), that is nothing but the left hand side for β
′ = 0,
m = 1, is equal to the sum of the terms corresponding to (A),(B),(C). It implies
(91).
(91) implies that
fk =
∑
β
Tω[β]eµL(β)/2fk,β
define a filtered An,K homomorphism. By definition f1 ≡ identity mod Λ+0,nov,
where Λ+0,nov is the set of sums (2) such that all λi are strictly positive. Therefore
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Theorem 4.2.45 [6] implies that fk defines a homotopy equivalence of filtered An,K
structures.
13.3. From An,K structure to A∞ structure. Now we go back to the construc-
tion of filtered A∞ structure. We recall (n,K) < (n′,K ′) if either (1) n + K <
n′ +K ′ or (2) n+K = n′ +K ′, n < n′.
Lemma 13.9. If (C,mk,β) (resp. (C
′,m′k,β)) is a filtered An,K (resp. An′,K′) al-
gebra with (n,K) < (n′,K ′). Suppose there exists a filtered An,K homomorphism
f : C → C′ which is a homotopy equivalence in the sense of filtered An,K homo-
morphism. Then we can extend the filtered An,K structure of C to a filtered An′,K′
structure without changing operations which already exist in the filtered An,K struc-
ture. We then can also extend f to a homotopy equivalence in the sense of filtered
An′,K′ homomorphism.
This is Theorem 7.2.72 [7]. We already explained the construction of filtered
An,K structure on the smooth singular chain complex of L for arbitrary but fixed
n,K. We also proved that they are homotopy equivalent to each other. So we can
use Lemma 13.9 to construct a filtered A∞ structure. (See Subsection 7.2.9 [7] for
detail of this construction.)
Then as we mentioned before we obtain a filtered A∞ structure on the cohomol-
ogy group H(L; ΛZ20 ). We remark that this is ordinary cohomology group and is
not a Floer cohomology. Namely we take the boundary operator with respect to
the usual boundary operator which does not include m1,β for β 6= 0.
By construction the filtered A∞ algebra obtained on H(L; ΛZ20 ) is independent,
up to the homotopy equivalence, of the choices we have made of filtered An,K
algebra for any n,K. Then we can use the following.
Lemma 13.10. Let (C, {m}) and (C′, {m′}) be filtered A∞ algebras over ΛR0,nov
for a finite field R. We assume that they are homotopy equivalent as filtered An,K
algebras for any n,K. We assume that C and C′ are finitely generated free ΛR0,nov
modules. Then they are homotopy equivalent as filtered A∞ algebras.
Proof. Let V (n,K) be the set of all filtered An,K homotopy equivalence from
(C, {m}) to (C′, {m′}). Using the fact that R is a finite field we can easily see
that this is a finite set. By assumption it is nonempty. Therefore the projective
limit
lim
←−
V (n,K)
with respect to the order < on (n,K) is nonempty. It is easy to see that this implies
that (C, {m}) is homotopy equivalent to (C′, {m′}) as filtered A∞ algebra. 
We remark that Lemma 13.10 is related to Lemma 7.2.177 [7]. In other words,
we are taking the short cut given in Subsection 7.2.11 [7] using the fact that our
ground field R is Z2.
We can prove that our filtered A∞ algebra has a unit in the same way as in
Section 7.3 [7].
Remark 13.5. In Section 7.2 [7], we introduced the notion of generation to the
smooth singular chains and organized the induction in the way depending to the
generation of Pi. We did so in order to work on the countably generated subcomplex
of smooth singular chains. (Actually by slightly modifying the argument there we
can work on finitely generated chain complex.)
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Actually we can use the whole smooth singular chains and do not need to intro-
duce generations. (Since our global section s′β,P1,...,Pk may depend on Pi’s, we can
apply Baire’s category theorem, which we need to apply general position argument,
even in case we have uncountably many singular chains.) That is the way taken in
this section.
This may slightly simplify the argument of Section 7.2 [7]. On the other hand,
some people (including some of the authors of the present paper) may feel happier
to use only countably many (or finitely many) singular chains, since to make a
choice of perturbations, uncountably many times (for each of the singular chains
P1, . . . , Pk) is rather a wild use of the axiom of choice.
The proof of Theorem 1.2 is similar and parallel to [6], [7] and so we omit it.
14. The case of Z coefficients
So far we study the case of Z2 coefficients. The case of Z coefficients goes in
mostly a similar way. In this section we discuss it. We focus on the points which
are new in Z coefficients and avoid repeating the same material.
We first discuss the construction of a filtered A∞ structure on the singular chain
complex S(L; ΛZ0,nov) of a relatively spin Lagrangian submanifold L of a spherically
positive symplectic manifold (M,ω). The construction is mostly the same as in
Section 13. Using the relatively spin structure we can define an orientation of the
moduli space and hence the simplices in Propositions 13.5 and 13.7 are oriented.
Moreover, the orientation is compatible with the description of the boundary. Thus
we can define the operator mk,β by using the virtual fundamental chain (81) re-
garded as a singular chain with Z coefficients. We need sign that is the same as in
[7] Definition 8.4.1. The formula (83) becomes the following
m1,0mk,β(P1, . . . , Pk) +
∑
i
(−1)∗mk,β(P1, . . . ,m1,0(Pi), . . . , Pk)
= −
∑
β1+β2=β, k1+k2=k+1;
β1 6=0 or k1 6=1,
β2 6=0 or k2 6=1
∑
i
(−1)∗mk1,β1(P1, . . . ,mk2,β2(Pi, . . . , Pi+k2−1), . . . , Pk),
(92)
where ∗ = ∑i−1j=1 deg′ Pj , (deg′ Pj = degPj + 1) and m1,0 = (−1)n∂, (n = dimL).
See (3.5.15) and Definition 3.5.6 of [6]. The sign is checked in the same way as in
[7] Section 8.5. Furthermore in the same way, (91) holds with an appropriate sign.
(See [7] Subsection 8.9.1.)
We thus obtain the following.
(1) We have a pair of sequences (n(I),K(I))→ (∞,∞) as I →∞ and a filtered
An(I),K(I) structure {mI,Jk,β} on S(L; ΛZ0,nov) for each I. (Here we take the
whole smooth singular chain complex and do not introduce generation. See
Remark 13.51.)
(2) For I < I ′, we can prove that (S(L; ΛZ0,nov), {mI,Jk,β}) is homotopy equivalent
to (S(L; ΛZ0,nov), {mI
′,J
k,β }) as filtered An(I),K(I) structure.
(3) We use an appropriate obstruction theory and Item (2) to enhance the fil-
tered An(I),K(I) structure (S(L; Λ
Z
0,nov), {mI,Jk,β}) to a filtered A∞ structure.
1We may use generation and discuss in the same way as in [7] Section 7 as well.
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(4) For each I the filtered A∞ structure obtained in Item (3) is independent of
the choice of almost complex structure J (in the given connected component
of J c1>0(M,ω)) and of other choices involved up to filtered An(I),K(I) homotopy
equivalence.
Now there are some difference between the case of Z coefficients and the case of
Section 13. Namely Lemma 13.10 does not hold over Z. See [7] Remark 7.2.181.
Instead we proceed as follows.
(5) Let (S(L; ΛZ0,nov), {mI,Jk,β}) and (S(L; ΛZ0,nov), {m′,I,J
′
k,β }) be filtered An(I),K(I)
structures obtained by different choices of J etc. Then there exists a pair
of sequences (n′(I),K ′(I)) → (∞,∞) such that (S(L; ΛZ0,nov), {mI,Jk,β}) is
homotopy equivalent to (S(L; ΛZ0,nov), {m′,I,J
′
k,β }) as filtered An′(I),K′(I) al-
gebras.
(6) Moreover for I < I ′ the following diagram commutes as a diagram of filtered
An′(I),K′(I) homomorphisms.
(S(L; ΛZ0,nov), {mI,Jk,β}) −−−−→ (S(L; ΛZ0,nov), {mI
′,J
k,β })y y
(S(L; ΛZ0,nov), {m′,I,J
′
k,β }) −−−−→ (S(L; ΛZ0,nov), {m′,I
′,J′
k,β })
(93)
Here horizontal arrows are ones of Item (2) and the vertical arrows are ones
of Item (5).
We can prove Items (5) and (6) in a way similar to [7] Subsection 7.2.10
by modifying in the following manner: We replace multisections used in [7]
Subsection 7.2.10 by a single valued normally conical section by using our
assumption (spherically positivity) and Theorem 13.2.
(7) Then we can use [7] Lemma 7.2.129 inductively to show that the filtered A∞
structure in Item (3) is independent of J (in the given connected component
of J c1>0(M,ω)) and other choices up to filtered A∞ homotopy equivalence.
Remark 14.1. We did not claim that homotopy equivalence obtained in Item (7)
above is independent of the choices up to filtered A∞ homotopy. This independence
was proved in [7] Subsections 7.2.12-7.2.13 over Q. We can actually prove it in the
same way over Z. Namely we define the notion of homotopy of homotopies as
in [7] Subsection 7.2.12 and proceed in the same way as in [7] Subsections 7.2.12-
7.2.13. The rather cumbersome homological algebra in [7] Subsections 7.2.12-7.2.13
is carefully designed so that it works over arbitrary coefficients.
In order to prove the independence of homotopy equivalence up to filtered A∞
homotopy over a finite field, we can again use the short cut used in [7] Subsection
7.2.11.
We next mention the reason why we assumed that H(L;Z) is torsion free in Item
(4) of Theorem 1.1. In the last section we first construct a filtered A∞ structure
on the singular chain complex of L and reduce it to the singular cohomology. For
this purpose we use the following lemma.
Let (C, {mk}∞k=0) be a filtered A∞ algebra over ΛR0,nov. We put
C = C ⊗R ΛR0,nov,
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where C is a graded free R module. The R reduction m1 : C → C of m1 satisfies
m1 ◦m1 = 0 and hence (C,m1) is a chain complex.
Lemma 14.1. Suppose we have a direct sum decomposition C = D ⊕ D′ of R
module such that (D,m1) is a subcomplex of (C,m1) and the inclusion (D,m1) →
(C,m1) is a chain homotopy equivalence. Then a filtered A∞ structure is induced
on D = D ⊗R ΛR0,nov such that it is homotopy equivalent to C.
The proof of Lemma 14.1 is the same as the proof of [6] Theorem 5.4.2 and so
is omitted.
Example 14.2. (1) When R is a field, we always have a splitting
C = H(C,m1)⊕ C′ (94)
such that H(C,m1) (with zero boundary operator) is chain homotopy equiva-
lent to (C,m1). Therefore by Lemma 14.1 we obtain a filtered A∞ structure on
H(C,m1)⊗R ΛR0,nov. We used this fact in the last section.
(2) In the case R = Z (or any Dedekind domain), the splitting (94) exists if
H(C,m1) is torsion free. (Note that any finitely generated torsion free module over
a Dedekind domain is projective.) Therefore under the assumption that H(L;R)
is torsion free, the filtered A∞ structure on the singular chain complex induces one
on its singular cohomology.
Remark 14.3. In general, we can obtain a filtered A∞ structure on a finite di-
mensional complex over ΛZ0,nov using some additional information on L as follows:
(1) Let us fix a Morse function f on L. We obtain a Morse complex C(L; f).
It is a chain complex over Z and is torsion free as Z module. Using Lemma
14.1 and a filtered A∞ structure on the singular chain complex we obtain
a filtered A∞ structure on C(L; f)⊗ ΛZ0,nov. See [9] Theorem 5.1.
(2) Let us take either a simplicial decomposition or a CW decomposition of L.
Then we have a finite dimensional chain complex C(L;Z) which is free over
Z and is chain homotopy equivalent to the singular chain complex of L. So
we obtain a filtered A∞ structure on C(L; ΛZ0,nov).
To prove the last claim in Item (4) of Theorem 1.1 it suffices to prove the fol-
lowing.
Lemma 14.2. Let (S(L; ΛZ0,nov), {mZk}) be the filtered A∞ algebra in Theorem
1.1 and (S(L; ΛQ0,nov), {mQk }) the filtered A∞ algebra in [6] Theorem 3.5.11. Then
(S(L; ΛZ0,nov), {mZk})⊗Q is homotopy equivalent to (S(L; ΛQ0,nov), {mQk }).
Proof. We consider the moduli space
Mmaink+1 ({J}ρ : β; top(ρ);P1, . . . , Pk) (95)
defined in Section 13. Here we fix J ∈ J c1>0(M,ω) and use the constant family ρ 7→ J of
almost complex structures. We use appropriate perturbation of this moduli space
to define the required homotopy equivalence.
Note that we took a system of single valued normally conical sections sZ of the
moduli spaceMmaink+1 (β;P1, . . . , Pk) to define mZk . We also took (in [6]) a transversal
multisection sQ of the same moduli space to define mQk . We will find a perturbation
of (95) which interpolates these two perturbations.
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Definition 14.4. A strongly piecewise smooth multisection s on a space with
Kuranishi structureX is said to be a weakly transversal and weakly normally conical
multisection, if the following condition is satisfied. We decompose
s =
⊕
i
sΓi ⊕ sΓ ⊕ s⊥
according to the decomposition (40) (41).
(1) Each of sΓ is of general position to 0 on X
∼=(Γ).
(2) Instead of (48) the following equality is satisfied.
s(p) =sΓ(πΓ(p))
+
∑
Γ′(Γ
((
1− exp
(
1
d2
− 1
ρΓ(p)
))
sΓ
′
(πΓ(p))
+ exp
(
1
d2
− 1
ρΓ(p)
)
sΓ
′
(rΓ(d)(p))
)
.
(96)
(Note for each branch of sΓ
′
(πΓ(p)) there is a branch of s
Γ′(rΓ(d)(p)). We
take the sum branch-wise in (96).)
We note that if s is a single valued section then sΓ
′
(πΓ(p)) is automatically 0.
(Note sΓ
′
is a component of s⊥.) So (96) coincides with (48) in that case. When s
is a multisection sΓ
′
(Γ′ ( Γ) may not be 0 on X∼=(Γ).
We also note that we may choose our multisection sQ so that it is weakly transver-
sal and weakly normally conical. In fact, we may take (sQ)Γ
′
to be locally constant
in the normal direction. Namely
(sQ)Γ
′
(πΓ(p)) = (s
Q)Γ
′
(rΓ(d)(p)).
Now in the same way as in Section 13 we can construct a system of weakly transver-
sal and weakly normally conical multisections s on (95) such that it is compatible
with sZ on the component of time allocation 0 and with sQ on the component of
time allocation 1.
We may choose s so that s−1(0) has a triangulation, in the following way.
(1) As for the component of the obstruction bundle coming from the component
with time allocation 0, we assume s⊥ = 0.
(2) For other components, we assume s is transversal to zero.
(3) In the tubular neighborhood of the stratum of the moduli space defined by
the equation that time allocation = 0, the section s⊥ is normally conical.
We explain Item (1) above more precisely. Let p = (Σ, ~z, u, {ρa}) represent an
element of Mmaink+1 ({J}ρ : β; top(ρ)), where (Σ, ~z) is a bordered marked Riemann
surface, u : (Σ, ∂Σ) → (M,L) and {ρa} is a time allocation. The fiber Ep of the
obstruction bundle is a finite dimensional subspace of C∞(Σ;u∗TM ⊗ Λ0,1), the
space of the smooth sections of the vector bundle u∗TM ⊗ Λ0,1. (See [7] proof of
Proposition 7.1.12.) The support of elements of Ep is disjoint from the singular
points. And Ep is decomposed to the direct sum
⊕
a(Ep)a, where Σ = ∪aΣa is a
decomposition to the components and elements of (Ep)a are supported on Σa. The
consistency with sZ requires us to set the component of s⊥ in (Ep)a with ρa = 0 is
zero. This is Item (1) above.
We can construct such a multisection by the inducition of the stratum in the
same way as in Section 9. It is easy to see that s−1(0) satisfies the conclusion
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of Theorem 3.1. Therefore, we can use it in the same way as (90) to define the
required homotopy equivalence. The proof of Lemma 14.2 is complete. 
The proof of Theorem 1.1 is now complete. 
The proof of Theorem 1.2 over Z is again similar and parallel to [6], [7]. So we
omit it.
15. How the results of [6], [7] are generalized to Z or Z2 coefficients
15.1. Statements. Throughout this section we always assume (M,ω) is a spher-
ically positive symplectic manifold. We assume its Lagrangian submanifold L is
compact, oriented and relatively spin when the ground ring R is a Dedekind do-
main (for example Z) or is a finite field of odd characteristic (for example Zp = Z/pZ
(p 6= 2)). In case when R is a finite field of even characteristic (for example Z2) we
only assume L to be a compact Lagrangian submanifold.
The various structures we mention in this section depend on the connected com-
ponent of J c1>0(M,ω). The various well-definedness or functoriality statement should
be understood in the same way as in Theorem 1.1 (2).
The following is a version of Theorem B [6]. Theorem 15.1 follows from Theorem
1.1 by a purely algebraic argument.
Theorem 15.1. We can associate a setMweak(L;R) and a map PO :Mweak(L;R)→
Λ+,R0,nov, which have the following properties
(1) There is a Floer cohomology HF ((L, b1), (L, b0); Λ
R
0,nov) parameterized by
(b1, b0) ∈Mweak(L;R)×PO Mweak(L;R).
HereMweak(L;R)×POMweak(L;R) is the set of pairs (b1, b0) ∈Mweak(L;R)×
Mweak(L;R) such that PO(b0) = PO(b1).
(2) There exists a product structure
m2 : HF ((L, b2), (L, b1); Λ
R
0,nov)⊗HF ((L, b1), (L, b0); ΛR0,nov)
→ HF ((L, b2), (L, b0); ΛR0,nov)
if (b1, b0), (b2, b1) ∈ Mweak(L;R) ×PO Mweak(L;R). The product m2 is
associative. In particular, HF ((L, b), (L, b); ΛR0,nov) has the ring structure
for any b ∈Mweak(L;R).
(3) If ψ : (M,L)→ (M ′, L′) is a symplectic diffeomorphism, then it induces a
bijection ψ∗ :Mweak(L;R)→Mweak(L′;R) such that PO ◦ψ∗ = PO. The
map ψ∗ depends only on the isotopy class of symplectic diffeomorphism ψ.
(4) In the situation of (3), we have an isomorphism
ψ∗ : HF ((L, b1), (L, b0); ΛR0,nov) ∼= HF ((L′, ψ∗(b1)), (L′, ψ∗(b0)); ΛR0,nov),
and ψ∗ commutes with m2.
(5) The isomorphism ψ∗ in (4) depends only on the isotopy class of symplectic
diffeomorphism ψ : (M,L)→ (M ′, L′). Moreover (ψ ◦ ψ′)∗ = ψ∗ ◦ ψ′∗.
Remark 15.1. (1) We do not include bulk deformations in Theorem 15.1.
Namely we considerMweak(L;R) and notMweak,def(L;R). Including bulk
deformations is a bit difficult to work out in our case for coefficients in a
Dedekind domain or a finite field. For example, we used homotopy theory
of filtered L∞ algebra in [7] Section 7.4, for the algebraic formulation of
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bulk deformations and of the operator q. Homotopy theory of filtered L∞
algebra is hard to study over torsion coefficients. However, it seems very
likely that we can go around this problem and define Mweak,def(L;R) and
Floer cohomology parametrized by it over a Dedekind domain or a finite
field coefficients. We postpone it to future research.
(2) The Maurer-Cartan moduli spaceMweak(L;R) in Theorem 15.1 is one over
Λ+,R0,nov. Namely it is the set of the gauge equivalence classes of the chains
b ∈ S(L; Λ+,R0,nov) satisfying the equation
∞∑
k=0
mk(b
k) ≡ 0 mod Λ+,R0,nove (97)
where e is the unit. (See [6] Section 4.3.) In [10, 11, 5] we enhanced it to
one over ΛR0,nov coefficients in case R = R or R = C. We will discuss this
enhancement in the case when R is a Dedekind domain or a finite field in
Subsection 15.3.
The next result is a version of Theorem C [6]. The proof is the same as that of
Theorem C [6] by using Theorem 1.1.
Theorem 15.2. There exists a series of positive integers mk < dimL/2 and classes
[o2mkk (L; weak)] ∈ H2mk(L;R)
k = 1, 2, . . . , such that, if [o2mkk (L; weak)] are all zero, thenMweak(L;R) is nonempty.
The number 2− 2mk is a sum of the Maslov indices of a finite collection of the ho-
motopy classes in π2(M,L) realized by pseudo-holomorphic discs (with respect to a
given almost complex structure on M).
Next, we consider analogs of Theorem D and Theorem E [6] on the spectral
sequence. Because of convergence issue of the spectral sequence over ΛR0,nov we
consider the following assumption.
Assumption 15.2. We assume one of the following conditions.
(1) R is a finite field of characteristic 2.
(2) R is a finite field of odd characteristic and L is relatively spin.
(3) R is a Dedekind domain, L is relatively spin and rational in the sense of
[6] Definition 6.2.1. In this case, Theorem 15.3 only applies to b1, b0 of
the form
∑
T λieµi/2bi such that the subgroup of R generated by the set
{λi} ∪ {β(ω) | β ∈ π2(M,L)} is isomorphic to Z.
We denote by (ΛR0,nov)
(p) the degree p part of ΛR0,nov, where we recall deg(aT
λeµ) =
2µ for aT λeµ ∈ ΛRnov.
Theorem 15.3. Under Assumption 15.2 there exists a spectral sequence for each
(b1, b0) ∈Mweak(L;R)×PO Mweak(L;R) with the following properties:
(1) Ep,q2 =
⊕
kH
k(L;R)⊗ (T qλΛR0,nov/T (q+1)λΛR0,nov)(p−k). Here λ > 0.
(2) There exists a filtration F∗HF ((L, b1), (L, b0); ΛR0,nov) on the Floer cohomol-
ogy HF ((L, b1), (L, b0); Λ
R
0,nov) such that
Ep,q∞ ∼=
FqHF p((L, b1), (L, b0); Λ
R
0,nov)
Fq+1HF p((L, b1), (L, b0); ΛR0,nov)
.
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(3) Consider the subgroup Kr ⊂ Er =
⊕
p,q E
p,q
r defined by
Kp,q2 =
⊕
k
PD(Ker(Hn−k(L;R)→ Hn−k(M ;R)))
⊗ (T qλΛR0,nov/T (q+1)λΛR0,nov)(p−k),
Kr+1 =
Kr ∩Ker δr
Kr ∩ Im δr ⊂ Er+1.
Then we have Im δr ⊆ Kr for every r, under the additional assumption
that b0 = b1.
In particular, if the homomorphism i∗ : H∗(L;R) → H∗(M ;R) induced
by the inclusion is injective, the spectral sequence collapses at the E2 level.
(4) The spectral sequence is compatible with the ring structure in Theorem 15.1
(2). In other words, we have the following. Each of Er has a ring structure
m2 which satisfies :
δr(m2(x, y)) = −m2(δr(x), y) + (−1)degxm2(x, δr(y)).
The filtration F is compatible with the ring structure in Theorem 15.1 (2).
The isomorphisms in Theorem 15.3 (1),(2) are ring isomorphisms.
By using Theorem 1.1, the proof of Theorem 15.3 is the same as that of Theorem
D [6], except the following two points. Assumption 15.2 is used in a way described
in (1) below.
(1) During the construction of the spectral sequence, we used the algebraic
material given in [6] Subsections 6.3.1 and 6.3.2. We assumed that the
ground ring R is a field there. (The authors do not know how to prove
the convergence of the spectral sequence in the case R = Z.) In the case
L, b0, b1 satisfy Assumption 15.2 (2), we can use the argument of [6] Section
6.2 and can construct the spectral sequence and prove its convergence in
the case when R is a Dedekind domain also.
(2) In [6] we used the operator p and the cyclic cohomology of L to prove a state-
ment (3) of degeneration of the spectral sequence over Q ([6] Subsection
6.4.2). It seems hard to study cyclic cohomology over torsion coefficients.
However in Subsection 15.4 we will use the Hochschild homology instead,
and introduce an analogous operator p′ to prove (3) over R.
The following non-vanishing theorem is an analog of Theorem E [6] and the proof
is the same except that of PD[pt] /∈ Im(δr) in (1), where we used the operator p
for the case over Q in [6] Subsection 6.4.3. We will also use the analogous operator
p′ over R. See Subsection 15.4 for this point.
Theorem 15.4. Let us consider the situation of Theorem 15.3. We assume b0 =
b1. Then, there exists a cohomology class PD[L]
′ ∈ Hn(L; ΛR0,nov) with PD[L]′ ≡
PD[L] mod Λ+,R0,nov which has the following properties.
(1) For each r we have δr(PD[L]
′) = 0 and PD[pt] /∈ Im(δr), where δr is the
differential of the spectral sequence in Theorem 15.3.
(2) If the Maslov index of all the pseudo-holomorphic discs bounding L are
non-positive, then δr(PD[pt]) = 0 and PD[L]
′ /∈ Im(δr).
The same conclusion holds for ΛRnov coefficients.
The next theorem is an analog of Theorem G [6] and follows from Theorem 1.2.
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Theorem 15.5. Let (L1, L0) be a pair of Lagrangian submanifolds of M of clean
intersection. Then, for each (b1, b0) ∈ Mweak(L1;R) ×PO Mweak(L0;R), we can
associate a Floer cohomology HF ((L1, b1), (L0, b0); Λ
R
0,nov) with the following prop-
erties. We put
HF ((L1, b1), (L0, b0); Λ
R
0,nov)⊗ΛR0,nov Λ
R
nov = HF ((L1, b1), (L0, b0); Λ
R
nov).
(1) If L0 = L1 = L, then HF ((L1, b1), (L0, b0); Λ
R
0,nov) coincides with the one
in Theorem 15.1.
(2) If R is a field, then we have
rankΛRnovHF ((L1, b1), (L0, b0); Λ
R
nov) ≤
∑
h,k
rankRH
k(Rh; Θ
−
Rh
),
where each Rh is a connected component of L0 ∩ L1 and Θ−Rh is a local
system on it.
(3) If ψ :M →M ′ is a symplectic diffeomorphism with ψ(Li) = L′i, (i = 0, 1),
then we have a canonical isomorphism
ψ∗ : HF ((L1, b1), (L0, b0); ΛR0,nov) ∼= HF ((L′1, ψ∗b1), (L′0, ψ∗b0); ΛR0,nov)
where ψ∗ : Mweak(Li;R) → Mweak(L′i;R) is as in Theorem 15.1. The
isomorphism ψ∗ depends only on the isotopy class of symplectic diffeomor-
phism ψ with ψ(Li) = L
′
i. We also have (ψ ◦ ψ′)∗ = ψ∗ ◦ ψ′∗.
(4) If ψsi : M → M (i = 0, 1, s ∈ [0, 1]) are Hamiltonian isotopies with ψ0i =
identity and ψ1i (Li) = L
′
i, then it induces an isomorphism
(ψs1, ψ
s
0)∗ : HF ((L1, b1), (L0, b0); Λ
R
nov)
∼= HF ((L′1, ψ11∗b1), (L′0, ψ10∗b0); ΛRnov).
The isomorphism (ψs1, ψ
s
0)∗ depends only the isotopy class of the Hamilton-
ian isotopies ψsi : M → M (i = 0, 1, s ∈ [0, 1]) with ψ0i = identity and
ψ1i (Li) = L
′
i. The isomorphism (ψ
s
1, ψ
s
0)∗ is functorial with respect to the
composition of the Hamiltonian isotopies.
(5) HF ((L1, b1), (L0, b0); Λ
R
0,nov) is a bimodule over the ring pair(
HF ((L1, b1), (L1, b1); Λ
R
0,nov), HF ((L0, b0), (L0, b0); Λ
R
0,nov)
)
.
The isomorphisms (3), (4) are bimodule isomorphisms.
We state Theorem 15.5 only in the case when (L1, L0) has clean intersection.
In the case when R is a finite field, we can use a version of Theorem 6.1.25 [6]
in the same way as in [6] Subsection 6.5.4 to remove this assumption over ΛR0,nov
coefficients.
[6] Theorem I can be generalized as follows.
Theorem 15.6. Under Assumption 15.2 (1) or (2), we assume that Mweak(L;R)
is non-empty. Denote A =
∑
∗ rankH∗(L;R), B =
∑
∗ rankKer(H∗(L;R) →
H∗(M ;R)). Then we have
#(L ∩ φ(L)) ≥ A− 2B
for any Hamiltonian diffeomorphism φ :M →M such that L ⋔ φ(L).
The proof is the same as that of [6] Theorem I using Theorems 15.3 and 15.5.
Theorem J [6] is generalized as follows. We consider the case when Assumption
15.2 (1) or (2) is satisfied. Let φ be a Hamiltonian diffeomorphism. We assume
φ(L1) is transverse to L0 and bi ∈ Mweak(Li;R) with PO(b0) = PO(b1). Since the
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algebraic argument in Subsections 6.3.1 and 6.3.2 [6] works over an arbitrary field
R, we can prove
HF ((L1, b1), (L0, b0); Λ
R
0,nov)
∼= (ΛR0,nov)⊕a ⊕
b⊕
i=1
(ΛR0,nov/T
λiΛR0,nov) (98)
in the same way as in [6] Theorem 6.1.18 (and also Theorem 6.1.20). We call a the
Betti number and λi torsion exponents.
Theorem 15.7. Under Assumption 15.2 (1) or (2), we denote
b(‖φ‖) = #{i | λi ≥ ‖φ‖},
where λi are the torsion exponents as in (98) and ‖φ‖ is the Hofer norm. Then we
have
#(φ(L1) ∩ L0) ≥ a+ 2b(‖φ‖). (99)
The original proof of Theorem J [6] contains an error related to an energy es-
timate. See [13]. We now have corrected it in [13]. Then the proof of Theorem
15.7 is the same as that of Theorem J given in [13]. Theorem 6.1.25 [6] can be
generalized in the same way.
15.2. Proof of Theorems 1.3 and 1.4.
Proof of Theorem 1.3. We prove Theorem 1.3 by contradiction. Suppose that the
Maslov class vanishes. Theorem 15.2 and the assumption imply that all the ob-
struction classes [o2mkk (L; weak)] are in H
2(L;Z2). Therefore by assumption that
H2(L;Z2) = 0, we have b such that the Floer cohomology H((L, b), (L, b); Λ
Z2
0,nov)
is defined.
By Theorem 15.4 (1) we have δr(PD[L]
′) = 0. Moreover by Theorem 15.4 (2)
PD[L]′ /∈ Imδr. Thus we have H((L, b), (L, b); ΛZ2nov) 6= 0. Then Theorem 15.5
(1),(4) imply that
H((L, b), (ψ(L), ψ∗b); ΛZ2nov) 6= 0
for any Hamiltonian diffeomorphism ψ. Theorem 15.5 (2) now implies
L ∩ ψ(L) 6= ∅,
which leads to a contradiction. 
Theorem 1.4 follows easily from Theorem 1.3.
15.3. Maurer-Cartan moduli space over ΛR0,nov. We considered the filtered A∞
algebra (S(L; ΛR0,nov), {mk}) in Sections 13 and 14. For b ∈ S1(L; Λ+,R0,nov) we define
a deformation of filtered A∞ structure by
mbk(x1, . . . , xk) =
∞∑
ℓ0=0
· · ·
∞∑
ℓk=0
mk+
∑
ℓi(b
ℓ0 , x1, b
ℓ1 , . . . , xk, b
ℓk). (100)
Using the fact that b ≡ 0 mod Λ+,R0,nov we can prove that the right hand side of (100)
converges in T adic topology. The Maurer-Cartan equation (97) becomes mb0 ≡ 0
mod Λ+,R0,nove.
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In the case R = R (resp. C), this story is generalized in [10, 11, 5] to the case
when b ∈ S1(L; ΛR0,nov) (resp. b ∈ S1(L; ΛC0,nov)) as follows. We recall the case
R = R only, because the case R = C is similar. We put
b = b1 + b+
where
b1 ∈ S1(L;R), b+ ∈ S1(L; Λ(0)+,R0,nov )⊕
⊕
k≥1
S1+2k(L; Λ
(0)R
0,nov)e
−k.
Here Λ
(0)R
0,nov is the degree 0 part of Λ
R
0,nov, namely, the part which does not contain
the indeterminate e. We assume ∂b1 = 0, where ∂ is the usual boundary operator.
(This will follow from the Maurer-Cartan equation.) We decompose mk as
mk =
∑
β∈Π2(M,L)
Tω(β)eµ(β)/2mk,β .
In the situation of [10, 11, 5] we take the moduli space Mk+1(β) and its pertur-
bation so that it is compatible with the forgetful map of the 1st,. . . ,k-th marked
points Mk+1(β) → M1(β). (See [5] Section 5 for the precise description of the
compatibility.) We used this fact to show the following formula for b1 ∈ S1(L;R):∑
ℓ0+···+ℓk=ℓ
mk+ℓ,β(b
ℓ0
1 , x1, . . . , xk, b
ℓk
1 ) =
(b1(∂β))
ℓ
ℓ!
mk,β(x1, . . . , xk). (101)
(See [11] Lemmas 7.2, 9.2 and [5] Lemma 13.1.) Using (101) we define for b ∈
S1(L; ΛR0,nov)
mbk(x1, . . . , xk) =
∑
β
∞∑
ℓ0,...,ℓk=0
Tω(β)eµ(β)/2 exp(b1(∂β))mk+
∑
ℓi,β(b
ℓ0
+ , x1, . . . , xk, b
ℓk
+ )
(102)
by modifying the definition (100) for the case b ∈ S1(L; Λ+,R0,nov). See (11.4) in [11]
for toric cases. Using Gromov’s compactness we can show that the right hand
side converges in T adic topology. (See [11] Section 9 and [5] Lemma 13.3.) This
definition is closely related to the idea of [3] to use nonunitary flat bundles on L.
Namely, in this case we take a flat line bundle with monodromy
γ 7→ exp(b1(γ)).
In order to generalize this story to the case when R 6= R,C but R is a Dedekind
domain or a finite field, there are two points we need to take care of.
Firstly the compatibility of the perturbation to the forgetful map Mk+1(β) →
M1(β) is hard to prove when we use single valued perturbations. (The proof of
[5] does not work.) So instead of proving (101) we use the right hand side as the
definition.
Secondly there is a denominator ℓ! in (101) which may not be invertible in R.
So instead of requiring b1 ∈ R we require exp(b1(∂β)) ∈ R. (Compare [11] Remark
11.5.)
After these explanations we state our results. We conside a pair (ρ, b+) where
ρ ∈ Hom(π1(L), R∗), b+ ∈ S1(L; Λ(0)+,R0,nov )⊕
⊕
k≥1
S1+2k(L; Λ
(0)R
0,nov)e
−k.
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Here R∗ is the group of units of the ring R. We put
M̂weak(L; ΛR0,nov) = {(ρ, b+) |
∑
β,k
Tω(β)eµ(β)/2ρ(∂β)mk,β(b
k
+) ≡ 0 mod Λ+,R0,nove}.
(103)
The infinite sum appearing in (103) converges in T adic topology.
Remark 15.3. We may use a flat vector bundle in place of a flat line bundle ρ.
We say (ρ, b+) is gauge equivalent to (ρ
′, b′+) if ρ is conjugate to ρ
′ as representa-
tions of π1(L) to R
∗ and b+ is gauge equivalent to b′+ as Maurer-Cartan elements
of the filtered A∞ structure m
ρ
k in the sense of [6] Definition 4.3.19, where
mρk =
∑
β
Tω(β)eµ(β)/2ρ(∂β)mk,β .
We denote the set of gauge equivalence classes of M̂weak(L; ΛR0,nov) byMweak(L; ΛR0,nov).
Definition 15.4. For (ρ, b+) ∈ Mweak(L; ΛR0,nov) we define a deformed filtered A∞
structure m
(ρ,b+)
k by
m
(ρ,b+)
k (x1, . . . , xk) =
∑
β
∞∑
ℓ0,...,ℓk=0
Tω(β)eµ(β)/2ρ(∂β)mk+
∑
ℓi,β(b
ℓ0
+ , x1, . . . , xk, b
ℓk
+ ).
We use it in the same way to show the following:
Theorem 15.8. Theorems 15.1, 15.3, 15.4, 15.5 hold with Mweak(L;R) replaced
by Mweak(L; ΛR0,nov).
Remark 15.5. We may take the pair (ρ˜, bhigh) where
ρ˜ : π1(L)→ {y ∈ ΛR0,nov | y ≡ y mod Λ+,R0,nov, y ∈ R∗}
and
bhigh ∈
⊕
k≥1
S1+2k(L; Λ
(0)R
0,nov)e
−k
in place of (ρ, b+).
In [10] we discussed the case of T n ∼= L ⊂ X where X is a toric manifold and
T n is an orbit of the T n action. There we take b =
∑
xiei, xi ∈ ΛC0,nov. We then
change the coordinate from xi to yi = exp(xi). This corresponds to take ρ˜ as above.
Thus in case yi is congruent to an element of R
∗ modulo Λ+,R0,nov we can apply the
argument of this section. In the toric case, there are many examples where the
leading order term of yi is in a number field (a finite extension of Q) or its integer
ring. (In particular, yi is a unit of its appropriate localization.) For example, in the
case X = CPn nonvanishing Floer cohomology appears when yi is the (n + 1)-th
root of unity. Thus we have many examples for which it seems interesting to study
Floer cohomology over ΛR0,nov with a Dedekind domain R.
15.4. Hochschild homology, operator p′ and degeneration of the spectral
sequence. In this subsection we prove Theorem 15.3 (3) and the claim PD[pt] /∈
Im(δr) in Theorem 15.4 (1). In their proofs over Q coefficients given in [6], we used
the operator p whose domain is the cyclic homology of L. See Subsections 3.8.1
and 6.4.2 in [6]. Since it is rather difficult to study cyclic homology over torsion
coefficients, we use the Hochschild homology instead in this subsection.
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Let (C, {mk}) be a filtered A∞ algebra. We put
CH(C[1]) =
⊕̂∞
k=0
Bk+1(C[1]). (104)
We define the Hochschild differential δH on it by
δH(x0 ⊗ · · · ⊗ xk)
=
∑
0<i≤j≤k
(−1)∗1;ix0 ⊗ · · · ⊗ xi−1 ⊗mj−i(xi, . . . , xj−1)⊗ xj ⊗ · · · ⊗ xk
+
k∑
i=0
(−1)∗1;i+1x0 ⊗ · · · ⊗ xi ⊗mk−i(xi+1, . . . , xk)
+
∑
0≤i<j<k
(−1)∗2;i,jmk+i−j+1(xj+1, . . . , xk, x0, . . . , xi)⊗ xi+1 ⊗ · · · ⊗ xj
+
k∑
i=0
mi+1(x0, . . . , xi)⊗ xi+1 ⊗ · · · ⊗ xk,
(105)
where ∗1;i = deg x0 + · · · + deg xi−1 + i, ∗2;i,j = (deg x0 + · · · + deg xj + j +
1)(deg xj+1 + · · · + deg xk + k − j). (Note the sum of terms containing m0 is
±x0⊗m0(1)⊗x1⊗ · · ·⊗xk± · · ·±x0⊗ · · ·⊗xk⊗m0(1), each term of which comes
from the first and second lines of (105). ) It is straightfoward to check
δH ◦ δH = 0.
We thus obtain a chain complex (CH(C[1]), δH).
We next define a chain map
p′ : (CH(S(L; ΛR0,nov)[1]), δ
H)→ S(M ; ΛR0,nov).
We use the moduli spaceMk;1(β) which we defined in Section 11. (It is the moduli
space of pseudo-holomorphic discs of homology class β with k boundary and 1
interior marked points.) We have evaluation maps
(ev, ev+) = (ev1, . . . , evk, ev
+) :Mk;1(β)→ Lk ×M.
The boundary of the moduli space is described as follows.
∂Mk;1(β) =
⋃
β1+β2+β
⋃
k1+k2=k
⋃
i=1,...,k2
Mk1+1(β1)ev0 ×evi Mk2+1;1(β2)
∪
⋃
β1+β2+β
⋃
k1+k2=k
⋃
i=1,...,k2
Mk1+1;1(β1)ev0 ×evi Mk2+1(β2).
(106)
Let P1, . . . , Pk be smooth singular chains on L. We put
Mk;1(β;P1, . . . , Pk) =Mk;1(β)ev × (P1 × · · · × Pk).
In Sections 13 and 14 we took a global section of
Mk+1(β;P1, . . . , Pk) =Mk+1(β)(ev1,...,evk) × (P1 × · · · × Pk),
which is normally conical. Then we took a triangulation of its zero set so that
the virtual fundamental chain is defined. (We use our assumption that (M,ω) is
spherically positivity here.) Now we have:
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Lemma 15.9. We can take a global section of Mk;1(β;P1, . . . , Pk) which satisfies
the conclusion of Theorem 3.1 and is compatible with the description (106) of its
boundary.
We clarify the meaning of compatibility with (106) during the proof.
Proof. Once we clarify the meaning of the compatibility with (106), the lemma
follows from (relative version of) Theorem 3.1, by an induction on ω(β) and k. (We
define triangulation of its zero set at the same time by induction.)
We first study the first term of the right hand side of (106). We consider
Mk1+1(β1;Pi, . . . , Pi+k1−1).
It corresponds to the first factor of the first term of the right hand side of (106).
We fixed a global section of it already. A triangulation of its zero set is also taken
already. So using ev0 we have smooth singular chains P
′
1, . . . , P
′
a of L such that
P ′1 + · · ·+ P ′a = mk1,β1(Pi, . . . , Pi+k1−1).
(In case R is not characteristic 2 we need an appropriate sign.) We next consider
Mk2+1;1(β2;P1, . . . , Pi−1, P ′j , Pi+k1 , . . . , Pk). (107)
The sum of these spaces over j = 1, . . . , a corresponds to the first term of the
right hand side of (106). By induction hypothesis a global section of (107) and the
triangulation of its zero set are already taken.
We next study the second term of the right hand side of (106). We consider
Mk2+1(β2)ev1,...,evi−1,evi+1,...,evk2 × (P1 × · · · × Pi−1 × Pi+k1 × · · · × Pk). (108)
This corresponds to the second factor of the second term of the right hand side of
(106). We rename the boundary marked points such that the i-th boundary marked
point becomes the 0-th marked point and that the cyclic order of the boundary
marked points is preserved. Then (108) is identified with
Mk2+1(β2;Pi+k1 , . . . , Pk, P1, . . . , Pi−1).
In Sections 13 and 14 we took a global section of this moduli space and a triangula-
tion of its zero set. Together with ev0, which is the evaluation map at the renamed
0-th marked point on the β2-disc, it defines smooth singular chains P
′′
1 , . . . , P
′′
a′ of
L. We then consider
Mk1+1,1(β1;P ′′j , Pi, . . . , Pi+k1−1). (109)
By induction hypothesis a global section of (109) and a triangulation of its zero set
are already taken. Note (109) corresponds to the second term of the right hand
side of (106).
Thus we have found the way how to define the global section of the boundary
of Mk;1(β;P1, . . . , Pk). The compatibility at the codimension ≥ 2 corner can be
checked easily. The proof of Lemma 15.9 is now complete. 
Definition 15.6. We put
p′k;β(P1, . . . , Pk) = (Mk;1(β;P1, . . . , Pk), ev0) ∈ S(M ;R).
Here (S(M ;R), δM ) is the smooth singular chain complex with R coefficients. We
also denote by δM its extension over Λ
R
0,nov coefficients. We define
p′k =
∑
β
Tω(β)eµ(β)/2p′k;β : Bk(S(L; Λ
R
0,nov)[1])→ S(M ; ΛR0,nov)
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and
p′ =
∑
k
p′k : CH(S(L; Λ
R
0,nov)[1])→ S(M ; ΛR0,nov).
Let i! : S
k(L;R) → Sk+n(M ;R) be the Gysin homomorphism. Then we show
the following properties which are analogs of (3.8.10.1) and (3.8.10.2) of [6].
Lemma 15.10.
p′1 ≡ i! mod Λ+,R0,nov, (110)
δM ◦ p′ + p′ ◦ δH = 0. (111)
Proof. (110) is nothing but (3.8.10.1) of [6]. Note that p′1,0 = p1,0 = i!. (111) is a
consequence of Lemma 15.9. In fact, the first term of the right hand side of (106)
corresponds to the first and the second terms of (105) and the second term of the
right hand side of (106) corresponds to the third and the fourth terms of (105). 
We can include the homotopy unit to the story of p′ as follows. Let (C, {mk})
be a filtered A∞ algebra. We put C+ = C ⊕ ΛR0,nove+ ⊕ ΛR0,novf . If C has a
homotopy unit, we can extend the filtered A∞ structure of C to ones on C+ such
that e+ is the exact unit. (See [6] Section 3.4 for the precise definition.) Our A∞
algebra S(L; ΛR0,nov) has a homotopy unit. (The proof of this fact is the same as
in [7] Section 7.3 using (relative version of) Theorem 3.1.) Now we can use the
construction of [7] Subsection 7.4.1 to extend p′ to
p′+ : CH(S(L; ΛR0,nov)
+[1])→ S(M ; ΛR0,nov)
that satisfies
δM ◦ p′+ + p′+ ◦ δH = 0. (112)
Moreover it satisfies
p′+k (. . . , e
+, . . . ) = 0 (113)
for k 6= 1. We also have p′+1 (e+) = PD[L].
Remark 15.7. The R = Q version of this statement is (3.8.10.4), (3.8.10.5) [6].
We note that (3.8.10.6) [6] states p+2 (xe
+) = x. Actually this is an error. The
correct statement is p+2 (xe
+) = 0.
Now we use this operator to prove Theorem 15.3 (2) and PD[pt] /∈ Im(δr) in
Theorem 15.4 (1). Let b ∈ Mweak(L;R). Namely b ∈ S(L; ΛR0,nov)+ is degree 1
such that b ≡ 0 mod Λ+,R0,nov and b satisfies∑
k
mk(b
k) ≡ 0 mod Λ+,R0,nove+. (114)
We define p′+b : S(L; Λ
R
0,nov)
+[1]→ S(M ; ΛR0,nov) by
p′+b (x) = p
′+(xeb). (115)
Lemma 15.11.
p′+b ≡ i! mod Λ+,R0,nov, (116)
p′+b ◦mb1 + δM ◦ p′+b = 0. (117)
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Proof. Since b ≡ 0 mod Λ+,R0,nov, (116) follows from (110). To prove (117), we first
note that (112) implies
δM (p
′+(xeb)) + p′+(m(ebxeb)eb) + p′+(xebm(eb)eb) = 0.
The first term is δM ◦ p′+b by definition. The second term is p′+b ◦mb1 by definition.
The third term is zero by (113) and (114). Hence the lemma. 
The conclusion of Lemma 15.11 is the same as [6] Lemma 6.4.5 (for the case
b = 0). Therefore we can prove Theorem 15.3 (3) and the claim PD[pt] /∈ Im(δr)
in the same way as in [6] Subsection 6.4.2 and Subsection 6.4.3 respectively. 
Remark 15.8. We do not know how to generalize the formula [6] (3.8.10.3)
p1 ◦m0(1) + δM ◦ p0(1) +GW0,1(M)(L) = 0
to our situation. So we do not know how to generalize [6] Theorem 3.8.11 to Z or
Zp coefficients. In fact, the proof of [6] (3.8.10.3) uses the moduli space M0;1(β)
of pseudo-holomorphic discs without boundary marked point. An element of this
moduli space may have a nontrivial automorphism even in case it does not have a
sphere bubble. So the argument of Section 12 does not apply.
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