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5A dolgozat áttekinti és csoportosítja azokat az eljárásokat, 
amelyek mátroxik spektrálfelbontására és szinguláris felontásá- 
ra ismeretesek. A szinguláris felbontásnak fontos szerepe van 
adatmátrixok és kovariánciastrukturák elemzésében (kanonikus 
korrelációanalizis, faktoranalizis ), továbbá mátrixok pszendo- 
inverzének meghatározásában.
Az alkalmazás céljának és a mátrix típusának megfelelően a 
speciális esetektől fogunk haladni általános téglalapmátrixok 
szinguláris felbontásáig. Speciális esetként négyzetes mátrixok 
spektrálfelbontására (azaz sajátértékeik és sajátvektoraik meg­
határozására) kapunk módszereket. A dolgozat konvergenciabizo- 
nyitásokat is közöl vázlatosan, továbbá kitér a módszerek elvi 
összehasonlítására és gyakorlati alkalmazhatóságának kérdései­
re .
Programmelléklet csak a kevésbé ismert algoritmusokra találha­
tó. Nem cél a módszerek egzakt numerikus összehasonlítása.
1 ,  A SZINGULÁRIS FELBONTÁS ÉS A SPEKTRÁLFELBONTÁS 
FOGALMA
Legyen A:E -* E lineáris leképezés, ahol E az n-dimenziósn m c ' n
valós euklideszi tér.
1.1. Definicio: Az E tér es az E tér u,.....u----------------  n — 1 * — n m — 1J
ortonormált bázisait az A leképezés saját bázispárjának nevez
zük, ha vannak olyan s ^ •il
s z ámok, melyekkel
(1 .1 ) <A u .. A u .> = -t' -J S26 ..  ^ ^t7
és




teljesül,ahol f a mátrixtranszponálást, <.,.> a skaláris szor­
zást, 6 .. pedig a Kronecker-deltát jelenti.
61.2. Definíció: Az (1.1), (1.2) előállításban szereplő 
Sjy...jSn számokat az A mátrix szinguláris értékeinek nevezzük, 
melyek sorrendjéről feltehető, hogy
s, > s„ > c.. > s^ > 0.
J. Ci YL '
Tetszőleges lineáris leképezésnek van saját bázispárja, a 
szinguláris értékek pedig egyértelműek. A levezetéseket ld.
Cl2D-ben. Az is megmutatható továbbá, hogy
s 1>s0>...>s >0 és s =e {n.m}=0.2— 2— — r r+1 max 3 3
ahol r az A leképezés rangja. A saját bázispár elemeinek egy­
értelműségéről a következő mondható:
1.3. Definíció: Az E<zEn alteret A-ra nézve izotróp-nak nevez­
zük, ha van olyan s szám, hogy
(1.3) IM x\\ = sll X_\\
teljesül minden xGF vektorra. Az A-ra nézve izotróp F alteret 
maximálisnak mondjuk, ha (1.3) csak F elemeire teljesül.
Könnyen látható, hogy az báziselemek által kife-
szitett alterek (jelölje ezeket Fj,...sF )  A maximális izotróp 
alterei lesznek, melyek direkt összege az egész E tér, továb­
bá
F . = F . (ha s .=s .) 
i ú i Cés
F . 0 F .=0 (ha s .-fis .) .-z- ,7 -  ^ ,7
Tehát a diszjunkt izotróp alterek száma legfeljebb r+1. Megmu­
tatható, hogy az u. báziselemeknek a megfelelő F. altereken be--'V
lüli választása tetszőleges, az F. alterek azonban egyértelmű-'Is
en meg vannak határozva az S -.....8 számok által. Hasonlóanl n
igaz, hogy a v. báziselemek választása is tetszőleges az EJ m
tér A ' leképezésre nézve izotróp G . (j=l,...3m) alterein belül,J
7ahol ezek az alterek is egyértelműek és a diszjuhkt alterek s, 
ma megegyezik a diszjunkt F. alterek számával.
Jelölje ugyancsak A az A leképezés mátrixát az ill. E^ 
tér előre rögzített ill. . . . y f_m bázisaiban.
1.1. Tétel; (Szinguláris felbontási tétel) Az A mxn-es valós 
mátrix előáll
(1.4) A = VSU'
alakban, ahol V mxm-es, U nxn-es ortogonális mátrix, S pedig 
mxn-es diagonális mátrix, melynek diagonálisában az
s 2 - S 2 — * * * — sl — 0
számok állnak, ahol l=min{m,n}.
A tétel bizonyítása C121-ben konstruktiv utón történik.
Az A:E -+E lineáris leképezést tekintve jelölje U ill. V azn m
Uj,...iun ill. v_jj . . . tv_m saját bázispár elemeit oszloponként 
tartalmazó ortogonális mátrixokat és legyen s^  az í-edik szingu­
láris érték (i=lJ...3l). Bebizonyítható, hogy ilyen választás 
mellett az (1.4) felbontás teljesül és az Sj,...3s^ számok 
egyértelműen meg vannak határozva.
1.4. Definíció: Az A négyzetes mátrixot egyszerű Struktur ágúnak 
(más szóval normálisnak) nevezzük, ha Jordan-féle kanonikus a- 
lakja szigorúan diagonális.
Egy A nxn-es egyszerű struktúrájú mátrix sajátvektorai or- 
tonormált bázist alkotnak, igy A előáll
(1.5) A = XAX'
^alakban, ahol A nxn-es diagonális mátrix, A sajátértékeit tar­
talmazza diagonálisában (nem-növekvő sorrendben), az X nxn-es 
ortogonális mátrix oszlopaiban pedig A sajátvektorai állnak a 
sajátértékek sorrendjének megfelelően.
81.5. Definíció; Az (1.5) felbontást az A egyszerű struktúrájú 
mátrix spektrálfelbontásának nevezzük.
(Egyszerű struktúrájú mátrixok esetén E^ sokszor a komplex 
n-dimenziós euklideszi teret jelöli. A sajátértékek, sajátvek­
torok és spektrálfelbontás definíciója ugyanaz, csupán a saját­
értékek nagyságrendi sorrendje az abszolút értékük szerinti 
rendezést jelenti.)
Egy egyszerű struktúrájú mátrix szinguláris értékei a saját­
értékek abszolút értékei, szinguláris felbontásának ortonormált 
mátrixai pedig megegyeznek a mátrix spektrálfelbontásában sze­
replő ortonormált mátrixszal (az oszlopok előjelétől eltekintve. 
Ui., ha valamely sajátérték negativ, akkor a megfelelő bal­
vagy jobboldali saját báziselem -1-gyel szorzódik.)
Könnyen látható, hogy az A mxn-es valós mátrix szinguláris 
felbontásának V ill. U mátrixai az A A ' ill. A'A mátrixok spekt- 
rálbontásából is nyerhetők, A szinguláris értékei pedig e szim­
metrikus, pozitiv szemidefinit mátrixok nem-negativ gyökei kö­
zül kerülnek ki.
Ha mátrixunk téglalap alakú, vagy nem egyszerű struktúrájú, 
szinguláris felbontásának akkor is van értelme, ehhez azonban 
nem szükséges az A'A ill. A A' mátrixszorzatok képzése és spekt- 
rálfelbontása. Ennél sokkal gyorsabb és hatékonyabb eljárások 
léteznek, melyek egyszerre adják meg a szinguláris értékeket 
és a saját báziselemeket.
Egyszerű struktúrájú mátrixoknál a szinguláris felbontás a 
spektrálfelbontásból következik, igy itt elegendő a sajátérté­
kek és sajátvektorok meghatározása. Ehhez viszont a legritkább 
esetben szokták a mátrix karakterisztikus polinomjának gyökeit 
meghatározni. Egyrészt számitástechnikai szempontból ez 5-nél 
magasabb dimenzióban nagyon időigényes, másrészt az eredmények 
még akkor is pontatlanok, ha a sajátértékek elhelyezkedése ked­
vező. A sajátvektorok meghatározására továbbá meg kellene méa 
oldani egy homogén lineáris egyenletrendszert.
így először néhány speciális sajátérték, majd az egész sa- 
játérték-sajátvektorrendszer meghatározásával foglalkozunk, 
egyszerű struktúrájú mátixok esetében, amikor az eredeti mátrixot 
vagy közvetlenül vagy először egyszerűbb alakra hozva hasonlósá­
9gi transzformációknak vetjük alá. Végül általános valós mátrixok 
szinguláris felbontásával foglalkozunk.
Itt emlitjük meg a szinguláris felbontásnak és spektrálfel- 
bontásnak néhány érdekes szélsoértéktulajdonságát, melyeket a 
gyakorlatban sokszor alkalmaznak.
1.1. Állitás: Legyen ill. ° °rtonormált vek­
torrendszer az E ill. E térben (k<l - min [m.n]). Jelölje X ill.
Y az ezekből, mint oszlopvektorokból alkotott nxk-as ill. mxk- 
as mátrixokat. Akkor
n k
(1.6) E s. < tv(Y’AX) < I s .,
%~n-k+l  ^ i=l ^
k
(ahol tv B = E b.. valamely kxk-as B mátrix esetén), továbbá• "Z' "Z-t=i
a maximumot adó X ill. Y mátrixokban az « ill.
ü......ü, , mig a minimumot adóban az u , ......u ill.-1 -k —n-k+1 n
v v saját báziselemek állnak.
(A bizonyítást ld. C12D-ben).
1^1 Korollárium: k=l esetén alkalmazva az 1 .1 . állitást, azt 
kapjuk, hogy tetszőleges xQE 3 Hall -í3 y£E 3 ||z/|| =1 vektorok
esetén
s < y ’ A x < s t .
és a maximum helye éppen a = u_^ 3 y = v_^ 3 mig a minimumé x =
y = v .- - tv
A szinguláris felbontás következő szélsoértéktulajdonsága 
az 1 .1 . állitás speciális esete:
1 .2 . Állitás:
s 1 = vj A u j = max y 'A x3Hall = llz/ll =1
sk = -k A uk = max y'A x3 k=2333..3l d=min{m3n})
11 a II = II y II =13
x ’x. = y'y -=03 ( i=l 3 2 3 . .. 3k-l)
Is Is
10
1.6. Definició: Ha A nxn-es, valós, egyszerű struktúrájú mát­
rix, az x G E , x_i=0_ vektorhoz tartozó Raleigh-hányados alatt az
R(x) x 'Ax x ' x
számot értjük.
A következő állítás az 1.2. állítás speciális esete:
1.3. Állitás: Ha az A nxn-es, valós, egyszerű struktúrájú mát­
rix sajátértékeire fennáll a
>A — n
reláció, és x~> x„, ...3 x a hozzájuk tartozó sajátvektorok,
J —  Ci YL
akkor
X- = max R(x) 
x^O
és a maximum helye éppen o^x^, ahol c^ tetszőleges valós szám. 
Továbbá
A, = max R (x), (k=2,.,.,n),
x ’x .=0} (i=l9 o ..,k-1) 
x^0_t
és a maximum helye e^ x-^ , ahol c^ tetszőleges valós szám.
Ilyen módon az 1.2. és 1.3. állitás lehetőséget adna a 
szinguláris értékek és saját bázis elemek, ill. sajátértékek 
és sajátvektorok meghatározására egy szekvenciális szélsőérték 
feladat megoldásával. A fenti kvadratikus szélsőértékfeladatok 
megoldása azonban elég nehézkes. Legfeljebb csak a szélsőérté­
kek meghatározására használjuk ezeket az összefüggéseket, a 
szélsőérték helyének megkeresése velük hosszadalmas. így az 
1.2., 1.3. állítások jelentősége elsősorban az alkalmazásokban 
rejlik. Egyes területeken (pl. kvantumfizika) azonban szokásos 
a sajátértékek Raleigh-hányadossal való meghatározása.
2 . HATVÁNYITERÁCIÖS MÓDSZEREK
Az ebben a részben ismertetésre kerülő módszerek egyszerű 
struktúrájú mátrixokra alkalmazhatók. Használatik akkor célra­
vezető, ha csak bizonyos sajátértékekre vagyunk kiváncsiak. A 
módszerek ismételt, váltott alkalmazásával ugyan az összes sa­
játérték meghatározható lenne, azonban ez nagyon időigényes.
Legyen A nxn-es egyszerű struktúrájú mátrix. Ekkor A előáll
n
(2.1) A = E X . u . u. , . i —i —^
alakban, ahol a X  ^ számok A sajátértékei nem-növekvő sorrend­
ben, a megfelelő vektorok pedig A sajátvektorai (melyek, mi 
vei A egyszerű struktúrájú, ortonormált bázist alkotnak az E 
térben).
a/ HATVÁNYITERÁCIÓ
Tegyük fel, hogy az A mátrix legnagyobb sajátértéke l-sze­
res (l<n), azaz A sajátértékeire igaz a
1 2  l l+l — 1+2 — — n
reláció. Legyen E || II = 1 tetszőleges olyan kezdeti vek 
tor, mely nem merőleges az Uj,. . . sajátvektorok által kife- 
szitett lineáris altérre, azaz
l
(2.2) x = E a.u.lAO, ahol a .=x'u. (i=l,....l).— . i—i — i —0— 11=1
Képezzük a következő sorozatot:
•£2 ~ A , • • • t — A ~ ^ —o* * * *




ahol tehát x nem más, mint x^ -nak az első Z sajátvektor által 
kifeszitett lineáris altérbe eső vetülete, ami (2.2 ) miatt 
nem a zérus vektor. ( i! .11 hacsak mást nem Írnak, az euklide­
szi normát jelöli.)
Z im -kx1—k
Bizonyítás: Mivel ortonormált sajátvektorrendszer, a
(2.1 ) összefüggés miatt:
n
X =  —o E■L=l
a .u
n n
X1 = E-í = l

















Z n A . k
Zim Zi. m E a .u . + Z'im E ({-T-—-)  u . =  X,
k->°° k->°° t-dII v—t  7k-s-co i — Z + 1 A ^ '  —t  - J
mivel a sajátértékekere tett feltételek miatt a második tag a 
zérus vektorhoz tart, az első tag pedig £-szel egyenlő. Hason­
lóan
|| x II
(2.4) lim — = II £ II ,
IX I
amiből az állítás következik.
A 2.1. tétel egyben módszert is ad a legnagyobb (esetleg 
többszörös) sajátvektor meghatározására. Ugyanis képezzük az 
x .x,,...,!,.... sorozatot, ahol x a (2.2 ) feltételnek eleget 
tevő tetszőleges kezdeti vektor. Akkor a keresett normált saját­
vektor (ha X többszörös, akkor a neki megfelelő sajátaltérben
13
levő valamely normált vektor) jó közelítése elég nagy k-ra az
x_,
---n vektor. A Á, sajátérték abszolutértékére a (2.4) összefüg-11 x ^ I1 1
gés alapján:
I A limk-Voo
11 x_ ^ I 
Uxk-1 11
a sajátérték előjele a hozzá tartozó sajátvektor alapján már 
könnyen eldönthető.
Ezek alapján adódik a következő állitás is:
2.1. Állitás: Az A nxn-es egyszerű struktúrájú mátrix legna­
gyobb abszolutértékü sajátértékére
! A 7 I - lim V\\A l!fe
ahol II . II a maximum-normát jelöli, 
b/ INVERZ HATVÁNYITERACIÓ
Ez is lényegében egy hatványiteráció, amely az A mátrix va­
lamely többszörös sajátértékét határozza meg, ha ismert annak 
egy olyan közelitő értéke, amely nem egyezik meg vele pontosan, 
de közelebb van hozzá, mint a többi sajátértékhez. Mindez for­
mulákkal :
Xl-X2- **• -Xk>Xk+l ~ Xk + 2 •** Xk+l>Xk+l+l -**•- Xn
(l<n~2)
az A mátrix sajátértékei és a A^+^= .„. -A 
a A közelitő érték olyan, hogy
A sajátértékre
I A— A I < I A-A . I , A .^ A, továbbá
A feltételek miatt 
legnagyobb sajátértéke
~ . _ 2a AI-A mátrix nemszinguláris es (AJ-A)
■s --■, ami l-szeres sajátérték. (Itt IA-A
14
az nxn-es identitás mátrix. így, ha az x_q kezdeti vektor o- 
lyan, hogy II x_q I - 1 és x_q nem merőleges az + ^ ■» • ° ° j líj<+1 sa_ 
játvektorok által kifeszitett altérre, akkor ebből kiindulva a 
(\I-A)~^ mátrixon végrehajtott hatványiterációval, az a/-ban 
leirt módon kapunk egy, a többszörös sajátértékhez tartozó sa- 
játaltérben levő egyetlen sajátvektort, és szintén a/ szerint 
magát a többszörös sajátértéket is approximáljuk.
A függelék a. részében található a hatványiteráció algo­
ritmusának FORTRAN programja. Ez megfelelő input mátrix válasz­
tásával inverz hatványiterációra is használható.
3 . A TELJES SAJÁTÉRTÉK-, SAJÁTVEKTORRENDSZERT 
KÖZVETLENÜL MEGHATÁROZÓ MÓDSZEREK
Ebben a fejezetben is négyzetes mátrixok spektrálfelbontá- 
sával foglalkozunk. (A tételeket itt néha általánosan, komplex 
elemű mátrixokra mondjuk ki.) A mátrixon olyan hasonlósági 
transzformációkat hajtunk végre, hogy a transzformált mátrix­
sorozat a sajátértékeket tartalmazó diagonális mátrixhoz konver 
gál. Szimmetrikus mátrixokra Jacobi módszerét, nem-szimmetri- 
kusakra pedig a QR és LR algoritmusokat fogjuk ismertetni.
a/ A SAJÁTÉRTÉKEK ELHELYEZKEDÉSE
Itt csak közöljük a következő állításokat (a részletes bi­
zonyítást ld. Cili]-ben), melyek lényegesek lesznek a sajátér­
tékek behatárolása szempontjából.
3.1. Definíció: Az A nxn-es komplex elemű mátrix spektrdlrd- 
diusza a
6(A) - max | A, |
k K
szám, ahol A7J X9Jo..,A az A mátrix sajátértékei.-L cj Yl
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3.1. Állítás: Minden nxn-es, komplex A mátrixra
6U )  < || A\\,
bármely természetes normát használunk is.
A sajátértékek tehát benne vannak az origó középpontú, ||a | 
sugaru körben. Ennél azonban több is igaz:
3.1. Tétel: (lokalizációs tétel) A komplex elemű
A = (a..) .n -. mátrix sajátértékei a^3 ^=l* 3=1 J
n
\z-a..\ < R., R . = E | a . . | (i=l , 2 . 0 0 . , n )
<7 A
által definiált Gersgorin-körök egyesitett halmazában helyez­
kednek el.
b/ ELEMI MÁTRIXFELBONTÁSOK
Itt szeretnénk néhány tételt és definíciót bevezetni elemi 
mátrixfelbontásokra, melyeket a következőkben gyakran fogunk 
használni:
3.2. Tétel: Minden komplex A mátrix előáll
A = Q R
alakban, ahol A mxn-es mátrix, Q mxm-es unitér mátrix, R pe­
dig mxn-es felső háromszög mátrix (azaz a bal felső sarokból ki­
induló diagonálisa alatt zérus elemek állnak).
A bizonyítás pl. C23-ben található. (A bizonyításban adott 
konstrukció Q oszlopait A oszlopaiból Schmidt-ortonalizációval 
állitja elő előre eldöntött sorrendben.)
16
3.2. Definíció: A fenti felbontást az A mxn-es mátrix QR-fel­
bontásának nevezzük.
3.3. Tétel: Legyen A tetszőleges nxn-es mátrix. Jelölje A^ az 
első k sor és oszlop által alkotott kxk-as mátrixot. Ha 
A 1JA03..oiA nem-szinguláris, akkor
a/ A egyértelműen előáll
A = C D B
alakban, ahol C alsó-, B felső háromszög mátrix, diagoná- 
lisaikban 1-esek állnak, D pedig diagonális.
b/ Ha C^J D B  ^ jelöli a megfelelő mátrixok első k sora és 
oszlopa által alkotott kxk-as mátrixokat, akkor
^k ~ ^k ^ k ^ k (k — 1 y 2 3 . . . 3 n ').
3.3. Definició: Az A nxn-es mátrix - melyre teljesülnek a 3.3. 
tétel feltételei - LU-felbontásának nevezzük egy alsó- és fel­
ső háromszög tényező szorzataként való előállítást, ahol L di- 
agonálisában 1-esek állnak.
A 3.3. tétel feltételeinek teljesülése esetén a LU-felbon- 
tás L=C és U=D B választással valóban létezik és egyértelmű.
3.2. Állitás: Ha A Hermitikus, pozitiv szemidefinit mátrix, 
akkor előáll L LJ alakban, ahol L alsó háromszög mátrix diagoná- 
lisában nem-negativ számokkal. Az előállítás egyértelmű. Ugyan­
is a 3.3. tételbeli D mátrix felbontható D D alakban, úgy
± U!
hogy L=C D é s  L*=D^ B.
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cl JACOBI MÓDSZERE (1946)
Legyen A valós, szimmetrikus mátrix \ >X0 > .1 u
sajátértékekkel. Képezzük a következő sorozatot:
. > X — n
a (0)=a , (k=l, 2,o.„)j
ahol R (k) a következő sikbeli forgatás mátrixa:
(k-1 )Jelölje az A mátrix legnagyobb abszolutértékü nem-di-
aoonális elemét a W  ^  , és válasszuk az R ^ ^  mátrixban a for-
^3
gatás szögét úgy, hogy aW'* =0 legyen az Ä^^-val való hason-
'l 0 (\ )lósáqi transzformáció után. Könnyen látható, hogy az R mát­
rix választása ehhez a következő:
R(k).
1
G O S d
-s^nd
^  o
sind - - -






(3.1) tg 2d -
2
(k-D 13 q - 2)a . . - a  . .ti <7J
(k-l)_(k-l)es a d szög a |S|< jtt tartományban van. a\^ =a
33
eseten
d - + j-n értéket választunk a W  1 ^ előjelének megfelelően, ^  ^J
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3.4. Tétel: A fenti feltételek mellett a transzformált sorozat­
ra igaz, hogy
l%m A - A, 
k-*- 0°
ahol A diagonális mátrix, diagonálisában a A^,A^,„. . ,A^ szá­
mokkal .
Bizonyítás: Ä « ) választása miatt (k=l323.,,)
a « ’" * -- a\k-1)2 ♦ a [ k - n Z%p jp ip cp ) O
Mivel a  ^ - 0 (% választása miatt) és az mátrixszal vég-
rehajtott hasonlósági transzformáció csak az i-edik és j'-edik 















(k-1 )Mivel a . . a legnagyobb abszolutértékü nem-diagonális eleme 
az  ^^ mátrixnak,
(k-1) 1
aij — n(n-1 )
n n
Z Z a 
p=l q=l ™  
p?q
így a (3.2) összefüggésből
(3.3)
n n



















„ K n n
< ( 2 ----) Z Z
n -n p=2 P<7
(k)Mivel a jobboldal zérushoz tart (k-*-°°), az 4 sorozat diagoná-
lis mátrixhoz konvergál. Már csak azt kell belátni, hogy az
(k)a diagonális elemek a megfelelő A sajátértékekhez tartanak.PP P
Uqyanis (a^^) n  ^ n 7 - ff ^  jelöléssel * P<7 p=l,q-l
(3.5) 4(fe) - dfap(a(fe)) + ff(?°pp
ahol tehát H m  ff
k + °°
(fc) - 0.
Tegyük fel, hogy a k index már akkora, hogy ff(fc) <e ,
ahol az e pozitiv számot később fogjuk megválasztani. Akkor a(k)(3.5) összefüggés miatt, ha az a elemek (q=l 32 . . „ 3n) nagy-P<7
ság szerint csökkenő sorrendbe vannak rendezve, akkor a U )PP egy
X körüli, 2e suaaru körben fekszik. Megmutatjuk, hogy egy K
P rp)küszöbérték feletti indexekre az a elemek benne is maradnak
PPa megfelelő körben.
Először tegyük fel, hogy a X számok (p=l323...,n) külön­
bözőek. Ekkor válasszuk e-t úgy, hogy
(3.6) 0^4e - min|A -X
p*q P q
Válasszuk a K küszöböt úgy, hogy (fc)ffv'w || <e teljesüljön. A 
(3.3) összefüggés miatt k>K indexekre is ||ff^ |^| <e. A (3.6) 
összefüggés miatt viszont az intervallumok diszjunktak, igy
pontosan egy a (k )
qq
(q=l j 2 j . . . n ) elem található mindegyik ilyen
intervallumban. Tegyük fel, hogy a X számokat úgy indexeztük,
(k ) Phogy éop a van a A körüli e sugaru körben. Megmutatjuk, 
hogy ott is marad a k>K indexekre.
Ui. tegyük fel, hogy rögzitett ilyen k index esetén a 
(fc-M)-edik forgatás az (i3j) sikban történik. így a diagoná- 
lisban csak az (?),-£) és (j, j) pozicióbeli elemek változnak.
Ezért az  ^ és a ,+}  ^ elemek benne maradnak a X . és A.
00 i 3
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körüli intervallumokban. Már csak azt kell megmutatni, hogy e- 
zek nem cserélődhetnek fel. Ui.
a{'k + 1)-X. - a(.^ sin2%-2a[k) cos%sin% + a^k) cos2%-X.
33 i n  T'O 30 T'
í'Á 'l 2 ( V ) 2 ( k )= (a . . -A .)sin % + (a\ . -A , + X .-X .)cos %-2a\ . cos%sin%.u  t 30 3 3 i i'O
amiből
' a'k + 1 )-X . | > | A .-A . | cosSQ- | a[k. )-A . | s in 2Q - | a [k. ) - X . | cos2$-\ a [k.} 
00  ^- 0 I ' m, I 3 3 i 13




Másrészt | tg 2% | - 
így, ha a d szöget (3.1) szerint választjuk,
2 e _
1  I F ' 1 ’
(k + 1)a . . - X .
3 3 i
/2 e .
ami miatt a^ .k +1 ^ nincsen benne a A . körüli e sugaru körben,
33 iigy csak a A . körüli körben lehet.
3
Többszörös sajátértékek esetén e-t úgy definiáljuk, hogy a 
(3.6) összefüggésben csak a különböző sajátértékekre minimali­
zálunk. Kissé hosszadalmas, de hasonlóan megmutatható, hogy ha
A l-szeres sajátérték, akkor pontosan l db. diagonális elemeP _ (^ )található az A mátrixnak a A^ körüli e sugaru körben, egy 
alkalmasan választott K küszöbnél nagyobb indexekre .
Mivel a legnagyobb abszolutértékü nem-diagonális elem meg­
keresése minden lépésben időigényes, célszerű egyszerűen vala­
milyen előre rögzített sorrendben végigmenni A(fc)




tást végezni minden iterációban. Ezt nevezzük ciklikus Jacobi 
módszernek. Henrici (1958) bebizonyította, hogy a szögtartomá­
nyok megfelelő korlátozása mellett ez a módszer is konvergens. 
Egy másik változat az un. küszöb Jacobi módszer3 ahol a szim-
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szolutértékü elemeket redukálunk zérussá. Ez az eljárás is kon­
vergál .
A küszöb Jacobi módszer algoritmusára a függelék b. részé­
ben FORTRAN program található. A korvergencia sebességére vonat­
kozóan a (3.4) összefüggés alapján tájékozódhatunk:
7 2 kff - — (n -n) és v = C— 3 + 1 jelölésekkel (ahol C . 3 az egesz
ó  ÍV .
részt jelöli):
Megjegyezzük, hogy a Jacobi módszer átvihető komplex Hermi- 
tikus mátrixokra is, csak ott komplex sikbeli forgatásokat kell 
alkalmazni.
d/ A QR-TRANSZFORMÁCIÓ (Francis, 1961)
A 3.2. tétel ad ötletet a következő iterációhoz: Legyen A 
tetszőleges nxn-es mátrix. A előáll QR alakban, ahol Q nxn-es 
unitér, R pedig nxn-es felső háromszög mátrix. Tekintsük az A 
mátrix Q mátrixszal való hasonlósági transz formáltját (ez lé­
tezik, hisz a Q mátrix - mivel unitér - nem-szinguláris):
ami nem más, mint a Q és az R faktorok fordított sorrendben 
vett szorzata. Képezzük a következő sorozatot:
így
||ff(rff)|| 2 || E (0) || 2 ha r > 2 ln( — )'e
amiből e-2  ^ választással r>k In 2 ^ ~ 1.39 t értéket kapunk
Q 1 A Q = Q~2 Q R Q = R Q ,
Aq Qq Qí Rq Rj
és ha
Ak-1 ~ Qk-1 Rk-1
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5f?-felbontás, akkor legyen
Ak " Rk-1 Qk-1 (k=l323 . . . )»
3.4. Definíció: Az igy képzett sorozatot az A mátrix QR-
transzformációjának nevezzük.
Vezessük be a következő jelöléseket:
(3.7) — Qq Q2 . o • Q 1^3 U ~  Rfc Rk—2 • • • ^2 R 0 3 (k-1 3 23 .
Ezekkel könnyen látható, hogy 
/  v(3.8) A = Pk Uk 3
és mivel P^ unitér, Uk pedig felső háromszög mátrix, a (3.8) 
összefüggés adja az A^ mátrix QP-felbontását.
3.5. Tétel: Ha az A mátrix egyszerű struktúrájú, akkor az Ak 
sorozat olyan diagonális mátrixhoz konvergál, mely A sajátérté 
keit tartalmazza diagonálisában.
Bizonyítás: Először belátjuk, hogy a Pk sorozat konvergens. Há 
rom esetet különböztetünk meg:
i/ Először tegyük fel, hogy az A mátrix sajátértékeire
A-val jelölve a X^3 ..., számokat tartalmazó diagonális
- . -1mátrixot, A előáll ZAJ alakban,ahol az X mátrix unitér, igy 
^P-felbontása X I (ahol I az nxn-es identitás).
Tegyük fel, hogy az X  ^ mátrixnak létezik LU-felbontása, 
azaz teljesülnek rá a 3.3. tétel feltételei. Ekkor X~1 előáll 
L U alakban, ahol tehát L alsó háromszög mátrix, diagonálisá­
ban 7-esekkel, U pedig felső háromszög alakú. Ezekkel a jelö­
lésekkel
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Is Is — 7 Is Is ““ Is Is(3.9) A = XA X = XA L U = X(A LA )A Ut 
k -kahol A LA alsó háromszög mátrix, melynek elemei:
, . k r,-L (A LA ) . . = J
i'C
így
(3.10) hkLA~k = I + E,, ahol lim = 0.
k-+ °°
Ezért a (3.9) összefüggést tovább alakíthatjuk:
(3.11) Ak = X(I+E k ) AkU.
Most felbontjuk az (I+E^) mátrixot egy unitér és egy Rk 
felső háromszög mátrix szorzatára, ahol Rk diagonálisában po- 
zitiv elemek állnak (ez Qk oszlopainak megfelelő előjelzésé­




l . .(-r1) +0 (k-*■<*>) 3 ha i>j.
lim Qk = I , lim R^ = I y
k k - * c°
ktehát az A mátrix Qi?-felbontása
(3.12) Ak = (X Qk )(RkAk U ) ,
ahol tehát az unitér tényező - ami a (3.8) összefüggés szerint 
Pk - a Q mátrixhoz konvergál, úgy értve a konvergenciát, hogy 
Q oszlopai esetleg egységnyi abszolutértékü komplex számokkal 
szorzódhatnak. Ui. vezessük be a D^3 D^ diagonális mátrixokat, 
melyekre
(3.13) A = | A|D2y U - D2 (D~2 U ) , ,
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ahol £> és D0 diagonálisában egységnyi abszolutértékü komplex 
számok állnak úgy, hogy |A| és U diagonális elemei pozití­
vak. Ezekkel a (3.12) összefüggés alapján
A k = X \  D 2 D k L(D2 Dk ) Rk (D2 D k ) |A|^ (D~2 U)l,
ahol a szögletes zárójelben levő felső háromszög mátrix diago­
nálisában már pozitiv elemek állnak, ezért
(3.14) Pk = X Qk D2 Dk .
így a konvergencia szigorú értelemben nem teljesül, csak ha X 
oszlopainak egységnyi abszolutértékü komplex faktorokkal való 
szorzásától eltekintünk.
ii/ Az X~7 mátrix LU-felbontásához fel kellett tenni, hogy a
3.3. tétel feltételei teljesülnek rá. Ha ezek nem teljesülnek,, „ -1akkor is létezik olyan P permutaciomatrix, hogy a P X mátrix­
nak már létezik LU-felbontása. (Ui. egy un. pivotáló eljárást 
alkalmazunk: az r-edik lépésben (r-1,2,.„.,n) keressük az 
(rjr)j (r+I,!1), . . » 3 (n,r) pozíciókban az első nem-zéró elemet.
Mivel X 7 nem-szinguláris, ilyen mindig létezik, tegyük fel, 
hogy az (rjr) pozícióban. Akkor X 7 sorait 
ry+ly.*.3n sorrendbe rendezzük át.)
(3.15) P X~2 - L U
esetén az L mátrix diacronálisa alatt zérusok állnak a P permu- 
tációmátrix által meghatározott helyeken. Ezekkel A felbontása
(3.16) Ak = Xhk X~1 = XAk P’L U = X Py (PAk Py )L U3
k kahol PA P* diagonális mátrix a A^ számok P szerinti permutáció­
ját tartalmazza diagonálisában, mig az X P* mátrix az X mátrix 
oszlopainak P szerinti permutációja. Jelölje
- D(3.17) X P Q E3 vPA P3
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ezekkel
Ak = Q R Dk L U = Q R (Dk L D k ) Dk U
Ha D diagonális elemeit X. ,X. JO,OJX. jelöli, akkor
1 2  n
(Dk L
pq
k -k0, ha p<q (mert D L D alsó három­
szög mátrix 3 )
1, ha p=q3
X . k
ix f ) lpq’ ha ■
De mivel X. x. (i <i ) esetén l = 0, igyz i p q pq
Dk L l~k - I + Ek, ahol lim Ek = 0.
k-*<»
így lim - Q az i/ részben tárgyalt értelemben, ahol (3.17)
k
miatt § nem más, mint az X oszlopainak megfelelő átrendezésével 
nyert mátrix.
iii/ Most tegyük fel, hogy az A mátrixnak vannak egyenlő abszo-
lutértékü sajátértékei. Mivel azonban elemi osztói lineárisak
-2(hisz egyszerű struktúrájú mátrixról van szó), a P X mátrix­
nak létezik LU-felbontása megfelelően választott P permutáció­
mátrixszal. Feltehető, hogy P - I, ellenkező esetben itt is a 
ii/ rész trükkjei alkalmazhatók. Tegyük fel, hogy
A I - | X ^r i y>+ j - -  Ú J ,
és a többi sajátérték abszolutértékben különböző (ui. ez az 
összes többszörös sajátértékre végigcsinálható). így az
„k _ v.k r v, ,k T -k,.k „A - JA L U = X{ A LA ) A U
előállításban
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(r£) IIr-AA .3 ^3 13
A . k
( A l . .+0 (kA .
3 T'S
Jelölje L azt a mátrixot, amelyre
1 > i=C
l . ., t>i>j>r. •z-J - -L_, kü lönben,
L . . -
3^
Ezzel
Rk LA k - L + E^3 ahol lim E  ^ - 0,
k
Az X L = Q R felbontást bevezetve
Ak = Q R( I + L~1 Ek)AkU = Q{I + R L~1 E~2)Rhk U
= Q( I + Fk )RE U3 ahol lim F - 0o
Legyen az I + mátrix QR-felbontása ahol unitér,
felső háromszög mátrix diagonálisában pozitiv elemekkel, to­
vábbá a OR-felbontás folytonossága miatt lim Q  ^ - I3 lim R  ^ - Lu
&-»■«>
így lim Pv = Q. De a Q mátrixot X L Schmidt-ortogonalizációjá-
fc + oo K
val nyertük, ahol X L oszlopai az A mátrix lineárisan független 
sajátvektorai, hisz az X mátrix . . .,í:-edik oszlopait saját
lineáris kombinációjukkal helyettesitettük.
Ha az egyenlő abszolutértékü sajátértékek nem egyenlőek, 
akkor az L mátrix nem-zérus diagonális alatti elemei nem kons- 





fc(9 . 9 .)
I . . e J
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igy X L oszlopai minden k-ra az X mátrix .^t-edik osz­
lopának más-más lineáris kombinációjából állnak. így az r-edik 
és t-edik oszlop közti oszlopokra a konvergencia csak az ezek 
által kifeszitett altérben teljesül.
Most nézzük meg, mit tudunk ebből mondani az Ak sorozat kon 
vergenciájára? Az
( 3 . 1 8 ) *k+ l = P k A P k
összefüggés miatt, ha a Pk sorozat konvergens, akkor az Ak 
sorozat is konvergens, mégpedig ha A felbontása XhX  ^ és
lim P, - X, akkor lim Av = A. lim P, - X szigorú értelemben
k->°° k-*°° k
azonban csak akkor teljesük, ha az A mátrix sajátértékei pozi- 
tivak és különbözőek. Ellenkező esetben csak az tudjuk bizonyí­
tani, hogy lim P. - Q D, ahol D unitér diagonálmátrix és a Q
k-y°° K
mátrix az X mátrix oszlopainak valamely permutációjából áll, 
illetve többszörös sajátértékek esetén a megfelelő helyeken X 
oszlopainak lineáris kombinációit tartalmazza (melyek választ­
hatók úgy, hogy egymástól azért lineárisan függetlenek legye­
nek). Mindenképpen ez a Q is az A mátrix egy saját bázisát tar­
talmazza, igy (3.18)-ból
lim Ak + J - lim P3k A Pk = D* Q* Qh Q~1 Q D - DhD, 
k+°° &->■<»
ahol . a diagonálisban való permutálást jelenti.
Azaz Ak egy diagonálmátrixhoz konvergál, ami A sajátérté­
keit tartalmazza (nem feltétlen csökkenő sorrendben) egységnyi 
abszolutértékü komplex faktortól eltekintve. Ha A valós, a ha­
tárérték mindig kiadja a sajátértékek egy permutációját. Ezzel 
a tétel bizonyítását befejeztük.
A bizonyításból az is kitűnik, hogy a konvergencia sebessé­
ge az abszolutértékben szomszédos sajátértékek hányadosától 
függ, elég gyors, ha a sajátértékek viszonylag egyenletesen
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oszlanak el. Ez a feltétel eltoldsos QR-transzformációval javit 
ható. A képzett sorozat ekkor:
Ag — A3 Qg — Q3 Rg — R 3 Sg ~ 0 }
ahol tehát a Q R mátrixsorozat az A mátrix QR-felbontása. Legye 
nek az . . « tetszőleges komplex számok olyanok, hogy a so­
rozat egyetlen tagja se egyezzen meg pontosan az A mátrix vala­
mely sajátértékével. Ekkor, ha
Ak-1 ~ sk-l 1 " Qk-1 Rk-1 
QR-felbontás, legyen
Ak ~ Rk-1 Qk-1 * sk-l 1 3 (.k-l 3 23 VU . ).
Könnyen látható, hogy a
-  Qg Q2 Q 7 Rk Rk- R2 Rg a=l,2:
jelöléseket bevezetve
Ak = Pk-1 A Pk-
de
k
Pk u. = ír U  - s i) .k k .=1 3
kA OR-transzformácio konvergenciájának bizonyítása azonban A^ 
helyett bevezetve a cp^(A^) értékeket (i=l 3 2 3 . . . sn), ahol
k
cp x, ( A ) - n (A-s .) ,
*  i=i 3
szóról szóra átvihető az eltolásos OR-transzformációra is, ha 
az sg3 s sorozatra a fent emlitett feltételek teljesülnek
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Megjegyezzük, hogy az A  ^ mátrixsorozat tagjainak QR-fel- 
bontását egyik esetben sem a Gram-Schmidt ortogonalizációval 
végezzük, hanem sikbeli forgatásokkal egyenként tüntetjük el 
A^ oszlopaiból a diagonális alatti elemeket. Ilyen (Givens-ti- 
pusu) forgatásokról a későbbiekben még szó lesz.
Célszerű továbbá a QR-transzformációt speciális (szalagsze-
1 2 3rü , tridiagonális vagy Hessenberg-fele ) mátrixokra végrehaj­
tani, ezek alakja ugyanis (szalagszerü és tridiagonális mát­
rixoknál csak Hermetikus esetben) a QR-transzformációval szem­
ben invariáns, igy a konvergencia sokkal gyorsabb. (Ilyen spe­
ciális alakra hozó transzformációkat a következő fejezetben i- 
runk le). Általános négyzetes mátrixokra gyorsabb a most ismer­
tetésre kerülő LR-transzformáció használata, ami azonban több 
bizonytalanságot rejt magában.
e/ AZ LR-TRANSZFORMÁCIÓ (Rutishauser, 1958)
Tegyük fel, hogy az A nxn-es mátrix teljesiti a 3.3. tétel 
feltételeit, azaz előli L R alakban, ahol L alsó háromszög mát­
rix (diagonálisában 2-esekkel), R pedig felső háromszög alakú. 
Mivel L nem-szinguláris, képezhetjük vele a következő hasonló­
sági transzformációt:
L~2 A L = L~2 L R L - R L.
1.1 Egy nxn-es A mátrixot szalagszerünek nevezünk, ha van olyan 
k<n természetes szám, mellyel A elemeire
a..=0j | i-j\>k j=l 3 21 „ . 0 ,n)
teljesül.
2. / Egy nxn-es A mátrix tridiagonális , ha k=l mellett szalag­
szerü .
3. / Egy nxn-es A mátrix felső {alsó) Hessenberg-féle> ha eleme­
ire
a.. = 0, 3<i-l {i=k+l,.„.3n)J
/a.. = 0, g>i+l {i=l,2,...3n-k-l)/.I'd
teljesül.
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Ez adja az ötletet a következő iterációhoz: legyen 
(3.19) A q = A3 LQ = L3 Bq = R3
és ha
(3.20) Ak-1 ~ Lk-1 Rk-1
LR-felbontás létezik, akkor legyen
(3.21) A k —  ^ R k — 1 k—13 2, . 0 . .
3.5. Definíció: A (3.19), (3.20), (3.21) összefüggésekkel de­
finiált A  ^ mátrixsorozatot (ha van olyan K küszöb, hogy minden 
k>K esetén az A^ mátrixnak létezik LR-felbontása) az A mátrix 
LR-transz formáció jónak nevezzük .
3.6. Tétel: Ha az A egyszerű struktúrájú, négyzetes mátrixra 
teljesülnek a 3.3. tétel feltételei, akkor a fenti L^3 R^3 A  ^
sorozatok konvergensek, mégpedig
ahol tetszőleges elemeket jelent. (Tehát az R^ mátrix dia- 
gonálisában keletkeznek az A mátrix sajátértékei.)
Bizonyítás: Vezessük be a következő jelöléseket:
Tk = L0 L1 Rk Rk-1 ’'* R1 R0 
(k=l32 3 ...).
(3.22) • o • Lk3 Uk
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Könnyen látható, hogy Tk szintén alsó háromszög alakú, diagoná- 
lisában 7-esekkel, V k pedig felső háromszög mátrix. Indukcióval 
megmutatható, hogy
(3.23) Tk Uk = Ak 3
kazaz TkUk adja az A mátrix LU-felbontását (ami létezik, felté­
ve, hogy 4-nak is létezik LU-felbontása) . A konvergencia bizo­
nyítása hasonló a QR-algoritmusáéhoz, a sajátértékek elhelyez­
kedésének megfelelően itt is több esetet különböztetünk meg:
i/ Először tegyük fel, hogy az A mátrix sajátértékeire a
relációk teljesülnek. Akkor
(3.24) Ak = Xhk X~1 = Xhk Y = Lx U ^ k{Ly Uy ).
-1ahol Y = X , L y} Ly also háromszög mátrixok, diagonálisukban 
7-esekkel, Uy, Uy pedig felső háromszög alakúak. Tegyük fel 
egyelőre, hogy az X és Y mátrixra teljesülnek a 3.3. tétel fel­
tételei. Ekkor (3.24)-et tovább bonthatjuk:
Ak = Lx 11 x (A^ LxA k )kk UY
(3.25) = lXUX <J + (ahol limk+°° Ek
= 0 )
-- LX U  * (ahol
8 3 Fk = 0 ).
Az I + Fk mátrix LU-felbontása elég nagy k-ra létezik (mégpedig 
a felbontás mindkét tényezője az identitás-mátrixhoz konvergál), 
de az első valahány k indexre nem biztos, hogy létezik. így a 
QR-algoritmussal ellentétben ez az eljárás elakadhat valamely 
korai lépésben, jóllehet egészében konvergens. Ettől eltekint­
ve a (3.25) összefüggésből látható, hogy az 4^ mátrix LU-fel- 
bontásának alsó háromszög tényezőjére
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(3.26) lim





k-> °° Tk t k+i = J •
Ebből
?c* 8 
3 Ak + 1 - lim k-*-°°
Rk Tk = Rk 
k+°°
Mivel R felső háromszög alakú és az An mátrixok hasonlóak, az 
A.,sorozat olyan felső háromszög mátrixhoz konvergál, mely a 
X£ számokat tartalmazza nem-növekvő sorrendben diagonálisában
fi— 1 j 2 j j ) •
ii/ Ha J-nak nem létezik LU-felbontása (ugyanez végigcsinálha­
tó az AT, mátrixszal is, ha annak sem létezik LU-felbontása), 
akkor is van olyan P permutációmátrix, hogy
(3.27) P Y = Ly Uy ,
amivel
Ak = XAk P3Ly Uy - (X PJ )(PAfe P’ )(Ly Uy ) .
Ha az XP3 mátrixnak is létezik LU-felbontása (L U ), akkor - az
A A
i/-ben leírtakhoz hasonlóan - látható, hogy lim T  ^ és az
°°
A^ sorozat egy felső háromszög mátrixhoz konvergál, mely a sa­
játértékek P szerinti permutációját tartalmazza diagonálisában. 
(A konvergencia tehát csak akkor látható be, ha van olyan P 
permutációmátrix, hogy a PY és XP3 mátrixokra egyszerre telje­
sülnek a 3.3. tétel feltételei. Ha A Hermitikus, akkor X - Yt 
igy mindig van közös P permutációmátrix.)
iii/ Többszörös sajátértékek esetén (ha mátrixunk egyszerű 
struktúrájú) a bizonyítás analóg a QR-transzformáció konvergen­
ciájára kimondott tétel bizonyításának harmadik részével. Ek­
kor az I L mátrix LU-felbontásának kell léteznie, ahol Z 
ugyanaz, mint a d/iii. részben volt. Ha A Hermitikus, pozitív
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definit, ez mindia teljesül. Könnyen látható, hogy ekkor az 
I + mátrix LU-felbontása tetszőleges k indexre létezik. Le­
gyen ui. P Y = L2 1/ , X P* = U*2 L3Jt Mivel
X P* L = Ua2 L 3
ezért az L L  mátrixnak kell LU-felbonthatónak lennie. De L 
választása miatt könnyen látható, hogy a 3.3. tételben szerep­
lő összes fominor determinánsa legalább 1 .
Nézzük meg, mit tudunk ebből az A  ^ sorozat konvergenciájá­
ra mondani. A (3.22) összefüggés miatt, és mivel
Ak = Tk -1  A Tk -1  3
ha lim 2\ - Lv (ahol az L mátrix az X mátrix oszlopai vala-1 K. X X
mely átrendezésével nyert mátrix LU-felbontásának alsó három­
szög faktora), akkor
lim Av = L v1 A L y = U v X 1 A X U 1 = UyAUy , i K X X X  X XK->o°
ami felső háromszög mátrix, diagonálisában a sajátértékekkel. 
(Ha X oszlopait átrendezzük, akkor A diagonálisában a sajátér­
tékek még permutálódnak is, jelölje A. , 0 „ . , X . a sajátértékek-“Z- 'Z'1 n
nek a P szerinti permutációját!)
- 2Mivel ezért lim = I es A^ = L  ^ R^
k-*°°
miatt




, amit bizonyítani akartunk.
Láttuk, hogy az LR-transzformáció konvergenciájához sokkal 
több feltételnek kell teljesülnie, mint a QR-transzformációé­
hoz . A bizonyitásból az is kitűnik, hogy a konvergenciasebes­
ség itt is a szomszédos sajátértékek abszolutértékei hányado-
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dósának maximumával együtt no. A QR- és LR-transzformációk hi- 
vei még ma is vitatkoznak, melyik transzformáció a jobb. Két­
ségtelen, hogy az LR-algoritmus konvergenciájához több kikötés­
nek kell teljesülnie általános négyzetes mátrixok esetén, vi­
szont épp ilyen mátrixokra ez a transzformáció sokkal gyorsabb, 
mint a QR. Nincsen meg azonban az a jó tulajdonsága, hogy spe­
ciális alakú (szalagszerü, tridiagonális, Hessenberg-féle) mát­
rixokra a transzformált mátrixsorozat megtartja a kiindulásul 
vett mátrix alakját. (így ilyen speciális alakú mátrixokra in­
kább a QR-transzformációt szokták alkalmazni, vagy a mátrixot 
előbb ilyen alakra hozni, ez azonban már a következő fejezet 
témája.)
4 ,  A MÁTRIX ELŐZETES TRANSZFORMÁCIÓJÁN ALAPULÓ MÓDSZEREK
Ebben a fejezetben is négyzetes mátrixok spektrálfelbontá- 
sával foglalkozunk. Mátrixunkat először azonban hasonlósági 
transzformációkkal egyszerűbb alakra hozzuk. Ez általában a 
Hessenberg-féle alakot jelenti (szimmetrikus mátrixokra ez 
tridiagonális), és a transzformáció (” ) lépésben végrehajtható 
nagy pontossággal. A transzformációk stabilitásának vizsgálatát 
ld. ClUl-ben.
A már transzformált mátrixokra részben speciális módszere-tkét (a sajátértékek behatárolása Gersgorin-körökkel), részben 
az eddig megismert módszereket (pl. QR-transzformáció) használ­
juk, azonban az utóbbiak is annyira felgyorsulnak ilyen eset­
ben, hogy időben megéri az előzetes transzformáció, és a pon­
tosságból sem sokat veszítünk (ezeknek a transzformációknak a 
folytonossága miatt). A továbbiakban mindig feltesszük, hogy 
mátrixunk valós elemű (ui. valós mátrixokra a szóbanforgó transz- 
formációknak konkrét geometriai jelentése van, igy sokkal egy­
szerűbben leirhatók), természetesen ezek a transzformációk kis 
módosítással komplex elemű mátrixokra is végrehajthatók.
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a/ VALÓS SZIMMETRIKUS MÁTRIXOK ESETE
A mátrixot először tridiagonális alakra hozzuk. Erre két 
módszer is ismeretes:
i/ Householder módszere a mátrixot sikokra való tükrözéseknek 
veti alá. Ezeket rögtön meg is konstruáljuk.
4.1. Tétel: Legyen A szimmetrikus, nxn-es mátrix. Ez n-2 lépés­
ben tridiagonális alakra hozható I-2uu (||u||) - 1 alakú mátrixok­
kal való hasonlósági transzformációkkal (ez nem más, mint az
uGE normálisu sikra való tükrözés).— n
0
0 ’ ° 1 b 1n-1 n-1
b , c n-1 n
L
a már tridiagonális alakra transzformált mátrixot. Most meg­
konstruáljuk a P ,P.,..OJP 9 tükrözések mátrixát (melyeket az
egyszerűség kedvéért szintén ezekkel a betűkkel fogunk jelölni). 
Keresem a mátrixot az I-2UjUj (||u^ ||^ I) alakban úgy, hogy
Bizonyítás: (vázlat) Jelölje
r =
azaz A ^ ^  az első sort és oszlopot tekintve már az adott ala­
kú ( X* tetszőleges elemeket jelöl, melyek pontos értéke a transz- 







J(a m  +b  ^ ~+ a\ , +. o o + cl f21 - 31 b -f •ni
n2 ' " 2  ahol = 2 aVl és sign b n = sign a
1 k = 2  K1 1 21
(a jegyveszteségek elkerülése végett).
Ebből o - ^21° Te9Yük hogy az (-í-l)-edik lépés után
ii=2i3i az első sor és oszlop a megfelelő helyeken már
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a i-1nn
alakot veszi fel. Legyen most
u . -—i
0
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, • r _ • (Í-1)es sign b  ^ - sign ^
(a gegyveszteségek elkerülése 
végett).
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(i-1)Ebből adódik, hogy a. = a.. <, Mátrixunk a P. = I-u .u*.J i ii i —i—i
( || m . || =1 ) szimmetrikus, ortonormált mátrixszal való hasonló-1Is■
sági transzformáció után:
= P. A U ~1) P.
Vegyük észre, hogy P. az első i-1 sort és oszlopot váltó-* “Ts
zatlanul hagyja, mivel első i elemét zérusnak választottuk, 
Végül a
C = A (n 2) - P 9 ... P 0 P7 A P7 P 0 ... P„ j, n—2 2 1  1 2  n-2
mátrix már a kivánt alakú, ahol tehát az eredeti A mátrixot a
szimmetrikus, ortonormált mátrixszal való hasonlósági transz- 
formációnak vetettük alá. Mivel az A mátrix is szimmetrikus, 
elegendő a transzformációkat csak az alsó- vagy felső felére 
végrehajtani, mig a másik fele az u. vektorok tárolására szol-'l'
gálhat (ui. az vektor első i komponense zérus, (i=l32ia..3
n-2)) „
ii/ Givens módszere az A szimmetrikus, valós elemű mátrixot 
sikbeli forgatásoknak veti alá.
4.2. Tétel: Sikbeli forgatásokkal tetszőleges nxn-es szimmet­
rikus mátrix oszloponként (n-2 fő lépésben) tridiagonális a- 
lakra hozható. Az r-edik fő lépés (r=l3 2, 0..3n-2) n-r-1 db 
elemi forgatás szorzata.
Bizonyitás: Itt is konstruktiv utón bizonyltunk. A bizonyítást 
most csak vázlatosan közöljük, mivel ez a nem-szimmetrikus 
mátrixokra alkalmazott Givens-módszer speciális esete, azt 
pedig a fejezet b/ részében fogjuk részletezni.
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Tegyük fel, hogy az r-edik fő lépés elején mátrixunk első 
v-1 sora és oszlopa már a kivánt alakú (r=ls2, 0„.,n-3)3 az ál­
lítás r=l esetén nem jelent különösebb kikötést az eredeti mát­
rixra. Ezután az r-edik sor és oszlop r+23 00„3r+n-edik koordi­
nátáit tesszük zérussá úgy, hogy az első r-1 sor és oszlop vál­
tozatlan maradjon. Ez elérhető az (r+1^r + 2)3 (r+lsr+3)30 „ . 3 
(r+1ir+n) koordináták sikjában való forgatásokkal. Az r-edik 
lépésben ez összesen n-r-1 db. elemi forgatást jelent. Jelölje 
itt is a kapott ortogonális transzformációk szorzatát P, akkor 
a kapott tridiagonális mátrix PJ A P„
A Householder-módszer \ 3 mig a Givens-módszer n3 szór-
zást tartalmaz. A négyzetgyökvonások száma megegyezik. Tehát a 
Householder-módszer a gyorsabb és programozni is egyszerűbb. 
Mindkét módszer gyorsabb azonban a Jacobinál, beszámítva a sa­
játértékek most ismertetésre kerülő meghatározását, a speciá­
lis alakú homogén lineáris egyenletrendszer megoldását és a 
sajátvektoroknak a P ortonormált mátrixszal való visszatransz- 
formálását.
Egy szimmetrikus tridiagonális mátrix sajátértékeinek meg­
határozására bevezetjük a következő fogalmakat:
4.1. Definíció: A p^(x)Jp?i_í (s)J.„.Jpí (s),pö (x) polinomsorozat 
(ahol p^(x) fe-adfoku polinom) Sturm-sorozatot alkot, ha p^íx) 
nem azonosan zérus polinom, és p^(x^) - 0 esetén
p 2 Pj< +2 ^ o ^ <  ^ * (fc — 2 y 3 y ... j n—1 ) 3
azaz a sorozat bármely nem-szélső polinomjának a gyökhelyén a 
szomszédos polinomok ellenkező előjelűek.
Jelölje V(x) a fenti polinomsorozat x helyhez tartozó elő­
jelváltásainak számát.
4.3. Tétel (Sturm tétele): A p (x ) polinom (a,b) intervallumbe-----------  ‘•n
li gyökeinek száma V(a)-V(b).
Most alkalmazzuk ezt a kapott tridiagonális mátrixra. Fel­
tehetjük, hogy b.?0 (i=l, 2,„„03n-2)} ellenkező esetben a fela­
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dat alacsonyabb rendű tridiagonális mátrix sajátérték-feladatá- 
ra vezethető vissza.
Jelölje p^(A) a XI-C mátrix k-adik bal felső sarokminorá- 
nak a determinánsát (k=l32f ...3n)3 p^(A) legyen az azonosan 1 
polinom. Könnyen látható, hogy p^(A) pontosan k-adfoku poli- 




pfe(A) - (X-ek ) Pic-2('X')~bk-l Pk-2('X')* (&-2, 33 . 0 . , n ).
Pn Q )  - | AJ - C\ o
Könnyen látható, hogy a p^(A), (k=0313 ..03n) polinomsorozat
Sturm-sorozatot alkot. Mivel a p^(A) polinomok főegyütthatója 
1, a sorozat előjelváltásainak száma A->-°° esetén zérus. így 
Sturm tétele miatt a fenti polinomsorozat A helyhez tartozó elő 
jelválasztásainak száma megadja a p^(A) = |AJ - C\ karakterisz­
tikus polinomban a A-nál nagyobb gyökök számát.
így tehát az eljárás a következő: meghatározzuk a fenti po- 
linomsorozatot, Gersgorin-körök segitségével (melyek valós mát­
rix esetén intervallumok) tájékozódunk a sajátértékek elhelyez­
kedéséről, végül a kapott intervallumokban fokozatos interval­
lumfelezéssel behatároljuk őket.
Az eljárásra Givens módszerével egybekötve a függelék c. 
részében FORTRAN program található. A módszer egy szimmetrikus 
nxn-es mátrix k legnagyobb (k<_ n) sajátértékét és a hozzájuk 
tartozó sajátvektorokat adja az ott leirt opcióknak megfelelően
b/ VALÓS NEM-SZIMMETRIKUS MÁTRIXOK ESETE
Mátrixunkat most felső Hessenberg-alakra transzformáljuk a 
szimmetrikus mátrixokra ismertetett két módszer valamelyikével.
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i/ Householder módszere: Itt is n-2 lépésben, sikra való tükrö­
zésekkel, oszloponként tesszük zérussá a nemkivánatos elemeket. 
Legyen A ('°'*=A és a k-l-e dik Ck=l t 2t „ „ an-2) lépés után (a O-a- 
dik lépés a helybenhagyás, a következő partició pedig AQ meg­





i —k-1 1 Bk-1
k-1
Ebben a partícióban m^r Hessenberg alakú, Cf<_2*
Bj<_2 a (h-1 )-edik lépés során adódó (nem speciális alakú) mát­
rixok, bj<_2 pedig n-k + 1 dimenziós vektor. Legyen a P^ ortogo­
nális transzformáció a következő transzformációkból összerakva 
(a transzformációk mátrixát is ugyanazokkal a betűkkel jelölöm)
ahol 9k = 1 -ük 2* -
-keEn-k‘ HSfclI -1
(E az n-dimenziós n
deszi tér) 3
valós sukli-
és a V-, vektort úgy választjuk, hogy az
k-1
A (k)= p A (k-1) Pk =
ck-lQk
i i
fk-k iL  1 • Qk Bk-lQk ,
[k-1
k-2
mátrixban bj<_2 első eleme kivételével zérusokat tartalmaz­
zon. A P^ transzformációt felfoghatjuk egy normálisu sikra 
való tükrözésnek, ahol ||w^ ||-2 és első k komponense
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zérus, azaz
Pk = I - 2 wk w{ .
Könnyen látható, hogy a megoldást a
Hfc
vektor adja, ahol
és az előjelet úgy választjuk, hogy a jegyveszteség a lehető leg­
kisebb legyen.
5 3Ez összesen — n szorzást jelent. Maga a módszer hasonló a 
szimmetrikus mátrixokra leirt Householder módszerhez (természe­
tesen szimmetrikus mátrixokra tridiagonális alakot ad), azon­
ban a számitógépes program szervezése sokkal nehézkesebb, mi­
vel a mátrix felső felét nem használhatjuk részeredmények tá­
rolására .
ii/ Givens módszere: n-2 fő lépésből áll. Tegyük fel, hogy az 
(r-l)-edik lépés után az A mátrix első r-1 sora és oszlopa már 
felső Hessenberg alakú (r=l,2a . 0 .,n-2, de r=l esetén a kijelen­
tés nem tartalmaz plusz kikötést az A mátrixra), azaz a követ­
kezőképpen particionálható (itt egyelőre tetszőleges eleme­
ket jelöl):
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Itt az r-edik oszlop bekarikázott elemeit kivánjuk eltüntetni, 
Ez n-r-1 lépésben történik (vagyis egyenként tesszük zérussá 




cosö - - . sin% - - 
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mátrixszal való hasonlósági transzformáció tünteti el, ami az 
(r+l3i) sikban való elemi forgatás, ahol
a (r-1 ) r+1 j r
(r-1)
%r----- -----  3
(r-lY (r-lY 
ar+l3r a -ir
/ (r-1)Z (r-1 )s]a + a .r+l3r zr
TTcos9 sin%
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-i)2 ( -i)2(ha a^r~ + a. = 0, akkor legyen cosd = 1. sxn§ = 0)v+l3v xv *
Ezekkel (v) _ / (v-1) 2 (v-1 ) (r)_av+ltv 'av+ltv axv * xv J
(4,1) (r v+1,
(v-1) . (v-1).a' , . cos% + a . . sxn§.v+l3j
(4,2) a(r )_
'iő





(v) _ (v-1) (v-1) .a. , - - a. ' oos% + a.. sxn%. 03v+l CjV+1 qx 3
f y*) ( y1 “ 7 } ( 7° 7 )a.. - -a. , stnö + a.. cos$. (j=v+2,v+3....,njx jyv+l j j
(r—2 )Az R . A R* . mátrixban a (4.1) és (4.2) összefüggés azvx vx
elölről, mig a (4.3) és (4.4) összefüggés a hátulról való szor­
zást eredményezi (az első két transzformáció csak a függőlege­
sen-, a második kettő csak a vízszintesen sraffozott részt„ (r-2 ) változtatja az A mátrixban),
A Hessenberg-féle mátrix sajátértékeit ezután QR-transzfor­
mációval határozzuk meg. Bebizonyítható, hogy a Hessenberg-mát- 
rix alakja QR-transzformációval szemben invariáns, ami a transz 
formáció elvégzését nagy mértékben leegyszerüsiti (Id. C6]), 
Végül a sajátvektorokat a speciális alakú homogén lineáris e- 
gyenletrendszer megoldásával kapjuk, majd transzformáljuk őket 
a Hessengberg-alakra hozás ortogonális transzformációjának a 
transzponáltjával. Erre található FORTRAN program a függelék 
d. részében.
Itt tartom lényegesnek megjegyezni, hogy a QR-transzformá­
ció lépéseiben magát a QR-felbontást nem Gram-Schmidt-féle or- 
togonalizációval szokás végezni, hanem elemi forgatásokkal te­
szik zérussá az egyes iterációs lépésekben kapott mátrixok dia- 
gonális alatti elemeit.
Tekintsük a kiindulásul vett nxn-es A mátrixot. Könnyen 
látható, hogy az első oszlop ő=nin-1,„..,2-edik elemét az
S . mátrixszal való, elölről történő szorzás tünteti el, aholCl
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S =
cos3 ...JÍ , ai
1 1
0
-stnö ., —  űosö —JÍ C1' 2
0
I
és ez a tgd
3l
a (. "_í> 3l
a^~3)
11
(C=nin-1j . . . j 2 ) választással érhető el
(a felső index mindig az előző lépésben kapott mátrix elemeit 
jelöli, A ^  ^ = A )o így tehát az első oszlop diagonális alatti
elemeit eltüntető transzformáció az S - mátrixso-22 32 n2
rozattal adható meg. Ezt végrehajtva az 23 3_, . 0 . ^ n-1 -edik osz­












Az R = Q* A mátrix az algoritmus miatt felső háromszög alakú.
Ez az előállítás azért is lényeges, mert látható, hogy 
Hessenberg (ill. szimmetrikus tridiagonális) mátrixok esetén a 
(4 o 5) és (4.6) szorzat pusztán n-1 tényezőből áll, azaz a QR- 
transzformáció első lépése után:
A (4.7) összefüggésből könnyen látható, hogy a kapcsos záróje­
lekben álló hasonlósági transzformációk a Hessenberg-féle 
(szimmetrikus tridiagonális) mátrix alakját nem változtatják 
meg, tehát igaz a következő állitás:
4.1. Állitás: Hessenberg-féle és szimmetrikus tridiagonális 
mátrixok alakja QR-transzformációra nézve invariáns.
5 .  ÁLTALÁNOS VALÓS MÁTRIXOK SZINGULÁRIS FELBONTÁSA
a/ A QRPS-ALGORITMUS (1982, Id. C22)
A 3.2. tétel alapján lehetséges a OR-algoritmus következő 
általánositása tetszőleges valós mátrixra. Legyen A mxn-es va­
lós mátrix és A^'* = A. Képezzük a következő sorozatot: Legye­
nek
(5.1) A (k'J) = « és __
( k = l , 2 , . . . )
(k-1) (k-1)QR-felbontások, ahol tehát Q ill. P mxm-es
es ortogonális, R ^   ^^ ill.  ^^ pedig mxn-es ill.




(5.2) A (k) - i?(/c-:Z)P(fe 1 \  igy A {k) - 1)Q('k 2)
(fe-í j 2j. . o )
Könnyen látható , Ak) Ak-1)hogy A = Q A (k-l)p(k-l) ahol Q(k-1)
(k-1)és P ortogonális mátrixok, igy a sorozat tagjainak szingu­
láris értékei megegyeznek (a szinguláris felbontás definíciója 
és a szinguláris értékek egyértelműsége miatt).
5.1. Tétel; Az igy képzett sorozatra
, . Ak) n Zvm A - S3
k-> °°
Tahol A - V S U szinguláris felbontás.
j (p) (p) 35.1. Lemma: A A -+AK 1A v ->
QR-sorozat. Hasonló igaz az 
A2k+1)3A sorozatra is.
A (2k>A(2k>‘
A u ) A u ) \ A (3)A (3r
közönséges
. . . ->A(2k+l)
A lemma bizonyítása: A k-adik lépés után (k=0íli2iO.o):
Q(2k)R(2k)p (2k)s(2k) _ 
Q(2k)A (2k+l)s (2k)
( Q ^ k  ^ 2^ + 1 ) 2k + l) 2k) j
ahol 2k^q (2k+1  ^ ortogonális, R ( 21< + 1 )s( 2k) pedig felső trian- 
guláris mátrix. (5.3)-ban a jobboldali szorzat tényezőit fel­
cserélve :
R(2k+1)s(2k)Q(2k)Q(2k+1) _ R(2k+l)A(2k+l)J Q(2k+l)
_ R(2k + l)p (2k+D s(2k + l)Q(2k + 1) _ A (2k+2)A (2k + 2)3
A (2k)A (2k) _
(5.3)
azaz a sorozat (k+l)-edik tagját kapjuk.
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Az A ^ A ^ ’ - / 3 )A (3)> A(2k + l ) {2k + l ) J
sorozatról is hasonlóan látható, hogy a sorozat egymást követő 
tagjai a közönséges OR-algoritmus képzési szabályát követik, 
ahol a sorozat tagjainak QR-felbontása:
(5.4 ) A (2k+l)A(2k + l)1 _ {Q(2k + l) Q(2k + 2) H R (2k + 2) s(2k + l) )
Ezzel a lemmát beláttuk. Hasonlóan bizonyítható a következő 
lemma is:
_ _ • . A2) A 2) A2k) A2k)5.2. Lemma: A A-+A A A A es
A U ) ’ 4 (2k+J)' is közönsé­
ges QR-sorozat.
A lemmák bizonyítása után a tétel már néhány észrevétellel 
visszavezethető a 3.5. tételre.
A tétel bizonyítása: Legyen
(5.5) V(k) = Q(0)QU )  ... Q(k\  U(k) = P(Ö)P(])... P{k)
(k=031>23 ...)
Ezekkel
(5 .6 ) A ( k - n p(.k-l)__
A (k-2)p(.k-2)plk-l) _ _ v<.k-l)‘ A )
3 (k )Mivel A = V S U szinguláris felbontás, a H m  U - U és a
k-t- oo
(k) - (k)H m  ’ - V összefüggésekből H m  = S már következik
(5.6) alapján.
* ( 2 )( 2 )* 3Az A A +A A -> ... sorozat (mivel az A A mátrix QR-
sorozata) tagjainak QR-felbontásában szereplő ortogonális mát­
rixok szorzatáról viszont a 5.3. tétel és annak bizonyítása
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alapján tudjuk, hogy
n m  <«(',V J))(e(2 )e<3)> ... <ei2k)QiBk+ n ) - v,k-Voo
•> 2 ■» ugyanis az A A mátrix szinguláris felbontása V S V. , ami
- mivel A A 3 szimmetrikus, pozitiv szemidefinit - egyben spekt-
rálfelbontás is. Azaz l-Cm 7V - 7.k-vc
A>-7 sorozat páros indexű tagjainak konvergenciája a 5.1,(i) (i) ■*lemma második része alapján bizonyítható. Mivel A A
spektrálfelbontása (Q(Ö) V)S2(Q{0) 7) , az 5.3. tétel és az
(5.4) össze függés miatt
lim (Q(1) Q^2) Q(4) ). . A Q <i2k~1) o}2k) ) = Q(0) 7J
amiből - mivel nem-szinguláris - következik, hogy
7 . A2k) _ 7 . A0)A1) A2k) _ ..Lim V = lim Q Q . . . Q - 7 ,
k-*- °° k-*-°°
így H m  7(?0 - 7.
(k )A ZHm £/ - i/ összefüggés hasonlóan igazolható a 5.2. lem-
k-+°°
ma alapján. Ezzel a tételt bebizonyítottuk, sőt mellette meg-
( k ) ( k )kaptuk az U és 7 sorozatok konvergenciáját is.
5.1. Definíció; Azt az eljárást, amely az A mátrixhoz az (5.1) 
és (5.2) összefüggésekkel meghatározott sorozatot rendeli hozzá, 
QRPS-algoritmusnak nevezzük, az (5.1), (5.2) által definiált 
sorozat pedig az A mátrix QRPS-sorozata.
Ha az egyes lépésekben a OR-felbontásokat itt is a 2.A. té­
tel konstrukciója szerint végezzük, akkor a zérus szinguláris 
értékek itt is utolsónak adódnak ki, az U ill. 7 mátrixoknak 
pedig az utolsó n-r ill. m-r oszlopa forgatható el tetszőlege­
sen az I m ( A ' ill. Im(A)^~ altérben (mivel a P ^k  ^ ill. Q^k ^
\
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mátrixoknak az első v oszlopa van csak egyértelműen meghatároz­
va a Schmidt-ortogonalizációnál adott konstrukció szerint), e- 
zek az oszlopok viszont amugyis tetszőlegesen választhatók az 
izotróp altereken belük, mint azt az 1 . fejezetben láttuk.
A QRPS-algoritmus geometriailag jól szemléltethető. Tekint­
sük ugyanis az A mxn-es mátrixot, mint egy A:E +E lineáris 
transzformáció e ^ .
kozó mátrixát. A Q és P ortogonális mátrixok az e_^ 
ill. az „OJ A*f vektorrendszert ortogonalizál ják az E
ill. E térben, igy
, e 6E ill. (=E bázisokra vonat-—n n  •‘-l3 3 •‘-m m
e—n
ß P^0  ^éppen az A leképezés mát­
rixát jelenti az uj bázisokban felirva. Az iteráció során az 
uj báziselemek A - ill. ^'-képeit ismét ortogonalizáljuk, 
mindkét térben egyidejűleg. A 3.1. tétel bizonyításánál láttuk,
hoay H m  Q
+ ™
(0 ) Q{k) = V ill. lim P
fc-yco
(0 ) P w  --
azaz ezeknek a bázistranszformációknak egymásutáni alkalmazá­
sával a transzformált e , e ill. f f  bázisvektorok 3 — n *- 7 3 3-l3 * ° * *- ‘ l---
az U ill. V mátrix oszlopvektoraihoz (azaz a saját bázispárhoz)
kovergálnak az E^ ill. E^ térben. Ezért a QRPS-algoritmus a 
hatványiteráció téglalap alakú mátrixokra vonatkozó általáno­
sításának tekinthető.
Most alkalmazzuk a QRPS-algoritmust úgy, hogy a k-adik lé-
(k-1 )pésben az A mátrix OR-felbontásával párhuzamosan nem az
(k-1 ) JA mátrix OR-felbontását végezzük el, hanem ha
(5 7) __ Q« (,k=l,2, . . . )
(k-1)JQR-felbontás, akkor képezzük az R mátrix QR-felbontását,
és az ebben szereplő felső trianguláris mátrix transzponáltja
leqyen A 
(5.8 )
(k) Azaz képletekkel: ha
R(k - 1 ) _ p ( k - l ) s ( k - l )
QR-felbontás, akkor legyen




(k)így A (,k=l32i...) alsó trianguláris alakú. Az is könnyen lát­
ható, hogy
A(k-l)p <ik-l) _ R a- l ) p (.k-l) _ A (k)
<k-l) (k—1)ahol $ 3 P ortogonális mátrixok, igy a sorozat tagjai­
nak szinguláris értékei megegyeznek.
5.2. Tétel; 
szinguláris




S, ahol a = V S U 3
5.2. Lemma: 4 C j V 2 ) V * V * ) '  ->■ közönséges QR-sorozat.
h lemma bizonyítása: Mivel
= Q(k)R (k)s (k-D (k=l3 2, )
~ (k )QR-felbontásának ortogonális tényezője Q , felső triangulá­
ris tényezője R^k ^S^k * ^ (hiszen az R^k  ^és S^k ^  felső triangu- 
.'.áris mátrixok szorzata is felső trianguláris), a QR-sorozat 
cövetkező tagját a két tényező felcserélésével kapjuk, ami
R(k)s (k-l)Q (k)= R(k)p (k)p (k)J A (k)' Q(k)= A (k+l)A (k+l)’
ezzel a lemmát beláttuk.
A lemmából az is látható, hogy ez algoritmus azért gyorsabb,
mert itt az első lépés kivételével minden lépésben a kapott mát-
- (1) (1 )* rixnak sajat transzponáltjával vett szorzata adja az A A
mátrix közönséges QR-sorozatát. Az eredeti QRPS-algoritmusnak
csak minden második lépéséről lehetett ezt elmondani.
A tétel bizonyítása: Legyen most is
V(k) = Q (0)QU \ o.Q(k\  u(k)=P(0)PU  ) . . .P(k) Oc=l32,a..).
* .
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Az 5.2. lemma miatt
(5.10) U n  A(k\ ^ ’ = S2 és U n  « < 3 V  2 > . . .  8 ( , t )  -- Q ^ ’v,
hiszen mivel A (í) - Q (0) A P (0), ezért á (:Z)á (I) =Q(‘°) AA* Q <'°\ 
igy A^^A^'^ =(Q^'0') V)S2 (Q^°^ V) spektrálfelbontás. Ebből 






mátrixban az utolsó diagonális elemek lesznek zérusok, ha
(2 )r = rang (A ) - rang (á) < m.
(k)Most bebizonyítjuk, hogy ebből lim A = S következik.k-H»
(k )J (k )Jelölje a. (i=l , 2, . . „ m ) az á mátrix sorvektorait, azaz
Ak) _ ,„(*)„(*) U ) /
(k)ahol a. utolsó n-i koordinátája zérus ,,m). Az (5.10)
összefüggés miatt:
/c-TiN 7„•„,,'/l(k)/,(k)',. _ 7. (k) * (k) _ . 2(5.11) l%m {A á )..- Z^m a . a . - 6 . . s .k —  ^  -J ^  *
(l<i}J<m)o
Teljes indukcióval bebizonyítjuk, hogy ebből a fenti feltételek
(k )mellett lim(,A ).. - 6 .. s. (l<i.j<m) következik. (A koordi-k + oo ^  ^  *
nátákat a második index jelöli.) Mivel
„(*)' „(fc) _ U )2
-2 ai2
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. 7 . (fe) 2 ' 4. 7 • (&) _es .(5.11) miatt Zim a,, - 3 ezert Zim a^j -
fe-»-0 'll
Elég a nem-negativ gyököket tekinteni, hisz az (5.9) össze­
ír)függés miatt az A mátrixok diagonális elemei nem-negativak.
(k )Ha már tudjuk, hogy lim a . = 6 .s (j-2..00.p) a p<iPJ P O P
(i<r=rang(A) ) indexekre, akkor mivel 
(5.12) (k)J Q(k) 
~P
a . , , -1 + 1
? (fc) Cfe)
j-2 'l + 1,0 PO (p ooüji)j
és (5.11) alapján ilyen p indexekre Zim a.+(fc) (fe)1 + 7 -/ Oj ezért
az (5.12)’ összefüggést a p=l32,0„.3i indexekre egymásután al­
kalmazva
7 • (fe) h m  a .i + l ,p - 0 (p-2, „ . . i )




-i + 2 -i+Z
J+1 (k)2lim a . . , a . , -  Zim E a „ . - s
3-\j i + l j  3 i+l
ebből lim (fc).,- - s.,- következik, (hiszen az A mátrixok7 i+l.1+1 i+lk-+” ■*
diagonális elemei nem-negativak).
(fc)Ha akkor az ie{ r + 2 m }  indexekre az a . . (j = l3.10
r-l) elemek zérushoz való tartása következik a
(k)J (k)lim a. a = 0 (p=l3„u„3v) összefüggésekből, de mivel
k+°° t P
lim - 0 (q=r+l. „ „ 0 ,i-l ). ebből Zim a ^ ?  = 0 nem követke­ze. <7<7
zik a j=r,..u>i-l indexekre. Viszont
(k )^ (k p 'l (k
lim a: a\ =0, hiszen s . - 0 (i>r)3 igy Zim E a . . - 0,
fe"+°° ^ ^ ^ fe->00 J — l  ^3
(k)amiből Zim a. - 0 már következik. Azaz, ha 5 utolsó m-r dia-
gonális eleme zérus, akkor A utolsó m-r sora is zérushoz 
konvergál. Tehát az algoritmusban a QR-felbontásokat a Gram- 
Schmidt-ortogonalizáció szerint végezve itt is igaz a QRPS-al-
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goritmusnál említett egyértelműség.
Az eredeti QRPS-algoritmusnál adott geometriai szemléltetés
itt is elvégezhető: az E ill. E térben sorozatos bázistransz-n m
formációkat végrehajtva a két tér bázisai az 5.2. tétel alapján 
itt is a saját bázispárhoz konvergálnak. Itt a bázistranszfor­
máció azonban kétszer olyan gyors, mint a QRPS-algoritmusnál, 
hiszen mihelyt az egyik térben felvettünk egy uj bázist, az
leképezés mátrixát rögtön ebben tekintjük.
(k)Megjegyzem, hogy az A mátrixok (k=0,132,..» ) QR-felbon- 
tását természetesen nem a Gram-Schmidt-féle ortogonalizációval 
végezzük, hanem oszloponként elemi forgatásokkal tüntetjük el( fa ) •az A mátrixok diagonális alatti elemeit, miáltal azok foko­
zatosan felső háromszög alakúvá válnak.
Tekintsük csak az első lépést. Azaz, ha A - .n „
^3
valós mátrix, akkor a OR-felbontásában szereplő mxm-es ortogo­




m<n esetben: Q = n n P . , . . .
3=v+l d3
n m
m>n esetben: Q = n II P , . , . . .
3=1 o=z+l
I 0  1
(5.14 ) P .. =«71'
—  eos% . . .. -s^n% . . - ^, ji
f 1. ii • i
—  szn% . . —  oos% . . ---
31 «7^! I 1







tg% . . =
(*-gal mindig a produktum megelőző tagjával transzformált mát­
rix elemeit jelöljük).
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Ha a QR-felbontás egyértelműségére tett feltételek is tel­
jesülnek, akkor ez az eljárás a Schmidt-ortogonalizációjával 
azonos eredményt adja és annál sokkal gyorsabb. A 2.a. tétel 
bizonyításában tett feltételek teljesülnek, ha az input A mát­
rix oszlopait úgy rendezzük át, hogy vesszük az első nem-zérus 
oszlopot, majd mindig a legkisebb indexű olyat, amely az elő­
zőektől lineárisan független. A kimaradó oszlopokat tetszés 
szerint vehetjük sorba (mondjuk természetes sorrendjükben), 
hisz ezek az Im(,A)-^  altérben helyezkednek el, igy a bennük lé­
vő nemkivánatos elemeket eltüntető elemi forgatások is az Im(A)^ - 
altérben forgatnak, és láttuk hogy a Q mátrixnak az ebbe az 
altérbe eső oszlopai is tetszőlegesen elforgathatok.
A fenti átrendezést a sorozat többi tagjára is el kell vé­
gezni, ez azonban nagyon egyszerű, mert az mátrixok
(,k=lí2i o„o) alsó triangulárisak. így, ha az i-edik oszloppal 
bezárólag az oszlopokat már igy vettük sorba, akkor az (i+1)-
edik oszlop pontosan akkor lineárisan független az őt megelő-
(.k)zőktől, ha az addig átrendezett A mátrix i-edik diagonális 
eleme nem-zérus. Ezt kell tehát csak ellenőrizni az (5.13) for­
mulák külső produktumában minden i-re, és zérus diagonális elem
( k )esetén az A mátrix következő oszlopát venni. (Ekkor a (5.14) 
formulában szereplő szögek is mindig kiszámolhatok.)
b/ AZ SVD—ALGORITMUS (Golub és Reinsch, 1970)
Az ismertetésre kerülő algoritmus jól bevált valós tégla­
lap-mátrixok szinguláris felbontására. A mátrix előzetes bi- 
diagonális transzformációja miatt azonban a későbbi transzfor­
mációk geometriai jelentése nem követhető úgy nyomon, mint a 
ORPS-transzformációnál. A módszer részletes leirását Id. C8□ — 
ban.
Legyen A mxn-es valós mátrix (m>n feltehető). Ezt először 
felső bidiagonális alakra hozzuk (azaz nem-zérus elemek csak a 
fődiagonálisban és közvetlenül felette állnak) a következő or­
togonális transzformációkkal:
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(fc) (fc)Jx (k=l3o.o j n)j
$(fc) - J - 2 n (fc) (fc)'Z H (k-1j o ..Jn-2)J
( \ )az x BE ill. v 6P normálisu sikokra való tükrözések. Az — m — n
(.k) (k)£ vektorok megválaszthatok úgy, hogy a transzformált
mátrix az első k oszlopot ill. sort tekintve a fenti alakú le­
gyen. A kapott mátrix tehát bidiagonális és szinguláris érté­
kei az A mátrix szinguláris értékeivel egyeznek meg, szingulá­
ris felbontásának ortogonális mátrixai pedig az őt bidiagonális 
alakra hozó ortogonális transzformációk transzponáltjával való 
visszaszorzás utján nyerhetők, hisz hasonlósági transzformáció­
kat hajtottunk végre rajta. A továbbiakban az A mátrixról fel­
tesszük, hogy már felső bidiagonális alakra hoztuk. Képezzük a 
következő sorozatot:
,AU ) = S U ~iy A (t-l)T(t-l) (i=lj2,.ao)3
(  ^) (i )ahol az S ill. T ortogonális mátrixok n-1 db. elemi for­
gatásból állnak össze úgy, hogy
-• Ci) Ci)eltolásos QR-sorozat. Hogyan kell ehhez az S és T
mátrixokat megválasztani?
Tekintsük csak az első lépést. Jelölje A = A ^  \  S = 
T = T(0). Legyen
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Legyen qj egyelőre tetszőleges. A szögeket
sorrendben választjuk meg, pusztán arra ügyelve, 
hogy az SJ A T - A mátrix is felső bidiagcnális maradjon. Mi­
vel







o e o n
0  qn0 0
57
0 .,-t úgy választjuk, hogy az S * A T 2 mátrixban a diagonális a- 
latt zérus elemek álljanak, azaz
(5.15) o -
q2 sinip2
2 q cosy2+e2 s^ncp2
«2 választása miatt
S 2A T 2 =
cos % 2(q jcos <p 2+e 2 siny2) cos %2(-q^siny2+e2cosy2 )
+sin 2 q2sin 2 
0
) & S 'l'. 2 s i n % 2 [ \





Ezután cp^-at úgy választjuk meg, hogy S2 A T2T^-ban az első sor 
harmadik eleme zérus legyen, azaz
e sin% 9/ r 16) ^* 3 ~ cos% g( -q ^ siny 2 + e2cosy2)+ sin% 2q2 <cosy 2
...s.i.t. S . eltünteti az (i3i-l) pozicióbeli elemet, de az 
(i-l,i+l) pozícióban egy-nemkivánatos elemet hoz be, amit T^ + ^ 
tüntet el (i=2.....n-1)„ Vécnil S eltünteti az (n^n-l) pozició- 
ban álló elemet és csak e^-t változtatja meg. Vegyük észre, hogy 
T^ csak az i-1 és -t-edik sorban és oszlopban, mig az i-1 és 
i-edik sorban, ill. az i-1, i, i+l-edik oszlopban okoz válto­
zást (i=23 .„„sn-l).
Mos megválasztjuk a y2 szöget úgy, hogy A A+A A egy elto- 
lásos OR-algoritmus első lépése legyen. A feltételeket, melyek­
nek ehhez teljesülni kell, a következő (Francistól származó) 
lemmából olvashatjuk ki:
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5.1. Lemma: Legyen az M szimmetrikus, tridiagonális mátrix 
(azaz nem-zérus elemek csak a fodiagonálisban és közvetlenül 
alatta ill. felette találhatók) tetszőleges, de most rögzített 
b valós számmal képzett eltolásos OR-transzformáltja M^. (Azaz, 
ha az M-bl mátrix OR-belbontása Q^ akkor
Nb = h  %  * bI = «i M %  • >
Legyen T tetszőleges olyan ortogonális mátrix, melynek első 
oszlopa megegyezik Q^ első oszlopával és amelyre T3 M T szin­
tén tridiagonális. Ekkor van olyan D diagonális mátrix, diago- 
nálisában +l-ekkel, hogy
T - Qb Do
Bizonyítás: Tekintsük azokat a T = (tj— 2 °°‘ -n■? orto9onális 
mátrixokat, melyeknek első oszlopa, egyelőre tetszőlegesen 
rögzített és melyekre a
M T = M=(m . .) .” .”
'l'J = = l
mátrix tridiagonális. Belátjuk, hogy ekkor t 3 ..0?t előjeltőlci ‘Yl
eltekintve egyértelműen meghatározott, vagyis az ilyen tulaj­
donságú mátrixok egy, a megfelelő előjeleket tartalmazó diago­
nális mátrixszal való szorzás utján kaphatók egymásból. Mivel T 
ortogonális,
(5.17) M T = T M .
A két oldalon az első oszlopokat egyenlővé téve
M tj = mutt * m21 t2
adódik. Ebből, mivel ortonormált rendszer,—1J 3—n '
±1 M ti = ”22(5.18)
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és
(5.19) m22 t_2 = M t_i - rrijj 0
amiből \m^^\= || M ^2~mn  t_^ || a T mátrix fenti választása mellett 
konstans. így (5.19) miatt t_ egy +.l-es szorzótól eltekintve 
egyértelműen meghatározott. Most (5.17) két oldalán a második 
oszlopokat egyenlővé téve, M tridiagonalitása miatt
M U ” 2 2 *2 ”22 — 2 ”32 U
és, mivel T ortogonális,
(5.20) ™12 = Íj M *2 >
(5.21) ™22 -2 M — 2 3
(5.22) ™32 ±3 = M ±2 ~ ™ 1 2 ti ~ ™22 U  >
melyekből | = \\M ~ —1 ~ ™22 — 2 H a T m^trix fenti vá­
lasztása mellett konstans. így (5.22) miatt is +7~es szorzó­
tól eltekintve egyértelműen meghatározott. Hasonlóan látható
be az állitás -re is.—4* —n
Legyen most a Q  ^ mátrix első oszlopa. Már csak azt kell 
megmutatni, hogy M Q^ is tridiagonális, hiszen akkor
az előbbiek alapján a tétel állításában szereplő T mátrix D 
alakban áll elő.
Ugyanis az M-bl = Q^ R^ szimmetrikus, tridiagonális mátrix 
QR-felbontásában szereplő Q^ mátrix az előző fejezet végén mon­
dottak alapján előállítható n-1 db. elemi forgatás szorzataként, 
melyek a diagonális alatti elemeket tüntetik el. Pl.
Qjj - F^.0.Fn_^, ahol F^ az (i^i + 1 ) koordináták sikjában forgat 
(i=l3 ...jn-1). Akkor
(5.23 ) %  M %  = Fn-1 V l  M F1,F2 n-1
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Könnyen látható, hogy M szimmetrikus volta miatt a kapcsos zá­
rójelekben álló mátrixok tridiagonálisak maradnak (ui. elemi 
forgatásokat hajtottunk végre rajtuk, mindig a megfelelő he­
lyen, két szomszédos koordináta sikjában). Ez úgy is fogalmaz­
ható, hogy szimmetrikus, tridiagonális mátrix alakja QR-transz- 
formációval szemben invariáns. Ezzel a tétel bizonyítását befe­
jeztük .
Az eredeti feladatban cp 9 választására visszatérve, legyen b2 2 ^
tetszőleges (b=f=q^ ) valós szám, jelölje M az A 3 A szimmetrikus, 
tridiagonális mátrixot, M^ pedig ennek a b valós számmal kép­
zett eltolásos QR-transzformáltját (az előbbiek miatt a mát­
rix is tridiagonális).
Mivel M tridiagonális, cp^ megválasztható úgy, hogy T^ első 
oszlopa M-bl első oszlopának legyen skalárszorosa:
7 2 e 2(5.24) tg ip2 =   —  .
q2-b
Mivel a T 3 00.3T mátrixok definíciójuknál fogva M-bl első ősz-ó YL
lopát már nem változtatják meg igy T = T 0 „.0 T első oszlopa
cj YL
is M-bl első oszlopának skalárszorosa. De M-bl - Q^ R  ^ miatt ez 
skalárszorosa Q^ első oszlopának is (mivel a Gram-Schmidt-or- 
togonalizáció szerint ez az M-bl tridiagonális mátrix első osz­
lopának normáltja).
A bidiagonalitása miatt (ezt csak a 9 3 %
ő ó YL YL
szögek választásával értük el),
A* ~A = T 3 A* A T = T3 M T
is tridiagonális. Az 5.1. lemma alkalmazásával T - D3 ahol 
D diagonális mátrix diagonálisában +2-ekkel. Az M-bl mátrix 
QR-felbontásában Q^ oszlopait megfelelően előjelezve T = 
azaz A J A = M^. így A 3 A -+ A* A valóban egy eltolásos QR-algorit-
mus első lépése, ahol az eltolás b paraméterének értékére tet-
— 2 „szőleges, g^-től különböző valós számot választhatunk. Wilkin­
son HllD megmutatta, hogy a konvergencia akkor a leggyorsabb, 
ha b az M mátrix alsó 2x2-es sarokminorának a kisebbik sajátér­
téke. Ezen alapszik a C8D-ban leirt program is.
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c / A QPRS- ÉS SVD-ALGORITMUS ÖSSZEHASONLÍTÁSA
Tegyük fel, hogy az A mxn-es valós mátrixot már felső bidia- 
gonális alakra hoztuk. Erre alkalmazzuk a QRPS-algoritmust.
Mivel A egyben felső trianguláris is, QR-felbontása J^ A. 
Legyen az A mátrix QR-felbontása P S, ahol a P nxn-es ortogo­
nális mátrix A sorait orotogonalizálja, S pedig nxm-es felső 
trianguláris mátrix. A sorozat képzési szabálya szerint A ^ ^ = A P a 
melynek QR-felbontását jelölje Q R, ahol a Q mxm-es ortogonális 
mátrix A P oszlopait ortogonalizálja, R pedig mxn-es felső tri-
(2 ) 3diagonalis alakú. A = S I 3 melynek OR-felbontása 1^ S3 igy
(5.25) A kó) = Q A P .
3 (2)* ( 2 )Az 5.2. lemma szerint a A A -*■ A A hozzárendelés QR-transz-
formáció.
A P és Q mátrixokat most nem A 3, majd A P oszlopainak orto- 
gonalizálásával állitjuk elő, hanem elemi forgatások szorzata­
ként. Ha az oszlopokat itt is a Gram-Schmidt-ortogonalizációval 
szokásos módon vesszük sorba, akkor a P és Q mátrixok egyértel­
művé tehetők az első r oszlopot tekintve, ahol v=rang(A). Mivel 
A 3 és A P alsó- ill. felső bidiagonális alakú, az oszlopok li­
neáris függetlenségének ellenőrzése nagyon egyszerű. Felső bi­
diagonális mátrixoknál ugyanis az í-edik oszlop lineárisan függ 
az előzőektől, ha q .=03 alsó bidiagonális mátrixoknál pedig, ha 
e^+j=0. Ilyen esetekben azonban mátrixunk két alacsonyabb rendű 
mátrixra hasitható szét (melyek felső- és alsó, ill. alsó- és 
felső bidiagonális alakúak), és melyek szinguláris értékeit kü- 
lön-külön meghatározva az eredeti mátrix szinguláris értékeit 
kapjuk.
Feltehető tehát, hogy az oszlopok lineárisan függetlenek. 
Ekkor az elemi forgatások leirása a következő:




-- cos cp .v





-sin <p . v






épp az -t-edik diagonális alatti elemet tünteti el /^-ban. Eh­









a (2 .1 ) pozicióbeli elemet zérussá téve tg%2 =
Láthatjuk, hogy P^ csak az i-1 és -i-edik sort 







(5.26) tgq 57 * to'i
e .%
q . iCOsq . , ( i=3 3 4 . . o j n ),
Könnyen látható, hogy P. a P „ , . . . , P . _ ,  által már zérussá tett'l ti "VJ.
elemeket változatlanul hagyja ...,«), a kapott
S J J •> J J





, . g0s-incp0+e2szmp2 ^2 2
g^ COSCPgUOSCp^
+e^ siruf^ q^sim




g , sirup - n^-i n-i
O -COSCp ,öOSCp^n-í n-I n
+e sinw n n
q siny ^n n
q GO 3d)^n n
Ezután legyen Q = Q 2 Q ^ . . . Qn> ahol
(A Q. ill. P. mátrixok mxm- ill. nxn-esek.)t z
y
Mivel A P - (P A ) t ezért A P alsó bidiagonális alakú, és 
(í-l)-edik diagonális alatti elemet eltüntető Q. mátrixot az"Is









(q . I cosq) . -.Qosm.+e .sirua .)oos% . ~
( i=3 3 4 3 . . . 3 n ).
Szintén látható, hogy Q. az első i-1 oszlop zérusait már nem'Is
változtatja (-C=Z3 4 3 . . . n ). 3
3 ~ j ~ * ( 9) 3 ( 2) *Láttuk, hogy mind A A -* A A, mind A A -+ A A az A A 
szimmetrikus mátrixon végrehajtott eltolásos- ill. közönséges 
QR-transz formáció . A Gram-Schmidt-ortogonalizáció konstrukciójá­
ból következik, hogy megfelelő feltételek mellett a transzfor­
mációs mátrixok is megegyeznek, pontosabban a következő igaz:
5.3. Tétel: Ha az A mxn-es valós mátrix rangja min{m3n}3 
akkor a Golub-féle nem eltolásos SVD-algoritmus és a bidiago- 
nális mátrixokra előbb ismertetett QRPS-algoritmus elemi forga­
tásmátrixaira az előbbi jelölésekkel:
T^ — P  ^ és S^ — Q ( i- 2, 3, . . . , n ) .
Bizonyítás: A (4.10) képlet alapján, ha b=0 értéket választunk,
6 2tg%9 = —  adódik, ami éppen a P -beli forgatás szöge, tehát ^ q 2 - z
T2=^2’ Az képlet alapján S -t épp úgy fejezhetjük ki cp^
-vei, mint Q2~ t. Ez nem meglepő, hisz Q2 az A P mátrix első 
oszlopát ortogonalizálja, az viszont csak P^-től függ. így
S2 " ®2‘
T2 esetében tp^ közvetlenül cp^ függvénye, hisz először a 
P^ (i=23...3n ) transzformációkat választjuk meg. Az SVD-algo- 
ritmusban S .-két és r.-ket váltakozva határozzuk meg. Az (5.16) 
képletben eos%2~ve 1 leosztva, és tg%2~re az (5.15) kifejezést 
behelyettesitve:
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tg<p, -  -
eg t^ 2_______________
qj8imp2+ e2öosip2 + tg$ 2 q2cos<$2
tp2 választása miatt azonban -q^ sin<s> ^ + e ^ aos cp^ = 03 igy tg%^- 
vei leosztva:
tg<p7 = q 2oos<p £
adódik, ami megegyezik az (5.16) képletben tg% értékével. így 
T 7 - P, „.. s.i.to T. = P. (i=2t ...jn ).
Az S . - Q . egyenlőségek közvetlenül a megfelelő képletek7- 'V ~
összehasonlításával láthatók, hisz a Q. mátrixokban %. épp úgy“Is 'l'
függ a <p«3. ..,<p. (i-3, . . . ,n) szögektől, mint az S. mátrixok-
ban (i=S> A T^=P^ egyenlőségek kis számolással nyerhetők
(a T. mátrixokban a <p . szög % ._7-gyel van kifejezve, ez viszont"V X* Xs 1
felírható cp._7-gyel). Ezzel a tételt beláttuk.
A QRPS-algoritmus gyorsított változatát alkalmazva is ugyan­
ezeket a lépéseket kapjuk:
Mivel az A mxn-es felső bidiagonális mátrix QR-felbontása 
Im A, az A ' mátrix QR-felbontása pedig P S, ezért itt is
= S* = A (1 )
■ * - U )  _ J
P. Ha az A v * ' mátrix QR-felbontása $ R, akkor 
R = Q A'M ' = Q A Pj ami épp az (5.25) összefüggésben szereplő 
mátrix. Itt azonban még az R 3 mátrix QR-felbontását is el kell
végezni. Legyen ez P^2^P^2  ^
= Q * A P P( 1 ) ^  5 )
amiből A (2)- - R P( 2 } -
ahol P épp az (5.25)-beli mátrix sorait orto- 
gonalizálja, azaz az előbb ismertetett algoritmus következő lé­
pését adja.
Tehát ugyanazokat a forgatásokat kell itt is elvégeznünk, 
mint az eredeti QRPS-algoritmusban bidiagonális mátrixok ese-
- (2) (2)ten, csak itt A épp az ottani A -nek felel meg. Ez érthető
is, hisz tetszőleges mátrixra alkalmazva a ORPS-algoritmust
(k) (k ) 3ill. annak gyorsított változatát, utóbbinál A A (k=li23...,
adta az A A 3 mátrix közönséges QR-sorozatát, mig előbbinél 
( 2k) (2k)JA A (k=lt2S .o .). Azaz a közönséges QRPS-algoritmusban
két lépést elvégezve, majd a kapott mátrixot saját transzponált-
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jával megszorozva, ennek a mátrixnak L L* alakban való előállí­
tása (ahol L alsó trianguláris mátrix) adja a gyorsított algo­
ritmus egy lépését, hisz ott a sorozat tagjai alsó triangulári- 
sak. (Megjegyezzük, hogy az L L alakban való eloallitas szim­
metrikus, pozitiv szemidefinit mátrixokra egyértelmű, ha még 
azt is tudjuk, hogy az L alsó trianguláris mátrix diagonális 
elemei nem-negativak).
Általános téglalapmátrixok esetén az SVD eljárás a mátrixot 
először bidiagonális alakra hozza. A ORPS-algoritmus közvetle­
nül alkalmazható tetszőleges téglalapmátrixra, bidiagonális mát­
rixokra láttuk, hogy bizonyos megszorítások mellett ugyanazokat 
a lépéseket adja.
A QRPS-algoritmus gyorsított változatára a függelék f. az 
SVD-algoritmusra pedig a függelék e.részében ALGOL nyelven irt 
számitógépes program található (a programot az MTA CDC 3300-as 
gépén futtatuk ).
A QRPS- és az SVD-eljárás konvergenciájának gyorsasága meg­
egyezik a közönséges- és az eltolásos QR-algoritmus gyorsaságá­
val (a QRPS gyorsított változatában a lépésszám feleannyi), 
hisz a konvergenciabizonyitásokban ilyenekre vezettük őket visz- 
sza. Wilkinson Cl 1+3 megmutatta, hogy a közönséges QR-algoritmus 
globálisan konvergens és asszimptotikusan majdnem mindig harmad­
rendű a konvergenciája, mig az eltolásos OR-algoritmus konver­
genciája az eltolás megfelelő választása mellett globálisan har­
madrendű. Ez azt jelenti, hogy ha a szinguláris értékek jól el­
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M ET HOODIAGONAL I 7 AT ION METHCO OP, IGTNMED IV' JACDf» AND ADAPTEC BY VON ■( Eil MANN F O R  LARGE COM PIT EPS AS FOUND IN • MATHE » AT I r f METHIOS FOR DIGITAL COMPUTERS', EDITED PY A. RALSTON AND H.S. NILE, JOHN NIL E Y AND SONS, MEW YORK, ISA2, CH*’TFP
SUBKÜUT IN E EICEN(A,R,N,MV) C l ME NS ION A ( I ), R < 1 )
IF A DOJ3LE PRECISION VERSION OF THIS RCI.TINF TS DFSTRFD, THR 
C INOLJMN 1 SHUILC PE REMOVED FROM THF DOIPLE FPpriSICN j TAT EM ENT TH1CH FOLLOWS.
CJUBLE PRECIS II N A,R,ANOPM ,ANF MX,TFP»X,Y ,SINX ,SI NX2 ,COSX, l CDSX2,SINCS .RANGE
THE C MUSI ALSO BE REMOVED FROM COl.BLE PRECISION STATEMENTS 
aPPEARUG IN )THFR ROI.IT INFS JSEO IN CONJUNCTION WITH THIS KUJTINE.
THE DO ISLE RRECISICN VERSION OF THIS SUBROUTINE MST «l.Sn
cccccc
CONTAIN D1JBLE PRECISION F ’RTn A N F '>!•'* 
* J ,  ' 6 8 # 7 5 ,  ANtt 78 M'IST BE CHANGED- TO 
o 2 MUST RE C FANGE C TU OARS. THE CF M S T 




sor i  t o
AR £ T K 
JT'. t f m r m t
STA TF vr * T 0 E IG O  5pn 
Fr AT EVFN.T E!GE 5^0  
A SHO’ M.h FTGF 600  
F I G p 6 ’ 0 
FIFE  620
c FTGP 740c BEN ER AT E ID EN TITY MATRIX E I G F 6  50c FI  GE 660
ti Ra NGE=1.0 E- 6 F _ r r r  f-rr,
IF (MV- 1) 1 0 , 2  5 , 1 ) E I G p 600
Í J i  Ű=- N El C 5 600
Oü 20 J = 1 ,N EIG c  ^ 0 0
IU=IC+N EIGF 710
DJ 20 1 = 1 , M EIGE 720
IJ=ICH- I ETGF 1 30
R( I J ) = 0 . 0 EIGE 740
IF < I - J  ) 2 0 , 1 5 , 2 0 EIGE t <30
15 K ( I J  » = 1.0 EIGE o 6 o
2 ü CUNT INllE ETGF 770
c FIGE ^ 8 0
c uüuPITE I N I T I A L  AN C F INAI NORMS (ANOP.M AND A I 3 "I V  > ) EIGE 7 ° 0c V« J FT Gc FOO
25 a n l k m =o . o f t r  f r,1 n
Cü 35 1 = 1 , U GTGF R 70
CJ 3 5 J = I , 0 r_r r r  fro
Í F ( I - J )  3 0 , 3 5 , 3 0 EICE 8 40
3 ) I A = 1 + ( J * J - J ) / 2 FT £ r  pe;:)
ANUK M = ANO RM+A ( IA ) * A (  I í  ) E T G p P  4 0
35 C(JNT IN IE r.jrc  f r » , o
I F ( a N)RM) 16 5 ,  l f  5 , 4 0 F I G r  PRO
4 j A N Ü  K M =  1 . 4 14*S Q  R T ( ANO R M ) F-TPF F •■'O
ANKMX=ÁNnRM*P ANGE/FLOATEN ) FT OF ° 0 0
c C 7 r  r  Oc I N I T I A L I Z E  INDICATORS AM!) COMP H F  “ HP. FFF" LO ,  "UP F T C F °  20
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I ND=0 FTCF r,An
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45 TH R  =  THR/FL 1AT ( 1 ) F T r  f  o r  n
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L 0 = ( L * L - L ) / 2 FTGr l n 30
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KÜTATE L ANII M COLUMNS
ILC=N*(L-I)IMU=N*(M- 1)
Cü 125 1=1,N IU=( I* I-I )/2 IF( I-L ) 90, 115,90 80 IF(I-M) 85, 115,S0 85 IM=1+MQ GU TÜ 9*90 IM=M+IC
95 IF ( I - L )  1 0 ) ,  1 0 5 , 1 0 5  
100 1L=1+LQ 
Gu Tü 113 
xO 5 1 L = L * I 0110 X=A( IL )*CCISX- A ( 1M )*SINX
A( IM )=A(  IL)*S INX*A(IM)*CilSX Al IL ) = X115 1F(HV- 1) 12), 12 5,120 120 ILK= ILO+T IHK=1MQ+IX=K( ILR)*C'1SX-R (IMR)*SINX R(IMK1=R( ILR)*S INX+R(IMR)*C0SX K ( IL K) *X 125 LJNTllTJE
a =2 . 0 * A ( L M ) * S I N C S  
Y= A( LL ) *CnSX2+ A MM )* S INX 2-X  
X = A( Ll )*S I 1X2+ 4 (1. M ) * C C SX2+XA( LM ) = (A(LL )-A (MM ) )*S JNCS+A (LM)* (C.r <X2-CTNX2 ) A< LL )=Y 
A ( MM ) = X
TEiTS F M  CC MPLET TCN
T E i T  F0< M = LAST Cm JMM
130 IF(M-N) 133,140*135 135 M = M+ 1
GU Tü 60
TEST FŐM L = SECriNT FROM LAST T U J M f i
IF(L-h-ll) 143,150,145 
L = L+1
Gu TU 55IF ( 1.10- 1) IM, 15 5, lóCI Hü= 0 LJ TO 50
LCMUARF THRESHOLD LTTH F IN*L MODM
0 160 AF ( r HK-AN R MX) 165,165,45 
; 5ut<T EIGENVALUES «IvC E I  C ENVFCTfiP S
165 Iu=-N
0Ű 183 1=1, N
WO195
l6U155
EIGE1170 EIGE1180 EIGFllqO EIGE1200 EIGF1210 EIGF1220 EIGE1230 EIGE12M EIGE1250 EIGE1260 EIGF1270 RTGF1280 E1GF12°0 EIGF1300 EIGE1310 EIGF1320 EIGE1330 EIGF13M FT GF1350 FIGE1360 ETGE1370 ETGF13R0 EIGFl300 ETGE1AOO ETGEl'10 EIGE1420 
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FTC EU 10 EIGF162) ETGF1630 ETCE1640 EI GET 650 ETGE 1660 ETGFIX-’O ETGE1680 EIGE16O0 ETGE1700 CTGF1710 EIGFl^ OO 
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77
1 7 0
i t  5
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SUBROUTINE GIVO 1 ( A., B , KMAX , N S I B  , VAI l ,M SUB I F204 3C EIGENV 4LJ ES AWO c 1CENV EC TO R S HF A REAL SYMMETRIC MATRIX F2D4 4PROGRAM IS WRITTEN FIR SINGLE FRECISTON VARIABLES SIGNIFICANCE UF USEC SYMBOLS NSUB IS ACTUAL SIZE IF A SQUARE MATRIXNM AX iS MAXIMAL ALLOWED SIZE IF A IIP'.T SQUARE MATRIX A 
MSJB NJMBER OF REQUIREC EIGENVALUESIF MSiIB>0. PROGRAM WRITES EVEM CORRESPONDING EIGEN VECTORS IF MSUBCO PR JGRAM CCMPUTES 0|.|i_Y EIGEMVALLES (TFERFFORF. IT IS CITHER )A - INPUT MATRIX (NMAX.NSLB)A - IF EIGENVECTORS ARE TO BF PBTA IN ED ,THFY ATc STOPCO IN FIRST MS JB ROWS OF MATRIX A*1» ******** ATT ENT M  N ******************* ************
MATRIX A IS DESTROYED IN TEE PF 1CESB nF COMPUTING
m a t r i x  b i n s u b . n s j b ) w o r k i n g  s p a c f  usee  For the  r u r f t s e s  of prggram
v e k t o r  VALU(MSUB) GOTPIT VEKTOR FOR STORING OF REQLIREC NUMBER MSUB OF
EIGENVALUES;F T C ENVAI1F S ARE SIORfO I H DESCEKDIKG SECMENCE
c remarks; first ms ie rows of a arf meaningful rm y  ’f msubst t c cgcfdC RELATION UMAX>NSJB>MSUB IS VALID VFERF S IS NOT SNAP0DIMENSION A (NMí X,NSO B ) • B ( N SUB »'! SLF ) , VALL (M SUB) F20ADIME NS IUN QVECI 2 )2 ) ,V.UL (2CC ) ,Q(2C2 ) ,U( 2C 0) .INDEX (2 CO) .FACT IF, ( 200) F20401 ME NS MN V (2 J2) ,T( 20G ,3 ) ,C TAG (2C0 ) .SLPERD (2f 01 C(.?DO) F204Oi MENS ION PVFC.(2T2) F?OAEwUIVaLFNCE (wVECtVALL . F M  lop-.lj) , ( p VF <- ,Q\FC , 0 ,'M , ( TE M P , n) F204EuUIVALENCE ( I 2. IT ER ) . (SOM .MATCH) . (CIV. SC ALAR »TA’M F20-'







CHECK FOR REP F AT E C E 1 OEM VALLE F204 118
1F( I . E Q . l  ) GO TO 725 F204 119
720 IF (VALIK I - l ) - V A L U ( I  ) - E P S l  ) 72C, 1 2 5 , 725 F2 04 120
725 I l = -  L F204 1 2 1
730 11 = 11*-1 F204 122
T RI ANGULAR IZE CÜ-DI  AGCNAL FORR AFTER EIGENVALLE S'JBTRACTICK F20A 123
CO /6 0  L= 1»N F204 124
V ( L ) =EPS1 F204 125
I F ( U . N E . O )  V (L ) = RNDM (TEMP ) F20A 126
T ( L» 2 ) =01 AG ( L l -VALU ( I ) F204 IP"’
IF ( L - N )  7 4 0 ,  1 2 5 , 7 4 0 F204 128
735 T ( L,3)  =0.0 F204 129
GO TO 765 F204 130
7 4 0 T ( L , 3 1 =SJ PERO( L ) F204 131
IF I T I U 3 I I  7 5 0 ,  7 4 5 . 7  5 5 F204 132
745 T ( L , 3 1 =EPS 1 F204 133
750 T ( L + 1, I ) = T ( L ,  3 ) F204 T 34
760 CÜNT INUE F204 135
76 5 CO 820 J= 1, N F 204 136
T ( J, 1) = T ( J , 2 ) F204 1 37
T i J ,  2 ) = T ( J , 3) F204 13P
T ( J , 3 1 = 0 . 0 F2(V 13*
VTEMP=ABS ( T ( J , 1) ) F204 140
IF ( J - N l  7 8 5 ,  7 7 0 , 7 8 5 F204 141
7 7 0 IF (VTEMP) 8 2 0 ,  7 8 0 , 8 2 0 F204 14 2
780 K J ,  11 =EPS 1 F204 143
GU TO 820 F204 144
785 INDEX«J)=0 F204 145
IF (ABS ( T ( J + 1 ,  1) l -V TEM P)  e 1 0 ,  3 1 0 ,  7 9 C F204 146
790 INDEX«J) = l F204 147
DO 800 K= 1 ,3 F204 14P
VT EMP=T( J , K ) F20/ 149
T( J, K)= T(  J * 1 , K ) F204 150
TI J+ 1« K ) = VT EM P F204 15 1
800 CO NT INUE F 2 0 t 152
810 VrEMP =T ( J* -1 ,  1) / T  ( J , l ) F204 1 52
FACT OR( J ) =VT EMP F204 15<
T ( J + l , 2 ) = T ( J + l , 2 1 -  VTEMP * T ( J , 2 ) F2<V 15f
T ( J * 1 ,  3) = T(  J + 1 , 3 1 -  VTEMP * T ( J , 3 ) F204 156
820 CONTINUE F204 157
BACK SUBS T IT  IT E TU OBTAIN EIGENVECTOR F204 15f
830 IT ER = 1 F20A 15C
V ( N+ 11 =0 . F204 16(
V ( N+2 1=0. F204 16:
IF ( 111 9 2 0 , 8 6 5 , 9 2 0 F204 ia;
86 0 DO 870 L I  = 1. N F204 ?62
L=N *1 -L1 F204 16<
V( L 1 = (V (  L 1 - T ( L , 2 1 * V (  L ♦ 1 ) - T ( L , 2 ) * V (  H 2  ) ) /  t ( L , 1) F206 16'
870 CONTINUE F204 16)
GO TO ( 8 7 5 , 9 1 9  ) , ITER F204 16'
PERFORM S ECONO ITERATION F204 16)
875 IT ER =2 F204 16«
880 CO 9 10 L= 2,  N F2 04 17(
TEMP = 1NDE X(L -  1 ) F204 17
IF (TEMP) 8 9 5 ,  9 0 0 , 89C F204 17:890 VTEMP=V (L -1) F204 17:
V ( L -  11=V(LI F204 17-




9 10 CUNT IM1IF F204 177Gü TU 860 F204 17RÜKThUGUNALIZE VECTOR 1) ITI-ERS A5SrCIATFP M1H REPEATED VALUE F204 17«
919 IMID 920,945,920 F204 180920 CLNTINJE921 Gü 9*0 Ll -í, I 1 F204 131K=I-L1 F20it 182VTEMP-O.D F204 183Cü 9 30 J= 1» N F204 184900 VCEMP=VTEMP«-A < J ,K l*VIJI F20< 188CÜ 9 **0 J= 1, N F? 04 136990 V(J)*V(J)-A<J,KI^VTEMF F204 187Gü Tü (830,945), ITFR F 204 188NORMAL I ZF 9 Ef.T 13 F204 130995 VNÜKN2 =0.0 F20* 190Gü 950 L= 1,N F204 1°195 0 VNüKM2=VN 0RM2+V (L )*'' (L ) F20«:. 1° ?VNükM=SQRT (VNCM2) F204 1 O3Uü 9 60 J= 1, N F204 1°496 0 A( J, I)=V( J )/VN ÍPM C204 10 c9/0 CL NT IN )E F204 106FüTATlUN OF Cl-CIAGPNAL VECTORS INTO Mr TP.IX EIGENVECTORS F204 107F 204 lop
DU 9 90 1= 1, M F204 19°Gü 980 K=2,N F204 200<)( K) =0.0 F204 201Űü 9 80 J = 2, N *2<y 2029ö0 J(K)=d(K)*8(J»K)*A(J,I) F204 20 3CU 990 J = 2, N F204 204






A N S I  F O R T R A N  ( 2 . 3 ) / M A S T E R  I N T E G E R  W O R D  « I Z E  = 1 , * O P T I O N  I S  C FF , 0 O P T I O N  IS O F F  0 5 / 0 3 / 8 9  P A G E  0 0 1
LN 00 0 1 SUBROUTINE HOW ( f-VAR, M O IM , N VE C T ,R , E , V , A,9,C,0>
LN 00 0 2 C
LN 0003 c MV=ORDER CF THE INPUT MATRIX R
LN 000 9 c MOIM= DIMENSIONED SIZE OF R IN THE MAIN PROGRAM
LN 000 5 c N V= NU M EC R CF EIGENVECTORS RE CUIREDA
LN 00 06 c E=T HE VECTOR, IN WHICH THE EIGENVALUES ARE RETURNED
LN 00 07 c V =THE MATRIX, IN THE COLUMNS OF WHICH THE EIGENVECTORS RETURN
LN 000 8 c A ,3 ,C , C- WORKSPACE VECTORS
LN 0009 c
LN 0010 DIMENSION R (1), E( 1) , V (1>,A(1),B(1),C(1),D(1)
LN 0011 EQUIVALENCE f SI »I SI) , ( S2 , IS2 )
LN 0012 M=MV A R
LN 0013 MD=ND IM
LN 001«» NV=NVECT
LN 0015 MS=M* M
LN 001b IF(M-l) 100,97,96
LN 0017 96 Ml= M- 1
LN 0318 c TRI-DIAGONALIZE THE MATFIX.
LN 0019 M2= Ml*MC + M
LN 002U M3=M2 - MC
LN 0021 M 9 = MQ♦ 1
LN 0022 L =0
LN 0023 PRINT 311
LN 0029 311 FORMAT (* ELEMENTS OT R*>
LN 0025 c A- 3A MENTI AT R 0IAG0NALI3AT
LN 0026 DO 1 1 = 1 ,M2,M9
LN 0027 L = L +1
LN 0028 1 A (L) = R (I)
LN 0029 8 ( 1) = 3 .
LN 0 330 I F (M - 2 ) 13,2,3
LN 0031 3 KK= ü
LN 0032 9 DO 15 K~2 ,Ml
LN 00 33 KL = KK +K
LN 00 39 KU=KK+M
LN 00 35 K J=K + 1
LN 003b SUM= 0 .
LN 0037 DO 9 J=NL,KU
LN 0033 9 SUM=SUM*R ( J) *  *2
LN 00 39 S = S CR T (SUM)
LN 0090 IF ( S . LE. C. 00 0001 ) GO TO 151
LN 0091 Z=R(KL)
LN 0092 c OlTRIDIAGGNALIS MATRIX DIAGONALIS ALATTI ELEMEI
LN 00 93 c ClTRA NSZFCRMALO U VEKTOR
LN 0399 8 (K> = SIGN (S,-Z)
LN 0095 S=l./S
LN 00 96 C ( K ) = 3QRT (A ES ( Z ) *  S+ 1 . )
LN 0097 X = SI G N (S/C <K> ,Z)
LN 0098 R (KL) =C(K)
LN 0099 DO 5 I=KJ,M
LN 0050 JJ=I+KK
LN 0051 C d  ) = X*R( JJ)
LN 0052 c A TRANSZFOFMALO VEKTORT R ALSO FELERE RAKJA AT
89






















































R (J J) =C( I)
5 CONTINUE 
DO 8 J=K,M 
JJ=J+ 1
D (J) = 0 •
L=KK+J 
00 6 I-K » J 
L=L + M 0
6 D (J) = D ( J) + R(L»*C (I)
IF(JJ-M) 7,7,9
151 B (K > = 0
GO TG 15




DO 10 J-K ,M
10 X = X +C(J ) *0 <J )
X=0.5*X
DO 11 I=K,M
11 D (I) = X*C (I)-Dll)
LL = KK
KK=KK+MD 
DO 153 I=K,M 
LL = LL + MD 
DO 153 J=I , M 
L = LL + J
C R ALSC FELEHEN KELETKEZIK A TR A N5 Z F CR J*A LT MATRIX IS. FELSŐ RÉSZ E
C BEN MARAD AZ EREDETI MATRIX
R(L) = R (L > + 0<T)*C (J) *D( J) » Cd )
153 CONTINUE 
15 CONTINUE




312 FORMAT (* ELEMENTS Or 0*)
DO 313 J=1,M
313 PRINT 310 , (J ,0 ( J))
C Ai A TRIOIACONALIS MATRIX DIAC-ONALISA
L = 1
DO 12 1=1,M 
X = A (I >
A (I) = R(L )
R (L ) = X
12 L=L + M A
2 B(M) = RIM3)
PRINT 302
302 FORMAT«* ELEMENTS OF THE TRI DIAG ONALISE J MATRIX*)
DO 300 1=1,M
300 PRINT 301 , (All) ,0(1 ) )
301 FORMA T (ÍF10.3)
91

A N S I  F 0 R T R A N < 2 .  3 Í / M A S T E R  I N T E G E R  W O R O  S I Z E O P T I O N  I S  CFF , 0 O P T I O N  I S  O F F  0 5 / 0 3 / 8 4 P A G E  0 0 3
LN 0105 C COMPUTE EIGENVALUES.
LN 010 6 13 BD= A3 3 (A 11) )
LN 0107 00 14 1=2,M
LN 010 8 14 B0=AMAX1 (3C,A3S (A (I) ) +9(1 )**2)
LN 0109 3 0=BD + 1.
LN 0110 00 16 1=1, M
LN 0111 A (I)= A (D/3D
LN 0112 B CI) = 3(I) /B r
LN 0113 D(II = 1.
LN 0114 16 E (I)=-1.
LN 0115 DO 37 K = 1 ,M
LN 0116 17 IF ( (0 <K )-E (K) )/AMAX 1 (ABÍ (Ü(K ) ), ABS (E ( K> ) , 1. OE
LN 0117 18 X=(D(K)+E(K) ) *0. 5
LN 0118 IS 2=1
LN 0119 G (1 ) = A (1) -X
LN 0120 IF (C (1) ) 15,20,20
LN 0121 19 IS1=-1
LN 0122 N = 0
LN 0123 GO TO 21
LN 0124 20 IS1 = 1
LN 0125 N=i
LN 0126 21 DO 31 1=2,M
LN 0127 IF (B (I ) ) 22,26, 22
LN 0128 22 IF (B ( I-1>) 23,27,23
LN 0129 23 IF (ABS (C(I *1) ) + ABS (C ( J-2 ) ) -1 .0E-15) 24,25,2 5
LN 0130 24 C(I-1)=C (1-1) *1.0E15
LN 0131 C (1-2 ) = C (1-2) *  1, 0E15
LN 0132 25 C (I )= (A(I)-X) *C( I-L) -B (I) **2*C(I-2)
LN 0133 GO TO 28
LN 0134 26 C (I)= (A(I)-X) *SIGN(1.0,51)
LN 0135 GO TO 28
LN 0136 27 C (I)= (A(I)-X)*C(T-1)-SIGN(B(I)**2»S2)
LN 0137 28 S2=Si
LN 0138 IF (CCD) 25,30,25
LN 0139 29 S1=SIGN(S1, C ( I)>
LN 0 140 IF ( IS 2+ IS1 ) 30,31,33
LN 0141 3 0 N = N + 1
LN 0142 31 CONTINUE
LN 0143 N =M-N
LN 0144 IF (N-K) 34 ,32,32
LN 0145 32 DO 33 J=K,N
LN 0146 33 D(J )= X
LN 0147 34 N =N + 1
LN 0148 IF (M-N) 17,35,35
LN 0149 3 5 DO 36 J= N , M
LN 0150 IF ( X-E ( J) ) 17,17,36
LN 0151 3 6 E (J ) = X
LN 0152 GO TO 17
LN 0153 3 7 CONTINUE
LN 0154 DO 38 1=1,M
LN 0155 A (I) = A (I) *BD




ANS I  F0RTRAN( 2 .  3 ) / M A S T E R  IN TEGZ R -IORC S I  iE = 1 , * OPTION I S  CFF
LN 0157 38 C (I ) = ( C(I) + E ( I) ) »29 *0. 5
LN 0158 M 1=M
LN 0159 K = 1
LN 0 16 Ü 39 1=1
LN 0161 AO DO A3 J= 1» Ml
LN 0162 IF (I-J) A1 * A3» A1
LN 0163 Al IF (C (I)-C(J) ) A3,A3, A2
LN 01 6 A A2 I=J
LN 0165 GO TO AO
LN 0166 A3 CON TINUE
LN 0167 £ (K )= C (I)
LN 0168 K =K +1
LN 0169 Ml= Ml-1
LN 0 170 IF (I-Ml-1) AA,A6,A5
LN 0171 AA DO A5 M 2 = 1 ,M 1
LN 0172 A5 C (M2)=C (M2 + 1)
LN 0173 A6 IF ( Ml - 1) A7,A7,3 9
LN 0 17 A A 7 E <K) = C (1)
LN 0175 IF (I SIGN (1,NV) ) 79,76,76
LN 0176 76 DO 77 1 = 1, M
LN 0177 77 C (I ) = E (I )
LN 0178 J = M
LN 0179 DO 79 1=1,M
LN 0180 E (I) = C (J)
LN 0181 79 J = J-1
LN 0192 7 9 CONTINUE
LN 0183 C DECIDE WHETHER TO COMPUTE EIGENVECTORS
LN 018 A IF (NV) A 9 , 59 , A 8
LN 0185 A 5 K X = IA 3 S (N V )
LN 0186 J = 1
LN 018 7 DO 58 INV=1,KX
LN 0189 X=A(1) -E (INV)
LN 0189 -< II vjj ro
L N 0190 M 1 =M- 1
LN 0191 DO 5A 1=1,Mi
LN 0192 I J= J + I-i
LN 0193 IF (A 3S (X)-A9S (9 (IH ) ) >A9,51,53
LN 01 9 A 49 C(I) = 9(1+1)
LN 0195 O (I)=A(I+1)-E(INV)
LN 0196 V(IJ> =9 (1 + 2)
LN 0197 Z = -X/C (I)
L N 0198 X =Z*D( I)+Y
LN 0199 IF (Ml-C) 50,9A, 50
LN 02 0 0 5 j Y = Z* V (IJ)
LN 0 iOl GO TO 5A
LN 0202 51 IF (X) 53,52, 53
LN 0 23 3 52 X=l.Ol -10
LN 0 20 A 53 C (I)= X
LN 020 5 D (I) = Y
LN 020 6 V (IJ) = 0.
LN 020 7 X = A(I + 1)-(8(I + 1)/X» Y +F (INV))
LN 0209 Y=3(I+2)
, 0 O P T I O N  IS
HOW MAN.
O F F 0 5 / 0 3 7 8 A P A G E  0 0 A
95

A N S I  F O R T R A N  ( 2 . 3 ) / M A S T E R I N T E G E R  W O R E  S I Z E 1 * O P T I O N  I S,
LN 0209 59 CONTINUE
LN 0210 MJ=M + J-l
LN 0211 IF (X) 56,60,56
LN 0212 56 V (MJ)=1./X
LN 0213 57 I=M1
LN 0219 IJ=J + 1-1
LN 0215 V(IJ) = (1.-D(I)*V(MJ). )/C( I)
LN 0216 X=V <MJ)**2+V(IJ> **2
LN 021 7 58 1=1-1
LN 0218 I J= J + I -1
LN 0 219 IF (I) 59,61,59
LN 0220 59 V<IJ > = (1.0-(Dili* V(IJ + i>+V(IJ)*V(IJ + 2>>>/C<I>
LN 0221 X=X + V (IJ> **2
LN 0222 GO TO 58
LN 0223 60 V(MJ)=1.0E10
L N 0 22 9 GO TO 57
LN 0 22 5 61 X = SQR T (X)
LN 0226 DO 62 1=1,M
LN 0227 IJ=J + 1-1
LN 0228 62 V(IJ)=V(IJ)/X
LN 0229 Jl= Ml * MC-M C
LN 0 230 K=M
LN 0231 GO TO 66
LN 0232 63 K-K-l
LN 0233 J 1=J 1 - MO
LN 0239 Y = 0.
LN 0235 DO 69 I=K,M
LN 0236 IJ=J+I-1
LN 0237 L=J1 +I
LN 0238 69 Y=Y+V (IJ)*R (L )
LN 0239 DO 65 I=K,M
LN 0290 I J= J ♦ I -1
LN 0291 L = J1+ I
LN 0292 65 V(IJ)=V(IJ)-Y*R(L)
LN 0293 66 IF (Jl) E3,67,63
LN 0299 67 NPLUS = 0
LN 0295 NMIN=0
LN 0296 DO 7 0 1=1,M
LN 0297 IJ=J+I-1
LN 0298 IF (V (I J) >68,69,69
LN 0299 6 8 NMI N- NMIN + 1
LN 0250 GO TO 70
LN 0251 69 NPLUS=NPLUS+1
LN 0252 70 CON TINUE
LN 0253 IF (N PLUS -NMI N) 71,73,73
LN 0259 71 DO 72 1=1,M
LN 0255 IJ=J +1-1
LN 0256 72 V(IJ)=-V <IJ>
LN 0257 73 CONTINUE
LN 0258 98 J=J+MD
LN 0259 C RESTORE THE INPUT MUTRIX.
LN 0 260 99 MD1=MD+1
CFF , 0 O P T I O N  IS O F F 0 5 /0  3/ 89 P A G E  0 0 5
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J J=MD 1 
Ml=M*MO
DO 75 1 = 2 »Ml» MDl 
K=I
DO 7i* J=JJ,P1,MD 
R (K) = R (J )
K = K +1 
JJ=JJ*MD1 
GO TO 100 
E(1)=R (1)
V (1) = 1.
RETURN
END
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6. **
61 PROCEDURE 37 D CM,N,WITHU, WITH7 ,EP3,TOL ,A ,a,u,7);
6L INTEGER M,N;
63 BOOLEAN WITHU ,w i t h v;
6A REAL EPS,t o l ;
65 ARRAY A , 0, U , 7 •♦
66
67 BEGIN INTEGER I♦ J ,K • L ,Li, i t e r;
63 REAL C ,F, »» H, S, X ,y ,z ; B 2
69 ARRAY E H sni;7 ■ * * FOR I.=l STEP 1 UNTIL M 00
71 FOR J•-1 STEP 1 UNTIL N 00 uc i, Ji , = ac i, j];
72 COMMENT HOUSEHOLDER REDUCTION TO BIDIAGONAL FORD:
73 g .=x.= y, •
75 FOR I.=l STEP 1 UNTIL N 00
76 BEGIN EC 11.=G » 5 l .=1 + 1 ;
76 FOR J.=I STEP 1 UNTIL M DO i. = s + Jt j, n  * * 2: 13
77 IF S< TOL THEN G. =0 ELSE
7 65 BEGIN F .= U C1,11J G.= IF F H  THEN SQRT(S) ELSE -3jnC3>:
79 H. = F*G-Si U t I , 11 •=r - 9; 3 A
8 0 * * FOR J.=L STEP 1 UNTIL N 00
81 BEGIN s .  =u;
82 FOR K . = I STEP 1 UNTIL M 00 s. =  s  + Ji <,n A,Ji <, ji ; 3 5
S* f .=5/u;
8A FOR K.=I STEP 1 UNTIL M 00 u t K , ji. = ic <, j] +f*ur k ,i ];.
8 5 END j;
85 ENO 3? E 5
87 atii. = 3? s _ . «9 — 135 FOR J.=L STEP 1 UNTIL N DO 3,= S+ JCI,.J1X*2 :
39 IF S< T 1L THEN G, = 1 ELSEq . * * BEGIN F ♦ =UC I, I +1 ]; G .= IF F <Q THEN 3Q <T ( 3) ELSE -SORT ( S) :
91 H . =F* G-3 ; ic:,i+i ] ,=f-g; 36
92 FOR J.=L STEP 1 UNTIL N DO ElJ1, = uc T,J]/h :
93 FOR J. = L STEP i UNTIL M 00
9'+ BEGIN s.=o;
95 FOR K. = L STEP 1 UNTIL N DO 3 . = S + H  J. K 1 * U £ I , K ]! 37
95 FOR K. = L STEP 1 UNTIL N DO UC J ,<1 . = IC J, Kl + S *EC ' ] ;
97 ENO J?
93 END S: -7
95 Y ,-A 13 (Q [ I] > + A 13 ( re i ]) 5 IF Y >X THEN <.=Y* F b
16;** ENO I ;
Í w 1 COMMENT A CCU 1JLAT : j' i or RIGHT-HAND TRANS F CRH AT I J IS: E 3
10? IF WITH 7 THEN FOR I. = N STEP -1 UNTIL 1 00
J. 0 3 BEGIN if g ne : THEN, a .a u BEGIN c.=uci,:+i 1*9? 3 3
1 C 6 FOR J.=l STEP 1 UNTIL N 00 7 CJ * I]«=U(T ,J]/H! 3 9i r 5 FOR J. = L STEP 1 UNTIL N DO
1 C 7 BEGIN s. - j;
123 FOR <. = l STEP 1 UNTIL N 00 3 . = 3 + ) C T , < 1 '■ 7 C K , J 3 : 31..
19 9 FOR K.= L STEP 1 UNTIL Nl DO V CK , J ) • = 7C < , 11 + 3+7C K, I 1 ;1 •< ** X X w ENO j;
111 END Gi Ü H . — X '2.1 2 FOR J.=L STEP 1 UNTIL N 00 7CI , JI . = 71 J, I] . = ; F9
113 7 c :,:i .=i ? G. =EC I 1? L.=1:









•VJ C J IU L A T 10 J OF LEFT-HA NO TRANS FORMAT I ) JO i 
IF II THU THEN FOR It=N+l STEP 1 UNTIL ’1 00
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18C** ENO JJ
181 END IJ E 21
182 E t L Í . =0; E C K 1.=F 5 Q I K1. = X ?  E 19
183 GO TO T E3T F SPLITTING?
189 CONVERGENCE»
185 IF Z<J THEN
133 BEGIN COMMENT QCKÍ IS <A9E N O N - N E G A T I V E ?
187 QCK].=-Z? x 02?
188 IF WITHV THEN FOR J. = i STEP 1 UNTIL N 30 VC J, K 1 . = -VC J ,K ] ?
189 ENO ZJ
19D** END K? E 2?
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PROCEDURE Q? P S ( M » N » E ° S » T O L » A * U f V )  J 
INTEGER M,N:REAL EPS,TOLI 
A1RAY A,U,V;COMMENT A 13 THE ORIGINAL H GY N MATRIX
1 IS VECTOR OF D I M E N S I O N  N C O N T A I N I N G  THE S I N G U L A R  VALUES 
IJ (M 3Y M MATRIX) C O N T A I N S  THE L E F T - H A N D  SID^ E I G E N - P A S I S  UF A 
IN ITS COLUMNSV (N DY N MATRIX) C O N TAINS THF R I G H T H A N D  SIDE EI G E N - B A S I S  OF A 
IN ITS COLU M N STOL IIS CST FOR 3IDIAGONALIZAT I ON
EPS IS CONSTANT FOR THE I N V E S T I G A T I O N  OF C O N V E RGENCE:
25!, BEGIN INTEGER I9 J f K fL 9
255 REAL C,S, X|Y t Dt G j ^ fH* 323
256 REAL ARRAY C0S,3IN,T0S, TI N £ 2: N) ,EllsN ):
257 FOR I.=i STEP 1 UNTIL M DO
253 FOR J.=l STEP 1 UNTIL N 00 Utl, J]. = A£I, n:
259 COHNENT HOUSEHOLD ER REDUCTION TO 8IDI AGO NAL F07*1J
261 ** G. = X. = 3,S?61 FOR I.=1 STEP 1 UNTIL N 00
2C2 BEGIN EC 11 •=S* S.=3; l.=i + i;
2 63 FOR J.=I STEP 1 UNTIL M 00 S. = S + Jf J,T ]* + ?X 92 <+
2 6A IF S< T DL THEN G.= ) ELSE
2 65 BEGIN F.=U£I,Ii; G.= IF F<1 THEN SORT (S) ELSE - SQRT(S):
265 h .=f*g-s : U[I, I!.=f-g : 32 5
267 FOR J.=L STEP 1 UNTIL N 00
263 BEGIN s.=ű ;
269 FOR K.= : STEP 1 UNTIL M 00 S.= S*UEK,T 1 K U £ K, J11 926
27j ** f .-s/h ;
2 71 FOR K.= I STEP i UNTIL M 00 U£K,J]. = U(K, J]+F*UIK,I ] I
END JJ 
ENO s;
q c u .=g; s. = 3; E 2 6E 2 5
2 75 FOR J.=L STEP 1 UNTIL N 00 S . = S + ) E T , J ] * * ? :
275 IF 3 < T 9 L THEN G. =3 ELSE
277 BEGIN F . = U £1,1+1 1 J G.= IF F<0 THEN S ORT ( S) ELSE - SO RT ( S) :
2 73 H. -F* G-SJ U£I.,I+1 1.= f - g ; 32 7? 7 q FOR J.=L STEP 1 UNTIL N 00 Et J ) .S1JC T, J 1/HJ
2 81 * * FOR J.=L STEP 1 UNTIL M 00
281 BEGIN —> i — 0 J
2 82 FOR K.=L STEP 1.*■ UNTIL N 00 S. = S+JE J,<1*'l£ I, K] : 328
283 FOR K.= L STEP UNTIL N 00 UE J ,K] . = Ut ), K ) +S *tf K ) t
2 8'+ END J,*
285 END s; 523
2 8 b Y . = A33(QEI ])♦A 3S £EE i d ; IF Y >X THEN X.=Yt 527
287 ENO IJ
2 88 COMMENT ACCJMJLAT ION OF R I G H T - H A N D TRANS F O R M A T I OHS! F 2 <♦
2 39 FOR I. = N STEP -1 UNTIL 1 00
2 9 ** BEGIN IF G NE C THEN
291 BEGIN H . =UE 1,1+1 J * G J 329
2 92 FOR J • = L STEP 4 UNTIL N DO V£J ,1).= u ( T , J ] / h : 93 0
2 a? FOR J.=L STEP UNTIL N 00
29 + BEGIN C' _ - •
2 95 FOR K. = L STEP J UNTIL N 00 S. = S + JE I,K] * V £ <, J] : 931
2 96 FOR K.=L STEP * UNTIL N 00 VEK , J) , = VE <, J]+3*V£K«I 1 :
2 97 ENO JJ
2 9 3 END GJ E 31
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30 ** g »= Et ií? l.=i:
3 G 1 ENO Ií3 0? COMMENT ACCUMULATION OF LEFT-HAND TRANSFORMATIONS: E 2 9
3 C 3 FOR i:=N*l STEP 1 UNTIL M DO
3G9 BEGIN FOR J :=N<-1 STEP 1 UNTIL M 00 UCT.J1 1 = 0:
305 uti,n : = i ; B3?
3 C 6 END I?
307 FOR I.=N STEP -1 UNTIL 1 DO E 3 2
308 BEGIN l .=i «-i ; g .=q i i i ;
3 0 9 FOR J.=L STEP 1 UNTIL M OO u c i, j i. = o: B33
311 ** IF G NE 3 IT HEN
311 BEGIN h .=u c i ,ij* g ;
312. FOR J. = L S1EP 1 UNTIL M 00 B 3 9
317 BEGIN s. = 3;
319 FOR K.=L STEP 1 UNTIL M DO S •= S + JC K *1 1 xuc <,Jl: D 3 5
315 F.=S/H;
715 FOR K« = I STEP 1 UNTIL M DO U[K,J].=UC !<, J1 +E*UCK* I ]
317 END j ;7 1 % FOR J.= I STEP 1 UNTIL M 00 U[Jtl).=UCJ* I j/g : E 3 5 ^ • ' ENO G*? C X  * ML . ELSE FOR J.=I STEP i UNTIL M DO u c J, 1 1. = 9: • E 3 9
7 21 uci, i i .=u c i •» i i+i;
3 22 ENO I;
327 E 33
3 2 9 COMMENT RIGHT-HAND TRANSFORMA TICNS?
3 23 k : = n;
326 n i =ki k »=o ;
327 FOR I:=1 STEP 1 UNTIL N 00
326 IF AdSCGCIJ) > EPS THEN
329 BEGIN k :=k +i ; Q[K]:=QtIi: EC K 1 !=£I 11 ; ENO •*7 3 * * • .. .  -» i Bob E 3 6
SJ í. FOR I : =2 STEP 1 UNTIL K 00
7 7 7 BEGIN D : = EC Il/QII-ll/C;7 7 TO ^ Ci=3Q ?TCi/(I*0**2) ) ; B 3 7339 c o s t  I! t = c; S IN C11 i = 3 IGN ( D) * SQRTC1 -Sx*?> :
335 END ;
32 6 FOR J:=i STEP 1 UNTIL N DO E37
337 BEGIN X : = /[J,i 1 ;
3 3 6 FOR 11=2 STEP I UNTIL K 00 B 3 n
339 BEGIN CI=C0S[I1? S:=s i n c h  ;
2 9 * * j  i j, i-i j * = x*c+71 j »i i*s: y s= -x* S ♦ V C J . I 1 * C í B3S
3 91 J L J.I): =y : x s = y :
3 92 ENO i;
3 93 ENO j; t 3H
3 99 COMMENT THE LOWER 3I0IAG0MAL FORM? £ 3 8
795 1 __ .4 •• * — t
3 93 FOR 11=2 STEP 1 UNTIL K 00
397 BEGIN D : = QC I - 11 *CO St 11 +E [ I ] * SIn c 11: •
3 9? ati-i i i=o ? B9<3 93 G := DC 11*1 SIN til 57 C , ■* * EC 111 = G 5 DJ=G/J/C;
7 51 C : = SQ IT Cl/Cl+Q**?) ) ?
352 TO SC I ] í -C * TINCIJ : = SQRT 11 -0 * * 2 ) * SI S l C 3):
7 5i ■am*=QC i i » c o s m ;
35? ENO i;
355 COMMENT L EFT-HA ID T RA NSFOR HA TI ON S 5 £90
3 5 6 FOR J:=1 STEP 1 UNTIL M 00
3 57 BEGIN x: = u c j, 1 1 ;
353 FOR It-2 STEP . UNTIL K 00 B91
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36C 
3 61
* * ut j . i - l i  i = x * c * u t  j , i  i * s : y *= - x * s * u t  j , i  i * c :
u [ j , i i »=y ; x t = Y :
3<»2
362 ENO 1}
363 end j ; €<♦2
36<+ COMMENT THE NEW L)PPr  R BIOIAGONAL FORM ; E <♦ 1
365 FOR IJ=2 STEP 1 UNTIL K DO
366 BEGIN Q [ I - l ] l  = Q t I - l ] * T O S [ I  1 ♦E t I  J *T I  N[ I  ] :
367 Etl ]*=QC 11*T IN [ 11 » 3 <+.3
363 Q[ 11 t = Q[ 11 *TOS C 11 ;
369 ENO I  ;
3 73 ** COMMENT TEST OF CONVERGENCE* €<♦3
371 FOR 11=2 STEP 1 UNTIL K 00
3 72 IF A 33 ( E r i n  > EPS THEN GO TO EL^j e:
373 FOR I  : = 1 STEP 1 UNTIL < 00
3 7 <♦ IF QC11< 0 THEN
375 BEGIN Q [ I ] l = - Q C I];
376 FOR JJ=1 STEP 1 UNTIL N 00 V [ J 11 ] 1=-V t J, I  ] ? 9<*<+
37 7 ENO ;
378 ENO QRPS* E <♦<*
3 7? €23
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