Abstract-This note deals with control design for Lipschitz nonlinear systems with time-varying input delay. Based on a truncated prediction of the system state over the delay period, both a state and an output feedback control law are constructed. Within the framework of Lyapunov-Krasovskii functionals, a set of conditions are identified under which the closed-loop system under either the state feedback or the output feedback law is globally asymptotically stable at the origin. A numerical example is included to demonstrate the effectiveness of the proposed designs.
Truncated Predictor Control of Lipschitz Nonlinear Systems
With Time-Varying Input Delay
I. INTRODUCTION
Many sources of delays exist in control systems. For example, with the Internet and other communication tools used in control of dynamic systems, delays in signal transmission are unavoidable. In applications where the capacity of the communication channel is limited or shared, the delay could be significant and vary over time. The presence of time delays, if not considered in a control design, may seriously degrade the performance of the controlled system that has been designed without taking the delay into account. Thus, control problems for time-delay systems have attracted much attention in past decades (see [1] and the references therein).
Stabilization of input-delayed systems is one of the fundamental problems for time-delay systems. Prediction feedback is a basic idea in tackling input delay, which aims to predict the state over the delay period for use in control. One of the early results for input-delayed linear systems is the Smith predictor [2] , which is a frequency-domain method, and has been widely used in industry. In the time domain, a predictor-type method for linear (time-varying) systems, called the finite spectrum assignment technique [3] or the reduction method [4] , [5] , is a celebrated method that has been frequently used in practice. The method utilizes a state transformation with a finite integral over the input history and reduces the original system to a delay-free one. In [6] , the reduction transformation is modified for the control design to solve the disturbance attenuation problem for linear time-invariant systems with input delay and unknown disturbances. However, despite their simplicity, these predictor-based methods encounter difficulties in practical implementation due to the distributed term in the resulting feedback laws [7] , [8] . To avoid the infinite-dimensionality of feedback laws, a finite-dimensional predictor-based method, referred to as the Truncated Prediction Feedback (TPF), was then developed to ignore the troublesome distributed term, with the idea originating from low gain feedback design technique originally proposed for linear systems with input saturation [9] , where the input is kept small such that the contribution to the prediction is not dominant [10] - [13] . The TPF developed in [10] - [12] are for open loop systems that are not exponentially unstable. The TPF for general open loop systems, including exponentially unstable ones, was later developed in [14] .
Control design for nonlinear systems with input delay is much more involved than its linear systems counterpart. Several important results in the literature [15] - [17] are reported for specific classes of nonlinear systems (e.g., nonlinear strict-feedback systems) that address this problem with more recent results in [18] - [22] . In particular, a prediction method based on the integration of the nonlinear system function is reported in [21] , which can deal with time-varying input delay for a class of nonlinear systems that may contain more general nonlinear functions than global Lipschitz nonlinearity. However, the computation of the prediction term could be challenging as it involves on-line integration of nonlinear functions. In [23] , an asymptotic prediction approach based on an observed prediction computed by a dynamic system has been proposed for the control of linear time-invariant systems and also, as an extension, has been applied for the control of Lipschitz nonlinear systems with constant input delay. This dynamic observation prediction could avoid the inconvenience of the computation of the prediction. However, the conditions that guarantee the closed-loop stability are nonlinear matrix inequalities and cannot be generally written as Linear Matrix Inequalities (LMIs). There are also a few results on the stabilization of input-delayed nonlinear systems by output feedback. Although there have been some results developed on the observer design for Lipschitz nonlinear systems [24] - [26] , the observer-based control designs are non-trivial, due to the fact that the separation principle does not hold in general for nonlinear systems.
In the study of stability of time-delay systems, Lyapunov-Krasovskii and Razumikhin Stability Theorems [28] are celebrated tools whose importance has been well recognized in the literature [12] , [18] . Although Razumikhin theorem avoids the construction and manipulation of functionals, control design based on Lyapunov-Krasovskii functionals is much easier and the obtained conditions can be cast into LMIs. Besides the Lyapunov tools, Han et al. [29] employ a singular perturbation approach for sliding mode control design with input delay. However, it is assumed that the time delay is small enough. Very recently, Polyakov et al. [30] proposed the Implicit LyapunovKrasovskii Functional (ILF) method for stability analysis and control design of time-delay systems, which uses Lyapunov function in an implicit form by some algebraic functions. The method, however, entails online computation of the ILF value at the current state.
This note utilizes the TPF technique to solve the stabilization problem for a class of Lipschitz nonlinear systems with time-varying input delay, by both state and output feedback. Due to the truncation in the state prediction, several extra integral terms with respect to the system state, the nonlinearity (and the observation error for output feedback design) remain in the closed-loop dynamics, which poses more challenges to stability analysis. Moreover, the time-varying delay in the input makes the construction of the Krasovskii functional non-trivial. To carry out the stability analysis, we construct the Lyapunov-Krasovskii functionals based on the bounds of the delay and the rate of its variation, by which sufficient conditions on the nonlinearity and the input delay are identified for state-and output-feedback stabilization, respectively. It is shown that the controller and the observer design are nested (or hierarchical) in output feedback stabilization. The significance of this research is to provide a measure on nonlinearity and input delay that can be tolerated under TPF strategy with global stability. A simple example with simulation results is presented to demonstrate the proposed design and analysis.
Our results in this note generalize our recent work [26] , where TPF design method was adopted to achieve output feedback stabilization in the presence of constant delay in the input. The difficulty arises from the stability analysis in the presence of time-varying delay. The extension of the result derived in [26] to the stabilization problem for Lipschitz nonlinear systems with time varying input delay is nontrivial. Moreover, the output feedback design in this note only requires the knowledge of Lipschitz constant for the nonlinear function and thus is robust to the nonlinearity, which is significantly different from the design in [26] .
The remainder of this note is organized as follows. Section II formulates the problem to be solved and introduces some preliminary results for the stability analysis. In Sections III and IV, the main results and the rigorous stability analysis are presented. Section V discusses an illustrative simulation example. Finally, the note is concluded in Section VI.
II. PROBLEM STATEMENT AND PRELIMINARIES
Consider a class of Lipschitz nonlinear systems in the presence of a time-varying input delaẏ
where x ∈ R n is the state, u ∈ R p is the input, φ(t) : R + → R is a continuously differentiable function that incorporates the actuator delay, A ∈ R n ×n , B ∈ R n ×p and C ∈ R q ×n are constant matrices, and f : R n → R n , with f (0) = 0, is a Lipschitz nonlinear function with a Lipschitz constant γ, i.e., for any two constant vectors a, b ∈ R n ,
Note that the function φ(t) can be defined in a more intuitive form
where d(t) ≥ 0 is the time-varying delay. However, it will be clear that the formalism (1) involving the function φ(t) facilitates the predictor design and the stability analysis where the inverse function φ −1 (t) is used [17] . In addition, a necessary assumption on φ(t) is needed for control design.
Assumption 1: The function φ(t) is continuously differentiable, invertible and exactly known and is such that
and there exists a finite number h ≥ 0 such that, for all t ≥ 0,
i.e., the time-varying delay d(t) is bounded. Remark 1: As pointed out in [12] , the prediction time φ −1 (t) − t is also bounded since the delay d(t) is bounded by (6) as in Assumption 1. In fact, we have
The analytical solution of (1) can be computed as
The first term, e
, is a truncated predictor of the system state at t based on x(φ(t)). In this note, we will utilize this truncated predictor in control design to globally asymptotically stabilize (1) .
A couple of preliminary results are recalled, which are useful for the stability analysis.
Lemma 1: [31] For any positive definite matrix Q, and a function 
with a, b ∈ R and b > a, the following inequality holds
where ω ≥ 0 is a scalar and
Furthermore, if R is positive definite, then
III. STABILIZATION BY STATE FEEDBACK
For system (1) with Assumption 1, we take the control structure as
where K is a control gain matrix to be specified later. Remark 2: It is noted that the control input (12) is build upon the existence of φ −1 (t) which requires the future knowledge of the delay. This may impose a limitation on some applications such as control over networks where the delay function φ(t) is generally discontinuous. A dynamic inversion procedure [23] may be an alternative approach for tackling this limitation.
Taking into account the solution (8), the closed-loop dynamics via the TPF control law (12) can be computed aṡ
where
In (12), the control gain is specified as
where P 1 = P T 1 > 0 is to be designed. Thus, the state feedback control design problem is to find a possible positive definite matrix P 1 such that the closed-loop system (13) is globally asymptotically stable at the origin. In other words, we will identify the conditions for P 1 under which the TPF control law (12) stabilizes the system. Theorem 1: Consider the Lipschitz nonlinear system (1) satisfying Assumption 1. The TPF control law (12) globally asymptotically stabilizes the system at the origin if there exist
A − 1 2
The time derivative of V 0 (x(t)) along the trajectories of (13) with (16) iṡ
where the Lipschitz condition (3) is used and α is a positive real number such that
We next explore the bounds of λ 1 (t) 2 and λ 2 (t) 2 used in the stability analysis.
From (14) and by using inequality (9) in Lemma 1, we have
where the bound (6) has been used. By Lemma 2 with P = I, provided that
we have
where we have inserted in the first inequality that
which follows from (21) . Introducing a change of variable τ = φ(s), we have
Then, by Assumption 1, we have
Similarly, by Lemma 1, we have from (15) that
where the Lipschitz condition (3) has been used. For the terms λ 1 (t) 2 and λ 2 (t) 2 shown in (20), we consider the following two Krasovskii functionals
. It can be easily verified thaṫ
From (20), (26) and (27), we can obtain that the time derivative of the Lyapunov-Krasovskii functional
along the trajectories of the closed-loop system (13) verifies thaṫ
Thus, global asymptotic stability can be established by the LyapunovKrasovskii Stability Theorem [28] if the inequalities (21), (22) and Ξ < 0 hold. Then, it is straightforward to verify that the inequalities (21) and (22) are equivalent to the conditions specified in (17) and (18), respectively. From (30), we can verify that, with
which, in turn, is equivalent to (19) . This completes the proof. Remark 3: The conditions specified in (17)- (19) can be solved by standard LMI routines for a set of fixed values α and ω 1 . It is worth noting that ω 1 in (18) can be identified independently, while the other two conditions have to be checked simultaneously. The iterative methods developed in [27] in the absence of the nonlinear term may also be applied here. However, significant difficulties may arise in finding a feasible solution to satisfy all conditions simultaneously for long time delays especially with a small variation rate β.
IV. STABILIZATION BY OUTPUT FEEDBACK
In this section, it is assumed that only the system output (2) is measurable. We construct the following observer-based TPF control law:ẋ
where K and L are the control gain matrix and the observer gain matrix, respectively, to be specified soon.
Remark 4:
The output feedback design in [26] uses the estimated version of the nonlinearity f (x(t)). However, the observer (32) in this note does not depend on the nonlinear function f (x(t)), which implies that the design is robust to the nonlinearity.
In the following stability analysis, we will show that only the knowledge of the Lipschitz constant γ in (3) is required.
Letx(t) =x(t) − x(t) be the observation error. The closed-loop dynamics can be obtained aṡ
where λ 1 (t) and λ 2 (t) are defined in (14) and (15), respectively, and
Note that the extra term λ 3 in (34) is introduced by the observation error in the truncation. The controller and the observer gains in (33) and (32) are specified, respectively, as
where P 1 = P T 1 > 0 and P 2 = P T 2 > 0 are to be designed. Then, the output feedback control design problem is to find possible positive definite matrices P 1 and P 2 such that the observer-based TPF control law (32)-(33) globally asymptotically stabilizes system (1) at the origin.
Theorem 2: Consider the system (1)- (2) satisfying Assumption 1. The observer-based TPF control law (32)-(33) with (37) globally asymptotically stabilizes the system at the origin if there exist
. With (37), the time derivative of V 0 along the trajectories of (34) and (35) can be computed aṡ
In view of Lemma 2, provided that
with ω 2 ≥ 0, we havė
where α has been given in (21) . The remaining part is to explore the bound of λ 3 (t) 2 since the bounds of λ 1 (t) 2 and λ 2 (t) 2 have been derived in (24) and (25).
The same technique can be employed as in the derivation of (24) to compute the bound
For the terms λ 3 (t) 2 andx T (φ(t))P 1x (φ(t)) shown in (44), we consider another two Krasovskii functionals
which implies thaṫ
where the assumption (5) onφ has been used in (47).
From (26), (27) , (44), (46) and (47), the time derivative of the Lyapunov-Krasovskii functional
along the trajectories of the closed-loop dynamics (34) and (35) verifies thatẆ
Clearly, global asymptotic stability can be established by the LyapunovKrasovskii Stability Theorem [28] if the inequalities (21), (22) (42) is then computed for the fixed P 1 . This indicates that the designs of the observer and the feedback law are coupled. However, for large time delay and/or Lipschitz constant, a feasible solution P 1 tends to be very small, which implies from (42) that the observer design can be almost decoupled from the control design.
V. AN EXAMPLE
We consider a third-order nonlinear systeṁ Figs. 1-3 are the simulation results of the closed-loop system under the output feedback control law. In these figures, we see that the convergence rate of the state estimation is much faster than the system response and the closed-loop performance is guaranteed. For comparison, if all states of the system (52) are measurable, the state feedback control law (12) 
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VI. CONCLUSION
In this note, we have established two sets of LMI conditions, respectively, for the truncated prediction based state and output feedback stabilization of a class of Lipschitz nonlinear systems with time-varying delay in the input. The stability analysis is carried out within the framework of Lyapunov-Krasovskii functionals in the time domain. Simulation results show the efficiency of the proposed designs.
