Analysis of Galerkin-mixed FEMs for incompressible miscible flow in porous media has been investigated extensively in the last several decades. Of particular interest in practical applications is the lowest-order Galerkin-mixed method, in which a linear Lagrange FE approximation is used for the concentration and the lowest-order Raviart-Thomas FE approximation is used for the velocity/pressure. The previous works only showed the first-order accuracy of the method in L 2 -norm in spatial direction, which however is not optimal and valid only under certain extra restrictions on both time step and spatial mesh. In this paper, we provide new and optimal L 2 -norm error estimates of Galerkin-mixed FEMs for all three components in a general case. In particular, for the lowest-order Galerkin-mixed FEM, we show unconditionally the second-order accuracy in L 2 -norm for the concentration. Numerical results for both two and three-dimensional models are presented to confirm our theoretical analysis. More important is that our approach can be extended to the analysis of mixed FEMs for many strongly coupled systems to obtain optimal error estimates for all components.
Introduction
In many engineering applications, incompressible miscible flow in porous media can be described by the following miscible displacement system Φ ∂c ∂t − ∇ · (D(u)∇c) + u · ∇c+q P c =ĉq I ,
with the initial and boundary conditions:
u · n = 0, D(u)∇c · n = 0 for x ∈ ∂Ω, t ∈ [0, T ], c(x, 0) = c 0 (x) for x ∈ Ω, (1.3) where u denotes the Darcy velocity of the fluid mixture defined by
4)
p is the pressure of the fluid mixture and c is the concentration. Numerical solutions of the above system (1.1)-(1.4) play a key role in these applications. Here, k(x) is the permeability of the medium, µ(c) is the concentration-dependent viscosity, Φ is the porosity of the medium, q I and q P are the given injection and production sources,ĉ is the concentration in the injection source, and D(u) = [D ij (u)] d×d is the velocity-dependent diffusion-dispersion tensor, which may be given in different forms (see [8] for details). We assume that the system is defined in a bounded smooth domain Ω in R d (d = 2, 3) and t ∈ [0, T ]. In the last several decades, numerous effort has been devoted to the development of numerical methods for the system (1.1)- (1.4) . Numerical simulations have been made extensively in various engineering areas, such as reservoir simulations and exploration of underground water and oil [19, 26] . Two review articles for numerical methods used in these areas have been written by Ewing and Wang [28] and Scovazzi et al. [43] . The existence of weak solutions of the system was proved by Feng [29] for the 2D model and by Chen and Ewing [13] for the 3D problem, while the existence of semi-classical/classical solutions is unknown so far. More detailed discussion can be found in [30] . The existence and uniqueness of weak solutions for some different models of Darcy flow were studied in [1, 39] . In [1] , the model includes mobile and immobile species, with possibly discontinuous reaction rates, and with a variable porosity that depends on the concentration of the immobile species. The model in [39] includes a component for the unsaturated flow (the Richards equation) and another component for reactive transport, with nonlinear reaction terms. Whereas here the reaction terms are linear, the diffusion tensor depends on the fluid velocity and the viscosity depends on the solute concentration. Numerical analysis for the system (1.1)-(1.4) in two-dimensional space was first presented by Ewing and Wheeler [25] for a standard Galerkin-Galerkin approximation (C h , P h ) ∈ (V r h , V s h ) to the concentration and pressure in spatial direction, where V r h denotes C 0 Lagrange finite element space of piecewise polynomials of degree r and V s h := V s h /{constant}. Later, a Galerkin-mixed method was proposed by Douglas et al. [17] for solving the system (1.1)- (1.4) . In the Galerkin-mixed method, a standard Lagrange type Galerkin approximation C h ∈ V r h was applied for the concentration equation and a mixed approximation in the Raviart-Thomas finite element space ((P h , U h ) ∈ S k h × H k h ) was used for the pressure equation. Due to the nature of the continuity of the velocity and the discontinuity of the gradient of the pressure in applications, the Galerkin-mixed method is more popular in many areas, particularly in industries of underground water and oil. The error estimate of the semidiscrete Galerkin-mixed method was first presented in [17] and later, in [18] for a fully discrete semi-implicit Euler scheme. In [18] , the error estimate
was established for d = 2 under the time step restriction τ = o(h) and an extra spatial mesh size condition,
where h c and h p denote the mesh sizes of FE discretization for the concentration and pressure equations, respectively. Subsequently, some improvements on time step restriction and spatial mesh condition were presented by several authors [12, 21, 34, 35] . In particular, the error estimate (1.5) was proved in [34] for d = 2, 3, h p = h c = h and k ≥ 1 in which no time step restriction was required. Based on superconvergence analysis, further improvement on the spatial mesh condition (1.6) was presented in [15] , while the analysis is valid only for regular rectangular meshes. The most commonly-used Galerkin-mixed method in practical computation is the lowest order one (r = 1, k = 0) [12, 15, 18, 21, 28, 43] , a linear approximation to the concentration and the lowest order Raviart-Thomas approximation to the pressure and velocity. The lowest order Galerkin-mixed method has been widely used in a variety of numerical simulations and applications, e.g., see [18, 26, 43] . In this case, the error estimate (1.5) reduces to
and the spatial mesh condition (1.6) becomes
There are two serious concerns arising from previous analysis for the popular lowest-order Galerkin-mixed FEM. First, it is noted that the error estimate (1.7) is not optimal for the concentration in L 2 -norm. In previous analysis of the lowest-order Galerkin-mixed method, a linear approximation to the concentration only produces the numerical concentration of the accuracy O(h) in spatial direction, while the optimal accuracy of a linear approximation is O(h 2 ) in the traditional sense. Due to the strong coupling of the system, it was assumed that the one-order lower accuracy of the numerical pressure/velocity may pollute the numerical concentration through the diffusion-dispersion tensor D(u) and the viscosity µ = µ(c). Our numerical results show that this assumption is incorrect. Secondly, based on the above spatial mesh condition (1.8), one has to use two types of spatial meshes with a much finer one for the pressure/velocity equation. The Galerkin-mixed method based on the same mesh for both concentration and pressure equations (h p = h c ) may not satisfy the spatial mesh condition (1.8) although this method is more efficient and most commonly-used in practical computation.
Moreover, mixed finite element methods have been used for solving the system (1.1)-(1.4) by combining with many different schemes in time direction and different approximations to the concentration equation, such as characteristics type mixed method [4, 21, 27, 31, 33, 42, 47] , finite volume method [2, 32] , ELLAM [45, 46] and SUPG [37] . However, the non-optimality of error estimates for the concentration and a time-step/spatial-mesh condition as mentioned above arise again in the analysis of these methods. Optimal error estimates mentioned above are usually based on strong regularity assumptions on data and solution. A related topic is the convergence of numerical schemes under low regularity assumptions. The convergence of a semidiscrete FEM was proved in [16] for a linear parabolic equation under a weak regularity assumption of the solution in L 2 (0, T ; H 1 0 (Ω) ∩ H 1 (0, T ; H −1 (Ω)). An implicit Euler scheme with a mixed-DG approximation in spatial direction was proposed in [7] for the nonlinear system (1.1)-(1.4). The convergence of the discrete solution to certain weak solution of the system was proved in [7] by applying the Aubin-Lions compactness on a nonconforming space. Since only some weak regularity assumptions on data were made in [39] , their analysis implies the existence of weak solution of the nonlinear system under weaker assumptions than those in [13, 29] . Later, a high-order DG scheme in time direction was studied in [41] . However, no optimal convergence rate/error estimate was obtained under these weak assumptions. On the other hand, degenerate cases were analyzed, e.g., in [4, 14] . Usually, the convergence rate for degenerate system is one-order lower. In particular, in [4] , a volume corrected characteristics-mixed method is proposed for a purely transport problem. A lower-order L 1 -norm error estimate O(h/ √ τ + h + τ m ) is obtained, where m is related to the accuracy of the characteristic tracing. Different models of coupled Darcy flow and reactive transport are studied, for example, in [1, 6, 39] . These include more complicated, nonlinear reaction terms, but the system is weakly coupled, since the diffusion-dispersion tensor D(u) = I and/or the viscosity is constant. An Euler implicit-mixed finite element scheme is analyzed in [39] , in which the lowest order mixed FE approximation is used for both the concentration equation and pressure equation. The optimal first-order accuracy is established for the weakly coupled model. Numerical methods and analysis for incompressible and immiscible Darcy flow can be found, e.g., in [14, 26, 38] .
The main purpose of this paper is to establish the optimal error estimate of Galerkin-mixed methods for all three components, concentration, pressure and velocity, without the time-step restriction and spatial mesh condition. In particular, for the lowest order Galerkin-mixed method (r = 1, k = 0), we will provide the optimal error estimate
for h = h p = h c unconditionally. The analysis is based on an elliptic quasi-projection. In terms of the projection and a negative norm estimate of Raviart-Thomas finite element methods for the pressure equation, the low order accuracy of the velocity will not pollute the concentration in our analysis and the lowest order Galerkin-mixed method provides numerical concentration of the accuracy O(h 2 ) in L 2 -norm. Also we extend our analysis to the general approximation
With the numerical concentration C n h , a new numerical velocity of the same order accuracy as C n h can be calculated by resolving the (elliptic) pressure equation in a given time level with a higher-order approximation. More important is that such a strong coupling can be found in many other physical systems, e.g., see [3, 23, 50] , where a higher-order approximation was also used for one of the computational components. Our approach can be extended to finite element analysis for these strongly coupled systems to obtain optimal error estimates for all components.
The rest of the paper is organized as follows. In Section 2, we introduce a linearized Euler scheme with Galerkin-mixed approximations in the spatial direction for the system (1.1)-(1.4) and present our main results. In Section 3, we introduce a new elliptic quasi-projection and establish the boundedness of numerical solutions in terms of an error splitting technique proposed in [34] . Then we prove the optimal error estimates of Galerkin-mixed FEMs in L 2 -norm unconditionally. In Section 4, we establish some basic estimates of the quasi-projection which were used in the proof of the main theorem. Finally, numerical simulations for the system in both two and three dimensional spaces are provided in Section 5. Numerical results confirm our theoretical analysis that the methods provide the optimal accuracy in L 2 -norm for all three physical components. Let T h be a regular triangular partition of Ω with Ω = ∪ K Ω K and the mesh size h = max Ω K ∈T h {diam Ω K }. For a given division of T h , we define the classical Lagrange finite element spaces by
The Galerkin-mixed FEM and the main results

Notations and assumptions
and Raviart-Thomas finite element spaces [40, 44] by
where P r (K) is the space of polynomials of degree r ≥ 0 on K. Moreover, we denote by I h the commonly used Lagrange nodal interpolation operator on V r h . Let {t n } n n=0 be a uniform partition in the time direction with the step size τ = T /N and we denote
For any sequence of functions {f n } n n=0 , we define
Throughout this article, we make use of the following assumptions:
(A1) The solution to the initial-boundary value problem (1.1)-(1.4) exists and satisfies
(A5) Following [8] , the diffusion-dispersion tensor is defined by
For simplicity, here we further assume that d mt , d lt ∈ H 3 (R) and ∂ t ∇D(v) ∈ L ∞ (0, T ; L 2 (Ω)) for all smooth function v as required in [48] . More discussion on the regularity of the diffusiondispersion tensor was given in [11, 35] , where they get optimal L p error estimates under the regularity assumption of the commonly-used Bear-Scheidegger diffusion-dispersion tensor D(u) ∈ W 1,∞ (Ω × (0, T )) and a similar assumption to the exact solution as in (2.1).
(A6) To keep the well-posedness of the initial-boundary value problem (1.1)-(1.4), we require
Schemes and main results
Before proposing the fully discrete numerical scheme, we introduce the weak formulation of the deeply coupled system (1.1)-(1.4). Find p ∈ L 2 (0, T ;
for a.e. t ∈ (0, T ], where the initial concentration is given by c(x, 0) = c 0 (x). With the above notations, a fully discrete Galerkin-mixed finite element scheme is to find
where the initial data C 0 h = I h c 0 . Some slightly different schemes were investigated by several authors. In [12, 18] , a scheme with two different partitions for (2.7) and (2.8)-(2.9) was investigated, while a smaller mesh size was suggested for the pressure/velocity than for the concentration for the lowest-order method. In [39] , an extra Lipschitz continuous reaction term was introduced for some applications and the lowest-order mixed FEM was used for both concentration equation and pressure equation. A Crank-Nicolson scheme with the coupled convection term (U n+1 h ·∇C n+1 h , φ h ) was proposed in [10] . Moreover, a fully implicit scheme was studied in [24, 42] , where an extra inner iteration was required at each time step for solving a system of nonlinear equations. In this paper, we only focus our attention to the scheme (2.7)-(2.9), while the analysis for schemes mentioned above is similar.
In this paper, we denote by C a generic positive constant and by a generic small positive constant, which are independent of n, h and τ , and may depend upon K 1 , K 2 and the physical constants k 0 and µ 0 . The following classical Gagliardo-Nirenburg interpolation inequality will be often used in our proof,
is a non-negative integer, in which case the above estimate holds only for j m ≤ a < 1. We present our main results in the following theorem. 
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where C 0 is a constant, independent of h, τ and n, and may be dependent on K 1 , K 2 , k 0 and µ 0 .
We will present the proof of Theorem 2.1 in the next two sections.
Analysis
The key to our analysis is a new elliptic quasi-projection. In this section, we introduce the projection and prove our main results in Theorem 2.1 in terms of an error splitting technique proposed in [34] . Correspondingly to the fully discrete system (2.7)-(2.9), we define the timediscrete solution (P n+1 , U n+1 , C n+1 ) by the following elliptic system:
for x ∈ Ω and t ∈ [0, T ], with the initial and boundary conditions
4)
The condition Ω P n+1 dx = 0 is enforced for the uniqueness of solution. The fully discrete FE solution (P n+1 h , U n+1 h , C n+1 h ) can be viewed as a FE solution of the time-discrete system (3.1)-(3.4).
Preliminary
Before to prove our main results, we present some lemmas in this section. With the solution (P n , U n , C n ) to the time-discrete system, the error functions can be split into
The estimates for the second parts of the above splitting and the regularity of the solution of the time-discrete system (3.1)-(3.4) were given in Theorem 3.1 of [34] under a slightly different assumption. We present these results in the following lemma and the proof is omitted.
Lemma 3.1 Suppose that the initial-boundary value problem (1.1)-(1.4) has a unique solution (p, u, c) which satisfies (2.1). Then there exists a positive constant τ * 0 such that when τ < τ * 0 , the time-discrete system (3.1)-(3.4) admits a unique solution (P n , U n , C n ), n = 1, · · · , N , satisfying
8)
and
where C 1 is a constant independent of h, τ , n and C 0 in Theorem 2.1 and may be dependent on K 1 , K 2 , k 0 and µ 0 .
Now we introduce our elliptic quasi-projection. For any fixed integer n ≥ 1, we denote by ( P n h , U n h ) the mixed projection of (P n , U n ) on S r−1
By the classical mixed FE theory [9, 22, 40, 44] and negative norm estimates in [20] , we have
For a given U n , the quasi-projection Π n c : H 1 (Ω) → V r h is defined by the elliptic problem,
with Ω (Π n c C n − C n )dx = 0 and Π 0 c := I h . Clearly, Π n c is not a projection since Π n c C n h = C n h , and reduces to a classical elliptic projection only when U n p = U n . We present some basic estimates of the elliptic quasi-projection Π n c in the following lemma and the proof will be given in section 4. Lemma 3.2 Under the assumptions of Theorem 2.1, there exists h 1 > 0 such that for any h ≤ h 1 and 2 ≤ p ≤ 4 16) and
where C 2 is a constant independent of h, τ , n, C 0 and may be dependent upon K 1 , K 2 , C 1 , k 0 and µ 0 .
Following the splitting in (3.5)-(3.7), we first present estimates for the first parts of the splitting in the following lemma. 
where C 3 is a constant independent of h, τ , n, C 0 and may be dependent upon K 1 , K 2 , C 1 , C 2 , k 0 and µ 0 .
Proof Since at each time step (2.7)-(2.8) is a standard saddle point system and the coefficient matrix of the FE system (2.9) is symmetric positive definite, the existence and uniqueness of the numerical solution follow immediately.
Let θ n p = P n h − P n h , θ n u = U n h − U n h and θ n c = C n h − Π n c C n . By noting the projection error estimates in (3.12) and (3.15), we only need to prove the following estimate
Since the solution of the time-discrete system (3.1)-(3.4) satisfies
and φ h ∈ V r h , from the finite element system (2.7)-(2.9), we can see that the error functions (θ n p , θ n u , θ n c ) satisfy following system:
26)
Taking φ h = θ n+1 c in (3.25) and by Lemma 3.2, we get
and by (3.26), we have
Moreover, using integration by part and noting the fact that ∇ · U n+1 = q I − q P and U n+1 · n = 0 on the boundary,
Finally, we estimate
By (3.12)-(3.13) and (3.26) ,
Then we further have the estimate
It follows that
(3.27)
Now we prove the τ -independent estimate θ n c L 2 ≤ h (3.28) from (3.27) by mathematical induction. It is easy to see that θ 0 c L 2 ≤ h, when h < h 2 for some h 2 > 0. We assume that the inequality (3.28) holds for 0 ≤ n ≤ k. Then there exists a positive constant h 3 such that when h < h 3 , (3.27) reduces to
for 0 ≤ n ≤ k. By Gronwall's inequality and (3.17), there exists τ 1 > 0 such that,
for 0 ≤ n ≤ k and τ < τ 1 , which further implies that
Taking τ 0 ≤ min{τ * 0 , τ 1 } and h 0 ≤ min{h 1 , h 3 }, the mathematical induction is closed and (3.28) holds for 1 ≤ n ≤ N . Moreover, inequalities (3.26) and (3.29) hold for all 0 ≤ n ≤ N − 1.
It remains to estimate θ p . In a traditional way, we consider the equation
with the boundary condition k(x) µ(C n ) ∇g · n = 0 on ∂Ω. It is easy to see that
is a projection such that [44] for w ∈ H(div),
, for ϕ h ∈ S r−1 h and from (3.23) and the classical result Q h w L 2 ≤ C w H 1 , we obtain θ n+1
which implies that 
Similarly, for any fixed integer n ≥ 1 we denote by ( p n h , u n h ) the classical mixed projection of (p n , u n ) on ( S r−1 h , H r−1 h ) such that
By the classical mixed method theory [9, 22, 44] and negative norm estimates in [20] , we have
and by inverse inequalities and noting r ≥ 2,
For a given u n , we define an elliptic quasi-projection Π n c : H 1 (Ω) → V r h , slightly different from one in section 3.1, by
with Ω ( Π n c c n − c n )dx = 0 and Π 0 c := I h . By a proof similar to Lemma 3.2, we can get basic estimates of the elliptic quasi-projection Π n c as follows. Lemma 3.4 Under the assumptions of Theorem 2.1, there exists h 1 > 0 such that for any h ≤ h 1 ,
Π n c c n W 1,∞ ≤ C, (3.40) and
Now we start to prove Theorem 2.1. Let θ n p = P n h − p n h , θ n u = U n h − u n h and θ n c = C n h − Π n c c n .
We prove below the estimate
From (1.1)-(1.3) and the finite element system (2.7)-(2.9), the error function ( θ n p , θ n u , θ n c ) satisfies
where T n+1 c denotes the truncation error. By the regularity assumption (2.1), we have 
and by (3.47), we get
Moreover, using integration by part and noting the fact that ∇ · u n+1 = q I − q P and u n+1 · n = 0 on the boundary,
Finally, we rewrite J 3 by
By (3.35)-(3.36) and (3.47), we have
4 Proof to Lemma 3.2
To prove Lemma 3.2, we define an extra classical elliptic projection R n h :
with Ω (ψ − R n h ψ)dx = 0. Similarly, by classical FE theory [9, 44] ,
For 2 ≤ p ≤ 4 and 1/q + 1/p = 1, by (4.1) we have
where we have noted the fact that D(U n ) and D( U n h ) are symmetric. With (3.14) and (4.2) we further have
where we have also used some basic estimates to R n h . It follows that
4)
when h ≤ h 1 for some h 1 > 0. By using an inverse inequality, we see that
We have proved (3.16) and the second part of (3.15) .
To get the L 2 -norm estimate in (3.15), we use the duality argument and consider the equation
with Ω wdx = 0. Its solution satisfies
By (3.14) ,
For the second term in the right hand side of the last equation, we have the following estimate
where we have used (3.12)-(3.13).
and (3.15) follows immediately. It remains to prove (3.17) . From (4.1), we see that
Using similar proof for (3.15), we can get the desired result. The proof is complete.
Numerical examples
In this section, we present numerical results for incompressible miscible flows in both two and three-dimensional porous media to confirm our theoretical analysis and show the efficiency of linearized Galerkin FEMs. Here we always assume that the solution of the system is smooth. The problem with non-smooth solutions was considered in [7] , where the convergence of a discontinuousmixed FEM was proved. All computations in this section are performed by using the software FEniCS [36] . We rewrite the system (1.1)-(1.4) by ∂c ∂t − ∇ · (D(u)∇c) + u · ∇c = g, (5.1)
where D(u) = 1 + |u| 2 /(1 + |u| 2 ) + u ⊗ u and µ(c) = 1 + c 2 . 
(5.4) We use a uniform triangular mesh with M+1 vertices in each direction, where h = √ 2 M (see Figure 1 for the illustration with M = 8). We solve the system (5.1)-(5.3) by the scheme (2.7)-(2.9) with r = 1 and r = 2, respectively.
As the expected optimal convergence rate in L 2 -norm is O(τ + h r+1 ), we set τ = 8 M r+1 in our computation. The L 2 -norm errors of P N h , U N h and C N h are presented in Table 1 for r = 1, 2, where Table 1 , we can see clearly that the convergence rates for P N h and U N h are optimal with the order O(h r ), while the rate for C n h is optimal with the order O(h r+1 ) for both r = 1, 2. The one-order lower approximation to (p, u) does not affect the accuracy of the numerical concentration and the mesh-size restriction in (1.8) is not necessary.
Example 5.2. Secondly, we study the system (5.1)-(5.3) in a three-dimensional cube [0, 1] × [0, 1]×[0, 1]., where the functions f and g are chosen correspondingly to the smooth exact solution p = 1.0 + 1000x 2 (1 − x) 3 y 2 (1 − y) 3 z 2 (1 − z) 3 t 2 e −t , (5.6)
We also set the terminal time T = 1.0 in this example. A uniform triangular mesh with M+1 vertices in each direction of the cube is used in our computation, where h = √ 3 M . We solve the system by the linearized Galerkin FEMs in (2.7)-(2.9) by the lowest-order Galerkin-mixed FEM (r = 1). Such a Galerkin-mixed FEM is most popular in practical computation, particular for problems with discontinuous media. To show the accuracy in spatial direction, we set τ = 8 M 2 in our computation. We present in Table 2 the L 2 -norm errors of concentration, velocity and pressure. Again numerical results confirm our theoretical analysis and the accuracy of the numerical concentration is in the order O(h 2 ), while all previous analyses only showed the first-order accuracy of numerical concentration. 
Conclusions
We have presented unconditionally optimal error analysis of commonly-used Galerkin-mixed FEMs for a nonlinear and strongly coupled parabolic system from incompressible miscible flow in porous media. In particular, for the most popular lowest-order Galerkin-mixed method, we show unconditionally the second-order accuracy O(h 2 ) for the numerical concentration C n h in spatial direction. In all previous works, only the first-order accuracy was obtained under certain time-step restriction and the mesh-size condition. Moreover, our analysis is based on a quasi-projection and the approach presented in this paper can be extended to many other coupled nonlinear parabolic PDEs to obtain optimal error estimates for all components. With the numerical concentration C n h ∈ V r h obtained by the lowest-order Galerkin-mixed FEM, one can get new numerical velocity and pressure of the accuracy O(h 2 ) (same as the concentration) by resolving the elliptic pressure equation (1.3) at a given time with a higher-order Galerkin FEM or a higher-order mixed method.
Optimal error estimates presented in this paper is based on strong regularity assumptions of the solution of the system and physical parameters as usual. Since the present paper focuses on the new analysis of classical Galerkin-mixed FEMs, the regularity assumptions in (A1) − (A6) may not be optimal. Some related works under weaker assumptions were done by several authors [11, 35, 38] . Also the existence and uniqueness of the strong solution of the system (1.1)-(1.2) in a general setting remains open. A systematic numerical simulation on the above scheme with many other approximations will be presented in the coming article [49] and the problems with non-smooth domains and discontinuous coefficients will be also studied there.
