Abstract. Matrices over the dual numbers are considered. We propose an approach to classify these matrices up to similarity. Some preliminary results on the realization of this approach are obtained. In particular, we produce explicitly canonical matrices of orders 2 and 3.
Introduction
Let K be an algebraically closed field of characteristic zero and D = K[ζ] is the algebra of the dual numbers over K, where ζ 2 = 0. The main problem we consider in this paper is to classify elements of the full matrix algebra M n (D) up to similarity. To be more precise, our goal is to determine a set of canonical matrices such that each class of similar matrices contains exactly one canonical matrix.
In Section 2, first, we reduce the problem to the matrices A 0 + A 1 ζ, where the set of eigenvalues of A 0 ∈ M n (K) contains a single element (see Theorem 2.2; note that this result generalizes Berezin's theorem (see, for example, Section 4 in [1] )). Moreover, it can be assumed that A 0 = J ν , where J ν is a block diagonal matrix such that its diagonal blocks are Jordan blocks with the zero eigenvalues.
Let µ = (µ 1 , . . . , µ l ) be a sequence of positive integers and µ 1 + · · · + µ l = m. Suppose the block partition of matrices of M m (K) is defined by the sequence µ. We say that matrices C,C ∈ GL m (K) are µ-mutual if C is lower triangular,C is upper triangular and respective diagonal blocks of C andC are equal. Matrices A, B ∈ M m (K) are µ-similar if there exist µ-mutual matrices C,C such that B = CAC −1 . Concluding the process of reduction, in Section 2, in the context of the appropriate theory, we show that the solution of the main problem can be realized in two steps. The first one is to classify matrices of M m (K) up to µ-similarity.
Also, in Section 2 we prove that, by analogy with the classic case, if a class of similar D-matrices contains a diagonal matrix, then this matrix is determined uniquely up to permutation of diagonal elements (Theorem 2.1).
In Section 3 we classify the sets of µ-similar matrices for µ = (1, 1, . . . , 1) (Theorem 3.1).
In Section 4 we consider the matrices that are similar to a matrix of the form J n,α + A 1 ζ, where J n,α is the Jordan block with the eigenvalue α ∈ K. For an arbitrary class of matrices of this kind, we choose a canonical matrix in a specific way (Theorem 4.1).
Also in this Section using the possibilities of the proposed approach we obtain classification of elements of M n (D) up to similarity for n = 2, 3 (see Examples 4.1 and 4.2).
The author would like to express the gratitude to P.A. Saponov and D.I. Gurevich for their friendly support.
The reduction of the main problem
Along with the classic case matrices A, B ∈ M n (D) are called similar if there exists an invertible matrix C ∈ M n (D) such that B = CAC −1 . Then we write A ∼ B. If A, B ∈ M n (K) are similar in the classic sense then we say these are K-similar and write A K ∼ B. First consider the result that is of interest itself. It is well known that if a matrix A ∈ M n (K) is K-similar to a diagonal matrix A ′ ∈ M n (K), then the set of the diagonal elements of A ′ is determined uniquely by A. This set is made up of the roots of the characteristic polynomial χ(t) of A. On the other hand, in our case a polynomial may have not a unique expansion into coprime factors. Hence, in particular, distinct diagonal matrices may have the same characteristic polynomial. For example, for all diagonal matrices of the form aζ 0 0 −aζ , where a ∈ K, we have χ(t) = t 2 . Nevertheless, 
where G ∈ GL n (D). Represent the matrix G in the form G = (E n + C 1 ζ)B, where B ∈ GL n (K), C 1 ∈ M n (K), E n is the identity matrix of order n. Then we have G −1 = B −1 (E n − C 1 ζ). Now from (2.2) it follows that Then we obtain A
Suppose for any matrix we consider the block partition is defined by the partition ϑ. It follows from (2.1) and (2.3) that B is block diagonal. Since A 1 is diagonal,we see that
Hence, from (2.1) it follows that C 1 is block diagonal. Therefore we have
Since B is block diagonal, from (2.4) and (2.5) it follows that the diagonal matrices A 1 and A ′ 1 differ from one another by a permutation of diagonal elements within the blocks determined by the partition ϑ. With (2.1) we see that the theorem is proved.
be a matrix of M n (D), where A 0 , A 1 ∈ M n (K). By Λ(A 0 ) denote the set of all eigenvalues of A 0 . We have the following important result:
(see [4] ). Now it can easily be checked that
where
are coprime, a 0 = 0 and the element a 0 + a 1 ζ is invertible.
Without loss of generality it can be assumed that A is a matrix of a Dlinear transformation A of the D-envelope V D of a K-linear space V with respect to some basis.
From our previous results (see Proposition 3.3 in [1] ) it follows that
Also, the D-modules ker f ′ (A) and ker f ′′ (A) are free (see [1] ). By B denote a matrix of A with respect to some basis associated with decomposition (2.7). Then B is block diagonal and A ∼ B.
The D-linear transformation A of V D determines uniquely the K-linear transformation A 0 of the space V for ζ = 0. In this case, A 0 is the matrix of A 0 with respect to some basis. Suppose V = V 1 ⊕ K V 2 is the decomposition of V such that the block diagonal form of A 0 = A 
The proof of this lemma is left to the reader. From Lemma 2.1 it follows that A Corollary. If |Λ(A 0 )| > 1, then the matrix A is similar to a block diagonal matrix.
Thus, by induction, the main problem is reduced to the case when |Λ(A 0 )| = 1. Since diagonal matrices make up the center of M n (D), we can assume that Λ(A 0 ) = {0}. Then the matrix A is similar to a matrix A ′ of the form
. . , ν m ) is a partition of n, J ν i ,0 is the Jordan block of order ν i with the zero eigenvalues; A ′ 1 ∈ M n (K). Note that the matrix J ν is determined uniquely by the first term A 0 of A (see (2.6)). Now, as for the main problem, it suffices to choose a canonical matrix in a certain way for every set of similar matrices of the form J ν + A 1 ζ, where
Then we claim that the matrix D can be represented in the form
where C 1 ∈ M n (K), B 0 ∈ GL n (K) and
Then we see that
For an arbitrary positive integer l, by [l] denote the set {1, 2, . . . , l}. Let R, S be proper subsets of [n];R = [n] \ R,S = [n] \ S. By A(R,S) denote the submatrix of A ∈ M n (G 0 ) such that an element a ij of A belongs to A(R,S) iff i ∈R and j ∈S. By definition, put A R,S = A(R,S). Notice that A R,S is obtained from A if we remove from A all rows whose numbers belong to R and all columns whose numbers belong to S.
Let the numbers of the non-zero rows and columns of J ν be i 1 , i 2 , . . . , i r and j 1 , j 2 , . . . , j r respectively; P = {i 1 , . . . , i r }, Q = {j 1 , . . . , j r }.
Proof. We have
is not equal to zero, then j ∈ Q (i ∈ P ). Hence,
and we see that the lemma is proved. By definition, putB
Evidently, B ν is a subgroup of GL n (K). Remark. Taking into account Lemmas 2.2 and 2.3 we see that now the first problem is to describe the sets of the form
where A 1 ∈ M n (K). In the present section we prove that if B ranges over B ν , then (BA 1 B −1 ) P,Q ranges over all matrices that are µ-similar to (A 1 ) P,Q (see Introduction and Theorem 2.4 below).
By W denote the algebra M n (K) as a linear space. Let W ν be the subspace of W such that A ∈ W ν iff A P,Q = 0. ∈ W ν means that the k-th row and the j-th column of the matrix J ν are zero.)
where dots denote a linear combination of matrix units that are distinct from e ki . Since the k-th row of J ν is zero, the k-th row of J ν B is also zero. On the other hand, we claim that the k-th row of BJ ν is not zero. Indeed, because e ij ∈ W ν and the j-th column of J ν is zero, we see that the i-th row of J ν is not zero. Hence there exists a uniquely determined integer l such that the element y pl of the matrix J ν is equal to zero for p = i and y il = 1. Since α = 0, we see that the k-th row of the matrix BJ ν is not zero.
Therefore, J ν B = BJ ν . This contradiction concludes the proof. Similarly, it can be proved that AB ∈ W ν . This completes the proof of the lemma. By Φ denote the representation of the group B ν on the factor space W/W ν . For an arbitrary proper subset I of [n], denote by A I the matrix A I,I ≡ A(Ī,Ī), where A ∈ M n (K).
Let the sets P and Q be as above, m = n − r. For an arbitrary B ∈ B ν , denote by ψ B the mapping of
Let the mapping Ψ :
Lemma 2.6. The mapping Ψ is a representation of the group B ν .
To prove this we need several lemmas. Let I be a subset of [n], A ∈ M n (K). We say that the matrix A satisfies condition (I) if for all elements a ij of A such that i ∈Ī and j ∈ I we have a ij = 0.
Let A, B ∈ M n (K). Lemma 2.8. Any matrix B ∈B ν satisfies conditions (P ) and (Q).
Proof. Assume the converse, that is, suppose there exists an element b ij of B such that i ∈P , j ∈ P, b ij = 0. Then there exists a column of J ν such that its j-th element is equal to 1 and the rest elements are zero. Hence the i-th row of the matrix BJ ν is not zero. On the other hand, since the i-th row of J ν is zero, the i-th row of J ν B is also zero. Thus we have BJ ν = J ν B. This contradiction concludes the proof of the first assertion of the lemma.
Likewise, the second assertion can be easily proved. From Lemmas 2.7 and 2.8 it follows that for all B ′ , B ′′ ∈B ν we have
Proof of Lemma 2.6. In the mapping B → B P (B → B Q ), if a row with a number t is removed from B then the column with the same number is also removed. Whence,
where m = n − r, and we have
With (2.11) we obtain
that is, we have
Proposition 2.1. The representations Φ and Ψ of the group B ν are equivalent .
Proof. Suppose matrices A, C ∈ M n (K) satisfy conditions (R) and (S) respectively. Then we claim that
where B ∈ M n (K). Indeed, let d ij be an element of the matrix ABC. Then we have
where a ik , b kl , c lj are the elements of A, B, C respectively. If i ∈R and j ∈S,
But the same formula determines the element of the matrix A R B R,S C S . Hence equality (2.13) is proved. Let A ∈ M n (K), B ∈ B ν . Using (2.11) and (2.12), we get
Then, by Lemma 2.8, (2.13) and (2.14), it follows that
Obviously, the mapping Θ is linear. Then with (2.15), (2.10) and (2.14) we obtain
. Thus the linear mapping Θ is a homomorphism of the B ν -modules.
Finally, by the definition of W ν , we have
Let ν be as above. Write this partition in the form
is, s i is the multiplicity of the part α i of ν. Byν denote the sequence of the multiplicities
For example, if ν = (5, 5, 4, 4, 4, 2), thenν = (2, 3, 1).
In the following for any B ∈ B ν the block partition of the matrices B P , B Q is defined by the sequenceν.
Suppose B ∈ B ν is of the general form. Then we have Theorem 2.3. The matrix B P (B Q ) is the invertible lower (respectively, upper) block triangular matrix of the general form. Moreover i) respective diagonal blocks of B P and B Q are coincide; ii) the elements that belong to off-diagonal and non-zero blocks of B P and B Q are independent.
Proof. We assume that the block partition of the matrix B is defined by the partition ν = (ν 1 , ν 2 , . . . , ν m ), that is, B = (B ij ), where B ij is a rectangular ν i × ν j -matrix.
Recall from [5] that a k × l-matrix G = (g ij ) is regular if the following conditions hold:
A matrix B ∈ M n (K) belongs to B ν iff every block of B is regular and |B| = 0. (see, for example, [5] ).
By definition, put
By definition, σ t = σ t−1 + ν t / ∈ P and if ν t > 1, then In the mapping B → B P (B → B Q ) an aggregate of all square blocks of the same order is taken to some square diagonal block of B P (B Q ). Likewise, an aggregate of all rectangular blocks of the same dimension is taken to the corresponding block of B P (B Q ). Now from Proposition 2.2 (see below) it follows that the matrix B P (B Q ) is the invertible lower (respectively, upper) block triangular matrix of the general form.
From the above, distinct elements of off-diagonal and non-zero blocks of B P and B Q are determined by distinct rectangular blocks of B. Also, it follows from Proposition 2.2 that the determinant |B| depends only on the elements of the square blocks of B. Since B is of the general form, we see that elements of distinct rectangular blocks of B are independent. This yields statement ii) of the theorem. Proposition 2.2.
To prove this, we need several lemmas.
Suppose ν = (t, t, . . . , t s ), where st = n. As above, the block partition of B ∈B ν is defined by ν, that is, for any i, j ∈ [s] the block B ij of B is a square matrix of order t. Recall that any block of B is regular, i.e.,
Hence, in this case,
It can easily be checked that |B| = |B P | 2 = |B Q | 2 . By analogy, generally, for ν = (t, t, . . . , t s ) we have Lemma 2.9.
Proof. Let us prove that
We proceed by induction on t. For t = 1, there is nothing to prove. Let t > 1. By Laplace's theorem we have
where S ⊂ [n], S = ∅; R ranges over all subsets of [n] such that |R| = |S|; σ(R) and σ(S) are the sums of all elements of R and S respectively. Put
In the other words, to calculate |B| we use the decomposition by the first columns of the blocks. Since blocks of B are regular, we see that if the number of a row of the submatrix B([n], S) does not belong to S, then this row is zero. Hence the sum in the right-hand side of (2.18) contains the term for R = S only. Because |B(S, S)| = |b (0) ij |, we have
ij | · |B(S,S)|. The block partition of B(S,S) is defined byν = (t − 1, t − 1, . . . , t − 1) and any block of B(S,S) is regular. Hence, by the inductive assumption,
Whence, (2.17) is proved.
To conclude the proof, it remains to note that, in our case,
Suppose the partition ν is given by (2.16), 
Lemma 2.10. The block partition ofB is defined bỹ
We claim that an arbitrary blockB ij ofB is regular. Indeed, to obtainB ij from B ij we remove from B ij i) the first row and the first column for i, j ≤ s 1 ; ii) the first row for i ≤ s 1 , j > s 1 ; iii) the first column for i > s 1 , j ≤ s 1 . Also,B ij = B ij for i > s 1 , j > s 1 . Since B ij is regular, we see thatB ij is also regular. Moreover, if i ≤ s 1 , j > s 1 , then the diagonal of the blockB ij is zero.
Suppose the setsP ,Q are defined by Jν in the same way as P, Q are defined by J ν (see above). Denote byB Suppose α 1 − 1 > α 2 . Then, by the inductive assumption, we have
ii , where i = 1, 2, . . . , l, we see that (2.20) is proved.
By the inductive assumption, we have 
Recall that α 2 = α 1 − Let m be a positive number. We say that µ = (µ 1 , . . . , µ l ) is a sequence for m if µ 1 + · · · + µ l = m and µ 1 , . . . , µ l are positive integers. Suppose the block partition of matrices of M m (K) is defined by the sequence µ.
We say that matrices C,C ∈ GL m (K) are µ-mutual if i) C is lower block triangular; ii)C is upper block triangular; iii) respective diagonal blocks of C andC are equal. If, in addition, all diagonal blocks of C andC are identity matrices, then C andC are unitary µ-mutual.
We say that matrices A, B ∈ M m (K) are µ-similar (unitary µ-similar) if there exist µ-mutual (respectively, unitary µ-mutual) matrices C,C ∈ GL m (K) such that CA = BC.
Evidently, if µ = (m), then the concept of the µ-similarity coincides with the concept of similarity in the classic case. Lemma 2.11. Matrices A, B ∈ M m (K) are µ-similar iff there exist an invertible lower block triangular matrix C = (C ij ) and an upper block
ii for i = 1, 2, . . . , l and the following condition holds:
Proof. Note that, for an arbitrary upper block triangular matrix G ∈ GL m (K), the diagonal blocks of the matrix H = G −1 are given by
ii , where i = 1, 2, . . . , l. Let A ∈ M n (K). Theorem 2.4. If B ranges over B ν , then (BAB −1 ) P,Q ranges over all matrices that are µ-similar to A P,Q .
Proof. Follows from (2.15), Theorem 2.3 and Lemma 2.11.
The following example shows the part of Theorem 2.4 in the solution of our main problem in the simplest case.
Example 2.1. Consider a certain set of matrices that are similar to a matrix of the form A = J ν + A 1 ζ,
Let us prove that this set contains a unique matrix of the form 
By Theorem 2.4, {(BA 1 B −1 ) P,Q | B ∈ B ν } is the set of all matrices that are µ-similar to (A 1 ) P,Q , where P = {1}, Q = {2}, µ = (1, 1). By Theorem 3.1, it follows that there exists a matrix B ∈ B ν such that A P,Q ∈ R 2 , whereÃ = BA 1 B −1 . Further, consider the mapping
The matrixÃ P,Q is unchanged by this mapping (see Lemma 2.3). To be more precise, Since the trace of matrix is invariant with respect to conjugation, from (2.24) it follows that the element that belongs to the first row and to the first column is the same for the matrices J ν + A , by R k and S l we denote the sets R ∪ {k} and S ∪ {l} respectively. Let f R,S be the mapping of M m (K) to M m (K) such that, for a matrix A ∈ M m (K), an arbitrary element y kl of the matrix Y = f R,S (A) is defined as follows: i) if k / ∈ R and l / ∈ S, then y kl = |A(R k , S l )|; ii) if k ∈ R and l / ∈ S or k / ∈ R and l ∈ S, then y kl = 0; iii) Y (R, S) = E, where E is the identity matrix.
and as above Y = f R,S (A). Clearly, u ij , v ij , . . . , z ij are the elements of U, V, . . . , Z respectively, where i, j ∈ [m].
Lemma 3.1. If i ∈ R or j ∈ S, then u ij = v ij .
Proof. Suppose i ∈ R and j / ∈ S. If k / ∈ R, then x ik = 0. If l ∈ S, then z lj = 0. Therefore,
But if k ∈ R and l / ∈ S, then y kl = 0. Whence we have u ij = 0 = v ij . Similarly, if i / ∈ R and j ∈ S, then u ij = v ij = 0. Let i ∈ R and j ∈ S. Since Y (R, S) = E, we have
where l(k) is the element of S such that it has the same ordinal number in the natural ordering of S as the element k ∈ R has. Recall that (x ij ) = f R,R (C) and (z ij ) = f S,S (D). Then, by definition, we have x ik = δ ik and z l(k)j = δ l(k)j , where k ∈ R, l(k) ∈ S. Thus we obtain
Also, from the definition of f R,S it follows that v ij = δ ij .
Using the notations of Lemma 3.1, in addition suppose: i) the sets R and S are one-element, that is, R = {r} and S = {s}, where r, s ∈ [m];
ii) the matrix C (D) is lower (respectively, upper) triangular and all offdiagonal elements of its r-th row (respectively, s-th column) are equal to zero.
Then we have Lemma 3.2. If i / ∈ R and j / ∈ S, then u ij = v ij . Proof. This lemma is equivalent to the equality
where i / ∈ R, j / ∈ S. According to the Cauchy-Binet formula we have
where T ′ , T ′′ range independently over all two-element subsets of [m] . Let us prove we can assume that the sets T ′ and T ′′ of formula (3.2) are only such that r ∈ T ′ and s ∈ T ′′ . Indeed, let us check that if r / ∈ T ′ or s / ∈ T ′′ , then
By assumption, all off-diagonal elements of the r-th row of the matrix C are equal to zero. Therefore, if r / ∈ T ′ , then the matrix C(R i , T ′ ) contains the zero row. Hence |C(R i , T ′ )| = 0. By analogy, the condition s / ∈ T ′′ yields |D(T ′′ , S j )| = 0. It follows from Lemmas 3.1 and 3.2 that under the conditions of Lemma 3.2 we have the following result:
Proposition 3.1.
An element a rs of a matrix A = (a ij ) is called marked if a rs = 0 and for all positive integers i, j such that i ≤ r, j ≤ s, (i, j) = (r, s), we have a ij = 0. In other words, a rs is marked iff a rs is the only non-zero element of the matrix A([r], [s]). By P(A) denote the set of all marked element numbers of A. 
ii , where i = 1, 2, . . . , m; iv) B = CAD. Suppose (r, s) ∈ P(A) and i, j are positive integers such that i ≤ r, j ≤ s and (i, j) = (r, s). We claim that b ij = 0 and b rs = c rr c −1 ss a rs .
In fact, since the matrices C and D are triangular, we have
( 3.3)
The right-hand side of (3.3) contains just the elements a kl of A such that k ≤ i, l ≤ j, and no others. But all these elements are zero because i ≤ r, j ≤ s, (i, j) = (r, s) and the element a rs is marked. Therefore, b ij = 0.
In the same way, we get
as if a kl = 0 for k ≤ r, l ≤ s, then k = r and l = s.
Thus if (r, s) ∈ P(A), then (r, s) ∈ P(B), that is, P(A) ⊆ P(B).
Since the relation of µ-similarity is symmetric, we have P(B) ⊆ P(A) and we see that the lemma is proved.
Note that the matrices C, D −1 of the last proof are µ-mutual (see Section 2).
As above, suppose a rs is a marked element of A ∈ M m (K). where i = r + 1, r + 2, . . . , m. By Q 1 (respectively, Q 2 ) denote the set of the elements c ij , d kl that enter in the notations of the right (respectively, left)-hand side of equalities (3.6) and (3.7), that is,
We have Q 1 ∩ Q 2 = ∅. Further, from Lemma 3.3 it follows that b rj = 0 for j < s and b is = 0 for i < r. Thus we see that the lemma is proved.
In the following suppose the marked element a rs is minimal in P(A) with respect to the ordering by the numbers of rows of A.
By definition, put Q 3 = {c rk |k < r} ∪ {d ls |l < s}.
Let A, B, C, D be the matrices of Lemma 3.4. Every element of the matrix B = CAD is a polynomial in elements of C, A, D. For all these polynomials, using equalities (3.6) and (3.7), express all Q 2 -elements in terms of the Q 1 -elements. Then we have Lemma 3.5. Every element of the matrix B is independent of Q 3 -elements.
Proof. By Lemma 3.3, if i ≤ r, j ≤ s and (i, j) = (r, s), then b ij = 0. Also, by assumption, we have b rj = 0 for j > s and b is = 0 for i > r. Further, b rs = c rr c −1 ss a rs (see (3.4) ). Whence suppose i > r or j > s, and (i, j) = (r, s).
We have
This notation alone does not contain any Q 3 -elements. Hence Q 3 -elements do not appear in the notation of b ij until we write the Q 2 -elements in terms of Q 1 -elements. Let i > r and j < s. Then the right-hand side of (3.8) does not contain any Q 2 -elements of D. The monomials of (3.8) that contain Q 2 -elements of C are of the form c ir a rl d lj , where 1 ≤ l ≤ j. But all these monomials are equal to zero, since a rl = 0 for l ≤ j < s.
Similarly, the case when i < r and j > s can be considered. where c ir , d sj ∈ Q 2 and the other elements of the right-hand side of (3.9) do not belong to Q 2 . Change c ir and d sj by equalities (3.6) and (3.7) respectively. Then we obtain Since the marked element a rs is minimal, we have a tl = 0 for t < r. Hence σ rt = 0, where t = 1, 2, . . . , r − 1. By τ qs denote the coefficient of d qs in the right-hand side of (3.10), where q < s. Then we see that Note that from this proof it follows that Lemma 3.5 also holds if the element a rs ∈ P(A) is minimal with respect to the ordering by the numbers of columns.
As above, suppose A ∈ M m (K), a rs ∈ P(A) and a rs is minimal with respect to the ordering by the numbers of rows. Let C and D be the matrices of Lemma 3.4.
Lemma 3.6. It can be assumed that all off-diagonal elements of the r-th row of C and of the s-th column of D are equal to zero.
Proof. Let Q 3 be as above. Recall that Q 3 ⊆ Q 1 . By Lemma 3.5, every element of B does not depend on Q 3 -elements. Hence all elements of Q 3 can be equated to zero without violating the equality B = CAD and the lemma is proved.
Let us remark that Lemmas 3.4-3.6 are correct as before if, in addition, we assume that the matrices C and D 
Proof. From Proposition 3.1 and Lemma 3.6 it follows that
By definition, excepting the diagonal element, the r-th column of f R,R (C) is zero. Hence condition (R) holds for the matrix f R,R (C) (see Section 2). By analogy, condition (S) holds for the matrix f S,S (D). Therefore, from (2.13) it follows that
(3.12)
Put X = f R,R (C). Then, under the accepted conditions for C, we see that x ij = −c ij , where i > r and j < r; x ir = 0, where i = r; otherwise
Using (3.12)-(3.14), we get
Recall that b rj = 0 for j = s and b is = 0 for i = r; b rs = a rs and b ij = 0 for i < r. Put V = f R,S (B). We see that v ij = 0 for i < r; v rj = 0 for j = s. Also, v is = 0 for i = s; v rs = 1. Further, if i > r and j < s, then v ij = −b ij a rs ; if i > r and j > s, then v ij = b ij a rs . This yields that
Inasmuch as the element a rs is minimal, the first (r − 1) rows of A are zero. Hence the first (r − 1) rows of Y = f R,S (A) are also zero. Therefore,
We see that the proposition is proved.
By U m denote the subset of M m (K) such that A ∈ M m (K) belongs to U m iff any row and any column of A contain not more than one non-zero element.
Lemma 3.7. For any A ∈ M m (K) there exists a matrix B ∈ U m such that the matrices A and B are unitary µ-similar.
Proof. The proof is by induction on m. For m = 1, there is nothing to prove.
Suppose m > 1, A ∈ M m (K) and a rs is the minimal marked element of A.
In (3.11), the matrix A R,S is of order (m − 1). C R and D S are unitary µ-mutual. If an element of the matrix C R (D S ) is off-diagonal and nonzero then it does not belong to the set Q 2 ∪ Q 3 . Therefore, C R − E m−1 (D S − E m−1 ) is the strictly lower (respectively, upper) triangular matrix of the general form. With the inductive assumption, the lemma is proved.
Lemma 3.8. Suppose matrices A, B ∈ U m are unitary µ-similar. Then
Proof. Let us prove that if A ∈ U m , then Proof. Follows immediately from Lemmas 3.7 and 3.8. Let A ∈ U m and a i 1 j 1 , a i 2 j 2 , . . . , a i l j l (3.16) be a sequence of non-zero elements of A. We say that this sequence is a chain of A if l = 1 or i 1 < i t+1 and i t+1 = j t for t = 1, 2, . . . , l − 1. In this case, a i 1 j 1 is the leading element of the chain. A chain is maximal if it can not be imbeded in another chain of larger lenght. In the following we consider only maximal chains. A chain of lenght l is closed if i 1 = j l (see (3.16 It follows from the definition of U m , that if two chains of a matrix have a common element then these chains coincide. By R m denote the subset of U m such that A ∈ U m belongs to R m iff, possibly except leading elements of closed chains, all non-zero elements of A are units.
Example 3.1. Let µ = (1, 1). Then we have To prove this theorem, we need several lemmas. Lemma 3.9. For any A ∈ M m (K) there exists a matrix B ∈ R m such that A, B are µ-similar.
Proof. By Proposition 3.3, there exists a unique matrix A ′ ∈ U m such that A and A ′ are unitary µ-similar. Therefore, it suffices to show that there exists a diagonal matrix
where t = 2, 3, . . . , l. Then we have
If the chain is open, i.e. i l+1 = i 1 , define γ i 1 by (3.17) for t = 1. Then we obtain
Thus we obtain the diagonal matrix C, such that CA ′ C −1 ∈ R m and the lemma is proved. 
By the definition of R m , possibly except leading elements of closed chains, all non-zero elements of A and B are units.
Suppose
Thus the lemma is proved.
Proof of Theorem 3.1. Follows immediately from Lemmas 3.9 and 3.10.
Some special classes of similar matrices
In the present section we find a canonical matrix for every class of matrices that are similar to an arbitrary matrix of the form J n,α + A 1 ζ, where α ∈ K,
where A 1 ∈ M n (K). By p i and q j denote the traces the matrices A i and Lemma 4.1.
where k = 1, 2, . . . , n.
Proof. As above, matrix units are denoted by e ij . Since
we have
With (4.2) we obtain
. If an element x ij of J n,0 is not zero, then i < j. Hence, for an arbitrary k ∈ [n], we have
Thus the lemma is proved. For an arbitrary positive integer k, we have
Hence,
tr J Proof. Since the function tr is invariant with respect to conjugation, we see that this lemma follows from (4.3).
As above, A = J n,0 + A 1 ζ, where A 1 = (a ′ ij ) ∈ M n (K). Lemma 4.3. There exists a unique matrix B 1 ∈ M n (K) such that i) A is similar to B = J n,0 + B 1 ζ; ii) all columns of B 1 , from the second one, are zero. Proof. From Lemmas 4.1 and 4.2 it follows that if conditions i) and ii) hold for some matrix B 1 ∈ M n (K), then B 1 is unique. Therefore, let us prove that a required matrix B 1 exists.
Let C = E n + C 1 ζ, where C 1 = (c ′ ij ) ∈ M n (K). Then C −1 = E n − C 1 ζ and we have Using the results of the present paper, we produce canonical matrices for M n (D), where n = 2, 3.
First consider the following easy obtainable result. Suppose A = αE n + A 1 ζ, where α ∈ K, A 1 ∈ M n (K); J ∈ M n (K) is a matrix such that it has a Jordan normal form and J iii) α 4 E 2 + Jζ, where α 4 ∈ K and J ∈ M 2 (K) is of the form: diag(γ 1 , γ 2 ) (up to permutation of diagonal elements) or J 2,γ 3 , where γ i ∈ K (see Lemma 4.4). 
