Abstract. The paper deals with infinite block matrices having compact off diagonal parts. Bounds for the spectrum are established and estimates for the norm of the resolvent are proposed. Applications to matrix integral operators are also discussed. The main tool is the π-triangular operators defined in the paper.
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The paper is organized as follows. In this section we define the π-triangular operators. In Section 2 some properties of Volterra operators are considered. In Section 3 we establish the norm estimates and multiplicative representation for the resolvents of π-triangular operators. Section 4 is devoted to perturbations of block triangular matrices. The main result of the paper-Theorem 5.1 on the spectrum of infinite block matrices is presented in Section 5. Section 6 deals with diagonally dominant block matrices. Besides we generalize the Hadamard criterion to infinite block matrices. Some examples are presented in Section 7. In what follows
is an infinite chain of orthogonal projections P k in H, such that
and P n → I strongly as n → ∞. Here and below ∆P k = P k − P k−1 . Let a linear operator A acting in H satisfy the relations
..). (1.1)
That is, P k are invariant projections for A. Put Lemma 2.2. Let V be a π-Volterra operator (i.e. it is compact and satisfies (1.4)). Then V is quasinilpotent and hence Volterra.
Proof. Thanks to the definition of a π-Volterra operator and the previous lemma, V is a limit of nilpotent operators in the operator norm, cf. [1, 2] and [11] . This proves the lemma. Proof. It is obvious that
This proves the lemma. Proof. In the sequel we suppose that there are positive numbers θ k (k ∈ N), with
for an arbitrary Volterra operator 
Let V ∈ C 2p be a Volterra operator. Then due to Corollary 6.9.4 from [9] , we get
and [x] means the integer part of a positive number x. Inequality (2.2) can be written as
In particular, if V is a Hilbert-Schmidt operator, then
Resolvents of π-triangular operators.
Proof. Let λ be a regular point of operator D. According to the triangular representation (1.2) we obtain
Operator V R λ (D) for a regular point λ of operator D is a Volterra one due to Lemma 2.3. Therefore,
k and the series converges in the operator norm. Hence, it follows that λ is a regular point of A. Conversely let λ ∈ σ(A). According to the triangular representation (1.2) we obtain
Since V is a π-Volterra, for a regular point λ of A, operator V R λ (A) is a Volterra one due to Lemmas 2.2 and 2.3. So
and the series converges in the operator norm. Thus,
Hence, it follows that λ is a regular point of D. This finishes the proof.
With V ∈ Y , introduce the function
Corollary 3.2. Let A be a π-triangular operator and let its π-nilpotent part V belong to a norm ideal Y with the property (2.1). Then
Indeed, according to Lemma 2.3 and (2.1)
Now the required result is due to (3.1). Corollary 3.2 and inequality (2.2) yield Corollary 3.3. Let A be a π-triangular operator and its π-nilpotent part V ∈ C 2p for some integer p ≥ 1. Then
where 
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Note that under the condition
Thanks to the Schwarz inequality, for all x > 0 and a ∈ (0, 1),
In particular, take
Now (3.2) implies Corollary 3.4. Let A be a π-triangular operator and its
1). Then for any µ ∈ σ(B), either µ ∈ σ(D) or
In particular, if V ∈ C 2p for some integer p ≥ 1, then this inequality holds with
Indeed this result follows from 
Proof. First let π = {P 1 , ..., P m } be finite. According to Lemma 2.1
On the other hand,
Here, as above,
Similarly,
Thus from (3.5) the relation (3.4) follows. The rest of the proof is left to the reader. 
Theorem 3.7. For any π-triangular operator A and a regular
. This proves the result.
Let A be a π-triangular operator and
Then from the previous theorem it follows the inequality R λ (A) ≤ Π(A, λ).
Perturbations of block triangular matrices. Let
with values in the Euclidean space C n and the norm
where · n is the Euclidean norm in C n . Consider the operator defined in l 2 (C n ) by the upper block triangular matrix
where A jk are n × n-matrices.
So A + =D + V + , where V + andD are the strictly upper triangular, and diagonal parts of A + , respectively: 
where q := |A + − B| l 2 (C n ) . In particular, if
Proof. Let P j , j = 0, 1, 2, ... be projections onto the subspaces of l 2 (C n ) generated by the first nj elements of the standard basis. Then π = {P k } is the infinite chain of orthogonal projections in l 2 (C n ), such that (1.1) holds and P n → I strongly as n → ∞. Moreover, dim ∆P k H ≡ n (k = 1, 2, ..) and
Hence it follows that A + is a π triangular operator. Now Corollaries 3.2 and 3.5 prove the result.
where c l are nonnegative coefficients, independent of k, and ρ(A, λ) is the distance between a complex point λ and σ(A). Then 
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Under (4.2), Lemma 4.1 gives us the inequality
for all regular λ ofD, provided V + ∈ Y . So for a bounded operator B and µ ∈ σ(B),
Furthermore, let C = (c jk ) n j,k=1 be an n × n-matrix. Then as it is proved in [9, Corollary 2.
where λ k (C); k = 1, . . . , n are the eigenvalues of C including their multiplicities, and
Here N 2 (.) is the Hilbert-Schmidt norm in C. In particular, the inequalities
are true (see [9, Section 2.1]). If C is a normal matrix, then g(C) = 0. Thus
SinceD is bounded, we have
Then one can take φ(y) = φ 0 (y) where where r p (q, V + ) is the unique positive root of the equation
If all the diagonal matrices
Here y is the unknown.
It is simple to see that
where y n (b) is the unique positive root of the equation
and z p (q, V + ) is the unique positive root of the equation
Furthermore, thanks to [9, Lemma 1.
We need the following Lemma 4.3. The unique positive root z a of the equation
satisfies the inequality z a ≥ δ p (a), where
if a > pe. (4.5) For the proof see [9, Lemma 8.3.2] . Put in (4.4) N 2p (V + )x = z. Then we get equation (4.5) with a = N 2p (V + )/q √ 2. The previous lemma implies
where
.
We thus get where A jk are n × n-matrices. Clearly,
where V + is the strictly upper triangular, part,D is the diagonal part and V − is the strictly lower triangular part ofÃ:
Now we get the main result of the paper which is due to (4.3) with B =Ã.
Recall that φ 0 is defined in the previous section and ζ p is defined by (3.3). Theorem 5.1. LetÃ be defined by (5.1) and condition (4.2) hold. Then for any 
Moreover, (4.6) gives us the bound for r p (Ã) if we take
Note that in Theorem 5.1 it is enough that V + is compact. Operator V − can be noncompact.
Clearly, one can exchange V + and V − . 
jk .
Similarly, we get
. Now the Gel'fand formula for the spectral radius yields the required result.
Denote 
ThenÃ is invertible. Moreover, let
Then λ is a regular point ofÃ, and
Then thanks to the well-known bound for the spectral radius [12, Section 3.16] and the previous lemma the spectral radius r s (D −1 W ) < 1. Therefore I +D −1 W is invertible. Now (6.3) implies thatÃ is invertible. This proves the theorem. Theorem 6.2 extends the above mentioned Hadamard criterion to infinite block matrices.
It should be noted that condition (6.1) implies that the off-diagonal part W ofÃ is compact, since under (6.1) the sequence of the finite dimensional operators If A kk are real matrices, then due to the above mentioned inequality g 2 (C) ≤ N That is, T is a Hilbert-Schmidt operator.
Let {e k (x)} be an orthogonal normal basis in L 2 (ω, C n ) and
A jk e k (s)e k (x) be the Fourier expansion of K, with the matrix coefficients A jk . Then T is unitarily equivalent to the operatorÃ defined by (1.1). Now one can apply Theorems 5.1 and 6.1, and Corollary 5.2. 
