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Abstract: Higgs Bosons produced via gluon-gluon fusion (ggF) with large transverse mo-
mentum (pT ) are sensitive probes of physics beyond the Standard Model. However, high pT
Higgs Boson production is contaminated by a diversity of production modes other than ggF:
vector boson fusion, production of a Higgs boson in association with a vector boson, and
production of a Higgs boson with a top-quark pair. Combining jet substructure and event
information with modern machine learning, we demonstrate the ability to focus on particu-
lar production modes. These tools hold great discovery potential for boosted Higgs bosons
produced via ggF and may also provide additional information about the Higgs Boson sector
of the Standard Model in extreme phase space regions for other production modes as well.
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1 Introduction
Ever since the Higgs boson was discovered at the Large Hadron Collider (LHC), it has been
used as a tool in the search for physics beyond the Standard Model (BSM). One particu-
larly sensitive channel is the loop-induced gluon-gluion fusion (ggF) mode gg → H at high
transverse momentum (pT ). Due to the large Higgs boson branching ratio to bottom quarks,
H→ bb¯ is particularly interesting topology for studying high-pT Higgs bosons [1, 2]. Multiple
groups have developed dedicated techniques for distinguishing H→ bb¯ from the large multijet
background dominated by g → bb¯ [3–7]. However, the high pT Higgs boson cross section has
significant contributions from processes other than ggH including vector boson fusion (VBF),
vector-boson associated production (VH), and top-quark pair associated production (ttH)
[8, 9]. If gg → H could be clearly separated from the other Higgs production modes, the
sensitivity to BSM would be enhanced.
State-of-the-art machine learning (ML) techniques have great potential to enhance the
physics program at the LHC by effectively using low-level, high-dimensional information [10–
15]. One such approach is to treat collider events as images and process them with deep
convolution neural network (CNN) [6, 16–30]. One can combine event-level and region-of-
interest information into a two-stream CNN (2CNN) that has been shown to effectively sep-
arate boosted H → bb¯ from g → bb¯ in simulation [6]. This architecture is the inspiration
for the present work in which a similar method is deployed to investigate the separation of
the various Higgs boson production modes at high pT . To study the potential advantage of
the 2CNN, a boosted decision tree (BDT) using key physics-inspired features will serve as a
baseline classifier.
This paper is organized as follows. The simulated samples are described in Section
2. Section 3 contains the ML setup, including the high-level features for the BDT, images
preprocessing and the architecture of the 2CNN. The results are presented in Section 4 with
a discussion about the information used by the 2CNN in Section 5. The paper concludes in
Section 6.
2 Monte Carlo Samples
This study considers the four main Higgs production mechanisms: ggF, VBF, VH, and ttH.
The program MADGRAPH5 AMC@NLO 2.7.2 [31] is used for modeling pp collisions at
√
s = 13 TeV
and at next-to-leading order (NLO) accuracy in the strong coupling. The PDF4LHC15 nnlo mc
[32] parton distribution function (PDF) is used. The hard-scatter events are passed to PYTHIA
8.244 [33] for the parton shower and hadronization, using the default settings and FxFx [34]
matching applied with a merging scale of 30 GeV. In all four production modes, the Higgs
boson is set to decay 100% of the time into bb¯. The vector boson and top quark decay
hadronically for the VH and ttH produciton modes, respectively.
The ggF production mode is generated with up to two jets in the matrix element using the
Higgs Characterisation model [35, 36]. For including finite top mass effect, the ggF samples
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are normalized to the cumulative cross section given in Ref. [8]. The additional processes are
generated with up to one additional jet in the matrix element. For including both QCD and
EW corrections, the samples are normalized to the cumulative cross section given in Ref. [8].
FASTJET 3.2.1 [37] and the FASTJET CONTRIB extensions are used to cluster events. Fol-
lowing the procedure in Ref. [6], jets are clustered with R = 0.8 anti-kt algorithm [38]. These
large-R jets are groomed using the soft-drop algorithm [39, 40] with β = 0 and zcut = 0.1.
The Higgs jet is required to satisfy pT > 400 GeV, |η| < 2, invariant mass > 50 GeV and
to be double b-tagged. Jets are declared double b-tagged if they have two or more ghosted-
associated [41, 42] B hadrons with pT > 5 GeV. Moreover, the leading double-b-tagged jet is
required to have -6.0 < ρ < -2.1 (ρ = log(m2SD/p
2
T )) to avoid the nonperturbative regime of
the soft-drop mass distribution and instabilities due to finite cone limitations from jet clus-
tering [43]. Finally, to be consistent with Ref. [6], the two-prong observable N2 [44] < 0.4 is
applied. This observable provides excellent discrimination between two-prong signal jets and
QCD background jets.
Figure 1 shows the distribution of cumulative cross sections and fractional ggF contribu-
tions after applying the preselection described above. These two plots include the branching
ratio B(H→ bb¯)= 58.24% with MH = 125 GeV [45], B(W→ hadrons) = 67.41% [46] and
B(Z→ hadrons) = 69.91% [46]. The cumulative cross section [8] is defined as
∑
(pcutT ) =
∫ ∞
pcutT
dσ
dp′T
dp′T . (2.1)
To generate enough statistics for training and testing in whole pT range, the samples are
generated in three pT slices. The first slice is 350 GeV < pT < 700 GeV. The second slice is
700 GeV < pT < 1000 GeV. The last slice is 1000 GeV < pT . After applying the preselection,
there are 170k, 25k and 229k events from each production modes for training, validation and
testing, respectively. In each production mode, there are 30%, 40% and 30% in both training
and testing data set for each pT slice. The sizable testing events can decrease the statistic
uncertainty in the cumulative cross section and fractional contribution.
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Figure 1: The cumulative cross section (left) and fractional contribution (right) of the four
Higgs production mechanisms after preselection. The lighter error band of each production
represents the one σ statistical uncertainty.
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3 Machine Learning Classifiers
In this section, two ML classifiers are used to disentangle the four Higgs production modes.
The first classifier is a BDT. This algorithm combines the advantage of gradient descent and
decision trees [47–50]. The other classifier is the 2CNN [6]. This network uses the full-event
information and local information about the leading non-Higgs jet to separate the four Higgs
production modes. The leading non-Higgs jet plays an important role in both the high-level
and low-level information. This jet will simply be referred to as ‘the leading jet’ in the
following.
The BDT and 2CNN are trained as four-dimensional functions with one-hot encoding:
(1,0,0,0) for ggF, (0,1,0,0) for VBF, (0,0,1,0) for VH, and (0,0,0,1) for ttH. In these four-
component vectors, each component will represent the probability of a given mode given the
input features. These probabilities will be denoted p(mode), where mode is one of ggF, VBF,
VH or ttH.
3.1 The Boosted Decision Tree
In this study, the BDT is Gradient Tree Boosting. It has fixed 500 estimators with the
maximum depth 2. The minimum number of samples is fixed to be 25% that required to split
an internal node and 5% that required to be at a leaf node. The loss function is deviance
with the learning rate 0.3. This BDT model is trained on the jet’s high-level features using
the scikit-learn library [51].
In order to distinguish the four Higgs production modes via the BDT, the following five
high-level features [52–54] are fed into the BDT analysis:
1. MJ : invariant mass of the leading jet;
2. ηJ : pseudo-rapidity of the leading jet;
3. |∆ηJJ | : absolute η difference between the leading and subleading jet
4. girth summed over the leading jet : girth ≡∑i∈J piT ripJT ;
5. the central integrated leading-jet shape : Ψ ≡ 1N
∑N
i∈J
piT (0<ri<0.1)
pJT
where the J is the leading jet, the piT is pT of the i
th constituent in J , ri is the radius distance
between ith constituent and the J axis, and N is the number of constituent in J .
The distributions of these five variables are shown in Fig. 2, in which the capability of each
of the variables in discriminating between each production mode can be seen. The salient
features of these histograms are described below.
The distribution of leading jet invariant mass for the VH production mode have two
peaks. The peak closest to 80 GeV comes from the W boson jet and the other peak which
is closest to 90 GeV comes from the Z boson jet. For the ttH production, there is one bump
and one peak. The peak is near 172 GeV because it comes from the top quark jet and the
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bump comes from the W boson jet. The branching ratio of top quark decaying to the W plus
bottom quark is almost 100% [46]. Therefore, the invariant mass of the leading jet is close to
the W boson mass if the final state of the bottom quark is not clustered into this leading jet.
In the VBF and ggF production modes, the invariant mass of the leading jet in ggF events
tends to be heavier than the mass of the leading jet in VBF events.
|∆η| distributions show a special property of VBF events: two forward jets. This is a
powerful feature to distinguish VBF production from other production modes.
The observable Girth quantifies the momentum density inside the jet. A girth close to 0
means that the constituents of the jet concentrate around the jet’s axis. In contrast, if girth
is close to 1, the constituents of jet are away from the jet’s axis. Girth distributions for the
VBF and ggF tend to be small. On the contrary, the girth for W/Z jet in the VH and the
top jet in the ttH tends to be larger because the W/Z and top quark decay into more than
one final particle with wider angle.
3.2 The Two-stream Convolutional Neuron Network
The 2CNN in this study is based on Ref. [6]. One stream of the 2CNN is dedicated to global
full-event information. The other stream is dedicated to process local information in the
leading non-Higgs jet. In addition, there are four outputs in the last layer for the four Higgs
production modes. The two-stream architecture is shown schematically in Fig. 3.
Details of the 2CNN are as follows. The convolution filter is 5×5 in both streams, the
maximum pooling layers are 2×2, and the stride length is one. Rectified linear unit (ReLU)
activation functions are used for all intermediate layers of the NN. The first convolution layer
in each stream has 32 filters and the second convolution layer in each stream has 64 filters.
There are 300 neurons for the dense layer at the end of each stream. The two dense layers
from each stream are fully connected to four output neurons with the softmax activation
function exi/
∑4
i=1 e
xi , which is the multidimensional generalization of the sigmoid. The
AdaDelta optimizer [55] is used to select the network weights. Between the last two dense
layers, Dropout [56] regularization is added to reduce overfitting with the dropout rate = 0.1.
The categorical cross entropy loss function is optimized in the NN training. For effectively
utilizing the full information of the detector in the φ direction, a padding method is used
to take the information in the bottom four rows of the input images and append them onto
the top of the image. The Keras-2.3.0 library is used to train a 2CNN model with the
TENSORFLOW-2.2.0 [57] backend, on a NVIDIA TITAN RTX 24 GB.
The low-level inputs to the 2CNN are full-event images and the leading non-Higg jet
images. The resolution is 40×40 pixels for both sets of images. The images consist of three
channels, analogous to the Red-Green-Blue (RGB) channels of a color image. The pixel
intensity for the three channels correspond to the sum of the charged particle pT , the sum
of the neutral particle pT , and the number of charged particles in a given region of the
image. The full-event image covers effectively the entire η-φ cylinder (|η| < 5 ). Moreover,
the full-event images are rotated so that the Higgs jet is located at φ = pi/2. Images are
then flipped along the axis defined by η = 0 to put the Higgs jet centroid in the region with
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Figure 2: Distributions of five variables used in the BDT for each of the Higgs production
modes. In all figures, pJT is the leading non-Higgs jet.
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Figure 3: Architecture of 2CNN, based on Ref. [6]. The first stream (top) is used to process
full-event images. The second stream (bottom) uses the information from the leading non-
Higgs jet.
positive η. The leading non-Higgs jet images are rotated to align along two-subject’s axis.
All images are normalized so that the intensities all sum to unity. After normalization, the
pixel intensities are standardized so that their distribution has mean zero and unit variance.
Figure 4 shows the average full-event images and leading non-Higgs jet images in the charged
pT channel. The patterns in the charged pT channel are similar to the other two channels.
4 Results
The performance of the ML methods is be quantified using receiver operating characteristic
(ROC) curves. A single classifier is formed for the ROC curves using p(ggF) and combining
VBF, VH, and ttH together weighted by their relative cross sections.
The diamonds in the left plot of Fig. 5 are working points of the BDT and the 2CNN
where the ggF signficance is maximized. The ggF significance is calculated by
√
2[(s+ b)ln(1 + s/b)− s],
where s is the number of the ggF event and b is the number of event of the VBF+VH+ttH.
The luminosity is 300 fb−1 in the significance calculation. At the working points, the ggF
efficiency is 0.71 (0.78) and rejection rate of the other processes combined is 7.69 (2.86) for
the 2CNN (BDT). For the significance improvement, the BDT has 1.2 and the 2CNN can
reach up to 1.4. In the left plot of Fig. 5, the 2CNN shows better performance than the
BDT. Therefore, it is interesting to look in more detail about the results and the performance
of the 2CNN. The final results below will be shown at the 2CNN working point (the orange
diamond).
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Figure 4: The average of 1000 rotated full-event images (top) and leading non-Higgs jet
images (bottom) in the charged pT channel. The coordinates φ
′ and η′ denote the new axes
after the jet’s axis is rotated. The intensity in each pixel is the sum of the charged particle
pT . The total intensity in each image is normalized to unity. The resolution is 40×40 pixels
for each image.
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Figure 5: Left: The ROC for the BDT and the 2CNN, where each process is weighted by
its relative cross section. The diamonds are the working points where the ggF significance
improvement is maximum. Right: The ggF significance normalized to the scale at 100% ggF
efficiency. The right-hand side plot determines the working points.
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Figure 6: Upper left: The x-axis is the efficiency of one of the four Higgs production modes
and y-axis is others rejection rate which excludes the production mode in x-axis. Upper
right: Visualization for the 2CNN output differences in 2 dimensional space. Each axis is
the difference of two outputs. Bottom: Confusion matrix of the 2CNN. When the network
randomly guesses, each component is 0.25.
Figure 6 illustrates three ways to quantify the 2NN performance. One is the ROC curves
which are along different p(mode) axes. The second is the difference between p(VBF) and
p(ttH) and the difference between p(ggF) and p(VH) in a 2-dimensional space, which is
inspired by Ref. [58, 59]. The confusion matrix is a third performance metric.
The upper left plot of Fig. 6 shows ROC curves along different signal axis, e.g. the
green solid line is the weighted ROC when the ggF is signal and the other three processes are
backgrounds. Along each p(mode) axis, the area under the ROC curve (AUC) is almost 0.90.
The 2CNN are trained to give values of (1,0,0,0) for ggF, (0,1,0,0) for VBF, (0,0,1,0)
for VH, and (0,0,0,1) for ttH. These four outputs can construct a 4-dimensional space. This
4-dimensional space can be projected onto the 2-dimensional space. This 2-dimensional space
has the difference between the first and third outputs on the horizontal axis and the difference
between the second and fourth outputs in vertical axis. In Fig. 6, upper right, the four Higgs
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Figure 7: The 2CNN performance in the cumulative cross section and fractional contribution.
At the 2CNN working point, the ggF fraction can be highly increased across the whole
boosted range. The lighter error band of each production in the figures is the one σ statistical
uncertainty.
production modes will distribute around (-1,0) for VH, (0,-1) for ttH, (0,1) for VBF and (1,0)
for ggF.
The confusion matrix can also characterize the accuracy of classification. It shows how
many true ggF, VBF , VH, and ttH are classified as such. From Fig. 6, bottom, the ggF
mode is classified 67% correctly and the other three Higgs production modes can reach 80%.
Fig. 7 focuses on the ggF mode and presents the cumulative cross section and fractional
contribution at the 2CNN working point. In the range 400 GeV < pHT < 600 GeV and the
highly boosted region (1000 GeV < pHT < 1250 GeV), the fractional contribution of ggF can
improve from 0.55 to 0.85 and from 0.4 to 0.6, respectively.
5 Discussion
The 2CNN has been demonstrated to effectively separate the four Higgs production modes
via the global full-event images and the local leading non-Higgs jet images. It is useful to look
into what information the 2CNN relies on for classification. Following Ref. [6, 19], several
visualization methods are used for this purpose. The behavior is similar in all three image
channels, so this section focuses on the charged pT only.
The full-event images are rotated to removes the φ symmetry at the LHC. More physics
information can be easily recognized in the full-event images. Fig. 8 illustrates the global full-
event images of the four Higgs production modes with high-score (the 2CNN output > 0.9).
The leading non-Higg jet’s substructures are clear in the upper region of each subfigure. The
structures are from the gluon jet in the ggF, two-forward-quark jets in the VBF, vector boson
jet in the VH, and two top jets in the ttH. The Higgs jets are in the lower regions and
contain the same patterns in the four modes. Therefore, the 2CNN can extract that global
information from the rotated full-event images.
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Figure 8: Average rotated full-event images with high score in the charged particle pT
channel. The intensity in each pixel is the sum of the charged particle pT . Total intensity in
each image is normalized to unity.
-5 0 5
′
-
0
′
p(VBF) > 0.9
VBF
-5 0 5
′
p(ggF) > 0.9
ggF
-5 0 5
′
(VBF-ggF)/(std. dev)
0.08
0.00
0.08
-5 0 5
′
-
0
′
p(VH) > 0.9
VH
-5 0 5
′
p(ttH)) > 0.9
ttH
-5 0 5
′
(VH-ttH)/(std. dev)
0.2
0.0
0.2
Figure 9: Average leading non-Higgs jet images with a high score in the charged particle
pT channel (left column and middle column). The average difference between the VBF and
ggF (upper right) and the average difference between the VH and ttH (bottom right) leading
non-Higgs jet images. φ′ and η′ denote the new axes after the jet’s axis is rotated.
Furthermore, Fig. 9 shows the average leading non-Higgs jet images with a high score
(the 2CNN’s output > 0.9) for each mode and the difference between modes. The 2CNN
seems to be using the same strategy to identify the leading non-Higgs jet for the ggF and
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VBF. The average leading non-Higgs jet images with a high score for the VBF and ggF
look very similar, but the difference between them still reveals interesting structure. This
additional information can be observed in the upper right plot of Fig. 9. In particular, the
leading non-Higgs jet in the VBF mode tends to harder than the ggF due to in part to the
flavor composition of the jets. For the VH and ttH, although they also contain two-prong
structure, the non-Higgs-jet images of the VH show more pT deposited between the area of
the two-prong structure than the ttH. The top quark in the ttH decays into a W boson and
a b quark, so the two-prong structure tends to have more separated than in the VH case.
6 Conclusions and Outlook
This paper has studied BDT and 2CNN techniques to disentangle the four main boosted Higgs
production modes with bb¯ decay at the LHC. The focus is on purifying the ggF production
as this mode is particularly sensitive to study BSM from the gg → H loops at high pT . The
2CNN method can significantly enhance the separation between ggF and other modes.
The 2CNN architecture in this study is built on the proposal from Ref. [6]. To generalize
the 2CNN to the case of four Higgs production mode classification, the architecture in this
work has 4-class outputs and contains one stream acting on global event information, and the
other stream acting on information from the leading non-Higgs jet. This approach is amenable
to visualizations that can provide some insight into what the NN is using for classification.
While the focus in this paper has been on enhancing ggF, the 2CNN approach can also
be used to enhance other production modes as well. For example, the 2CNN technique can
make the VBF and VH fractional contributions reach 77% and 78% with pHT threshold = 400
GeV, respectively. This could be useful for precision measurements of electroweak symmetry
breaking in the boosted region. Another possibility is the Heavy Vector Triplet (HVT) model,
which predicts that there is a Heavy Vector that can decay into the VH mode [60]. This kind
of VH should contain boosted Higgs, so the clear separation for the VH in the boosted case
via this ML technique can aid the search for the HVT. In addition, the top quark Yukawa
coupling in the Higgs precision measurement also can be studying in the high-pT Higgs process
through extracting the ttH from other production modes [61].
In summary, we have applied a deep convolutional neural network to incorporate both
local and global information for boosted Higgs boson identification. Additionally, we have
studied a boosted decision tree, which is also effective, but is less powerful than the neural
network. Previous work showed that a similar neural network architecture could significantly
enhance the presence of the Higgs signal over generic multijet backgrounds. In this paper,
we have shown that this technique has a great potential to further enhance the discovery of
boosted Higgs bosons via ggF (or other topologies) by precisely separating events into various
production modes. This approach is flexible and may be able to enhance our sensitivity to
BSM in a variety of final states with and without Higgs bosons at the LHC and beyond.
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