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Abstract:Distributedmulti-controlerdeploymentisapromisingmethodtoachieveascalable
andreliablecontrolplaneofSoftware-DefinedNetworking(SDN).However,itbringsanew
chalengeforbalancingloadsonthedistributedcontrolersasthenetworktrafficdynamicaly
changes.Theunbalancedloaddistributiononthecontrolerswilincreaseresponsedelayfor
processingflowsandreducethecontrolers’throughput.Switchmigrationisaneffective
approachtosolvetheproblem.However,existingschemesfocusonlyontheloadbalancing
performancebutignoremigrationefficiency,whichmayresultinhighmigrationcostsand
unnecessarycontroloverheads.ThispaperproposesEfficiency-AwareSwitchMigration
(EASM)tobalancethecontrolers’loadsandimprovemigrationefficiency.Weintroduceload
differencematrixandtriggerfactortomeasureloadbalancingoncontrolers.Wealso
introducethemigrationefficiencyproblem,whichconsidersloadbalancingrateand
migrationcostsimultaneouslytooptimalymigrateswitches.WeproposeEASMtoefficiently
solvetotheproblem.ThesimulationresultsshowthatEASMoutperformsbaselineschemes
byreducingthecontrolerresponsetimebyabout21.9%,improvingthecontrolerthroughput
by30.4% onaverage,maintaininggoodloadbalancingrate,low migrationcostsand
migrationtime,whenthenetworkscalechanges.
Keywords:software-definednetworking;controlplane;multiplecontrolers;switchmigration;
networkoptimization.
1.Introduction
Software-DefinedNetworking(SDN)isanewnetworkarchitecturethatdecouplesdataplane
fromcontrolplanandmanagesnetworkwithaglobalview[1].Duetoitscentralizedcontrol,
openinterfaceandnetworkprogrammability,SDNcanimprovenetworkperformanceandhas
beendeployedintheInternetanddatacenternetworks[2].However,asingleSDNcontroler
hasnotenoughcontrolabilitytoprocessincreasingnumberoftrafficflowsandapplications
inlarge-scalenetworks[3].Researchesin[4]-[6]proposetoachievethelogicalycentralized
controlerwithphysicalydistributedmultiplecontrolerstoimprovethescalabilityand
reliabilityofthecontrolplane.Specificaly,anetworkispartitionedintoseveraldomains,each
ofwhichhasonedomaincontrolertomanageswitchesandflowrequests[7].Controlers
communicatewitheachotheraboutdomaininformationtoensureaconsistentnetworkview.
Astrafficvariesinthenetwork[8],controlersindifferentdomainscouldhandlethedifferent
numberofflowrequests,andthestaticmatchesbetweenswitchesandcontrolersmay
resultinunbalancedloadalocationoncontrolers:hotcontrolerswithinsufficientcontrol
capabilityandcoldcontrolerswithlowresourceutilization[9].
Dynamicswitchmigrationisanelasticcontrolapproachtosolvetheproblem of
unbalancedloaddistributiononcontrolers.Itmigratesthecontrolofswitchesfrom
overloadedcontrolerstounderloadedcontrolers.However,existingschemesonlyfocuson
thebalancingperformanceofcontrolloadoncontrolersbutignoremigrationefficiency,
whichmayleadtohighmigrationcosts,increasecontroloverheads,andsquandernetwork
resources.Inthispaper,weproposeEfficiency-AwareSwitchMigration(EASM)toachieve
goodloadbalancingperformanceonthecontrolersandlowmigrationcosts.Themain
contributionsofthispaperaresummarizedasfolows:
Weidentifytheinefficiencymigrationproblemofexistingswitchmigrationschemesand
useanalysisandexamplestoexplaintheundesirableresultscausedbytheexisting
schemes.
WeproposeEASM foreffectiveswitchmigration.EASM consistsofthreealgorithms.
EASM-1calculatestriggerfactorsto measuretheloadbalancingperformanceof
controlers.Ifthetriggerfactorexceedsathreshold,EASM-2selectsmigratingswitchesby
solvingthemigrationefficiencyproblem,whichcharacterizesloadbalancingrateand
migrationcostsimultaneously.EASM-3changesthemappingrelationshipbetween
switchesandcontrolers.
WeevaluatetheperformanceofEASMagainstbaselineschemes.Theresultsshowthatif
thecontrolerloadimbalancehappens,EASM reducesthecontrolerresponsetimefor
efficientmigrationbyabout21.9%,improvesthecontrolerthroughputby30.4%onaverage,
decreasesthemigrationcostandmigrationtime,andgainsthebeterloadbalancing
performance.
Therestofpaperisorganizedasfolows.Section2ilustratesthemotivation.Section3
introducestheoverviewofEASMstrategy.Sections4and5detailtwocomponentsofEASM:
loadbalancingjudgementandswitchmigrationdesign.Thesimulationresultsarepresented
andanalyzedinSection6.Section7reviewstherelatedwork.Section8concludesthispaper.
2.Motivation
Switchmigrationisusualyusedforadjustingthedistributionofcontrolerloadsthrough
migratingtheswitchfromtheoverloadedcontrolertotheunderloadedcontroler.However,
existingmigrationdesignsaredifficulttorealizegoodloadbalancingperformanceandlow
migrationcost.Inthissection,weilustratetheproblemthroughanexampleinFig.1and
compareexistingsolutionwithourscheme.
Fig.1showsanSDNusingthreedistributedcontrolers.Inthefigure,thenetworkconsists
ofDomain1,Domain2andDomain3,andeachdomainhasseveralswitchesandiscontroled
byitsdomaincontroler.TableIshowstheflowarrivalrateofeachswitchattimeT.AttimeT,
weusethetotalflowratesofadomaintorepresentthecontrolerloadofthedomain,and
usethenormalizedloadvariancetorepresentloadbalancingrate(LBR),asshowninEq.(1),
where istheloadofthei
th
controler,and istheaverageloadofncontrolers.LBR
representsthedegreeofclosenesstotheidealloaddistribution.ThehigherLBR,themore
balancedloaddistribution.
(1)
TableI.Theflowarrivalrateofswitchesinthenetwork
Switch
Flow
rate
(KB/s)
30 30 30 30 30 40 50 30 40
(a)Initialnetworkstateunderimbalancedcontrolloadalocationoncontrolers(b)Controlerload
alocationusingExistingSwitchMigration(c)ControlerloadsalocationusingEASM
Fig.1.Amotivatingexampleforcomparison
TableIThecomparisonofthreescenes
Initialnetworkstate ExistingSwitchMigration EASM
(KB/s)
90 90 90
(KB/s)
150 100 110
(KB/s)
70 120 110
LBR 0.641 0.852 0.915
MC(KB/s) Nul 200 120
InFig.1(a),thecontrolersareinitialedwiththeunbalancedloads,andtheloadbalancing
ratesofthreedomainsarecomputedasfolows.
InitialnetworkstateunderLoadImbalance(LI):
InFig.1(a), and arelow-utilizedcontrolers,while isanoverloadedcontroler.
ExistingSwitchMigrationfolowsOpenFlow1.3[10],whereonecontrolerhasthreeroles:
master,equalandslave.MastercontrolerisusedforprocessingPacket-inrequestssent
fromswitches;equalandslavecontrolersareusedasbackup.Eachswitchconnectstoone
mastercontrolerandseveralslavecontrolers.
Fig.1(b)showstheresultofusinganExistingSwitchMigrationscheme[11].Inthefigure,
theloadof isthelightestandtheflowrateof reaches50KB/s,ESMmigrates ,the
switchwiththehighestflowfrom to thelightestloadedcontroler,tobalance
controlerloads.Aftermigrationcompleted,thecontrolerloadsandloadbalancingrateare
updatedasfolows.
ExistingSwitchMigration(ESM)
Duringtheswitchmigration,thenetworkwilproducetherelevantmigrationcostsduring
switchmigration.Weusetheproductoftheflowrateandhoptoapproximatelyexpress
migrationcostMC.
ExistingSwitchMigrationbringsaboutthehighmigrationcosts,whichwilaggravatethe
burdenoftheoverloadedcontroler.ThebiggervalueofMC,thelowercontrolerthroughput.
Ifwecanconsiderswitchmigrationfromtheperspectivesofbothloadbalancingrateand
migrationcosts,thecontrolerperformancewilbebeter.
Fig1.cshowsthemigrationresultofEASM.Inthefigure,bysimultaneouslyconsideringthe
loadbalancingrateandthemigrationcost,EASMmigrates ,theswitchwithbothhigher
flowrateandshortermigrationhopsfrom to ,tobalancecontrolerloads.After
migrationcompleted,thecontrolerloadsandloadbalancingrateareupdatedasfolows.
Efficiency-awareSwitchMigration(EASM)
TableIshowthecomparisonofthreescenes.ComparedwithESM,EASMschemenotonly
improvestheloadbalancingrate,butalsoreducesthemigrationcosts.Fromtheexample,we
canseethatbothloadbalancingrateandmigrationcostmustbejointlyconsideredinswitch
migrationinordertoimprovetheperformanceofthecontroler.Wesolvethreeproblemsin
thispaper:(i)determiningwhichswitchesshouldbemigrated;(i)buildingthemigration
efficiencymodeltoselectmigrationswitchesandcontrolers;(ii)efficientlyimplementing
switchmigration.
3.EASMOverview
Inthissection,wefirstintroducethenotationsinthispaperandthendescribethedesignof
EASM.
3.1Notations
WeformulatetheSDNnetworkastheundirectedgraph ,whereVandEarenode
setandlinkset,respectively.Weassumealcontrolerscouldbedeployedinthetopology
optimaly[13],andeachcontrolermanagessomeswitches.Theprimarynotationsusedin
thispaperarelistedinTableII.
TableIINotations
Notation Definition
V Thesetofnodes
E Thesetoflinks
M Thenumberofcontrolers
N Thenumberofswitches
Thenumberofnodes
Thedomainset
Thecontrolerset
Theswitchset
Theprocessingcapacityof
Theswitchsetsupervisedby
Thehopbetween and
,if connectsto
,otherwise
3.2EASMstrategy
Fig.2.TheoveraldesignofEASM
EASMimplementsswitchmigrationfromtheperspectiveofmigrationefficiencytoimprove
loadbalancingrateandreducemigrationcosts.Fig.2showstheoveraldesignofEASM.In
thefigure,EASMconsistsoftwomodules:(1)loadbalancingjudgement;(2)switchmigration
design.Intheloadbalancingjudgmentmodule,EASM measuresthecontrolerloadsand
buildstheloaddifferencematrix,andthetriggerfactorisdefinedtojudgewhetherthe
controlerloadsarebalanced.Intheswitchmigrationdesignmodule,accordingtomigration
efficiencymodel,EASMbuildsthemigrationmappingwiththreefactors:emigrationcontroler,
migratingswitch,andimmigrationcontroler,andimplementsefficientswitchmigration.Next,
wewilpresentthedetailsofloadbalancingjudgementandswitchmigrationdesignin
section4andsection5,respectively.
4.LoadBalancingJudgement
Inthissection,wewilfirstlycomputethecontroler’sloadthroughsynthesizingdifferent
networkoverheads.Then,weintroduceaneweffectivemechanismtojudgecontrolerload
balancinganddesignaloadimbalancealgorithm.
4.1Controler’sload
InSDN,thecontrolerloadsmainlycomefrom threeparts:datainteractionoverheadfor
traffictransmission,routingpathinstalmentfornew flowsandstatesynchronization
overheadforglobalviewamongcontrolers.
Datainteractionoverhead.Toachievethecentralizedcontrol,domaincontrolers
send/receiveinformationfrom/toswitches,includingflowtableandtrafficdataofeach
switch.Weformulatedatainteractionoverheadofcontroler is asfolows:
(2)
where istheaveragerateofpolingoneswitch,whichdependsonthenumberoflinks;
isthehopbetween and ; istheconnectionrelationshipof and .
Routingformulationoverhead.Whenaswitchreceivesanewflow,itsendsPacket-in
requeststocontrolerandasksfortheflow’sroutingpath.Uponreceivingtherequest,the
controlercalculatesanewpathfortheflowandestablishesthepathbyinstalingflow
entriesinswitchesonthepath.Fig.3showstheroutingformulationofcontroler.Inthe
figure,anewflowdestinesto arrivesat . sendsarequesttoitsmastercontroler
,and mustprocessPacket-insentbyswitchesandestablishesthepath.
Therefore,for ,routingformulationoverhead containstwopartsthatare
Packet-inprocessing andflowtabledistributing ,
(3)
(4)
(5)
where istheaveragesizeofPacket-insentbyswitch; istheaverageflowrateof
switch ; isthehopbetween and ; istheconnectionrelationshipof
and .
Fig.3.Routingformulationinthedistributednetwork
Statesynchronizationoverhead.Inthemulti-controlerSDN network,synchronization
messagesaresentbetweencontrolerstomaintaintheglobalnetworkview,producingstate
synchronizationoverhead ,
(6)
where isthesizeofsynchronizationpacket; istheconnectionrelationshipof
and ; isthehopbetween and .
Therefore,thecontrolerloadsarethelinearaggregationofthethreeoverheadsinthe
network[13].Thecomputationofload isshowninEq.(7).
(7)
(8)
where , and arethecorrespondingweightsfordifferentoverheads,respectively.
4.2Effectivemechanism
Wedesignasimplebuteffectivemechanismtodeterminewhetherthecontrolerloadsare
balancedinthenetwork.
Firstly,wegeneratetheloaddifferencematrix:
(9)
where ,whichmeantheloaddifferencebetweencontroler and .
Foragivenloaddifferencematrix,thebalancingjudgementisshowninEq.(10),
(10)
where isthetriggerfactor.If islargerthanthethreshold ,thereiscontroler
loadimbalanceinthenetwork,andweneedtocarryoutswitchmigrationatthemoment.
Equation(11)showsthecomputationofthethreshold,
(11)
where and representthemaximumloaddifferenceandtheminimum
loaddifference,respectively.
Example.BasedontheloadimbalancescenarioinFig.1(a),weuseanexampletoilustrate
thevalidityofourproposedbalancingjudgementmechanism.
InFig.1(a), , ,and .Thus,wecangetthe
loaddifferencematrix:
Weget , , and ,respectively.Becauseboth and
arelargerthan ,weidentifythatthereisloadimbalance.UsingthemethodinFig.1(b)
andFig.1(c)alsoshow thesameresult.Wecanseethatourbalancingjudgement
mechanismisvalid.
4.2.1Loadimbalancedetectionalgorithm
Wedesignloadimbalancedetectionalgorithm forthismechanism,whichisdescribedas
folows.InSDNnetwork,controlersinteractinformationwithswitches,andcomputethe
aggregatedload andloaddifference (Line1).Wegettheloaddifference
matrix atthemoment(Line2).Thenwecomputethetriggerfactor fordifferent
controlersin ,andcompareitwiththreshold (Line5).If surpassesthis
threshold,weconcludethatthereisloadimbalanceinthenetwork(Line6).Altriggerfactors,
whichsurpassthethreshold,wilbeaddedintoanewset (Line7).Thepseudo-codeof
thealgorithmisshowninTableIV.
TableIVLoadImbalanceDetection
EASM-1:LoadImbalanceDetection
Input:
SDNnetwork
Output:
Triggerfactorset
1:Foreachcontroler,get and
2:Constructmatrix ,andcompute
3: while( )
4: Compute
5 if( )
6: Detectloadimbalance
7: Add toset
8: endif
9:
10: endwhile
InEASM-1,Line1getstheaggregatedloadsandloaddifference,anditstime
complexityis ;Line2constructstheloaddifferencematrix,anditstime
complexityis ;Line5computestriggerfactor,anditstimecomplexityis ;
Line6toLine11generates ,anditstimecomplexityis .Thus,theoveral
timecomplexityofEASM-1is .
5.SwitchMigrationDesign
Inthissection,wewildeterminethemigratingobjectsforswitchmigration,including
emigrationcontroler,migratingswitchandimmigrationcontroler.Then,weimplement
dynamicmigrationdecisionaccordingtothepresupposedmigrationtriplet.
5.1Migratingobjectsdetermination
Withthehelpofloaddifferencematrixandtriggerfactor,wehavedetectedtheload
imbalanceinthenetwork.Next,wewildeterminemigrationobjects,includingemigration
controler,migratingswitchandimmigrationcontroler.
(1)Emigrationcontroler
Inordertobalancecontrolerloadsquickly,wesettheoverloadedcontrolerasthe
emigrationcontroler.Therefore,accordingtothecharacteristicoftheconstructedload
differencematrix,wecomputethetriggerfactorsbetweenalcontrolers.Meanwhile,weget
controler and from if .Inparticular,weassume ,andthen
set astheemigrationcontroler.
Throughtraversingtheentireloaddifferencematrix,wecangetseveralemigration
controlers,andalofthemwilbestoredinemigrationcontrolerset .
(2)Migratingswitchandimmigrationcontroler
Throughanalyzingandcomparingthecasesinmotivation(SectionI),wecanfindthe
selectionsofmigrationswitchesandimmigrationcontrolershavethebiginfluencesinload
balancingrateandmigrationcosts.Therefore,weintroducethemigrationefficiencymodel,
whichcharacterizestheloadbalancingrateandthemigrationcostsimultaneously,to
optimalyselectthemigratingswitchestheimmigrationcontrolers.
Firstly,wegivethedefinitionsandcomputationsofthemigrationcostandloadbalancing
rate.
Definition1.Migrationcost.Whenswitch ismigratedfromcontroler to ,itwil
generatemigrationcost ,includingmigratingrequest(thefrontpartofEq.12)and
loadchange(thelaterpartofEq.12).Next,wewilanalyzethemigrationcostindetail.
Migratingaswitchfromtheonecontrolertoanothercontrolerproducesnetworkcost.We
definetheconsumptionofnetworkresourceasthemigrationcost.Themigrationcostofa
switchconsistsoftwoparts:(i)migratingrequestcostand(i)loadchangecost.Theyare
detailedbelow:
(i)Migratingrequestcost.Duringaswitchmigration,thisswitchfirstlysendsa
communicationpacket,whichissimilartoPacket-inpacket,totheimmigrationcontrolerto
requestmigration.Thiscostoftheprocedureisthemigratingrequestcost.Concretely,when
switch ismigratedfromcontroler tocontroler ,themigratingrequestcostcan
becomputedas ,where istheaveragesizeofPacket-insentbythe
switch,and isabinaryvariable thatdescribestheconnectionrelationshipbetween
switch andcontroler .TheconnectionrelationshipfirstlyappearsinSection3.1.We
calculatethevalueof basedonthephysicalconnectionbetween and .
means connectswith ,otherwise .
(i)Loadchangecost.Iftheimmigrationcontroleracceptsthemigratedswitch,the
switch’strafficwilbehandledbycontroler.Thisprocesscausestheloadchangeof
controlers,andthecostoftheprocedureisloadchangecost.Here,weconsiderthe
controler’sloadisonlyrelatedtoswitchtrafficandthelengthofapathfromaswitchto
thecontroler.Theloadchangecostcanbecomputedas ,where isthe
averageflowrateofswitch ; isthelengthofthepathbetween and ; isthe
lengthofthepathbetween and .
Basedonaboveanalysis,weformulatethemigrationcostwithEq.12.
(12)
Definition2.Loadbalancingrate.Thispapercomputesthecontrolerloadvarianceasload
balancingrate,and istheaverageloadofcontrolers.Beforemigratingtheswitch,weget
loadbalancingrate:
(13)
Aftertheswitchhasmigrated, , , and areupdated,andtheresults
areshowninEq.(14)toEq.(16).
(14)
(15)
(16)
Definition3.Migrationefficiency.Wedefinetheratioofloadbalancingratechangingand
migrationcostasthemigrationefficiency .Thehigher ,thebetercontroler
performanceaftermigration.
(17)
(18)
(19)
(20)
Equation(18)restrictstheconnectionsofaldevices.Equation(19)representsthateach
switchonlyconnectswithonecontroler.Equation(20)showsthereisnopossiblethatal
controlersareintheoverloadedstates.
Basedonthemigrationefficiencymodel,wedesigntoselectmigratingswitchesand
immigrationcontrolers.
Migratingswitchselecting
Themigratingswitch isselectedfromtheswitchset managedwithemigration
controler ,and mustconsiderthefolowingconditions.First, ismorewilingto
migratetheswitchwiththehighmigrationefficiencytoreliefitsloads.Moreover,fromthe
perspectiveofdelay, preferentialyabandonstheswitchthatisfarfromit.Therefore,we
selectthemigratingswitchbasedonaprobabilitydistribution,whichisshowninEq.(21)and
Eq.(22).
(21)
(22)
Immigrationcontrolerselecting
Whenthemigratingswitch ismovedintoitsslavecontroler,itfirstlydetectswhether
themigrationwilcauseanewoverloadedcontroler.Ifso,thiscontrolerwilbeabandoned.
Therefore,undertheguidanceofthemigrationefficiencymodel, wilbeselectedasthe
immigrationcontroleraccordingtoEq.(23)andEq.(24).
(23)
(24)
where representstheweightedsumofremainingprocessingcapacityandthemigration
efficiency,and isthecorrespondingweight.
Basedontheabovecomputation,wecangetseveralimmigrationcontrolers,andtheyare
savedinimmigrationcontrolerset .
5.1.1Optimalobjectselectionalgorithm
Basedontheknownloadscondition,wewilselecttheoptimalmigrationobjectsin
EASM-2.Firstly,forany in ,if ,weset astheemigration
controlerandadditintotheset (Line3toLine5).Then,wecomputemigration
costsandloadbalancingratetogetthemigrationefficiency(Line8).Themigrating
switchisselectedaccordingtothemaximum selectionprobability(Line10).The
selectionoftheimmigrationcontrolerisoptimizedbySAmethod.Initialtemperature
decreasestoamoderatestageuntilthesystem comestoabalancepoint,whereno
morechangesrequire(Line16toLine18).Inthenextstage,itbeginswithalower
temperatureandalowsthemodeltomovetowardthebetersolution(Line19toLine22).
Theselectedimmigrationcontrolerwilbeaddedintotheset (Line25).Almigration
objectsaredeterminedintheend.Thepseudo-codeofthealgorithmisshowninTableV.
TableVOptimalObjectSelection
EASM-2:OptimalObjectSelection
Input: Triggerfactorset
Output:
Emigrationcontrolerset
Migratingswitch
Immigrationcontrolerset
Procedureemigrationcontrolerselection
1: while( )
2: Select from
3: if
4: Add into
5: endif
6:
7: endwhile
Proceduremigratingswitchselection
8: Getmigrationefficiency
9: Compute ofswitchmanagedby
10:migratingswitch
Procedureimmigrationcontrolerselection
11:Initialtemperature ,
12:Get
13:for do
14:
15: Applymutationtocurrentstate
16: if
17: then
18: endif
19: if
20: then
21: elseDiscard
22: endif
23: k=k+1
24:endfor
25:Add into
InEASM-2,Line1toLine8selectsthemigratingemigrationcontroler,anditstime
complexityis .Line10computesthemigrationefficiency,anditstime
complexityis .Thetimecomplexityofselectingthemigratingswitchis .
AfterLine11,SAmethodisimplementedforselectingtheimmigrationcontroler,andits
timecomplexityis ,whichisrelatedtoinitialtemperatureandcoolingrate.
Therefore,theoveraltimecomplexityofEASM-2is .
5.2Migrationdecisionformulation
Throughdeterminingthemigrationobjects,wehaveacquiredtherequiredelementsofswitch
migration.However,therelationshipsofmigrationobjectsaren’tone-to-onecorrespondence,
andoneemigrationcontrolermaymigrateswitchesintothemultipleimmigrationcontrolers.
Therefore,inordertoensurethewel-organizedandefficientswitchmigration,weintroduce
thetriplettorepresenttheprecisemappingbetweenmigrationobjects.
Definition4.MigrationTriplet.Foranyswitchmigration,themigrationtripletisdefinedas
,wherethosethreeelementsformthedeterminedmigrationmapping. isthe
emigrationcontroler,selectedfrom ; ismigratingswitch,selectedfrom ;
istheimmigrationcontroler,selectedfrom .When isconstructed, have
nochoicebuttomigrate to .
Inpractice,theremaybemultipleswitchesneededtobemigratedinthenetwork,soal
tripletsformaset ,whichisrequiredtoupdateinreal-timeaftereveryswitchismigrated.
Bythisway,itcanpreventthemigrationdisordereffectively.Whenalmigratingswitchesare
migratedintothosetargetcontrolers,wewilredetectwhetherthecontrolerloadsmeetthe
loadbalancingafterthemigrationscompleted.Accordingtothefinalresults,wedecideto
quitEASM orreturn module 2 untilmeeting the requirementofload balancing
( ).
Asadynamicbalancingmethod,switchmigrationwilcosttheparticularcontrolresources.
Particularly,whentheloadbalancingconditionbecomesbeter,wemustreducethe
occurrenceofmigrationtoavoidunnecessaryconsumptionofthecontrolerresources.
Therefore,inordertoachievethebetermigrationeffects,wecanadjustthethreshold
accordingtoEq.(11)afternetworkupdate.Moreover,thebigger ,andthelowermigration
frequency.
Particularly,iftherearemultiplemigratingobjectswiththesamemigrationefficiencyand
multipleimmigrationcontrolers,wemigratethoseswitchestotheirclosestcontrolers.For
example,theswitchwilbemigratedintothecontrolerwiththeminimumpathlengthamong
alcontrolers.Ifthepathlengthissame,thenEASMwouldrandomlyselectswitchtomigrate.
5.2.1Dynamicmigrationdecisionalgorithm
InEASM-3.Firstly,weselecttheelementsfromthemigrationobjectsetstoconstructthe
tripletset (Line2),whichincludesaseriesofmigrationmappings.Foreach ,we
wilmigrate from to (Line4toLine5),andthenshrink (Line8).After is
empty,wewilupdatethenetworkstateandimprovethethreshold tocompletethe
dynamicswitchmigration(Line10).Thepseudo-codeofthealgorithmisshowninTableVI.
TableVIDynamicMigrationDecision
EASM-3:DynamicMigrationDecision
Input:
Emigrationcontrolerset
Migratingswitch
Immigrationcontrolerset
Output: Newnetworkstate
1: ; ;
2:Constructtripletset
3: while( )
4:
5: Migrate from to
6: ,
7: Updatestatesof and
8:
9: endwhile
10:Update andnetworkstate
InEASM-3,itmainlyexecutesswitchmigrationandupdatescontrolerstates,andits
timecomplexityisassociatedwithtriplet.TheoveraltimecomplexityofEASM-3is
.
6.Evaluation
6.1Simulationseting
Inthissection,weevaluatetheperformanceofEASM undertheexperimental
environmentshowninFig.4,andmakethefolowingdescriptions.
Fig.4.Theexperimentaltopology
(1)Experimentalplatform
WeselectOpenDaylight[22]astheexperimentalcontroler,anduseMininet[23]asa
testplatform.OpenDaylightisprogrammedbyJavaandsupportsmultipleversionsof
OpenFlowprotocols.MininetdevelopedbyStanfordUniversityissetasthetestplatform.
Thephysicaldevicescontainfiveserverswiththesameconfiguration(IntelCorei7
3.5GHz4GBRAM).TheoperationsystemisUbuntu16.04andthedevelopmentkitis
JAVA 8.EASM isdesigned intheapplicationlayerofOpenDaylightcontroler.
ConsideringtheperformanceconflictbetweenOpenDaylightandMininetononeserver,
werunOpenDaylightwithEASMonfourservers(NO.1-4)andinstalMininetonone
server(NO.5).AlserversareconnectedbyH3CS1016switch.
(2)Topologyselecting
Weselecttheauthoritativenetworktopologyto maketheexperimentsmore
persuasive.First,wedemonstratethevalidityofEASMinInternet2OS3E[24]with34
nodesand42links.Then,wereselectseveraltopologiesfromTopologyZoo[25]toprove
theloadbalancingperformanceandthetopologicaladaptability.
(3)Parametersseting
WeuseIperf[26]togenerateTCPflowstosimulatethedistributionofthenetwork
traffic.Theaverageflowrequestsare200KB/s.Thecontrolercapacityislimitedto5MB,
and , , .Thelinkbandwidthisfinite,thusweset
thenumberofswitchesmanagedwithonecontrolerisfrom5to20[27].
(4)Simulationcomparison
ToverifytheperformanceofEASM,wecompareitwiththeotherthreestrategies.
NoSwitchMigration(NSM):theconnectionsbetweenswitchesandcontrolersare
static.
ClosestSwitchMigration(CSM):theoverloadedcontrolerrandomlymigratesthe
switchesintotheclosestunderloadedcontrolertosolvetheloadimbalance[11].
Maximum UtilizationSwitchMigration(MUSM):likethetypicalswitchmigration
scheme,itmigratesswitchintothecontrolerthathasmaximumresidualcapacity[18].
Efficiency-awareSwitchMigration(EASM):theswitchmigrationisimplemented
accordingtomigrationefficiencytoimproveloadbalancingrateandreducethe
migrationcost.
Theevaluationindexesincludecontrolerresponsetime,controlerthroughput,
migrationcostandmigrationtime,andloadbalancingrate.
6.2Resultanalysis
6.2.1Controlerresponsetime
Controlerresponsetimeisoneofevaluationindexes.Whentheloadimbalanceoccurs,
controlerresponsetimewilbeincreasedsignificantly.Intheexperiment,wechangethe
flowrequestcountstomakesomecontrolersoverload,andobservethechangeof
controlerresponsetime.FlowrequestcountofOS3EisshowninFig.5,andeach
simulationtimeis12hours.
Fig.5.FlowrequestcountsinOS3E
TheaveragecontrolerresponsetimeoffourstrategiesisshowninFig.6.Wecansee
thatNSMhasthemostdrastictimefluctuationwiththechangeofflowrequestcounts.
CSM andMUSM havethesmalerfluctuationrange,andEASM hastheslightest
fluctuation.Thereasonsareexplainedasfolows.BecauseNSMdoesnotimplement
switchmigrationduringloadimbalance,thereisthebiggestdifferenceofthecontroler
responsetimebetweenthenormalcontrolerandtheoverloadedcontroler.Although
CSMandMUSMadoptswitchmigrationtobalancecontrolerloadsandlowerresponse
time,nearestmigrationiseasytocausenew loadimbalanceaftermigration,and
MUSUMislackofglobalplanning.EASManalysesthecompositionofcontrolerloadsin
detailandconstructstheloaddifferencematrixtoavoidthelocaloptimalproblem,which
couldensurethehigh-efficiencymigrationandreducethecontrolerloadsquickly.
Comparedwithotherstrategies,theaveragecontrolerresponsetimeofEASM has
reduced21.9%atleast.
Fig.6.Averagecontrolerresponsetime Fig.7.CDFsfordifferentstrategies
Thecumulativedistributionfunction(CDF)ofcontrolerresponsetimeisshowninFig.
7.Duetothereasonablemigrationmodelseting,EASMislessvulnerabletothechange
offlowrequestcountsthanotherstrategies.
6.2.2Controlerthroughput
BasedontheflowrequestcountsinFig.5,weusetheaveragecontrolerthroughputto
reflecttheloadcondition.Thehigherthroughput,thebetercontrolerperformance.The
experimentresultisshowninFig.8.
DuetothestaticconnectionofNSM,ithasthelowestthroughput,whichislessthan
2000packets/s.Theremainingthreestrategiesimplementswitchmigrationduring
controleroverload,sotheaveragecontrolerthroughputhasbeenimprovedobviously.
CSM andMUSM havethesimilarthroughputs,whicharecloseto3000packets/s.
Differingfromtheunilateralmigrationdecision(theshortestdistanceinCSMandthe
largestcapacityinMUSM),EASMmakeseffortstoimproveloadbalancingratewhile
reducingmigrationcostthroughsetingmigrationefficiencymodel.Meanwhile,the
reasonabledesignoftripletalsoensurestheconcurrentandcoordinatingmigrations.
Therefore,theaveragecontrolerthroughputofEASM reachesabout3660packets/s,
whichhasincreasedby30.4%onaveragecomparedwiththeothermigrationstrategies.
Fig.8.Controlerthroughput
6.2.3Migrationcostandmigrationtime
Inthisexperiment,weremoveNSMandonlyrecordthemigrationcostsandtimeofCSM,
MUSMandEASM.ThatisbecauseNSMdoesnotperformswitchmigration.Asshownin
Fig.9,intermsofmigrationcost,MUSMisthehighest,CSMandEASMhavethesimilar
results.Ontheotherhand,intermsofmigrationtime,CSMislongest,MUSMtakesthe
secondplaceandEASMistheshortest.
Thereareseveralreasonstoexplainthisresult.First,CSMhasthesmalermigrationcosts
duetobothitsclosestmigrationstrategyandlessinteractionsbetweenmigrationobjects.
However,itiseasilytocausetheimmigrationcontrolerbecominganew overloaded
controlerbecauseofconcentratingonmigrationdistancebutignoringcontrolercapacity.At
thistime,CSM mustmigrateswitchesagain,andmigrationtimeisthelongest.Second,
MUSM searchesthecontrolerwiththemaximum residualprocessingcapacitytheas
immigrationcontroler,butdoesn’tconsidertheadditionalnetworkcosts.Third,EASM
optimizesthemigrationobjectsbasedonthemigrationefficiency,whichusestheselection
probabilitytodeterminethemigratingswitchesandchoosestheimmigrationcontrolers
optimizedbysimulatedannealing.Bothtwooperationscouldreducemigrationcosts
effectively.ThesequentialmigrationprocessofEASMalsomakesmigrationtimelower.
Fig.9.Migrationcostandmigrationtime
6.2.4Loadbalancingrate
Firstly,inordertoverifythecomprehensivenessofEASM strategy,weselectthe
Internet2OS3Eastheexperimentaltopology,andformulateasituationthatthereare
fourmigratingswitcheswiththesamemigrationefficiencyandfourimmigration
controlers.Fig.10showstheloadbalancingrateofEASM.ItisclearlyseenthatEASM
hasthehigherandstableaverageloadbalancingrate,andtheloadbalancingrate
fluctuatesless.ThisisbecauseEASMdesignconsidersdifferentscenariosandhasthe
universalityforthenetwork.Especialy,whenswitcheshavethesamemigration
efficiency,EASMcanstilkeepefficientmigrationaccordingtotheminimumpathlength
amongcontrolers.Therefore,EASMhasthebetergeneralapplicabilityforSDNnetwork.
Fig.10.Loadbalancingratesundermultiplemigratingobjectswith
thesamemigrationefficiencyandmultipleimmigrationcontrolers
Further,wevalidatetheloadbalancingperformanceofEASMintheothertopologies
selectedfromTopologyZoo,andthenetworkscalegradualyexpands.AsshowninFig.
11,andthenormalizedprocessingisimplementedforloadbalancingratetomake
comparisonsmoreclearly.WeobservethattheloadbalancingrateofEASMishigher
thantheotherthreestrategies,anditalmostdoesnotchangealongwiththetopology
expanding.ThisisbecausethesetingofmigrationefficiencyandtripletinEASMcould
achievetheefficientmigrationplanningandfastswitchmigration.Therefore,EASMhas
astrongerabilitytomaintaintheloadbalancingrateatahighlevel,andcanadaptto
differentnetworktopologies.
Fig.11.Loadbalancingratesindifferenttopologies
7.RelatedWork
Thereisalargespectrumofrelatedworkalongcontrolerloadbalancing.Weonlyreview
somecloselyrelatedonesherefromthemainstreamsolutions.
Controlerdeploymentscheme:TheoriginalSDN networkreliesonthecentralized
controler,whichhastheproblemsoflowprocessingperformanceandpoorscalability,sothe
relatedresearchersproposetodeploymulti-controler,suchasHyperFlow[4],Onix[5]and
Kandoo[6].Inordertobalancetheloadsofdistributedcontrolers,in[12],theauthorsfirstly
considerthecontrolerdeployment,andoptimizesthelocationsofcontrolersbasedonthe
averagedelayandthemaximum delay.Meanwhile,thismethodalsointroducesthe
deploymentinstancestoanalyzethedistributionofloads.In[13],theauthorsdesigna
Pareto-basedOptimalCOntroler(POCO)placement,whichmakesacompromisein
controlerperformance,failuretoleranceandloadbalancing.In[14],theauthorsproposea
dynamiccontrolerplanningwithloadregulation,andthisarchitecturecouldadjustthe
numberofactivecontrolersadaptivelyandminimizetheflowsetingtime.However,itmust
colectthetrafficinformationperiodicalyandimplementloadredistributionfromtheentire
controlplane.In[15],theauthorsconsidertheusageofcontrolresource,anddesign
JumpFlowtoreducetheusageofflowtableandtheratioofaveragecontrolmessages.In
[16],theauthorsproposeanefficientonlinealgorithmfordynamicSDNcontrolerassignment,
andmainlyconsiderresponsetimeandmaintenancecost.A hierarchicaltwo-phase
algorithmthatintegrateskeyconceptsfrombothmatchingtheoryandcoalitionalgamesis
designedtosolveit.
Switchmigrationscheme:FolowingOpenFlow 1.3protocol[10],aswitchcouldbe
connectedwithmultiplecontrolersinthemeantime.Aswitchmaybesimultaneously
connectedtomultiplecontrolersinequalstate,multiplecontrolersinslavestate,andat
mostonecontrolerinmasterstate.Eachcontrolermaycommunicateitsroletotheswitch
viaarolerequestmessage,andtheswitchmustremembertheroleofeachcontroler
connection.Thesubdomaincontroleristhemasterroleofthesubdomainswitches,but
thoseswitchescansettheothersubdomaincontrolersasslaveroles.Therefore,some
peoplestudycontrolerloadbalancingfromtheperspectiveofswitchmigration.In[11],the
authorsdesignanElastiConarchitecturewithdoublethresholdvalues,andElastiCon
migratesswitchintotheclosestneighborcontroler.In[17],theauthorsproposeswitch
migrationbasedonclusteringcontroleranddividethewholenetworkintomulti-domains.
Thedynamicalocationofcontrolerloadbetweenmultipleclustersisrealizedbyswitch
migration.Meanwhile,thismethodalsosupportsfailoverandcontrolerbackup.In[18],the
switchmigrationisprogrammedasthemaximum resourceutilization,andthedistributed
hoppingalgorithmisdesignedbasedonLog-Sum-Expfunctiontoapproximateoptimalobject.
Besides,itrunsoneachcontrolerindependently.In[19],theauthorsintroduceload
variance-basedsynchronization(LVS)toimprovetheloadbalancingperformanceinthe
multi-controlerandmulti-domainnetwork.LVSconductsstatesynchronizationamong
controlersifandonlyiftheloadofaspecificserverorsubdomainexceedsacertain
threshold.In [20],by constructing the game-playing fields,the authors design a
decision-makingmechanismbasedonzero-sumgametheorytoreelectanewcontroleras
themasterfortheswitches.In[21],theauthorsproposeBalCon(BalancedControler),which
isanalgorithmicsolutiondesignedtotackleandreducetheloadimbalanceamongSDN
controlersthroughproperSDNswitchmigrations.However,BalConisonlysuitableforthe
smal-scalenetwork.
8.Conclusion
Inthispaper,wemakethefirstatempttooptimizetheprocessofswitchmigrationthrough
introducingthemigrationefficiency,andproposeanEfficiency-AwareSwitchMigration
(EASM)strategyforbalancingmulti-controlerloads.TheessenceofEASM istomigrate
switcheswiththeconsiderationofloadbalancingrateandmigrationcoststoimprovethe
migrationefficiencyandbalancethecontrolerloads.SimulationresultsshowthatEASM
simultaneouslyachievelow controlerresponsetime,highcontrolerthroughput,low
migrationcostandbeterloadbalancingrate.Inthefuture,wewilimproveEASM inthe
folowingaspects:(1)deployingEASMinalarge-scaletestbed,(2)researchingthereliability
ofcontroler,(3)consideringthesecurityoftheswitchmigration.
References
[1] McKeownN,AndersonT,BalakrishnanH,etal.OpenFlow:Enablinginnovationincampusnetworks.
ProceedingsofACMSIGCOMMComputerCommunicationReview,Seatle,2008:69-74.
[2] XuyaJia,YongJiangandZehuaGuo.IncrementalSwitchDeploymentforHybridSoftware-DefinedNetworks.
Proceedingsof41stIEEEConferenceonLocalComputerNetworks,2016:571-574.
[3] LEVIND,WUNDSAM A,HELLERB.Logicalycentralized?statedistributiontrade-offsinsoftwaredefined
networks.ProceedingsoftheFirstWorkshoponHotTopicsinSoftwareDefinedNetworks,NewYork,2012:1-6.
[4] OOTOONCHIANA,GANJALIY.HyperFlow:adistributedcontrolplaneforOpenFlow.Proceedingsofthe2010
InternetNetworkManagementWorkshoponResearchonEnterpriseNetworking,Berkeley,2010:1-6.
[5] KoponenT,CasadoM.Onix:adistributedcontrolplatformforlarge-scaleproductionnetworks.Proceedingsof
UsenixConferenceonComputerSystemsDesignandImplementation,Vancouver,2010:351-364.
[6] HassasYS,GanjaliY.Kandoo:aframeworkforefficientandscalableoffloadingofcontrolapplications.
Proceedingsofthe1stWorkshoponHotTopicsinSoftwareDefinedNetworking,NewYork,2012:19-24.
[7] Z.Guo,R.Liu,Y.Xu,A.Gushchin,A.WalidandHJ.Chao,STAR:Preventingflow-tableoverflow in
software-definednetworks.ComputerNetworks,2017:1-11.
[8] T.Benson,A.Akela,D.Maltz.Networktrafficcharacteristicsofdatacentersinthewild.ProceedingsofIMC,
2010:1-4.
[9] H.Chen,G.ChengandZ.Wang,Agame-theoreticapproachtoelasticcontrolinsoftware-definednetworking.
ChinaCommunications,2016,13(05):103-109.
[10]0penFlow switch specification version 1.3.0. htps:
//www.opennetworking.org/images/stories/openflow–spec-v1.3.0.pdf.
[11]A.Dixit,F.Hao,S.Mukherjee,T.V.Lakshman.ElastiCon:anelasticdistributedSDNcontroler.Proceedingsof
2014ACM/IEEESymposiumonArchitecturesforNetworkingandCommunicationsSystems(ANCS),Marina,
2014:17-27.
[12]B.Heler,RobSherwood,NickMcKeown.Thecontrolerplacementproblem.Proceedingsofthe1stWorkshop
onHotTopicsinSoftwareDefinedNetworking(HotSDN2012),NewYork,2012:7-12.
[13]D.Hock,S.Gebert,M.Hartmann,T.Zinner,P.Tran-Gia.POCO-frameworkforPareto-optimalresilientcontroler
placementinSDN-basedcorenetworks.Proceedingsof2014IEEENetworkOperationsandManagement
Symposium(NOMS),Krakow,2014:1-2.
[14]BARIM F,ROYAR,CHOWDHURYSR,etal.Dynamiccontrolerprovisioninginsoftwaredefinednetworks.
Proceedingsof9thInternationalConferenceonNetworkandServiceManagement,Piscataway,2013:18-25.
[15]Z.Guo,Y.Xu,M.Celo,etal,JumpFlow:ReducingFlowTableUsageinSoftware-DefinedNetworks.Computer
Networks,2015(92):300–315.
[16]Wang,Tao,F.Liu,andH.Xu."AnEfficientOnlineAlgorithmforDynamicSDNControlerAssignmentinData
CenterNetworks."IEEE/ACMTransactionsonNetworkingPP.99(2017):1-14.
[17]C.Liang,R.Kawashima.ScalableandCrash-TolerantLoadBalancingBasedonSwitchMigrationforMultiple
OpenFlowControlers.Proceedingsof2014SecondInternationalSymposiumonComputingandNetworking,
Shizuoka,2014:171-177.
[18]GuozhenCheng,HongchangChen,ZhimingWang.DHA:Distributeddecisionsontheswitchmigrationtowarda
scalableSDNcontrolplane.Proceedingsof2015IFIPNetworkingConference,Toulouse,2015:1-9.
[19]ZehuaGuo,MuSu,YangXu,ZheminDuan,LuoWangShufengHui,andH.JonathanChao.Improvingthe
PerformanceofLoadBalancinginSoftware-DefinedNetworksthroughLoadVariance-basedSynchronization.
ComputerNetworks,2014,68(11):95-109.
[20]G.ChengandH.Chen.Gamemodelforswitchmigrationsinsoftware-definednetwork.ElectronicsLeters,
2014,50(23):1699-1700.
[21]Celo,Marco,etal.“BalCon:ADistributedElasticSDNControlviaEfficientSwitchMigration.”IEEEInternational
ConferenceonCloudEngineeringIEEE,2017:40-50.
[22]OpenDaylight.htp://www.projectOpenDaylight.org/.
[23]Mininet.htp://mininet.org/.
[24]Internet2OpenScience,ScholarshipandServicesExchange.htp://www.internet2.edu/network/ose/.
[25]KnightS,NguyenHX,FalknerN,etal.Theinternettopologyzoo.IEEEJournalonSelectedAreasin
Communications,2011,29(09):1765-1775.
[26]Iperf.htp://iperf.sourceforge.net.
[27]AlbertGreenberg,JamesR.Hamilton,NavenduJain,etal.VL2:AScalableandFlexibleDataCenterNetwork.
ProceedingsofSIGCOMM’09,Barcelona,2009:51-62.
