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The modeling of natural phenomena via a Markov process — a process for which the future
is independent of the past, given the present— is ubiquitous in many fields of science. Within this
context, it is of foremost importance to develop ways to check from the available empirical data if the
underlying mechanism is indeed Markovian. A paradigmatic example is given by data processing
inequalities, the violation of which is an unambiguous proof of the non-Markovianity of the process.
Here, our aim is twofold. First we show the existence of a monogamy-like type of constraints,
beyond data processing, respected by Markov chains. Second, to show a novel connection between
the quantification of causality and the violation of both data processing and monogamy inequalities.
Apart from its foundational relevance in the study of stochastic processes we also consider the
applicability of our results in a typical quantum information setup, showing it can be useful to
witness the non-Markovianity arising in a sequence of quantum non-projective measurements.
I. INTRODUCTION
The importance of Markov processes can hardly be
overstated. In short, a process is Markovian if, in order
to predict its future state, the present state contains as
much information as the full previous history. That is, a
Markov process keeps only information about its imme-
diate past. Applications of it range from computer sci-
ence [1], causal inference [2, 3] and statistics [4] to social
sciences [5] and genetics [6]. Within physics, random
walks [7] and the Brownian motion [8] are paradigmatic
examples of Markov processes. In quantum informa-
tion, they also play a key role [9], particularly in the
understanding of open-system dynamics [10].
Mathematically, a stochastic discrete process
{Xn, tn ∈ T} is Markovian if the probability that
the random variable Xn takes a value xn at time
tn ∈ T, is uniquely determined, and not affected by the
possible values of X at previous times to tn−1. That is,
p(xn|xn−1, . . . , x1) = p(xn|xn−1), for all tn ∈ T. (1)
Given a joint probability distribution p(x1, . . . , xn), to
check if it arises from a Markovian process we have to
test all the n conditions expressed in (1). However, if the
number n of variables or their cardinalities (the number
of possible values they can assume) is large, it is prac-
tically impossible to gather enough statistical data to
reconstruct p(x1, . . . , xn) and thus check for its Marko-
vianity. As an example, an English text with 1000 let-
ters has 100026 = 1078 possible variations, close to the
estimated number of atoms in the universe. For that
reason, we often have to rely on marginal information,
for instance, only the pairwise correlations between two
variables. Because of this estimation limitation, we face
a particular case of a marginal problem [11]: given some
limited/marginal information, what can we conclude
from the global object?
Formally, the problem is equivalent to quantifier
elimination [12, 13]: starting from a set of constraints
–in this case the positivity and normalization of proba-
bilities plus the Markov conditions (1)– we aim to elim-
inate from our description those variables to which we
do not have empirical access (e.g., correlations involv-
ing more than two variables). The same problem arises
in causal inference [14], an extremely demanding com-
putational task that cannot be performed beyond very
few variables [15]. A more treatable approach is to ask
instead, what are the constraints implied by Markovian-
ity on the entropies of the variables of interest [11, 16–
19]. For instance, a simple and yet fundamental result
implies that Markov processes fulfil data processing in-
equalities, basically stating that as we move along the
Markov chain the correlation between the consecutive
cannot increase, but may remain constant. Data pro-
cessing inequalities are a consequence of the Markov
condition, imposing constraints to the correlations be-
tween the variables in different time steps, but are they
the only consequence? This is the central question we
explore in this article.
As we show, indeed data processing inequalities
are the only consequence of the Markov condition for
n = 3. However, for n ≥ 4, Markovianity implies
new kinds of monogamy constraints for the correla-
tions in the Markov chain, violations of which can be
seen as a device-independent test [20–22] of the non-
Markovianity of the underlying process. Interestingly,
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2by employing an operational definition of divisibility
[23], we show that such condition is sufficient for a pro-
cess satisfying all data processing and monogamy in-
equalities. Furthermore, we show how the violation of
these new constraints can also be connected with the
quantification of causal influences [16, 24, 25] among
the variables. Finally, we consider a quantum informa-
tion related application of this framework, showing that
non-projective measurements can give rise to statistics
compatible with data processing, but nonetheless can
violate our new monogamy inequalities, thus witness-
ing the non-Markovianity arising from such quantum
measurements.
The paper is organized as follows. In Sec. II we re-
view the basic toolbox to be used in this paper: the en-
tropic approach to the marginal problem [11, 16–18]. In
Sec. III we employ this framework to show that a new
kind of constraint, beyond that given by data processing
inequalities, arise for Markov chains with n ≥ 4. The
question regarding divisibility is addressed in Sec. IV.
In Sec. V we show that the violation of both the data
processing and the monogamy inequalities can be given
a causal interpretation. Finally, in Sec. VI we conclude
and discuss our findings. More technical details and
proofs of our results can be found in the Appendix.
II. SHANNON ENTROPIES, ENTROPY CONES AND
MARGINAL PROBLEMS
The Shannon entropy of a random variable X is the
fundamental building block in information theory [26].
It is defined as
H(X) = −∑
x
p(x) log p(x),
where the sum is taken over the support of X.
If we are interested in the entropy of n variables
X1, . . . , Xn, it is useful to construct the entropy
vector h associated with these variables as h =
(H(∅), H(X1), H(X2), H(X1, X2), . . . , H(X1, . . . , Xn)).
That is, h is a vector with 2n components given by all
possible entropies among n variables (including the
empty-set ∅ for which we define H(∅) = 0). Within
this approach, a natural question is to understand
which vectors in the real space R2
n
define the entropy
vectors. The first trivial constraint follows from the fact
that entropies are positive quantities, that is, the en-
tropy vector cannot have negative components. We are
thus restrict to the positive-orthant of R2
n
. The second
constraint comes from the realization that entropies
define an unbounded convex set, the so-called entropy
cone [26]. We can think of it as a hyper-dimensional
and infinite ice cream cone where the tip of cone lies in
the origin of our coordinate system.
Annoyingly, however, the exact structure of the real
space defining entropy vectors is still not precisely
known, the best general description being given by an
outer approximation of the true entropy cone, the so
called Shannon cone [26]. The nice thing about the
Shannon cone is the fact that it is defined in terms of
finitely many linear inequalities of two types:
I(X2 : X3|X1) ≥ 0→ H(X1, X2) + H(X1, X3) ≥ H(X1, X2, X3) + H(X1),
H(X1|X2, X3) ≥ 0→ H(X1, X2, X3) ≥ H(X2, X3). (2)
The first inequality is known as strong subadditivity
(or submodularity), basically stating the positivity of
the conditional mutual information. The second con-
straint is known as monotonicity, stating the positivity
of conditional entropies or alternatively showing that
the uncertainty of the whole is at least as large as the
uncertainty of its parts. Given a collection of n vari-
ables there are n + (n2)2
n−2 non-redundant inequalities
(that is, inequalities that cannot be obtained by combin-
ing the other inequalities) defining the Shannon cone.
This minimum set of linear inequalities is known as the
elemental set of Shannon type inequalities.
Given the Shannon cone (as represented by the el-
emental set), we can ask the following: what are the
constraints following from the elemental set on the sub-
space where we eliminate some the variables in the en-
tropy vector [11]? As an example let us consider the
following situation. Three people, seating in different
rooms in such a way they cannot directly communicate
(but are allowed to establish some pre-shared correla-
tions), have to answer questions to a referee. Each of
the answers of the three participants being represented
by the random variables X1, X2 and X3. However, at
a given run of our experiment, a referee will only ask
questions to two of them, that is, the referee does not
have access to the entropy H(X1, X2, X3) corresponding
3to the event where the three participants would give
their answers. This means that we have to eliminate
this entropy from our description, implying that our ob-
ject of interest is a new entropy vector where we trace
out one of its components. Formally, the problem is
equivalent to a quantifier elimination problem [12]: We
have a set of (linear) inequalities and we want to have
the equivalent description of this set where some of the
variables appearing in the inequalities have been elimi-
nated from the problem.
Coming back to our problem. To obtain an inequality
that does not depend on H(X1, X2, X3), we can simply
sum the two Shannon type inequalities in (2) to obtain
H(X1, X2) + H(X1, X3) ≥ H(X2, X3) + H(X1), (3)
or in terms of mutual information I(X : Y) = H(X) +
H(Y)− H(X, Y) (a measure of correlations between X
and Y)
I(X1 : X2) + I(X1 : X3)− I(X2 : X3) ≤ H(X1). (4)
As we can see, the simple assumption about the exis-
tence of a joint probability distribution describing the
three variables already imply constraints about their
pairwise correlations.
To illustrate the use of these marginal constraints,
consider dichotomic answers (yes/no questions). Also,
suppose that after we run the experiment a sufficient
number of times, the referee observes that all answers
are unbiased (H(X1) = H(X2) = H(X3) = 1). Fur-
thermore, answer X1 is fully correlated with X2 and X3
(that is I(X1 : X2) = I(X1 : X3) = 1); however X2
and X3 are uncorrelated (I(X2 : X3) = 0). If we plug in
these values in (4) we see that this inequality is violated.
What does this mean? Notice that (3) follows from the
assumption that even if we cannot observe it, there is a
well defined H(X1, X2, X3) joint entropy for all the an-
swers. The violation of the inequality shows that this
assumption is not valid: From the marginal observa-
tions we cannot construct a well-defined H(X1, X2, X3)
(in such a way that all the elemental inequalities are re-
spected). In fact, notice that the distribution violating
the inequality is a bit odd. Since X2 and X3 are fully
correlated with X1, by the transitivity of correlations
we would expect that X2 and X3 are also fully corre-
lated. We can understand this distribution as a viola-
tion of the rules of the game. At each run, parties 2 and
3 communicate through a secret channel: If in a given
particular run one of them is excluded of the game (the
referee does not ask one of them any question), then
the other part (which was asked something) will use a
strategy that correlates his answer with answer X1; if
both parties 2 and 3 are asked questions, they just give
completely uncorrelated answers between them.
III. MARKOV PROCESSES BEYOND DATA
PROCESSING INEQUALITIES
In the case of a Markov process we can follow a sim-
ilar construction to the one delineated above. We have
n variables respecting the usual elemental inequalities;
however, in this case, we also have a set of new con-
straints that follow from the Markov conditions (1). In
terms of entropies, (1) can be expressed as
H(Xn|Xn−1, . . . , X1) = H(Xn|Xn−1), for all n. (5)
That is, in this case we are interested in the intersec-
tion of the Shannon cone with the hyperplanes defined
by (5). We can proceed with the quantifier elimination
and thus eliminate all terms but the marginal involving
single and two-body terms.
Let us start with the simplest possible Markov chain
with n = 3. In this case, the only Markov condi-
tion is given by H(X3|X1, X2) = H(X3|X2). Perform-
ing the quantifier elimination step we observe that the
only non-trivial inequalities characterizing the marginal
Shannon cone are given by
I(X1 : X2) ≥ I(X1 : X3) , I(X2 : X3) ≥ I(X1 : X3),
that is, we recover the usual data processing inequal-
ities that we expect to hold in a Markov chain. By
non-trivial, we mean inequalities that are not simple
elemental inequalities (strong subadditivity and mono-
tonicity). In this geometric perspective, data process-
ing inequalities are nothing else than the facets of the
Shannon cone intersected with the hyperplanes defin-
ing the entropic Markov conditions (5), marginalized
to the subspace where the joint entropy between the
three variables has been eliminated. For instance, the
data processing inequality I(X1 : X2) ≥ (X1 : X3) is
a direct consequence of combining the strong subad-
ditivity I(X1 : X2|X3) ≥ 0 with the Markov condition
H(X3|X2, X1) = H(X3|X2) (see Appendix for a simple
proof).
We can now move to the case of a Markov chain with
n = 4. In this case, we have two Markov conditions:
H(X3|X1, X2) = H(X3|X2) and H(X4|X1, X2, X3) =
H(X4|X3). Performing the quantifier elimination, we
observe that the only non-trivial (and non-redundant)
inequalities are given by
I1,3 ≥ I1,4 , I1,2 ≥ I1,3,
I2,4 ≥ I1,4 , I3,4 ≥ I2,4,
I1,4 + I2,3 ≥ I1,3 + I2,4, (6)
where we have used the short-hand notation Ii,j ≡
I(Xi : Xj).
We highlight two aspects in the set of the inequalities
above. First, we notice that there are other data process-
ing inequalities that follow in this scenario (five more),
4for instance, I1,2 ≥ I1,4. However, all these other data
processing inequalities are redundant, in the sense that
they follow from the set above combined with Shannon
type inequalities (see Appendix for a proof); this set
is the minimum non-redundant one [27]. Second, the
most interesting feature comes from the fact that we
have a new kind of inequality emerging for n = 4 and
that is not of the data processing type. It shows that in
Markov processes not only the correlations should de-
crease as we move along the chain (as quantitatively ex-
pressed by the data processing inequality) but also that
the pairwise correlations between the variables should
respect a monogamy kind of constraint. Interestingly,
as shown below there are non-Markovian processes re-
specting all data processing inequalities but nonethe-
less violate our new derived inequality, thus showing
the clear relevance of it.
A natural question is whether new kind of
monogamy relations will appear as we increase the size
of the Markov chain. As proven in the Appendix this is
indeed the case. For instance for n = 6, 8, 10 the follow-
ing monogamy inequalities hold
I1,6 + I2,5 + I3,4 ≥ I1,4 + I2,6 + I3,5
I1,8 + I2,7 + I3,6 + I4,5 ≥ I1,5 + I2,8 + I3,7 + I4,6
I1,10 + I2,9 + I3,8 + I4,7 + I5,6 ≥ I1,6 + I2,10 + I3,9 + I4,8 + I5,7.
In particular, notice that the sum of the distances be-
tween the nodes involved is the same in the left hand
side (LHS) and right hand side (RHS) of the monogamy
inequalities. For instance, the mutual information I1,6
involves nodes X1 and X6 that have four nodes in be-
tween them. So, for n = 6 the sum of the distances in
the LHS is 4 + 2 + 0 = 6, while in the RHS we have
2 + 3 + 1 = 6. A similar analysis shows that for n = 8,
the sum of distances in the LHS gives 6+ 4+ 2+ 0 = 12
and the RHS gives 3 + 5 + 3 + 1 = 12; for n = 10
the LHS gives 8 + 6 + 4 + 2 + 0 = 20 and RHS gives
4 + 7 + 5 + 3 + 1 = 20. Based on that and the clear
pattern observed for n = 4, 6, 8, 10 we conjecture that
the following monogamy inequality holds for arbitrary
even n
n
∑
i=1
Ii,n−i+1 ≥ I1,1+n/2 +
n/2
∑
i=2
Ii,n−i+1. (7)
This result is based on induction and an analytical gen-
eral proof is missing.
A. Examples of monogamy violation while satisfying the
data processing inequalities
Two bit process. We now given an explicit example
of a classical non-Markovian process where the data
processing inequalities hold, while the monogamy in-
equality does not. Consider that variable X1 is binary
(x1 = 0, 1) and all the others can assume four values
x2, x3, x4 = 0, 1, 2, 3. The process is described by the
following four steps:
1. Let x1 = 0, 1 with probability 1/2.
2. If x1 = 0, then x2 = 0, 1 with probability 1/2.
If x1 = 1, then x2 = 2, 3 with probability 1/2.
3. If x2 = {0, 1} then x3 = 0, 1 with probability 1/2.
If x2 = {2, 3} then x3 = 2, 3 with probability 1/2.
4. If (x1, x2, x3) = (0, 0, 0) or (1, 2, 2), then x4 = 0.
If (x1, x2, x3) = (0, 1, 0) or (1, 3, 2), then x4 = 1.
If (x1, x2, x3) = (0, 0, 1) or (1, 2, 3), then x4 = 2.
If (x1, x2, x3) = (0, 1, 1) or (1, 3, 3), then x4 = 3.
This protocol generates a distribution p(x1, x2, x3, x4)
that with the same probability 1/8 is equal to (0, 0, 0, 0),
(0, 1, 0, 1), (0, 0, 1, 2), (0, 1, 1, 3), (1, 2, 2, 0), (1, 3, 2, 1),
(1, 2, 3, 2), (1, 3, 3, 3). Computing the associated en-
tropies we get:
H(X1) = 1, H(X2) = H(X3) = H(X4) = 2,
H(X1, X2) = H(X1, X3) = 2, and
H(X1, X4) = H(X2, X3) = H(X2, X4) = H(X3, X4) = 3.
We can check that this distribution respects all eight
data processing inequalities (the four in (6) plus the
four redundant ones) but nonetheless violates the
monogamy constraint in (6). Notice that the process is
Markovian among the three first nodes (X2 is a function
of X1 alone, and X3 is a function of X2 alone). However,
X4 has a direct dependence on the values of X2 and X3
(thus breaking the Markov condition).
One bit process. Consider the one bit process described
by the following joint distribution
p(X1, X2, X3, X4) =
1
100
(3, 9, 10, 9, 6, 9, 2, 1, 1, 5, 11, 4, 4, 8, 6, 12),
where the first entry in the vector corresponds to
p(0, 0, 0, 0), the second to p(0, 0, 0, 1) until the last en-
try corresponding to p(1, 1, 1, 1). For this process all
data processing inequalities are satisfied, while the
5monogamy is violated by −0.0027. This example was
found by random numerical search.
Non-Markovianity from non-projective measure-
ments. We now discuss another example where
the data processing inequalities are satisfied but the
monogamy inequality is violated. Here the non-
Markovianity arises from a sequence of non-projective
quantum measurements. The generalized quantum
measurements are defined by a collection of measure-
ment operators Mx satisfying the completeness relation
∑x M†x Mx = 1, where each index x is associated with
an experimental outcome and 1 is the identity opera-
tor on the system’s Hilbert space. Here we consider
the case of generalized measurements performed on a
qubit system. The first collection of measurement op-
erators, written in the computational basis, are defined
by
A1 =
[
+0.4953+ i 0.0687 +0.0874− i 0.2751
+0.2751+ i 0.0874 +0.1327+ i 0.2564
]
,
A2 =
[
+0.1327+ i 0.2564 0.2751+ i 0.0874
+0.0874− i 0.2751 +0.4953+ i 0.0687
]
,
A3 =
[
+0.1327+ i 0.2564 −0.2751− i 0.0874
−0.0874+ i 0.2751 +0.4953+ i 0.0687
]
,
A4 =
[
+0.4953+ i 0.0687 −0.0874+ i 0.2751
−0.2751− i 0.0874 +0.1327+ i 0.2564
]
.
These measurement operators were chosen such that
each A†i Ai (i = 1, 2, 3, 4) has the same eigenvalues,
0.3943 and 0.1057, but the associated eigenvectors are
different.
The second set of measurement operators considered
here are defined by
B1 =
√
1+ α
2
|+〉〈+|+
√
1− α
2
|−〉〈−|,
B2 =
√
1− α
2
|+〉〈+|+
√
1+ α
2
|−〉〈−|,
where |±〉 = (|0〉 ± |1〉)/√2 and the real parameter
varies as 0 ≤ α ≤ 1. For α = 1, the operators describe a
projective measurement, while a weak one is described
when α 1.
The protocol considered here is defined by four
sequential measurements after the preparation of a
qubit state $: The first measurement is defined by
{Ax}x=1,··· ,4 and the second one by {By}y=1,2. The
third and fourth measurements are just a repetition
of the first and second ones. Such sequential mea-
surements are described by the operators Mi,j,k,l =
Bl AkBj Ai (i, k = 1, 2, 3, 4 and j, l = 1, 2), associated with
the joint probability
p(i, j, k, l) = Tr[Mi,j,k,l$M†i,j,k,l ]. (8)
If the initial state is $ = |+〉〈+| it is found that the
monogamy inequality is violated in the region greater
FIG. 1. Monogamy violation in series of non-projective
measurements. Data processing and monogamy inequali-
ties discussed in the main text, given in Eqs. (6), as a func-
tion of the parameter α (defining the measurement operator).
The shaded region shows the values of α for which all data
processing inequalities are satisfied (are positive) while the
monogamy inequality is violated (is negative). There are 9
data processing inequalities for n = 4 but only 6 of them have
to be considered here (see Appendix for more details).
than α ' 0.8, but none of the data processing inequali-
ties are violated, as shown in Fig. 1.
This example is interesting for several reasons. First,
while the underlying process is quantum, it leads to
a classical process described by the distribution in Eq.
(8). Secondly, the quantum process itself here is Marko-
vian [28]. We can think of it simply as the identity
channel or we can think the measurements in the com-
putational basis and the process as a unitary trans-
formations between the measurements. In both cases
the quantum process is Markovian, but it leads to a
non-Markovian classical distribution. Therefore the
non-Markovianity must arises from the measurements
themselves. In the classical domain, making coarse
measurements can turn a Markov process into a non-
Markov process, see Examples 4-6 in [29]. In this ex-
ample the coarseness comes from the fact that the cho-
sen quantum measurements are not sharp, i.e., rank-1
projections. Finally, the example illustrates a key differ-
ence between classical stochastic processes and quan-
tum stochastic processes: In the former theory there is
an assumption of non-invasiveness, while the latter re-
quires invasive measurements to say anything about the
process [30].
6IV. INEQUALITIES FOR DIVISIBLE PROCESSES
Divisible processes form a special superset of Markov
processes. Before we talk about divisible processes we
first introduce the notion of stochastic matrices. Con-
sider the process from X → Y; the stochastic matrix
ΓY:X maps any initial distribution p(X) to the corre-
sponding final distribution p(Y). The stochastic matrix
can be acquired from the joint probability distribution
p(X, Y) as
ΓY:X =

p(X=0,Y=0)
p(X=0)
p(X=1,Y=0)
p(X=1) . . .
p(X=0,Y=1)
p(X=0)
p(X=1,Y=1)
p(X=1) . . .
...
...
. . .
 .
Let us now consider the process X → Y with the
stochastic matrix ΓY:X and the process X → Z with the
stochastic matrix ΓZ:X . A process is called divisible if
matrix GZ:Y := ΓZ:XΓ−1Y:X is also a stochastic matrix [31].
This is known as divisibility by inversion. There is also
a stronger operational notion of divisibility. Above, we
have only used joint distributions p(X, Y) and p(X, Z).
If we also have access to p(Y, Z) then we can compute
ΓZ:Y and check if ΓZ:X = ΓZ:YΓY:X . The latter condition
is stronger than the former because ΓZ:X represents the
actual process Y → Z (see [23] for details).
Importantly, it is known that there are non-
Markovian processes that are divisible [23]. This is
because divisibility only accounts for pairwise corre-
lations and neglects higher-order correlations in time.
Then a natural question is whether divisible processes
satisfy the set of inequalities presented, for instance, in
(6)? Recently, the equivalence between a non-entropic
data processing inequality and divisibility was proved
in Ref. [32]. It is important to stress that their data pro-
cessing inequality is distinct from the ones considered
here. Furthermore, Ref. [32] only considers divisibil-
ity by inversion, and the equivalence may not hold for
when operational divisibility is considered. Here we
show that the operational divisibility is sufficient for
satisfying the data processing and the monogamy rela-
tions.
Suppose a process is operationally divisible; then for
any map ΓZ:X can be written as ΓZ:X = ΓZ:YΓY:X for
some intermediate time step Y. Here, the RHS is a
Markov process, meaning all pairwise correlations, i.e.,
the mutual information {I(Z : X), I(Y : X), . . . } can be
obtained from the underlying Markov process. Since
the inequalities in Eq. (6) only requires pairwise cor-
relations, which in effect come from a Markov process,
all inequities there will be satisfied because they are de-
rived under the Markov assumption. It is worth stating
that the same argument does not hold if the process is
divisible by inversion.
A. Example relating divisibility and the inequalities
A divisible non-Markovian process. We give here an
illustrative example of a non-Markovian process that
is divisible and thus only carries higher-order correla-
tions. Consider a one bit process with x1 = 0, 1 with
probability 1/2. Let xj = yj for j = 2, 3, where yj are
random bits. Finally, we let x4 = x1 + y2 + y3 (here
we have modular addition). It’s clear that the mutual
information between any two marginals will be zero
since they are all independent and random. In fact, the
process is divisible and therefore all inequalities in (6)
will be trivially satisfied. However, higher-order corre-
lations, those containing correlations between three or
more variables, cannot be obtained in the same way. In-
deed this is exactly why a divisible process can be non-
Markovian. For instance, the mutual information such
as I(X4 : X1X2X3) or I(X4 : X1|X2X3) will not vanish.
An indivisible non-Markovian process that satisfies
all inequalities. It should be now clear that there
are non-Markovian processes that have correlations that
cannot be detected by the inequalities in (6). In fact, the
converse to above statement does not hold in general.
That is, there are non-divisible (hence non-Markovian)
processes that satisfy all of the inequalities in (6). As an
example, consider the correlated process
p(X1, X2, X3, X4) = (9)
1
100
(6, 9, 6, 6, 2, 1, 4, 10, 1, 9, 8, 8, 4, 10, 10, 6).
Here we find that the monogamy inequality and all
data processing inequalities hold.
V. CAUSAL INTERPRETATION OF THE DATA
PROCESSING AND MONOGAMY INEQUALITIES
The violation of the data processing or monogamy
inequalities imply that the Markov the constraint is not
fulfilled by the process under investigation. It seems
natural that the more we violate such constraints, the
more non-Markovian the process should be. In order to
formalize that quantitatively, we make use here of the
causal Bayesian networks formalism [14].
A central concept is that of a directed acyclic graph
(DAG) which has the variables Xi’s as vertices. The
directed edges in the DAG represent relations of causal
and effect, reason why the graph should be acyclic, oth-
erwise we would incur in paradoxical situations where
the effect is its own cause. For the Xi’s to form a
Bayesian network (with respect to the DAG), every vari-
able should be expressed as a function of its graph-
theoretical parents PAi and an unobserved noise term
Ni (such that the Ni’s are jointly independent). That is
7FIG. 2. DAGs illustrating a Markovian/non-Markovian
chain. A DAG with a) 3 and b) 4 nodes. The arrows in solid
black represent the causal relations respected by a Markov
process. In dashed red, the causal arrows imposing a viola-
tion of the Markov condition.
the case if and only if the distribution is of the form
p(x) =
n
∏
i=1
p(xi|pai).
We notice that this is equivalent to the so-called local
Markov property stating that every Xi is conditionally
independent of its non-descendants NDi given its par-
ents PAi, that is, p(xi, ndi|pai) = p(xi|pai)p(ndi|pai).
Within this context, a Markovian process is nothing
else than a causal model where a given variable Xi has
only Xi−1 as a parent and Xi+1 as a descendant (see Fig.
2). Thus, a natural way to quantify non-Markovianity
is to quantify how much causal dependence Xi has on
Xi−2, . . . , X1. To that aim, we notice that a list of reason-
able postulates any measure of causal strength should
fulfill has been proposed in [24], in particular the axiom
stating that
CX→Y ≥ I(X : Y|PAXY )
where CX→Y is the causal strength of X into Y and
PAXY stands for the parents of variable Y other than X.
In general, if the Markovian condition is not fulfilled,
H(Xi|Xi−i, . . . , X1) 6= H(Xi|Xi−i), this means that the
variables (X1, . . . , Xi−2) have a direct causal influence
over Xi (see Fig. 2) and that can be quantified as
C(X1,...,Xi−2)→Xi ≥ I(X1, . . . , Xi−2 : Xi|Xi−1).
To draw a connection between causality, entropies
and Markovianity, we first notice that if a process is
Markovian then
H(X1, · · · , Xn) :=
n−1
∑
i=1
H(Xi, Xi+1)−
n−2
∑
i=2
H(Xi), (10)
as can be seen by a direct application of the chain rule
plus the Markov conditions (5). A violation of (10) im-
plies that at least one of the Markov conditions (5) is not
fulfilled. In other terms, there is a causal influence over
some Xi that is not simply given by its immediate past
variable Xi−1. Nicely, it can be demonstrated (see Ap-
pendix for the proof) that the following inequality holds
for the sum of all non-Markovian causal influences:
∑
i=3,...,n
C(X1,...,Xi−2)→Xi ≥
n−1
∑
i=1
H(Xi, Xi+1)−
n−2
∑
i=2
H(Xi)− H(X1, · · · , Xn),
where n ≥ 3. The right hand side is equal to zero if and
only if the entropic Markov constraints (5) are fulfilled.
Therefore, the sum of causal influences equals to zero
if and only if the entropies of the stochastic process are
indeed Markovian. The more the Markov equality (10)
is violated, the more non-Markovian causal influences
should be present in the underlying process.
To further illustrate the connection between causal-
ity and Markovianity, consider the data processing gap,
expressed as
DP123 = −I1,2 + I1,3, (11)
which is always negative for Markov processes and may
be positive for non-Markovian processes. A violation
of it implies that DP123 > 0 and thus H(X3|X2, X1) 6=
H(X3|X2). Using the entropic framework described
above we can prove that (see Appendix)
CX1→X3 ≥ DP123,
thus showing that the more we violate the data process-
ing inequality the more direct causal effect the variable
X1 has over X3.
Similarly, considering the monogamy gap for n = 4,
expressed as
M4 = −I1,4 − I2,3 + I1,3 + I2,4,
8is also negative for all Markov processes and can be
positive for some non-Markovian process. As proven
in the Appendix, the monogamy inequality imposes a
lower bound to the total non-Markovianity of the pro-
cess, as quantified by the sum of causal influences
C(X1,X2)→X4 + CX1→X3 ≥ M4. (12)
We could analytically prove (see Appendix), up to n =
10, that the following inequality holds
∑
i=3,...,n
C(X1,...,Xi−2)→Xi ≥ Mn,
where, similarly to M4 defined above, Mn is the sum of
mutual information terms appearing in the monogamy
inequalities (7). Unfortunately, a general result for
larger chains is still missing. Overall, this framework
allows for an operational causal interpretation for the
violation of data processing and monogamy inequali-
ties, as a lower bound for the non-Markovian causal in-
fluences necessary to explain the observed correlations.
VI. DISCUSSION
The main question addressed in this article is the fol-
lowing: if a process is Markovian, what are the addi-
tional restrictions (beyond data processing inequality)
imposed on the pairwise correlations between the vari-
ables in the Markov chain? This is a very important
question since we do not have, in general, access to the
full probability distribution describing the process. For
instance, we cannot perform sequential time measure-
ments in a continuous way, implying that a sequence of
events in time must necessarily be discrete. Our contri-
bution in the search for answering this question, based
on an entropic approach, is threefold.
First, we know that Markov processes satisfy all data
processing inequalities, which are restrictions on the
possible correlations between distinct time steps. How-
ever, the converse to this statement is not true. Along
these lines, we demonstrate that data processing con-
straints are not the only consequences of the Markov
condition. We proved a new class of relations, named
monogamy inequalities, that can be violated by non-
Markovian processes that satisfy all data processing in-
equalities. In this way, the violation of one of these
monogamy inequalities can be employed as a device-
independent test of the non-Markovianity of the under-
lying process. It is worthy to highlight that increasing
the size of the Markov chain it is likely that new kinds
of constraints, beyond data processing and monogamy,
might appear. Also, in the derivation of the monogamy
inequalities, only strong subadditivity constraints have
been employed; meaning that they also hold for von
Neumman entropies, if the corresponding joint density
matrix respecting the Markov condition can be defined
[28, 33, 34]. Exploring these possibilities defines a clear
venue for future research.
Our second contribution deals with the concepts of
Markovianity and divisibility, sometimes seem as syn-
onymous in the literature. By considering divisible pro-
cesses, we showed that the definition of operational di-
visibility is sufficient to guarantee that the process will
satisfy all data processing and monogamy inequalities,
even if the process is non-Markovian (but operationally
divisible). This result is very interesting because it
points out the distinction between Markovianity and
divisibility, in such a way that it can be experimentally
investigated.
Finally, our third contribution is to build a con-
nection between the violation of data processing and
monogamy inequalities with causal influences. In short,
the more these inequalities are violated, greater will
be the causal influence from the past. This implies
that these relations can be employed as a quantifier for
causal influences, since they satisfy all the requirements
for a bona fide measure.
In summary, the ideas put forward in this article may
have potential applications in several fields, like causal
inference, statistical physics and information theory.
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1. Analytical derivation of the data processing inequality
Let us first see how the data processing inequalities can be proven. Simply use the Markov condition
H(X3|X1, X2) = H(X3|X2) (rewritten as H(X1, X2, X3) = H(X1, X2) + H(X2, X3) − H(X2)) in the elemental in-
equality
H(X1, X3) + H(X2, X3) ≥ H(X1, X2, X3) + H(X3),
to obtain
−H(X1, X2) + H(X1, X3) + H(X2)− H(X3) ≥ 0,
that can be rewritten as
I1,2 ≥ I1,3,
employing the same notation used in the main text.
2. Analytical derivation of the monogamy inequality for n = 4
Let us now prove the new inequality beyond data processing. Add the following basic inequalities
H(X1, X2, X4) + H(X1, X3, X4) ≥ H(X1, X2, X3, X4) + H(X1, X4)
H(X1, X2) + H(X2, X4) ≥ H(X1, X2, X4) + H(X2)
H(X1, X3) + H(X3, X4) ≥ H(X1, X3, X4) + H(X3)
to obtain
H(X1, X2) + H(X1, X3)− H(X1, X4) + H(X2, X4) + H(X3, X4)− H(X2)− H(X3)− H(X1, X2, X3, X4) ≥ 0.
Using the Markov conditions H(X3|X1, X2) = H(X3|X2) and H(X4|X1, X2, X3) = H(X4|X3) we can write
H(X1, X2, X3, X4) = H(X1, X2) + H(X2, X3) + H(X3, X4)− H(X2)− H(X3).
Substituting that in the expression above we get
H(X1, X3)− H(X1, X4) + H(X2, X4)− H(X2, X3) ≥ 0,
that can be rewritten as
−I1,3 + I1,4 − I2,4 + I2,3 ≥ 0,
3. Redundant Data Processing inequalities
Data processing (DP) inequalities are of the form
Ii,j ≥ Ir,s
such that i ≥ r and j ≤ s, where we consider without loss of generality i < j and r < s as a matter of mathematical
convention. For the case n = 4 we have 9 DP inequalities:
I1,2 ≥ I1,3,
I1,2 ≥ I1,4,
I1,3 ≥ I1,4,
I2,3 ≥ I1,3,
I2,3 ≥ I2,4,
I2,3 ≥ I1,4,
I3,4 ≥ I1,4,
I3,4 ≥ I2,4,
I2,4 ≥ I1,4.
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The 9 DP inequalities above are implied by the following 6 ones, as can be seen by just adding two of them:
I1,2 ≥ I1,3,
I1,3 ≥ I1,4,
I2,3 ≥ I1,3,
I2,3 ≥ I2,4,
I3,4 ≥ I2,4,
I2,4 ≥ I1,4.
In turn, this set of 6 DP inequalities is implied by the 4 DP inequalities plus the monogamy inequality in (6). For
instance, the DP inequality I2,3 ≥ I1,3 can be obtained by summing the DP inequality I2,4 ≥ I1,4 with the monogamy
inequality. Similarly, the DP inequality I2,3 ≥ I2,4 can be obtained by summing the DP inequality I1,3 ≥ I1,4 with
the monogamy inequality. Thus, the non-redundant set of DP inequalities is given by those expressed in (6).
4. Causal Influences and Entropy
Consider a stochastic process {X1, · · · , Xn}. One defines the joint Markov entropy by
HMarkov(X1, · · · , Xn) :=
n−1
∑
i=1
H(Xi, Xi+1)−
n−2
∑
i=2
H(Xi),
as the joint entropy of Markovian processes has the exact form above. The sum of the non-Markovian causal
influences is lower bounded as follows
n
∑
i=3
C(X1,...,Xi−2)→Xi ≥ HMarkov(X1, · · · , Xn)− H(X1, · · · , Xn). (13)
The proof follows by mathematical induction on the number of random variables. Suppose that the following
equality is valid for n,
n
∑
i=1
I(X1, · · · , Xi−2 : Xi|Xi−1) = HMarkov(X1, · · · , Xn)− H(X1, · · · , Xn). (14)
Then, it implies that the proposition is also valid for n + 1 as
n+1
∑
i=1
I(X1, · · · , Xi−2 : Xi|Xi−1) = I(X1, · · · , Xn−1 : Xn+1|Xn) +
n
∑
i=1
I(X1, · · · , Xi−2 : Xi|Xi−1)
= H(X1, · · · , Xn) + H(Xn, Xn+1)− H(Xn)− H(X1, · · · , Xn+1)
+HMarkov(X1, · · · , Xn)− H(X1, · · · , Xn)
= HMarkov(X1, · · · , Xn+1)− H(X1, · · · , Xn+1).
Now, since Eq. (14) is true for n = 3,
I(X1 : X3|X2) = HMarkov(X1, X2, X3)− H(X1, X2, X3),
we conclude that the proof holds also for n ≥ 3.
5. Proof of the causal interpretation of the data processing inequality
We add the strong subaddivity constraint
H(X1, X3) + H(X2, X3)− H(X1, X2, X3)− H(X3) ≥ 0
With the monotonicity constraint I1,2 − I1,3 ≥ 0 to obtain
H(X1, X3) + H(X2, X3)− H(X1, X2, X3)− H(X3)− H(X1)− H(X2) + H(X1, X2) ≥ −I(X1 : X2),
12
that is equal to
H(X1, X2) + H(X2, X3)− H(X1, X2, X3)− H(X2) ≥ −I(X1 : X2) + H(X1) + H(X3)− H(X1, X3),
thus leading to the causal bound
I(X1 : X3|X2) ≥ −I1,2 + I1,3.
6. Proof of the causal interpretation of the monogamy inequality (n = 4)
The sum of the non-Markovian causal influences for the case n=4 is lower bounded by
I(X1 : X3|X2) + I(X1, X2 : X4|X3) = H(X1, X2) + H(X2, X3)− H(X1, X2, X3)− H(X2)
+ H(X1, X2, X3) + H(X3, X4)− H(X1, X2, X3, X4)− H(X3)
= H(X1, X2) + H(X2, X3)− H(X2)− H(X3)− H(X1, X2, X3, X4),
in agreement with the previous general derivation for any number of random variables.
Adding the following Strong Subadditivity inequalities
I(X2 : X3|X1, X4) = H(X1, X2, X4) + H(X1, X3, X4)− H(X1, X2, X3, X4)− H(X1, X4) ≥ 0,
I(X1 : X4|X2) = H(X1, X2) + H(X2, X4)− H(X1, X2, X4)− H(X2) ≥ 0,
I(X1 : X4|X3) = H(X1, X3) + H(X3, X4)− H(X1, X3, X4)− H(X3) ≥ 0,
it follows the valid inequality for an arbitrary process,
H(X1, X2) + H(X2, X3) + H(X3, X4)− H(X2)− H(X3)− H(X1, X2, X3, X4) (15)
+H(X2, X4) + H(X1, X3)− H(X2, X3)− H(X1, X4) ≥ 0. (16)
Writing it in term of mutual information measures we have
I(X1 : X3|X2) + I(X1, X2 : X4|X3) ≥ −I1,4 − I2,3 + I1,3 + I2,4,
and the demonstration is completed.
7. Proof of the causal interpretation of the monogamy inequality (n = 6)
Adding the following Strong Subadditivity inequalities
I(X3 : X4|X1, X2, X5, X6) ≥ 0
I(X1 : X3|X2, X5, X6) ≥ 0
I(X4 : X6|X1, X2, X5) ≥ 0
I(X3 : X6|X2, X5) ≥ 0
I(X2 : X4|X1, X5) ≥ 0
I(X2 : X5|X1, X6) ≥ 0
I(X1 : X6|X5) ≥ 0
I(X1 : X5|X4) ≥ 0
I(X2 : X5|X3) ≥ 0
I(X1 : X6|X2) ≥ 0
it is possible to demonstrate the causal inequality
∑
i=3,...,6
C(X1,...,Xi−2)→Xi ≥ I1,4 + I2,6 + I3,5 − I1,6 − I2,5 − I3,4.
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8. Proof of the causal interpretation of the monogamy inequality (n = 8)
Adding the following Strong Subadditivity inequalities
I(X4 : X5|X1, X2, X3, X6, X7, X8) ≥ 0
I(X1 : X4|X2, X3, X6, X7, X8) ≥ 0
I(X5 : X8|X1, X2, X3, X6, X7) ≥ 0
I(X4 : X8|X2, X3, X6, X7) ≥ 0
I(X3 : X8|X1, X2, X6, X7) ≥ 0
I(X1 : X3|X2, X5, X6, X7) ≥ 0
I(X2 : X5|X1, X6, X7) ≥ 0
I(X3 : X5|X2, X6, X7) ≥ 0
I(X2 : X4|X3, X6, X7) ≥ 0
I(X2 : X7|X1, X6, X8) ≥ 0
I(X1 : X7|X5, X6) ≥ 0
I(X3 : X6|X2, X7) ≥ 0
I(X4 : X7|X3, X6) ≥ 0
I(X2 : X6|X1, X8) ≥ 0
I(X1 : X8|X6, X7) ≥ 0
I(X1 : X8|X2) ≥ 0
I(X2 : X7|X3) ≥ 0
I(X3 : X6|X4) ≥ 0
I(X1 : X6|X5) ≥ 0
I(X5 : X7|X6) ≥ 0
I(X6 : X8|X7) ≥ 0
it is possible to demonstrate the causal inequality
∑
i=3,...,8
C(X1,...,Xi−2)→Xi ≥ I1,5 + I2,8 + I3,7 + I4,6 − I1,8 − I2,7 − I3,6 − I4,5.
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9. Proof of the causal interpretation of the monogamy inequality (n = 10)
Adding the following Strong Subadditivity inequalities
I(X5 : X6|X1, X2, X3, X4, X7, X8, X9, X10) ≥ 0
I(X1; X5|X2, X3, X4, X7, X8, X9, X10) ≥ 0
I(X6 : X10|X1, X2, X3, X4, X7, X8, X9) ≥ 0
I(X5; X10|X2, X3, X4, X7, X8, X9) ≥ 0
I(X1 : X4|X2, X3, X6, X7, X8, X9) ≥ 0
I(X4; X10|X1, X2, X3, X7, X8, X9) ≥ 0
I(X2; X5|X3, X4, X7, X8, X9) ≥ 0
I(X2 : X6|X1, X3, X7, X8, X9) ≥ 0
I(X4; X6|X2, X3, X7, X8, X9) ≥ 0
I(X2; X7|X1, X3, X8, X9, X10) ≥ 0
I(X5 : X9|X3, X4, X7, X8) ≥ 0
I(X3; X6|X1, X7, X8, X9) ≥ 0
I(X2; X4|X3, X7, X8, X9) ≥ 0
I(X2 : X8|X1, X3, X9, X10) ≥ 0
I(X3; X8|X1, X7, X9, X10) ≥ 0
I(X3; X5|X4, X7, X8) ≥ 0
I(X6 : X8|X1, X7, X9) ≥ 0
I(X4 : X7|X3, X8, X9) ≥ 0
I(X1; X3|X2, X9, X10) ≥ 0
I(X3; X7|X1, X9, X10) ≥ 0
I(X1; X8|X7, X9, X10) ≥ 0
I(X5 : X8|X4, X7) ≥ 0
I(X6 : X9|X1, X7) ≥ 0
I(X4 : X9|X3, X8) ≥ 0
I(X2 : X9|X1, X10) ≥ 0
I(X3 : X10|X2, X9) ≥ 0
I(X1 : X9|X7, X10) ≥ 0
I(X7 : X9|X8, X10) ≥ 0
I(X4 : X7|X5) ≥ 0
I(X1 : X7|X6) ≥ 0
I(X3 : X8|X4) ≥ 0
I(X1 : X10|X2) ≥ 0
I(X2 : X9|X3) ≥ 0
I(X1 : X10|X7) ≥ 0
I(X7 : X10|X8) ≥ 0
I(X8 : X10|X9) ≥ 0
it is possible to demonstrate the causal inequality
∑
i=3,...,10
C(x1,...,xi−2)→xi ≥ I1,6 + I2,10 + I3,9 + I4,8 + I5,7 − I1,10 − I2,9 − I3,8 − I4,7 − I5,6.
