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Chapter1
Introduction
Many physical phenomena, such as fluid dynamics, electrodynamics, heat
transfer (and many more) can be modeled by partial differential equations
(PDEs). As these equations generally cannot be solved analytically, we rely on
numerical simulations. To this end, the problem needs to be discretized which
is the process of transferring the continuous problem, the PDE, to a discrete
counterpart, i.e., the problem is described only approximately on a discrete set
of points in space (and time). This discrete set is often the result of a simple
equidistant segmentation of the space of interest as illustrated in Figure 1.1.
Often we end up with linear systems of equations where every point only
interacts with its nearest neighbors. The solutions of these discrete problems
are then approximations to the original continuous problems. In Example 1.1
we demonstrate this construction for the Poisson equation.
In the research of phenomena resulting from atomic-scale properties, scientists
do face problems with a predefined underlying structure. For example in solid
state physics, the basic research of solid materials, a tight-binding method is
used which models the interaction of each atom with its nearest neighbors [2].
In simulations to investigate material properties, linear systems of equations
need to be solved which are inherently formulated on the occurring geometric
arrangement of its atoms [13, 48]. For example, in Figure 1.2 the atomic
structure of graphene is illustrated where every circle represents one carbon
atom.
As all these linear systems tend to be very large and sparse, direct methods
to solve these problems become prohibitively expensive and unsuitable. With
a suitable iterative method, however, such systems can be solved fast and
efficiently. Among the most efficient iterative solvers are (geometric) multigrid
methods, which make use of the underlying structure in a way that the com-
putational cost grows only linearly with increasing problem size [47]. Due to
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Figure 1.1.: A rectangular tiling. Figure 1.2.: Atomic structure of
graphene.
this optimal scaling, multigrid methods can outperform other methods from a
certain problem size onwards. Nevertheless, in contrast to many other direct
and iterative methods, multigrid methods usually do not work out of the box.
Its components need to be constructed with respect to certain parameters
of the problem and finely tuned. In order to do so, one requires a deeper
understanding of the underlying problem.
Local Fourier analysis (LFA) is a powerful tool used in the construction and
analysis of multigrid methods first introduced in [10]. The fundamental idea
of LFA is to leverage the connection between position space and frequency
space via the Fourier transform. That is, in case the involved operators can be
described by stencils in position space, meaning that they are translationally
invariant, their Fourier transform yields so-called symbols, which can be han-
dled much more easily. In the context of multigrid methods LFA can be used
to obtain precise approximations of the asymptotic convergence rate by assess-
ing the spectral radius of the corresponding error propagation operator [40].
This approximation of the convergence rate is (asymptotically) still valid if the
translational invariance is slightly violated, as for example when lexicographic
Gauss-Seidel type smoother are used, or in the case of certain non-periodic
boundary conditions [11, 38, 45]. In other cases a similar convergence rate
can usually be obtained by additional processing [23, 47]. Due to these facts,
LFA is one of the main tools in the quantitative analysis of two- and multigrid
methods.
An introduction to LFA including several examples can be found in [47, 51].
Multigrid methods have first been considered for the solution of the linear
systems of equations originating from the discretization of (elliptic) PDEs [47].
Due to the fact that the simplest tiling of space is rectangular and discretiza-
tions are particularly simple to carry out on such tilings, the usual multigrid
components and the LFA have originally been designed and tailored for such
discretizations (cf. [47, 51]). Several other geometries, including systems of
PDEs, have been considered in the past as well. LFA has been carried out for
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operators defined on triangular tilings in [17] and on hexagonal tilings in [53].
Further, it has been applied to edge-based quadriliteral discretizations [7],
regular Voronoi meshes associated with acute triangular grids [37], edge-based
discretizations on triangular grids [39] and jumping coefficients on rectangular
grids [6]. These papers do a complete two-grid analysis, and in some cases
even a three-grid analysis, which was first introduced in [50].
While the concept of LFA is well understood, its application quickly becomes
complex and involved the more frequencies get intermixed, e.g., by block
smoothers, in a three-grid analysis, or in higher dimensional problems (n > 2).
Thus, there exists software that automates the application of LFA [36, 51]. In
contrast to the software described in [51], which basically consists of a collection
of templates corresponding to certain smoother and restriction/prolongation
strategies for specific problems, the software [36], freely available on GitHub,1
can be used to analyze arbitrary translationally invariant operators on rect-
angular grids. This software has for example been used to analyze colored
block Jacobi methods in combination with aggressive coarsening applied to
PDEs with jumping coefficients in [6, 35]. As the number of frequencies which
get intermixed increases with the block-size of the smoother and the growing
coarsening rate, a manual analysis of this problem would be laborious.
The bulk of the analysis in the previously mentioned references is mainly
carried out in frequency space. LFA with an emphasize on position space
is rare in the literature. In [21] a position space oriented LFA is introduced
under the name compact Fourier analysis where block Toeplitz matrices are
used in order to capture the different classes of unknowns.
This thesis consists of two major parts with different objectives. In the first
part of this thesis we present an approach to LFA which unifies the position
space oriented approaches and allows the treatment of operators on arbitrary
repetitive structures. To do so, we introduce a mathematical framework for the
analysis of translationally invariant operators which alter value distributions
on lattices and crystals [2, 41]. These structures can be based on arbitrary
sets of primitive vectors, including non-orthogonal ones, i.e., non-rectangular
structures. These crystal structures, which naturally occur in the tight-binding
descriptions of solid-state physics [2] or discretizations of systems of PDEs,
enable the convenient and concise description of the resulting operators and
allow for the automatic generation of their representations when enlarging their
translational invariance, e.g., coarsening in the context of multigrid methods.
Furthermore, they are very helpful in the representation of overlapping and
non-overlapping block smoothers. This framework is developed to such an
extent that the only task required of the user is to provide a description of the
occurring operators with respect to (potentially non-matching) descriptions
of the underlying repetitive structures, i.e., each operator can be supplied in
1github.com/hrittich/lfa-lab
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the simplest or most convenient representation. The remainder of the analysis
can then be carried out automatically. In contrast to previously developed
LFA, this is achieved by explicitly including a connection of the operator
to its underlying structure. On the one hand, this allows us to automate
the transformation of operators in position space, e.g., by finding a least
common lattice of translational invariance of two operators and to rewrite
their representations accordingly. On the other hand, this focus on structure
yields a natural representation and discretization of the dual space that enables
the automation of the frequency space part of the analysis as well. All these
tasks can be carried out using basic principles and normal forms of integer
linear algebra [41]. In combination, these developments alleviate the use of
LFA by removing any manual calculations. That is, neither a mixing analysis
nor transformations of operators to common (and rectangular) translational
invariances have to be carried out by hand. While the automated LFA does
not necessarily enlarge the set of methods that are analyzable by conventional
LFA, it enables the reliable and easy-to-use analysis of complex methods on
complicated structures (e.g., overlapping block smoothers and discretizations
of systems of PDEs). An open-source Python implementation of the automated
LFA framework [24] is freely available on GitLab.2
The automation does have some limitation in terms of the smoothers that can
be analyzed. Any sequential, i.e., lexicographic, smoother with overlapping
update regions changes values in the overlap multiple times in one application.
This cannot be easily translated to the structures introduced in this paper.
While such smoothers have been analyzed in frequency space before (cf. [26,
27, 43]), this particular treatment of sequential overlap is momentarily not
covered in this framework.
The second part of this thesis contains a derivation of a geometric multi-
grid method for the tight-binding Hamiltonian of graphene. The obtained
method, i.e., the coarse-grid correction in combination with a simple sequential
smoother, along with a proof via local Fourier analysis regarding its robust-
ness and efficiency has already been published in [23]. In addition to these
results, we present an in-depth analysis of the coarse grid correction as well as
alternative smoothers which show better performance and can be parallelized.
The special characteristic of the tight-binding Hamiltonian of graphene is two-
fold. Besides the already mentioned unusual geometric structure, the resulting
linear system of equations is maximally indefinite, i.e., it has an equal number
of positive and negative eigenvalues. Multigrid methods for indefinite prob-
lems have been considered mainly in the context of the indefinite Helmholtz
equation or other second order elliptic boundary value problems. Typically,
convergence of a multigrid method for these problems can only be guaranteed
if particular conditions are fulfilled; cf. [4, 5, 8, 9, 42, 52]. The most prominent
2gitlab.com/NilsKintscher/alfa
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restriction oftentimes requires that the coarsest grid needs to be sufficiently
fine/large. This means that there is no such method with the typical multi-
grid advantage—an asymptotic convergence rate independent of the grid size.
Recently, in the context of Lattice Gauge Theory algebraic multigrid methods
have experimentally been shown to be efficient for indefinite spin systems in [3,
15, 25, 31]. However, no theoretical proof of convergence is available for these
methods.
In addition to these two major topics, we present a general symmetry analysis
of block smoothers, i.e., domain decomposition methods. Due to increasingly
parallel computing environments such smoothers have become more and more
important to achieve high efficiency in multigrid solvers as they can be easily
parallelized and possess nice data locality. In order to realize the full potential
of these block smoothers one has to color the blocks such that any two blocks
of the same color decouple and thus can be processed in parallel. We show
that the ordering in which the colors are processed can have a large influence
on the convergence rate of the resulting two- and multigrid method. As the
number of different orderings to be considered grows factorial with the number
of colors, we demonstrate how to determine orderings which yield the same
convergence rate due to algebraic and geometric symmetries of the underlying
crystal structure.
The thesis is organized as follows. We first introduce normal forms for integer
matrices in Chapter 2 which play an important role in Chapter 3, where we
present basic notation to describe the underlying structures of the operators
we want to analyze: lattices and crystals. In the context of LFA we are in-
terested in translationally invariant operators which alter value distributions
on crystals. These kinds of operators and their properties are specified in
Chapter 4. In particular, we present similarity transformations of these op-
erators referring to the non-unique representation of the underlying crystal
structure which make an automated analysis of compositions of operators pos-
sible. The similarity transformations make up a large part of the algorithms
listed in Appendix A used in the automated local Fourier analysis (aLFA). In
Chapter 5, we introduce some main principles of iterative methods. Splitting
methods, which are a sub-class of iterative methods, are then brought into
the context of Chapter 4 in Section 5.2. Afterwards, we study (geometric)
multigrid methods in Section 5.3. Throughout Chapter 5 we show several
examples, including multicolored block smoother, applied to the (discretized)
Laplacian to illustrate the application of the algorithms of aLFA and also
validate the developed theory. Based on the determined convergence rates of
a multicolored block smoother, we then use this example to study how equiv-
alent orderings can be determined using underlying algebraic and geometric
symmetries. Furthermore, we show a general approach to smoothing analysis
within the aLFA framework in Section 5.5. Finally, Chapter 6 deals with the
tight-binding Hamiltonian of graphene and the developed multigrid method.
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Several of the presented results are obtained using the previously developed
automated local Fourier analysis. Note that a list of frequently used symbols
can be found at the end this thesis.
Due to the importance for the first few chapters of this thesis we introduce
the following model problem.
Example 1.1. The Laplacian ∆ is an operator used to model several physical
phenomena. For example, it describes the heat flow in solid materials as a
result of temperature differences. We consider this operator
∆ : L(Ω,C) := {f : Ω→ C} → L(Ω,C), u ↦→ ∂
2u
∂x21
+ ∂
2u
∂x22
.
on the unit square [0, 1]2 with periodic boundaries, i.e., the domain of interest
resembles the surface of a torus. We can define this domain as
Ω := {[x] : x ∈ R2},
where its elements [x], [y] ∈ Ω are defined by
[x] = [x˜] :⇔ there exist i, j ∈ Z such that x = x˜+ ia1 + ja2,
where a1 := (1, 0) and a2 := (0, 1). A function f ∈ L(Ω,C) may describe
the heat-flux density applied to the torus. Then, the solution u of the Poisson
equation
−∆u = f in Ω,
corresponds to the equilibrium the system will eventually end up in.
In order to calculate u numerically, we consider a simple tiling of the space of
interest:
Ω1/N = {[x] : x =
i
N
· a1 + j
N
· a2, i, j ∈ Z} ⊂ Ω.
The definition of the elements carries over as
[x] = [y] ∈ Ω1/N if [x] = [y] ∈ Ω.
Using the finite central differences scheme on Ω1/N we get a second order
approximation
∆h : L(Ω1/N ,C)→ L(Ω1/N ,C)
of the Laplacian ∆ with
−∆hui,j := 1
h2
(4ui,j − ui+1,j − ui−1,j − ui,j+1 − ui,j−1) != fi,j
6
a1
N
a2
N
ui,j ui+1,jui−1,j
ui,j+1
ui,j−1
Figure 1.3.: Section of the discretized unit cell Ωh as well as the connections
of one unknown with its neighbors corresponding to the discretized Laplacian.
where ui,j and fi,j correspond to the value of u and f at [x] = [i 1N a1 + j
1
N
a2]
respectively. Due to the periodicity we restrict ourselves to i, j ∈ {0, 1, . . . , N−
1}. Introducing the notation
ui = (ui,0, . . . ui,N−1)T and fi = (fi,0, . . . fi,N−1)T ,
these equations can be written in matrix notation by
1
h2
⎡⎢⎢⎢⎢⎢⎣
B −I −I
−I B . . .
. . . . . . −I
−I −I B
⎤⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
u0
...
uN−1
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
f0
...
fN−1
⎤⎥⎥⎥⎥⎦ , B =
⎡⎢⎢⎢⎢⎢⎣
4 −1
−1 4 . . .
. . . . . . −1
−1 4
⎤⎥⎥⎥⎥⎥⎦ .
The underlying structure of this problem is illustrated in Figure 1.3.
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Chapter2
Normal forms of integer matrices
In this chapter we briefly review two normal forms of integer matrices which
play an important role in Chapter 3 in the classification of lattices. We
introduce them beforehand separated from this context. The presented results
can for example be found in more detail in [30, 41].
Definition 2.1. A matrix U ∈ Zn×n is called unimodular if det(U) ∈ {±1}.
Lemma 2.2. The following elementary (column) operations are unimodular:
(i) exchanging two columns,
(ii) multiplying a column with −1 and
(iii) adding an integral multiple of one column to another.
Proof. Let us denote these column manipulations by A ↦→ AU . Then the
matrix U ∈ Zn×n fulfilling the mentioned operations has to be the identity
matrix with the following modifications respectively:
(i) two columns of U are exchanged,
(ii) one diagonal entry is −1 instead of 1 and
(iii) one off-diagonal entry is changed to some α ∈ Z from 0.
These matrices are obviously unimodular.
Lemma 2.3. If U ∈ Zn×n is unimodular, then U−1 is unimodular. Thus,
U : Zn → Zn is a bijection.
Proof. Due to Cramer’s rule we have the equality
U−1 = cof (U)T · 1det(U) = cof (U)
T ,
where cof (U) denotes the cofactor matrix of U , which is integral.
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2.1. The Hermite normal form
Unimodular matrices define an equivalence relation on the set of matrices via
A ∼ B ⇐⇒ there exists an unimodular U , such that AU = B.
The first normal form we present is the Hermite normal form, a unique tri-
angular representation of integral matrices in the equivalence class induced
by ∼. The Hermite normal form answers for example whether two lattices
are equivalent.
Definition 2.4. We say H = (hi,j)i,j ∈ Rn×n is in Hermite normal form
(HNF) if
• H is upper triangular, i.e., hi,j = 0, i > j.
• non-negative, i.e., hi,j ≥ 0, and
• its unique row-wise maximum is located on the diagonal, i.e., hi,i > hi,j,
j > i.
Theorem 2.5. Every nonsingular matrix A ∈ Qn×n can be brought into Her-
mite normal form by an unimodular transformation, i.e., there is an unimod-
ular matrix U ∈ Zn×n, such that H = AU is in Hermite normal form.
Proof. The following constructive proof is split into two steps and uses ele-
mentary column operations only. We assume without loss of generality that
A = (aij)ij is integral. First, we show that A can be brought into upper
triangular form by eliminating nonzero entries below the diagonal row-wise.
We start with the last row
[︂
an,1 an,2 . . . an,n
]︂
and perform the following
steps.
1. For each negative row-entry below the diagonal an,j, we multiply column
aj by −1, such that an,j ≥ 0 for all j ≤ n.
2. Due to A being nonsingular, there is at least one nonzero entry an,j,
j ≤ n. If the diagonal element is zero, we exchange columns aj and an
such that an,n is now nonzero.
3. Finally, we eliminate the nonzero entries of row n below the diagonal
elementwise. Let an,j, j < n, be a nonzero element. The Euclidean
algorithm applied to an,j and an,n generates a sequence (qk)k of quotients
and a sequence (rk)k of remainders with r0 = an,n, r1 = an,j and
rk−2 = qk−1rk−1 + rk ⇐⇒ rk = rk−2 − qk−1rk−1, (2.1)
with |rk+1| < |rk|, rkˆ = 0 and rkˆ−1 = gcd(an,j, an,n). We apply these
steps of the Euclidean algorithm to column j for each k = 2, . . . , kˆ as
follows:
10
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a) Exchange columns aj and an, such that an,j = rk−2 and an,n = rk−1.
b) Add an integral multiple of column an to aj, i.e., aj ← aj − qk−1an,
such that an,j = rk−2 − qk−1rk−1 = rk, cf. equation (2.1).
After this procedure the diagonal element an,n is equal to the greatest
common divisor of all original row entries an,1, an,2, . . . , an,n.
It follows by induction, that these steps can be applied row-wise from bottom
to top to obtain an upper triangular matrix as these operations only change
entries in the the upper left matrix block of size i× i.
The second step brings the upper triangular matrix into the desired shape,
that is, we reduce or increase the off-diagonal entries such that the maximum
is then located on the diagonal and all entries are non-negative. We again work
row-wise from bottom to top. Let ai,j, j > i, be an element with ai,j < 0 or
ai,j ≥ ai,i. We apply division by the diagonal entry with remainder, i.e., ai,j =
qai,i + r, to column aj. That is, aj ← aj − qai, such that ai,j = ai,j − qai,i = r
with 0 ≤ r < ai,i. As this operation does not alter the entries below row i,
we can hereby bring all the off diagonal entries into the desired form when
successively working from bottom to top to obtain the HNF H.
Theorem 2.6. The Hermite normal form H of a matrix A ∈ Qn×n is unique.
Proof. Without loss of generality we can restrict ourselves to integral matrices.
Let us assume that H = AU,H ′ = AU ′ ∈ Zn×n are two Hermite normal
forms of A with H ̸= H ′. The matrices differ in at least one column j, i.e.,
Hj ̸= H ′j. Let us denote the difference by d := Hj − H ′j. Due to the fact
that any column H ′k of H ′ can be expressed as an integral linear combination
of the columns of H, the same is true for d. Let i be the largest index of a
nonzero entry in d, i.e., di ̸= 0 and dj = 0 for j = i+ 1, . . . , n. As H is upper
triangular, we can rewrite d as an integral linear combination of the columns
Hk, k ≤ i. In particular, di has to be an integral multiple of hii. Thus, we
have 0 ̸= |hij − h′ij| = |di| ≥ hii. On the other hand, as 0 ≤ hij < hii as well
as 0 ≤ h′ij < hii, we have |hij − h′ij| = |di| < hii. Thus our assumption is
incorrect, and the matrices H and H ′ are equal.
Remark 2.7. In consequence of Theorems 2.5 and 2.6, every unimodular
matrix U can be split into a sequence of the elementary operations introduced
in Lemma 2.2.
2.2. The Smith normal form
In case we additionally allow also elementary row operations, we can bring
each integral matrix into Smith normal form, a unique diagonal matrix repre-
sentation.
11
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Definition 2.8. We say S ∈ Rn×n is in Smith normal form (SNF) if
• S is diagonal, i.e., S = diag(σ1, . . . , σn), and
• the diagonal entries satisfy σi | σi+1 for all i = 1, . . . , n − 1. These
entries are called the elementary divisors.
Theorem 2.9. Every nonsingular matrix A ∈ Qn×n can be brought into Smith
normal form by unimodular row- and column-transformations, i.e., there exist
unimodular matrices U, V ∈ Zn×n, such that S = V AU is in Smith normal
form.
Proof. Without loss of generality we can again restrict ourselves to integral
matrices. We can bring A into the form
V1AU1 = A˜ =
[︄
σ1 0
0 A˜2:n,2:n
]︄
,
by repeatedly applying the following operations:
1. Using elementary column operations, we can eliminate all nonzero entries
above the diagonal in the first column
[︂
a1,2 a1,3 . . . a1,n
]︂
in a similar
way as we did in step 3 in the proof of Theorem 2.5 using the Euclidean
algorithm.
2. Analogously, using elementary row operations, we can eliminate all
nonzero entries below the diagonal in the first row
[︂
a2,1 a3,1 . . . an,1
]︂T
.
This needs to be done repeatedly as column operations may introduce nonzero
entries in the first row whereas row operations introduce nonzero entries in
the first column. Nevertheless, after each step, the diagonal entry is equal to
the greatest common divisor of the first row or column, respectively. Thus,
it gets smaller in every single step until it is equal to the greatest common
divisor σ1 = gcd(A) of all matrix entries ai,j, i, j = 1, . . . , n.
Note, that gcd(A) is a divisor of gcd(A˜2:n,2:n) due to
Zn×n ∋ V1 Agcd(A)U1 =
A˜
gcd(A) .
This procedure can repeatedly be applied to the remaining blocks A˜i:n,i:n,
i = 2, . . . , n, until we obtain a diagonal matrix which is in SNF.
Remark 2.10. The Smith normal form S of a matrix A is again unique as
the product σ1 · · ·σi is equal to the gcd of all i × i minors of A for all i [41,
p. 50].
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Remark 2.11. The given constructive proofs to compute the Hermite and
Smith normal form are impractical for large matrices for stability and com-
plexity reasons. An overview of various algorithms for the calculation of these
normal forms can be found in [18]. Implementations for the computation of
these normalforms are for example part of the PARI software package [32].
13

Chapter3
Crystalline structures
In this chapter we introduce some of the basic principles of lattices and crystals.
Most of the basic results presented in this section can be found in [19, 41].
An (ideal) crystal is an infinite repetition of some structure element. The
structure element can for example be a single atom or some arbitrary complex
molecule consisting of very many atoms. For our purposes it is simply a subset
of points which are defined later on. At first, we analyze its infinite repetition
which is specified by the Bravais lattice defined below. We especially study
these basic structures with respect to their non-uniqueness. These results are
eventually used in the automation process of the LFA.
3.1. Lattices
Definition 3.1. Let a1, a2, . . . , an ∈ Rn be linearly independent vectors. An
n-dimensional (Bravais) lattice L is the set of points
L = {x =
n∑︂
ℓ=1
αℓaℓ ∈ Rn : α1, α2, . . . , αn ∈ Z}.
The vectors a1, a2, . . . , an are known as the primitive vectors of L. Using ma-
trix notation, i.e., A :=
[︂
a1 a2 · · · an
]︂
, we can abbreviate the notation
L(A) :=AZn = L
and call A the lattice basis.
Remark 3.2. One easily sees that (L,+) forms a group, i.e., 0 ∈ L and for
x, y ∈ L we have x+ y ∈ L as well as −x ∈ L.
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An example of a 2-dimensional Bravais lattice is given in Figure 3.1. As it
can be seen, the set of primitive vectors spanning a lattice is not unique. In
fact, for any n-dimensional lattice L, n > 1, there are infinitely many different
sets of primitive vectors.
Lemma 3.3. Let L(A) and L(C) be two Bravais lattices. We have L(A) ⊃
L(C) if and only if M :=A−1C ∈ Zn×n. We call L(C) a sublattice of L(A).
Proof. First, let L(A) ⊃ L(C). For every unit vector ej there exist mj ∈ Zn,
such that
Cej =Amj ⇐⇒ A−1Cej = mj.
Hence M =
[︂
m1 m2 . . . mn
]︂
=A−1C ∈ Zn×n.
On the other hand, let M = A−1C ∈ Zn×n and x ∈ L(C), i.e., there exists
y ∈ Zn such that x = Cy. We then have A(A−1Cy) = x ∈ L(A) due to
A−1Cy ∈ Zn and thus, L(A) ⊃ L(C).
Theorem 3.4. Let L(A) and L(C) be two lattices. We have the following
equivalence.
(i) L(A) = L(C).
(ii) A−1C ∈ Zn×n and C−1A ∈ Zn×n.
(iii) There exists a unimodular matrix U , such that C =AU .
(iv) A and C have the same Hermite normal form.
Proof. The equivalences (i) ⇔ (ii) and (iii) ⇔ (iv) are given by Lemma 3.3
and Theorem 2.5, respectively. The statement (iii) ⇒ (ii) is clear due to
Lemma 2.3, i.e., U =A−1C ∈ Zn×n and U−1 = C−1A ∈ Zn×n.
Regarding the statement (ii)⇒ (iii) we make the observation det(A−1C) =
det(C)
det(A) ∈ Z and its inverse det(C−1A) = det(A)det(C) ∈ Z. Thus, both determinants
must simultaneously be +1 or −1 and hence C = AU with U := A−1C
unimodular.
Remark 3.5. Theorem 3.4 especially states that L(U) = Zn for every uni-
modular matrix U ∈ Zn×n.
The following theorem plays a key-role in the automation process of the
local Fourier analysis as we eventually want to find a matching description
of the underlying structure of two operators and rewrite their representation
accordingly.
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Theorem 3.6. Let L(A) and L(B) be two n-dimensional lattices. If there is
an integer r, such that
M = rA−1B ∈ Zn×n, (3.1)
then there is a lattice L(C) with L(C) ⊂ L(A) and L(C) ⊂ L(B) with | det(C)|
as small as possible. A lattice basis of L(C) is then given by
C = BT−1NB,
where NB is a diagonal matrix with
NB := diag
(︄
r
gcd(r, σ1)
, . . . ,
r
gcd(r, σn)
)︄
and S = V −1MT−1 = diag(σ1, . . . , σn) is the Smith normal form of M . We
call L(C) the least common multiple of L(A) and L(B) and write
L(C) = lcm(L(A),L(B)).
Remark 3.7. An integer r such that equation (3.1) holds can always be found
if A and B are rational matrices. In the case of A, B ∈ Zn×n, r = det(A) is
a valid choice due to the formula
A−1 = 1det(A) cof(A)
T .
The case M = rA−1B /∈ Zn×n for all r ∈ Z implies that that there is no lattice
basis C with L(C) ⊂ L(A) and L(C) ⊂ L(B).
Proof. Due to Lemma 3.3, we need to find integral matrices NA, NB, such
that
L(C) = L(ANA) = L(BNB)
with | det(NA)| and | det(NB)| as small as possible. Making use of Theorem 3.4,
i.e.,
L(B) = L(BV1), L(C) = L(CU1),
for any unimodular matrices U1, V1, we can assume the equality
ANA = BUNB
for any unimodular U and NB in Hermite normal form (cf. Theorem 2.5).
Plugging in the Smith decomposition V ST of M = rA−1B and defining
U := T−1, we find
NA =A−1BT−1NB
= 1
r
V SNB.
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Both matrices
NB =
⎡⎢⎢⎣
(NB)1,1 . . . (NB)1,n
. . . ...
(NB)n,n
⎤⎥⎥⎦ and 1rSNB =
⎡⎢⎢⎣
σ1
r
(NB)1,1 . . . (NB)1,n σ1r. . . ...
(NB)n,n σnr
⎤⎥⎥⎦
have to be integral with
| det(NB)| = |
n∏︂
i=1
(NB)i,i| and | det(1
r
SNB)| = |
n∏︂
i=1
(NB)i,i
σi
r
|
as small as possible. It can easily be verified that
(NB)i,i :=
r
gcd(r, σi)
is the optimal choice for the diagonal entries. With this choice, the off-diagonal
entries (NB)i,j have to be integral multiples of (NB)i,i. Due to the fact that
NB is in Hermite normal form, the off-diagonal entries are zero.
3.2. Primitive cells
Definition 3.8. A primitive cell Ξ = Ξ(A) ⊂ Rn of a Bravais lattice L(A)
is a (connected) volume of space that, if translated by all vectors of L, fills up
Rn completely without any overlap, i.e.,
∪̇x∈L{x+ ξ : ξ ∈ Ξ} = Rn.
Sometimes Ξ is called a tiling of Rn. A common choice for primitive cells is
given by
P(A) :=A[0, 1)n = {y ∈ Rn : y =
n∑︂
ℓ=1
αℓaℓ, 0 ≤ αℓ < 1},
i.e., parallelotopes spanned by the primitive vectors of L(A).
Another common choice is the Wigner-Seitz cell Ξx, which is the set of all
points whose distance from a central lattice point x ∈ L is smaller than the
distance from any other lattice point, i.e.,
Ξx := {y ∈ Rn : ∥x− y∥2 < ∥x˜− y∥2, x˜ ∈ L \ {x}}.1
The Wigner-Seitz cell is more widely used in crystallography as in addition to
to its independence of the primitive vectors, it inherits the full symmetry of the
1This set actually only becomes a primitive cell if half the boundary is added.
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a
(0)
1
a
(0)
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(1)
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2
Figure 3.1.: A Bravais lattice, two different sets of primitive vectors A(0)
and A(1) as well as three examples of primitive cells. The Wigner-Seitz cell
Ξx reveals symmetries of the lattice which cannot directly be deduced from
the parallelotopes P(A(0)) and P(A(1)).
Bravais lattice [19]. An example is given in Figure 3.1, where the Wigner-Seitz
cell shows an invariance under reflection along the horizontal and vertical axis
while the depicted parallelotopes do not reveal this property of the Bravais
lattice.
Remark 3.9. Regarding primitive cells we would like to note the following.
• A Voronoi decomposition of a lattice consists exclusively of congruent
Wigner-Seitz cells.
• Every primitive cell Ξ inherits exactly one lattice point, i.e., |L∩Ξ| = 1.
Theorem 3.10. All primitive cells Ξ of a lattice L(A) have the same size.
Thus, its volume is given by vol(Ξ) = vol(P(A)) = | det(A)|.
Proof. We denote the characteristic function by 1Ξ with 1Ξ(x) = 1 if x ∈ Ξ
and 0 else. Since Ξ is a primitive cell, we have for every x ∈ Rn exactly one
y ∈ L, such that 1Ξ(x+ y) = 1 and 1Ξ(x+ y˜) = 0 for y˜ ∈ L \ {y}. Thus, we
have
vol(Ξ) =
∫︁
Rn
1Ξ(x) dx =
∫︁
P(A)
∑︁
y∈L
1Ξ(x+ y) dx
=
∫︁
P(A)
dx = vol(P(A)).
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3.3. Crystals
In this section we extend the above theory to crystals which is not just an
infinite repetition of one single point, but instead an infinite repetition of
an arbitrary structure. Without loss of generality we restrict the structure
elements to primitive cells of the lattice.
Definition 3.11. Let L(A) be a lattice and s ∈ Ξ(A)m, m ∈ N be the struc-
ture element. A crystal is defined by the set of tuples
Ls(A) := {(x+ s1, x+ s2, . . . , x+ sm) : x ∈ L(A), s = (s1, . . . , sm)}.
We abbreviate the notation of the elements of Ls(A) with x+ s = (x+ s1, x+
s2, . . . , x+ sm).
Remark 3.12.
• Every lattice is a crystal with the structure element being a single point,
i.e., L(A) = L(0)(A).
• We denote the structure elements as tuples instead of a set of points, since
we want to study value distributions on crystals and particular operators
which manipulate them. For this purpose, the order of a structure element
is of importance.
3.4. Quotient spaces
Given a sublattice L(C) ⊂ L(A), we obviously have that (L(C),+) is a sub-
group of L(A). Thus, we can consider the quotient group or factor group
L(A)
/︂
L(C) .
One can interpret this as a finite sample of L(A) corresponding to a primitive
cell of L(C) where opposing boundaries are identified. As we can fill up the
space of this quotient space completely by an integral number of primitive
cells P(A) without any overlap, it makes also sense to consider
Ls(A)
/︂
L(C) .
For quotient spaces we have two different applications in mind. The primary
purpose is, that it allows us to turn an infinite dimensional setting, a crystal
or lattice, to a finite one. This is discussed in more detail in Chapter 4. Addi-
tionally, in the automation process of LFA, we rewrite crystals and operators
on crystals with respect to a coarser (least common) sublattice. The notion
of quotient spaces helps to implicitly define an appropriate structure element
as we will see in this section.
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Definition 3.13. Let Ls(A) be a crystal and L(C) ⊂ L(A) be a sublattice.
We define the crystal torus T sA,C by
T sA,C := L
s(A)
/︂
L(C) .
For every x+s ∈ Ls(A), their equivalence class [x+s] is in T sA,C. Furthermore,
the elements of T sA,C are defined by the equivalence
[x+ s] = [y + s] ⇐⇒ there exists z ∈ L(C), such that x = y + z.
Remark 3.14. We may call T (0)A,C a lattice torus and just denote it by TA,C.
Remark 3.15. The number of elements in T sA,C are equal to | det(A−1C)|
due to
⃓⃓⃓
L(A)
/︂
L(C)
⃓⃓⃓
= vol(P(C))vol(P(A)) =
| det(C)|
| det(A)| =
⃓⃓⃓
det(A−1C)
⃓⃓⃓
.
For theoretical and practical reasons, e.g., in Theorem 4.3 and Algorithm A.3,
it is necessary to be able to list all elements of a torus T sA,AM = {[x] ∈ T sA,AM :
x ∈ P(AM) ∩ Ls(A)}, M ∈ Zn×n, uniquely.
Example 3.1. To illustrate this point, consider an arbitrary lattice L(A) with
A ∈ R2×2, and the lattice torus TA,AM with
M =
[︂
m1 m2
]︂
=
[︄
2 3
2 −2
]︄
, m1,m2 ∈ Z2,
as depicted in Figure 3.2. Even though we know that the quotient space consists
of |TA,AM | = | det(M)| = 10 different elements, there is no apparent canonical
list of these elements. We briefly interrupt this example in order to show how
such a canonical ordering of lattice points on a torus can be formulated using
the Hermite or Smith normal form of M .
Theorem 3.16. Let TA,C be arbitrary, i.e., C =AM for some M ∈ Zn×n.
• Let H ∈ Zn×n be the HNF of M with entries Hij (cf. Definition 2.4).
Defining the index set I = I1 × I2 × . . .× In by Iℓ := {0, 1, . . . , Hℓℓ − 1},
we then obtain
T sA,C = {[xj + s] : xj =Aj, j ∈ I}
with [xj + s] ̸= [xj′ + s] ⇔ j ̸= j′ ∈ I.
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a1
a2
Am1
Am2
Ah2
Ah1
Am2
a˜2
a˜1
a˜2σ2
a˜1σ1
Figure 3.2.: The Hermite normal form H and the Smith normal form S ofM
yield lattice bases which allows us to define a canonical lexicographic ordering
of the lattice points of a crystal torus TA,AM = TA,AH = TA˜,A˜S.
• Let S = U−1MV ∈ Zn×n denote the Smith decomposition of M with
diagonal entries σi (cf. Definition 2.8) and unimodular matrices U, V .
Defining the index set I˜ = I˜1 × I˜2 × . . .× I˜n by I˜ℓ := {0, 1, . . . , σℓ − 1},
we then obtain
T sA,C = {[xj + s] : xj = A˜j, j ∈ I˜}
with [xj + s] ̸= [xj′ + s] ⇔ j ̸= j′ ∈ I˜ , where A˜ := AU denotes the
altered lattice basis.
Proof. Both statements are a direct consequence of the triangular or diagonal
shape of the normal forms and Theorem 3.4, i.e., lattices are not changed by
unimodular column transformations. On the one hand we have
T sA,C = T sA,AM = T sA,AH .
The second statement follows from A˜S = CV and hence
T sA,C = T sAU,CV = T sA˜,A˜S.
Example 3.1. We continue with Example 3.1 by applying Theorem 3.16 which
yields:
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• The Hermite normal form H of M is given by
H =
[︂
h1 h2
]︂
=
[︄
5 2
0 2
]︄
, h1, h2 ∈ Z2.
Thus, a unique list of all representatives of TA,AM is given by
TA,AM = TA,AH = {[x] = [j1a1 + j2a2] : j1 ∈ {0, 1, 2, 3, 4}, j2 ∈ {0, 1}}.
• The Smith decomposition of M is given by
S =
[︄
s1 0
0 s2
]︄
=
[︄
1 0
0 10
]︄
=
[︄
1 0
−4 −1
]︄
M
[︄−1 −3
1 2
]︄
.
Thus, another unique list of all representatives of TA,AM is given by
TA,AM = TA˜,A˜S = {[x] = [j1a˜1 + j2a˜2] : j1 ∈ {0}, j2 ∈ {0, 1, . . . , 9}},
where A˜ =
[︂
a˜1 a˜2
]︂
=A
[︄
1 0
−4 −1
]︄
.
All tori representations TA,AM , TA,AH and TA˜,A˜S are depicted in Figure 3.2.
In the remainder we drop the bracket notation for reasons of readability.
Besides the fact that the primitive vectors of a lattice are not unique, a crystal
can further be rewritten with respect to another coarser (sub-)lattice. This
statement is captured in detail in the following theorem.
Theorem 3.17 (Rewriting a crystal with respect to a sublattice).
Let Ls(A) be a crystal and L(C) ⊂ L(A) a sublattice. Denoting TA,C =
{t1, . . . , tp},2 the set
Ξ(C) := {x+ δ ∈ Rn : δ ∈ P(A), x ∈ {t1, . . . , tp}}
defines a primitive cell of L(C), and the tuple
u = (t1 + s1, . . . , t1 + sm, t2 + s1, . . . , tp + sm) ∈ Ξ(C)p·m
defines a structure element of Lu(C) such that Lu(C) ∼= Ls(A), meant as a
one-to-p correspondence.
2Recall that a unique list of representatives TA,C = {t1, . . . , tp} can be found via Theo-
rem 3.16.
23
CHAPTER 3. CRYSTALLINE STRUCTURES
c1
c2a1
a2
Figure 3.3.: Two different representations of an infinite repetition of some
structure. Left: A crystal represented by Ls(A) with a structure element
of size 2. Right: The same crystal represented by LT sA,C(C) with a structure
element of size 4.
Proof. Without loss of generality we may assume tj ∈ P(C), j = 1, . . . , p.
Then, each element in Ls(A) can be written as
z = (Ax+ s1, . . . ,Ax+ sm)
and there is a unique y, such that Ax = Cy = C⌊y⌋ + C(y − ⌊y⌋) with
C⌊y⌋ ∈ L(C) and C(y−⌊y⌋) = tj ∈ P(C)∩L(A). Thus, we find z as a unique
part of the element
C⌊y⌋+ u = (. . . ,C⌊y⌋+ tj + s, . . .) = (. . . , z, . . .).
This argument works in the other direction in the same way.
In order to make the following presentation as comprehensible as possible we
opt to write LT sA,C(C) instead of Lu(C) as defined in Theorem 3.17.
This theorem is illustrated in Figure 3.3, where a repetitive structure X is
represented in two different ways. On the left it is represented by Ls(A) ∼= X
with a structure element of size 2. On the right it is represented by LT sA,C(C) ∼=
X, where the underlying lattice is a sublattice of lesser density L(C) ⊂ L(A)
and a structure element consisting of all 4 points found in one primitive cell of
L(C). A classification of X with a denser lattice than L(A) and/or structure
element of smaller size than 2 does not exist.
Remark 3.18. Due to Theorem 3.17 we also have
T sA,Z = L
s(A)
/︂
L(Z) ∼= LT
s
A,C(C)
/︂
L(Z) = T
T s
A,C
C,Z
as long as L(Z) ⊂ L(C) ⊂ L(A).
24
3.5. THE DUAL LATTICE
3.5. The dual lattice
For the analysis of operators on lattices/crystals as introduced in Chapter 4
the concept of the dual lattice comes in handy.
Definition 3.19. Let L(A) be a lattice. Its dual lattice L(A)∗ is the set
L(A)∗ := {k ∈ Rn : ⟨k, x⟩2 ∈ Z for all x ∈ L}.
The elements of L(A)∗ may often be referred to as wave vectors.
Lemma 3.20. The dual lattice L(A)∗ = L(B) is given by B := (A−1)T . The
primitive vectors b1, b2, . . . , bn ∈ Rn of L(B), i.e., the columns of B, fulfill the
condition ⟨bi, aj⟩2 = δij, i, j = 1, 2, . . . , n.
Proof. Let x ∈ L(A) and k ∈ L(B) be arbitrary. There exists λ, κ ∈ Zn, such
that x =Aλ and k = Bκ. The inner product of k and x is
⟨k, x⟩2 = ⟨Bκ,Aλ⟩2 = ⟨κ,BTAλ⟩2 = ⟨κ, (A−T )TAλ⟩2 = ⟨κ, λ⟩2 ∈ Z.
Thus, we have L(B) ⊂ L(A)∗.
For the other direction let k ∈ L(A)∗. There exists a unique κ ∈ Rn, such
that Bκ = k. Then
Z ⊃ ⟨k,Aei⟩2 = (Bκ)TAei = κTA−1Aei = κi,
where ei denotes the ith unit vector. Hence κ ∈ Zn, i.e., L(A)∗ ⊂ L(B).
Remark 3.21. Regarding the dual lattice, we like to point out the following:
• Many different names are commonly used for the Bravais lattice L and
the dual lattice L∗ depending on the context. The former is also referred
to as the direct lattice, primal lattice or position space. In a physics
context it is more common to use the reciprocal lattice (also known as the
phase space) instead of the dual lattice which is simply a scaled version
of the dual lattice defined by ⟨bi, aj⟩2 = 2πδij. The Wigner-Seitz cell of
the reciprocal lattice is known as the first Brillouin zone.
• The dual of the dual lattice is again the direct lattice as (A−T )−T =A.
• The volume of a primitive cell of the dual lattice is equal to the reciprocal
volume the direct lattice, i.e., vol(P(A−T )) = vol(P(A))−1.
• The dual of a lattice torus is given by
T ∗A,Z =
(︄
L(A)
/︂
L(Z)
)︄∗
= L(Z)∗
/︂
L(A)∗ .
An illustration of a lattice torus TA,Z along with its dual T ∗A,Z is given
in Figure 3.4.
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z1
z2
a1
a2
(a)
a∗1
a∗2
z∗1
z∗2
(b)
Figure 3.4.: A lattice torus TA,Z (a) and its dual torus T ∗A,Z (b). In here, the
lattices bases are denoted by A =
[︂
a1 a2
]︂
, Z =
[︂
z1 z2
]︂
and A−T =[︂
a∗1 a
∗
2
]︂
, Z−T =
[︂
z∗1 z
∗
2
]︂
.
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Operators on lattices and crystals
LFA is usually understood as an idealized analysis of operators on repetitive
structures by neglecting boundary conditions and considering an infinite do-
main. To some extent this perspective justifies the analysis of methods which
can be described using a (constant) stencil for all unknowns which do not lie
at or near the boundary, as it is the case for lexicographic Gauss-Seidel type
smoother (cf. Section 5.2). However, this point of view has some drawbacks.
We only work with operators as part of numerical simulations, i.e., we face
only a finite numbers of unknowns/lattice points anyway. Furthermore, an
exact mathematical theory in an artificial infinite setting is unnecessarily com-
plicated and, from this point of view, we do not have a one-to-one connection
to an actually implemented method.
Thus, in this thesis we restrict ourselves to a finite setting by considering
quotient groups of crystals
T sA,Z = L
s(A)
/︂
L(Z)
with L(Z) ⊂ L(A) being an arbitrary sparse sublattice of L(A). The main
purpose is to simplify the theory. Additionally, we always have a one-to-one
link to a finite problem with periodic boundary conditions. Occasionally, in
case we do not want to specify Z explicitly, we may use the term TA to
describe arbitrary large but finite tori TA,Z, L(Z) ⊂ L(A).
4.1. Function spaces
Let us now elaborate on the function space of such quotient groups in order
to describe value distributions and operators which manipulate them.
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Definition 4.1. Let T sA,Z = L
s(A)
/︂
L(Z) , s ∈ Ξ(A)m. We equip the func-
tion space
L(T sA,Z) := L(TA,Z,Cm) := {f = (f1, . . . , fm) : TA,Z → Cm}
with the scalar product
⟨f, g⟩ := 1|TA,Z|
∑︂
x∈TA,Z
⟨f(x), g(x)⟩2,
where the summands ⟨f(x), g(x)⟩2 := ∑︁mℓ=1 fℓ(x)gℓ(x) denote the Euclidean
scalar product on Cm.
Remark 4.2. In the above definition each function fj corresponds to the
values on the shifted sublattice (TA,Z + sj) even though the argument of the
function does not reflect the additional shift by sj. Another possible definition
would be
Lˆ(T sA,Z) := {fˆ = (fˆ 1, . . . , fˆm) : fˆ j : (TA,Z + sj)→ C}
which would clarify this issue, but then again this approach would get inconve-
nient later on.
Theorem 4.3. The functions
e2πi⟨k,·⟩2 : TA,Z → C, k ∈ T ∗A,Z
(i) are well-defined and
(ii) form an orthonormal basis of L(TA,Z) = {f : TA,Z → C} w.r.t. ⟨· , ·⟩.
Proof. Without loss of generality we assume that S = A−1Z ∈ Zn×n is in
Smith normal form with diagonal entries σ1, σ2, . . . , σn (cf. Theorem 3.16).
Regarding (i), let x, y ∈ L(A) with x − y ∈ L(Z), i.e., [x] = [y] ∈ TA,Z.
Then there exists a z ∈ Zn, such that x− y = Zz = ASz. Furthermore, let
[k] ∈ T ∗A,Z = TZ−T ,A−T , i.e., k = Z−Tκ =A−TS−Tκ for some κ ∈ Zn. Then,
e2πi⟨k,x−y⟩2 = e2πi⟨A−TS−T κ,ASz⟩2 = e2πi⟨κ,z⟩2 = 1.
Hence, e2πi⟨k,x⟩2 = e2πi⟨k,y⟩2 if [x] = [y].
Regarding (ii), we first observe that the number of wave functions is equal to
the number of lattice points due to
|TA,Z| = | det(Z)|| det(A)| = | det(S)| =
| det(A−T )|
| det(Z−T )| = |T
∗
A,Z|.
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Now let k′, k′′ ∈ T ∗A,Z be arbitrary. By defining k = k′− k′′ the scalar product
can be rewritten as follows
⟨e2πi⟨k′,·⟩2 , e2πi⟨k′′,·⟩2⟩ = 1|TA,Z|
∑︂
x∈TA,Z
e2πi⟨k,x⟩2 .
For k = 0 we obviously get
1
|TA,Z|
∑︂
x∈TA,Z
e2πi⟨k,x⟩2 = 1|TA,Z|
∑︂
x∈TA,Z
1 = 1.
Thus, we assume k ̸= 0 and show that this sum equals zero. Using D := Z−T
and the fact that S is in SNF, we have
TA,Z = TA,AS = {x =
n∑︂
ℓ=1
jℓaℓ : (j1, j2, . . . , jn) ∈ I},
T ∗A,Z = TZ−T ,A−T = TD,DS = {k =
n∑︂
ℓ=1
kℓdℓ : (k1, k2, . . . , kn) ∈ I},
where the index set I = I1× I2× . . .× In is defined by Iℓ := {0, 1, . . . , σℓ− 1}
for all ℓ (cf. Theorem 3.16). Furthermore, the columns of D = BS−1 are
simply given by dℓ = σ−1ℓ bℓ. Now let κ denote the smallest index of a nonzero
coefficient of k, then the wavevector k can be expressed as
k =
n∑︂
ℓ=κ
kℓdℓ =
n∑︂
ℓ=κ
kℓσ
−1
ℓ bℓ = kκσ−1κ bκ +
n∑︂
ℓ=κ+1
kℓσ
−1
ℓ bℓ.
Using this representation of k in the initial scalar product, we get
1
|TA,Z|
∑︂
x∈TA,Z
e2πi⟨k,x⟩2
= 1|TA,Z|
n∑︂
ℓ=1
σℓ−1∑︂
jℓ=0
e2πi⟨k,
∑︁n
ξ=1 jξaξ⟩2
= 1|TA,Z|
n∑︂
ℓ=1
σℓ−1∑︂
jℓ=0
e2πi⟨kκσ
−1
κ bκ+
∑︁n
ζ=κ+1 kζσ
−1
ζ
bζ ,
∑︁n
ξ=1 jξaξ⟩2
= 1|TA,Z|
n∑︂
ℓ=1
σℓ−1∑︂
jℓ=0
e2πi⟨
∑︁n
ζ=κ+1 kζσ
−1
ζ
bζ ,jζaζ⟩2 · e2πi⟨kκσ−1κ bκ,jκaκ⟩2
= 1|TA,Z|
∑︂
ℓ=1,...,n
ℓ̸=κ
σℓ−1∑︂
jℓ=0
e2πi⟨
∑︁n
ζ=κ+1 kζσ
−1
ζ
bζ ,jζaζ⟩2 ·
⎡⎣σκ−1∑︂
jκ=0
e2πi⟨kκσ
−1
κ bκ,jκaκ⟩2
⎤⎦ .
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Finally, using the geometric sum formula1 as well as the fact that kℓ ∈
{1, . . . , σℓ − 1} ⊂ Z, the innermost sum can be rewritten to
σℓ−1∑︂
jκ=0
e2πi⟨kκσ
−1
κ bκ,jκaκ⟩2 =
σκ−1∑︂
jκ=0
[︃
e(
2πikκ
σκ
)
]︃jκ
= 0.
Theorem 4.4. An orthonormal basis for the function space L(T sA,Z) is given
by the wave functions
e1,k := (e2πi⟨k,·⟩2 , 0, 0, . . . , 0),
e2,k := (0, e2πi⟨k,·⟩2 , 0, . . . , 0),
...
em,k := (0, 0, . . . , 0, e2πi⟨k,·⟩2),
with k ∈ T ∗A,Z and s = (s1, . . . , sm).
Proof. The basis functions ej,k, k ∈ T ∗A,Z form an orthonormal basis of the
lattice torus L(TA,Z + sj) due to Theorem 4.3. Thus, it is clear that these
functions ej,k, j = 1, . . . ,m, k ∈ T ∗A,Z form an orthonormal basis ofL(T sA,Z).
The orthonormal basis of Theorem 4.4 can be split into subsets with respect
to the wavevector k.
Definition 4.5. We denote the m-dimensional space of harmonics of the func-
tion space L(T sA,Z) by
Hk = span{ej,k : j = 1, . . . ,m},
where ej,k denotes the wavefunction as specified in Theorem 4.4. Thus we find⋃︁
k∈T ∗
A,Z
Hk = L(T sA,Z).
The basis we use is particularly simple in terms of its theoretical utility and,
as we will see later-on, its practical application. Each space of harmonics
Hk is spanned by the basis which consists of m = |s| wavefunctions with
frequency k, where each single one only takes values on a certain torus TA,Z+sj,
j = 1, . . . ,m.
Now recall that for each crystal T sA,Z and a sublattice L(C) ⊂ L(A) there is
a congruent crystal representation T uC,Z ∼= T sA,Z, u ∼= T sA,C according to Theo-
rem 3.17. This theorem further implies a congruence of the function spaces
L(T sA,Z) ∼= L(T uC,Z)
given by the following natural isomorphism.
1∑︁n−1
k=0 r
k = 1−rn1−r for r ̸= 1.
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Definition 4.6. Let T sA,Z ∼= T uC,Z be two representations of one crystal with
L(C) ⊂ L(A) and u = (t1 + s1, . . . , t1 + sm, t2 + s1, . . . , tp + sm) ∼= T sA,C. The
natural isomorphism η : L(T sA,Z)→ L(T uC,Z) between these two corresponding
function spaces is given by
L(T sA,Z) ∋ f(·) ↦→ (ηf)(·) = (f(·+ t1), . . . , f(·+ tp)) ∈ L(T uC,Z)
as (f) and (ηf) describe the same value distribution on the crystal.
Remark 4.7. This natural isomorphism implies that the coarsest possible
crystal interpretation is simply the complex coordinate space
Cmp = L(T T
s
A,Z
Z,Z ) ∼= L(T sA,Z)
with p := |TA,Z|. Note, that the scalar product on L(T sA,Z) is equal to the
Euclidean scalar product on Cmp up to the factor p.
According to Definition 4.5 an orthonormal basis of the spaces of harmonicsHCk
ofL(T uC,Z) is given by eCj,k. Applying the natural isomorphism of Definition 4.6
to the orthonormal basis eAj,k of the spaces of harmonics HAk of L(T sA,Z) yields
another basis of HCk as it lifts the functions from L(T sA,Z) to L(T uC,Z). The
following theorem shows that this basis is orthogonal and answers the questions
how these two bases are related.
Theorem 4.8. Let T sA,Z ∼= T uC,Z be two representations of one crystal with
L(C) ⊂ L(A) , s = (s1, . . . , sm), t = (t1, . . . , tp) ∼= TA,C and (u1, . . . , ump) =
(t1+s, . . . , tp+s). Let us further denote the corresponding spaces of harmonics
with HAk = span{eAj,k : j = 1, . . . ,m} and HCk = span{eCj,k : j = 1, . . . ,mp}.
Then, for each k ∈ T ∗C,Z we find
HCk = span{ηeAj,k+ki : ki ∈ T ∗A,C, j = 1, . . . ,m}.
This set of basis functions ηeAj,k+ki is indeed orthogonal. Thus, another (ordered)
orthonormal basis of HCk is given by the columns of the block matrix E =
1
p
(Ei,j)i,j with
Ei,j = diag(e2πi⟨k+kj ,·+ti+s1⟩2 , e2πi⟨k+kj ,·+ti+s2⟩2 , · · · , e2πi⟨k+kj ,·+ti+sm⟩2).
where (k1, . . . , kp) ∼= T ∗A,C.
Proof. Note, that the columns of E correspond to ηeAj,k+ki up to the scaling
p. Furthermore, by using e2πi⟨ki,x⟩2 = 1 for all x ∈ TC,Z and ki ∈ T ∗A,C this
statement can be proven analogously to Theorem 4.3.
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c1
c2
a1
a2
t1
t2
t3
t4
(a)
a∗1
a∗2
c∗1
c∗2
k + k1
k + k2
k + k3
k + k4
(b)
Figure 4.1.: In (a) two representations T (0)A ∼= T tC, t = (t1, t2, t3, t4) ∼= TA,C,
C = 2A, of the same crystal are depicted. In (b) the corresponding dual space
is depicted. The transition from L(T (0)A,Z) to L(T tC,Z) in position space is a
superimposition in frequency space such that the spaces of harmonics HAk+ki
of L(T (0)A,Z) collapse to the space of harmonics HCk of L(T tC,Z).
This theorem basically tells us that the transition from L(T sA,Z) to L(T uC,Z)
in position space is a superimposition in frequency space such that the spaces
of harmonics HAk+ki collapse to H
C
k . This connection is illustrated in Figure 4.1
for C = 2A and s = (0). As already stated, each (block-)column of the
ordered basis E of Theorem 4.8 is simply the result of the application of the
natural isomorphism η to the wavefunctions eAj,k+ki : TA,Z → C|s| and thus,
this basis is still connected to the primal frequency k + ki ∈ T ∗A,Z, k ∈ TC,Z.
This lifted basis ηeAj,k is commonly used in conventional LFA (cf. [47]). It is
especially useful in what is known as a smoothing analysis, which is explained
in detail in Section 5.5.
Independent of the particular choice of basis for the spaces of harmonics, we
further need the Fourier transform of value distributions on crystal tori for
theoretical purposes which is defined as follows.
Definition 4.9. The Fourier transformation F : L(TA,Z) → L(T ∗A,Z) is
defined by
fˆ(·) := (Ff)(·) = 1√︂
|TA,Z|
∑︂
x∈TA,Z
f(x)e−2πi⟨·,x⟩2 .
It is a bijection and the inverse Fourier transform is given by
f(·) = (F−1fˆ)(·) = 1√︂
|TA,Z|
∑︂
k∈T ∗
A,Z
fˆ(k)e2πi⟨k,·⟩2 .
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Proof. We have
(F(F−1fˆ))(k) =
⎡⎢⎣F
⎛⎜⎝ 1√︂
|TA,Z|
∑︂
k˜∈T ∗
A,Z
fˆ(k˜)e2πi⟨k˜,·⟩2
⎞⎟⎠
⎤⎥⎦ (k)
= 1|TA,Z|
∑︂
x∈TA,Z
⎡⎢⎣ ∑︂
k˜∈T ∗
A,Z
fˆ(k˜)e2πi⟨k˜,x⟩2
⎤⎥⎦ e−2πi⟨k,x⟩2
= 1|TA,Z|
∑︂
k˜∈T ∗
A,Z
fˆ(k˜)
⎡⎣ ∑︂
x∈TA,Z
e2πi⟨k˜−k,x⟩2
⎤⎦
=
∑︂
k˜∈T ∗
A,Z
fˆ(k˜)δkk˜ = fˆ(k)
for every k ∈ T ∗A,Z due to Theorem 4.3. Obviously (F−1Ff)(x) = f(x) has to
be true, since we can just exchange the roles of the direct T ∗A,Z and the dual
lattice (T ∗A,Z)∗ = TA,Z.
Definition 4.10. The Fourier transformation F : L(T sA,Z) → L((T sA,Z)∗)
for value distributions on crystal tori is defined componentwise
Ff := (Ff1, . . . ,Ffm), f = (f1, . . . , fm) ∈ L(T sA,Z).
4.2. Operators
In this section we take a look at specific operators L which alter value distri-
butions f ∈ L(T sA,Z) on crystal tori.
Definition 4.11. A lattice-operator is a linear function
L : L(TA,Z)→ L(TA,Z),
where
L(TA,Z) = {f : TA,Z → C}
is the set of all value distributions on a lattice.
Definition 4.12. A crystal-operator is a linear function
L = (L1, L2, . . . , Ln) :L(T sA,Z)→ L(T tA,Z),
f ↦→ Lf = (L1(f1, . . . , fm), . . . , Ln(f1, . . . , fm)).
We call the linear functions Lj : L(T sA,Z) → L(T tjA,Z) subcrystal-operators
which alter value distributions fj ∈ L(T tjA,Z) = L(TA,Z) associated to the
shifted lattice tori TA,Z + tj.
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Remark 4.13. • Every lattice-operator L : L(TA,Z) → L(TA,Z) can
always be seen as a subcrystal-operator Lj via Lj(f1, f2, . . . , fm) := Lfj.
On the other hand a subcrystal-operator may depend on all subcrystal
functions (f1, f2, . . . , fm), thus it can in general not be seen as a lattice
operator.
• Whenever we apply a lattice-operator L : L(TA,Z) → L(TA,Z) to a
crystal-function f = (f1, . . . , fm) ∈ L(T sA,Z), it is meant componentwise,
i.e., we have Lf := L˜f where L˜ : L(T sA,Z)→ L(T sA,Z) given by L˜f :=
(Lf1, Lf2, . . . , Lfm).
In the context of local Fourier analysis we are interested in operators which
can be represented in (block) stencil notation. That is, translationally in-
variant operators that can be written as multiplication operators. These two
properties are in fact equivalent as it is a well-known result from functional
analysis (cf. [44, Theorem 3.16]). In this section we give a proof for this
theorem fitting our setting and notation. In order to proof this statement we
further show another important result, namely that the spaces of harmonics Hk
(cf. Definition 4.5) are invariant subspaces of translationally crystal operators.
This immediately provides information about the spectrum of these types of
operators.
For each a ∈ L(A) a translation operator is defined by
Ta : L(TA)→ L(TA),Taf(·) = f(·+ a).
We can express an arbitrary translation operator by concatenating transla-
tions of primitive vectors. Due to a = ∑︁ℓ jℓaℓ, we have Ta = Tj1a1 · · ·Tjnan .
These primitive translations lead to the definition of translationally invariant
operators.
Definition 4.14. Let L : L(T sA)→ L(T tA) be a crystal operator. It is called
(A-)translationally invariant if it commutes with every translation by a prim-
itive vector, i.e.,
LTa − TaL = 0 for all primitive vectors aof L(A).
Lemma 4.15. The eigenfunctions of an A-translationally invariant lattice-
operator L : L(TA,Z)→ L(TA,Z) are e2πi⟨k,·⟩2, k ∈ T ∗A,Z.
Proof. Due to Theorem 4.3 we know that the wavefunctions form an orthonor-
mal basis of L(TA,Z), i.e.,
L(TA,Z) = span {e2πi⟨k,·⟩2 : k =
n∑︂
ℓ=1
kℓbℓ, (k1, . . . , kn) ∈ I},
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for some set I = I1×· · ·×In ⊂ [0, 1)n. Let k = ∑︁nℓ=1 kℓbℓ for some (k1, . . . , kn) ∈
I be arbitrary. We can rewrite the application of L on a wavefunction by
Le2πi⟨k,·⟩2 =
∑︂
k′∈I
αk′e
2πi⟨k′,·⟩2 (4.1)
for some αk′ ∈ C. On the one hand we have
TajLe
2πi⟨k,·⟩2 =
∑︂
k′∈I
αk′Taje
2πi⟨k′,·⟩2 =
∑︂
k′∈I
αk′e
2πik′je2πi⟨k
′,·⟩2 .
On the other hand we find
TajLe
2πi⟨k,·⟩2 = LTaje2πi⟨k,·⟩2 = Le2πikje2πi⟨k,·⟩2 = e2πikj(Le2πi⟨k,·⟩2),
and, by inserting equation (4.1) we get
e2πikj(Le2πi⟨k,·⟩2) = e2πikj
∑︂
k′∈I
αk′e
2πi⟨k′,·⟩2 =
∑︂
k′∈I
αk′e
2πikje2πi⟨k
′,·⟩2 .
Thus, for every k′ we have
αk′e
2πikj = αk′e2πik
′
j ⇐⇒ αk′(e2πikj − e2πik′j) = 0.
Hence, we must have αk′ = 0 whenever kj ≠ k′j (due to kj, k′j ∈ P(B), B =
A−T ). Since j was arbitrary, we find
Le2πi⟨k,·⟩2 = αke2πi⟨k,·⟩2 .
This statement can be extended to translationally invariant crystal operators.
Theorem 4.16. Let L : L(T sA,Z) → L(T sA,Z) be an A-translationally in-
variant crystal-operator. Then, for each subcrystal operator Lj : L(T sA,Z)→
L(T sjA,Z), j ∈ {1, . . . ,m}, we have
Lj(eℓ,k) ∈ span{e2πi⟨k,·⟩2}
for every ℓ ∈ {1, . . . ,m}, k ∈ T ∗A,Z. Thus Hk = span{ej,k : j = 1, . . . ,m} is
L-invariant, i.e.,
L(Hk) ⊂ Hk.
Proof. We restrict ourselves to a single component of L, i.e., a subcrystal
operator Lj : L(T sA,Z)→ L(TA,Z) associated to TA,Z + sj. We have
Ljeℓ,k = Lj(0, . . . , 0, e2πi⟨k,·⟩2 , 0, . . . , 0) =
∑︂
k′
αj,ℓk′ e
2πi⟨k′,·⟩2
for some αj,ℓk′ ∈ C. Now, in a very similar manner to the proof of Lemma 4.15,
we eventually obtain Ljeℓ,k = αj,ℓk e2πi⟨k,·⟩2 for every ℓ. Hence, L(Hk) ⊂ Hk.
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Due to this theorem we are able to make a connection to multiplication
operators, which are formally defined as follows.
Definition 4.17. A multiplication operator L : L(T sA,Z) → L(T tA,Z), |s| =
m, |t| = n, is defined by multiplication matrices m(y)L ∈ Cn×m, y ∈ TA,Z, such
that
(Lf)(x) =
∑︂
y∈TA,Z
m
(y)
L f(x+ y)
for each f = (f1, . . . , fm)T ∈ L(T sA,Z) and x ∈ TA,Z.
Theorem 4.18. Every A-translationally invariant crystal-operator
L : L(T sA,Z)→ L(T tA,Z)
is a multiplication operator and vice versa.
Proof. It is easy to see that a multiplication operator L with multipliersm(y)L ∈
Cn×m is translationally invariant. We have
(TaLf)(x) = (Lf)(x+ a) =
∑︂
y∈L
m
(y)
L f(x+ a + y)
as well as
(LTaf)(x) =
∑︂
y∈L
m
(y)
L (Taf)(x+ y) =
∑︂
y∈L
m
(y)
L f(x+ a + y).
In order to see that a translationally invariant operator is a multiplication
operator we make use of the Fourier transform
f(·) = 1√︂
|TA,Z|
∑︂
k∈T ∗
A,Z
fˆ(k)e2πi⟨k,·⟩2 ∈ L(T sA,Z)
with
fˆ(·) = 1√︂
|TA,Z|
∑︂
x∈TA,Z
f(x)e−2πi⟨·,x⟩2 ∈ L((T sA,Z)∗) = L((TA,Z)∗,Cm)
to obtain
(FTaf)(kˆ) = F
⎛⎜⎝ 1√︂
|TA,Z|
∑︂
k∈T ∗
A,Z
fˆ(k)e2πi⟨k,·+a⟩2
⎞⎟⎠ (kˆ)
= 1|TA,Z|
∑︂
x∈TA,Z
⎛⎜⎝ ∑︂
k∈T ∗
A,Z
fˆ(k)e2πi⟨k,x+a⟩2e−2πi⟨kˆ,x⟩2
⎞⎟⎠
= e2πi⟨kˆ,a⟩2 1|TA,Z|
∑︂
k∈T ∗
A,Z
⎛⎝fˆ(k) ∑︂
x∈TA,Z
e2πi⟨k−kˆ,x+a⟩2
⎞⎠
= e2πi⟨kˆ,a⟩2
∑︂
k∈T ∗
A,Z
(︂
fˆ(k)δkˆk
)︂
= e2πi⟨kˆ,a⟩2(Ff)(kˆ) = e2πi⟨kˆ,a⟩2 fˆ(kˆ).
(4.2)
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Furthermore there exist numbers αj,ζk ∈ C due to Theorem 4.16 such that
Ljeζ,k = αj,ζk e2πi⟨k,·⟩2 (4.3)
for each j, and
f(x) = 1√︂
|TA,Z|
∑︂
k∈T ∗
A,Z
fˆ(k)e2πi⟨k,x⟩2
= 1√︂
|TA,Z|
∑︂
k∈T ∗
A,Z
(fˆ 1(k), . . . , fˆm(k))e2πi⟨k,x⟩2
= 1√︂
|TA,Z|
∑︂
k∈T ∗
A,Z
m∑︂
ζ=1
eζ,k(x)fˆ ζ(k).
(4.4)
Using equations (4.2) to (4.4) we find
(Ljf)(x) =
1√︂
|TA,Z|
∑︂
k∈T ∗
A,Z
m∑︂
ζ=1
Ljeζ,k(x)fˆ ζ(k)
= 1√︂
|TA,Z|
∑︂
k∈T ∗
A,Z
m∑︂
ζ=1
αj,ζk e
2πi⟨k,x⟩2 fˆ ζ(k)
= 1√︂
|TA,Z|
∑︂
k∈T ∗
A,Z
m∑︂
ζ=1
αj,ζk (FTxfζ)(k)
= 1√︂
|TA,Z|
∑︂
k∈T ∗
A,Z
m∑︂
ζ=1
αj,ζk (Ffζ(·+ x))(k)
= 1√︂
|TA,Z|
∑︂
k∈T ∗
A,Z
m∑︂
ζ=1
αj,ζk
∑︂
y∈TA,Z
fζ(y + x)e−2πi⟨k,y⟩2
=
∑︂
y∈TA,Z
m∑︂
ζ=1
fζ(y + x)
⎛⎜⎝ 1√︂
|TA,Z|
∑︂
k∈T ∗
A,Z
αj,ζk e
−2πi⟨k,y⟩2
⎞⎟⎠ .
Now, using colon notation2, we have
(Ljf)(x) =
∑︂
y∈TA,Z
(m(y)L )j,:f(x+ y)
with
(m(y)L )j,: =
1√︂
|TA,Z|
∑︂
k∈T ∗
A,Z
e−2πi⟨k,y⟩2(αj,1k , . . . , α
j,m
k )
and we are able to rewrite the application of L by
(Lf)(x) = (L1f, . . . , Lnf)
2Ai,: refers to row i, A:,j refers to column j of a matrix A.
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=
∑︂
y∈TA,Z
((m(y)L )1,:f(x+ y), . . . , (m
(y)
L )n,:f(x+ y))
=
∑︂
y∈TA,Z
⎡⎢⎢⎣
(m(y)L )1,1 . . . (m
(y)
L )1,m
... . . . ...
(m(y)L )n,1 . . . (m
(y)
L )n,m
⎤⎥⎥⎦
⎡⎢⎢⎣
f1(x+ y)
...
fm(x+ y)
⎤⎥⎥⎦
=
∑︂
y∈TA,Z
m
(y)
L f(x+ y).
Due to the fact that the subspaces Hk are L-invariant, we can easily represent
any A-translationally invariant operator via its symbols.
Definition 4.19. Let L : L(T sA,Z) → L(T tA,Z) be a multiplication operator
with
(Lf)(x) =
∑︂
y∈TA,Z
m
(y)
L f(x+ y), m
(y)
L ∈ C|t|×|s|.
We define the symbol of L by
Lk :=
∑︂
y∈TA,Z
m
(y)
L m
(y)
k with m
(y)
k := e2πi⟨k,y⟩2 .
In case s = t the spectrum of L can then be extracted from its symbols Lk.
Corollary 4.20. Let L : L(T sA,Z) → L(T sA,Z) be a multiplication operator
with
(Lf)(x) =
∑︂
y∈TA,Z
m
(y)
L f(x+ y), m
(y)
L ∈ C|s|×|s|.
Then spec(L) = ∪k∈T ∗
A,Z
spec(Lk).
Proof. Follows immediately due to the orthonormality of the basis eℓ,k (cf. The-
orem 4.4) and the L-invariance of the subspaces Hk (cf. Theorem 4.16).
Remark 4.21. As already stated in the beginning of this chapter, the main
purpose of Z, i.e., the set of primitive vectors that define an arbitrary sublattice
L(Z) of L(A), is to simplify the theory developed in Section 4.2 by turning an
infinite dimensional setting (a crystal Ls(A)) to an (arbitrarily large) finite
one (a crystal tori T sA,Z). Then, in Corollary 4.20 Z explicitly specifies the
resolution of the frequency space as seen in Figure 3.4, i.e.,
T ∗A,Z = L(Z−T ) ∩P(A−T ),
where the spectrum of the multiplication operator is sampled. Due to the recip-
rocal nature of the dual space, the larger | det(Z)| is, the finer the resolution
becomes. This corresponds to a one-to-one link to a finite domain with periodic
boundary conditions.
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We illustrate these results with an example.
Example 4.1. Consider the discrete Laplacian (cf. Example 1.1) on T sA,Z
with
Z =
[︄
1 0
0 1
]︄
, A = hZ =
[︂
a1 a2
]︂
, h ∈ 1
N
and s = (0),
given by L[A, s] : L(T sA,Z)→ L(T sA,Z) with nonzero multipliers:
=m(0)L[A,s]
4
h2
=m(a1)L[A,s] − 1h2
=m(−a1)L[A,s] − 1h2
=m(a2)L[A,s] − 1h2=m(−a2)L[A,s] − 1h2
A plot of this stencil is given in Figure 4.2a. We can compute its symbol
according to Definition 4.19:
(L[A, s])k =
1
h2
(4− e2πik1 − e−2πik1 − e2πik2 − e−2πik2)
= 2
h2
(2− cos(2πk1)− cos(2πk2)).
The complete spectrum spec(L[A, s]) is given by the set of all scalar symbols
(L[A, s])k with
k ∈ (TA,Z)∗ = P(B(1)) ∩ Z2 = B(1)[0, 1)2 ∩ Z2, B(1) =A−T =
[︄
h 0
0 h
]︄
,
cf. Corollary 4.20. Thus, the spectrum can be plotted with respect to the
wavevector k ∈ T ∗A,Z as shown in Figure 4.2b. In here, we used a spacing of
h = 1/64 resulting in 642 symbols or eigenvalues.
Remark 4.22. The symbol Lk of a multiplication operator L : L(T uC,Z) →
L(T uC,Z), s = (u1, . . . , ur), is the transformation matrix of the linear transfor-
mation L|Hk : Hk → Hk with respect to the ordered basis
[︂
e1,k e2,k · · · er,k
]︂
of Hk, cf. Theorem 4.4. The computation of this symbol is particularly easy
as it is simply the sum over all multipliers m(y)L times a specific phase in
dependence of the position y.
Recall Theorem 4.8, i.e., let T sA,Z ∼= T uC,Z be two representations of one
crystal with L(C) ⊂ L(A) , s = (s1, . . . , sm), t = (t1, . . . , tp) ∼= TA,C and
(u1, . . . , ump) = (t1 + s, . . . , tp + s). Then, another ordered orthonormal basis
E of Hk is given by Theorem 4.8. The symbol of L|Hk with respect to this new
basis is then given by Lˆk = E−1LkE. This change of basis plays an important
role in the so-called smoothing analysis which we are going to use in Sec-
tion 5.5. Note, that in case the underlying operator L is A-translationally
invariant, the matrix Lˆk is block diagonal.
39
CHAPTER 4. OPERATORS ON LATTICES AND CRYSTALS
(a) L[A, s] : L(TA)→ L(TA)
ρmax = 8
h2 · spec((L[A,s])k)
4
8
y
0
1
2
h
x
1
2
h b
(1)
1
b
(1)
2
(b) Eigenvalues of (L[A, s])k
Figure 4.2.: (a) A schematic representation of the discrete Laplacian L[A, s].
(b) A plot of its spectrum with respect to k ∈ (TA,Z)∗.
4.3. Automated Local Fourier Analysis (aLFA)
Up to now we introduced notation and derived some general statements about
individual multiplication or translationally invariant operators. Using this, we
are able to fully analyze a single multiplication operator. However, we are
often interested in analyzing a composition of several operators using LFA.
Such a composition of operators typically corresponds to an error propagator
of an iterative method as we will see in Chapter 5. In this section we deal
with compositions of multiplication operators in two steps.
First, we give rules of computation on the level of multiplication operators
and on the level of their symbols under the condition that the corresponding
domains and codomains are compatible.
Second, we derive statements to automatically make codomains and domains
compatible in order to allow for a user friendly description of all occurring
operators. That is, it should be possible to describe operators in terms of
their individual translational invariance and ordering of the structure element
without having to worry about compatibility issues with other operators on
the input level of the analysis. These statements make up a large part of the
automation process of this framework. The algorithms corresponding to these
statements are listed in Appendix A.
Compositions of multiplication operators
Calculus of multiplication operators plays a key-role in local Fourier analysis.
In this section we list all elementary operations, such as addition and multipli-
cation. As long as the corresponding domains and codomains of multiplication
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operators are identical we can use the following rules of computation on the
level of multiplication operators.
Lemma 4.23. Let two multiplication operators be given by
L : L(T sA,Z)→ L(T tA,Z), (Lf)(x) =
∑︂
y∈TA,Z
m
(y)
L f(x+ y), m
(y)
L ∈ C|t|×|s|,
G : L(T uA,Z)→ L(T vA,Z), (Gf)(x) =
∑︂
y∈TA,Z
m
(y)
L f(x+ y), m
(y)
G ∈ C|v|×|u|.
Then the following operators are multiplication operators as well:
(i) If s = u and t = v, then L + G : L(T sA,Z) → L(T tA,Z) with m(y)L+G =
m
(y)
L +m
(y)
G .
(ii) If v = s, then L·G : L(T uA,Z)→ L(T tA,Z) with m(z)L·G =
∑︁
y+w=z
m
(y)
L ·m(w)G .
(iii) The adjoint is given by L∗ : L(T tA,Z)→ L(T sA,Z) with m(y)L∗ = (m(−y)L )∗.
Proof. Straight-forward calculation yields:
(i) (Lf)(x) + (Gf)(x) =
∑︂
y
m
(y)
L f(x+ y) +
∑︂
y
m
(y)
G f(x+ y)
=
∑︂
y
(m(y)L +m
(y)
G )f(x+ y).
(ii) [L(Gf)](x) =
∑︂
y
m
(y)
L
∑︂
w
m
(w)
G f(x+ y + w)
=
∑︂
z
[︄ ∑︂
y+w=z
m
(y)
L m
(w)
G
]︄
f(x+ z).
(iii) L∗ is the unique operator such that ⟨Lf, g⟩ = ⟨f, L∗g⟩ for all value
distributions f ∈ L(T sA,Z), g ∈ L(T tA,Z). Thus,
|TA,Z| · ⟨Lf, g⟩ =
∑︂
x∈TA,Z
∑︂
y∈TA,Z
⟨m(y)L f(x+ y), g(x)⟩2
=
∑︂
x∈TA,Z
∑︂
y∈TA,Z
⟨f(x+ y), (m(y)L )∗g(x+ y − y)⟩2
=
∑︂
z∈TA,Z
⟨f(z), ∑︂
w∈TA,Z
(m(−w)L )∗g(z + w)⟩2
=
∑︂
z∈TA,Z
⟨f(z), ∑︂
w∈TA,Z
m
(w)
L∗ g(z + w)⟩2
= |TA,Z| · ⟨f, L∗g⟩.
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We further show computation rules on the level of symbols (cf. Definition 4.19).
While computing the sum, a product and taking the transpose can easily be
done on both levels, taking the (pseudo-)inverse is simple only on the level
of symbols. The (pseudo-)inverse of a multiplication operator may have an
arbitrarily large number3 of multipliers m(y)L−1 ̸= 0 and thus there is no simple
rule to compute it.
Theorem 4.24. Let two multiplication operators be given by
L : L(T sA,Z)→ L(T tA,Z), (Lf)(x) =
∑︂
y∈TA,Z
m
(y)
L f(x+ y), m
(y)
L ∈ C|t|×|s|,
G : L(T uA,Z)→ L(T vA,Z), (Gf)(x) =
∑︂
y∈TA,Z
m
(y)
L f(x+ y), m
(y)
G ∈ C|v|×|u|
with corresponding symbols Lk and Gk. Then we have the following statements.
(i) Assuming that s = u and t = v, the symbols of L + G are given by
Lk +Gk.
(ii) Assuming that v = s, the symbols of L ·G are given by Lk ·Gk.
(iii) The symbols of L∗ are given by L∗k.
(iv) If L|Hk is nonsingular, then the symbol ((L|Hk)−1)k is given by (Lk)−1.
Proof. Let ek(x) denote an arbitrary value distribution in Hk. That is, given
α1, . . . , αm ∈ C we have
ek(x) =
∑︂
ℓ
αℓeℓ,k = (α1e2πi⟨k,x+s1⟩2 , . . . , αme2πi⟨k,x+sm⟩2)T ∈ span(Hk).
Using Lemma 4.23 we obtain by direct calculation:
(i) (L∗ek)(x) =
∑︁
y
(m(−y)L )∗ek(x+ y) =
(︄∑︁
−y
m
(y)
L m
(y)
k
)︄∗
ek(x) = L∗kek(x).
(ii) (LGek)(x) =
(︄∑︂
y
m
(y)
L m
(y)
k
)︄(︄∑︂
w
m
(w)
G m
(w)
k
)︄
ek(x) = LkGkek(x).
(iii) ((L+G)ek)(x) =
∑︁
y
m
(y)
L ek(x+ y) +
∑︁
y
m
(y)
G ek(x+ y) = (Lk +Gk)ek(x).
(iv) Follows immediately from ek(x) = Lk(L−1)kek(x) = (L−1)kLkek(x).
3Bounded by the number of lattice points on the (arbitrarily large) torus.
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Crystal representations, natural isomorphisms and similarity
transformations
In general, we are given several multiplication operators, each defined with
respect to their own (minimal) translational invariance. In order to analyze
such a composition we thus need to find a common denominator, i.e., a lattice
basis corresponding to the collective translational invariance, and rewrite the
operators accordingly. Such a (smallest) common denominator is given by
Theorem 3.6.
Given a multiplication operator defined on some crystal, a change of the
representation of a crystal turns out to be a similarity transformation. In the
following we work out such transformations using the natural isomorphism η
of function spaces introduced in Definition 4.6.
Theorem 4.25 (Rewriting an operator with respect to a sublattice).
Consider crystals Ld(A), Lc(A), a sublattice L(C) ⊂ L(A) and a multiplica-
tion operator
L : L(T dA)→ L(T cA), (Lf)(x) :=
∑︂
y∈TA
m
(y)
L f(x+ y), m
(y)
L ∈ C|c|×|d|.
Then, using TA,C = {t1, . . . , tp}, the multiplication operator
(Gg)(x) =
∑︂
y∈TC
m
(y)
G g(x+ y), m
(y)
G ∈ Cp|c|×p|d|
with block matrices (m(y)G )i,k := m
(y−ti+tk)
L ∈ C|c|×|d| fulfills the commutative
diagram:
L(T dA) L(T cA)
L(T dˆC) L(T cˆC).
L
ηd ηc
G
Here, the mappings for s ∈ {d, c},
ηs : L(T sA)→ L(T sˆC), f(·) ↦→ (f(·+ t1), . . . , f(·+ tp)),
denote the natural isomorphisms between the congruent crystal representations.
Proof. A straightforward calculation for each block-row i yields
[(ηcLf)(x)]i = (Lf)(x+ ti) =
p∑︂
k=1
∑︂
y∈TC
m
(y+tk)
L f(x+ y + ti + tk)
=
p∑︂
k=1
∑︂
y∈TC
m
(y−ti+tk)
L f(x+ y + tk)
=
∑︂
y∈TC
p∑︂
k=1
(m(y)G )i,kf(x+ y + tk)
= [G(f(x+ t1), . . . , f(x+ tp))]i = [(Gηdf)(x)]i.
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We illustrate this theorem with an example.
Example 4.2. We now express the discrete Laplacian L[A, s] : L(T sA,Z)→
L(T sA,Z), already introduced and analyzed in Example 4.1, with respect to the
sublattice
L(C) ⊂ L(A), C =
[︂
a1 + a2 a1 − a2
]︂
=
[︂
c1 c2
]︂
.
The structure element ˆ︁s := (0, a1) ∼= T sA,C, which fulfills T sA,Z ∼= Tˆ︁sC,Z, consists
of two points depicted as gray and white circles in Figure 4.3a. We have
L[C, ˆ︁s] = ηL[A, s]η−1 : L(Tˆ︁sC,Z)→ L(Tˆ︁sC,Z), η : L(T sA,Z)→ L(Tˆ︁sC,Z),
with nonzero multipliers:
=m(0)L[C,ˆ︁s] 1h2
[︄
4 −1
−1 4
]︄
=m(−c2)L[C,ˆ︁s] 1h2
[︄
0 −1
0 0
]︄
=m(c1)L[C,ˆ︁s] 1h2
[︄
0 0
−1 0
]︄
=m(−c1)L[C,ˆ︁s] 1h2
[︄
0 −1
0 0
]︄
=m(c2)L[C,ˆ︁s] 1h2
[︄
0 0
−1 0
]︄
=m(c1+c2)L[C,ˆ︁s] 1h2
[︄
0 0
−1 0
]︄
=m(−c1−c2)L[C,ˆ︁s] 1h2
[︄
0 −1
0 0
]︄
The application of this operator reads as
L[C, ˆ︁s]Ψ(x) = 1
h2
[︄ [︄
4 −1
−1 4
]︄
Ψ(x)
+
[︄
0 −1
0 0
]︄
[Ψ(x− c1) + Ψ(x− c2) + Ψ(x− c1 − c2)]
+
[︄
0 0
−1 0
]︄
[Ψ(x+ c1) + Ψ(x+ c2) + Ψ(x+ c1 + c2)]
]︄
.
for each function Ψ(x) =
[︄
u(x)
u(x+ a1)
]︄
∈ L(Tˆ︁sC,Z). A schematic plot of this
representation is given in Figure 4.3a. According to Definition 4.19, its symbol
is given by
(L[C, ˆ︁s])k = 1
h2
[︄
4 γk
γk 4
]︄
, γk = −1− e4πik1 − e4πik2 − e4πi(k1+k2),
with
k ∈ P(B(2)) ∩ Z2, B(2) = C−T =
[︄
1/2 1/2
1/2 −1/2
]︄
h.
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(a) L[C,ˆ︁s] = : L(T sC)→ L(T sC)
4
8
y
− 1
2
h
0
1
2
h
x
1h
b
(2)
1
b
(2)
2
ρmax = 8
h2 · spec((L[C,sˆ])k)
(b) Eigenvalues of (L[C,ˆ︁s])k
Figure 4.3.: (a) A schematic representation of the discrete Laplacian with
respect to another representation of the underlying crystal. (b) A plot of its
spectrum plotted along P(B(2)), B(2) = C−T .
In contrast to Example 4.1, this symbol now has two eigenvalues instead of one,
resulting in two surfaces plotted along the primitive cell P(B(2)) in Figure 4.3b,
which is half the size of P(B(1)). This plot illustrates once more that coars-
ening in position space corresponds to a superimposition in frequency space
as already worked out in Theorem 4.8. One can obtain the plot of (L[A, s])k,
given in Figure 4.2b, from the plot of (L[C, ˆ︁s])k, given in Figure 4.3b, by disas-
sembling the two surfaces into several pieces and shifting them along integral
multiples of b(2)1 and b
(2)
2 .
Example 4.3. The system matrix
A = 1
h2
⎡⎢⎢⎢⎢⎢⎣
B −I −I
−I B . . .
. . . . . . −I
−I −I B
⎤⎥⎥⎥⎥⎥⎦
of Example 1.1 is obtained by a transformation of the discrete Laplacian L[A,s]
to the coarsest possible crystal interpretation L[Z, T sA,Z], i.e., the underlying
lattice torus consists of a single lattice point whereas the structure element con-
tains all unknowns. This operator L[Z, T sA,Z] fulfills the following commutative
diagram
L(TA,Z) L(TA,Z)
L(T TA,ZZ,Z ) L(T
TA,Z
Z,Z ).
L[A,s]
η η
L[Z,T s
A,Z ]
Due to the fact that the lattice torus TZ,Z only consists of a single point, i.e.,
[x] = [y] for each [x], [y] ∈ TZ,Z, the matrix A is equal (up to a permutation)
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to the sum of all multipliers
A =
∑︂
y∈L(Z)
m
(y)
L[Z,T s
A,Z ]
.
This observation shows that this framework can also be used to quickly produce
the necessary matrices in order to prototype a multigrid method – even though
we use it mainly for the extraction of its spectrum in order to improve multigrid
methods and obtain their convergence rates.
We again like to emphasize that Z implies the resolution of the frequency
space as already mentioned in Remark 4.21. The complete spectrum of the
system matrix A is equal to the eigenvalues of (L[A,s])k when k is sampled
along L(Z−T ), i.e.,
spec(A) = {spec
(︂
(L[A,s])k
)︂
: k ∈ P(A−T ) ∩ L(Z−T )}.
Using Theorem 4.25 we now know how to rewrite multiple multiplication
operators with respect to some common crystal structure with a coarser trans-
lational invariance. Due to the fact that we do not make any assumption
on the initial representation of the crystal structures, the resulting structure
elements of Theorem 3.16 might differ in their orderings and might contain
shifts with respect to the common shift invariance. To automatically remove
these differences and determine the corresponding transformations of the asso-
ciated multiplication operators we first define the notion of congruent structure
elements.
Definition 4.26. Two crystal tori T sA ∼= T tA, A ∈ Rn are congruent with
respect to L(A) if the structure elements are of the same size, i.e., |s| = |t| = m,
and there is a permutation π : {1, . . . ,m} → {1, . . . ,m} as well as shifts
yj ∈ L(A), such that
sj = yj + tπ(j)
For the sake of automation, we need a unique representation of a structure
element. We introduce the following normal form and the required transfor-
mations to transfer any operator to this form.
Definition 4.27. Let L : L(T dA)→ L(T cA) be a multiplication operator. We
say L is in normal form if
• the coordinates of the structure elements are found in the primitive cell,
i.e., di, cj ∈ P(A) =A[0, 1)n for each i, j,
• the structure elements d and c are sorted lexicographically.4
4In case di = dj or ci = cj for any i ̸= j a consistent ordering of i, j has to be defined a
priori.
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We now derive the implications of Definition 4.26 for multiplication operators
when the structure element is element wise shifted or permuted. We do so
in two steps, Theorem 4.28 and Theorem 4.29. First, we show that a shift
of an entry of the structure element in the codomain or domain results in a
modification of the corresponding row or column of the non-zero multipliers,
respectively.
Theorem 4.28 (Shifted structure elements). Consider the two multipli-
cation operators L : L(T sA) → L(T tA) and G : L(T tA) → L(T uA) defined
by
(Lf)(x) =
∑︂
y∈TA
m
(y)
L f(x+ y), m
(y)
L ∈ C|t|×|s|,
(Gg)(x) =
∑︂
y∈TA
m
(y)
L g(x+ y), m
(y)
G ∈ C|u|×|t|.
Let further tˆ be a structure element which is obtained from t when shifted
element-wise along L(A), i.e.,
t = (t1, . . . , tm) = (tˆ1 + y1, . . . , tˆm + ym) = tˆ+ (y1, . . . , ym),
where y1, . . . , ym ∈ L(A) and m = |t|. Then, the operators Lˆ and Gˆ given by
(Lˆf)(x) =
∑︂
y∈TA
m
(y)
Lˆ
f(x+ y), m(y)
Lˆ
∈ C|tˆ|×|s|, (m(y)
Lˆ
)i,j := (m(y+yi)L )i,j,
(Gˆf)(x) =
∑︂
y∈TA
m
(y)
Gˆ
f(x+ y), m(y)
Gˆ
∈ C|u|×|tˆ|, (m(y)
Gˆ
)i,j := (m(y−yj)G )i,j
fulfill the commutative diagram:
L(T sA) L(T tA) L(T uA)
L(T tˆA)
L
Lˆ
G
T
Gˆ
Proof. The natural isomorphism between the two corresponding function
spaces is given by
T : L(T tA)→ L(T tˆA), f = (f1, . . . , fm) ↦→ (f1(· − y1), . . . , fm(· − ym)) = Tf
as f and (Tf) describe the same value distribution on the crystal.5 Again, a
straightforward calculation yields
[(TLf)(x)]i = [(Lf)(x− yi)]i =
∑︂
y∈TA
|s|∑︂
j=1
(m(y)L )i,jfj(x− yi + y)
=
∑︂
y∈TA
|s|∑︂
j=1
(m(y+yi)L )i,jfj(x+ y) = [
∑︂
y∈TA
m
(y)
Lˆ
f(x+ y)]i.
Analogously we find [(GT−1g)(x)]i = [
∑︁
y∈TA(m
(y)
Gˆ
)g(x+ y)]i.
5The left-hand side of [(Tf)(x)]i = fi(x− yi) corresponds to the value at position x+ tˆi =
(x− yi) + ti which coincides with the position of the value of the right-hand side.
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Finally, we show that permutations of the entries of the structure element result
in a transformation of the non-zero multipliers by corresponding permutation
matrices.
Theorem 4.29 (Permuted structure elements). Consider the two mul-
tiplication operators L : L(T sA) → L(T tA) and G : L(T tA) → L(T uA) defined
by
(Lf)(x) =
∑︂
y∈TA
m
(y)
L f(x+ y), m
(y)
L ∈ C|t|×|s|,
(Gg)(x) =
∑︂
y∈TA
m
(y)
L g(x+ y), m
(y)
G ∈ C|u|×|t|.
Let further tˆ be a structure element which is a permuted version of t, i.e.,
tˆ = (tˆ1, . . . , tˆm) = (tπ(1), . . . , tπ(m)) = mπt
where m = |t|, π : {1, . . . ,m} → {1, . . . ,m} is a permutation and mπ ∈
{0, 1}m×m the corresponding permutation matrix. Then, the operators Lˆ and
Gˆ given by
(Lˆf)(x) =
∑︂
y∈TA
m
(y)
Lˆ
f(x+ y), m(y)
Lˆ
∈ C|tˆ|×|s| with m(y)
Lˆ
:= mπm(y)L ,
(Gˆf)(x) =
∑︂
y∈TA
m
(y)
Gˆ
f(x+ y), m(y)
Gˆ
∈ C|u|×|tˆ| with m(y)
Gˆ
:= m(y)G m−1π
fulfill the commutative diagram:
L(T sA) L(T tA) L(T uA)
L(T tˆA)
L
Lˆ
G
p Gˆ
Proof. Due to the fact that the natural isomorphism p : L(T tA)→ L(T tˆA) is
a multiplication operator defined by (pf)(x) = mπf(x) for all x ∈ L(A), the
statement is true due to the rules of computation in Lemma 4.23.
Implementation algorithms
Theorem 3.16 and Theorems 3.6, 3.17, 4.25, 4.28 and 4.29 allow for the au-
tomatic adjustment of crystal representations within the LFA. The corre-
sponding detailed algorithms which make use of these results are given in
Appendix A.
Throughout Sections 5.2 and 5.3 we illustrate how to use these algorithms in
order to analyze iterative methods. This should serve to some extend as a
tutorial. In here, we only use function calls of Algorithms A.1, A.4 and A.7
explicitly. We briefly present their function header:
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• Algorithm A.4 corresponds to Theorem 4.25. It is used to rewrite a
multiplication operator L : L(T dA)→ L(T cA) with respect to a sublattice
L(C) ⊂ L(A) such that L ∼= G : L(T dˆC)→ L(T cˆC) via
G← LatticeCoarsening(L,C)
as already illustrated in Example 4.2.
• Algorithm A.7 corresponds to Theorems 4.28 and 4.29 and is used to
modify the structure element of the domain and codomain of a single
multiplication operator L : L(T dA)→ L(T cA) via
Lˆ← ChangeStructureElement(L, dˆ, cˆ),
such that L ∼= Lˆ : L(T dˆA)→ L(T cˆA).
• Algorithm A.1 is used to automatically compute the complete spectrum
X := {spec(f(L(1), . . . , L(K))k) : k ∈ P(A−T ) ∩ L(Z−T )}
of a composition f(L(1), . . . , L(K)) : L(T sA,Z) → L(T sA,Z) of several
multiplication operators L(j) : T s(j)
A(j),Z → T t
(j)
A(j),Z via
X ← ComputeSpectrum(f, (L(1), . . . , L(K)),Z).
In here, the (smallest) common denominator of all lattices L(A) =
lcm(L(A(i)),L(A(j))), i, j = 1, . . . , K, is automatically computed and all
operators are rewritten with respect to this translational invariance. Af-
ter that, all structure elements are normalized such that the domains and
codomains of the operators are compatible among each other. Finally, the
operator composition f((L(1))k, . . . , (L(K))k) and its eigenvalues are com-
puted on the level of the symbols for each k ∈ T ∗A,Z = P(A−T )∩L(Z−T ).
Thus, Z should a basis of a sublattice of L(A) as it specifies the resolu-
tion of the frequency domain P(A−T ). In case we are not interested in a
specific resolution of the frequency space this input Z should be omitted.
Then, a standard equidistant discretization of, for example, 20n points
is used which corresponds to Z := 20A. The algorithmic procedure is
summarized in Figure 4.4.
The remaining Algorithms A.2, A.3, A.5 and A.6 are implicitly used within Al-
gorithms A.1, A.4 and A.7. This collection of algorithms are the basis of the
framework aLFA: automated local Fourier analysis.
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Input
Multiplication operators
Lℓ : L(Ldℓ(Aℓ))→ L(Lcℓ(Aℓ))
Composition function
L := f(L(1), . . . , L(K))
= Lm ◦m−1 . . . ◦1 L1
ComputeSpectrum
Determine least common sublattice
L(C) ⊂ L(Aℓ) for all ℓ
Transform operators
L(Ldℓ(A)) L(Lcℓ(A))
L(Lˆ︁dℓ(C)) L(Lˆ︁cℓ(C))
Lℓ
ˆ︁Lℓ
Normalize structure elements
{ˆ︁dℓ,ˆ︁cℓ}⇝{˜︁dℓ,˜︁cℓ} s.t.
{˜︁dℓ,˜︁cℓ} ◦ℓ−1= {˜︁dℓ−1,˜︁cℓ−1}
Calculate symbols
(Lℓ)k ∈ C|˜︁cℓ|×|˜︁dℓ| and
Lk = (Lm)k ◦m−1 . . . ◦1 (L1)k
Output
Sampled spectrum
specZ(L) =
⋃︁
k∈T ∗
A,Z
spec(Lk)
Figure 4.4.: The algorithmic procedure of the automated local Fourier anal-
ysis to compute the spectrum of a composition of several multiplication oper-
ators.
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Linear iterative methods
In this chapter we introduce, based on [40], a class of iterative methods in
order to solve linear systems of equations
Ax = b, (5.1)
where A ∈ Cn×n and b ∈ Cn correspond to the system matrix and the right
hand side, respectively.
An iterative method is a process which starts with an initial guess x(0) ∈ Cn
and produces a series of iterates x(0), x(1), . . . which (hopefully) converges to a
solution of equation (5.1).
We restrict ourselves to the following kind of linear iterative methods.
Definition 5.1. A (consistent and stationary) linear iterative method is de-
fined by the iteration rule
x(k+1) = (I − S−1A)x(k) + S−1b
for some matrix S ∈ Cn×n.
Remark 5.2. Regarding this definition we like to note the following.
• This method is called consistent due to the fact that a solution x of Ax = b
is a fixpoint of this method, i.e., (I−S−1A)x+S−1b = x−S−1b+S−1b =
x.
• It is called stationary as the iteration rule is independent of the iteration
count k.
• The matrix S is typically some approximation of A with the property
that the systems Sy = z are inexpensive to solve.
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• We may also consider singular matrices S. Then, the iteration rule is
replaced by
(I − S†A)x(k) + S†b,
where S† denotes the Moore-Penrose pseudoinverse [33].
Definition 5.3. Let x denote the solution of Ax = b and x(k) the iterate of
an iterative method. We denote the kth iteration error and residual by
e(k) := x− x(k) and r(k) := Ae(k) = b− Ax(k),
respectively.
Lemma 5.4. Given an iterative method we have
e(k+1) = (I − S−1A)e(k).
Thus, the operator (I − S−1A) is referred to as the error propagator.
Proof. On the left hand side we have
e(k+1) = x− xk+1 = x− ((I − S−1A)x(k) + S−1b)
= x− S−1b− (I − S−1A)x(k),
and on the other side we have
(I − S−1A)e(k) = (I − S−1A)(x− x(k)) = x− S−1b− (I − S−1A)x(k).
Remark 5.5. When we use the phrasing the (iterative) method (I − S−1A)
we mean the corresponding consistent linear iterative method
x(k+1) = (I − S−1A)x(k) + S−1b.
Lemma 5.6. Starting with the initial guess x(0) = 0, the iterates x(k) of a
linear iterative method (I − S−1A) are given by
x(k) = (I − [I − S−1A]k)A−1b
Proof (by induction). The statement is obviously true for k = 0. Thus, we
assume that the statement is true for some k ∈ N and find
x(k+1) = (I − S−1A)x(k) + S−1b
= (I − S−1A)(I − [I − S−1A]k)A−1b+ S−1b
= ([I − S−1A]− [I − S−1A]k+1)A−1b+ S−1b
= (I − [I − S−1A]k+1)A−1b.
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5.1. Convergence theory
With respect to the convergence of linear iterative methods we like to review
several important results.
Theorem 5.7. A linear iterative method (I−S−1A) converges for any initial
guess to a solution x iff
lim
k→∞
(I − S−1A)k = 0.
Proof. We have
lim
k→∞
e(k) = 0 ⇔ lim
k→∞
(I − S−1A)ke(0) = 0 ⇔ lim
k→∞
(I − S−1A)k = 0.
Theorem 5.8. We have the equivalence
ρ(G) < 1⇐⇒ lim
k→∞
Gk = 0
and
ρ(G) > 1⇐⇒ lim
k→∞
∥Gk∥ =∞,
where ρ(G) := max{|λ| : λ eigenvalue of G} denotes the spectral radius of
G. Thus, a linear iterative method converges for any initial starting guess iff
ρ(I − S−1A) < 1.
Proof. Let us denote with J = XGX−1 the Jordan canonical form of G with
J =
⎡⎢⎢⎢⎢⎣
J1
J2
. . .
Jℓ
⎤⎥⎥⎥⎥⎦ , Ji =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
λi 1
λi 1
. . . . . .
λi 1
λi
⎤⎥⎥⎥⎥⎥⎥⎥⎦ ,
where λi denote the eigenvalues of G. Now, let us consider a single Jordan
block Ji = (λi · id + E) of size p, where E denotes the nilpotent part of the
matrix. Then, for k ≥ p, we have Ek = 0 and thus
Jk = (λi · id+ E)k =
p−1∑︂
j=0
(︄
k
j
)︄
λk−ji E
j.
As increasing the exponent of Ej simply shifts its ones to the right, all the
entries in Jk are (located in the upper triangular part and) given by αk :=(︂
k
j
)︂
λk−ji and we have
αk+1 = αk · (λi · k + 1
k − j − 1) = αk · (λi · (1 +
2 + j
k − j − 1)).
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This recurrence relation tells us that all the entries converge to zero iff |λi| < 1
due to j < p and thus
lim
k→∞
Jki = 0 ⇐⇒ |λi| < 1
as well as
lim
k→∞
∥Ji∥k =∞ ⇐⇒ |λi| > 1.
Hence,
lim
k→∞
Gk = lim
k→∞
X−1JkX = 0⇐⇒ ρ(G) < 1
and
lim
k→∞
∥Gk∥ = lim
k→∞
∥X−1JkX∥ =∞⇐⇒ ρ(G) > 1.
Despite the question whether an iterative method G := I−S−1A converges or
not, a statement about the convergence speed is at least of similar importance,
i.e., we are interested in a number ν ∈ R, such that
∥e(k+1)∥ < ν∥e(k)∥
is true for every error e(k) which implies
∥e(k)∥ < νk∥e(0)∥.
Such an upper bound is obviously given by ν := ∥G∥, but this bound is
in general too pessimistic. We would like to point out a connection to the
eigenvalues of G. In general we just have ∥G∥ ≥ ρ(G) for any matrix norm [40].
Equality holds for hermitian matrices, i.e.,
G = G∗ =⇒ ∥G∥ = ρ(G),
due to the fact that the singular values of hermitian matrices are equal to its
absolute eigenvalues [46]. Except for this class of matrices we at least find
that ρ(G) is an average measure due to the following formula.
Theorem 5.9 (Gelfand’s formula). We have
ρ(G) = lim
k→∞
∥Gk∥ 1k .
Proof. This formula is a direct consequence of Theorem 5.8 applied to G
ρ(G)+ε
and G
ρ(G)−ε , ε > 0, in order to obtain ∥Gk∥
1
k < ρ(G)+ ε and ∥Gk∥ 1k > ρ(G)− ε
respectively for large k.
Thus, for large k we find
∥e(k+1)∥ ≈ ρ(G)∥e(k)∥
as long as the initial error e(0) contains a component in direction of the eigen-
function corresponding to the largest absolute eigenvalue. Thus, ρ(G) is often
referred to as the general convergence factor.
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5.2. Splitting methods
The operator S of an iterative method (I−S−1A) often results from a splitting
of the system matrix A. We introduce certain splitting methods and bring it
into the context of Chapter 4 in order to extract the eigenvalues of the error
propagator using the algorithms in Appendix A.
In the following we consider the translationally invariant operator
L : L(T sA,Z)→ L(T sA,Z), (Lf)(x) :=
∑︂
y∈TA,Z
m
(y)
L f(x+ y), |s| = m.
Then, the system matrix A obtained from the commutative diagram
L(T sA,Z) L(T sA,Z)
L(T T
s
A,Z
Z,Z ) L(T
T s
A,Z
Z,Z ).
L
η η
A
is a block matrix consisting of the blocks m(y)L ∈ Cm×m.
Non-overlapping block methods
Now consider a splitting of the system matrix A into a block-diagonal part
AD, (AD)i,i = m(0)L , and the lower and upper remainder AL and AU , i.e.,
schematically we have
A = AD + AL + AU
.
The most common splitting methods are
1. relaxed (block-)Jacobi,
SJ,ω :=
1
ω
AD,
2. and relaxed (block-)Gauss-Seidel,
SGS,ω =
1
ω
AD + AL,
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where ω = 1 corresponds to the unrelaxed scheme, ω < 1 to under- and ω > 1
to over-relaxation. The Jacobi scheme is obviously translationally invariant
itself with
(LJ,ωf)(x) = (η−1SJ,ωηf)(x) =
1
ω
m
(0)
L f(x).
In contrast, the Gauss-Seidel method is not translationally invariant. But,
provided that the unknowns are lexicographically ordered and that A only
interacts with neighbors of small distance, i.e.,
m
(y)
L = 0 ⇔ ∥y∥2 < d
for some d > 0, an application of Gauss-Seidel can be expressed as a mul-
tiplication operator for all unknowns with distance greater than d from the
boundary.
Thus, in order to analyze a (block)-Gauss-Seidel scheme, we use the multipli-
cation operator
(LGS,ωf)(x) =
∑︂
y<x
m
(y)
L f(x+ y) +
1
ω
m
(0)
L f(x),
where y < x corresponds to the ordering of the unknowns.
Remark 5.10. The application of a block Jacobi or Gauss-Seidel sweep with
a blocksize smaller than the size of the structure element of the given crystal
operator results in an additional splitting of the central multiplier m(0)L . An
example is given in Section 6.3 in the analysis of the Kaczmarz method applied
to the tight-binding Hamiltonian. (This basically corresponds to a scalar Gauss-
Seidel method applied to a crystal operator with a structure element of size
2.)
Example 5.1. We again consider the discrete Laplacian of Example 1.1,
A = ηLη−1 : L(T TAZ,Z)→ L(T TAZ,Z)
with
Z =
[︄
1 0
0 1
]︄
, A = hZ =
[︂
a1 a2
]︂
, h = 120 .
By applying the relaxed Jacobi iteration, ω = 45 , to Ax = b with some highly
oscillating initial error e(0), we see in Figure 5.1 that this method quickly damps
the highly oscillatory part. In contrast, a (remaining) smooth error is only
reduced very slowly.
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0 1
2 1 0
1
2
1
−12
0
1
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(a) k = 0
0 1
2 1 0
1
2
1
−12
0
1
2
(b) k = 3
0 1
2 1 0
1
2
1
−12
0
1
2
(c) k = 5
0 1
2 1 0
1
2
1
−12
0
1
2
(d) k = 10
Figure 5.1.: The kth iteration error of (relaxed) Jacobi, ω = 45 , applied to
the Laplace equation after k = 0, 3, 5 and 10 iterations.
In order to explain this behavior, we take a look at the spectral radius of the
error propagator. The symbol of the error propagator is given by
Gk = (I − L−1J,ωL)k = (1−
h2
5 (L)k)
= (1− h
2
5
2
h2
(2− cos(2πk1)− cos(2πk2)))
= 15(1 + 2 cos(2πk1) + 2 cos(2πk2)).
A plot of the spectral radii ρ(Gk) is shown in Figure 5.2. This plot shows
the factor by which an error in the direction of e2πi⟨k,·⟩2 is decreased by one
Jacobi iteration. It can be seen that smooth functions, i.e., wave functions
corresponding to wavevectors k near the corners of P(B), B =A−T , are way
less damped than oscillatory wave functions.
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Figure 5.2.: Spectral radii of the relaxed Jacobi method Gk = (I − L−1J, 45L)k
plotted along P(B), B =A−T .
Colored and overlapping block-methods
Consider a subset s(1) of the structure element s, i.e.,
s(1) = (s
i
(1)
1
, . . . , s
i
(1)
k1
), {i(1)1 , . . . , i(1)k1 } ⊂ {1, . . . ,m},
such that
k1⋃︂
ℓ=1
{s
i
(1)
ℓ
} ⊂
m⋃︂
ℓ=1
{sℓ}.
A simultaneous update of all unknowns T s(1)A,Z corresponds to the method
(I − (L(1)J,ω)†L) with (L(1)J,ωf)(x) = (
1
ω
mP (1)m
(0)
L mP (1))f(x),
where mP (1) denotes a projection onto the subset s(1), i.e., it is a diagonal
matrix defined by
(mP (1))ℓ,j =
⎧⎨⎩1 if ℓ = j ∈ {i
(1)
1 , . . . , i
(1)
k1 }
0 else.
In matrix format this method relates to the error propagator
[I − (S(1)J,ω)†A] : L(T
T s
A,Z
Z,Z )→ L(T
T s
A,Z
Z,Z )
with
S
(1)
J,ω = ηL
(1)
J,ωη
−1 := 1
ω
AD(1)
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where the splitting is schematically given by
A = AD(1) + AL(1) + AU(1)
.
Using multiple such subsets s(1), . . . , s(s) with
s⋃︂
j=1
kj⋃︂
ℓ=1
{s
i
(j)
ℓ
} =
m⋃︂
ℓ=1
{sℓ},
the iterative method corresponding to the error propagator
s∏︂
j=1
(I − (L(j)J,ω)†L) or
s∏︂
j=1
(I − (S(j)J,ω)†A)
defines a colored block-method. In here, each s(i) corresponds to a single color.
An overlap exists if the domain decomposition is not disjoint.
Remark 5.11. Usually these subsets s(i) are chosen in a way, such that all
non-central multipliers mP (1)m
(y)
L mP (1), y ̸= 0, are 0. In this case the subsystem
decomposes into several small decoupled systems and the matrix inversion of
S
(1)
J,ω = AD(1) is cheap and can easily be parallelized.
Example 5.2. The red-black Gauss-Seidel method results from a splitting of
unknowns in two sets X = Xred∪Xblack such that any two unknowns xi, xj ∈ Xℓ,
ℓ = red, black, are not adjacent to each other as illustrated in Figure 5.3a. We
already introduced this crystal X ∼= Tˆ︁sC,Z, ˆ︁s := (0, a1), in Example 4.2 with
T
(0)
C,Z
∼= Xred and T (a1)C,Z ∼= Xblack. A simultaneous update of all unknowns of
one color is cheap if the underlying operator solely connects black with red and
red with black unknowns as it is the case for the discretized Laplacian
L = L[A, s] : L(TA)→ L(TA), A = h
[︄
1 0
0 1
]︄
.
The red-black error propagator is then defined as
G = (I − L†blackL[C, ˆ︁s])(I − L†redL[C, ˆ︁s]) : L(Tˆ︁sC,Z)→ L(Tˆ︁sC,Z),
where L[C, ˆ︁s] ∼= L[A, s] is simply the Laplacian with respect to Tˆ︁sC,Z and the
operators Lblack and Lred have the nonzero multipliers
m
(0)
Lred
=
[︄
1 0
0 0
]︄
m
(0)
L[C,ˆ︁s]
[︄
1 0
0 0
]︄
and m(0)Lblack =
[︄
0 0
0 1
]︄
m
(0)
L[C,ˆ︁s]
[︄
0 0
0 1
]︄
.
The spectral radii of the symbols Gk of the red-black error propagator are plotted
in Figure 5.3b with k ∈ P(B), B = C−T . Note, that we find 2 eigenvalues per
wavevector k. Thus, this plot is not directly comparable with Figure 5.2, where
we find 1 eigenvalue per wavevector, cf. Example 4.2.
We summarize how this result can be obtained using the algorithms of Ap-
pendix A.
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Figure 5.3.: a) Illustration of the red-black splitting, b) The spectral radius of
the symbol of the red-black Gauss-Seidel error propagator G : L(Tˆ︁sC)→ L(Tˆ︁sC)
plotted along P(B) , B = C−T .
Analysis of the red-black method using aLFA:
Define the discretized Laplacian L = L[A, s] : L(T sA) → L(T sA) with
A =
[︂
a1 a2
]︂
= 1
h
[︄
1 0
0 1
]︄
with the structure element s = (0) and
nonzero multipliers
m
(y)
L[A,s] =
⎧⎨⎩−
4
h2 y = 0
1
h2 y ∈ {±a1,±a2}.
Obtain the description of the discrete Laplacian w.r.t. the translational
invariance of the red-black splitting C =
[︂
a1 + a2 a1 − a2
]︂
via Algo-
rithm A.4:
L[A, s˜]← LatticeCoarsening(L[A, s],C)
Make sure that the structure elements of the domain and codomain are
ordered as desired, i.e., ˆ︁s = (0, a1), via Algorithm A.7:
L[C, ˆ︁s]← ChangeStructureElement(L[A, s˜], ˆ︁s, ˆ︁s)
Define the operators Lℓ : L(Tˆ︁sC)→ L(Tˆ︁sC) with nonzero multipliers m(0)Lℓ =
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pℓm
(0)
L[C,ˆ︁s]pℓ, ℓ ∈ {black, red } and
pred =
[︄
1 0
0 0
]︄
, pblack =
[︄
0 0
0 1
]︄
.
Compute the spectral radii with Algorithm A.1 via
ComputeSpectra(f, (I,L,Lred,Lblack)),
where f denotes the composition of the error propagators
(I,L,Lred,Lblack)
f↦−−→ (I − (Lblack)†L)(I − (Lred)†L).
Example 5.3. We show an example of a four-color overlapping block color
method applied to the Laplacian
L = L[A, s] : L(TA)→ L(TA), A = h
[︄
1 0
0 1
]︄
.
The four colors correspond to the non-disjoint splitting depicted in Figure 5.4.
This splitting is chosen in a way, such that each connected set of 9 unknowns
of one color does not interact with other unknowns of the same color with
respect to the discretized Laplacian. Thus, it is cheap to update all unknowns
corresponding to one color at once. The splitting/coloring has a translational
invariance of C := 4A. Rewriting the lattice torus TA as a crystal torus with
respect to the lattice L(C), i.e., TA ∼= T tC, we find that the structure element
t = (t1, . . . , t16) ∼= TA,C consists of the 16 elements
t = (i · a1 + j · a2)i,j=0,...,3
= (0, a1, . . . , 3a1, a2, a1 + a2, . . . , 3a1 + 3a2).
The non-disjoint splitting is then given by the structure elements
s(1) = (i · a1 + j · a2)i,j=0,...,2 = (t1, t2, t3, t5, t6, t7, t9, t10, t11); τ (1) := 0
s(2) = s(1) + 2a1 =: s(1) + τ (2)
s(3) = s(1) + 2a2 =: s(1) + τ (3)
s(4) = s(1) + 2a1 + 2a2 =: s(1) + τ (4).
such that T s(1)C ˆ︁= 1 ,T s(2)C ˆ︁= 2 ,T s(3)C ˆ︁= 3 and T s(4)C ˆ︁= 4 .
A simple way to obtain the corresponding error propagator of the splitting
method, which updates the unknowns corresponding to T s(ℓ)C simultaneously, is
to simply derive them from the underlying system operator L as follows. First,
we need to find a description ˆ︁L of the underlying operator, the discretized
Laplacian L, with respect to the translational invariance of the splitting C.
After that the structure element needs to be adjusted such that all unknowns
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and their couplings among each other are found within the central multiplier
m
(0)ˆ︁L . Consider the structure element t. As can be seen in Figure 5.4, the
coupling among the unknowns s(ℓ) which we want to update simultaneously are
found in the multipliers:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
m
(0)ˆ︁L if ℓ = 1,
m
(0)ˆ︁L ,m(±c1)ˆ︁L if ℓ = 2,
m
(0)ˆ︁L ,m(±c2)ˆ︁L if ℓ = 3,
m
(0)ˆ︁L ,m(±c1)ˆ︁L ,m(±c2)ˆ︁L if ℓ = 4.
Thus, in order to obtain suitable descriptions for t(ℓ), ℓ ∈ {2, 3, 4}, we need to
consider shifted versions L[C, t(ℓ)] ∼= ˆ︁L with
t(ℓ) := t+ τ (ℓ) (5.2)
Then, the error propagator corresponding to a block Jacobi update can be written
as
G(ℓ) = (I − (L(j))†L[C, t(ℓ)]) : L(T t(ℓ)C )→ L(T t
(ℓ)
C )
with (L(ℓ)f)(x) := (mPm(0)L[C,t(ℓ)]mP )f(x) where mP is the diagonal matrix
(mP )ii =
⎧⎨⎩1 i ∈ {1, 2, 3, 5, 6, 7, 9, 10, 11}0 else. (5.3)
A plot of the spectral radii of the error propagator which updates all four colors
successively (G = ∏︁4ℓ=1G(ℓ)) is given in Figure 5.4b. Note once again that this
plot cannot be directly compared with Figure 5.2 or Figure 5.3b, since we are
only looking the largest of 16 eigenvalues per wavevector.
We summarize the procedure in which we obtain the error propagators and
their spectral radii by making use of the algorithms given in Appendix A.
Analysis of the 4-color overlap method using aLFA:
Denote the discretized Laplacian with L = L[A, s] and obtain the descrip-
tion of the discretized Laplacian with respect to the translational invariance
of the splitting via Algorithm A.4:
ˆ︁L← LatticeCoarsening(L[A, s],C).
Adjust the structure elements, such that the connections among the un-
knowns updated simultaneously are found within the central multiplier
via Algorithm A.7:
L[C, t(ℓ)]← ChangeStructureElement(ˆ︁L, t(ℓ), t(ℓ)),
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Figure 5.4.: a) Illustration of the domain composition corresponding of the
four color overlap method. Each unknown belongs 1, 2 or 4 different colors.
The iterative method successively updates unknowns of one color. b) Spectral
radii of the symbols of G = ∏︁4ℓ=1G(ℓ) with k ∈ P(B), B = (4A)−T .
where t(ℓ) is defined according to equation (5.2). Use mP as defined in equa-
tion (5.3) to define the operators
L(ℓ) : L(T t(ℓ)C )→ L(T t
(ℓ)
C ), m
(0)
L(ℓ) := mPm
(0)
L[C,t(ℓ)]mP .
The computation of the eigenvalues of the error propagator is then carried
out with Algorithm A.1 via
ComputeSpectra(f, (I,L,L(1),L(2),L(3),L(4)))
where the function f denotes the composition of the error propagators
(I,L,L(1),L(2),L(3),L(4)) f↦−−→
4∏︂
ℓ=1
(I − (L(ℓ))†L) := G.
5.3. Multigrid methods
We introduce multigrid methods from a matrix point of view before putting
them into the context of Chapter 4 using an example. In Example 5.1 we
demonstrated that a splitting method is able to quickly reduce errors in the
direction of eigenvectors corresponding to large eigenvalues. Errors in the
direction of the eigenvectors corresponding to small eigenvalues, on the other
hand, remained virtually unaffected. This behavior showed up as the smooth-
ing of the error. A multigrid method relies on the efficient interplay between a
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smoother G, which typically is one of the simple stationary iterative schemes
of Chapter 5, and a coarse grid correction that is able to treat error compo-
nents untouched by the smoother on a coarser scale. In order to formulate the
coarse grid correction one first has to specify suitable coarse degrees of freedom.
Oftentimes this corresponds to a splitting of the grid points X (|X| = n) of
the current level into variables which are used on the coarse grid, Xc, and the
remainder Xf . Once the choice of coarse degrees of freedom has been made,
appropriate interpolation and restriction operators need to be defined
P : Rnc → Rn and R : Rn → Rnc ,
where nc denotes the number of coarse degrees of freedom, e.g., nc = |Xc|.
Additionally, we need to find a suitable coarse grid operator
Ac : Rnc → Rnc .
One typical choice is Ac = RAP and in the case of A being symmetric the
restriction operator is typically chosen as P T , which results in a Galerkin coarse
grid correction. The system matrix Ac should in general be chosen in way such
that the solution of Acxc = rc is equal to the coarse representation of the fine
grid error. A pseudo-code of the two-grid method is given in Algorithm 5.1.
The (V -cycle) multigrid method is obtained by replacing successively (Ac)† by
(a single iteration of) another two-grid method [47].
Algorithm 5.1: Tentative two-grid method.
Input: Initial guess x(0)
1 for m = 2, . . .
2 x(m) = Gν1(A, x(m−1), b) ▷ pre-smooth ν1 times
3 rc = R(b−Ax(m)) ▷ coarsen the residual
4 xc = (Ac)†rc ▷ solve the coarse grid problem
5 x(m) = x(m) + Pxc ▷ interpolate and correct
6 x(m) = Gν2(A, x(m), b) ▷ post-smooth ν2 times
We can write the two-grid and the multigrid method in terms of a linear
iterative method (I − S−1A) provided that the initial guess x(0)k is zero on
every grid level k and that the smoother is a consistent linear iterative method.
Lemma 5.12. The two-grid method is defined by the error propagators,
M = Gν2KGν1
and
K = [I − PA−1c RA]
where G denotes the error propagator of the smoother. These operators are
called two-grid operator and coarse grid correction operator, respectively.
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Proof. The coarse grid correction of Algorithm 5.1 applied to some x(old) yields
x(new) = x(old) + PA−1c R(b− Ax(old))
= (I − PA−1c RA)x(old) + PA−1c Rb.
Thus, the method is a consistent linear iterative method with the associated
error propagator K = [I − PA−1c RA]. Since G is an error propagator itself,
the product M = Gν2KGν1 is again an error propagator.
Lemma 5.13. The m-grid multigrid method is defined by the error propaga-
tors
Mℓ = Gν2ℓ KℓGν1ℓ
and
Kℓ = (Iℓ − Pℓ[Iℓ+1 −Mℓ+1]A−1ℓ+1RℓAℓ),
for ℓ = 0, . . . ,m− 1 and Mm = 0. The operators Gℓ, Iℓ, Pℓ, Aℓ and Rℓ denote
smoother, identity, prolongation, grid operator and the restriction on grid level
ℓ.
Proof (by induction). Let m ∈ N be arbitrary. We obviously have that the
formula is correct for Mm−1 and thus we only need to prove the statement for
M0 while assuming that the formula is correct for M1, . . . ,Mm. One iteration
of the multigrid method is given by Algorithm 5.1 where solving the coarse
grid problem in line 5 is replaced by a single iteration of the iterative method
defined by the error propagator M1. As the initial guess x(0)1 of the coarse grid
problem
A1x1 = R0(b0 − A0x(old))
is equal to zero we can apply Lemma 5.6 and find
x1 = (I1 −Mγ1 )A−11 R0(b0 − A0x(old)).
Thus, for the coarse grid correction we find
x(new) = x(old) + P0x1
= x(old) + P0(I1 −M1)A−11 R0(b0 − A0x(old))
= (I0 − P0(I1 −M1)A−11 R0A0)x(old) + P0(I1 −M1)A−11 R0b0.
This implies the error propagator
K0 = (I0 − P0(I1 −M1)A−11 R0A0)
and hence M0 = Gν20 K0Gν10 .
In this thesis we restrict ourselves to a single pre-smoothing step (ν1 = 1)
and fully neglect post-smoothing (ν2 = 0) and thus only consider the simple
two-grid error propagator given by
M = KG.
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Analysis of a multigrid method via aLFA
We already demonstrated how to use the algorithms in Appendix A in order
to analyze smoother G in Section 5.2. In order to extract the spectrum of a
two-grid method
M = KG,
we further have to specify the coarse grid correction operator K. As an exam-
ple we consider the full coarsening strategy with the full weighting (Galerkin)
scheme which is commonly used for scalar elliptic discretized PDEs on rectangu-
lar grids. A schematic stencil of the full weighting restriction and prolongation
is given in Figure 5.5. The restriction operator is a multiplication operator
R : L(T t2A)→ L(T (0)2A),
where T t2A, A =
[︂
a1 a2
]︂
= 1
h
[︄
1 0
0 1
]︄
, t = (0, a1, a2, a1 + a2) ∼= TA,2A,
denotes the fine crystal rewritten with respect to the translational invariance
2A and T (0)2A denotes the coarse crystal. The nonzero multipliers of R are
given by
=m(−a1)R
[︂
0 2 0 1
]︂
=m(0)R
[︂
4 2 2 1
]︂
=m(−a1−a1)R
[︂
0 0 2 1
]︂
=m(−a2)R
[︂
0 0 0 1
]︂
The spectral radii of the two-grid correction operator can be obtained with
Algorithm A.1 via
ComputeSpectra(f, I, R, L,G),
where the function f denotes the composition of the error propagators
(R,L,G) f↦−−→ (I −RT (RLRT )†RL)G = KG =M.
Numerical results
In this section we show results for the Galerkin multigrid method with the
previously introduced full weighting scheme applied to the Laplacian on the
rectangular grid.
As a smoother G we consider the four different methods introduced in Sec-
tion 5.2, namely
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(a) Restriction operator R (b) Interpolation operator P = RT
Figure 5.5.: Schematic stencil of the full weighting intergrid operators.
1. the relaxed Jacobi (ω = 45),
2. (unrelaxed) lexicographic Gauss-Seidel,
3. (unrelaxed) red-black Gauss-Seidel and
4. the (unrelaxed) four-color overlap block method.
In Figure 5.6 the plots of the spectral radii of the two-grid error propagators
M = KG
for the first three smoothers are given with respect to 2−1B = (2A)−T whereas
the analysis in case of the overlap smoother is given with respect to 4−1B =
(4A)−T . In Figure 5.7 a plot of the measured asymptotic convergence rate
of an actual implementation of the multigrid method with respect to the
discretization parameter h is given. It can be seen that the convergence
estimate mostly coincides with the measured rate. In the case of the Jacobi
smoother the estimate is exact as long as the tested torus size T sA,Z is large
enough, i.e., the resolution of the dual space is fine enough. To be more
precise, the estimate is exact iff k ∈ (TA,Z)∗, where k is the wavevector
corresponding to the largest eigenvalue ρ = ρ((KG)k) (cf. Remark 4.21). The
convergence estimate in the case of the lexicographic Gauss-Seidel smoother
is only asymptotically (h→ 0) exact due to the fact that the representation
as a multiplication operator is only correct for the unknowns that are not
located at the bottom or left boundary due to the lexicographical ordering
(cf. Section 5.2).
Remark 5.14. In the case of the four-color overlap block method we used the
ordering (cf. Figure 5.4a)
s(1) → s(4) → s(2) → s(3)
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Figure 5.6.: Spectral radii of the symbols of the two-grid error propagator
M , B =A−T . (a) relaxed Jacobi, (b) Gauss-Seidel, (c) red-black Jacobi, (d)
four color overlap block
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Figure 5.7.: Measured two-grid asymptotic convergence rate with respect to
different smoother: relaxed Jacobi, Gauss-Seidel, red-black
Gauss-Seidel, four color block overlap.
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to obtain the convergence estimate of ρ = ρ(KG1G4G2G3) = 0.043.
Out of the 24 possible permutations, we obtain a total of 3 different convergence
estimates. The other two convergence rates are for example found using the
orderings 1, 2, 3, 4 and 1, 2, 4, 3 and the corresponding two-grid convergence
rates are
ρ(KG1G2G3G4) = 0.0625 and ρ(KG1G2G4G3) = 0.11.
We are going to study symmetries of the two-grid method for this smoother in
detail in Section 5.4.
In Figure 5.8 we also show results of the m-grid analysis, m = 3, 4, for the
Gauss-Seidel and the relaxed Jacobi (ω = 45) method. It can be seen that the
asymptotic convergence rate only changes very slightly from 2 to 4 grid. This
means that the convergence rates of the two-grid method can be maintained
without solving the coarse grid problems exactly.
5.4. Symmetries in colored smoothers
As mentioned in the numerical results of Section 5.3, out of the 4! = 24 possible
permutations
σ ∈ Sym4 := {σ : {1, 2, 3, 4} → {1, 2, 3, 4}, bijective}
of the four color overlap smoother we only obtain 3 different convergence rates
when it is used in the two-grid method using full-coarsening:
{ρ(K
4∏︂
i=1
Gσ(i)) : σ ∈ Sym4} = {0.043, 0.0625, 0.11}.
In this section we discuss how to systematically work out the symmetries of
a two-grid error propagator. As the number of permutations grows factorial
with the number of different colors, it can be useful (or even necessary) to
reduce the number of orderings to be analyzed beforehand instead of testing
them all.
On the one hand, there is a simple algebraic argument which lets us reverse
the order of the smoother without changing the convergence rate, i.e.,
ρ(KG1G2 . . . Gm) = ρ(KGmGm−1 . . . G1).
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Figure 5.8.: Spectral radii of the symbols of the m-grid error propagator,
B = A−T . (a) Relaxed Jacobi, ω = 45 , m = 3, (b) Relaxed Jacobi, ω =
4
5 ,
m = 4 (c) Gauss-Seidel, m = 3, (d) Gauss-Seidel, m = 4.
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Theorem 5.15 (Algebraic symmetry). Consider the operator
(I − L1L)(I − L2L) · · · (I − LmL) ∈ Cn×n
where I ∈ Cn×n denotes the identity, L1, L2, . . . , Lm ∈ Cn×n are symmetric,
i.e., Li = LTi , and L ∈ Cn×n is nonsingular and symmetric. Then we have
spec((I − L1L)(I − L2L) · · · (I − LmL))
= spec((I − L1L)(I − LmL)(I − Lm−1L) · · · (I − L2L)).
Proof. A straightforward calculation yields:
spec((I − L1L)(I − L2L) · · · (I − LmL))
= spec([(I − L1L)(I − L2L) · · · (I − LmL)]T )
= spec(L−1(I − LLm)LL−1(I − LLm−1) · · · (I − LL1)L)
= spec((I − LmL)(I − Lm−1L) · · · (I − L1L))
= spec((I − L1L)(I − LmL)(I − Lm−1L) · · · (I − L2L))
On the other hand, the coarse grid correction operatorK usually fulfills several
geometric symmetries which can potentially be applied to the smoother in
order to work out equivalent orderings. These symmetries can simply be
worked out by making use of the so-called two-dimensional space groups also
known as the wallpaper groups [1], which are mathematical classifications of
two-dimensional repetitive patterns. For our purpose, a repetitive pattern
simply corresponds to a crystal. Besides its translational invariance there
can be the following elementary symmetric operations which map a crystal to
itself:
• n-fold rotations, (n = 2, 3, 4, 6),
• reflections and
• glide reflections.
As there are only 17 different wallpaper groups in total, one can quickly work
out to what wallpaper group a given crystal corresponds.
Remark 5.16. In this section we restrict ourselves to the 2-dimensional case.
A generalization to any dimension is possible, but more complicated [29].
As an example we consider the four-color smoother introduced in Example 5.3
in combination with the full-coarsening scheme. The fine crystal with respect
to the lattice basis 2A, given by
Lt(2A), A = 1
h
[︄
1 0
0 1
]︄
, t = (0, a1, a2, a1 + a2),
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Figure 5.9.: The coarse crystal corresponds to the wallpaper group p4mm.
corresponds to the wallpaper group p4mm.1 This wallpaper group consists of
the following elementary symmetries:
rotations reflections
2 3 4 6 mirror- glide-
1 – 2 – 3 1
An illustration of the coloring of the smoother, the crystal Lt(2A) and its
symmetries is given in Figure 5.9. Here, the n-fold rotational centers are
depicted with diamonds (n = 2) and squares (n = 4), whereas solid lines
correspond to reflections and dashed lines to glide reflections. Each single
operator of the coarse grid correction K = (I −PL−1c RL) and thus the coarse
grid correction operator itself fulfills these symmetries as well. The application
of the geometric symmetry operations of p4mm to the coloring yields the
following permutations σi ∈ Sym4:
i symmetry operation σi
1 2-fold rotation (1, 3)(2, 4)
2 4-fold rotation (1, 2, 4, 3)
3 4-fold rotation (2, 3)
4 reflection (1, 3)(2, 4)
5 reflection (2, 3)
6 reflection ()
7 glide-reflection (1, 2, 4, 3)
In here, we use the cycle notation, i.e., a permutation σ = (s1, s2, . . . , sk)
corresponds to the mapping s1 ↦→ s2 ↦→ . . . ↦→ sk−1 ↦→ sk ↦→ s1.
These 7 permutations σi are generators of a permutation group
H = ⟨σ1, . . . , σ7⟩ := {σ : σ = σj1σj2 . . . σjk , ji ∈ {1, . . . , 7}}.2
1This wallpaper group is also known as p4m.
2This group H is actually isomorphic to the dihedral group D4.
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This group H is a subgroup of the symmetric group Sym4 and splits it into 3
different cosets Hg = {hg : h ∈ H}, g ∈ Sym4, of size 8, i.e.,
H \ Sym4 = {Hg : g ∈ Sym4} =: {H1, H2, H3} with:
H1 H2 H3
() (3,4) (2,3,4)
(2,3) (2,4,3) (2,4)
(1,2)(3,4) (1,2) (1,3,2)
(1,2,4,3) (1,2,3) (1,3)
(1,3,4,2) (1,4,2) (1,4,3,2)
(1,3)(2,4) (1,4,2,3) (1,4,3)
(1,4) (1,3,4) (1,2,3,4)
(1,4)(2,3) (1,3,2,4) (1,2,4)
These cosets can for example be computed with GAP, a system for computa-
tional discrete algebra [16]. For each j ∈ {1, 2, 3} we have⃓⃓⃓⃓
⃓
{︄
ρ(K
4∏︂
i=1
Gσj(i)) : σj ∈ Hj
}︄⃓⃓⃓⃓
⃓ = 1
and each Hj corresponds to a specific shape:
j 1 2 3
Shape of Hj
ρ(K
4∏︁
i=1
Gσj(i)) 0.0625 0.11 0.043
For this two-grid method the algebraic symmetry (cf. Theorem 5.15) does not
further reduce the number of distinct orderings, but, for example, the fact that
the convergence rates of full-coarsening in combination with either red-black or
black-red smoothing are equal, i.e., ρ(KGredGblack) = ρ(KGblackGred) = 0.25,
is a consequence of this algebraic symmetry and not due to geometric reasons
(cf. Section 5.3).
5.5. Smoothing analysis
In the analysis and construction of multigrid methods a so-called smoothing
analysis is very common. An introduction to this type of analysis is for example
given in [47]. Such an analysis assumes an idealized coarse grid correction
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which completely eliminates smooth errors. We start by reviewing some of the
examples already discussed, before presenting a general approach to smoothing
analysis in the aLFA framework.
Recall, that we computed the spectrum of the Jacobi method via its symbols
Gk, k ∈ T ∗A,Z in Example 5.1. In here, the wavevectors k ∈ T ∗A,Z near L(A−T )
correspond to smooth functions e2πi⟨k,·⟩2 : T (0)A,Z → C. Thus, a smoothing
analysis is done by discarding certain wavevectors, i.e., the smoothing analysis
corresponds to the computation of the quantity
sup{ρ(Gk) : k ∈ T ∗A,Z not near L(A−T )}.
We specify this statement by considering the coarse crystal T (0)2A,Z we used
in Section 5.3. For reasons of dimensionality, i.e., |TA,2A| = 4, at most a quarter
of all wavefunctions e2πi⟨k,x⟩2 , k ∈ T ∗A,Z, can be eliminated. For each k ∈
P(A−T ) the idealized coarse grid correction with respect to this coarse crystal
is assumed to remove exactly the smoothest out of the four wavefunctions
e2πi⟨k+kj ,·⟩2 : T (0)A,Z → C, (k1, k2, k3, k4) ∼= T ∗A,2A, that is
j = argmin
j∈{1,2,3,4}
{∥k + kj − kˆ∥2 : kˆ ∈ L(A−T )}. (5.4)
In Figure 5.10a a plot of the smoothing analysis for the relaxed Jacobi method
is given, where the areas corresponding to equation (5.4) are greyed out.
However, the smoother to be analyzed may have a coarser translational in-
variance Aˆ, L(Aˆ) ⊂ L(A), than the underlying system operator and thus
mixes wavefunctions e2πi⟨k,·⟩2 : T (0)A,Z → C. If this translational invariance is
smaller than the coarse crystal, i.e., L(2A) ⊂ L(Aˆ), which is the case for
Jacobi, lexicographic Gauss-Seidel and red-black Gauss-Seidel, we can analyze
the smoother with respect to the translational invariance L(2A). That is, we
compute the symbols Gk ∈ C4×4 of G : L(T uC,Z)→ L(T uC,Z), u ∼= T (0)A,2A, with
respect to the standard ordered basis
[︂
e1,k e2,k · · · e4,k
]︂
, cf. Theorem 4.4.
Next, we transform these symbols according to Remark 4.22 in order to obtain
the transformation matrix Gˆk = E−1GkE with respect to the ordered basis
E given by Theorem 4.8. This ordered basis E consists of the four basis
functions 14(ηe
2πi⟨k+kj ,·⟩2), j = 1, 2, 3, 4, where η : L(T (0)A,Z) → L(T uC,Z) is the
natural isomorphism between the fine crystal representations, cf. Definition 4.6.
The smoothing analysis now amounts to the computation of sup{ρ(ZkGˆk) :
k ∈ P((2A)−T )}, where Zk corresponds to the filter which discards smooth
wavefunctions. Thus, Zk ∈ C4×4 is a diagonal matrix, where (Zk)j,j is either
1 or 0 depending on whether the wavevector k + kj corresponds to a low or
high frequency mode, cf. equation (5.4). In case the smoother does not mix
frequencies, i.e., it can be analyzed with respect to the translational invariance
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Figure 5.10.: Smoothing analysis of the relaxed (ω = 45) Jacobi iteration,
ρmax = 0.6, B = A−T . (a) A plot of the spectral radii Gk with respect to
the spaces of harmonics Hˆk of L(T (0)A,Z). The areas corresponding to smooth
wavefunctions are greyed out. (b) A plot of ρ(ZkGˆk) with respect to the spaces
of harmonics Hk of L(T u2A,Z), u ∼= TA,2A, where Zk corresponds to the filter
which discards smooth wavefunctions. The plot in (b) can be obtained from
(a) by taking the maximum of the superimposition of its four quarters.
A of the underlying system operator, a connection from the simple smoothing
analysis, where certain areas of P(A−T ) are discarded, to this general analysis
is apparent due to the fact that the transition from L(T (0)A,Z) to L(T u2A,Z) is
a superimposition in frequency space, cf. Theorem 4.8. For example, the plot
of ρ(ZkGˆk) in Figure 5.10b, where G corresponds to relaxed Jacobi, can be
obtained from Figure 5.10a by taking the maximum of the superimposition of
the four quarters (excluding the grey zones). Plots of ρ(ZkGˆk) for lexicographic
Gauss-Seidel and red-black Gauss-Seidel are given in Figures 5.12a and 5.12b.
In case the translational invariance of the smoother is coarser than the trans-
lational invariance of the coarse grid as it is the case for the four-color overlap
smoother (4A vs. 2A), we lift the analysis to the function space L(T uˆ4A,Z),
uˆ ∼= T (0)A,4A. Due to a coarsening ratio of a quarter, Zk now has to eliminate
the smoothest 4 of the 16 basis functions.
The predictions obtained by the smoothing analysis coincide with the actual
convergence rate using the full-weighting Galerkin scheme in case of relaxed
Jacobi (.6) and red-black Gauss-Seidel (.25). The predictions of lexicographic
Gauss-Seidel (smoothing analysis: .5, two-grid analysis: .4) and the four-color
overlap scheme (smoothing analysis: .057, two-grid analysis: .043) are slightly
off, cf. Figure 5.6.
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L(S)
L(A) L(Cˆ)
L(C)
Lift of HA
k
via η
Figure 5.11.: Arrangement of translational invariances (L(A) system opera-
tor, L(S) smoother, L(C) coarse grid) in the general smoothing analysis, where
L(Cˆ) denotes the least common sublattice of all translational invariances.
General smoothing analysis As already seen, the smoothing analysis via
the basis lifting of Theorem 4.8 is particularly simple if the translational
invariances of the system operator A, of the smoother S and the coarse grid
C are nested. That is, in case L(C) ⊂ L(S) ⊂ L(A) the basis of HAk is lifted
to L(T T
s
A,C
C,Z ) and the smoothest |s| of the |TA,C| · |s| basis functions need to be
discarded by Zk.
If on the other hand L(S) ⊂ L(C) ⊂ L(A), the basis ofHAk is lifted toL(T
T s
A,S
S,Z )
and the |TA,S| · |TA,C|−1 · |s| smoothest of the |T ∗A,S| · |s| basis functions are
discarded by Zk.
This leaves the case, where both L(S) ⊂ L(A) and L(C) ⊂ L(A), but neither
L(S) ⊂ L(C) nor L(C) ⊂ L(S). In that case a smallest common sublattice
L(Cˆ) can be found according to Theorem 3.6 such that L(Cˆ) ⊂ L(S) and
L(Cˆ) ⊂ L(C). Lifting the basis of HAk to L(T
T s
A,Cˆ
Cˆ,Z
) the smoothing analysis
discards the |TA,Cˆ|·|TA,C|−1 ·|s| smoothest of the |TA,Cˆ|·|s| basis functions. The
arrangement of translational invariances of this most general case is illustrated
in Figure 5.11.
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Figure 5.12.: Spectral radii of the symbols ZkGˆk which correspond to the
smoothing analysis for different choices of G. (a) lexicographic Gauss-Seidel,
(b) red-black Gauss-Seidel, (c) four color overlap block smoother.
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Chapter6
Graphene
In this chapter we study the geometric structure of graphene, the tight-binding
Hamiltonian operator L and finally construct and analyze a multigrid method
for linear systems of equations originating from this operator. As already men-
tioned in the introduction, several results of this chapter are already published
in [23]. In this article the results are obtained using conventional LFA. Due
to the hexagonal structure of graphene, the lexicographic ordering of Kacz-
marz and the mixing analysis of the coarse grid correction which involves a
mixing of eight frequencies, the analysis turned out to be quite lengthy. In
this chapter we stick to the terminology of Chapters 3 and 4 and make use of
the algorithms of Appendix A to analyze the problem and the method even
though we do not explicitly state the function calls as we did in Section 5.2.
We furthermore present some additional results, such as an in-depth analysis
of the coarse grid correction and a parallelizable block smoother which are not
contained in [23].
6.1. Crystal structure of graphene
Carbon materials occur in many different allotropes. Besides the well-known
forms of graphite and diamond, researchers recently isolated graphene, a single
layer of carbon atoms bonded in a hexagonal or honeycomb structure. The
distance a of two neighboring carbon atoms in graphene is approximately
1.42A˚ = 1.42 · 10−10m. Graphene is the basic element of fullerenes, which are
molecules of carbons in the form of a sphere (Buckminsterfullerene C60), tubes
(carbon nanotubes) and many other shapes [14, 20].
The graphene structure can be described as a crystal Ls(A) where the under-
lying lattice is triangular. This means that each three nearby lattice points
79
CHAPTER 6. GRAPHENE
a2
a1
s1 s2
Figure 6.1.: The graphene crystal Ls(A) and all its elementary symmetry
operations. ( atom of type A, atom of type B)
form an equilateral triangle. We have
Ls(A), a1 = (
3
2 ,
√
3
2 )a, a2 = (
3
2 ,−
√
3
2 )a,
with the structure element
s = (s1, s2), s1 = (a, 0) =
1
3(a1 + a2), s2 = (2a, 0) =
2
3(a1 + a2).
To distinguish the atoms we denote L(A) + s1 by type A and L(A) + s2
by type B. As illustrated in Figure 6.1, this crystal Ls(A) possesses several
symmetries besides the translational invariance. In here n-fold rotational
symmetry centers are depicted with diamonds (n = 2), triangles (n = 3) and
hexagons (n = 6), whereas solid lines correspond to reflections and dashed lines
to glided reflections. It is well-known that the crystal symmetries correspond to
the wallpaper group p6mm,1 i.e., the following elementary symmetry operations
map the crystal to itself:
rotations reflections
2 3 4 6 mirror- glide-
1 1 – 1 2 2
6.2. Tight-binding Hamiltonian
In order to calculate the electronic band structure of graphene a tight-binding
Hamiltonian approach can be used which considers electrons hopping between
1This wallpaper group is also known as p6m.
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atoms with a hopping energy t that only depends on the distance of the atoms.
Such an operator is defined by
Lt : L(T sA,Z)→ L(T sA,Z), (Ltf)(x) :=
∑︂
y∈TA,Z
m
(y)
Lt f(x+ y)
with
m
(y)
Lt =
[︄
t(∥y∥2) t(∥y + s1∥2)
t(∥y − s1∥2) t(∥y∥2)
]︄
for some function t : {∥x + sℓ∥2 : x ∈ L(A), ℓ = 1, 2} → R. The hopping
energy t decreases exponentially with distance. Thus, good approximations are
already achieved by considering only couplings to the nearest, next-nearest and
next-to-next nearest-neighbors. To simplify the notation, let n0, n1, . . . ,∈ R
denote the ordering of the distances {∥x+sℓ∥2 : x ∈ L(A), ℓ = 1, 2} = ∪j{nj},
i.e.,
ni < nj ⇔ i < j.
We then denote the tight-binding Hamiltonian Lt with the hopping energies
t(ni) =
⎧⎨⎩ti for i = 0, 1, . . . ,M0 else.
by L[t0,t1,...,tM ]. For example, in the case of L = L[t0,t1] we have
(Lf)(x) :=
∑︂
y∈TA
m
(y)
L f(x+ y)
for all x ∈ TA with nonzero multipliers
=m(0)L
[︄
t0 t1
t1 t0
]︄
=m(−a2)L
[︄
0 t1
0 0
]︄
=m(a1)L
[︄
0 0
t1 0
]︄
=m(−a1)L
[︄
0 t1
0 0
]︄
=m(a2)L
[︄
0 0
t1 0
]︄
as illustrated in Figure 6.2. Values [t0, t1, . . .] for the hopping energies found
in the literature [34] are approximately
t(1) = [0,−2.7]eV (t(3) = [−.36,−2.78,−.12,−.068]eV )
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c c
Figure 6.2.: Schematic stencil of the tight-binding Hamiltonian L[t0,t1] of
graphene (nearest-neighbor (NN) description).
in the nearest-neighbor NN (third-nearest-neighbor 3NN) description.
The eigenvalues (of the symbols) of the tight-binding Hamiltonians Lt(1) (NN)
and Lt(3) (3NN) are plotted in Figure 6.3 along P(B), where the dual lattice
basis is given by
B =A−T = 13a
[︄
1 1√
3 −√3
]︄
.
The wavevectors
K1 =
1
3b1 +
2
3b2, K2 =
2
3b1 +
1
3b2
are called Dirac points and correspond to the kernel of the tight-binding
Hamiltonian, i.e., spec[(L[0,−1])Kj ] = spec[(L[−.36,−2.78,−.12,−.068])Kj ] = {0}, j =
1, 2. Thus, the kernel of the tight-binding Hamiltonian is four-dimensional
and a basis is given by
EK1 ∪ EK2 = span{
[︄
e2πi⟨Kj ,x+s1⟩2
0
]︄
,
[︄
0
e2πi⟨Kj ,x+s2⟩2
]︄
: j = 1, 2}. (6.1)
The nearest-neighbor and third-nearest-neighbor Hamiltonians are obviously
very similar. The spectra basically only differ far away from the Dirac points.
Thus, if a multigrid method performs well in the nearest-neighbor case, it
certainly is a suitable preconditioner for the third-nearest-neighbor case. Due
to this fact we simply stick to the nearest-neighbor model for the remainder
of this chapter.
Remark 6.1. In fact, the off-diagonal elements of
(Lt)Kj =
∑︂
y
[︄
t(∥y∥2) t(∥y + s1∥2)
t(∥y − s1∥2) t(∥y∥2)
]︄
e2πi⟨Kj ,y⟩2 ,
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which correspond to the interaction between the two sublattices L(A) + s1 and
L(A) + s2, for an arbitrary t are always equal to zero. This is due to the
fact, that this sum can be grouped in triplets, each corresponding to the 3-fold
symmetry of the crystal. For each y = j1a1 + j2a2 ∈ L(A) we have
C± = t(∥y ± s1∥2) = t(∥R 2π
3
(y ± s1)∥2) = t(∥R 4π
3
(y ± s1)∥2),
where R 2π
3
denotes the (counter clockwise) rotation matrix. Due to
R 2π
3
s1 = s1 − a2 and R 4π
3
s1 = s1 − a1
the corresponding coefficients of C± are given by
e2πi⟨Kj ,y⟩2 , e
2πi⟨Kj ,R 2π
3
y⟩2
e2πi⟨Kj ,−a2⟩2 and e2πi⟨Kj ,R 4π3 y⟩2e2πi⟨Kj ,−a1⟩2 .
Using the equality e2πi⟨Kj ,Rθy⟩2 = e2πi⟨R−θKj ,y⟩2 and the fact that Rm 2π3 Kj ∈
L(B) +Kj, m ∈ Z, we find
e
2πi⟨Kj ,Rm 2π3 y⟩2 = e2πi⟨Kj ,Rn 2π3 y⟩2 for all m,n ∈ Z.
Thus, the sum is equal to the sum over all three 3rd roots of unity which is 0.
The diagonal entries of (Lt)Kj , corresponding to the intra-action of the A and
B sublattices, are in general not equal to zero. In the third-nearest-neighbor
description we have t0 = 3 · t2 and, because the six coefficients of t2, given by
e2πi⟨Kj ,±a1⟩2 , e2πi⟨Kj ,±a2⟩2 , e2πi⟨Kj ,±(a1−a2)⟩2 ,
sum up to −3, we find spec[(L[3t2,t1,t2,t3])Kj ] = {0}.
Remark 6.2. The wavefunctions on a graphene torus T sA,Z corresponding to
the Dirac points K1 and K2 are well defined, i.e., the tight-binding Hamiltonian
system is singular iff there are integer α, β ∈ Z as well as unimodular U, V ∈
Z2×2 such that
UA−1ZV = 3
[︄
α 0
0 β
]︄
.
6.3. Components of the geometric multigrid
method
As already mentioned in Section 6.2 we restrict ourselves to the nearest-
neighbor Hamiltonian L := L[0,−1]. In this section we present the components
of a geometric multigrid method to solve the linear system
Ax = b, A = ηLη−1 : L(T T
s
A,Z
Z,Z )→ L(T
T s
A,Z
Z,Z ).
As we use the Galerkin-approach, we only have to describe the smoother and
the interpolation operator.
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√
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(a) Nearest-neighbor model
spec ((L
t(3)
)k) · 12.78
−3
− 3
2
3
2
3
y
−
√
3
6a
0
√
3
6a
x
2
3a
b1
b2
K1
K2
(b) Third-nearest-neighbor model
Figure 6.3.: The eigenvalues of the tight-binding Hamiltonian plotted along
P(B), B =A−T .
Smoother
Due to the fact that the underlying system is (maximally) indefinite, many
splitting methods perform poorly or not at all. We found the following two
strategies which can be used as a smoother as part of a multigrid method.
Remark 6.3. The name smoother should not be taken literally in this context.
Eigenfunctions corresponding to eigenvalues nearby the Dirac points K1, K2
are highly oscillating. Such errors remain nearly unaffected by the methods
presented in the following.
Kaczmarz-method
The Kaczmarz iteration can be viewed as the (scalar) Gauss-Seidel iteration
on the normal equations ATAx = AT b [22]. For the nearest-neighbor model
(t = [0,−1]) we find
LTt · Lt = L[3,0,1] = L˜ : L(T sA,Z)→ L(T sA,Z),
which is a system without any interaction between the two triangular lattices
consisting solely of atoms of type A and B.2 We assume that the crystal points
are lexicographically numbered from bottom to top and left to right as depicted
2In the third-nearest-neighbor model such a decoupling does not occur.
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28
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0.3
0.3
0.3
0.3
0.6
0.6
0.9
0.9
(c)
Figure 6.4.: a) Lexicographic ordering of the graphene crystal. b) Status
of unknowns within a Kaczmarz iteration. Unknowns already updated ;
current unknown to be updated ; remaining unknowns not yet updated
. c) Spectral radii ρ(GK)k of the error propagator GK = (I − L−1K L[3,0,1])
of the Kaczmarz method plotted along P(B), B =A−T . We have ρ(GK) = 1.
in Figures 6.4a and 6.4b. Due to that ordering, we describe the Kaczmarz-
method with respect to the shifted structure element (cf. Section 4.3)
t = (t(1), t(2)), t(1) = s(1), t(2) = s(2) − a2.
The error propagator of the Kaczmarz method is given by
GK = (I − L−1K Lˆ) : L(T tA,Z)→ L(T tA,Z),
where Lˆ ∼= L˜. The operator LK is a multiplication operator with
(LKf)(x) =
∑︁
y∈TA,Z
m
(y)
LK
f(x+ y), m(y)LK =
⎧⎪⎨⎪⎩
0 if y1 > 0 or y2 > 0
tril(m(0)
Lˆ
) for y = 0
m
(y)
Lˆ
else.
This is the (block) Gauss-Seidel operator LGS defined in Chapter 5 with the
difference that we use the lower triangular part of the central multiplicator
m
(0)
Lˆ
instead of the complete 2× 2 block. A plot of ρ((GK)k) is given in Fig-
ure 6.4c.
Overlapping Hexagons
Consider the non-disjoint splitting/coloring of the graphene crystal into hexagons
as depicted in Figure 6.5. This splitting has a translational invariance of
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Figure 6.5.: Illustration of the domain decomposition into hexagons. Each
unknown belongs to 3 different colors.
C = 2A. Rewriting the graphene crystal T sA with respect to this coarser
lattice L(C), we find T sA ∼= T tC with the structure element
t = (t1, . . . , t8) = (s, s+ a1, s+ a2, s+ a1 + a2). (6.2)
The splitting is then given by the structure elements
t(1) = (t2, t3, t4, t5, t6, t7)
t(2) = t(1) + a2
t(3) = t(1) + a1
t(4) = t(1) + a1 + a2
such that T s(1)C ˆ︁= 1 ,T s(2)C ˆ︁= 2 ,T s(3)C ˆ︁= 3 and T s(4)C ˆ︁= 4 . Note, that the restriction
of the tight-binding formulation to a hexagon is a nonsingular linear system of
equations of size 6×6. For Hamiltonians of the type L[t0,t1] as in the case of the
nearest-neighbor description each two different hexagons of the same color do
not interact. Thus, a Jacobi sweep on the unknowns of one color is cheap and
additionally yields a good degree of parallelism. For operators with greater
interaction range one has to use more colors. For example, for operators of
type L[t0,...,t4] as it is the case in the third-nearest-neighbor description, one has
to use at least 7 colors to decouple the system as depicted in Figure 6.6. Plots
of the spectral radii of the error propagators corresponding to the four-color
overlap smoother
(Ghex41,2,3,4)k =
4∏︂
m=1
(I − L(m)J,ω L)k
using a relaxation of ω ∈ {12 , 1} are given in Figures 6.7a and 6.7b. Addition-
ally, in Figure 6.7c a plot of the spectral radii of (Ghex41,2,3,4) in dependence of the
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Figure 6.6.: Illustration of the domain decomposition into 7 hexagons. Each
unknown belongs to 3 different colors.
relaxation parameter ω ∈ [0, 1] is depicted. It can be seen that the spectral
radius is greater than 1 for any choice of ω. Thus, this method cannot be used
as a standalone solver.
Remark 6.4. The spectrum of Ghex4 does not depend on the ordering at all
due to the geometric symmetries of the graphene crystal (cf. Figure 6.1). Nev-
ertheless, the ordering has an impact when used as part of a multigrid method
as we will discuss in more detail in Section 6.5.
Intergrid transfer
We choose a coarsening of the graphene crystal in analogy to full-coarsening
of a rectangular grid depicted in Figure 6.8. The coarse crystal without the
fine grid points is simply given by
T 2s2A
which is again a honeycomb structure and a subset of the fine graphene crystal.
The latter is meant in the following sense. Recall from equation (6.2) that we
have T sA ∼= T t2A with the structure element
t = (t1, . . . , t8) = (s, s+ a1, s+ a2, s+ a1 + a2).
The structure element 2s of the coarse crystal T 2s2A corresponds to
2(s1, s2) = (s2, s1 + a1 + a2) = (t2, t7).
Thus, an atom of type Ac (Bc) on the coarse crystal is of type B (A) on the
fine lattice.
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Figure 6.7.: Plots of the spectral radii of the four-color block smoother
G = ∏︁m(I − L(m)J,ω L).
2a
2
2a1
t1
t2
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t8
Figure 6.8.: Coarsening strategy of the graphene crystal.
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The main idea in the construction of the interpolation operator
P = Pˆ ◦ I : L(T 2s2A) I↪−→ L(T t2A) Pˆ−→ L(T t2A) ∼= L(T sA),
is the exact preservation of the kernel modes of the tight-binding Hamiltonian.
Recall from equation (6.1) that the kernel is four dimensional and corresponds
to the two Dirac points K1 = 13b1 +
2
3b2, K2 =
2
3b1 +
1
3b2, B =A
−T . A kernel
function on the fine graphene crystal T sA is of the form
Ψf (x) =
∑︂
j=1,2
[︄
αj · e2πi⟨Kj ,x+s1⟩2
βj · e2πi⟨Kj ,x+s2⟩2
]︄
∈ L(T sA), αj, βj ∈ R, x ∈ TA.
The application of the natural isomorphism η : L(T sA) −→ L(T t2A) yields
[ηΨf ](x) =
∑︂
j=1,2
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
αj · e2πi⟨Kj ,x+t1⟩2
βj · e2πi⟨Kj ,x+t2⟩2
αj · e2πi⟨Kj ,x+t3⟩2
βj · e2πi⟨Kj ,x+t4⟩2
αj · e2πi⟨Kj ,x+t5⟩2
βj · e2πi⟨Kj ,x+t6⟩2
αj · e2πi⟨Kj ,x+t7⟩2
βj · e2πi⟨Kj ,x+t8⟩2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ L(T t2A), for all x ∈ T2A.
Now, consider such a function consisting of the same frequencies on the coarse
crystal
Ψc(x) =
∑︂
j=1,2
[︄
β˜j · e2πi⟨Kj ,x+2s1⟩2
α˜j · e2πi⟨Kj ,x+2s2⟩2
]︄
∈ L(T 2s2A), α˜j, β˜j ∈ R, x ∈ T2A.
The natural injection of this function into the function space L(T t2A) yields
(IΨc)(x) =
∑︂
j=1,2
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
β˜j · e2πi⟨Kj ,x+t2⟩2
0
0
0
α˜j · e2πi⟨Kj ,x+t7⟩2
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ L(T t2A), for all x ∈ T2A.
Thus, by choosing α˜j = αj and β˜j = βj, we preserve the kernel modes if Pˆ
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fulfills the following linear system of equations
Pˆ
∑︂
j=1,2
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
βj · e2πi⟨Kj ,x+t2⟩2
0
0
0
αj · e2πi⟨Kj ,x+t7⟩2
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
∑︂
j=1,2
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
αj · e2πi⟨Kj ,x+t1⟩2
βj · e2πi⟨Kj ,x+t2⟩2
αj · e2πi⟨Kj ,x+t3⟩2
βj · e2πi⟨Kj ,x+t4⟩2
αj · e2πi⟨Kj ,x+t5⟩2
βj · e2πi⟨Kj ,x+t6⟩2
αj · e2πi⟨Kj ,x+t7⟩2
βj · e2πi⟨Kj ,x+t8⟩2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(6.3)
for all x ∈ T2A , α1, α2, β1, β2 ∈ R. In order to fulfill these equations, the value
at a point located at x+ tj, j = 1, 3, 5, 7 (j = 2, 4, 6, 8), x ∈ T2A, needs to be
interpolated from the values at the coarse crystal points positioned at y + t7
(y + t2), y ∈ T2A. This means that a point of type A (B) need to interpolate
from coarse crystal points of the other species Bc (Ac).
The 2nd and 7th row of equation (6.3) are obviously fulfilled if we simply carry
over the values, thus we choose the identity on the fine crystal points which
make up the coarse crystal, i.e.,
P | L(T 2s2A)= id .
The other equations can be fulfilled by interpolating from at least two coarse
crystal points. For reasons which become clear in the theoretical analysis in
Section 6.4 we opt to use the four, instead of only two, closest coarse crystal
points of the opposite species. This choice is depicted in Figure 6.9. Consider
for example row 3 of equation (6.3). Here, the four interpolation points are
located at x ± a2 and x ± (2a1 − a2). The corresponding four interpolation
weights ω = (ωs, ˜︁ωs, ωℓ, ˜︁ωℓ) are obtained by solving[︄
e2πi⟨K1,a2⟩2 e2πi⟨K1,−a2⟩2 e2πi⟨K1,2a1−a2⟩2 e2πi⟨K1,−2a1+a2⟩2
e2πi⟨K2,a2⟩2 e2πi⟨K2,−a2⟩2 e2πi⟨K2,2a1−a2⟩2 e2πi⟨K2,−2a1+a2⟩2
]︄
ω =
[︄
1
1
]︄
⇔
[︄
e
4
3πi e−
4
3πi e0πi e−0πi
e
2
3πi e−
2
3πi e2πi e−2πi
]︄
ω =
[︄
1
1
]︄
⇔
[︄−12 − √32 i −12 + √32 i 1 1
−12 +
√
3
2 i −12 −
√
3
2 i 1 1
]︄
ω =
[︄
1
1
]︄
.
In order to fulfill these equations the shortrange interpolation weights need to
be equal, i.e., ˜︁ωs = ωs. The linear system of equations results in the relation
ωs = ωℓ + ˜︁ωℓ − 1 . (6.4)
Note, that this choice is also valid for the other fine crystal points due to the
three-fold rotational symmetry of the crystal. Finally, the representation as a
90
6.4. ANALYSIS OF THE COARSE GRID CORRECTION
multiplication operator of our prolongation
(Pf)(x) =
∑︂
y∈T2A
m
(y)
P f(x+ y), m
(y)
P ∈ R8×2,
is illustrated in Figure 6.9 and its nonzero multipliers are given by (0 is replaced
by · for the sake of readability):
=m(0)P
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
· ˜︁ωℓ
1 ·
· ωs
ωs ·
· ωs
ωs ·
· 1˜︁ωℓ ·
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=m(2a1−2a2)P
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
· ·
· ·
· ωℓ
ωℓ ·
· ·
· ·
· ·
· ·
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=m(−2a2)P
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
· ωs
· ·
· ωs
· ·
· ˜︁ωℓ
· ·
· ·
· ·
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=m(2a1)P
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
· ·
· ·
· ·
ωs ·
· ·˜︁ωℓ ·
· ·
ωs ·
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=m(−2a1−2a2)P
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
· ωℓ
· ·
· ·
· ·
· ·
· ·
· ·
· ·
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=m(2a1+2a2)P
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
· ·
· ·
· ·
· ·
· ·
· ·
· ·
ωℓ ·
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=m(−2a1)P
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
· ωs
· ·
· ˜︁ωℓ
· ·
· ωs
· ·
· ·
· ·
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=m(2a2)P
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
· ·
· ·
· ·˜︁ωℓ ·
· ·
ωs ·
· ·
ωs ·
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=m(−2a1+2a2)P
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
· ·
· ·
· ·
· ·
· ωℓ
ωℓ ·
· ·
· ·
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
6.4. Analysis of the coarse grid correction
In this section we analyze the influence of the interpolation weight combination
(cf. equation (6.4)) to the coarse grid correction. (Due to the fact that the
coarse grid correction operator is a projection, we do not get any insight by
extracting its eigenvalues. Thus, we instead proceed as follows.)
Recall that the derived interpolation weights ensure that the Dirac modes
e2πi⟨Kℓ,x⟩2 are exactly preserved. We not only want to preserve the Kernel,
we especially want that wave functions nearby are preserved as accurately as
possible due to the fact that any smoother performs poorly on errors in the
direction of eigenfunctions corresponding to small eigenvalues. Reconsider for
example row 3 of equation (6.3) which can be written as f(K1) = 0 with
f(k) = (e2πi⟨k,a2⟩2 + e2πi⟨k,−a2⟩2)ωs + e2πi⟨k,2a1−a2⟩2ωℓ + e2πi⟨k,−2a1+a2⟩2 ˜︁ωℓ − 1,
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where ωs = ωℓ + ˜︁ωℓ − 1. Now, using polar coordinates for the wavevector
k, i.e., k = K1 + p(r, ϕ), p(r, ϕ) = r[cos(ϕ), sin(ϕ)], an error measure of the
prolongation of wavefunctions in proximity to a Dirac point is given by
E(ωℓ, ˆ︁ωℓ) := sup
ϕ
{∥ ∂
∂r
f(K1 + p(r, ϕ))| r=0 ∥2}. (6.5)
(For symmetry reasons it is sufficient to consider a single row of equation (6.3)
around one Dirac point.) A plot of equation (6.5) is shown in Figure 6.10. As
one can see, the error E is constant along the distance to (12 ,
1
2) in the 1-norm.
Regarding this result, the best interpolation weight combination is given by
(ωℓ, ˆ︁ωℓ) = (12 , 12), and ωs = 0. Unfortunately, for this choice, the spectrum of
the coarse grid operator Lc = P TL[0,−1]P has additional kernel functions at
kˆ /∈ {K1, K2} as can be seen in Figure 6.11. As a result, the two-grid method
amplifies errors in the direction e2πi⟨kˆ+ε,x⟩2 for some small ε ∈ R2 which causes
divergence of the method. We now study which interpolation weights are
allowed with respect to the spectrum of Lc.
Lemma 6.5. Given an interpolation operator P with interpolation weights
ωℓ, ˆ︁ωℓ and ωs the Galerkin coarse grid operator
Lc = P TL[0,−1]P : L(T 2s2A)→ L(T 2s2A)
is given by
Lc = L[t0,t1,t2,t3,t4]
Figure 6.9.: Illustration of interpolation using weights ωs, ωℓ and˜︁ωℓ.
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Figure 6.10.: Error measure of the prolongation of wavefunctions in proximity
to a Dirac point in dependence of the interpolation weight combination (ωℓ, ˆ︁ωℓ).
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Figure 6.11.: Logarithmic plots of the spectra of Lc = P TL[0,−1]P for different
choices of the interpolation weights ωℓ = ˆ︁ωℓ and ωs = 2ωℓ − 1; color indicates
ρ((Lc)k). (From left to right: ωℓ = 0, ωℓ = 16 , ωℓ =
1
4 , ωℓ =
1
3 and ωℓ =
1
2).
with t0 = t2 = 0 and
t1 = −6ω2s − 4ωs − 4ωs(ωℓ + ˆ︁ωℓ)− 2ω2ℓ − 2ˆ︁ωℓ,
t3 = −2ω2s − 2ωℓ − 4ωswℓ − 2ˆ︁ω2ℓ ,
t4 = −2ωsωℓ − 2ωℓˆ︁ωℓ.
Proof. This result directly follows from Lemma 4.23.
The symbol of this coarse grid operator is in general given by
(Lc)k =
[︄
0 γωℓ,ˆ︁ωℓ(k)
γωℓ,ˆ︁ωℓ(k) 0
]︄
.
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Figure 6.12.: Plot of the area W ⊂ {(x, y − x) : x ∈ (0, 1), y ∈ (13 , 23)}
from which one can chose interpolation weight combination (ωℓ, ˆ︁ωℓ) as well as
several contour lines of the error measure E(ωℓ, ˆ︁ωℓ).
Using the result of Lemma 6.5 we found3 the contour lines of γωℓ,ˆ︁ωℓ(k) = 0
for fixed k ̸= {K1, K2}. Each contour line correspond to one ellipse and all
ellipses fill up R2 except a small area W ⊂ {(x, y − x) : x ∈ (0, 1), y ∈ (13 , 23)}
plotted in Figure 6.12. This plot also includes the contour lines of the error
measure E(ωℓ, ˆ︁ωℓ) (cf. equation (6.5)). We have
[0 ∈ spec((Lc)k)⇔ k ∈ {K1, K2}] ⇐⇒ (ωℓ, ˆ︁ωℓ) ∈ W,
which means that the two-grid method diverges if (ωℓ, ˆ︁ωℓ) /∈ W.
Thus, the best convergence rate of a two-grid method for any smoother is
most certainly found in the top-right region of W, i.e., near the line segment
(ωℓ, ˆ︁ωℓ) ∈ {(x− ε, 23 − x− ε) : x ∈ [16 , 12 ]} for some small ε > 0. Using only 2
interpolation weights is not allowed as both corresponding points (0, 0) and
(12 ,
1
2) are outside of W. Three instead of four interpolation weights can be
used due to (13 ,
2
3)×{0} ∈ W. Here, the weight combination (ωℓ, ωs) = (12 ,−12)
yields the best preservation of the wavefunctions close to the Dirac modes.
3Using a Computer Algebra System.
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6.5. Convergence rates of the multigrid method
In this section we present spectral radii of the derived two-grid method
M = KG
for the tight-binding formulation of graphene, where G corresponds to one
pre-smoothing iteration, with respect to various degrees of freedom. First,
we consider Kaczmarz smoothing and show the influence of the interpolation
weights on the actual convergence rate of the method (cf. Section 6.4). After
that, we analyze the overlapping hexagon smoother with four and seven colors.
Kaczmarz
We first consider the two-grid method with the error propagator M = KG,
where G corresponds to a single iteration of Kaczmarz. A plot of the spec-
tral radii ρ(M) of the two-grid error propagators for varying interpolation
weights (ωℓ, ˜︁ωℓ) ∈ W is shown in Figure 6.13. We have a relatively large
stable plateau of a convergence rate of [.75, .77]. Furthermore a connection
to the standalone analysis of the coarse grid correction (cf. Section 6.4) can
be seen. As predicted, the best convergence rate of ρ ≈ .749 is obtained for
a choice (ωℓ, ˜︁ωℓ) on the line segment {(x − ε, 23 − x − ε) : x ∈ [16 , 12 ]} which
corresponds to the best preservation of the wavefunctions nearby the Dirac
modes. However, the minimum along the line (ωℓ, 0) is not exactly found at
(12 , 0). Instead, a marginally better choice for this particular smoother can be
found at approximately (.545, 0).
In Figure 6.14 we show the spectral radii of the multigrid V -cycle error prop-
agator using m = 2, . . . , 6 levels of the multigrid hierarchy in combination
with a single pre-smoothing iteration of Kaczmarz. In here we used the in-
terpolation weights ωℓ = .5, ˜︁ωℓ = 0 and ωs = ωℓ + ˜︁ωℓ − 1 on each level. The
convergence rate decays only slightly from 2 to 3 grid, but stays constant for
m ≥ 3 which proves the robustness of multigrid method.
Overlapping Hexagons
In this section we analyze the two-grid method using the four and seven color
overlapping hexagon smoother introduced in Section 6.3.
For this two-grid method we have several additional degrees of freedom besides
the choice of the interpolation weights. We can furthermore freely choose
• the relaxation parameter ω ∈ (0, 1) and
• the ordering in which we update the blocks.
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Figure 6.13.: Plot of the spectral radii of the two-grid error propagator M =
KG using Kaczmarz smoothing with respect to the choice of the interpolation
weights (ωℓ, ˜︁ωℓ), ωs = ωℓ + ˜︁ωℓ − 1 (NN description).
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Figure 6.14.: Spectral radii of the m-grid error propagator with a single
pre-smoothing iteration of Kaczmarz.
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Figure 6.15.: The four color overlap splitting, the coarse graphene crystal
Lt(2A) and all its elementary symmetries.
Using four colors
First, we reduce the number of 4! = 24 different orderings in which one can
update four colors analogously to Section 5.4. The coarse grid correction
operator K fulfills the crystal symmetries of the wallpaper group p6mm as de-
picted in Figure 6.15. Due to the fact that most of these elementary symmetry
operations yield the same permutations, it is sufficient to consider for example
the six-fold symmetry σ1 := (1, 3, 2) ∈ Sym4 and the horizontal reflection
σ2 := (2, 3) ∈ Sym4 as generators for the permutation group H := ⟨σ1, σ2⟩.
This group H splits Sym4 into 4 different cosets Hg = {hg : h ∈ H},
g ∈ Sym4, i.e.,
H \ Sym4 = {Hg : g ∈ Sym4} = {H1, H2, H3, H4},
where Hi := {σ ∈ Sym4 : σ(4) = i}. Using the algebraic symmetry (cf. The-
orem 5.15), we can further merge H1 with H4 and H2 with H3. Thus, we end
up with two different orderings, for example
A := (1, 2, 3, 4) and B := (1, 2, 4, 3).
In Figure 6.16 a contour plot of the spectral radii of the two-grid error propaga-
tor KG is shown, where we use the ordering A = (1, 2, 3, 4) and no relaxation,
i.e., ω = 1. As can be seen, for the interpolation weight combination ωℓ = .5,˜︁ωℓ = 0 and ωs = ωℓ + ˜︁ωℓ − 1, we have a convergence rate below 10−15, i.e., it
is a direct solver. A plot of the (absolute part of the) sorted spectrum of the
error propagator G of the four-color overlap smother is given in Figure 6.17,
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Figure 6.16.: Plot of the spectral radii of the two-grid error propagator KG
using the four color overlap smoother with the ordering A = (1, 2, 3, 4) with
respect to the choice of the interpolation weights with respect to the choice of
the interpolation weights (ωℓ, ˜︁ωℓ), ωs = ωℓ + ˜︁ωℓ − 1.
i.e., spec(G) = {λ1, . . . , λn} with |λ1| ≤ |λ2| ≤ . . . ≤ |λn| where we used
G : L(T t2A,100A)→ L(T t2A,100A) resulting in n = 20000 eigenvalues. One can
see that exactly 75% of the eigenvalues are below 10−17.4 Due to the fact that
the coarsening factor is 25%, the coarse grid correction can at most eliminate
25% of these eigenvalues. As this is exactly the case, we have found an ex-
ample of a perfect interplay of smoother and coarse grid correction using a
sparse/local interpolation which makes it an exceptional result. Usually, such
an optimal interpolation turns out to be a dense matrix [12].
From here on we restrict ourselves to exactly these interpolation weights.
Figure 6.18 shows the convergence rates in dependence of the relaxation pa-
rameter ω for both orderings A and B for the fixed interpolation weight com-
bination (ωℓ, ˜︁ωℓ, ωs) = (.5, 0,−.5). The ordering B = (1, 2, 4, 3) is far inferior
to ordering A as this smoother only works with under-relaxation and we can
only obtain a convergence rate of ρ ≈ .35 for ω ≈ .7 at best.
4These eigenvalues are probably only > 0 for numerical reasons.
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Figure 6.17.: Plot of the sorted spectrum |λ1| < . . . < |λn| of the error
propagator G of the four-color smoother.
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Figure 6.18.: Plot of the spectral radii of the two-grid error propagator KG
using the four color overlap smoother with interpolation weights (ωℓ, ˜︁ωℓ, ωs) =
(.5, 0,−.5) in dependence of the relaxation parameter ω. ordering A =
(1, 2, 3, 4); ordering B = (1, 2, 4, 3).
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Using seven colors
When using the third-nearest-neighbor Hamiltonian or when solving the Galerkin
coarse grid problem one has to use more than four colors to decouple the sys-
tem. Thus, we briefly show results for a seven color smoother applied to the
nearest-neighbor Hamiltonian.
Again, we can reduce the number of 7! = 5040 different permutations us-
ing the elementary symmetry operations of the coarse grid operator (cf. Fig-
ure 6.19). Note, that the mirror symmetries of the wallpaper group p6mm
are not compatible with the seven color splitting: For example, a reflection
along the horizontal axis does not yield a well defined generator as this re-
flection for example yields the inconsistent permutations 3 ↦→ 3 and 3 ↦→ 7.
Thus, we restrict ourselves to the permutations of the wallpaper group p6,
a sub-group of p6mm without any reflections. Then, we can reduce the
7! = 5040 permutations to 120 distinct orderings. Using the algebraic sym-
metry (cf. Theorem 5.15), this number can further be reduced to 64, i.e., we
have 5040 = 8 cosets of size 42 + 56 cosets of size 84.
Figure 6.20 shows the convergence rates with respect to the relaxation pa-
rameter ω for two selected orderings A and B using the interpolation weight
combination (ωℓ, ˜︁ωℓ, ωs) = (.5, 0,−.5). These two orderings correspond to the
best and the worst possible choice. For the best possible ordering we find
argmin
σ∈Sym7
(min
ω
ρ(K
7∏︂
i=1
Gσ(i),ω)) =ˆ A = (1, 2, 4, 6, 3, 7, 5) =ˆ
with a convergence rate of ρ(K ∏︁7i=1GA(i),.7) ≈ 0.23 and for the worst possible
ordering we have
argmax
σ∈Sym7
(min
ω
ρ(K
7∏︂
i=1
Gσ(i),ω)) =ˆ B = (1, 2, 3, 4, 5, 6, 7) =ˆ
with a convergence rate of ρ(K ∏︁7i=1GB(i),.4) ≈ 0.68. Thus, the number of
colors and the ordering can have a big influence on the convergence rate of
the method. Furthermore, a lexicographic ordering can be the worst possible
choice.
6.5.1. Open boundaries
In this section we study the multigrid performance applied to non-periodic
graphene samples. At first, we introduce the graphene samples to which the
multigrid method is applied.
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Figure 6.19.: The four color overlap splitting, the coarse graphene crystal
Lt(2A) and all its elementary symmetries.
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Figure 6.20.: Plot of the spectral radii of the two-grid error propagator KG
using the seven color overlap smoother with interpolation weights (ωℓ, ˜︁ωℓ, ωs) =
(.5, 0,−.5) in dependence of the relaxation parameter ω. ordering A =
(1, 2, 4, 6, 3, 7, 5); ordering B = (1, 2, 3, 4, 5, 6, 7).
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Rectangular Graphene sheets
For numerical simulations we implemented the presented multigrid method
for finite rectangular subsection of the graphene crystal.
Definition 6.6. Define a rectangular graphene patch Gn,m,ℓ with n,m, ℓ ∈ N
by
Gn,m,ℓ := Ls(A) ∩P(A · C),
with
C =
[︄
n ℓ2m+n
Nr
m −ℓ2n+m
Nr
]︄
where Nr = gcd(2n+m, 2m+ n). One easily checks that (Ac1) is orthogonal
to (Ac2). Its chiral angle is given by θ = −π6 + tan−1(
√
3m
m+2n); cf. Figure 6.21a.
Remark 6.7. Due to symmetries of the crystal, all possible rectangular patches
Gn,m,ℓ are defined by
n,m, ℓ ∈ N \ 0 and n ≥ m,
which restricts the chiral angle to 0◦ ≤ θ < 30◦.
• For n = m (θ = 0◦), we obtain an armchair boundary in the direction
of (Ac1) and a zigzag boundary in the direction of (Ac2), as illustrated
by the horizontal and vertical boundary in Figure 6.21a.
• The number of atoms in Gn,m,ℓ is
|Gn,m,ℓ| = 2 |(Ac1)× (Ac2)||a1 × a2| =
4ℓ(n2 + nm+m2)
Nr
,
where × denotes the vector product operator.
Typical boundary conditions for rectangular graphene sheets Gn,m,ℓ are open
and periodic. Open boundary conditions are realized by simply omitting the
terms of the tight-binding Hamiltonian which would belong to off-lattice points.
Carbon nanotubes correspond to periodic boundary conditions in one direction
and are obtained from Gn,m,ℓ by rolling it up along (Ac1) such that x ∈ Gn,m,ℓ
is identified with x + (Ac1); cf. Figure 6.21b. Periodic boundary conditions
along both basis vectors correspond to the graphene torus
T sA,A·C = L
s(A)
/︂
L(A · C) .
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Figure 6.21.: (a) An example of a finite graphene sample G4,2,1, zigzag
boundary; armchair boundary. (b) The corresponding nanotube when
periodic boundary conditions in the direction of Ac1 are applied.
Numerical results
In the following we used a single iteration of Kaczmarz smoothing in our
multigrid method in combination with the interpolation weight combination
(ωℓ, ˜︁ωℓ, ωs) = (.5, 0,−.5).
In accordance to Figure 6.21a, we denote the boundary at Ac1 by x1 and the
one at Ac2 by x2. Further o refers to an open and p to a periodic boundary
condition. Thus, in short-hand notation we describe the different cases by the
tuple (x1, x2), where x1, x2 ∈ {p, o}.
In the first set of tests, we consider a graphene sample with chiral angle
θ = 0◦, which results in a pure armchair boundary at Ac1 and a pure zigzag
boundary at Ac2. In terms of the multigrid construction, we simply remove
any interpolation across an open boundary. That is, fine grid points near
the open boundary interpolate from fewer than 3 coarse grid points, but use
the same weights as interior points. As it can be seen in Figure 6.22, the
convergence of the multigrid method remains unchanged in the case (o, p), i.e.,
when using open boundary conditions at the armchair boundary. In contrast
convergence stagnates in the cases (p, o) and (o, o).
As it has been observed experimentally and shown analytically in [14, 49], the
presence of open boundary conditions along a zigzag edge, as it is the case
in (p, o) and (o, o), leads to edge states ΨES. These are eigenmodes which are
damped exponentially towards the inner sites perpendicular to the zigzag edge.
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The number of edge states scales linearly with the length of the zigzag edge
∥c2∥2.
In our experiments, we found that an error composed of edge states can neither
be resolved efficiently by further relaxation at the boundary nor by different
choices of the coarse grid correction. Thus, we tried to fix the method in the
following way. In order to prevent the presence of edge states on the coarse
grid, we interpolate periodically across the open zigzag boundary, despite the
open boundary condition, such that the interpolation in the cases (x1, o) is now
identical to the interpolation in the cases (x1, p). With that choice, the coarse
grid operator Ac = P TAP is periodic at the zigzag boundary and it does not
contain any edge states. As can be seen in the left plot of Figure 6.23, this
approach does improve convergence in the (p, o) case, but leads to stagnation
at the level of the largest eigenvalue corresponding to an edge state. Thus, we
additionally apply deflation on the finest level using the analytical description
of the edge states ΨES given in [49]. That means that we remove from the
current iterate the part in the direction of the edge states via
x← x− ⟨ΨES, x⟩2⟨ΨES,ΨES⟩2ΨES.
The resulting method shows a convergence similar to the theoretical prediction,
as illustrated in the right plot of Figure 6.23. The case (o, o) is very similar
to the case (p, o) and the multigrid method can be fixed in a similar way.
Rotated graphene samples with chiral angle 0◦ < θ < 30◦ have boundaries
with a mixture of armchair and zigzag sites. According to [28], already a very
small number of zigzag sites lead to edge states. In Figure 6.24 we apply the
above construction of periodic interpolation, despite open boundary conditions,
combined with deflation to rotated graphene samples. The results are similar
to the θ = 0◦ case and it stands to reason that a convergence rate close to the
theoretical bound can be achieved with further adjustments at the boundary.
However, to our knowledge, no analytical description of the edge states in
the general case Gn,m,ℓ exists so that they have to be calculated numerically
beforehand in order to use them in the deflation procedure.
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Figure 6.22.: Convergence of the multigrid method (5 level V -cycle)
on G64,64,64 using different combinations of boundary conditions. (
theor. bound, (o, o), (o, p), (p, o) and (p, p))
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Figure 6.23.: Convergence of the multigrid method (5 level V -cycle) on dif-
ferent graphene patches Gn,n,16 using (p, o) boundary conditions. Left: periodic
interpolation across the open boundary; right: periodic interpolation and de-
flation. ( theor. bound, n = 16, n = 32, n = 48 and
n = 64)
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Figure 6.24.: Convergence of the two-grid method on rotated graphene
patches Gn,n−1,2 using (o, p) boundary conditions. Left: periodic interpola-
tion across the open boundary; right: periodic interpolation and deflation.
( theor. bound, n = 4, n = 6, n = 10 and n = 14)
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Conclusion
In this thesis we studied translationally invariant operators on crystals using
techniques from integer linear algebra and crystallography. Upon these results
we showed connections to iterative splitting methods using multicolor (or
domain decomposition type) block Jacobi and Gauss-Seidel type methods, as
well as geometric multigrid methods. The outcome of the theoretical study are
several algorithms which make up a practical framework to analyze multigrid
methods with minimal effort, i.e., the description of the occurring operators.
Furthermore, we have shown how a general smoothing analysis can be carried
out within this framework. A Python3 implementation of this framework is
publicly available on GitLab [24].
We applied the framework to several smoother and multigrid methods for the
discretized Laplacian operator for demonstrative purposes and to validate the
framework. Even though this framework and the theory does not necessarily
enlarge the set of methods that are analyzable by LFA, it enables the reliable,
quick and easy-to-use analysis of complex methods on complicated structures.
The automation presented in this paper does have some limitation. Each
individual operator in the analysis is only allowed to change each value of
the value distribution at most once. This limitation solely restricts the class
of smoothers that can be analyzed with this approach. Any sequential, i.e.,
lexicographic, smoother with overlapping update regions changes values in the
overlap multiple times in one application. This cannot be easily translated
to a corresponding local multiplication operator, but it can be dealt with
in frequency space (cf. [26, 27, 43]). This particular treatment of sequential
overlap is momentarily not covered in our framework. Note, that the mere
presence of overlap is not the problem here. By introducing a coloring, such
that the complete sweep can be split into a sequence of updates where each
one of them only changes values at most once, automated LFA can be applied
(cf. Section 5.2). Due to the fact that a coloring in overlapping approaches
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also favors parallelism over their sequential counterparts, this limitation is
relatively minor when targeting actual applications.
We furthermore have shown how to construct a scalable multigrid method with
optimal complexity for the maximally indefinite system of equations arising in
the tight-binding formulation of graphene. Besides the sequential Kaczmarz
smoother, we developed a parallelizable block overlap method with superior
performance. For this multigrid method we furthermore did a standalone
analysis of the coarse grid correction which provides deeper insight into the
behavior of the method. This lead to the discovery of a two-grid method with
an optimal local interpolation which is surprising as the optimal interpolation is
usually a dense matrix (cf. [12]). In addition, we have shown that the ordering
of a colored smoother can have a great influence on the convergence speed of
a multigrid method. By exploiting the geometric and algebraic symmetries
of a (colored) smoother, we illustrated how to reduce the factorial number of
different orderings to be analyzed. Finally, we provide an ansatz for how the
edge states induced by open boundary conditions at zigzag boundaries can be
treated efficiently. By a combination of periodic interpolation over the open
boundary, to prevent edge states on the coarser grids, and deflation of the
edge states on the finest grid, the multigrid method converges according to
the theoretically predicted rate.
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Algorithms
A comprehensive list of the algorithms used within the automated local Fourier
analysis.
Algorithm A.1: Spectra of a composition of multiplication operators.
Input: L(j) : T s(j)
A(j)
→ T t(j)
A(j)
,m
(x)
L(j)
∈ C|t(j)|×|s(j)|, x ∈ L(A(j)), composition
function f and (optionally) a sublattice L(Z) ⊂ L(A).
Output: Spectrum X := {spec(f(L(1), . . . , L(K))k) : k ∈ P(A−T ) ∩ L(Z−T )} of
the operator composition f(L(1), . . . , L(K)) : L(T sA,Z)→ L(T sA,Z)
1 Function X = ComputeSpectrum(f, (L(1), . . . , L(K)),Z)
2 (Lˆ(1), . . . , Lˆ(K)) = MakeOperatorsCompatible(L(1), . . . , L(K)) ▷ See Algo-
rithm A.5
3 if Z is not None then
4 Z = 20A ▷ Use an equidistant sampling of 20n points.
5 Sample the dual lattice to obtain k ∈ P(A−T )∩L(Z−T ) ▷ See Remark 4.21
6 Compute the spectrum of the composition operator of symbols
f(L(1)k , . . . , L
(K)
k ) ▷ See Theorem 4.24
Algorithm A.2: Normalize a multiplication operator.
Input: L : T sA → T tA ,m(x)L ∈ C|t|×|s|, x ∈ L(A).
Output: G ∼= L in normal form with G : T uA → T vA ,m(x)G ∈ C|v|×|u|, x ∈ L(A).
1 Function G = Normalize(L) ▷ See Definition 4.27
2 uj = sj −A⌊A−1sj⌋ for all j = 1, . . . , |s| ▷ Shift into P(A) =A[0, 1)n
3 vj = tj −A⌊A−1tj⌋ for all j = 1, . . . , |t| ▷ Shift into P(A) =A[0, 1)n
4 Sort u and v lexicographically
5 G = ChangeStructureElement(L, u, v) ▷ See Algorithm A.7
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Algorithm A.3: Find all elements in the quotient space of two lat-
tices.
Input: Two n-dimensional lattices with L(C),L(A) with L(C) ⊂ L(A).
Output: Structure element s ∼= TA,C = L(A)
/︂
L(C)
1 Function s = ElementsInQuotientSpace(A,C) ▷ See Theorem 3.16
2 H = Hermite normal form of A−1C ▷ See Theorem 2.5
3 m =
∏︁n
i=1 hi,i ▷ Size of s
4 si = 0 for all i = 0, . . . ,m ▷ Initialize s
5 for i = 1, 2, . . . ,m
6 k = i− 1
7 for j = 1, 2, . . . , n
8 t = mod(k, hj,j) ▷ Shift in direction aj
9 k = k−thj,j
10 si = si + taj
Algorithm A.4: Rewrite a multiplication operator w.r.t. a coarser
lattice.
Input: L : T sA → T tA ,m(x)L ∈ C|t|×|s|, x ∈ L(A), and a sublattice L(C) ⊃ L(A)
Output: G ∼= L with G : T uC → T vC ,m(x)G ∈ C|v|×|u|, x ∈ L(C).
1 Function G = LatticeCoarsening(L,C) ▷ See Theorem 4.25
2 e = ElementsInQuotientSpace(A,C) ▷ See Algorithm A.3
3 u = (e1 + s, . . . , e|e| + s), v = (e1 + t, . . . , e|e| + t) ▷ Define structure elements
4 (m(y)G ) = 0 ∈ C|v|×|u| for all y ∈ L(C) ▷ Initialize new multipliers
5 for m(y)L ̸= 0
6 for (i, j) ∈ {1, . . . , |e|}2
7 (m(C⌊C
−1(y+ei−ej)⌋)
G )i,j = m
(y)
L ▷ Define multipliers block-wise
Algorithm A.5: Rewriting multiplication operators w.r.t. a single
lattice.
Input: L(j) : T s(j)
A(j)
→ T t(j)
A(j)
,m
(x)
L(j)
∈ C|t(j)|×|s(j)|, x ∈ L(A(j))
Output: Lˆ(j) ∼= L(j) in normal form,
Lˆ
(j) : T u(j)A → T v
(j)
A ,m
(x)
Lˆ
(j) ∈ C|v(j)|×|u(j)|, x ∈ L(A).
1 Function (Lˆ(1), . . . , Lˆ(K)) = MakeOperatorsCompatible(L(1), . . . , L(K))
2 A =A(1)
3 for j = 2, . . . ,K
4 A = LeastCommonMultiple(A,A(j)) ▷ See Algorithm A.6
5 for j = 1, . . . ,K
6 Lˆ
(j) = LatticeCoarsening(L(j),A) ▷ See Algorithm A.4
7 Lˆ
(j) = Normalize(Lˆ(j)) ▷ See Algorithm A.2
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Algorithm A.6: Find a least common multiple of two lattices.
Input: Lattice basis B,A ∈ Rn×n
Output: Lattice basis C, s.t. L(C) ⊂ L(A) and L(C) ⊂ L(B)
1 Function C = LeastCommonMultiple(A,B) ▷ See Theorem 3.6
2 Find an integer r, s.t. M = rA−1B is integral
3 Compute Smith normal form S = V −1MT−1 of M ▷ See Theorem 2.9
4 (NB)i,i = r · gcd(r, si,i)−1, C = BT−1NB ▷ Define the lattice basis
Algorithm A.7: Changing the structure elements.
Input: Structure elements u ∼= s, v ∼= t w.r.t. L(A) and
L : T sA → T tA , m(x)L ∈ C|t|×|s|, x ∈ L(A).
Output: Lˆ ∼= L with Lˆ : T uA → T vA ,m(x)Lˆ ∈ C|v|×|u|, x ∈ L(A).
1 Function Lˆ = ChangeStructureElement(L, u, v) ▷ See Theorems 4.28 and 4.29
2 mπ = 0 ∈ {0, 1}|s|×|s|, mσ = 0 ∈ {0, 1}|t|×|t| ▷ Initialize permutation
matrices
3 for (i, j) ∈ {1, . . . , |s|}2 ▷ Compute changes in d
4 if A−1(si − uj) is integral then
5 ei = si − uj ▷ Save shift
6 (mπ)j,i = 1 ▷ Save permutation
7 for (i, j) ∈ {1, . . . , |t|}2 ▷ Compute changes in c
8 if A−1(ti − vj) is integral then
9 fi = ti − vj ▷ Save shift
10 (mσ)j,i = 1 ▷ Save permutation
11 (m(y)
Lˆ
) = 0 ∈ C|t|×|s| for all y ∈ L(A) ▷ Initialize new multipliers
12 for m(y)L ̸= 0
13 for (i, j) ∈ {1, . . . , |t|} × {1, . . . , |s|}
14 (m(y−ej+fi)
Lˆ
)i,j = (m(y)L )i,j ▷ Incorporate shifts e and f,
see Theorem 4.28
15 m
(y)
Lˆ
= mσ ·m(y)Lˆ ·m−1π for all y ∈ L(A) ▷ Incorporate permutations,
see Theorem 4.29
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Nomenclature
X∗ The adjoint operator of X.
cof (A) The cofactor matrix of A.
X† The Moore-Penrose pseudoinverse of X.
det(A) The determinant of A.
eℓ,k A wavefunction (0, . . . , 0, e2πi⟨k,·+sℓ⟩2 , 0, . . . , 0) on the function space
L(T sA,Z) of a crystal torus (see Theorem 4.4).
η The natural isomorphism η : L(TA,Z) → L(T TA,CC,Z ), L(Z) ⊂ L(C) ⊂
L(A) (see Definition 4.6).
⌊x⌋ The floor function applied to x.
gcd(a, b) The greatest common divisor of a and b.
Xk Either the symbol of a multiplication operator X w.r.t. the wavevector
k (see Definition 4.19) or the space of Harmonics if X = H (see Defini-
tion 4.5).
L(A) The n-dimensional Bravais lattice AZn, A ∈ Rn×n (see Definition 3.1).
Ls(A) The crystal {(x+s1, x+s2, . . . , x+sm) : x ∈ L(A)}, where s ∈ Ξ(A)m
(see Definition 3.11).
L(A)∗ The dual lattice of L(A) defined by L(A−T ) (see Definition 3.19).
lcm(a, b) The least common multiple of two integers a and b.
lcm(L(A),L(B)) The sublattice L(C) ⊂ L(A), L(C) ⊂ L(B), with |det(C)|
as small as possible (see Theorem 3.6).
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Nomenclature
L(X, Y ) The set of functions {f : X → Y } (see Definition 4.1).
L(X) The set of functions {f : X → C} (see Definition 4.1).
L(T sA,Z) The set of functions L(TA,Z,Cm) (see Definition 4.1).
a | b a divides b without remainder.
m
(y)
L A multiplier of a multiplication operator L : L(T sA) → L(T tA) such
that Lf(x) = ∑︁ym(y)L f(x+ y) (see Definition 4.17).
P(A) The parallelotope A[0, 1)n (see Definition 3.8).
ρ(X) The spectral radius of X.
spec(X) The set of all eigenvalues of X.
SymN The symmetric group of degree N (see Section 5.4).
TA,C The lattice torus or quotient space L(A)
/︂
L(C) (see Definition 3.13).
T sA,C The crystal torus or quotient space L
s(A)
/︂
L(C) (see Definition 3.13).
T ∗A,Z The lattice torus defined by the dual lattices L(Z)
∗ /︂
L(A)∗ (see Re-
mark 3.21).
TA An arbitrary large but finite lattice torus TA,Z, L(Z) ⊂ L(A) (see Chap-
ter 4).
T sA An arbitrary large but finite crystal torus T sA,Z, L(Z) ⊂ L(A) (see Chap-
ter 4).
XT The transpose of X.
Ξ(A) A primitive cell of L(A) (see Definition 3.8).
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