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in methods which employ zero interpolation techniques. Us-
ing zero interpolation techniques, a deﬁnition of the MIMO
multi-block mixed H2/l1 control problem was given by Elia
& Dahleh [2], and the dual of this MIMO multi-block mixed
H2/l1 control problem was derived in [2]. An upper approxi-
mation methodology was also presented in [7] for the MIMO
multi-block mixed H2/l1 control problem in which the re-
lated approximate problem is to minimize a positive linear
combination of the squared H2 norms and the l1 norms over
all the stabilizing controllers.
A mixed H2/l1 control problem is intrinsically an inﬁ-
nite dimensional quadratic programming problem. For var-
ious minimisation problems, such as linear programming,
quadratic programming, convex programming and approxi-
mation theory, one comes across a remarkable phenomenon,
which is very useful in concrete applications. There exists
an associated maximisation problem called dual, involving a
different variable, which attains the same optimal value as
the original problem called primal. Moreover, the value of
the variable for which the maximum is attained in the dual
problem can be interpreted as the so-called “shadow price”
[1]. Abstractly speaking, there is a duality correspondence
between the primal problem in the vector space and a dual
problem in the normed dual of the constraint space [1], [5].
The constraint space is the space where the image of the con-
straint operator lies. An obvious observation on duality prin-
ciple is that the minimum distance from a point to a convex
set is equal to the maximum of the distances from the point
to the hyperplanes separating the point and the convex set.
This observation is of course completely trivial. However,
it turns out to be surprisingly useful in concrete applications
wheretheprimalproblem hasnonlinearconstraintsorinﬁnite
dimension while the dual problem has linear constraints or ﬁ-
nite dimension. This often leads to a simpler indirect method
of solving the primal problem, in which the dual problem is
solved for ﬁrst.
The duality relationship between a mixed H2/l1 control
problemanditsdualuncoversﬁnite-dimensionalstructuresin
the optimal solution, when such ﬁnite-dimensional structures
exist, and provides ﬁnite-dimensional approximations when
the problem does not appear to have a ﬁnite-dimensional
structure [12], [2]. Consequently, the duality theory plays
an important role in the research on H2/l1 problems. Elia
& Dahleh [2] developed the dual of the MIMO multi-block
mixed H2/l1 control problem based on zero interpolation
techniques. Nevertheless, for a mixed H2/l1 control prob-
lem deﬁned by zero interpolation techniques, the task of de-
termining the optimal controller still remains, even if the op-
timal closed-loop map has been determined [8]. The closed-
loop map needs to satisfy the zero interpolation conditions
exactly to guarantee that the correct cancellations take place
while solving for the controller. Therefore, an extremely high
accurate closed-loop map is required in order to determine
correct pole and zero cancellation. However, numerical er-
rors are always present which may result in a controller struc-
ture different from the optimal one. All of these difﬁculties
motivates us to develop the dual of a mixed H2/l1 control
problem without zero interpolation.
The general discrete-time SISO mixed H2/l1 control prob-
lem is addressed in this paper, which minimises the H2-norm
of the closed-loop map while maintaining the l1-norm of an-
other closed-loop map at a prescribed level. It is found that
the existing results of duality theory cannot directly be ap-
plied to this inﬁnite dimensional optimisation problem. Two
ﬁnite dimensional approximate problems are constructed to
which the duality theory can be applied. These two approx-
imate optimisation problems converge to the original inﬁ-
nite dimensional optimisation problem from lower and up-
per sides, respectively. The dual of the general discrete-time
SISO mixed H2/l1 control problem is then shown to be the
limit of the duals of the two constructed approximate prob-
lems.
II. NOTATION AND MATHEMATICAL PRELIMINARIES
Let R denote the ﬁeld of real numbers, Rm denote the
space of m-dimensional real vectors, and Z+ the nonnegative
integers. A causal SISO linear-time-invariant (LTI) transfer
function ˆ G can be described as
ˆ G = G(0) + G(1)λ + G(2)λ2 + ···,
G(k) ∈ R, ∀k ∈ Z+. (1)
As ˆ G can be represented uniquely by its impulse response
sequence [G(0) G(1) G(2) ··· ]T, ˆ G and its impulse re-
sponse sequence are not differentiated in notation throughout
this paper. Deﬁne
le =
n
ˆ G

  ˆ G = G(0) + G(1)λ + G(2)λ2 + ···,
G(k) ∈ R, ∀k ∈ Z+}, (2)
l∞ =

ˆ G ∈ le


 sup
k
|G(k)| < ∞

, (3)