The top-down approach to understanding brain function seeks to account for the behavior of an animal in terms of biophysical properties of nerve cells and synaptic interactions via a series of progressively reductive levels of explanation. Using the fly as a model system, this approach was pioneered by Werner Reichardt and his colleagues in the late 1950s. Quantitative input-output analyses led them to formal algorithms that related the input of the fly's eye to the orientation behavior of the animal. But it has been possible only recently to track down the implementation of part of these algorithms to the computations performed by individual neurons and small neuronal ensembles. Thus, the visually guided flight maneuvers of the fly have turned out to be one of the few cases in which it has been feasible to reach an understanding of the mechanisms underlying a complex behavioral performance at successively reductive levels of analysis. These recent findings illuminate some of the fundamental questions that are being debated in computational neuroscience (Marr and Poggio, 1977; Sejnowski et al., 1988; Churchland and Sejnowski, 1992) . (1) Are some brain functions emergent properties present only at the systems level? (2) Does an understanding of brain function at the systems level help in understanding function at the cellular and subcellular level? (3) Can different levels of organization be understood independently of each other?
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In this review we concentrate on two basic computational tasks that have to be solved by the fly, as well as by many other moving animals: (1) stabilization of an intended course against disturbances and (2) intended deviations from a straight course in order to orient toward salient objects. Performing these tasks depends on the extraction of motion information from the changing distribution of light intensity received by the eyes.
A Top-Down
Approach to Visual Orientation The problem of how the fly accomplishes the computational tasks of course stabilization and object detection was initially approached by behavioral experiments. The performance of the animal under free-flight conditions would seem to be a natural This article is dedicated to the memory of Werner Reichardt, a pioneer of computational neuroscience. We thank K. G. G&z, A.- starting point for a behavioral analysis (Fig. 1A ) (e.g., Land and Collett, 1974; Wehrhahn et al., 1982; Wagner, 1986a,b; Zeil, 1986) . Free-flight behavior, however, is usually too complex for a sufficiently detailed visual input-motor output analysis intended to elucidate the underlying computational processes. Such detailed analyses became possible with the development of a flight simulator (Fig. 1B ) (Fermi and Reichardt, 1963; GBtz, 1964) . This device measures the torque exerted by the fly in tethered flight, while the visual environment can be manipulated in an arbitrary way. Under these restrictive conditions, the fly still exhibits its basic orientation behavior, thus allowing determination of quantitative stimulus-response relationships for the analysis of compensatory course stabilization and orientation behavior. The behavioral analysis led to models of the underlying mechanisms. Initially, phenomenological theories were formulated that formally relate visual input parameters, such as the velocity or spatial position of an object in the visual field of the fly, to motor output parameters, such as the fly's turning velocity (Fig. 1 E) (Poggio and Reichardt, 1976; Reichardt and Poggio, 1976) . Subsequently, models were formulated in terms of informationprocessing circuits that specify explicitly the computations being carried out ( Fig. 1F) (Reichardt et al., 1983 Egelhaaf, 1985a,c; Borst, 1990) .
These models, in turn, led to predictions with respect to their underlying neural substrate and to the design of visual stimuli appropriate for an identification of neurons in the fly's brain that may correspond to the various elements in the formal models ( Fig. 1 C) (Hausen, 1981; Reichardt et al., 1983; Egelhaaf, 1985a,b; Borst, 1991; Egelhaaf and Borst, 1993b) . Once the neural elements of the model circuits were known, some of the computations previously characterized formally could be specified in terms of synaptic interactions (Fig. lG,H ). These hypothetical synaptic interactions were tested experimentally by examining visual responses after functional disablement of specific components of the circuits by pharmacological (Fig. 1D ) (Schmid and Biilthoff, 1988; Egelhaaf, 1990; Egelhaaf et al., 1990; Schmid, 1993; Warzecha et al., 1993) and photoablation techniques (Warzecha et al., 1992 . Moreover, with optical recording techniques it is now possible to determine in vivo the intracellular distribution of ions, such as calcium, that may act as charge carriers in activating the cell during motion stimulation or as second messengers in mediating such processes as transmitter release Egelhaaf et al., 1993 Levels of Explanation Figure 1 . Levels of analysis (A-D) and explanation (E-H) of visual information processing in the fly. A, The complex, visually guided maneuvers in free flight can be recorded with a high-speed camera. B, Quantitative input-output relationships of specific components of visual orientation behavior can be established in a flight simulator. The fly is tethered to a device that prevents it from turning while measuring the torque of its turning responses. The fly is surrounded by a cylindrical background panorama of a randomly patterned black-and-white texture and a vertical stripe in front of it covered with the same texture; background and object can be moved together or independently. C, A visual interneuron in the third visual neuropil of the fly. The head is shown from its rear aspect, with the margins of the eyes indicated by the facets. An opening is cut into the right half of the head capsule. A neuron stained by intracellular dye injection with a microelectrode is schematically indicated. The activity of individual neurons can be monitored with electrophysiological or optical recording techniques. D, Synaptic interactions within neural circuits. Individual neurons can be functionally disabled, either by pharmacological (as indicated) or by photoablation techniques. E, Behavioral visual input-motor output analyses form the basis of a phenomenological theory of visual orientation behavior. The torque of the turning response, R, of the fly to a moving object can be decomposed into the sum of two terms: one, D(G), which depends only on the angular position, $, of the object, and another that is proportional to the angular velocity, $, of the object and whose amplitude, r(#), depends on the angular position of the object (Reichardt and Poggio, 1976) . F, A model circuit that is sufficient to explain gain control of the fly's optomotor system, as well as its ability to detect and fixate a moving object. The circuit consists of two types of neural elements that spatially integrate the output of a retinotopic array of local movement detectors (indicated by black "synapses"; for convenience, only one detector subunit is shown). One of these elements, the "pool cell," was assumed to inhibit presynaptically (indicated by the white "synapses") the input from the movement detectors to the output cell of the circuit. The transmission characteristics between the movement detectors and the output cell are assumed to be nonlinear (indicated by the solid circles on top ofthe black "synapses"). The movement detector input channels that terminate on the "output cell" are continuous and pass behind the "pool cell" (Reichardt et al., 1983) . G, Part of the neural circuit that enables the fly to detect and fixate small moving objects. The output element is the ID1 cell, which responds preferentially to the motion of small moving objects (indicated by small, black arrow); its activity is reduced during binocular wide-field motion (indicated by the arrows with white arrowheads). The PDl cell is inhibited via GABAergic synapses by the VCH cell, an element excited most strongly by binocular rotatory wide-field motion (indicated by arrows) (after Warzecha et al., '1993) . H, Details of the hypothetical synaptic interactions between the VCH and ID1 cell. This interaction is dendrodendritic and hence not localized but distributed over the dendritic tree. One dendrite of one VCH and one FD 1 cell is shown with its local movement detector inputs (shaded in gray). The VCH cell is assumed to inhibit the input channels of the FD 1 cell presynaptically via GABAergic synapses. Voltage-dependent calcium channels in the VCH cell arborization transform the movement detector input signals into the output signal (after Egelhaaf et al., 1993) .
These various approaches to the computations performed in the fly's visual pathway will be described in more detail in the following.
Course Stabilization and the Object Response
Flies perform their flight maneuvers much faster than birds, bats, or man-made flying machines. During these maneuvers the retinal images are continually displaced, in a way that is characteristic of the fly's flight trajectory and the layout of its surround (Koenderink, 1986) . Hence, retinal image motion contains a wealth of information that may be used in course stabilization and object fixation. As was shown by behavioral experiments, flies do resort to motion cues for these purposes. Two types of behavioral experiments performed with a flight simulator are shown in Figure 2 . In both experiments the fly is flying stationarily in space, being tethered to a device that measures the visually induced torque around the vertical body axis. The visual stimuli consist of a cylinder, the "background," surrounding the fly and a stripe, the "object," in front of the cylinder. The background consists of a randomly patterned blackand-white texture. The stripe is covered by the same texture as the background (Fig. 1B) or is solid black. Both object and of Neuroscience, November 1993, 73(11) 4585 background can be moved coherently or incoherently with respect to each other. The flight simulator can be operated in two basically different modes. Either the fly is presented with stimuli that are controlled only by the experimenter-in this case, the fly's responses do not influence the visual input to its retina ("open loop mode"), in contrast to natural flight conditions where they do-or the fly's turning responses feed back onto both the object and the background, and hence on the retinal input ("closed loop mode"), thus simulating the natural flight situation where the tly influences its retinal input by its own responses.
In the open loop experiment shown in Figure 2A , the cylindrical background and a randomly patterned stripe, whose mean position is to the right of the fly's forward direction, are oscillated sinusoidally.
During in-phase oscillations of object and background, the fly tries to turn in order to follow the motion of the panorama. Under the conditions of free flight, this socalled "compensatory optomotor response" would reduce the retinal velocity of the panorama. As soon as object and background oscillate out of phase, however, an "object fixation response" is superimposed on the optomotor response. The fly exerts an additional torque to try to turn toward the object. In free flight, the fly thus would fixate the object in the frontal visual field. The extent to which optomotor and object fixation responses are elicited depends on the phase relations between object and background motion, as well as on the dynamical features and strengths of the stimuli (Reichardt and Poggio, 1979; Btilthoff, 1981; Reichardt et al., 1983 Reichardt et al., , 1989 Egelhaaf, 1985a Egelhaaf, , 1987 Egelhaaf, , 1989 .
In the closed loop experiment shown in Figure 2B , the object (a black stripe) is subjected to a constant force that, in the open loop mode, would drive it with a constant velocity ("open loop velocity") around the fly. Since in the closed loop mode the torque exerted by the fly counteracts the driving force, the object is fixated near the fly's frontal midline. However, as a consequence of fixating a moving object, the background is continually displaced in the opposite direction. This setup thus simulates free flight, where the fly tracks an object moving at a constant speed in a given direction. However, the object is not fixated exactly in the frontal midline but is displaced laterally. This "error angle" increases with increasing open loop velocity of the stripe and depends also on the contrast of the background texture. This texture dependence is the consequence of the optomotor response that is induced by the displacements of the background that are an inevitable consequence of object fixation in the closed loop mode. Since this optomotor response counteracts the object fixation response, the error angle is increased when the contrast of the background texture increases (Fig. 2B) . Thus, the error angle of the object is a compromise between two opposing response components (Reichardt, 1973; Poggio, 1975, 1976; Virsik and Reichardt, 1976) . It should be noted that these conclusions are based on the mean error angle of the object. Analysis of the temporal fine structure of the responses in the closed loop mode reveals that fixation of the object may be accomplished by sequences of brief torque pulses (Heisenberg and Wolf, 1984) . (Fig. 1B) about a mean position, initially in phase and later with a phase shift of 90". The mean position of the object is 30" to the right of the fly's forward direction. During in-phase motion, the torque response of the fly oscillates at the frequency of the pattern. Under free-flight conditions, this compensatory optomotor response would reduce the velocity of the stimulus pattern on the fly's retina. During out-of-phase motion, the fly exerts an additional mean rightward torque response, indicating that it has detected and tries to fixate the object (redrawn from Egelhaaf, 1985~) . B, Orientation toward an object (a black vertical stripe) subjected to a constant force that, under open loop conditions, would move the object with a constant velocity ("open loop velocity") around the fly. The object is not fixated exactly in the frontal midline but is slightly displaced ("error angle"). The error angle increases with increasing open loop velocity. In addition, the error angle depends on the texture of the background panorama. It is smallest if there is no texture at all (bottom curve) and becomes larger with increasing texture contrast (33%, middle curve; .56%, top curve). This contrast-dependent increase of the error angle is the consequence of a corresponding increase in the strength of the compensatory optomotor response induced by the background panorama. Redrawn from Virsik and Reichardt (1976) . the visual field, as well as to the velocity of object and background Poggio, 1975, 1976; Virsik and Reichardt, 1976 ). This theory also takes physical constraints of the fly into account, such as inertia and aerodynamic friction. According to the phenomenological theory of fly visual orientation, the behavioral response can, to a first approximation, be decomposed into two components. One component, the "direction-sensitive" component, corresponds to the compensatory optomotor response and depends on the velocity of the stimulus motion; it changes sign when the stimulus reverses its direction of motion. The other response component, the "direction-insensitive" component, corresponds to the object fixation response and is independent of the direction of motion ( Fig. 1E ) (Poggio and Reichardt, 1976) . Although the phenomenological theory is not intended to explain visual orientation behavior of the fly in general, it does predict at least the two response components under a wide range of stimulus conditions in tethered flight Poggio, 1975, 1976; Virsik and Reichardt, 1976) and even under free-flight conditions (Land and Collett, 1974; Btilthoff et al., 1980; Wagner, 1986a,b) .
Nevertheless, the phenomenological theory does not immediately tell us how the direction-sensitive and the directioninsensitive response components are computed in the fly's brain. It cannot even be taken for granted that the formal decomposition of the overall behavioral reactions into a direction-sensitive compensatory optomotor response and a direction-insensitive object fixation response are reflected by specialized neural subsystems with just those properties. For instance, a behavioral response component that does not depend on the direction of motion can be the result of neural subsystems with a varying degree of direction sensitivities. A single direction-insensitive neuronal system represents just one extreme of the range of possibilities, with the other extreme given by the superposition of two direction-sensitive neural subsystems with opposite polarities.
For a long time, conflicting experimental evidence was discussed concerning the algorithms that underlie the optomotor and object fixation responses in the fly. Initially, it had been assumed that the decomposition of the behavioral response into a direction-sensitive component and a direction-insensitive component has a direct counterpart in the fly's brain (Reichardt and Poggio, 1976) . Further behavioral experiments (Wehrhahn and Hausen, 1980; Reichardt et al., 1983) led to the proposal that both components are due to a single system equipped with a gain control mechanism that makes the response virtually independent of the spatial extent of the stimulus pattern but still allows encoding of other stimulus parameters. The gain control properties that are required for such a system have been accounted for by a model network consisting of retinotopic movement detectors (see below) and two neurons that spatially integrate the output of arrays of these detectors (Fig. 1F) . The main functional feature of the model circuit is that one of the integrating neurons, the "pool cell," inhibits presynaptically the retinotopic input of the other integrating neuron ("output cell"). When the parameters characterizing the synaptic transfer charactensttcs were chosen appropriately, this network could account for the experimentally observed behavioral data that were available at the time the model was proposed (Poggio et al., 198 1; Reichardt et al., 1983) . When the retinal images of both eyes move coherently, the model circuit leads to an optomotor response. However, when there is an object in front of one of the eyes moving relative to the background, the circuits subserving both eyes are stimulated asymmetrically, which leads to an object fixation response. Owing to the gain control properties of the circuit, already relatively small objects induce sufficiently large fixation responses to override the optomotor response.
Subsequent behavioral experiments (Egelhaaf, 1985a (Egelhaaf, , 1987 (Egelhaaf, , 1989 Reichardt et al., 1989) revealed, however, that optomotor and object fixation responses must be due to the joint action of two parallel neural pathways. This inference was consistent with the behavioral deficits observed in neurogenetic (Gotz, 1983; Heisenberg and Wolf, 1984; Bausenwein et al., 1986 ) and neuronal ablation studies (Geiger and Nassel, 1982; Hausen and Wehrhahn, 1990) . The two parallel pathways are tuned to either of two different kinds of retinal image motion patterns. The neural pathway mediating the optomotor response ("large-field system") passes mainly signals arising from slow velocity changes of extended stimulus patterns. The neural pathway mediating object fixation passes mainly signals arising from fast velocity changes of small objects moving relative to a stationary or moving background ("small-field system"). Hence, according to their spatial and dynamical response properties, the relative contribution of both pathways to optomotor and object fixation responses is not invariant but depends on the velocity and spatial extent of background and object (Egelhaaf, 1987 (Egelhaaf, , 1989 Reichardt et al., 1989) .
Identification of the Neural Pathways
The transformation of the visual input to the eyes into an appropriate motor output is the result of particular biophysical properties of nerve cells and the pattern of their connections. Figure 3A summarizes schematically those components of the fly's nervous system that are most relevant in the present context. The retinal image is initially transformed in the first and second visual neuropil by successive layers of retinotopically organized columnar nerve cells. The retinotopic order is abandoned at the level of the third visual neuropil, where large-field neurons integrate the output from many columnar neurons. These "tangential cells" connect either to other brain areas or, via descending neurons, to the motor control centers. All tangential cells respond preferentially to motion in a particular direction. Due to their anatomic and physiological invariance, the tangential cells can be identified individually in each animal. This identifiability is ideal for the experimental analysis of neuronal networks and their computations. The tangential cells are of importance in the present context, because they extract different types of retinal motion patterns and play a decisive role in controlling behavioral responses, such as optomotor and object fixation responses (for general reviews about the visual system ofthe fly, see Strausfeld, 1976 Strausfeld, , 1989 Hausen, 1984; Hardie, 1989; Hausen and Egelhaaf, 1989) . Figure 3B shows the anatomy of two types of output neurons of the third optic neuropil: the three elements of the "horizontal system" (HS) cells and one of the "figure detection" (ID) cells, the "FDl cell." These output neurons appear to feed into the pathway of optomotor (Heisenberg et al., 1978; Geiger and Nlissel, 198 1, 1982; Hausen, 198 1; Egelhaaf, 1985~; Wehrhahn, 1985; Hausen and Wehrhahn, 1990) or object fixation responses (Egelhaaf, 1985a-c; Egelhaaf et al., 1988) . The response of the HS cells to moving visual stimuli increases with increasing spatial extent of the stimulus pattern (Fig. 3C) (Hausen, 1982a,b) . In contrast, the FD cells respond most intensively to the motion of a small object in their extended receptive field, whereas their activity is greatly reduced during large-field motion (Fig. 30 ) (Egelhaaf, 1985b response characteristics, as do the corresponding behavioral responses. The appropriate temporal filtering, therefore, takes place at a processing stage postsynaptic to the FD 1 and HS cells (Egelhaaf, 1987 (Egelhaaf, , 1989 Reichardt et al., 1989) .
Mechanisms of Motion Computation
What is the nature of the computations carried out by these two motion pathways that transform the visual input of the eyes into an appropriate motor output? The computations consist essentially of three steps: (1) primary processing of motion computation by arrays of local movement detectors, (2) spatial integration of the output ofensembles of local movement detectors by neurons with large dendritic fields, and (3) interactions be- The stimulus pattern was a random texture that covered part of the background cylinder. Its horizontal extent was varied; the remaining cylinder was homogeneously white (for details, see Egelhaaf, 1985a) . The HS cell reaches its maximum response when the moving stimulus pattern is large, whereas the ID1 cell responds maximally when the stimulus pattern is small (C modified from Egelhaaf and Borst, 1993b ; D modified from Egelhaaf, 1985~).
tween these spatially integrating neurons. Sophisticated transformations of the visual input can emerge from combinations of these simple computations.
Local movement detectors
Motion in the fly's normal surround does not usually have the same direction and speed in different parts of the visual field. In the first step of motion analysis, a representation of the local velocity vectors is computed in parallel by movement detectors that cover the entire visual field in a retinotopic organization. Based on a behavioral analysis of insect optomotor responses, the formal "correlation model" of local movement detectors was proposed long ago (Reichardt, 1961 ; for review, see Borst detector of the correlation type. In its simplest form, its input is provided by the light intensities as measured by two detector subunits at two points in space. In each detector subunit, its input signal is multiplied (A4) with that of the adjacent subunit after one of them has been delayed by a low-pass filter (c). The output product of one of the mirror-symmetrical subunits (-) is then subtracted from the other (+) to provide the final output signal of the detector. Top right, Mean direction-sensitive response component of a tangential cell to apparent motion stimuli. The cell was stimulated with four types of apparent motion sequences in its preferred direction: on-on, off-off, on-off, or off-on (brightness increases and decreases are indicated above the responses by white and black circles, respectively). The interval between the brightness changes was 500 msec. The responses (presented as spikes/second) to apparent motion sequences with brightness changes of the same polarity are positive and those with a different polarity are negative, as is predicted for a movement detector with a multiplicative interaction of its input channels (for details, see Egelhaaf and Borst, 1992) . Bottom right, Mean amplitude of the direction-sensitive response component of a tangential cell as a function of the time interval between the brightness changes of an apparent motion on-on sequence (indicated by the inset). The response amplitude increases with increasing time interval, reaches a maximum, and then decreases again. Data redrawn from Egelhaaf and Borst (1992) .
and . In its simplest form (Fig. 4) , such a local movement detector is composed of two mirror-symmetrical subunits. In each subunit, the inputs from neighboring points in visual space interact by a multiplication after one of them has been delayed by a low-pass filter. The final detector response is obtained by subtracting the two subunit outputs. On the average, each detector subunit computes a spatiotemporal crosscorrelation of two retinotopically contiguous input signals. This formal operation leads to a useful motion estimate, because during pattern motion the detector ii>p'Jt lines receive, with a certain temporal delay, the same input. Thus, the detector subunits respond directionally selectively to motion. However, they may also respond to a correlated input that is independent of the direction of motion, such as changes in brightness. These direction-insensitive response components are eliminated by the subtraction stage. The final output of a local movement detector signals motion in opposite directions with the same amplitude, but a different sign. Only a few elaborations are necessary to adapt the basic form of the correlation model as shown in Figure 4 to account for the specific features of the fly's motion detection system (for review, see Egelhaaf and Borst, 1993a) .
One line of evidence for a multiplicative interaction of the two input signals of the movement detector comes from experiments where "apparent motion" stimuli were used. Rather than smoothly displacing the stimulus, motion is mimicked here by either increasing or decreasing the brightness in front of the two detector input lines in a stepwise manner, one after the other. Four different stimulus combinations are possible. Both signals can change with the same polarity, thereby mimicking motion of an edge. Alternatively, both signals can change their brightness with a different polarity, mimicking a situation that can hardly occur in reality; that is, motion of an edge that simultaneously reverses its contrast. The responses to these apparent motion stimuli of a directionally sensitive motion detector neuron in the fly's optomotor pathway are shown in Figure 4 . In accordance with behavioral (Hassenstein, 1958; Reichardt, 196 1) and earlier electrophysiological results (McCann, 1973 ; but see Franceschini et al., 1989 ) the neuron is activated by apparent motion with contrast transitions of the same polarity, whereas it is inhibited by contrast changes of different polarity . The outcome of this experiment is predicted from a multiplicative interaction of the two input signals of the local movement detector: multiplication of signals with the same polarity leads to positive responses, whereas multiplication of signals with different polarity leads to negative responses. Since in each detector subunit one of the input signals is delayed before it interacts with the other, the detector response is maximal when the pattern velocity matches the delay time. Hence, if a directionally selective motion-sensitive cell is stimulated with apparent motion, the response amplitude first increases with the increasing time interval between the brightness changes at neighboring locations in space, reaches an optimum, and then decreases again (Fig. 4) (McCann, 1973; Franceschini et al., 1989; Schuling et al., 1989; Egelhaaf and Borst, 1992 ). The correlation model was one of the first explicit formal algorithms developed for sensory information processing. It still represents one of the most successful models in computational neuroscience because it has provided a valid conceptual basis for understanding motion detection not only in insects but also in many vertebrates, including humans (for review, see Borst and Egelhaaf, 1989; Sekuler et al., 1990) .
Spatial integration of local motion detectors
In the second step of motion analysis, the output of the local retinotopic movement detectors is pooled. This is accomplished in the dendrites of the tangential cells in the third visual neuropil.
An optical technique for recording changes in neuronal polarization has made it possible to visualize the retinotopic input to individual tangential cells in the living fly, by injecting single neurons with an ion-selective dye as an activity marker. Optical recording in vivo is possible because the tangential cells arborize within a thin superficial layer of the brain . As shown by the records of Figure 5 , motion in the dorsal or ventral part of the receptive field leads to preferential activity in the dorsal or ventral dendritic branches, respectively. Hence, information about motion in the visual field is projected on the dendritic tree of the tangential cells as a two-dimensional image.
Two types of retinotopic input elements, one inhibitory and the other excitatory, converge onto the dendritic tree of the tangential cells. There is evidence that these input elements correspond to the two subunits of the formal movement detector model Borst and Egelhaaf, 1990 to an increase in calcium concentration. Data from Borst and Egelhaaf (1992) .
could be shown that the inhibitory input elements are likely to release GABA as a neurotransmitter whereas, as is indicated by preliminary in vitro experiments, the excitatory elements may release ACh (Brotz et al., unpublished observations). Because the reversal potentials of the EPSP and IPSP are about equally distant from the resting potential of the tangential cell, the postsynaptic interaction between the two types of input is fairly linear and therefore corresponds to a simple subtraction (Haag et al., 1992) . As a consequence, the tangential cells respond with graded membrane potential changes of about the same amplitude, but a different sign, to motion in opposite directions. As was explained above, this design of the tangential cells leads to a movement detection system that responds optimally to motion and only much less to brightness changes of stationary stimuli Borst and Egelhaaf, 1990) .
Because the tangential cells spatially integrate the output of many retinotopic local movement detectors, they are sensitive to motion in large parts of the visual field. Hence, their response amplitude should increase with an increasing spatial extent of the stimulus pattern. Both the HS and FD cells as key elements in the neural pathways mediating the optomotor and object response deviate from this simple expectation. As is shown in the following section, the HS cells exhibit gain control properties, whereas the FD 1 cell responds strongest to relatively small objects, rather than to extended stimuli (Fig. 30) .
Gain control in the neural pathway mediating compensatory optomotor turning responses
As is shown in Figure 3C , the response amplitude of the HS cells increases with increasing stimulus pattern size, finally leveling off at a maximal response plateau. This is a general feature of those fly tangential cells that respond preferentially to widefield motion. The maximal response plateau cannot be the result of a simple saturation of the output, since it depends on pattern velocity (Fig. 64 (Hausen, 1982b; Haag et al., 1992) . Hence, it appears that the gain of the optomotor pathway is controlled by stimulus parameters such as pattern velocity. As a consequence, changes in stimulus parameters, such as pattern velocity, may lead to changes in the response amplitude and thus can be encoded by the cell, even if the response amplitude no longer changes with the size of the stimulus pattern (Reichardt et al., 1983) . In the original explanation of the gain control mechanism it was assumed that the gain of the pathway is adjusted by the interactions within a network of nerve cells (Fig. 1P) (Poggio et al., 1981; Reichardt et al., 1983) . Recent experiments have indicated, however, that gain control arises from intrinsic properties of the tangential cells and their movement detector input elements (Haag et al., 1992) . Figure 6B summarizes the essentials of the current explanation of the gain control mechanism. When the stimulus pattern moves in a direction that induces the largest response amplitudes ("preferred direction"), not only are the excitatory input elements of the tangential cells activated, but also, though to a lesser extent, the inhibitory input elements . This means that the response level of the cell that is approached with large stimulus patterns does not represent the revma potential of the excitatory synaptic input. Rather, it tends to approach a polarization level that depends on the relative contribution of the inhibitory input channel to the overall response, which depends on stimulus velocity Borst and Egelhaaf, 1990) . In this explanation of the gain than the neuron's optimal velocity (upper curve, 100 degreeskec; lower curve, 300 degrees/set) as a function of pattern size. The response approaches a maximum plateau that is lower for the higher velocity. Modified from Haag et al. (1992) . B, Model simulation of the movement detector output and a tangential cell. Left, The output channels of the two subunits of a local movement detector are shown terminating on the dendrite of a tangential cell. The amplitudes of responses of the subunits during motion in the preferred direction are displayed for two pattern velocities (indicated by the arrows above the detector subunits). Not only the excitatory (+) input channel is activated (black bar) but also, though to a lesser extent, the inhibitory (-) one (white bar). The relative contribution of both subunits depends on the pattern velocity.
Right, When the number of activated movement detectors increases by increasing the size of the stimulus pattern, the response tends to approach a maximum plateau level. This plateau level depends on the relative activity of the excitatory and inhibitory detector subunits, which in turn is set by the stimulus velocity. As a consequence of gain control, the response amplitude of the cell becomes relatively independent of the size of the stimulus pattern but still varies with pattern velocity.
control mechanism of the optomotor pathway, the tangential cells were implicitly assumed to be isopotential. More realistic computer simulations in which the movement detector input was distributed over a dendritic tree and weighted according to its electrotonic distance from the axon led essentially to the same results (A. Borst and M. Egelhaaf, unpublished observations) . It should be noted that no active membrane properties had to be assumed in these model simulations to account for the gain control mechanism of the optomotor pathway. However, there are various lines of evidence showing that the graded membrane potential changes that are generated in the dendrite of the tangential cells upon motion stimulation do not simply reflect the summated postsynaptic potentials of the movement detector input elements. Rather, optical recording and electrophysiological experiments demonstrate that there are voltagegated calcium channels in the dendrites of the tangential cells that may amplify the postsynaptic potentials in a graded way (M. Egelhaaf and A. Borst, unpublished observations) .
In any case, the tangential cells in the third visual neuropil of the fly are able to perform tasks such as automatic gain control that are relatively complex from a computational point of view and have previously been attributed to interactions with other tangential neurons. This means that these cells are not simple integrators of their synaptic input but complex devices that compute information that is decisive for the behavioral performance of the animal.
5.4. Network interactions tuning the neural pathways that mediate the object response Network interactions with other tangential cells play an important role in tuning cells to some retinal motion patterns. These network interactions are the third major step of motion computation in the fly's brain. One such network interaction occurs in the pathway that enables the fly to detect and fixate small moving objects. As an output element of this pathway, the FDl cell (Fig. 3B,D ) responds best to a small object moving relative to its background, whereas its activity is much reduced during coherent large-field motion in front of either eye (Egelhaaf, 1985b) . This spatial tuning suggests the following input organization of the FD 1 cell: (1) it integrates, as do the other tangential cells, the signals provided by an array of local motion detectors; (2) to prevent it from responding to large-field motion, it is inhibited by an element that is most sensitive to large-field motion in the FDl cell's preferred direction (Egelhaaf, 1985~) .
This inhibitory element was recently identified by inactivating potential candidates for that role and by determining the consequences for the response properties of the FDl cell. The inactivation was achieved either pharmacologically by application of a GABA antagonist (Fig. 1D) (Egelhaaf, 1990; or by specifically photoablating individual cells after injecting them with a photosensitizing fluorescent dye (Warzecha et al., 1992 . It turned out that only when the GABAergic VCH cell was ablated did the specific tuning of the FD 1 cell to small moving objects disappear (Fig. 7) . Hence, only a single inhibitory neuron, the VCH cell, is likely to be responsible for the specific spatial tuning of the FDl cell, allowing the fly to discriminate objects from their background (see Fig. 1 G) .
However, knowing the wiring diagram of a neural circuit is not sufficient for understanding how it processes information. Rather, its computational properties may also critically depend on the geometrical and biophysical properties of its constituent elements, as well as on the transfer characteristics of the involved synapses.
The output of the tangential cells in the third visual neuropil of the fly does not exclusively encode a single stimulus parameter. For instance, the response amplitude may increase with increasing size of a moving pattern as well as with increasing speed at which the pattern is moving. Since this is also true for the VCH cell, one may expect that the inhibition it exerts on the FDl cell increases also with both pattern size and pattern velocity. However, the response of the FD 1 cell is only reduced when the pattern size increases, but not when the pattern velocity increases. Hence, the different stimulus parameters are The first explanation (Egelhaaf, 1985~) was based on a previously proposed network model for the optomotor and object fixation response (Fig. 1E) (Poggio et al., 198 1; Reichardt et al., 1983) . According to this model, the output signal of the VCH cell depends on pattern size and other stimulus parameters, such as pattern velocity. The VCH cell is assumed to inhibit presynaptically the movement detector input to the model FDl cell. The resulting input signals of the FDl cell are then transformed into the postsynaptic response by a nonlinearity. With several simplifying assumptions the response amplitude of both the VCH and FD 1 cell can be described by simple formulas. Assume that both cells summate the output signals of N local movement detectors. Their response amplitude x is proportional to pattern velocity. If the summated synaptic input of the VCH cell is transformed by a saturation nonlinearity, which is approximated by the exponent q with 0 < q < 1, then we obtain for the response of the VCH cell R VC. = (N.x)Y.
A shunting inhibition was assumed as a specific type of inhibition provided to the movement detector input of the FDl cell. This means that the reversal potential of the inhibitory ion is close to the resting potential of the postsynaptic element. As follows from the equation for an electrical equivalent circuit of a passive patch of membrane, the signal carried by the movement detectors becomes essentially divided by the inhibitory input (Reichardt et al., 1983) . branches of a VCH cell from a wholemount preparation is shown in the middle DaneI. The cell was filled with the fluorescent dye 6-carboxy-fluorescein. Before the preparation was irradiated with a laser beam, the FDl cell responded in its normal way, that is, with a spike frequency that is higher during small-field than during large-field motion. After photoablation of the VCH cell, the FDl cell responds more vigorously to large-field than to small-field motion. The dashed line indicates the mean response level during small-field motion. Data from Warzecha et al. (1993) .
1. Hence, n represents an expansive nonlinearity (Reichardt et al., 1983 Egelhaaf, 1985) . According to this model, the response amplitude ofthe VCH cell, and thus the net presynaptic inhibition provided to the input channels of the FDl cell, increases with both increasing size and velocity of the stimulus pattern. Thus, when the pattern size exceeds a certain limit, the response of the FDl cell continuously decreases with increasing pattern size. However, owing to the expansive nonlinearity of the synapses between the movement detectors and the FDl cell, the FD 1 cell signal still increases with pattern velocity, because the transmission characteristic of its input synapses overrides the inhibitory effect exerted by the VCH cell. This type of mechanism only works if it is assumed that the synapses that connect the local movement detectors with the FD 1 and VCH cell have different transmission characteristics . However, photoablation of the VCH cells provides good evidence that this is not the case. An expansive nonlinear transmission characteristic of the synapses between the movement detectors and the FDl cell should lead to a dramatic increase in the response amplitude of the FDl cell after the VCH cell is ablated. This, however, was not observed (Fig. 7) . As an alternative mechanism it was therefore proposed that pattern size and velocity are already differentiated in the inhibitory signal mediated by the VCH cell . This can be accomplished formally by assuming that the inhibitory signal increases linearly with pattern velocity but overproportionally with pattern size: R "CH = (N".x), with n > 1. If the VCH cell is again assumed to inhibit the movement detectors presynaptically to the FDl cell by shunting inhibition, the response of the model FDl cell is given by R FDI = N.[xl(P + W.x)]: which has been shown by computer simulations to match the corresponding experimental data quite well . It should be noted that such a mechanism, though sim-and Borst -Information Processing i n the Fly Visual System ple in principle, is not easily implemented by the neuronal hardware. However, recent experimental results indicate how this may be possible . (1) The main dendritic arborization of the VCH cell in the third visual neuropil is likely to be both postsynaptic to the input from movement detectors and presynaptic to the FD 1 cell or its movement detector input (Fig. 1H) . Hence, the inhibitory action of the VCH cell onto the FDl cell is not localized but distributed over the entire dendritic tree. As a consequence of such a dendrodendritic connection, increases in pattern size or pattern velocity may lead to different activity distributions in the VCH cell, and thus to spatially differentiated inhibitory input to the FD 1 cell. (2) Optical imaging reveals that the calcium concentration in the joint post-and presynaptic arborization of the VCH cell increases overproportionally with the size of the motion stimulus (Egelhaafet al., 1993) . Since calcium is known to regulate transmitter release, this presynaptic calcium may well reflect the amplitude and distribution of the inhibitory signal the VCH cell exerts onto the FDl cell. If this conclusion is correct, the inhibitory signal indeed increases overproportionally with stimulus size. As a consequence, the FDl cell is inhibited only weakly when there is a small object, but strongly during large-field motion.
Conclusions
As studies of the visual orientation behavior of the fly have demonstrated, there exist several useful levels of explanation of how the brain processes behaviorally relevant information. These range from the behavioral phenomenology of the whole fly to the biophysical properties of individual neurons and their synaptic interactions. The relation between the different levels of explanation is not straightforward.
Models providing a phenomenological description of the behavioral performance do not necessarily have their direct counterpart at the neuronal level. For instance, the phenomenological decomposition of the responses of the fly to moving stimuli into a direction-sensitive compensatory optomotor response and a direction-insensitive object fixation response is primarily a formal one (see section 3) that is useful for describing the overall performance of the system. However, there is no exact one-to-one relationship between these formally derived response components and the control systems at the neuronal level. Of the two neural pathways mediating optomotor and object fixation responses, the former is not completely direction sensitive and the latter not completely direction insensitive. Instead, they have complex spatiotemporal characteristics and may deviate considerably from what may be considered optimal from a theoretical point of view.
Although it is often not possible immediately to link explanations at behavioral and neuronal levels, this does not necessarily imply that the two levels of explanation are completely independent, as has previously been proposed (Marr, 1982) . There is evidence, at least for the fly, that the algorithms underlying a computational task are constrained not only by the task itself but also by the way the algorithms are implemented by the neuronal hardware. Two examples may suffice to illustrate this point. (1) As was explained in sections 5.1. and 5.2., the tangential cells receive their main input from an array of local movement detectors, consisting of two subunits with opposite polarity. The two subunits terminate on the tangential cells with excitatory and inhibitory synapses. This opponent input enhances the direction selectivity of the tangential cells. Theoretical considerations have shown that this increase in direction selectivity is optimal, ifthe combination ofthe excitatory and inhibitory synapses corresponds to a mathematical subtraction Borst and Egelhaaf, 1990) . In fact, a subtraction stage is one of the main processing steps in the formal movement detector model proposed to underlie visual motion detection in biological systems (Reichardt, 196 1; Borst and Egelhaaf, 1989) . However, a mathematical subtraction is not a trivial consequence of combining an excitatory and an inhibitory synaptic input. A requirement for a perfect subtraction is that the ionic driving forces of both synaptic input channels must be exactly equal with only their polarity being inverted. This, however, is usually not given in most nerve cells, since the resting membrane potential of nerve cells is usually much closer to the reversal potential of the IPSPs than to the EPSPs. In the fly tangential cells, the resting potential is less negative, with the consequence that the driving forces of the excitatory and inhibitory input channels are at least similar. Hence, the interaction of the output of the two movement detector subunits comes close to a mathematical subtraction. Nevertheless, there are still deviations from a mathematical subtraction, with the consequence that the tangential cells are not completely direction sensitive. Their response still contains a small direction-insensitive component, because they respond to some extent also to temporal changes in overall brightness of the image . (2) A control system mediating the detection and fixation of small objects may be regarded as optimal, if the sensory filters in its input lines are exclusively sensitive to objects of the appropriate size independently of other stimulus parameters. This, however, is difficult to achieve by mechanisms that can be readily implemented by neural interactions, because the responses of all visual interneurons that are known in insects and vertebrates are not influenced by a single stimulus parameter alone. We have seen in section 5.4. the computational strategies by which the fly at least approximates this ideal performance. Yet, the FD cells are not perfectly tuned to small moving objects and respond to some extent also to large stimulus patterns.
Nevertheless, it appears that despite all these imperfections of the control systems imposed by the limitations of the neural hardware, the fly is able to perform its complex flight maneuvers (Land and Collett, 1974; Btilthoff et al., 1980; Wehrhahn et al., 1982; Wagner, 1986a,b) . The main reason for this may be that free flight occurs under closed loop conditions, where deviations from the optimal performance can be immediately corrected by appropriate steering maneuvers. For instance, if a fly detects an object and tries to fixate it in its frontal visual field by a turning response, it may overshoot the target. This leads to an error signal in the object fixation pathway that induces another corrective turn toward the object.
Although optomotor and object fixation responses are not restricted to the fly and have to be performed by many fastmoving animals, it is not yet known whether the mechanisms used by the lly to accomplish these tasks are widespread among animals. Nevertheless, it is clear that optomotor and object fixation responses are mediated by separate pathways in a variety of species and that in the visual input lines these pathways incorporate filters that are tuned to the motion of either coherent large fields or small objects relative to their background. Such pathways operate in other insects (Collett, 1971; Palka, 1972; Collett and Ring, 1975; Olberg, 1981; DeVoe et al., 1982) as well as in a variety of vertebrate species (Simpson, 1984; Allman et al., 1985; Tanaka et al., 1986; Frost et al., 1990 ) including man (Baker and Braddick, 1982; van Doom and Koenderink, 1982a,b; Regan, 1986) . As for pathways tuned to the motion of small objects, neurons with stimulus-response properties similar to those of the FD cells have been found in the middle temporal region (area MT) of monkey cortex (Allman et al., 1985; Tanaka et al., 1986) . Moreover, lesions in MT lead to deficits in ocular tracking of small objects and, hence it has been proposed that these cells participate in the control of eye movements (Newsome et al., 1985) . As for pathways tuned to coherent motion of large fields, physiological and anatomical studies in a variety of vertebrate species have pointed to the role of the "accessory optic system" (AOT) for processing such stimuli to drive compensatory eye and head responses (Simpson, 1984) . These pathways might thus be functionally analogous to the fly's HS cells. Although these analogies indicate common computational strategies throughout the animal kingdom, it is only in the fly that computations responsible for the specific selectivities of visual pathways have been accounted for in terms of biophysical properties of nerve cells and synaptic interactions.
