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THE´ORE`MES DE CONNEXITE´ POUR LES PRODUITS D’ESPACES
PROJECTIFS ET LES GRASSMANNIENNES
Olivier DEBARRE
Le the´ore`me de connexite´ de Fulton-Hansen e´nonce que si X est une varie´te´
irre´ductible comple`te et X→ Pn ×Pn un morphisme dont l’image est de codimension
< n , l’image inverse de la diagonale est connexe ([FH], [FL1]). Le point de de´part de cet
article est une remarque de Fulton et Lazarsfeld sugge´rant que cette proprie´te´ de la diagonale
pourrait eˆtre essentiellement nume´rique. C’est ce que nous ve´rifions dans la premie`re partie,
en de´montrant une the´ore`me de connexite´ analogue pour les morphismes a` valeurs dans
un produit d’espaces projectifs (th. 2.2), qui entraˆıne en particulier que l’e´nonce´ ci-dessus
reste valable si l’on remplace la diagonale de Pn ×Pn par n’importe quelle sous-varie´te´ de
dimension n qui domine chaque facteur.
Dans la seconde partie, nous e´tudions le meˆme proble`me pour les morphismes a`
valeurs dans une grassmannienne G(d,Pn) . Dans [H], Hansen montre que si X est une
varie´te´ irre´ductible comple`te et f : X→ G(d,Pn)×G(d,Pn) un morphisme dont l’image
est de codimension < n , l’image inverse de la diagonale est connexe. Des exemples
montrent que cette borne de´cevante est la meilleure possible en ge´ne´ral ( § 5). Notre but est
d’ame´liorer ce re´sultat en tenant compte des proprie´te´s nume´riques de f(X) . Le the´ore`me
7.1 montre que l’image inverse de la diagonale est connexe, pourvu qu’il existe des partitions
λ = (λ0, . . . , λd) et µ = (µ0, . . . , µd) ve´rifiant λi + µd−i < n− d ( i = 0, . . . , d ) telles que
[f(X)] · p∗1σλ · p
∗
2σµ 6= 0 ( σλ et σµ sont les classes de Schubert). Ce re´sultat contient celui
de Hansen, mais n’est pas optimal.
Les re´sultats de connexite´ du type pre´ce´dent sont toujours applique´s dans la si-
tuation suivante : on se donne des varie´te´s irre´ductibles comple`tes X et Y , des mor-
phismes f : X→ G(d,Pn) et g : Y→ G(d,Pn) , et l’on veut conclure a` la connexite´
de X×G(d,Pn) Y . Le the´ore`me 7.1 mentionne´ ci-dessus requiert pour cela l’hypothe`se
[f(X)] · [g(Y)] · (σ1,...,1 + σn−d) 6= 0 . Dans § 8, on montre qu’on peut affaiblir cette hy-
pothe`se lorsque Y est une sous-varie´te´ de Schubert de G(d,Pn) , ou une intersec-
tion de varie´te´s de Schubert spe´ciales. Sans entrer dans les de´tails, mentionnons sim-
plement que lorsque Y est une varie´te´ de Schubert associe´e a` une partition µ telle
que µ0 > · · · > µr > µr+1 = 0 (par exemple une varie´te´ de Schubert spe´ciale), la condi-
tion requise est que l’intersection de f(X) avec chacune des classes de Schubert de type
(µi + 1, . . . , µi + 1, µi+1, . . . , µr) soit non nulle ( i = 0, . . . , r ).
Un dernier mot enfin sur les me´thodes. Il existe essentiellement trois approches aux
the´ore`mes de connexite´. La plus ancienne, celle de Grothendieck ([G]), utilise la ge´ome´trie
formelle ; elle fut ensuite reprise et de´veloppe´e par Hironaka et Matsumura, Hartshorne,
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Ogus, Speiser et Faltings ([F]). La seconde (celle de [FH]) consiste a` prouver d’abord un
re´sultat d’irre´ductibilite´ du type Bertini, valable en toute caracte´ristique et sans aucune
hypothe`se de proprete´. Lorsque les varie´te´s sont comple`tes, on passe a` la connexite´ en
utilisant la factorisation de Stein. La dernie`re me´thode fut vraisemblablement initie´e par
Mumford dans une lettre a` Fulton de 1978, et utilise´e par la suite par Sommese et Van de
Ven, Nori ([N]) et moi-meˆme ([D1]) ; elle exploite l’existence d’une action transitive d’un
groupe alge´brique et fournit directement des re´sultats de connexite´ ; il faut supposer les
varie´te´s comple`tes, et la caracte´ristique du corps de base nulle.
C’est la seconde me´thode qui est adopte´e ici ; nos re´sultats sont donc de´montre´s sur un
corps alge´briquement clos de caracte´ristique quelconque, et tous les re´sultats de connexite´
mentionne´s ci-dessus ont des analogues de type Bertini (dont ils sont conse´quences), valables
sans hypothe`se de proprete´. En particulier, on montre dans § 6 que si f : X→ G(d,Pn) est
un morphisme et H un hyperplan ge´ne´ral de Pn , f−1
(
G(d,H)
)
est irre´ductible si f(X)
rencontre G(d,M) pour tout sous-espace ge´ne´ral M de Pn de codimension 2 (le the´ore`me
de Bertini usuel correspond au cas d = 0 ). On passe de cet e´nonce´ a` celui sur l’image inverse
de la diagonale de G(d,Pn)×G(d,Pn) par une astuce de Deligne.
Notations et conventions
On adopte des conventions analogues a` celles de [FL1] : les e´nonce´s se rapportent
a` un corps de base alge´briquement clos arbitraire k (cadre 〈〈 alge´brique 〉〉 ), sauf ceux
marque´s (k = C) , pour lesquels le corps de base est C , et la topologie la topologie
usuelle (cadre 〈〈 topologique 〉〉 ). Dans le cadre topologique, si f : Y → X est une application
continue, avec X connexe, on e´crira π1(Y)→ π1(X) pour signifier qu’il existe y ∈ Y tel
que l’homomorphisme induit π1(f) : π1(Y, y)→ π1
(
X, f(y)
)
soit surjectif. Lorsque Y est
connexe, cette proprie´te´ ne de´pend pas du choix du point y .
Si f : X→ S est un S-sche´ma et γ un automorphisme de S , on notera γX le
S-sche´ma γf : X→ S .
Les sous-varie´te´s seront toujours ferme´es dans l’espace ambiant. Connexe (resp.
irre´ductible) signifie connexe (resp. irre´ductible) et non vide.
Soit L un espace projectif ; on notera G(d,L) la grassmannienne des sous-espaces
line´aires de L de dimension d et, pour tout u ∈ G(d,L) , Λu l’espace line´aire correspondant
a` u .
I. PRODUITS D’ESPACES PROJECTIFS
Dans cette partie, on fixe des entiers positifs n1, . . . , nr ; on note P le produit
Pn1 × · · · ×Pnr et Aut0(P) le groupe
∏r
i=1 PGL(ni + 1, k) agissant diagonalement sur
P .
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Pour toute partie non vide I de {1, . . . , r} , on note nI =
∑
i∈I ni , PI =
∏
i∈IP
ni
et pI la projection P→ PI .
1. Un the´ore`me de Bertini
LEMME 1.1.– Soient Y une varie´te´ irre´ductible comple`te, X une sous-varie´te irre´ductible de
Pn × Y , et p : X→ Pn , q : X→ Y les deux projections. Soit L un sous-espace line´aire
de Pn , ge´ne´ral de codimension ≤ dim p(X) . Alors
dim q
(
p−1(L)
)
= min
(
dim q(X), dim(X)− codim(L)
)
.
De´monstration. Compte tenu du the´ore`me de Bertini ([FL1], th. 1.1), il suffit de traiter le
cas ou` L est un hyperplan. On a alors dim p(X) ≥ 1 , de sorte que p−1(L) est un diviseur
de X qui varie sans point base. Soit a la dimension d’une fibre ge´ne´rale de la projection
X→ q(X) , c’est-a`-dire a = dim(X)− dim q(X) . Puisque X est irre´ductible, les diviseurs D
de X tels que la codimension de q(D) dans q(X) soit > 1 sont en nombre fini. Si a = 0 ,
on a donc, pour L ge´ne´ral,
dim q
(
p−1(L)
)
= dim q(X)− 1 = dim(X)− 1 .
Si a > 0 , l’hyperplan L rencontre chaque fibre de la projection propre X→ q(X) ,
de sorte que q
(
p−1(L)
)
= q(X) . Ceci prouve le lemme.
On aura aussi besoin du re´sultat suivant, pour lequel je n’ai pas trouve´ de re´fe´rence
ade´quate.
LEMME 1.2.– Soient X une varie´te´ unibranche sur un corps alge´briquement clos de carac-
te´ristique nulle, f : X→ Pn un morphisme, et L un sous-espace line´aire ge´ne´ral de Pn .
Alors f−1(L) est unibranche.
De´monstration. La normalisation h : X˜→ X e´tant un home´omorphisme, il en est de meˆme
de (fh)−1(L)→ f−1(L) . Il suffit donc de montrer que (fh)−1(L) est normal, et on se
rame`ne ainsi au cas ou` X est normal. La de´monstration est alors classique (cf. [J], [K],
remarque (7)) et proce`de comme suit : posons Z = { (x, u) ∈ X×G(d,Pn) | f(x) ∈ Λu } ;
la premie`re projection Z→ X est lisse, de sorte que Z est normal ; par conse´quent, la
fibre ge´ne´rique de la seconde projection q : Z→ G(d,Pn) est normale (ses anneaux locaux
sont des anneaux locaux de Z ), donc ge´ome´triquement normale sur le corps K
(
G(d,Pn)
)
puisque ce dernier est de caracte´ristique nulle ([Gr1], prop. 6.7.7). L’ensemble des points u
de G(d,Pn) tels que q−1(u) soit normal e´tant localement constructible ([Gr2], prop. 9.9.4),
il contient un ouvert dense .
Montrons maintenant un the´ore`me de Bertini pour les produits d’espaces projectifs.
THE´ORE`ME 1.3.– Supposons donne´s une varie´te´ irre´ductible X , un morphisme f : X→ P ,
et, pour chaque i = 1, . . . , r , un sous-espace line´aire ge´ne´ral Li de P
ni , tels que
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dim pI
(
f(X)
)
≥
∑
i∈I codim(Li) pour toute partie non vide I de {1, . . . , r} ; notons
L = L1 × · · · × Lr .
1) f−1(L) est non vide de codimension
∑r
i=1 codim(Li) dans X .
2) Posons J = {i ∈ {1, . . . , r} | Li 6= P
ni} et supposons de plus que pour toute partie I
de {1, . . . , r} rencontrant J , on ait dim pI
(
f(X)
)
>
∑
i∈I codim(Li) .
a) f−1(L) est irre´ductible ;
b) (k = C) si X est localement irre´ductible, π1
(
f−1(L)
)
→ π1(X) .
De´monstration. Quitte a` projeter sur PJ , on peut supposer J = {1, . . . , r} . Sup-
posons donc dim pI
(
f(X)
)
≥
∑
i∈I codim(Li) (resp. > ) pour toute partie non vide I de
{1, . . . , r} et montrons 1) (resp. 2)) par re´currence sur r . Lorsque r = 1 , 1) est triv-
ial et 2) de´coule de [FL1], th. 1.1. Supposons r > 1 . Si, pour chaque i = 1, . . . , r , on
a dim pi
(
f(X)
)
= codim(Li) , il ressort de l’hypothe`se dim
(
f(X)
)
≥
∑r
i=1 codim(Li) que
f(X) =
∏r
i=1 pi
(
f(X)
)
, auquel cas 1) est trivial. Supposons donc dim p1
(
f(X)
)
> codim(L1) .
Soit I une partie non vide de {2, . . . , r} . Par [FL1], th. 1.1, X′ = (p1f)
−1(L1) est ferme´
irre´ductible de codimension codim(L1) dans X , et f(X′) = f(X) ∩ p
−1
1 (L1) . D’autre part,
le lemme 1.1 applique´ a` la sous-varie´te´ p{1}∪I
(
f(X)
)
de P1 ×PI donne
dim pI
(
f(X′)
)
= min
(
dim pI
(
f(X)
)
, dim p{1}∪I
(
f(X)
)
− codim(L1)
)
≥
∑
i∈I
codim(Li)
(resp. > ). On peut donc appliquer l’hypothe`se de re´currence au morphisme
f ′ = p{2,...,k}f : X
′ → P{2,...,k} ; la proprie´te´ 1) (resp. 2)a)) en re´sulte. Sous l’hypothe`se
respe´e, et si X est unibranche, il en est de meˆme de X′ (lemme 1.2) ; le cas r = 1 en-
traˆıne π1(X
′)→ π1(X) tandis que la proprie´te´ 2)b) pour X
′ entraˆıne
π1
(
f−1(L)
)
= π1
(
f ′−1(L2 × · · · × Lr)
)
→ π1(X
′) .
La proprie´te´ 2)b) pour X en de´coule.
Passons maintenant au cas des espaces line´aires quelconques.
THE´ORE`ME 1.4.– Supposons donne´s une varie´te´ irre´ductible X , un morphisme f : X→ P ,
et, pour chaque i = 1, . . . , r , un sous-espace line´aire Li de P
ni , tels que
dim pI
(
f(X)
)
≥
∑
i∈I codim(Li) pour toute partie non vide I de {1, . . . , r} ; notons
L = L1 × · · · × Lr .
1) Si f est propre au-dessus d’un ouvert V de P et que L est contenu dans V , f−1(L)
est non vide.
2) Posons J = {i ∈ {1, . . . , r} | Li 6= P
ni} et supposons de plus que pour toute partie I
de {1, . . . , r} rencontrant J , on ait dim pI
(
f(X)
)
>
∑
i∈I codim(Li) .
a) Si f est propre au-dessus d’un ouvert V de P et que L est contenu dans V ,
alors f−1(L) est connexe ;
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b) (k = C) si X est localement irre´ductible, pour tout voisinage ouvert U de L
dans P , on a π1
(
f−1(U)
)
→ π1(X) .
De´monstration. Comme plus haut, on peut supposer J = {1, . . . , r} . Montrons 2)b) ; tout
voisinage U de L contient des produits M1 × · · · ×Mr auxquels le point 2)b) du th. 1.3
s’applique, d’ou` 2)b). Supposons maintenant f propre au-dessus d’un ouvert V de P et
montrons 1) et 2)a). Pour chaque i = 1, . . . , r , notons Gi la grassmannienne des sous-
espaces line´aires de Pni de meˆme codimension que Li et G = G1 × · · · ×Gr . Soit W
l’ouvert de G qui consiste en les (u1, . . . , ur) tels que Λu1 × · · · × Λur ⊂ V ; notons
Z = { (x, u1, . . . , ur) ∈ X×W | f(x) ∈ Λu1 × · · · × Λur } .
La premie`re projection re´alise Z comme un ouvert dans un fibre´ en produits de
grassmanniennes au-dessus de X , de sorte que Z est irre´ductible. Comme f est propre au-
dessus de V , la projection q : Z→ V est aussi propre. Si dim pI
(
f(X)
)
≥
∑
i∈I codim(Li)
(resp. > ) pour toute partie non vide I de {1, . . . , r} , le th. 1.3 entraˆıne que les fibres
ge´ne´rales de q sont non vides (resp. irre´ductibles). Il s’ensuit que q est surjective (resp.
que les fibres de q sont connexes, par un argument classique utilisant la factorisation de
Stein de q (cf. [FL1], th. 2.1). Ceci termine la de´monstration.
Remarque 1.5.– On aura besoin de la version plus fine de 2)b) suivante : pour tout
x ∈ f−1(L) , l’homomorphisme π1
(
f−1(U), x
)
→ π1(X, x) est surjectif. Cela se de´montre
comme dans [FL1], remark 2.2.
2. The´ore`mes de connexite´
On note ∆ la diagonale de P×P et, pour tout γ ∈ Aut0(P) , γ∆ l’image de ∆
par l’automorphisme (x, y) 7→ (x, γy) de P×P .
LEMME 2.1.– Soient X une varie´te´ irre´ductible et f : X→ P×P un morphisme.
1) Si X est comple`te et que dim(pI × pI)f(X) ≥ nI pour toute partie non vide I de
{1, . . . , r} , f−1(∆) est non vide.
2) On suppose que dim(pI × pI)f(X) > nI pour toute partie non vide I de {1, . . . , r} .
a) Pour γ ∈ Aut0(P) ge´ne´ral, f−1(γ∆) est irre´ductible ;
b) si X est comple`te, f−1(∆) est connexe ;
c) (k = C) si X est localement irre´ductible et comple`te, π1
(
f−1(∆)
)
→ π1(X) .
De´monstration. Comme dans [FL1], p. 39, on utilise une astuce de Deligne. Pour chaque
i = 1, . . . , r , on conside`re des coordonne´es homoge`nes [x(i), y(i)] sur P2ni+1 , ou` x(i) et y(i)
sont des (ni + 1)-uplets d’e´le´ments de k ; on note Vi l’ouvert de P
2ni+1 de´fini par x(i) 6= 0
et y(i) 6= 0 , et on pose V = V1 × · · · ×Vr . De´finissons un morphisme ϕ : V→ P×P par
la relation
ϕ([x(1), y(1)], . . . , [x(r), y(r)]) = ([x(1)], . . . , [x(r)], [y(1)], . . . , [y(r)]) .
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Soit γ˜ = (γ˜1, . . . , γ˜r) ∈
∏r
i=1GL(ni + 1, k) , soit γ son image dans Aut
0(P) et soit
γ˜iLi ⊂ Vi l’espace line´aire de´fini par les e´quations x
(i) = γ˜i(y
(i)) . Les γ˜iLi forment un ou-
vert dense dans G(ni,P
2ni+1) et ϕ induit un isomorphisme entre γ˜L = γ˜1L1 × · · · ×
γ˜rLr
et γ∆ .
Notons X′ = X×P V et f
′ : X′ → V le morphisme canonique ; f ′−1(γ˜L) est isomor-
phe a` f−1(γ∆) et f ′ est propre lorsque X est comple`te. Le point 2)a) est alors conse´quence
du th. 1.3.2)a) et les points 1) et 2)b) du th. 1.4. Le point 2)c) se de´duit du point 2)b) du
th. 1.4 et de la remarque 1.5, comme dans [FL1], th. 3.1. et cor. 3.3.
THE´ORE`ME 2.2.– Soient X et Y des varie´te´s irre´ductibles et f : X→ P et g : Y → P des
morphismes.
1) Si X et Y sont comple`tes et que dim pIf(X) + dim pIg(Y) ≥ nI pour toute partie
non vide I de {1, . . . , r} , X×P Y est non vide.
2) On suppose que dim pIf(X) + dim pIg(Y) > nI pour toute partie non vide I de
{1, . . . , r} .
a) Pour γ ∈ Aut0(P) ge´ne´ral, X×P
γY est irre´ductible ;
b) si X et Y sont comple`tes, X×P Y est connexe ;
c) (k = C) si X et Y sont localement irre´ductibles et comple`tes,
π1(X×P Y)→ π1(X× Y) .
De´monstration. Appliquer le lemme 2.1 au morphisme (f, g) : X× Y → P×P .
COROLLAIRE 2.3.– Soient X une varie´te´ irre´ductible comple`te, f : X→ P un morphisme et
Y une sous-varie´te´ irre´ductible de P tels que, pour toute partie non vide I de {1, . . . , r} ,
on ait dim pIf(X) + dim pI(Y) > nI .
a) f−1(Y) est connexe ;
b) (k = C) si X est localement irre´ductible, π1
(
f−1(Y)
)
→ π1(X) .
De´monstration. Le point a) se de´duit du th. 2.2.2)b) ; le point b) se de´duit du th. 2.2.2)c)
comme dans [FL1], cor. 4.3 (conside´rer la normalise´e de Y ).
Le lecteur remarquera que le lemme 2.1.2) est conse´quence du cor. 2.3.
On de´montre aussi par les meˆmes me´thodes des re´sultats analogues a` ceux des cor.
5.2 et 5.3 de [FL1], comme par exemple :
COROLLAIRE 2.4.– Soit X une sous-varie´te´ irre´ductible de P telle que, pour toute partie
non vide I de {1, . . . , r} , on ait dim pI(X) >
1
2nI .
a) πalg1 (X) = 0 ;
b) (k = C) X est simplement connexe.
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Il est peut-eˆtre plus parlant d’interpre´ter les hypothe`ses des corollaires ci-dessus en
termes des classes des sous-varie´te´s qui interviennent. Il existe ([FMSS] ou [Fu], ex. 8.3.7)
une de´composition de Ku¨nneth pour les groupes de Chow
Am(P) =
⊕
m=(m1,...,mr)
m1+···+mr=m
Am(P) ,
ou` Am(P) = Am1(Pn1)⊗ · · · ⊗Amr(Pnr) . Soit X une sous-varie´te´ irre´ductible de P de
codimension m ; la composante de sa classe [X] dans Am(P) ≃ Z est l’entier positif
[X]m = X ·H
n1−m1
1 · . . . ·H
nr−mr
r ,
ou`, pour i = 1, . . . , r , Hi est l’image inverse dans P d’un hyperplan de P
ni . On ve´rifie
que, pour tout entier a et toute partie non vide I de {1, . . . , r} , on a
(2.5) codim pI(X) ≤ a ⇐⇒ ∃ m
∑
i∈I
mi ≤ a et [X]m 6= 0 .
Les hypothe`ses du th. 2.2 se re´e´crivent alors : pour toute partie non vide I de
{1, . . . , r} , il existe m et m′ avec
∑
i∈I(mi +m
′
i) ≤ nI (resp. < nI ), tels que [f(X)]m 6= 0
et [g(Y)]m′ 6= 0 .
Le cor. 2.3 entraˆıne que certaines sous-varie´te´s d’un produit d’espaces projectifs ont
des proprie´te´s de connexite´ analogues a` celles de la petite diagonale de (Pn)r , telles qu’elles
sont expose´es dans [FL1].
On dira qu’une sous-varie´te´ Z d’une varie´te´ P est encombrante si elle rencontre toute
sous-varie´te´ de P de dimension ≥ codim(Z) . Pour qu’une sous-varie´te´ irre´ductible Z de P
soit encombrante, il faut et il suffit que [Z]m soit non nul de`s que A
m(P) l’est (c’est-a`-dire
lorsque mi ≤ ni pour tout i ). On a aussi :
PROPOSITION 2.6.– Pour qu’une sous-varie´te´ irre´ductible Z de P soit encombrante, il faut
et il suffit que pour toute partie non vide I de {1, . . . , r} , on ait
dim pI(Z) = min
(
dim(Z), nI
)
.
De´monstration de la proposition. Supposons que dim pI(Z) = min
(
dim(Z), nI
)
pour
toute partie non vide I de {1, . . . , r} ; soient Y une sous-varie´te´ irre´ductible de P de
dimension ≥ codim(Z) et I une partie non vide de {1, . . . , r} . Si dim pI(Z) = nI , alors
dim pI(Z) + dim pI(Y) ≥ nI . Sinon, on a dim pI(Z) = dim(Z) ; comme
dim pI(Y) ≥ dim(Y)− (dim(P)− nI) = nI − codim(Y) ≥ nI − dim(Z) ,
on a encore dim pI(Z) + dim pI(Y) ≥ nI . Il re´sulte du th. 2.2.1) que Z rencontre Y .
Supposons inversement Z encombrante. Soit I une partie non vide de {1, . . . , r} telle
que pI(Z) 6= PI , et soit L un sous-espace line´aire de PI de codimension dim pI(Z) + 1 ,
disjoint de pI(Z) . Alors Z ne rencontre pas p
−1
I (L) , de sorte que
dim(Z) < codim p−1I (L) = dim pI(Z) + 1 .
Ceci entraˆıne dim(Z) = dim pI(Z) et termine la de´monstration.
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On dira qu’une sous-varie´te´ Z de P est bonne si dim pi(Z) = dim(Z) pour tout
i = 1, . . . , r .
PROPOSITION 2.7.– Soient X une varie´te´ irre´ductible comple`te, f : X→ P un morphisme
et Z une sous-varie´te´ irre´ductible de P telle que dim f(X) > codim(Z) .
a) Si Z est encombrante et que dim pif(X) > 0 pour tout i = 1, . . . , r , f
−1(Z) est
connexe ;
b) si Z est bonne, f−1(Z) est connexe.
De´monstration. Soit I une partie non vide de {1, . . . , r} . Sous les hypothe`ses de a),
on a soit dim(Z) > nI , auquel cas dim pI(Z) = nI et dim pIf(X) + dim pI(Z) > nI ; soit
dim(Z) ≤ nI , auquel cas dim pI(Z) = dim(Z) et
dim pIf(X) + dim pI(Z) ≥ dim f(X)−
∑
j/∈I
nj + dim(Z)
> codim(Z)−
∑
j/∈I
nj + dim(Z) = nI .
Dans chacun de ces deux cas, on peut appliquer le cor. 2.3. Sous l’hypothe`se b), on
est toujours dans le deuxie`me cas.
Remarques 2.8.– 1) La petite diagonale de (Pn)r est bonne ; on retrouve donc les re´sultats
de connexite´ de [FL1].
2) Sous les hypothe`ses du corollaire, eˆtre encombrante n’est pas suffisant en ge´ne´ral
pour assurer la connexite´ de f−1(Z) , comme le montre l’exemple suivant. Soit Γ une
courbe irre´ductible dans P1 ×P1 telle que la premie`re projection Γ→ P1 soit de degre´
> 1 . Soient s : P1 ×Pr → P2r+1 le plongement de Segre et P = P1 ×P2r+1 ; l’image Z de
Γ×Pr par Id× s : P1 ×P1 ×Pr → P est encombrante, mais, pour un point ge´ne´ral x de
P1 , Z ∩ p−11 (x) n’est pas connexe, bien que dim(Z) + dim p
−1
1 (x) = r + 1 + 2r + 1 > 2r + 2 .
3. Classes des sous-varie´te´s irre´ductibles
On s’inte´resse ici aux classes des sous-varie´te´s irre´ductibles X de P . On rappelle
que l’on a note´ [X]m les composantes de [X] dans la de´composition de Ku¨nneth de A
m(P)
(avec m = (m1, . . . , mr) et m1 + · · ·+mr = m = codim(X) ).
PROPOSITION 3.1.– Soit X une sous-varie´te´ projective irre´ductible de P . Pour tout r -uplet
m = (m1, . . . , mr) d’entiers positifs de somme codim(X) , la composante [X]m est non
nulle si et seulement si, pour toute partie non vide I de {1, . . . , r} , on a
∑
i∈I
mi ≥ codim pI(X) .
En particulier, l’ensemble des m tels que [X]m 6= 0 est l’ensemble des points entiers
d’un ensemble convexe.
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De´monstration. Soit m un r -uplet ; si les ine´galite´s de la proposition sont ve´rifie´es, le th.
1.3.1) entraˆıne que [X]m est la classe d’un 0 -cycle effectif non nul. La re´ciproque re´sulte
de (2.5).
L’ine´galite´ de Hodge force en fait des conditions plus contraignantes sur les classes des
sous-varie´te´s irre´ductibles de P . Pour α ∈ {1, . . . , r} , posons eα = (δ1,α, δ2,α, . . . , δr,α) ; si
α, β ∈ {1, . . . , r} , on a alors
[X]2m ≥ [X]m+eα−eβ [X]m−eα+eβ .
Ces ine´galite´s re´sultent des the´ore`mes de Hodge et Bertini, et entraˆınent toute une
se´rie d’ine´galite´s de convexite´ connues sous le nom de the´ore`me de Teissier-Hovanski (cf.
[T], [Ho], [G]), qui permettent en particulier de retrouver la prop. 3.1.
II. GRASSMANNIENNES
On appelle partition un (d+ 1)-uplet λ = (λ0, . . . , λd) d’entiers tels que
n− d ≥ λ0 ≥ · · · ≥ λd ≥ 0 ; on sous-entendra toujours λi = 0 pour i > d , et on omettra
meˆme souvent les λi nuls. Notons |λ| = λ0 + · · ·+ λd l’entier partitionne´ ; a` λ est associe´
un diagramme de Young, contenu dans un rectangle de d+ 1 lignes (nume´rote´es de 0 a`
d ) et n− d colonnes, et obtenu en plac¸ant λi boˆıtes dans la ligne i . Pour la partition
(4, 3, 2, 2) , cela donne
λ0
λ1
λ2
λ3
On note λ¯ la partition (n− d− λd, . . . , n− d− λ0) . Sur le diagramme de Young de
λ , elle se lit de bas en haut, a` droite de l’escalier.
On note aussi λ∗ la partition (λ∗0, . . . , λ
∗
n−d−1) , de´finie par λ
∗
i = max{ j | λj > i } ,
pour i = 0, . . . , n− d− 1 . Sur le diagramme de Young de λ , elle se lit verticalement, de
gauche a` droite, au-dessus de l’escalier. Par exemple, (4, 3, 2, 2)∗ = (4, 4, 2, 1) . On notera
que λ∗ = λ¯∗ .
Si λ et µ sont deux partitions, on e´crit λ ≤ µ si λi ≤ µi pour tout i = 0, . . . , d ,
et λ < µ si λi < µi pour tout i = 0, . . . , d .
A toute partition λ correspond une classe de Schubert σλ dans A
|λ|
(
G(d,Pn)
)
.
Pour tout drapeau L = (L(0) ⊂ · · · ⊂ L(d) ⊂ Pn) avec dim(L(i)) = n− d+ i− λi , σλ est
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la classe de la varie´te´ de Schubert
ΣL = { u ∈ G(d,P
n) | dim
(
Λu ∩ L
(i)
)
≥ i, pour i = 0, . . . , d } .
Pour m ∈ {0, . . . , n− d} , la classe σm est dite spe´ciale ; les varie´te´s de Schubert
associe´es sont
ΣL = { u ∈ G(d,P
n) | Λu ∩ L 6= ∅ } ,
ou` codim(L) = d+m .
Les classes de Schubert forment une base du Z-module A∗
(
G(d,Pn)
)
. On a
σλ · σλ¯ = 1 et l’isomorphisme de dualite´ ϕ : G(d,P
n)→ G
(
n− d− 1, (Pn)∗
)
ve´rifie
ϕ∗(σλ∗) = σλ .
Si X est une sous-varie´te´ de G(d,Pn) , sa classe dans A∗
(
G(d,Pn)
)
s’e´crit
[X] =
∑
λ [X]λ σλ , avec [X]λ = [X] · σλ¯ ; les [X]λ sont des entiers positifs non tous nuls.
4. Calcul de Schubert
Voici deux re´sultats e´le´mentaires pour lesquels je n’ai pas trouve´ de re´fe´rence.
LEMME 4.1.– On a
σλ · σµ 6= 0 ⇐⇒ λ ≤ µ¯ .
En particulier, si σλ · σµ 6= 0 et λ
′ ≤ λ , alors σλ′ · σµ 6= 0 .
De´monstration. Si la proprie´te´ λ ≤ µ¯ n’est pas ve´rifie´e, σλ · σµ = 0 ([GH], p. 198).
Supposons au contraire λ ≤ µ¯ . Montrons par re´currence sur |µ¯| − |λ| que σλ · σµ
est non nul. Si |λ| = |µ¯| , alors λ = µ¯ et σλ · σµ = 1 . Si |λ| < |µ¯| , on choisit i0 minimal
tel que λi0 + µd−i0 < n− d . La partition λ
′ de´finie par λ′i = λi + δi,i0 ve´rifie λ
′ ≤ µ¯ et
λ′0 ≤ n− d , et l’hypothe`se de re´currence entraˆıne σλ′ · σµ 6= 0 . Comme λ
′ intervient avec
un coefficient non nul dans la de´composition du produit σ1 · σλ en somme de classes de
Schubert donne´e par la formule de Pieri ([Fu], p. 271), on a aussi σ1 · σλ · σµ 6= 0 , d’ou` le
lemme.
Le lemme 4.1 entraˆıne : soient X et Y des sous-varie´te´s de G(d,Pn) ; pour que
X ∩ Y soit non vide, il faut et il suffit qu’il existe des partitions λ et µ avec [X]λ 6= 0 ,
[Y]µ 6= 0 et λ ≤ µ¯ .
On aura aussi besoin du re´sultat suivant sur les produits de classes de Schubert
spe´ciales.
LEMME 4.2.– Soient ℓ0, . . . , ℓr des entiers avec n− d ≥ ℓ0 ≥ · · · ≥ ℓr ≥ 0 , et λ une parti-
tion. Pour que σλ¯ · σℓ0 · · ·σℓr soit non nul, il faut et il suffit que
ℓ0 + · · ·+ ℓi ≤ λ0 + · · ·+ λi
pour tout i = 0, . . . , r .
10
En prenant |λ| =
∑r
i=0 ℓi , on obtient une description explicite des classes de Schubert
qui apparaissent avec un coefficient non nul dans σℓ0 · · ·σℓr . Le lemme entraˆıne aussi que
ce produit est non nul lorsque
∑r
i=0 ℓi ≤ (d+ 1)(n− d) .
De´monstration du lemme. On proce`de par re´currence sur r . Lorsque r = −1 , il n’y
a rien a` de´montrer. Supposons l’e´quivalence de´montre´e pour r − 1 ≥ −1 et prenons des
entiers ℓ0, . . . , ℓr tels que n− d ≥ ℓ0 ≥ · · · ≥ ℓr ≥ 0 .
Supposons σλ¯ · σℓ0 · · ·σℓr non nul ; il suffit par hypothe`se de re´currence de montrer
l’ine´galite´ ℓ0 + · · ·+ ℓr ≤ λ0 + · · ·+ λr . Posons s = min(r, d) et soit λ¯
′ la partition λ¯
tronque´e apre`s λ¯s . On a alors σλ¯′ · σℓ0 · · ·σℓr 6= 0 (lemme 4.1). Ces cycles vivent en fait
dans G(s,Ps+n−d) , de sorte que
λ¯0 + · · ·+ λ¯s + ℓ0 + · · ·+ ℓr ≤ dimG(s,P
s+n−d) = (s+ 1)(n− d) ,
ce qui de´montre l’ine´galite´ cherche´e.
Supposons inversement que les ine´galite´s du lemme soient ve´rife´es. Soit s ∈ {0, . . . , d}
l’entier tel que λs+1 + · · ·+ λd < ℓr ≤ λs + · · ·+ λd et posons λ
′
i = λi pour 0 ≤ i < s ,
λ′s = λs + · · ·+ λd − ℓr et λ
′
i = 0 pour i > s . La formule de Pieri s’e´crit
σλ¯ · σℓr =
∑
|µ|=|λ|−ℓr
λ0≥µ0≥···≥λd≥µd≥0
σµ¯ ,
de sorte que σλ¯′ intervient avec un coefficient non nul dans σλ¯ · σℓr . Pour s ≤ i < r , on a
λ′0 + · · ·+ λ
′
i = λ0 + · · ·+ λs−1 + (λs + · · ·+ λd − ℓr)
≥ ℓ0 + · · ·+ ℓr − ℓr ≥ ℓ0 + · · ·+ ℓi
et l’hypothe`se de re´currence entraˆıne alors σλ¯′ · σℓ0 · · ·σℓr−1 6= 0 , ce qui montre le lemme.
5. Le re´sultat de Hansen
Hansen a obtenu dans [H] un the´ore`me de connexite´ pour les varie´te´s de drapeaux,
qui s’e´nonce comme suit dans le cas des grassmanniennes : soient X une varie´te´ irre´ductible
comple`te, ∆ la diagonale de G(d,Pn)×G(d,Pn) et f : X→ G(d,Pn)×G(d,Pn) un
morphisme. Si dim f(X) < n , alors f−1(∆) est connexe.
Il montre aussi par la construction suivante que sa borne est la meilleure possible.
(5.1) L’exemple de Hansen-Harris. Dans Pn , on conside`re une conique lisse C et un hy-
perplan H la rencontrant transversalement. La varie´te´ X = { (p, u) ∈ C×G(d,Pn) | p ∈ Λu}
est projective irre´ductible (et meˆme lisse) ; notons f : X→ G(d,Pn) la seconde projection
et Y = G(d,H) . Lorsque d < n− 1 , f−1(Y) a deux composantes connexes. On a d’autre
part codim f(X) = n− d− 1 et codim(Y) = d+ 1 ; plus pre´cise´ment (cf. [Fu], ex. 14.7.6)
[f(X)] = 2σn−d−1 et [Y] = σ1,...,1 .
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On remarquera que [f(X)] · [Y] · (σ1,...,1 + σn−d) = 0 .
(5.2) Dans la meˆme veine, soient d et r des entiers tels que d/2 + 1 ≤ r ≤ d+ 1 et
d > 0 . Posons n = d+ 2r et conside´rons une quadrique lisse Q dans Pn . La varie´te´
X = { u ∈ G(d,Pn) | Λu ⊂ Q} est irre´ductible lisse ([H], th. 22.13). Soit L un sous-espace
line´aire de Pn de dimension (2r − 1) , transverse a` Q ; soit Y la varie´te´ de Schubert
{u ∈ G(d,Pn) | dim(Λu ∩ L) ≥ r − 1} . Pour tout u ∈ X ∩Y , l’espace line´aire Λu ∩ L est
de dimension ≥ r − 1 et est contenu dans la quadrique L ∩Q , lisse de dimension 2r − 2 . Il
fait donc partie de l’une des deux familles de (r − 1)-plans contenus dans L ∩Q (loc.cit.).
On en de´duit que X ∩Y n’est pas connexe, alors que dim(X) + dim(Y) > dimG(d,Pn) .
On notera que ([Fu], ex. 14.7.15)
[X] = 2d+1σd+1,d,...,1 et [Y] = σr,...,r︸︷︷︸
r fois
.
Il ressort du lemme 4.1 que de nouveau, on a [X] · [Y] · (σ1,...,1 + σn−d) = 0 .
Notre but est d’e´tendre le re´sultat de Hansen en tenant compte des proprie´te´s
nume´riques de la sous-varie´te´ f(X) de G(d,Pn)×G(d,Pn) .
6. Un the´ore`me de Bertini
Il faut eˆtre prudent en ce qui concerne les the´ore`mes du type Bertini dans les
grassmanniennes : dans (5.2), l’intersection X ∩ γY est non connexe pour γ ge´ne´ral dans
PGL(n+ 1, k) , bien que dim(X) + dim(Y) > dimG(d,Pn) . Dans [K], Kleiman construit,
lorsque k est de caracte´ristique non nulle, un exemple de surface dans G(1,P3) dont
l’intersection avec la varie´te´ de Schubert G(1,H) , ou` H est un hyperplan ge´ne´ral de P3 ,
est non re´duite.
Le the´ore`me suivant est notre re´sultat cle´. Pour tout p ∈ Pn , on note Σp la varie´te´
{z ∈ G(1,Pn) | p ∈ Λz} . Le plongement de Plu¨cker induit un isomorphisme de Σp sur un
espace projectif de dimension n− 1 .
THE´ORE`ME 6.1.– Soient X une varie´te´ irre´ductible, f : X→ G(1,Pn) un morphisme
dominant et p un point ge´ne´ral de Pn .
a) f−1(Σp) est irre´ductible ;
b) (k = C) si X est localement irre´ductible, π1
(
f−1(Σp)
)
→ π1(X) .
Lorsque X est comple`te, le the´ore`me de Hansen entraˆıne que f−1(Σp) est connexe
pour tout p ; il n’est pas difficile d’en de´duire a) dans ce cas. On notera que l’hypothe`se que
f est dominant est indispensable : si l’on prend d = n− 2 dans l’exemple (5.1) et que l’on
dualise, l’image de f est un diviseur, mais f−1(Σp) a deux composantes connexes pour p
ge´ne´ral.
De´monstration du the´ore`me. A ma grande surprise, je n’ai pas re´ussi a` donner une
de´monstration de ce re´sultat base´e sur le the´ore`me de Bertini usuel. Je vais donner
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deux de´monstrations : l’une sera valable en toute caracte´ristique et de´montrera a), l’autre
supposera k = C et de´montrera a) et b). Posons G = G(1,Pn) .
Supposons donc tout d’abord k de caracte´ristique quelconque. La de´monstration suit
celle du th. 6.3 de [J]. On rappelle qu’une extension de corps K ⊂ K′ est dite primaire si
la fermeture alge´brique de K dans K′ est radicielle. Prenons des coordonnees homoge`nes
(x0, . . . , xn) dans P
n et notons Λ le sous-espace line´aire de´fini par x0 = x1 = 0 . L’ouvert
G0 = { u ∈ G | Λu ∩ Λ = ∅ }
de G est affine ; on peut le parame´trer en associant a` (a2, . . . , an, b1, . . . , bn) ∈ k
2n−2 la
droite joignant les points (1, 0, a2, . . . , an) et (0, 1, b2, . . . , bn) . Conside´rons la correspon-
dance d’incidence I = {(p, u) ∈ An+1 ×G0 | u ∈ Σ[p]} ; la condition u ∈ Σ[p] est e´quivalente
a` p ∈ Λu , de sorte que I est de´finie par les e´quations pi = p0ai + p1bi , i = 2, . . . , n . En
particulier, l’application
(p0, p1, a2, . . . , an, b2, . . . , bn) 7→ (p0, p1, p0a2 + p1b2, . . . , p0an + p1bn, a2, . . . , b2, . . .)
de´finit un isomorphisme de G0 -sche´mas entre A2 ×G0 et I .
Pour montrer le the´ore`me, on peut remplacer G par G0 . On note Z = X×G0 I ; le
morphisme Z→ X est un fibre´ vectoriel trivial de rang 2 . En particulier, Z est inte`gre.
Il s’agit de montrer que les fibres du morphisme h : Z→ I
pr1
−→ An+1 sont presque toutes
irre´ductibles. Le premier pas de l’argument est classique : la fibre ge´ne´rique F de h est
inte`gre, et il suffit de montrer qu’elle est ge´ome´triquement irre´ductible ([J], 4.10) ; pour cela,
montrons que le corps des fractions K(Z) est extension primaire de K = k(p0, . . . , pn) ([J],
4.3). Par hypothe`se, le morphisme Z→ I est dominant ; on a une suite d’extensions
k(p0, p1) ⊂ k(p0, . . . , pn) ⊂ k(p0, . . . , pn, a2, . . . , an) ⊂ k(p0, p1, a2, . . . , b2, . . .)
|| || || ||
K0 ⊂ K ⊂ L ⊂ K(I) ⊂ K(Z) ,
ou` K(Z) est une extension pure de K(X) de base (p0, p1) , et ai , bi ∈ K(X) .
Notant K˜ la fermeture se´parable de K dans K(Z) , il s’agit de montrer que K = K˜ .
Soit L˜ la fermeture se´parable de L dans K(Z) , on a K˜ ⊂ L˜ et K˜ (resp. L˜ ) est de type fini
alge´brique, donc fini sur K (resp. L ). Pour tout c ∈ k , on de´finit un K(X)-automorphisme
σc de K(Z) par les relations σc(p0) = p0 + c et σc(p1) = p1 . On a σc(pi) = pi + cai
pour i = 2, . . . , n , de sorte que σc(L) ⊂ L et σc(L˜) ⊂ L˜ . Le corps Mc = L(σcK˜) est une
extension se´parable finie de L , contenue dans L˜ ; comme L˜ est se´parable fini sur L , et
que k est infini, il existe c 6= c′ tels que M = Mc = Mc′ . On pose θi = σc(pi) = pi + cai
et θ′i = σc′(pi) = pi + c
′ai , pour i = 2, . . . , n , de sorte que L = K0(θ2, . . . , θn, θ
′
2, . . . , θ
′
n) .
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Soit ξ un e´le´ment primitif de l’extension K˜ de K ; posons a = σc(ξ) et a
′ = σc′(ξ) , de
sorte que M = L(a) = L(a′) .
Puisque X est ge´ome´triquement irre´ductible, l’extension k ⊂ K(X) est primaire ;
par [J], 3.13.3, il en est de meˆme de l’extension K0 ⊂ K(Z) , et a fortiori de l’extension
K0 ⊂ K0(a, θ2, . . . , θn) = σcK˜ . Puisque le morphisme I→ A
2n de´fini par
(p, u) 7→ (p0, . . . , pn, a2, . . . , an) est dominant, le degre´ de transcendance de L (donc aussi
celui de L(a) ) sur K0 vaut 2n− 2 ; comme celui de σcK˜ est n− 1 , la famille {θ
′
2, . . . , θ
′
n}
est alge´briquement inde´pendante sur σcK˜ . Par loc.cit., l’extension K0(θ
′
2, . . . , θ
′
n) ⊂ L(a) = M
est primaire. Mais a′ = σc′(ξ) appartient a` M et est alge´brique se´parable sur
K0(θ
′
2, . . . , θ
′
n) = σc′K . Par suite, a
′ = σc′(ξ) est dans σc′K , de sorte que ξ est dans K .
On a donc K˜ = K , d’ou` le the´ore`me.
Supposons maintenant k = C ; on suit la de´monstration du th. 1.1 de [FL1]. Par
〈〈 droite contenue dans G 〉〉 , on entend toute sous-varie´te´ de G du type
ℓp,P = { x ∈ G(1,P
n) | p ∈ Λx ⊂ P } ,
ou` p est un point d’un 2-plan P contenu dans Pn (ce sont en fait toutes les droites
contenues dans l’image du plongement de Plu¨cker de G ). Elles sont parame´tre´es par une
varie´te´ de drapeaux L irre´ductible lisse de dimension 3n− 4 .
Comme dans la de´monstration du lemme 1.4 de [De], quitte a` re´tre´cir X , on peut
supposer que f fait de X un espace fibre´ topologiquement localement trivial au-dessus
de f(X) , et que ce dernier est le comple´mentaire G1 d’une hypersurface B de G . Soient
u0 un point ge´ne´ral de G
1 et L0 la sous-varie´te´ de L forme´e des droites contenues dans
G et passant par u0 . Le sous-ensemble de L0 qui consiste en les droites transverses a` B
contient un ouvert de Zariski dense L10 ([K]). Conside´rons la correspondance d’incidence
J = {(u, ℓ) ∈ G1 × L0 | u ∈ ℓ} , et posons Z = X×G1 J = {(x, ℓ) ∈ X×L0 | f(x) ∈ ℓ} .
L’image de la premie`re projection J→ G1 est pr1(J) = {u ∈ G
1 | Λu ∩ Λu0 6= ∅} , et
re´alise J comme l’e´clatement de u0 dans pr1(J) . On en de´duit que la premie`re projection
Z→ X re´alise Z comme l’e´clatement de f−1(u0) dans X0 = {x ∈ X | Λf(x) ∩ Λu0 6= ∅} .
Posons T = {(x, p) ∈ X×Pn | p ∈ Λf(x)} ; la premie`re projection pr1 : T→ X est
un P1 -fibre´, de sorte que T est irre´ductible. La seconde projection pr2 : T→ P
n est
dominante puisque f l’est ; puisque u0 est ge´ne´ral, le the´ore`me de Bertini usuel entraˆıne que
pr−12 (Λu0) est irre´ductible, donc aussi X0 = pr1
(
pr−12 (Λu0)
)
. Par suite, Z est irre´ductible.
La seconde projection Z→ J est un reveˆtement topologique ; il en est de meˆme de la
projection J→ L0 au-dessus de l’ouvert L
1
0 (ses fibres sont des sphe`res prive´es de deg(B)
points), donc aussi de la compose´e h : Z→ L0 au-dessus de L
1
0 . Or h
−1(L10) , ouvert dans
Z , est irre´ductible, et h admet comme section ℓ 7→ (x0, ℓ) , pour tout point fixe´ x0 de
f−1(u0) . Comme les fibres d’une fibration localement triviale entre espaces connexes, qui
admet une section, sont toutes connexes, on en de´duit que pour tout ℓ ∈ L10 , f
−1(ℓ) est
connexe. Pour tout Σp contenant une droite transverse a` B , f
−1(Σp) est connexe ; e´tant
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lisse, il est irre´ductible, ce qui de´montre a). Pour de´montrer b), il suffit d’appliquer a) a` la
compose´e f ◦ π , ou` π : X˜→ X est le reveˆtement universel de X .
On en de´duit un the´ore`me de Bertini pour les grassmanniennes.
THE´ORE`ME 6.2.– Soient X une varie´te´ irre´ductible, f : X→ G(d,Pn) un morphisme, et
l un entier tel que d < l ≤ n . On suppose que pour M ∈ G(l − 1,Pn) ge´ne´ral, f(X)
rencontre G(d,M) . Pour L ∈ G(l,Pn) ge´ne´ral,
a) f−1
(
G(d,L)
)
est irre´ductible ;
b) (k = C) si X est localement irre´ductible, π1
(
f−1
(
G(d,L)
))
→ π1(X) .
Le the´ore`me de Bertini usuel correspond au cas d = 0 .
De´monstration. Il suffit de traiter le cas ou` L est un hyperplan de Pn , ou` l’on a
d ≤ n− 2 . Posons
Z = { (x, u) ∈ X×G(n− 2,Pn) | Λf(x) ⊂ Λu } .
La premie`re projection p : Z→ X est un fibre´ en grassmanniennes, de sorte que Z
est irre´ductible, et localement irre´ductible si X l’est. Dans le cadre topologique, on a aussi
π1(Z)→ π1(X) . La seconde projection q : Z→ G(n− 2,P
n) est dominante par hypothe`se,
et, pour tout hyperplan L de Pn , on a p
(
q−1
(
G(n− 2,L)
))
= f−1
(
G(d,L)
)
. On est
donc ramene´ au cas d = n− 2 . En dualisant, on obtient un morphisme f : X→ G(1,Pn)
dominant, auquel il suffit d’appliquer le the´ore`me 6.1.
Avec des hypothe`ses de proprete´, on passe alors comme d’habitude a` des e´nonce´s de
connexite´.
THE´ORE`ME 6.3.– Soient X une varie´te´ irre´ductible, f : X→ G(d,Pn) un morphisme, l un
entier tel que d < l ≤ n , et L un sous-espace line´aire de Pn de dimension l . On suppose
que pour M ∈ G(l − 1,Pn) ge´ne´ral, f(X) rencontre G(d,M) .
a) Si f est propre au-dessus d’un ouvert V de G(d,Pn) et que G(d,L) est contenu
dans V , alors f−1
(
G(d,L)
)
est connexe ;
b) (k = C) si X est localement irre´ductible, pour tout voisinage ouvert U de G(d,L)
dans G(d,Pn) , on a π1
(
f−1(U)
)
→ π1(X) .
De´monstration. On suit [FL1], th. 2.1 ; posons Z = {(x, u) ∈ X×G(d,L) | Λf(x) ⊂ Λu} .
La premie`re projection re´alise Z comme un fibre´ en grassmanniennes au-dessus de X , de
sorte que Z est irre´ductible. La projection q : Z→ G(d,L) est propre, donc admet une
factorisation de Stein Z
q′
→ G′
ρ
→ G(d,L) , ou` ρ est fini et ou` les fibres de q′ sont connexes.
Par th. 6.2, ρ est birationnel surjectif ; comme G(d,L) est normal, ρ est bijectif, de sorte
que les fibres de q sont connexes, ce qui montre a).
Tout voisinage ouvert U de G(d,L) contient des G(d,L′) auxquels on peut appliquer
le th. 6.2.b), d’ou` b).
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Remarque 6.4.– On aura besoin de la version plus fine de b) suivante : pour tout
x ∈ f−1
(
G(d,L)
)
, l’homomorphisme π1
(
f−1(U), x
)
→ π1(X, x) est surjectif. Cela se de´-
montre comme dans [FL1], remark 2.2.
7. The´ore`mes de connexite´
On note ∆ la diagonale de G(d,Pn)×G(d,Pn) et, pour tout γ ∈ PGL(n+ 1, k) ,
γ∆ l’image de ∆ par l’automorphisme (x, y) 7→ (x, γy) de G(d,Pn)×G(d,Pn) .
THE´ORE`ME 7.1.– Soient X une varie´te´ irre´ductible et f : X→ G(d,Pn)×G(d,Pn) un
morphisme. On suppose qu’il existe des partitions λ et µ ve´rifiant λ < µ¯ ou λ∗ < µ¯∗ ,
telles que [f(X)] · p∗1σλ¯ · p
∗
2σµ¯ 6= 0 .
a) Pour γ ge´ne´ral dans PGL(n+ 1, k) , f−1(γ∆) est irre´ductible ;
b) si X est comple`te, f−1(∆) est connexe ;
c) (k = C) si X est localement irre´ductible et comple`te, π1
(
f−1(∆)
)
→ π1(X) .
Remarques 7.2.– 1) La condition λ < µ¯ e´quivaut aux ine´galite´s λi + µd−i < n− d pour tout
i = 0, . . . , d . La condition λ∗ < µ¯∗ e´quivaut aux relations λd = µd = 0 et λi + µd−i−1 ≤ n− d
pour tout i = 0, . . . , d− 1 .
2) Le the´ore`me entraˆıne le re´sultat de Hansen (cf. § 5) ; en effet, supposons
codim f(X) < n et soient λ et µ deux partitions ve´rifiant [f(X)] · p∗1σλ¯ · p
∗
2σµ¯ 6= 0 et
|λ|+ |µ| = codim f(X) . Si λα ≥ µ¯α , on a
|λ|+ |µ| ≥ (α+ 1)λα + (d+ 1− α)(n− d− λα)
= λα(2α− d) + (d+ 1− α)(n− d) .
Quitte a` e´changer λ et µ , on peut supposer α ≤ d/2 . Si λα < n− d , on a
n > codim f(X) = |λ|+ |µ| ≥ (n− d− 1)(2α− d) + (d+ 1− α)(n− d)
= (n− d)(α+ 1)− 2α+ d = n+ (n− d− 2)α ,
de sorte que n− d ≤ 1 , λα = 0 et µd−α = n− d .
On a donc dans tous les cas λ0 = n− d ou µ0 = n− d . Si l’ine´galite´ λ
∗ < µ¯∗ est
aussi viole´e, on obtient de meˆme λ∗0 = d+ 1 ou µ
∗
0 = d+ 1 , d’ou` la contradiction
|λ|+ |µ| ≥ n− d+ (d+ 1)− 1 = n .
De´monstration du the´ore`me. On utilise de nouveau l’astuce de Deligne pour se ramener
au the´ore`me de Bertini 6.2. On conside`re des coordonne´es homoge`nes [x(1), x(2)] sur
P2n+1 , ou` x(1) et x(2) sont des (n+ 1)-uplets d’e´le´ments de k . Soit γ˜ un e´le´ment de
GL(n+ 1, k) et γ son image dans PGL(n+ 1, k) ; on note L1 (resp. L2 ) (resp.
γ˜L )
le sous-espace line´aire de dimension n de P2n+1 de´fini par x(1) = 0 (resp. x(2) = 0 )
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(resp. x(1) = γ˜(x(2)) ). Soit V l’ouvert G(d,P2n+1) ΣL1 ΣL2 ; pour i = 1 , 2 , soient
ρi : P
2n+1 Li → P
n le morphisme [x(1), x(2)] 7→ [x(i)] et ϕi : V→ G(d,P
n) le morphisme
induit. Le morphisme ϕ = (ϕ1, ϕ2) : V→ G(d,P
n)×G(d,Pn) est un
GL(d+ 1, k)-fibre´, et induit un isomorphisme de G(d, γ˜L) sur γ∆ . Si on note
X′ = X×G(d,Pn)×G(d,Pn) V et f
′ : X′ → V la projection, on a f ′−1
(
G(d, γ˜L)
)
≃ f−1(γ∆) .
Soit M un sous-espace line´aire de P2n+1 ge´ne´ral de dimension n− 1 , de sorte
que, pour i = 1 , 2 , l’espace M ∩ Li est vide et que ρi induit un isomorphisme de M
sur un hyperplan Hi de P
n . On note γi : G(d,M)→ G(d,Hi) l’isomorphisme induit. Le
morphisme ϕ induit un isomorphisme de G(d,M) sur
ΩM = { (u, γ2
(
γ−11 (u)
)
| u ∈ G(d,H1) }
et f ′−1
(
G(d,M)
)
≃ f−1(ΩM) . La de´composition de Ku¨nneth de A
∗
(
G(d,Pn)×G(d,Pn)
)
([FMSS]) permet de de´terminer la classe de la sous-varie´te´ ΩM ; elle vaut
∑
p∗1σα · p
∗
2σβ ,
la somme portant sur toutes les partitions α et β telles que αi + βd−i = n− d+ 1 pour
tout i = 0, . . . , d .
Quitte a` dualiser, il existe par hypothe`se des partitions λ et µ telles que λ < µ¯ ,
ve´rifiant [f(X)] · p∗1σλ¯ · p
∗
2σµ¯ 6= 0 . De´finissons une partition λ
′ par λ′i = µ¯i − 1 ; on a
λ′ ≥ λ , et le lemme 4.1 entraˆıne [f(X)] · p∗1σλ¯′ · p
∗
2σµ¯ 6= 0 . Comme le produit p
∗
1σλ¯′ · p
∗
2σµ¯
intervient dans l’expression de [ΩM] donne´e ci-dessus, on obtient [f(X)] · [ΩM] 6= 0 . On a
donc [f ′(X′)] · [G(d,M)] 6= 0 , d’ou` a) (th. 6.2). Lorsque X est comple`te, f ′ est propre ; on
en de´duit b) (th. 6.3).
Le point c) se de´duit du th. 6.3.b) et de la remarque 6.4, comme dans [FL1], p. 40.
On peut de´rouler les corollaires habituels.
COROLLAIRE 7.3.– Soient X et Y des varie´te´s irre´ductibles et f : X→ G(d,Pn) et
g : Y → G(d,Pn) des morphismes. On suppose que [f(X)] · [g(Y)] · (σ1,...,1 + σn−d) 6= 0 .
a) Pour γ ge´ne´ral dans PGL(n+ 1, k) , X×G(d,Pn)
γY est irre´ductible ;
b) si X et Y sont comple`tes, X×G(d,Pn) Y est connexe ;
c) (k = C) si X et Y sont localement irre´ductibles et comple`tes,
π1(X×G(d,Pn) Y)→ π1(X× Y) .
De´monstration. Il suffit de remarquer que pour que [f(X)] · [g(Y)] · σ1,...,1 soit non
nul, il faut et il suffit qu’il existe des partitions λ et µ ve´rifiant λ < µ¯ , telles que
[f(X)]λ 6= 0 et [g(Y)]µ 6= 0 (lemme 4.1). On applique ensuite le the´ore`me 7.1 au morphisme
(f, g) : X× Y→ G(d,Pn)×G(d,Pn) .
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Lorsque k = C , que X et Y sont comple`tes, que f est surjective et que g est
non constante, on peut montrer en utilisant [PS], prop. 1, que les conclusions du the´ore`me
subsistent, bien que l’hypothe`se [g(Y)] · (σ1,...,1 + σn−d) 6= 0 ne soit pas toujours ve´rifie´e.
COROLLAIRE 7.4.– Soit X une sous-varie´te´ irre´ductible de G(d,Pn) telle que
[X] · [X] · (σ1,...,1 + σn−d) 6= 0 .
a) πalg1 (X) = 0 ;
b) (k = C) X est simplement connexe.
Rappelons ( § 2) qu’une sous-varie´te´ Z de G(d,Pn) est encombrante si elle rencontre
toute sous-varie´te´ de G(d,Pn) de dimension ≥ codim(Z) . De fac¸on e´quivalente, on demande
que pour toute partition λ telle que |λ| = codim(Z) , on ait [Z]λ 6= 0 .
Soit Q le fibre´ quotient universel sur G(d,Pn) ; il de´coule de [FL2] que toute une
sous-varie´te´ Z de G(d,Pn) telle que la restriction de Q a` Z soit ample, est encombrante
(ainsi par conse´quent que toute sous-varie´te´ de Z ). C’est le cas par exemple pour l’image Z
de l’application de Gauss d’une sous-varie´te´ lisse d’une varie´te´ abe´lienne simple (cf. [D2]). En
conside´rant des intersections comple`tes de codimension 2 dans une varie´te´ abe´lienne simple
de dimension n+ 1 , on obtient des exemples de sous-varie´te´s encombrantes de dimension
n− 1 dans G(1,Pn) dont le groupe fondamental est isomorphe a` Z2n+2 .
COROLLAIRE 7.5.– Soient X une varie´te´ irre´ductible comple`te et f : X→ G(d,Pn) un mor-
phisme dont l’image est une sous-varie´te´ encombrante. Pour toute sous-varie´te´ irre´ductible
Z de G(d,Pn) de dimension > codim f(X) + d , telle que [Z] · σ1,...,1 6= 0 , f
−1(Z) est
connexe.
La conclusion du corollaire subsiste lorsque dim(Z) > codim f(X) + n− d− 1 et
[Z] · σn−d 6= 0 : il suffit de dualiser (cf. aussi cor. 8.3). D’autre part, rappelons que si l’on
prend d = n− 2 dans l’exemple (5.1), on obtient un morphisme f : X→ G(1,Pn) dont
l’image est un diviseur (ample, donc encombrant), tel que f−1(Σ1,1) ait deux composantes
connexes.
De´monstration de la proposition. Il existe une partition λ avec λ0 < n− d et
[f(X)]λ 6= 0 . Si on pose µi = λ¯i − 1 , on a λ < µ¯ et |µ| = |λ¯| − d > codim(Z) . Il existe
une partition µ′ telle que µ′ ≤ µ et |µ′| = codim(Z) ; comme Z est encombrante, on a
[Z]µ 6= 0 , puis [Z]µ′ 6= 0 (lemme 4.1), et la proposition re´sulte du cor. 7.3.
8. Images inverses des varie´te´s de Schubert
Soit µ = (µ0, . . . , µd) une partition ; on pose J(µ) = {j ∈ {0, . . . , d} | µj > µj+1} . Si
µd < n− d , on de´finit pour tout j ∈ J(µ) une partition µ
(j) de la fac¸on suivante : si
µj < n− d , on pose µ
(j)
i = µj + 1 pour i ≤ j , et µ
(j)
i = µi pour i > j ; si µj = n− d , on
pose µ
(j)
i = n− d pour i ≤ j + 1 , et µ
(j)
i = µi pour i > j + 1 .
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THE´ORE`ME 8.1.– Soient X une varie´te´ irre´ductible, f : X→ G(d,Pn) un morphisme, et
ΣL une varie´te´ de Schubert de dimension > 0 et de classe σµ . On suppose que pour tout
j ∈ J(µ) , on a [f(X)] · σµ(j) 6= 0 .
a) Si L est ge´ne´ral, f−1(ΣL) est irre´ductible ;
b) si X est comple`te, f−1(ΣL) est connexe ;
c) (k = C) si X est localement irre´ductible et comple`te, π1
(
f−1(ΣL)
)
→ π1(X) .
Exemples 8.2.– 1) Prenons par exemple µ = (5, 2, 2, 1) ; lorsque n− d > 5 , on demande que
le produit de [f(X)] avec chacune des classes de Schubert de type (2, 2, 2, 2) , (3, 3, 3, 1) et
(6, 2, 2, 1) soit non nul (pour n− d = 5 , changer la dernie`re en (5, 5, 2, 1) ). Ce the´ore`me est
donc en ge´ne´ral meilleur que le th. 7.1. On notera que les hypothe`ses du the´ore`me ne sont
pas invariantes par dualite´ : sur l’exemple, la condition duale est, pour d ≥ 4 , que le produit
de [f(X)] avec chacune des classes de Schubert de type (5, 5) , (5, 2, 2, 2) et (5, 2, 2, 1, 1)
soit non nul (lorsque d = 3 , supprimer la dernie`re).
2) Lorsque n− d > µ0 > · · · > µr > µr+1 = 0 , la condition requise est que l’intersec-
tion de [f(X)] avec chacune des classes de Schubert de type (µi + 1, . . . , µi + 1, µi+1, . . . , µr)
soit non nulle ( i = 0, . . . , r ) ; il suffit pour cela que l’intersection de [f(X)] avec chacune
des classes de Schubert qui apparaissent dans σµ · σ1 soit non nulle. En particulier, pour
une varie´te´ de Schubert spe´ciale de classe σm , on obtient la condition [f(X)] · σm+1 6= 0 .
La condition duale est [f(X)] · σm,m 6= 0 . Plus ge´ne´ralement, pour une varie´te´ de Schubert
de classe σm,...,m︸ ︷︷ ︸
r fois
, les deux conditions peuvent se regrouper en
[f(X)] · (σm+1,...,m+1︸ ︷︷ ︸
r fois
+ σm,...,m︸ ︷︷ ︸
r+1 fois
) 6= 0 .
Lorsque m = r = 1 , on obtient [f(X)] · (σ2 + σ1,1) = [f(X)] · σ
2
1 6= 0 , c’est-a`-dire
simplement dim f(X) ≥ 2 , l’hypothe`se du the´ore`me de Bertini usuel.
De´monstration du the´ore`me. Notons la varie´te´ F des drapeaux (Λ0 ⊂ · · · ⊂ Λd ⊂ P
n) ,
ou` Λi a dimension i , et pi la surjection F→ G(i,P
n) . Soient J un sous-ensemble de
{0, . . . , d} et {M(j)}j∈J une famille croissante de sous-espaces line´aires de P
n . On a
pd
(⋂
j∈J
p−1j
(
G(j,M(j))
))
= { u ∈ G(d,Pn) | dim(Λu ∩M
(j)) ≥ j pour tout j ∈ J } .
Si la fonction j 7→ dim(M(j))− j est croissante et a` valeurs dans {0, . . . , n− d} ,
cette sous-varie´te´ de G(d,Pn) est la varie´te´ de Schubert associe´e a` tout drapeau
(N(0) ⊂ · · · ⊂ N(d)) ou` N(i) = M(i) si i ∈ J , ou` N(i) est un hyperplan quelconque de
N(i+1) si i /∈ J et ou` N(d) = Pn si d /∈ J . La partition correspondante λ est de´finie par
λi = n− d+ j − dim(M
(j)) , ou` j est le plus petit e´le´ment de J supe´rieur a` i .
Notons (L(0) ⊂ · · · ⊂ L(d) ⊂ Pn) le drapeau L ; la varie´te´ de Schubert ΣL peut
se de´finir par les ine´galite´s dim(Λu ∩ L
(j)) ≥ j en se restreignant aux j dans J(µ) . En
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particulier,
ΣL = pd
( ⋂
j∈J(µ)
p−1j
(
G(j,L(j))
))
.
La varie´te´ X′ = X×G(d,Pn) F est irre´ductible puisque X l’est ; notons f
′ la projec-
tion X′ → F . Pour i ≥ 0 , notons X′i la sous-varie´te´
⋂
j∈J(µ), j≥i
(pjf
′)−1
(
G(j,L(j))
)
de X′ ,
de sorte que X′d+1 = X
′ , et que l’image de X′0 par la projection X
′ → X est f−1(ΣL) .
Supposons L ge´ne´ral et montrons par re´currence descendante sur i que X′i est
irre´ductible, ce qui prouvera a). Supposons X′i irre´ductible pour tout i > j et montrons
que X′j l’est aussi. Vue la de´finition de X
′
j , il suffit de traiter le cas ou` j ∈ J(µ) .
Supposons d’abord que j ne soit pas le plus grand e´le´ment de J(µ) , et soit j′ le
plus petit e´le´ment de J(µ) strictement supe´rieur a` j . Le morphisme pjf
′ se restreint en
un morphisme fj : X
′
j′ → G(j,L
(j′)) et X′j = f
−1
j
(
G(j,L(j))
)
. Le th. 6.2 montre que X′j
est irre´ductible sous les hypothe`ses suivantes : d’une part dim(L(j)) > j , ce qui e´quivaut a`
µj < n− d , d’autre part f
′(X′) rencontre p−1j
(
G(j,M(j))
)
, ou` M(j) est un sous-espace
line´aire de L(j
′) ge´ne´ral de dimension dim(L(j))− 1 . Cette dernie`re condition e´quivaut a`
f(X) ∩ pd
(
p−1j
(
G(j,M(j)) ∩
⋂
k∈J(µ), k>j
p−1k
(
G(k,L(k))
))
6= ∅ ,
soit encore, d’apre`s la discussion pre´ce´dente, a` l’hypothe`se [f(X)] · σµ(j) 6= 0 .
Lorsque µj = n− d , on conside`re l’application fj′ : X
′
j′ → G(j
′,L(j
′)) ; la varie´te´
X′j n’est autre que l’image inverse de ΩL(j) = {u ∈ G(j
′,L(j
′)) | Λu ⊃ L
(j) } par fj′ .
La version duale du th. 6.2 entraˆıne que pour que X′j soit irre´ductible, il suffit que
dim(L(j)) < j′ et que f−1j′ (ΩM(j)) soit non vide pour tout sous-espace line´aire M
(j) de
L(j
′) de dimension dim(L(j)) + 1 . De nouveau, la discussion pre´ce´dente montre que cette
condition est e´quivalente a` l’hypothe`se [f(X)] · σµ(j) 6= 0 .
La de´monstration du pas de re´currence lorsque j est le plus grand e´le´ment de J(µ)
est identique : il suffit de remplacer X′j′ par X
′ et L(j
′) par Pn , puis f(j′) par pd et j
′
par d . Ceci termine la de´monstration de a).
Lorsque k = C et que X est localement irre´ductible, ce qui pre´ce`de montre aussi
que π1
(
f−1(ΣL)
)
→ π1(X) (toujours pour L ge´ne´ral). On en de´duit c) comme dans [FL1]
rem. 2.2 et cor. 3.3.
Montrons b). Soit F′ la varie´te´ de drapeaux contenant le drapeau L ; posons
Z = { (x,L′) ∈ X× F′ | dim(Λf(x) ∩ L
′(i)) ≥ i pour tout i = 0, . . . , d } .
La premie`re projection re´alise Z comme un fibre´ au-dessus de X , dont les fibres
sont des varie´te´s de Schubert (donc irre´ductibles par [Fu], ex. 14.7.16) de meˆme type dans
la varie´te´ de drapeaux F′ , de sorte que Z est irre´ductible. Supposons X comple`te ; la
projection q : Z→ F′ est propre, donc admet une factorisation de Stein Z
q′
→ F′′
ρ
→ F′ , ou`
ρ est fini et ou` les fibres de q′ sont connexes. Par a), ρ est birationnel surjectif ; comme F′
est normal, ρ est bijectif, de sorte que les fibres de q sont connexes, ce qui montre b).
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Pour toute partition µ et tout j ∈ J(µ) , on de´finit un entier δ(j) par :
si µj < n− d δ(j) = |µ
(j)| − |µ| − 1 =
∑
i<j
(µj − µi + 1)
si µj = n− d δ(j) = n− d− 1− µj+1 ,
et on pose δ(µ) =
∑
j∈J(µ)max
(
δ(j), 0
)
; c’est un e´le´ment de {0, . . . ,max(d, n− d− 1)} ,
qui peut prendre toutes les valeurs dans cet ensemble. Lorsque µ0 < n− d et que la partition
µ est strictement de´croissante, δ(µ) = 0 ; lorsque µ est constante, δ(µ) = δ(µ∗) = d ;
lorsque µ = (n− d, 0, . . .) , δ(µ) = δ(µ∗) = n− d− 1 .
COROLLAIRE 8.3.– Soient X une varie´te´ irre´ductible comple`te et f : X→ G(d,Pn) un
morphisme dont l’image est une sous-varie´te´ encombrante. Si Σµ est une sous-varie´te´ de
Schubert de G(d,Pn) , de dimension > codim f(X) + δ(µ) , f−1(Σµ) est connexe.
Le lecteur remarquera que δ(µ) et δ(µ∗) peuvent eˆtre diffe´rents (c’est le cas par
exemple lorsque µ = (3, 3, 1, 1) ) ; on aura donc parfois inte´reˆt a` dualiser avant d’appliquer
le corollaire. D’autre part, rappelons que si l’on prend d = n− 2 dans l’exemple (5.1), on
obtient un morphisme f : X→ G(n− 2,Pn) dont l’image est un diviseur (ample, donc
encombrant), tel que f−1(Σ1,1) ait deux composantes connexes. La borne du corollaire est
donc la meilleure possible.
Nous terminerons avec un e´nonce´ portant sur les images inverses d’intersections de
varie´te´s de Schubert spe´ciales. Le re´sultat obtenu est en ge´ne´ral meilleur que le the´ore`me
ge´ne´ral 7.1.
THE´ORE`ME 8.4.– Soient X une varie´te´ irre´ductible, f : X→ G(d,Pn) un morphisme et
L0, . . . ,Lr des sous-espaces line´aires de P
n . On note ℓi = codimΣLi et on suppose que
ℓ0 ≥ ℓ1 ≥ · · · ≥ ℓr . Soit s le cardinal de l’ensemble {i | ℓi = n− d} . On suppose que
[f(X)] · σsn−d · σℓs+1 · σℓs+1 · · ·σℓr 6= 0 si s ≤ r et que [f(X)] · σ
s+1
n−d 6= 0 si s > 0 .
a) Si L0, . . . ,Lr sont ge´ne´raux, f
−1(ΣL0 ∩ · · · ∩ ΣLr ) est irre´ductible ;
b) si X est comple`te, f−1(ΣL0 ∩ · · · ∩ ΣLr) est connexe ;
c) (k = C) si X est localement irre´ductible et comple`te,
π1
(
f−1(ΣL0 ∩ · · · ∩ ΣLr )
)
→ π1(X) .
Remarques 8.5.– 1) Compte tenu du lemme 4.2, l’hypothe`se du the´ore`me est e´quivalente
a` la proprie´te´ suivante : il existe une partition λ avec [f(X)]λ 6= 0 telle que, pour tout
i = 0, . . . , r , on ait ℓ0 + · · ·+ ℓi ≤ λ¯0 + · · ·+ λ¯i , avec ine´galite´ stricte pour i ≥ s . Lorsque
s > 0 , il faut ajouter a` cela la condition qu’il existe une partition λ′ avec λ′d−s = 0 et
[f(X)]λ′ 6= 0 .
2) Posons c = codim f(X) et supposons c ≤ n− d ; si [f(X)](c) 6= 0 , l’hypothe`se du
the´ore`me est satisfaite de`s que dim f(X) >
∑r
i=0 ℓi (lemme 4.2) ; lorsque s > 0 , il faut aussi
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supposer dim f(X) ≥ (s+ 1)(n− d) . On ge´ne´ralise ainsi le re´sultat de [HS], sauf dans le cas
ou` s > 0 et
∑r
i=s ℓi < n− d . On notera par ailleurs que la de´monstration de loc.cit. de
l’irre´ductibilite´ d’une intersection de varie´te´s de Schubert spe´ciales ge´ne´rales n’est valable
qu’en caracte´ristique nulle.
De´monstration du the´ore`me. Supposons d’abord s = 0 ; de´finissons
Z = { (x, v0, . . . , vr) ∈ X× (P
n)r+1 | vi ∈ Λf(x) , i = 0, . . . , r }
et notons p : Z→ X et q : Z→ (Pn)r+1 les deux projections. Comme p est un fibre´ en
produits de grassmanniennes, Z est irre´ductible ; dans le cadre topologique, on a aussi
π1(Z)→ π1(X) . On a
f−1(ΣL0 ∩ · · · ∩ ΣLr) = p
(
q−1(L0 × · · · × Lr)
)
.
Soit I une partie de {0, . . . , r} de cardinal s+ 1 ≥ 1 ; minorons la dimension de
pIq(Z) . L’hypothe`se faite entraˆıne
f−1(ΣM0 ∩ · · · ∩ ΣMs) 6= ∅
pour tous sous-espaces line´aires M0, . . . ,Ms de P
n tels que codim(Mi) = codim(Li) pour
i > 0 et codim(M0) = codim(L0) + 1 . On a donc aussi q
−1(M0 ∩ · · · ∩Ms) 6= ∅ et la prop.
3.1 entraˆıne
dim p{0,...,s}q(Z) ≥
s∑
i=0
codim(Mi) .
Puisque q(Z) est invariant par permutation des facteurs, on obtient
dim pIq(Z) = dim p{0,...,s}q(Z) ≥
s∑
i=0
codim(Mi) = 1 +
s∑
i=0
ℓi >
∑
i∈I
ℓi .
Le th. 1.3 et le cor. 2.3 permettent de conclure dans ce cas.
Supposons maintenant s > 0 . Pour i = 0, . . . , s− 1 , l’espace Li est re´duit a` un
point ; soit L l’espace line´aire engendre´ par L0, . . . ,Ls−1 . Posons
Σ = ΣL0 ∩ · · · ∩ ΣLs−1 = { u ∈ G(d,P
n) | Λu ⊃ L } .
Supposons les Li ge´ne´raux ; comme [f(X)] · σ
s+1
n−d 6= 0 , le th. 8.1 (qui n’est dans ce cas
que la version duale du th. 6.2) entraˆıne que X′ = f−1(Σ) est irre´ductible. Si Li ∩ L 6= ∅ , on
a ΣL ⊂ ΣLi , de sorte que l’on peut supposer Li disjoint de L pour i = s, . . . , r . Soit P
n−e
un sous-espace line´aire de Pn contenant Ls, . . . ,Lr et disjoint de L . Il existe un morphisme
f ′ : X′ → G(d− e,Pn−e) tel que Λf ′(x′) = Λf(x) ∩P
n−e , auquel il suffit d’appliquer le cas
de´ja` traite´ pour montrer a). On en de´duit b) et c) comme d’habitude.
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9. Conclusion
Soient X et Y des varie´te´s irre´ductibles comple`tes, et f : X→ G(d,Pn) et
g : Y → G(d,Pn) des morphismes. Sous quelles hypothe`ses sur f(X) et g(Y) peut-
on assurer que X×G(d,Pn) Y est connexe ? Je n’ai pas re´ussi a` e´noncer une conjecture
qui contienne tous les re´sultats de cet article. Lorsque f est surjective, il suffit que g
soit non constante ; mais en ge´ne´ral, meˆme lorsque f(X) est encombrante, la condition
dim f(X) + dim g(Y) > dimG(d,Pn) ne suffit pas. Qu’en est-il lorsque f(X) et g(Y) sont
toutes deux encombrantes ? Le premier cas non trivial est celui ou` f(X) est un diviseur et
g(Y) une surface encombrante de G(1,P3) (c’est-a`-dire distincte de Σ2 et de Σ1,1 ).
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