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In this dissertation, we consider the use of linear models in the presence of
clustered, right-censored failure time data. The semiparametric accelerated fail-
ure time model is a log-linear model which provides a useful, easy to interpret
method for characterizing the relationship between failure time and covariates.
Clustered failure time data can be handled in the context of the accelerated fail-
ure time model by using marginal estimation methods or by incorporating a
random cluster-level frailty term. However, regression parameter estimation
for both approaches requires the optimization of a non-smooth objective func-
tion. We use an extension of the induced smoothing procedure of Brown and
Wang (2006) to construct a marginal estimation procedure that permits fast and
accurate computation of regression parameter estimates and standard errors us-
ing widely available numerical methods. The regression parameter estimates
are shown to be strongly consistent and asymptotically normal and, in addition,
the asymptotic distribution of the smoothed estimator is shown to coincide with
that obtained without the use of smoothing. In the case of the AFT frailty model,
we use an extension of the induced smoothing procedure in conjunction with an
EM-type algorithm to construct a procedure which permits simultaneous esti-
mation of the regression parameters, the baseline cumulative hazard, and the
parameter indexing a general frailty distribution.
We also consider two-stage sampling designs for linear models. Epidemi-
ological studies frequently involve an important risk factor which is difficult
or expensive to measure. When the response variable and a collection of co-
variates are easy to obtain on a large sample of the population, two-stage sam-
pling designs provide a natural framework for using the easily obtained data
to identify an informative subsample on which to collect the more difficult to
measure covariate. We review traditional two-stage outcome-dependent sam-
pling designs and develop a novel residual-dependent sampling design for this
setting. Inverse probability weighted estimators for the sampling designs are
presented and asymptotic properties of the estimators are discussed. The pro-
posed residual-dependent sampling design is easy to implement and results in
more efficient estimators than the outcome-dependent sampling design in many
situations.
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CHAPTER 1
INTRODUCTION
In this dissertation, we consider semiparametric log-linear models for censored
data with a specific focus on clustered observations and two-stage sampling
designs for linear models. We begin by providing a detailed introduction to
each topic.
1.1 The Semiparametric AFT Model for Clustered Data
The need to analyze failure time data possibly subject to right-censoring arises
in a number of fields, including medicine, economics, epidemiology, demogra-
phy, and engineering. Semiparametric regression models are commonly used
for characterizing the relationship between failure time and covariates, with the
Cox proportional hazards regression model (Cox, 1972) being used almost ex-
clusively in practice. The accelerated failure time (AFT) model (e.g., Kalbfleisch
and Prentice, 2002) provides a useful but infrequently used alternative to the
Cox proportional hazards model. Letting T¯i and Xi respectively denote the fail-
ure time and vector of observed covariates for observation i (i = 1, . . . , n), the
AFT model specifies that log T¯i = X ′iβ + i, where the error terms are indepen-
dent and identically distributed with an unspecified distribution. The regres-
sion coefficient β has a nice interpretation and a variety of simple estimators are
available when T¯1, . . . , T¯n are fully observed. The infrequent use of this model
in applications involving censored failure time data may be attributed in large
part to the computational challenges that arise in both regression parameter and
covariance matrix estimation.
In the presence of censoring, the observed data for subject i can be described
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by the triplet (Ti,∆i, Xi) where Ti = min(T¯i, Ci),∆i = I(T¯i ≤ Ci), and Ci denotes
the censoring time for subject i. Tsiatis (1990) proposes to estimate β using a
weighted estimating equation of the form
W ∗n(β) =
n∑
i=1
wi(β)∆i
[
Xi −
∑n
j=1XjI{ej(β) ≥ ei(β)}∑n
j=1 I{ej(β) ≥ ei(β)}
]
, (1.1)
where ei(β) = log(Ti) − X ′iβ and wi(·) are nonnegative weight functions (i =
1, . . . , n). Due to the fact that β appears in this expression only inside indicator
functions, W ∗n(β) is not a continuous function of β and a solution to W ∗n(β) = 0
typically does not exist. Parameter estimates may instead be obtained by mini-
mizing ‖W ∗n(β)‖, where ‖v‖ denotes (v′v)1/2 for a vector v. However, this min-
imization problem may admit several solutions and, because W ∗n(β) is not nec-
essarily monotone in β, the resulting set of minimizers is not even guaranteed
to be convex. Hence, despite the existence of a consistent and asymptotically
normal sequence of generalized solutions (e.g., Tsiatis, 1990), identifying this
sequence can be challenging in practice.
Fygenson and Ritov (1994) show that using the Gehan weight function
wi(β) =
∑n
j=1 I{ej(β) ≥ ei(β)} (i = 1, . . . , n) leads to the monotone estimating
equation
Wn(β) =
n∑
i=1
n∑
j=1
∆i (Xi −Xj) I {ei(β)− ej(β) ≤ 0} . (1.2)
Recognizing that Wn(β) is the gradient of the convex objective function
On(β) =
n∑
i=1
n∑
j=1
∆i {ej(β)− ei(β)} I {ei(β)− ej(β) ≤ 0} , (1.3)
a regression parameter estimate may be obtained by minimizing On(β) with re-
spect to β. The resulting set of solutions is convex and thus easier to locate than
in the general case. However, even in this comparatively nice setting, the asso-
ciated lack of smoothness continues to present computational challenges. Nu-
merous methods have been proposed for finding parameter estimates derived
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from (1.2) and (1.3). To date, the most promising methods for regression param-
eter estimation based on the Gehan-weighted estimating equation include the
use of linear programming techniques (e.g., Jin et al., 2003) and the implemen-
tation of smoothing methods; see, for example, Brown and Wang (2005, 2006),
Heller (2007), and Song et al. (2007). However, while such methods can be im-
plemented with relative ease, the computational burden can be high, especially
with large datasets.
Estimating the covariance matrix of the regression parameter estimate ob-
tained under the AFT model remains a challenging problem. Fygenson and
Ritov (1994) show that the regression parameter estimate derived from (1.3) is
asymptotically normal with a covariance matrix that involves the hazard func-
tion of the unspecified error distribution. Direct estimation of the covariance
matrix thus requires an estimate of this hazard function. Tsiatis (1990) suggests
kernel-based estimation, whereas Fygenson and Ritov (1994) suggest a form of
numerical differentiation. Both have proven to be unstable choices in the pres-
ence of censored data and several authors have since tackled this problem in
other ways; see, for example, Jones (1997) and Jin et al. (2003). Jin et al. (2003)
propose to randomly reweight the Gehan log-rank objective function (1.3) and
then minimize the resulting perturbed objective function. Repeating this pro-
cess a large number of times, the covariance matrix may then be estimated using
the empirical covariance matrix of these parameter estimates. This interesting
and useful approach eliminates the need to estimate the indicated hazard func-
tion. However, the computationally intensive nature of this procedure quickly
becomes unwieldy, particularly with large datasets. Huang (2002), Strawder-
man (2005), and Jin et al. (2006b) propose useful alternatives in three related
problems.
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Several authors have recently proposed useful smoothing methods for non-
smooth estimating equations arising in the AFT model; see, for example, Brown
and Wang (2005, 2006), Heller (2007), and Song et al. (2007). Each of these
smoothing methods leads to a continuously differentiable objective or estimat-
ing function that can be dealt with using standard numerical methods. Of di-
rect relevance to this dissertation are the works of Brown and Wang (2006) and
Heller (2007). Building on the work of Brown and Wang (2005), Brown and
Wang (2006) propose the use of “induced smoothing” for the Gehan estimating
equation (1.2). This method involves solving the equation EZ{Wn(β + ΓnZ)} =
0, where Wn(·) is given in (1.2), Z is a continuous, mean zero normal random
vector independent of all of the data, and Γn is a sequence of matrices converg-
ing to zero with elements Γn,ij = Op(n−1/2). The smoothed estimating equation
EZ{Wn(β + ΓnZ)} reduces to
W˜n(β) =
n∑
i=1
n∑
j=1
∆i (Xi −Xj) Φ
{
ej(β)− ei(β)
rn,ij
}
, (1.4)
where r2n,ij = (Xi − Xj)′Σn(Xi − Xj), Σn = Γ2n, and Φ(·) denotes the standard
normal cumulative distribution function. In a related vein, Heller (2007) directly
approximates the indicator function I(u ≤ 0) in Wn(β) with 1 − Υ(u/h), where
Υ(·) denotes a “local distribution function” satisfying certain conditions and
the fixed scalar parameter h is used control the accuracy of approximation. The
resulting estimating equation,
W ∗∗n (β) =
n∑
i=1
n∑
j=1
∆i (Xi −Xj) Υ
{
ej(β)− ei(β)
h
}
, (1.5)
has the same structure as (1.4). In fact, upon taking Υ(·) to be the standard nor-
mal distribution function Φ(·), (1.5) is essentially a special case of (1.4), utilizing
a fixed bandwidth h in place of the covariate-dependent bandwidth rn,ij. Heller
(2007) also proposes a robust version of (1.5) having a bounded influence func-
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tion. A potential difference between (1.4) and (1.5) lies in the ability of the for-
mer to employ a smoothing parameter that respects the scaling and covariance
structure of the solution sequence. Brown and Wang (2006) claim but do not
prove that the sequence of solutions obtained under (1.4) has the same asymp-
totic distribution as that obtained in the absence of smoothing. Heller (2007)
proves that the solution sequence obtained under (1.5) is consistent and asymp-
totically normal, provided that h satisfies nh → ∞ and nh4 → 0 as n → ∞.
Interestingly, Heller (2007) further proves that (1.2) and (1.5) are asymptotically
equivalent but does not establish the equivalence result posited in Brown and
Wang (2006).
The problem of regression parameter estimation under the AFT model with
correlated survival data has also been considered. For example, Lin and Wei
(1992), Lee et al. (1993), and Jin et al. (2006a) consider the setting in which fail-
ure times are grouped into clusters, such that observations within a cluster may
be correlated but observations in distinct clusters may be considered indepen-
dent. Each propose a marginal method for rank-based estimation of regression
parameters, avoiding the need to model the correlation structure among ob-
servations. Jin et al. (2006a) also devise a suitable extension of the resampling
procedure for covariance matrix estimation proposed in Jin et al. (2003). Pan
(2001), Zhang and Peng (2007), and Xu and Zhang (2010) instead propose AFT
gamma frailty models, handling the dependence among failure times within
a cluster using an additive cluster-level random effect; see also Strawderman
(2006) for related work in the case of a recurrent event outcome. Each relies
on an EM-type algorithm for estimation of the regression parameters, gamma
frailty parameter and cumulative hazard function of the unspecified error dis-
tribution. As in the independent data case, regression parameter estimation
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requires solving a discontinuous estimating equation. Pan (2001), Zhang and
Peng (2007), and Xu and Zhang (2010) consider extensions of existing meth-
ods (e.g., grid searches, linear programming techniques) whereas Strawder-
man (2006) introduces a variation on the Levenberg-Marquardt algorithm, a
Newton-type method, for use in nonsmooth settings in an effort to improve
computational efficiency. These various methods suffer from estimation and
computational challenges that equal or exceed those experienced in the case of
independent failure time data.
In this dissertation, we develop methods of estimation for the semiparamet-
ric AFT model in the presence of clustered survival data using both marginal
methods and a general frailty model. In the second chapter, we extend the
smoothing procedure of Brown and Wang (2006) to the problem of marginal es-
timation of the regression parameter in the presence of clustered data. We prove
that the resulting estimator is consistent and asymptotically normal in both the
independent and correlated data settings. We further establish the equivalence
of these limiting distributions with those arising in the unsmoothed case, pro-
viding rigorous justification of the equivalence claim made in Brown and Wang
(2006) for the case of independent failure times and its extension to the setting
of clustered data. Several possible methods of covariance matrix estimation are
evaluated, among them a generalization of the Brown and Wang (2006) proce-
dure and a modification of the resampling procedure due to Jin et al. (2006a). A
useful consequence of developing the extended Brown and Wang (2006) estima-
tor is an easy-to-compute sandwich estimator that avoids the need for resam-
pling. The proposed methods substantially ease the computational burden of
previously proposed methods for parameter and covariance matrix estimation.
These results have previously appeared in Johnson and Strawderman (2009).
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The third chapter of this dissertation proposes an estimation procedure for
a general semiparametric AFT frailty model that combines the EM algorithm
for estimating equations (Elashoff and Ryan, 2004) and induced smoothing pro-
cedure developed in the second chapter. The resulting EM-type procedure is
referred to as the Smoothing Expectation and Substitution (SES) algorithm and
permits simultaneous estimation of the regression parameter, the baseline cu-
mulative hazard, and the parameter indexing a general frailty distribution. A
novel method of moments framework for the frailty parameter is introduced
and used to construct several possible method-of-moments estimators, includ-
ing a generalized method of moments estimator. Standard error estimation is
considered using an adaptation of the weighted bootstrap methodology stud-
ied in Ma and Kosorok (2005). The details for implementing the proposed al-
gorithm, computing standard the error estimates and calculating the moment-
based estimators is provided assuming that the frailties follow a gamma distri-
bution; we also provide implementation details assuming that frailties follow
an inverse Gaussian distribution. These results have previously appeared in
Johnson and Strawderman (2012).
1.2 A Two-Stage Residual-Dependent Sampling Design
Epidemiological studies frequently involve an important risk factor which is
difficult or expensive to measure. When the response variable and a collection
of covariates are easy to obtain on a large sample of the population, there is
an inherent interest in using the easily obtained data to identify an informative
subsample on which to collect the more difficult to measure covariate. Two-
stage sampling designs, in which information collected on a large sample of
the population at stage one is used to select a stage two sample on which the
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remaining data will be collected, provide a natural framework for developing
such studies.
Two-stage outcome-dependent designs use data collected on the response
variable at stage one to select the second stage sample. The case-control study, in
which the disease status of subjects is determined in the first stage and exposure
is measured for a predetermined number of cases and controls at the second
stage, is a familiar example of a two-stage outcome-dependent sampling design
(Wild, 1991). The case-control study involves a binary response variable but
two-stage outcome-dependent designs for continuous response variables have
also been considered. For continuous response variables, subjects selected at
stage one are typically stratified based on their observed responses. Then a
predetermined number of subjects is selected from each strata for the stage two
sample (e.g., Lawless et al., 1999; Zhou et al., 2002; Weaver and Zhou, 2005).
Ideally, strata containing the most informative subjects will be oversampled.
Covariate data collected at stage one may also be considered in the stratification
procedure (e.g., Lawless et al., 1999).
Two-stage outcome-dependent designs using stratified sampling have been
shown to improve the efficiency of inference in many situations. However, de-
termining how to define the strata and strata-specific sample sizes to improve
efficiency is a difficult problem in general. Incorporating data collected on stage
one covariates into the sampling design can make these determinations decid-
edly more complex.
In the fourth chapter of this dissertation, we provide a review of traditional
two-stage outcome-dependent samplings designs for linear models with con-
tinuous response variables. We develop a novel two-stage residual-dependent
sampling design in which the residuals from a linear regression model fit to
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the stage one data are used to identify which subjects are most informative and
hence should be included in the stage two sample. Inverse probability weighted
estimators for the stage two model are presented and the asymptotic properties
of the estimators are discussed. The proposed residual-dependent sampling de-
sign results in more efficient estimators than the outcome-dependent sampling
design in many situations.
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CHAPTER 2
MARGINALMETHODS FOR THE SEMIPARAMETRIC AFT MODEL
2.1 Methodology and Key Results
2.1.1 Notation and assumptions
Consider a random sample of n independent clusters with Ki members in the
ith cluster. Let T¯ik and Cik denote the failure time and censoring time for the
kth member of the ith cluster, and let Xik denote the corresponding p × 1 vec-
tor of covariates. We assume that (T¯i1, . . . , T¯iKi)
′ and (Ci1, . . . , CiKi)
′ are inde-
pendent conditional on the covariates (Xi1, . . . , XiKi)
′. Let the survival data
for the kth member of ith cluster be denoted Wik = (log Tik,∆ik, Xik)′ where
Tik = min(T¯ik, Cik) and ∆ik = I(T¯ik ≤ Cik).
We assume that the marginal distribution of Tik follows the accelerated fail-
ure time (AFT) model
log T¯ik = X
′
ikβ0 + ik,
where β0 is a p×1 vector of unknown regression parameters contained in a com-
pact subset B of Rp and (i1, . . . , iKi)′ (i = 1, . . . , n) are independent random
error vectors. Within each cluster i, the error terms i1, . . . , iKi may be corre-
lated; however, as in Jin et al. (2006a, §4), we assume that these error terms are
exchangeable with a common, unknown marginal distribution. That is, for any
i, j = 1, . . . , n and K ≤ min(Ki, Kj), the vectors (i1, . . . , iK)′ and (j1, . . . , jK)′
have the same distribution. Evidently, the case of independent failure time data
follows as a special case of the above model upon setting Ki = 1 for all i.
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2.1.2 Estimation for clustered data using the Gehan weight
Let eik (β) = log(Tik) − X ′ikβ. Under the assumptions of §2.1.1, the relevant
extension of (1.3) to the clustered data setting may be written
Ln(β) =
1
n(n− 1)
n∑
i=1
Ki∑
k=1
n∑
j=1
Kj∑
l=1
∆ik {ejl (β)− eik (β)} I {eik (β)− ejl (β) ≤ 0} ; (2.1)
see, for example, Jin et al. (2006a, §4). Observe that Ln(β) is a continuous convex
function for β ∈ B and thus differentiable almost everywhere. The derivative of
the objective function with respect to β, or Sn(β) = ∇Ln(β), is the discontinuous
function
Sn(β) =
1
n(n− 1)
n∑
i=1
Ki∑
k=1
n∑
j=1
Kj∑
l=1
∆ik (Xik −Xjl) I {eik(β)− ejl(β) ≤ 0} . (2.2)
Let βˆn = argminβ∈B Ln(β). The solution to this minimization problem may
not be unique; however, the convexity of Ln(β) implies that the set of mini-
mizers on B is convex (e.g., Fygenson and Ritov, 1994). The lack of smooth-
ness makes minimization of Ln(β) computationally challenging, particularly
with multiple covariates. However, under regularity conditions to be described
later, the results of Jin et al. (2006a, Theorem 5) imply that there exists a se-
quence of solutions that is strongly consistent for β0 and, in addition, such that
n1/2(βˆn−β0) converges in distribution to aN(0, A−1ΩA−1) random vector, where
Ω = limn→∞ var
{
n1/2Sn(β0)
}
andA = ∇S0(β0) for S0(β) = limn→∞ Sn(β).An ex-
plicit formula for A is provided in (A.1). In addition to the numerical challenges
that arise in computing the solution βˆn, variance estimation is difficult due to
the dependence on A and the fact that Sn(β) is not differentiable in β.
2.1.3 Induced smoothing for clustered data
Brown and Wang (2005) propose an “induced smoothing” method for ap-
proximating discontinuous but monotone estimating functions using contin-
11
uously differentiable functions. Assuming independent failure time observa-
tions, Brown and Wang (2006) apply this smoothing method to the problem
of estimating the regression parameter in the AFT model, using (1.4) in place
of (1.2). As shown below, the extension of this methodology to the problem
of estimating β in the clustered data setting under the assumptions of §2.1.1 is
straightforward.
Let Z be a N(0, Ip) random vector independent of the data, where Ip denotes
the p × p identity matrix. Let Γ be a p × p matrix such that ‖Γ‖ = O(1) and
Γ2 = Σ, where Σ is some symmetric, positive definite matrix. Then, similarly to
Brown and Wang (2005, 2006), a smoothed score function may be constructed by
adding the random perturbation n−1/2ΓZ to the argument of the score function
Sn(β) in (2.2) and then taking the expectation with respect to Z. Specifically,
with S˜n(β) = EZ
{
Sn
(
β + n−1/2ΓZ
)}
, an easy calculation shows
S˜n(β) =
1
n(n− 1)
n∑
i=1
Ki∑
k=1
n∑
j=1
Kj∑
l=1
∆ik (Xik −Xjl) Φ
[
n1/2
{
ejl(β)− eik(β)
rikjl
}]
, (2.3)
where r2ikjl = (Xik − Xjl)′Σ(Xik − Xjl). When Ki = Kj = 1 for i, j = 1, . . . , n,
this estimating equation reduces to (1.4). Alternatively, one might work directly
with the smoothed objective function L˜n(β) = EZ
{
Ln
(
β + n−1/2ΓZ
)}
. Let φ(·)
denote the standard normal density function. Then, using standard results for
normal random variables and integration by parts, we have
L˜n(β) =
1
n(n− 1)
n∑
i=1
Ki∑
k=1
n∑
j=1
Kj∑
l=1
∆ik
[
{ejl (β)− eik (β)}H(n)ikjl(β) +
rikjl
n1/2
h
(n)
ikjl(β)
]
, (2.4)
where rikjl is defined above,
H
(n)
ikjl(β) = Φ
[
n1/2
{
ejl (β)− eik (β)
rikjl
}]
, h
(n)
ikjl(β) = φ
[
n1/2
{
ejl (β)− eik (β)
rikjl
}]
. (2.5)
A straightforward calculation shows that∇L˜n(β) = S˜n(β).
Let β˜n = argminβ∈B L˜n(β). The smoothed objective function, L˜n(β), is convex
and continuously differentiable and standard numerical methods can be used
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to efficiently compute β˜n. Alternatively, β˜n can be found as the multivariate root
of S˜n(β).
The asymptotic results, summarized below and proved in Appendix A, rely
on the following regularity conditions.
A1. The parameter space B containing β0 is a compact subset of Rp.
A2.
∑Ki
k=1 ||Xik||+ Ki is bounded almost surely by a nonrandom constant (i =
1, . . . , n).
A3. The assumptions of §2.1.1 hold with var(11) <∞.
A4. The matrix A = ∇S0(β0), where S0(β) = limn→∞ Sn(β), exists and is non-
singular.
A5. Let f0(·) denote the marginal density associated with model error term 11
and let λ0(·) denote its corresponding hazard function. Then, f0(·) and
f ′0(·) are bounded functions on R with∫
R
{
f ′0(t)
f0(t)
}2
f0(t)dt <∞.
A6. The marginal distribution of Crs is absolutely continuous and has a
bounded density grs(·) on R (r = 1, . . . , n; s = 1, . . . , Kr).
As indicated in the statements of Theorems 2.1.1 and 2.1.2 below, Σ = Γ2
is assumed to be a symmetric and positive definite matrix with ||Γ|| < ∞.
Conditions A1, A2, A4, A5 and A6 are standard and ensure consistency and
asymptotic normality of the unsmoothed Gehan estimator (e.g., Tsiatis, 1990;
Ying, 1993; Jin et al., 2006a). Condition A3 implies |cov(ik, il)| ≤ var(11)
(i = 1, . . . , n; k, l = 1, . . . , Ki); hence, the covariances between all error terms
within a cluster are bounded.
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Theorem 2.1.1 Let Σ = Γ2 be any symmetric and positive definite matrix with ||Γ|| <
∞. Under conditions A1-A4, β˜n is a strongly consistent estimator of β0.
Theorem 2.1.2 Let Σ = Γ2 be any symmetric and positive definite matrix with ||Γ|| <
∞. Under conditions A1-A6, n1/2(β˜n−β0) converges in distribution toN(0,Ψ),where
Ψ = A−1ΩA−1, Ω = limn→∞ var
{
n1/2Sn(β0)
}
and A = ∇S0(β0) is defined in (A.1).
The above results provide theoretical justification for the proposed smooth-
ing procedure when estimating regression parameters under the marginal AFT
model with clustered failure time data. Importantly, the matrices A and Ω in
Theorem 2.1.2 are defined in terms of (2.2), demonstrating that the limiting dis-
tribution of n1/2(β˜n − β0) coincides with that for n1/2(βˆn − β0), where βˆn is ob-
tained via the unsmoothed objective function (2.1). Since justification for the
independent data case follows directly from the above theorems upon setting
Ki = 1 (i = 1, . . . , n). Theorems 2.1.1 and 2.1.2 also provide rigorous justifica-
tion for the claims made in Brown and Wang (2006).
Remark 2.1.3 The above results hold for a general smoothing matrix Γ that satisfies
certain minimal conditions. Brown and Wang (2006) propose an iterative procedure for
estimating β0, in which Σ = Γ2 is updated at each iteration using successive estimates
of Ψ. One implementation of this procedure in the clustered data setting is provided in
§2.2.2.
Remark 2.1.4 The smoothing bandwidth employed in (2.3) and (2.4) is O(n−1/2),
where n denotes the number of independent clusters. In the absence of clustering, Heller
(2007) recommends the choice h = σˆn−0.26 in (1.5), where σˆ is an estimate of the resid-
ual variance obtained using a minimizer of the unsmoothed equation (1.3). The selection
h = O(n−0.26) is motivated as that which provides the “quickest rate of convergence
while satisfying the bandwidth constraint nh4 → 0.” In asymptotic terms, Theorem
2.1.2 suggests that such oversmoothing is unnecessary.
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2.2 Methods of Variance Estimation
2.2.1 Sandwich variance estimator
The sandwich form of the covariance matrix of n1/2(β˜n − β0) in Theorem 2.1.2
suggests a natural estimator provided that suitable estimates of both A and Ω
can be found. In the independent data case, Brown and Wang (2006) suggest
estimating A with A˜n = ∇S˜n(β˜n); Theorems 2.1.1 and 2.1.2 imply that this re-
mains a consistent estimator in the clustered data setting. Brown and Wang
(2006) further suggest several estimates of Ω, including the asymptotic variance
of n1/2Sn(β0) provided in Jin et al. (2003) and an estimator of Ω based on the U-
statistic structure of the estimating function (1.4). However, neither estimator of
Ω properly accounts for the correlation between observations within a cluster.
Lee et al. (1993) show that the asymptotic variance of n1/2Sn(β0) in the clustered
data case can be consistently estimated via Ωˆn = Ωˆn(βˆn), where
Ωˆn(β) =
1
n
n∑
i=1
Ki∑
k=1
Ki∑
l=1
{ξˆik(β)}⊗2,
v⊗2 = vv′ for any vector v, and
ξˆik(β) =
n∑
j=1
Kj∑
l=1
(
∆ik
n
(Xik −Xjl) I{eik(β) < ejl(β)}
− ∆jl
n
[∑n
r=1
∑Kr
s=1 (Xik −Xrs) I{ers(β) ≥ ejl(β)}∑n
m=1
∑Km
k=1 I{emk(β) ≥ ejl(β)}
]
I{eik(β) ≥ ejl(β)}
)
.
Conditions A1-A5 of ensure that Ωˆn is a consistent estimator of Ω; with the ad-
dition of condition A6, Ψ can be consistently estimated in the clustered data
setting using
Ψˆn = A˜
−1
n ΩˆnA˜
−1
n . (2.6)
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2.2.2 Brown and Wang (2006) procedure for clustered data
As suggested in Brown and Wang (2006), an iterative procedure can be used to
simultaneously estimate the regression parameters and their covariance matrix.
Denoting A˜n(β) = ∇S˜n(β), the proposed procedure consists of the following
steps in the clustered data setting:
1. Set i = 0 and initialize Σˆ(0) such that ‖Σˆ(0)‖ = O(1); for example, Σˆ(0) = Ip.
2. Set i = i + 1 and solve S˜n(β) = 0 for β˜(i) using Γ = (Σˆ(i−1))1/2 in equation
(2.3).
3. Using β˜(i), calculate A˜(i) = A˜n(β˜(i)) and Ωˆ(i) = Ωˆ(β˜(i)).
4. Compute Σˆ(i) = A˜−1(i) Ωˆ(i)A˜
−1
(i) .
5. Repeat steps 2–4 until convergence of both β˜(i) and Σˆ(i) is achieved to a
specified tolerance.
In our experience, convergence of this algorithm typically occurs with relatively
few iterations, the value of Σˆ(∗) at convergence being very close to Ψˆn in (2.6).
Remark 2.2.1 The above procedure makes use of a data-dependent smoothing parame-
ter. The proofs of Theorems 2.1.1 and 2.1.2 assume that the matrix Γ is known; however,
since ‖Γˆ(∗) − (A−1ΩA−1)1/2‖ = Op(n−1/2), replacing Γ by Γˆ(∗) does not alter these
asymptotic results.
2.2.3 Resampling variance estimator
Jin et al. (2006a, §4) propose a useful resampling method for estimating Ψ in the
presence of correlated data. This method, which can be motivated by the condi-
tional multiplier central limit theorem (e.g., Martinussen and Scheike, 2006, p.
16
43), involves randomly reweighting the Gehan log-rank objective function (2.1)
and then minimizing the resulting perturbed objective function. Specifically, let
L∗n(β) =
1
n(n− 1)
n∑
i=1
Ki∑
k=1
n∑
j=1
Kj∑
l=1
ZiZj∆ik {ejl (β)− eik (β)} I {eik (β)− ejl (β) ≤ 0}
where Z1, . . . , Zn are independent positive random variables with E(Zi) =
var(Zi) = 1 (i = 1, . . . , n). Let βˆ∗n = argminβ∈B L∗n(β). Jin et al. (2006a, Theo-
rem 5) prove that, conditional on the data (Wik; k = 1, . . . , Ki; i = 1, . . . , n)′, the
limiting distribution of n1/2(βˆ∗n− βˆn) converges almost surely to the limiting dis-
tribution of n1/2(βˆn − β0). Thus, the distribution of βˆn can be approximated by
repeatedly generating random samples Z1, . . . , Zn and then minimizing L∗n(β)
to obtain realizations of βˆ∗n. The covariance matrix of βˆn can be approximated
directly by the empirical covariance matrix of the realizations of β∗n.
Jin et al. (2006a, §4) work directly with the unsmoothed Gehan objective
function and utilize linear programming methods in combination with resam-
pling in order to obtain regression parameter and covariance matrix estimates.
Specifically, linear programming is used to minimize Ln(β), obtaining the esti-
mated regression parameter βˆn; it is then applied repeatedly in minimizing each
of the realizations of L∗n(β) generated for the purposes of covariance matrix es-
timation. The use of linear programming methods can be avoided by randomly
reweighting the smoothed objective function L˜n(β) in (2.4). Such an approach
allows for standard numerical methods to be used for minimization, resulting
in the potential for computational savings with larger datasets. With Z1, . . . , Zn
defined as above, let
L˜∗n(β) =
1
n(n− 1)
n∑
i=1
Ki∑
k=1
n∑
j=1
Kj∑
l=1
ZiZj∆ik
[
{ejl (β)− eik (β)}H(n)ikjl(β)+
rikjl
n1/2
h
(n)
ikjl(β)
]
,
whereH(n)ikjl(β) and h
(n)
ikjl(β) are defined in (2.5), and define β˜
∗
n = argminβ∈B L˜
∗
n(β).
Theorems 2.1.1 and 2.1.2 imply that an argument identical to the one given in
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Jin et al. (2006a, Theorem 5) can be used to show that the limiting distribution
of n1/2(β˜∗n− β˜n) converges almost surely to the limiting distribution of n1/2(β˜n−
β0). The covariance matrix of β˜n can then be approximated exactly as described
above, using the simulated realizations of β˜∗n in place of the β∗ns.
2.3 Simulation Study
Two simulation studies were carried out to assess the performance of β˜n as well
as to evaluate the covariance matrix estimators described in §2.2. The proposed
simulation studies are modeled after that described in Jin et al. (2006a, §5), al-
lowing for a direct comparison between their simulation results and those to be
summarized below.
Specifically, for each cluster, we use the algorithm of Johnson (1987, §10.1) to
generate two failure times from the bivariate Gumbel distribution
F (t1, t2) = F1(t1)F2(t2) [1 + θ {1− F1(t1)} {1− F2(t2)}]
where −1 ≤ θ ≤ 1, Fk(·) is the cumulative distribution function for an expo-
nential random variable with hazard function λk = exp(β1X1k + β2X2k), X1k
is Bernoulli(0.5), and X2k is standard normal truncated at ±2 (k = 1, 2). All
covariates are generated independently and the correlation between T¯1 and T¯2
is θ/4. The resulting failure time model is a special case of the AFT model of
§2.1.1 with true regression parameters β1 = 1 and β2 = 0.5. Censoring times
are independently generated from a Uniform(0,τ ) distribution, where τ is se-
lected to achieve a desired level of censoring. Similarly to Jin et al. (2006a, §5),
we consider the cases θ = 0 and θ = 1, 50 clusters of size two, and censoring
percentages of 0%, 25%, and 50%.
Two different estimation methods are considered. Method 1 refers to the iter-
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ative method of §2.2.2 for simultaneously estimating the regression parameters
and covariance matrix. Method 2 refers to estimating the regression parame-
ter by minimizing the smoothed objective function (2.4) with the fixed choice
Σ = I2. Within Method 2, we consider estimating the covariance matrix us-
ing the resampling-based variance estimate of §2.2.3 and also using the sand-
wich variance estimator (2.6). All simulations were conducted in R and use the
built-in package NLM for optimization (R Development Core Team, 2005); the
simulation code is available upon request.
Table 2.1 summarizes the results of two simulation studies. Each row of
the table is based on the same 1000 simulated datasets. In the first simulation
study, the semiparametric AFT model of §2.1.1 is fit using the covariates X1k
and X2k. We report the results for the estimation of the regression parameters
β1 = 1 and β2 = 0.5 and associated standard errors using Methods 1 and 2. The
second simulation study repeats the first simulation study, fitting a model that
uses the covariates X∗1k = X1k and X
∗
2k = X2k/500. The underlying failure time
model is identical to that used in the first simulation study, the true regression
parameters now being β∗1 = β1 = 1 and β∗2 = 500β2 = 250. However, in contrast
to the first simulation study, the magnitudes of X∗2k and β
∗
2 are quite different
from those ofX∗1k and β
∗
1 . The results for β∗1 (not shown) are very similar to those
reported in Table 2.1 for β1; hence, we only report the results for β∗2 . The intent
of the second study is to investigate the impact of using the fixed smoothing
parameter Σ = I2 versus the data-dependent smoothing parameter of §2.2.2, a
choice that betters reflect the covariance structure and scaling of the regression
parameter.
Considering only β1 and β2, the relative biases are observed to be small, com-
parable in magnitude, and generally increase with the censoring percentage. In
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Table 2.1: Marginal method simulation results
Regression Method 1 Method 2
Parameter θ Censoring % RBIAS RSE RSEE1 RBIAS RSE RSEE2A RSEE2B
β1 = 1 0 0 0.32 0.25 0.25 0.21 0.25 0.25 0.25
25 3.91 0.28 0.28 3.41 0.28 0.28 0.28
50 4.30 0.35 0.36 2.22 0.34 0.36 0.35
1 0 0.91 0.26 0.25 0.78 0.25 0.25 0.25
25 1.58 0.27 0.28 1.12 0.27 0.27 0.27
50 5.52 0.37 0.36 3.38 0.36 0.36 0.35
β2 = 0.5 0 0 0.74 0.28 0.26 0.78 0.28 0.26 0.26
25 1.89 0.30 0.30 1.58 0.30 0.30 0.30
50 5.13 0.38 0.38 3.40 0.38 0.38 0.38
1 0 1.23 0.26 0.26 1.20 0.26 0.26 0.26
25 1.99 0.30 0.30 1.69 0.28 0.30 0.30
50 4.40 0.40 0.38 2.70 0.38 0.38 0.38
β∗2 = 250 0 0 0.28 0.27 0.27 0.00 0.27 0.26 0.29
25 2.99 0.29 0.30 1.96 0.29 0.29 0.35
50 5.77 0.38 0.38 2.76 0.37 0.38 0.46
1 0 5.80 0.26 0.27 2.40 0.26 0.26 0.30
25 1.56 0.29 0.29 5.60 0.29 0.29 0.35
50 5.25 0.37 0.38 2.20 0.36 0.37 0.46
Results based on 1000 replications and n = 50 pairs for regression parameter and standard
error estimates obtained using the induced smoothing methodology. Results for β1 and β2 are
based on an accelerated failure time model that depends on covariates X1 and X2; results for
β∗2 are based on an AFT model that depends on covariates X∗1 = X1 and X∗2 = X2/500.
RBIAS, 1000 × absolute relative bias; RSE, empirical standard error, relative to
parameter; RSEE1, standard error relative to parameter, with standard error estimate
obtained using iterative method of §2.2.2 with Σˆ(0) = I2; RSEE2A, standard error
relative to parameter, with standard error estimate obtained using the resampling
procedure of §2.2.3 with 500 random reweightings and regression parameters
estimated using the induced smoothing procedure of §2.1.3 with the fixed choice
Σ = I2; RSEE2B, standard error relative to parameter, with standard error estimate
based on (2.6) and regression parameters estimated as described for RSEE2A.
addition, estimates obtained using Method 1 frequently exhibit greater bias than
those obtained using Method 2, with no apparent reduction in standard error.
The standard error estimates for β1 and β2 are accurate and similar across all es-
timation methods. Remarkably, the results reported here are also comparable to
those summarized in the right panel of Table 1 in Jin et al. (2006a) for the Gehan
weight function, where no smoothing is employed.
Turning to the comparison of results for β2 and β∗2 , biases generally follow
the patterns described above. In addition, all methods of standard error esti-
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mation perform well, though some evidence of inflation in the relative standard
error RSEE2B is now present. Overall, the results suggest that the smoothing pa-
rameter has a minimal impact on the bias or actual standard error of the regres-
sion parameter estimates. However, given the relative accuracy of both RSEE1
and RSEE2A, the discrepancy observed in RSEE2B suggests that the scaling of
the problem, hence choice of smoothing parameter, can adversely impact the
accuracy of (2.6).
On the basis of these results, we recommend using Method 1 as described
in §2.2.2; in comparison with the simulation-based methodology of Jin et al.
(2006a), it requires far less computational effort with no evidence penalty in
bias or accuracy of standard error estimation.
2.4 Remarks
The attractive nature of the induced smoothing procedure, in both computa-
tional and theoretical terms, stems largely from the convexity of the Gehan-
weighted objective function (2.4). The asymptotic results obtained in this chap-
ter make significant use of this convexity. A minor extension of these results also
can be used to justify an alternative smoothing methodology for the bounded
influence estimator introduced in Heller (2007). Variations on this smoothing
methodology may facilitate simpler and more stable estimation procedures for
AFT frailty models; see, for example, Pan (2001), Strawderman (2006), and
Zhang and Peng (2007).
The use of the Gehan weight function in (1.2) has frequently been criti-
cized for the inefficiency of the resulting estimator. The selection of an alter-
native weight function may result in efficiency improvements at the expense of
monotonicity, resulting in weaker asymptotic statements and increased compu-
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tational challenges. To counteract these drawbacks, Jin et al. (2003) propose to
use the Gehan estimator as a starting point for successively solving a sequence
of convex optimization problems derived from (1.1). Jin et al. (2006a) extends
these results to the setting of multivariate failure time data. The resulting class
of estimation procedures is computationally stable and yields a consistent and
asymptotically normal sequence of estimators with reasonably general weight
functions. However, it does not lend itself to a simple method of variance es-
timation. Use of the resampling method described in §2.2.3 is recommended
for this purpose but only amplifies the required computational effort. Jin et al.
(2006b) propose a strongly related class of procedures for the Buckley–James es-
timator. Starting from the Gehan estimator, Strawderman (2005) demonstrates
how one may instead use one-step estimation to achieve the same goal and in-
troduces an alternative simulation-based method of variance computation that
requires no additional optimization. The results of this chapter show that the in-
duced smoothing methodology provides an asymptotically valid and computa-
tionally convenient starting point for each of these other methods of estimation.
In addition, the methodology itself can be directly incorporated as part of the it-
erative methods developed in Jin et al. (2003, 2006b,a); the asymptotic results of
this chapter guarantee that their results also remain valid for the corresponding
smoothed version.
A direct extension of this smoothing methodology is available for general
weight functions. However, it lacks the same computational convenience due to
important structural differences between the Gehan-weighted estimating equa-
tion and those used for general weight functions.
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CHAPTER 3
THE SEMIPARAMETRIC AFT FRAILTY MODEL
3.1 Estimation for the AFT Model with General Frailty
3.1.1 Notation and assumptions
As in §2.1.1, we consider a random sample of n independent clusters with Ki
members in the ith cluster, we let T¯ik andCik respectively denote the failure time
and censoring time for the kth member of the ith cluster, and we let Xik denote
the corresponding p× 1 vector of covariates. We assume that the covariates Xik
have bounded support, that the components of Xik are linearly independent
for all i and k, and that the cluster sizes are bounded (i.e., Ki ≤ K < ∞ for
all i). Fixing i and conditional on a positive continuous random variable Wi,
we further assume that T¯ik follows the semiparametric accelerated failure time
(AFT) model
log(T¯ik) = X
′
ikβ0 + ik, (3.1)
where β0 is an unknown p × 1 vector of bounded regression parameters,
i1, . . . , iKi are independent, and each ik is a continuous random variable with
finite variance and hazard function
λ(ik|Wi = wi) = wiλ0(ik) (3.2)
for a positive, bounded, and continuous baseline hazard function λ0(·) that is
otherwise unspecified. Let Λ0(s) =
∫ s
−∞ λ0(u)du denote the cumulative base-
line hazard of the error terms. In the context of the failure time data described
above, Wi represents a random frailty term shared by the Ki members of the ith
cluster, where Wi has a density function g(·|θ) and θ is a scalar parameter. Un-
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less otherwise specified, g(·|θ) is assumed to be parameterized such that Wi has
mean one; typically, θ then characterizes the variance of the frailty distribution.
The stated assumptions imply (i1, . . . , iKi)
′ (i = 1, . . . , n) are independent
random error vectors that, within each cluster, are correlated but exchangeable.
It is possible to relax the exchangeability assumption through stratification or
further modeling; we do not consider such extensions here. We further assume
independent and noninformative censoring in the same sense as Nielsen et al.
(1992); hence, all model parameters can be identified from the observed failure
time data Oik = (log Tik,∆ik, Xik)′, where Tik = min(T¯ik, Cik) and ∆ik = I(T¯ik ≤
Cik) (k = 1, . . . , Ki, i = 1, . . . , n). The setting of independent failure time data
arises as a special case upon setting Wi = 1 (i.e., with probability one) for all i.
3.1.2 SES algorithm for AFT frailty models
EM and ES algorithms
To motivate our approach, we first consider how the EM algorithm might be
implemented for the joint estimation of the unknown parameters ψ = (θ, β,Λ0)
of the model specified by (3.1) and (3.2), for a general frailty distribution
g(·|θ). Given Wi (i = 1, . . . , n), the relevant complete data log-likelihood is
Lc(θ, β,Λ0) = L1(θ) + L2(β,Λ0), where
L1(θ) =
n∑
i=1
{Di logWi +Ki log g(Wi|θ)} ,
L2(β,Λ0) =
n∑
i=1
Ki∑
k=1
{∆ik log λ0(eik(β))−WiΛ0(eik(β))} ,
eik(β) = log(Tik)−X ′ikβ and Di =
∑Ki
k=1 ∆ik.
Let O = {Oik; k = 1, . . . , Ki, i = 1, . . . , n} denote the observed data for all n
clusters, and let ψˆ(s) = (βˆ(s), θˆ(s), Λˆ(s)0 ) denote the current estimates of the param-
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eters. For the E-step of the EM algorithm, we calculate the conditional expecta-
tion of the complete data log-likelihood with respect to the frailty terms given
the observed data and under the assumption that the true parameter is ψˆ(s). In
particular, E{Lc(θ, β,Λ0)|O, ψˆ(s)} is given by the sum of
E{L1(θ)|O, ψˆ(s)} =
n∑
i=1
[
DiE(logWi|O, ψˆ(s)) +KiE
{
log g(Wi|θ)|O, ψˆ(s)
}]
(3.3)
and
E{L2(β,Λ0)|O, ψˆ(s)} =
n∑
i=1
Ki∑
k=1
{
∆ik log λ0(eik(β))− E(Wi|O, ψˆ(s))Λ0(eik(β))
}
.(3.4)
For the M-step of the EM algorithm, we would like to maximize equations (3.3)
and (3.4) with respect to θ, β, and Λ0(·). In principle, the univariate function (3.3)
can be maximized with respect to θ using standard numerical methods. For ex-
ample, when all required expectations exist in closed form (e.g., Wi follows a
gamma distribution), implementation is quite straightforward. However, max-
imization of (3.4) with respect to β and Λ0(·) is impossible without further para-
metric assumptions on λ0(·).
Using arguments similar to those given in Pan (2001) and Zhang and Peng
(2007), or a modification of the argument given in Strawderman (2006), Λ0(·)
can be estimated nonparametrically by
Λˆ0(t) =
n∑
i=n
Ki∑
k=1
∆ik∑n
j=1
∑Kj
l=1 WˆjI{ejl(βˆ) ≥ eik(βˆ)}
I{eik(βˆ) ≤ t}, (3.5)
where βˆ and Wˆj respectively estimate β and E(Wj|O) (j = 1, . . . , n). Similarly,
an estimate of β can be obtained via the estimating equation
S(w)n (β) =
n∑
i=1
Ki∑
k=1
wik(β)∆ik
[
Xik −
∑n
j=1
∑Kj
l=1 WˆjXjlI{eik(β) ≤ ejl(β)}∑n
j=1
∑Kj
l=1 WˆjI{eik(β) ≤ ejl(β)}
]
, (3.6)
where wik(·) are nonnegative weight functions (k = 1, . . . , Ki, i = 1, . . . , n). In
general, (3.6) differs from the efficient score function for estimating β. Hence, if
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one replaces the maximization of (3.4) at a given stage of the EM algorithm with
estimates for Λ0(·) and β derived from (3.5) and (3.6) using Wˆj = E(Wj|O, ψˆ(s)),
the resulting procedure is no longer a true EM algorithm but rather an example
of an Expectation and Substitution (ES) algorithm (Elashoff and Ryan, 2004).
Setting Wˆj = 1 (j = 1, . . . , n), it can be seen that (3.6) reduces to the esti-
mating equation for β under the marginal independence approach (Lee et al.,
1993) and, with Kj = 1 (j = 1, . . . , n), to the estimating function of Tsiatis (1990)
given in (1.1). The fact that β only appears in (3.6) as an argument to indicator
functions means that S(w)n (β) is not a continuous function of β; hence, a solu-
tion to S(w)n (β) = 0 typically does not exist. Parameter estimates may instead
be obtained by minimizing ‖S(w)n (β)‖, where ‖v‖ denotes (v′v)1/2 for a vector v.
However, this minimization problem may admit several solutions. In addition,
because S(w)n (β) is not necessarily monotone in β, the resulting set of solutions
may not be a convex set.
For the setting in which Wˆj = Kj = 1 (j = 1, . . . , n), Fygenson and Ri-
tov (1994) note that use of the Gehan weight function wi(β) =
∑n
j=1 I{ei(β) ≤
ej(β)} leads to a discontinuous but monotone estimating equation. Fol-
lowing Strawderman (2006), substitution of the modified weights wik(β) =∑n
j=1
∑Kj
l=1 WˆjI{eik(β) ≤ ejl(β)} into (3.6) leads to
Sn(β) =
1
n(n− 1)
n∑
i=1
Ki∑
k=1
n∑
j=1
Kj∑
l=1
∆ikWˆj (Xik −Xjl) I {eik (β)− ejl (β) ≤ 0}; (3.7)
see Zhang and Peng (2007) and Xu and Zhang (2010) for related developments.
The estimating equation (3.7) is monotone in each component of β and, impor-
tantly, equals the gradient of the convex objective function
Ln(β) =
1
n(n− 1)
n∑
i=1
Ki∑
k=1
n∑
j=1
Kj∑
l=1
∆ikWˆj {ejl (β)− eik (β)} I {eik (β)− ejl (β) ≤ 0}. (3.8)
Hence, a regression parameter estimate can be found by minimizing Ln(β) with
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respect to β (e.g., Jin et al., 2006a). The resulting set of solutions forms a convex
set; however, a unique minimizer may not exist. As above, upon setting Wˆj = 1
(j = 1, . . . , n), (3.7) and (3.8) reduce to the Gehan estimating equation (2.1) and
objective function (2.2) for clustered data under the marginal independence ap-
proach. This relationship between the sets of equations for the two approaches
will be evident throughout the remainder of this chapter and will be reflected
by the use of parallel notation.
Induced smoothing for estimation of β
In general, the ES algorithm based on (3.6) presents one solution to the inability
to maximize (3.4). However, the well-known computational challenges summa-
rized in the previous section continue to present barriers for implementation,
even in the case where Ln(β) is convex. Relevant examples of algorithms that
attempt to cope with these challenges include those described in Pan (2001), Jin
et al. (2003, 2006a), Strawderman (2006), Zhang and Peng (2007), and Xu and
Zhang (2010). None make use of smoothing to ease the computational burden.
In light of the connection of equations (3.7) and (3.8) to the problem of estimat-
ing β under a marginally specified semiparametric AFT regression model, we
propose to incorporate a simple adaptation of the smoothing procedure intro-
duced in §2.1.3 into the ES algorithm.
Define Z to be a N(0, Ip) random vector independent of the data, where Ip
denotes the p×p identity matrix. Let Γ be a p×pmatrix such that ‖Γ‖ = O(1) and
Γ2 = Σ, where Σ is some symmetric, positive definite matrix. Then, a smoothed
estimating equation may be constructed by adding the random perturbation
n−1/2ΓZ to the argument of Sn(β) in (3.7) and taking its expectation with respect
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to Z. Specifically, setting S˜n(β) = EZ
{
Sn
(
β + n−1/2ΓZ
)}
, we obtain
S˜n(β) =
1
n(n− 1)
n∑
i=1
Ki∑
k=1
n∑
j=1
Kj∑
l=1
∆ikWˆj (Xik −Xjl) Φ
[
n1/2
{
ejl(β)− eik(β)
rikjl
}]
, (3.9)
where r2ikjl = (Xik − Xjl)′Σ(Xik − Xjl) and Φ(·) denotes the standard nor-
mal cumulative distribution function. Brown and Wang (2005) proposed this
technique of smoothing as a way to compute standard errors of general rank-
based estimating equations and briefly discussed its “pseudo-Bayesian” mo-
tivation. More obviously, the estimating equation (3.9) may be viewed as a
kernel-smoothed version of (3.7) in which the indicator function is replaced by
a monotone kernel function (i.e., the standard normal CDF) that uses a pair-
dependent bandwidth.
Instead of an estimating equation, one can instead work directly with the
smoothed objective function L˜n(β) = EZ
{
Ln
(
β + n−1/2ΓZ
)}
. Let φ(·) denote
the standard normal density function. Using well-known results for normal
random variables and integration by parts, it can be shown that
L˜n(β) =
1
n(n− 1)
n∑
i=1
Ki∑
k=1
n∑
j=1
Kj∑
l=1
∆ikWˆj
[
{ejl (β)− eik (β)}H(n)ikjl(β) +
rikjl
n1/2
h
(n)
ikjl(β)
]
,(3.10)
where rikjl is defined above,
H
(n)
ikjl(β) = Φ
[
n1/2
{
ejl (β)− eik (β)
rikjl
}]
and h(n)ikjl(β) = φ
[
n1/2
{
ejl (β)− eik (β)
rikjl
}]
.
A straightforward calculation shows that ∇L˜n(β) = S˜n(β). Under mild condi-
tions on the covariates, the smoothed objective function L˜n(β) is strictly convex
and infinitely continuously differentiable; hence, standard numerical methods
can be used to efficiently compute its unique minimizer βˆ = argminβ L˜n(β).
To obtain marginal regression parameter estimates for the AFT model with
clustered data, we considered several choices for the smoothing matrix Σ in §2.3,
including both Σ = Ip and a data-dependent smoothing matrix that is computed
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iteratively and which reflects the relative scaling of the regression parameters.
It is not clear how a similar data-dependent Σ might be constructed in the AFT
frailty model. In addition, we found that the choice of Σ generally had minimal
impact on the bias or standard error of the regression estimates in the marginal
approach. We therefore propose to use Σ = Ip in (3.10) in order to estimate β,
exploring this choice and others in the simulation studies of §3.3.
SES algorithm
The joint estimation procedure for ψ = (θ, β,Λ0) that results from incorporating
the smoothed regression parameter estimator into the ES algorithm, hereafter
referred to as the Smoothing Expectation and Maximization (SES) algorithm,
can now be implemented as follows:
1. Select initial values:
Initialize Wˆ (0)i = 1 (i = 1, . . . , n).
Initialize βˆ(0) by minimizing L˜n(β) in (3.10) with Σ = Ip.
Initialize Λˆ(0)0 using (3.5).
Initialize θˆ(0).
Set s = 1.
2. E-step:
Compute the update Wˆ (s)i = E(Wi|O, ψˆ(s−1)) (i = 1, . . . , n).
3. S-step:
Update βˆ(s) by minimizing L˜n(β) in (3.10) with Σ = Ip.
Update Λˆ(s)0 using (3.5).
Update θˆ(s) by maximizing `(θ) = E{L1(θ)|O, ψˆ(s)} in (3.3).
Set s = s+ 1.
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4. Iterate between steps 2 and 3 until a specified convergence criterion is met
and report ψˆ = (βˆ, θˆ, Λˆ0).
A remark on notation is needed. When calculating Wˆ (s)i = E(Wi|O, ψˆ(s−1))
in Step 2, the expectation is considered to be a function of ψ and is evaluated at
ψ = ψˆ(s−1), where ψˆ(s−1) = (θˆ(s−1), βˆ(s−1), Λˆ(s−1)0 ) is the most recently computed
iterate. However, when calculating E{L1(θ)|O, ψˆ(s)} in Step 3, all instances of
θ in L1(θ) are left to vary freely and all instances of β and Λ0(·) are replaced
by the most recently computed values βˆ(s) and Λˆ(s)0 (·). As can be seen from
the sequence of steps, βˆ(s) and Λˆ(s)0 (·) also indirectly depend on θˆ(s−1) through
Wˆ
(s)
1 , . . . , Wˆ
(s)
n calculated in Step 2.
In the SES algorithm, the choice of frailty distribution directly impacts the
calculation of Wˆ (s)i = E(Wi|O, ψˆ(s)) in Step 2 and the calculation, hence max-
imization, of `(θ) = E{L1(θ)|O, ψˆ(s)} in Step 3. It follows that EM algorithms
previously proposed for the proportional hazards regression model with a spe-
cific frailty distribution can be adapted to the current setting; examples include
Nielsen et al. (1992) and Klein (1992), who consider the gamma frailty distri-
bution, and Wang et al. (1995), who develop an EM algorithm for the positive
stable proportional hazards frailty model. Indeed, one may choose any frailty
distribution, the primary limitation being a computationally feasible character-
ization of the conditional expectations needed in Steps 2 and 3 of the SES algo-
rithm.
If L(s|θ˜) denotes the Laplace transform of W when the true parameter is
ψ˜ = (θ˜, β˜, Λ˜0) and L(r)(t|θ˜) denotes its rth derivative with respect to s, then it
can be shown that
E(Wi|O, ψ˜) = L
(Di+1)(H˜i|θ˜)
L(Di)(H˜i|θ˜)
(3.11)
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where H˜i =
∑Ki
k=1 Λ˜0(eik(β˜)) (Aalen et al., 2008, §7.2.3). For this and other
reasons, Aalen et al. (2008, §6.2.3) state that useful choices of frailty distribu-
tions should minimally have Laplace transforms that exist in closed form. One
example is the class of power variance function distributions which includes
the gamma, inverse Gaussian, and positive stable distributions as special cases
(Hougaard, 2000). Another is the class of generalized inverse Gaussian distribu-
tions which also includes both the gamma and inverse Gaussian distributions
(Jørgensen, 1982; Aalen et al., 2008). The lognormal distribution, though a per-
fectly valid choice, does not have a Laplace transform that exists in closed form.
As a result, L(·|θ˜), and various related quantities (e.g., (3.11)), must be approxi-
mated numerically.
Unfortunately, the existence of a Laplace transform in closed form is insuffi-
cient to ensure the availability of a useful algorithm, for this does not guarantee
that `(θ) in Step 3 is easily computed. Aalen et al. (2008, §7.2.5) discuss the spe-
cial nature of the gamma distribution in this regard and, abstracting that discus-
sion, describe two other classes of distributions considered suitable for shared
frailty models: the generalized inverse Gaussian and Kummer distribution fam-
ilies. We provide the necessary implementation details for the SES algorithm in
the case of the gamma frailty distribution in §3.2.1; our algorithm may be com-
pared with that of Pan (2001), Zhang and Peng (2007), and Xu and Zhang (2010).
In §3.2.2, we discuss implementation in the case of the inverse Gaussian frailty
distribution.
We close this subsection by noting that there exist several possibilities for
initializing θˆ(0) in Step 1. For example, θˆ(0) may be set arbitrarily, or one may
attempt to employ (3.3). In §3.1.4, we introduce several other possibilities for
estimating θ derived from novel moment identities. The resulting estimators
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can be used to estimate θˆ(0). In addition, one could also employ these estimators
in lieu of the profile likelihood estimator in Step 3 of the SES algorithm.
Remark 3.1.1 An approach advocated in both Nielsen et al. (1992) and Wang et al.
(1995) in the case of the proportional hazards model is to fix θˆ(0) and then run a version
of the above algorithm in which Step 3 is modified in a way that sets θˆ(s) = θˆ(0) at every
iteration and computes the MLE of both β and Λ0(·). This procedure is then repeated
for a grid of θˆ(0) values. The parameter set leading to the largest value of the profiled
observed data likelihood function (i.e., in θ) is then selected as the approximate MLE. In
principle, variance estimates can be obtained by calculating, or otherwise approximat-
ing, the Hessian matrix for the marginal log-likelihood function. Pan (2001) considers
a related idea in the context of the AFT gamma frailty model. However, it is important
to note that the proposed procedure does not yield an approximate MLE since β is not
estimated using the efficient score function. The failure to use the efficient score also
complicates variance estimation since one also cannot numerically differentiate the log-
likelihood function. The SES algorithm as presented above, combined with the bootstrap
methodology described in §3.1.3 below, provides a simple (if computationally intensive)
method of variance estimation for all model parameters.
3.1.3 Variance estimation
Variance estimation under the semiparametric AFT frailty model is a challeng-
ing problem. In the independent data setting, the induced smoothing proce-
dure of §2.1.3 leads to a natural sandwich variance estimator for the regression
parameters. This is not the case when the smoothing procedure is incorporated
as part of the SES algorithm and standard errors for the regression parameters,
frailty parameter and baseline cumulative hazard are all of interest.
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Pan (2001), Zhang and Peng (2007), and Xu and Zhang (2010) each propose
estimating standard errors in the AFT gamma frailty model using the bootstrap.
In this case, the random cluster-level weights are exchangeable but not indepen-
dent. Ma and Kosorok (2005) propose the randomly weighted bootstrap, using
independent weights, for computing variances of semiparametric M-estimators.
Strawderman (2006) adapts this procedure to the problem of variance estima-
tion in an accelerated gap times gamma frailty model proposed for recurrent
event data. A similar procedure, to be described below, permits estimation of
the variance of ψˆ.
Letw1, . . . , wn be independent exponential random variables with mean one.
Define w¯i = wi/w¯, so that
∑n
i=1 w¯i = n and w¯1, . . . , w¯n have a Dirichlet distribu-
tion, which Kosorok et al. (2004) suggest works well for semiparametric infer-
ence. Let Pn denote the empirical distribution that assigns weight 1/n to each
observation and let P∗n denote the corresponding weighted version that assigns
the weight w¯i/n to each observation in cluster i (i = 1, . . . , n). Weighted versions
of the equations L˜n(·), Λˆ0(·), and `(·) used in Step 3 of the SES algorithm are ob-
tained by writing (3.3), (3.5), and (3.10) in terms of Pn, and then replacing Pn by
P∗n. In particular, for a given set of weights and with ψˆ
(s)
∗ denoting the current
value of ψ, weighted versions of L˜n(·), Λˆ0(·), and `(·) are respectively given by
L˜∗n(β) =
1
n(n− 1)
n∑
i=1
w¯i
Ki∑
k=1
n∑
j=1
w¯j
Kj∑
l=1
∆ikWˆ
(s,∗)
j
[
{ejl (β)
−eik (β)}H(n)ikjl(β) +
rikjl
n1/2
h
(n)
ikjl(β)
]
,
(3.12)
Λˆ∗0(t) =
n∑
i=n
w¯i
Ki∑
k=1
∆ik∑n
j=1 w¯j
∑Kj
l=1 Wˆ
(s,∗)
j I{ejl(β) ≥ eik(β)}
I{eik(β) ≤ t}, (3.13)
and
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`∗(θ) =
n∑
i=1
w¯i
[
DiE{logWi|O, ψˆ(s,∗)}+KiE
{
log g(Wi|θ)|O, ψˆ(s,∗)
}]
, (3.14)
where rikjl, H
(n)
ikjl(·), and h(n)ikjl(·) are as defined in §3.1.2 and Wˆ (s,∗)j =
E(Wj|O, ψˆ(s,∗)).
Each bootstrap replicate of ψˆ, say ψˆ∗, is obtained by generating a set of boot-
strap weights and running the SES algorithm using ψˆ as the initial value and
with L˜n(·), Λˆ0(·), and `(·) replaced by the weighted versions given above. The
estimated covariance matrix of θˆ, βˆ, and say, Λˆ0(tr) (r = 1, . . . , d), is now eas-
ily obtained using the empirical covariance matrix of the corresponding set of
bootstrap replicates.
3.1.4 Moment-based estimation of θ
In this section, standard results from the martingale theory for counting pro-
cesses are used to show how estimation of the frailty parameter θ may be carried
out via the method of moments. For member k of cluster i, let Nik(u) = I(Tik ≤
u,∆ik = 1) denote the event counting process and let Yik(u) = I(Tik ≥ u) denote
the at-risk process at time u. Let F = {Ft, t ≥ 0} denote the full data filtration
generated by these processes and frailties W1, . . . ,Wn, where independence is
assumed across clusters; let the corresponding full data cumulative intensity be
given by WiHik(t), where Hik(t) =
∫ t
0
Yik(u)dΛik(u) is assumed to be continuous
in t. Then, Mik(t) = Nik(t) − WiHik(t) is a mean zero martingale process in t
under the filtration F (Andersen et al., 1993, Ch. IX). The continuity of Hik(·)
and the independence of clusters further implies that the martingales Mik(·)
are orthogonal across k for each fixed i as well as across i. Also, for each i,
Mi(t) = Ni(t) −WiHi(t) is a mean zero martingale process in t under F , where
Mi(t) =
∑Ki
k=1Mik(t), Ni(t) =
∑Ki
k=1Nik(t), and Hi(t) =
∑Ki
k=1Hik(t). These re-
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sults are sufficient to establish the following moment identities.
Theorem 3.1.2 Let τ > 0 denote the largest observation time in the sample. Let F (O)
denote the corresponding observed data filtration (i.e., at time τ ); that is,W1, . . . ,Wn are
not assumed to be observed. LetNi = Ni(τ),Hi = Hi(τ), and defineUi = E(Wi|F (O)),
Vi = E(W
2
i |F (O)), and Zi := Vi−U2i = Var(Wi|F (O)). Then, for each i (i = 1, . . . , n),
the following identities hold:
E{(Ni − UiHi)2}+ E(ZiH2i ) = E(UiHi), (3.15)
E{(Ni − UiHi)2}+ E(ZiH2i ) = E(Ni). (3.16)
The proof of this result is provided in Appendix B, where it can be seen
that (3.15) and (3.16) hold in great generality, relying only the fact that Mik(t) =
Nik(t)−WiHik(t) are mean zero martingales under F . In particular, these results
are neither specific to the nature of the counting process nor the intensity model.
Consequently, these identities provide a basis for deriving moment-based esti-
mators of parameters in general univariate frailty models provided that a spe-
cific frailty distribution, hence Ui = E(Wi|F (O)) and Zi = Var(Wi|F (O)), has
been specified.
Let U˜i(θ) and Z˜i(θ) denote Ui and Zi computed for a given frailty model,
considered as a function of θ, assuming that Hik is known for all i and k. Then,
dropping the expectations in (3.15) and summing over clusters, θ can be esti-
mated by solving the univariate nonlinear equation
n∑
i=1
[{
Ni − U˜i(θ)Hi
}2
+ Z˜i(θ)H
2
i − U˜i(θ)Hi
]
= 0. (3.17)
Proceeding similarly, but using relationship (3.16), we obtain the alternative
nonlinear equation
n∑
i=1
[{
Ni − U˜i(θ)Hi
}2
+ Z˜i(θ)H
2
i −Ni
]
= 0. (3.18)
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Equations (3.17) and (3.18) can be used to estimate θ in a general inten-
sity model. For the model of §3.1.1, Hik = Λ0(ik) = Λ0(eik(β)); hence, Hi =∑Ki
k=1 Λ0(eik(β)). Replacing Ni by Di =
∑Ki
k=1 ∆ik and Hi by a suitable estimate,
the respective solutions to (3.17) and (3.18) provide two possible estimators for
θ.
A third estimator of θ can be constructed using the generalized method of
moments (GMM). Let r1(θ) and r2(θ) denote the left-hand side of the equa-
tions in (3.17) and (3.18), with Ni replaced by Di and Hi replaced by an es-
timator, Hˆi. Combining these two estimating equations into a vector, say
r(θ) = (r1(θ), r2(θ))
′, a GMM estimator of θ can be defined as the minimizer of
the quadratic form r′(θ)Q(θ)r(θ) whereQ is a positive definite weighting matrix
(Hansen, 1982). A suitable choice forQ is the inverse of the empirical covariance
matrix constructed from the elements of r(θ), in which case one estimates θ by
minimizing r′(θ)Vˆ −1(θ)r(θ) (Hansen et al., 1996).
3.2 Implementation
3.2.1 Gamma frailty distribution
As discussed in §3.1.2, a common and computationally convenient choice for the
frailty distribution is the gamma distribution with shape parameter θ and scale
parameter θ−1 (i.e., mean one and variance θ−1). In this case, the joint survival
function for ik (k = 1, . . . , Ki) is (e.g., Klein, 1992)
P (ik > eik, k = 1, . . . , Ki) =
{
1 + θ−1
Ki∑
k=1
Λ0(eik)
}−θ
(3.19)
and the within-cluster association measured by Kendall’s τ is 1/(1 + 2θ); the
strength of the association is monotone decreasing in θ with θ =∞ correspond-
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ing to independent observations. In this section, we provide the necessary de-
tails for implementing the SES algorithm, the weighted bootstrap for standard
error estimation and the moment-based estimators of θ in the gamma frailty
setting.
The choice of frailty distribution impacts the implementation of the SES al-
gorithm through the update calculation Wˆ (s)i = E(Wi|O, ψˆ(s−1)) in Step 2 and
through the maximization of `(θ) = E{L1(θ)|O, ψˆ(s)} in Step 3. Under the in-
dicated parameterization, it is well known that the conditional distribution of
Wi given O is also a gamma distribution, but with respective shape and scale
parameters Ai and C−1i , where
Ai = θ +Di and Ci = θ +
Ki∑
k=1
Λ0(eik(β)), (3.20)
assuming that the true parameter is ψ = (θ, β,Λ0). Consequently,
E(Wi|O, ψˆ(s)) = Aˆ(s)i /Cˆ(s)i and E(logWi|O, ψˆ(s)) = Ψ(Aˆ(s)i ) − log Cˆ(s)i where Ψ(·)
denotes the digamma function and Aˆ(s)i and Cˆ
(s)
i denote the quantities in (3.20)
computed assuming that ψ = ψˆ(s). As a result, the update calculation in Step 2
becomes Wˆ (s)i = Aˆ
(s)
i /Cˆ
(s)
i and (3.3) immediately simplifies to
`(θ) = −n {−θ log θ + log Γ(θ)}+
n∑
i=1
[
{θ +Di − 1}{Ψ(Aˆ(s)i )
− log Cˆ(s)i } − θAˆ(s)i /Cˆ(s)i
]
,
(3.21)
a univariate function of θ > 0 that can be easily maximized in Step 3.
In §3.1.3, we proposed a method for standard error estimation in which equa-
tions (3.12) – (3.14) are used in the proposed SES algorithm. We have already
shown how to compute Wˆ (s)i ; the calculation of Wˆ
(s,∗)
i in (3.12) and (3.13) is com-
pletely analogous. In view of (3.21), it further follows that (3.14) reduces to
`∗(θ) = −n{−θ log θ + log Γ(θ)}+
n∑
i=1
w¯i
[
{θ +Di − 1}{Ψ(Aˆ(s,∗)i )
− log Cˆ(s,∗)i } − θAˆ(s,∗)i /Cˆ(s,∗)i
]
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in the gamma frailty setting.
Finally, we provide details on the moment-based estimators of θ introduced
in §3.1.4 for the gamma frailty setting. The conditional distribution of Wi given
the observed data is Gamma(θ+Di, θ+Hi),whereHi =
∑Ki
j=1 Λ0(eik(β)). Hence,
U˜i(θ) =
θ +Di
θ +Hi
and Z˜i(θ) =
θ +Di
(θ +Hi)2
and (3.17) and (3.18) reduce to the univariate estimating equations
n∑
i=1
{(
Di − θ +Di
θ + Hˆi
Hˆi
)2
+
θ +Di
(θ + Hˆi)2
Hˆ2i −
θ +Di
θ + Hˆi
Hˆi
}
= 0 (3.22)
and
n∑
i=1
{(
Di − θ +Di
θ + Hˆi
Hˆi
)2
+
θ +Di
(θ + Hˆi)2
Hˆ2i −Di
}
= 0, (3.23)
where Hˆi denotes a suitable estimate of Hi Similarly, in the GMM estimator, we
respectively take r1(θ) and r2(θ) to be the left-hand side of the equations in (3.22)
and (3.23).
These moment-based estimating equations, as well as (3.21), require a suit-
able estimate of Hi =
∑Ki
j=1 Λ0(eik(β)). In general, under the AFT frailty model,
one may use Hˆi =
∑Ki
k=1 Λˆ0(eik(βˆ)),with Λˆ0(·) given by (3.5). An alternative esti-
mator ofHi in the case of the gamma frailty model can be constructed as follows.
Recalling that the joint survival function of the error terms can be expressed as
in (3.19), and setting ei1 = t and eik = 0 for k = 2, . . . , Ki, the marginal sur-
vival function can be written S(t) = {1 + 1
θ
Λ0(t)}−θ. It follows that the marginal
cumulative hazard is Λ(t) = θ log
{
1
θ
Λ0(t) + 1
}
and, solving for the baseline cu-
mulative hazard,
Λ0(t) = θ
[
exp
{
1
θ
Λ(t)
}
− 1
]
.
Hence, one can instead estimate Λ(·) and use the corresponding plug-in estima-
tor for Λ0(·). For highly stratified censored data (i.e., clustered data in which the
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cluster sizes are small relative to the number of clusters), and given a consistent
estimate of β, the results of Ying and Wei (1994) suggest that the marginal cumu-
lative hazard Λ(·) can be consistently estimated by equation (3.5) with Wj = 1
(j = 1, . . . , n), leading to the estimator
Λˆ†0(t) = θ
[
exp
{
1
θ
Λˆ(t)
}
− 1
]
. (3.24)
One can then estimate Hi using Hˆ
†
i =
∑Ki
k=1 Λˆ
†
0(eik(βˆ)).
3.2.2 Inverse Gaussian frailty distribution
In this section, we assume that the frailties follow an inverse Gaussian distri-
bution with mean one and variance θ−1 and provide a development of the re-
quirements for implementing the SES algorithm in this setting. As previously
discussed, implementation of the SES algorithm for a particular frailty distri-
bution affects the update calculation Wˆ (s)i = E(Wi|O, ψˆ(s−1)) in Step 2 and the
calculation and maximization of `(θ) = E{L1(θ)|O, ψˆ(s)} from equation (3.3) in
Step 3; results needed to carry out these computations for the inverse Gaussian
frailty model are reviewed below.
Following Jørgensen (1982), a random variable B is said to have a gener-
alized inverse Gaussian distribution if its probability density function is given
by
h(b|ϕ1, ϕ2, ϕ3) =
(
ϕ3
ϕ2
)ϕ1
2
2Kϕ1(√ϕ2ϕ3)
bϕ1−1 exp{−(ϕ2b−1 + ϕ3b)/2}, b > 0,
whereKϕ1(·) denotes the modified Bessel function of the second kind with index
ϕ1. We say B ∼ GIG(ϕ1, ϕ2, ϕ3), where the density is well-defined for ϕ1 ∈ R
and ϕj > 0 for j = 2, 3; if ϕ1 > 0 (< 0), then it is possible for ϕ2 (ϕ3) to be
equal to zero. This class of distributions contains the Gamma (ϕ1 > 0, ϕ2 = 0),
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reciprocal Gamma (ϕ1 < 0, ϕ3 = 0), inverse Gaussian (ϕ1 = −12) and reciprocal
inverse Gaussian (ϕ1 = 12) distributions as special cases. The Laplace transform
of the distribution of B exists in closed form and is given by
L(t) =
Kϕ1
(√
ϕ2ϕ3(1 + 2ϕ
−1
3 t)
)
Kϕ1
(√
ϕ2ϕ3
)
(1 + 2ϕ−13 t)
ϕ1
2
.
The assumption that the frailties follow an inverse Gaussian distribu-
tion with mean one and variance θ−1 is equivalent to asserting that Wi ∼
GIG(−1
2
, θ, θ), (i = 1, . . . , n) (see Jørgensen (1982, §2.1)). Importantly, using re-
sults in Aalen et al. (2008, §7.2.5), it can be shown that Wi|O ∼ GIG(Di− 12 , θ, θ+
2Hi), where, as indicated previously, Hi =
∑Ki
k=1 Λ0(eik(β)) for the AFT frailty
model considered in this chapter. For θ > 0 and Hi ≥ 0, results in Jørgensen
(1982, §2.1) now imply that
E(W ri |O, ψ) =
KDi− 12+r (ζi(θ))
KDi− 12 (ζi(θ))
(
1 + 2θ−1Hi
)− r
2 , r ∈ R (3.25)
where ζi(θ) =
√
θ(θ + 2Hi). The required formula for the update calculation
in Step 2 of the SES algorithm is obtained from (3.25) with r = 1. In par-
ticular, if ψˆ(s−1) denotes the most recently computed estimate and ζˆ(s−1)i =√
θˆ(s−1)(θˆ(s−1) + 2Hˆ(s−1)i ), then
E(Wi|O, ψˆ(s−1)) =
KDi+ 12
(
ζˆ
(s−1)
i
)
KDi− 12
(
ζˆ
(s−1)
i
) (1 + 2Hˆ(s−1)i /θˆ(s−1))− 12 .
Turning to Step 3, the assumption that Wi has an inverse Gaussian distri-
bution with mean one and variance θ−1 implies that the frailty density g(w|θ)
equals h(w| − 1
2
, θ, θ). Using the fact that K− 1
2
(θ) ∝ θ−1/2e−θ, the relevant portion
of the complete data log-likelihood reduces to
L1(θ) = c+
n∑
i=1
(
Di − 3
2
Ki
)
logWi +
Ki
2
log θ +Kiθ − θKi
2
(W−1i +Wi)
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where c is a constant independent of θ andW1, . . . ,Wn. In the SES algorithm, one
can update θ by maximizing `(θ) = E{L1(θ)|O, ψˆ(s)}, which requires a formula
for E(logWi|O, ψ); see Jørgensen (1982, §3.1). Alternatively, one can instead
update θ by solving the equationE{S1(θ)|O, ψ} = 0 for θ, where S1(θ) = ddθL1(θ)
is the complete data score function. In this case, and withm =
∑n
i=1Ki denoting
the total sample size,
S1(θ) =
m
2θ
+m− 1
2
n∑
i=1
Ki(W
−1
i +Wi).
Consequently, the solution θ˜ to E{S1(θ)|O, ψ} = 0 exists in closed form and
equals
θ˜ =
[
1
m
n∑
i=1
Ki
{
E(W−1i |O, ψ) + E(Wi|O, ψ)− 2
}]−1
,
an expression that can be evaluated directly using (3.25). Such an approach
is advocated in Karlis (2001), who considers estimation in Poisson regression
models in the presence of an inverse Gaussian mixing distribution. Equation
(3.25) can also be used to derive moment estimators for θ in §3.1.4.
3.3 Simulation Study
Simulation studies were carried out to assess the performance of the SES algo-
rithm in the case of a gamma frailty distribution. Also included is an evaluation
of the corresponding moment estimators (§3.1.4 and §3.2.1) and the weighted
bootstrap variance estimator (§3.1.3 and §3.2.1). Unless otherwise specified, sim-
ulation results are based on 500 replications of n = 50 clusters of size Ki = 4
(i = 1, . . . , n). Simulations with one covariate consider a single continuous co-
variate generated from the uniform distribution on (0, 1); simulations with two
covariates include further choices described in §3.3.4. Frailties are generated
from a gamma distribution with shape θ and scale θ−1. The baseline hazard for
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the error terms is assumed to be that of an extreme value distribution, λ0(s) = es,
and the censoring times are generated from a uniform distribution on (0, a)
where a is selected to achieve approximately 25% censoring. The true regres-
sion parameter is β = 2. When the true gamma frailty parameter is θ = 0.5,
the univariate simulation study matches that described in Table 1 of Zhang and
Peng (2007) and Tables 1 and 2 of Xu and Zhang (2010). Several other choices of
θ are considered here.
The stopping criteria used for assessing convergence of the SES algorithm
is max{D(s)1 , D(s)2 , D(s)3 } ≤ 0.001, where D(s)1 = ‖βˆ(s) − βˆ(s−1)‖, D(s)2 = ‖θˆ(s) −
θˆ(s−1)‖, and D(s)3 = | 1n
∑n
i=1(Wˆ
(s)
i − Wˆ (s−1)i )|. Since 1n
∑n
i=1 Wˆ
(s)
i should be close
to 1.0 at convergence, the use of the mean difference in frailty estimates across
successive iterations is both an absolute and a relative error criterion. In the
interest of limiting the total time required for the various simulations, the SES
algorithm was allowed to run for a maximum of 350 iterations. All simulations
were conducted in R (R Development Core Team, 2005); the nlm routine was
used for minimizing (3.10), the optimize routine was used for maximizing
(3.21) and minimizing the GMM quadratic form, and the uniroot routine was
used for solving (3.22) and (3.23). The simulation code is available upon request.
3.3.1 Estimator performance and impact of θˆ(0)
Table 3.1 summarizes the results of implementing the SES algorithm using the
four methods introduced for estimation of the gamma frailty parameter to com-
pute the initial estimate of θ in Step 1 of the SES algorithm. PL denotes the
profile likelihood of θ given by equation (3.21), while MM1 and MM2 denote
the method of moments estimators for θ given by equations (3.22) and (3.23),
and GMM denotes the generalized method of moments estimator. The determi-
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Table 3.1: Frailty model simulation results
βˆ θˆ−1 Λˆ0(−2) Λˆ0(0) Λˆ0(1.5)
θ Method iterations θˆ(0) Bias MSE RBias RMSE Bias MSE Bias MSE Bias MSE
0.1 PL 181.19 9.9999 -0.0277 0.6682 0.0895 0.0385 0.0035 0.0113 -0.0483 0.4802 -0.3691 11.6802
MM1 177.90 0.2254 -0.0275 0.6683 0.0894 0.0384 0.0035 0.0113 -0.0476 0.4805 -0.3671 11.6643
MM2 177.98 0.6556 -0.0277 0.6680 0.0895 0.0385 0.0035 0.0113 -0.0486 0.4803 -0.3710 11.6759
GMM 177.82 0.1749 -0.0275 0.6683 0.0894 0.0385 0.0035 0.0113 -0.0479 0.4804 -0.3684 11.6657
0.5 PL 44.75 9.9999 0.0015 0.2479 0.0188 0.0533 0.0065 0.0031 0.0526 0.1568 0.1781 4.2830
MM1 40.17 0.7052 0.0015 0.2479 0.0188 0.0533 0.0065 0.0031 0.0526 0.1568 0.1777 4.2812
MM2 40.81 1.5101 0.0015 0.2479 0.0187 0.0534 0.0065 0.0031 0.0528 0.1570 0.1788 4.2833
GMM 40.13 0.6199 0.0015 0.2479 0.0188 0.0533 0.0065 0.0031 0.0526 0.1568 0.1780 4.2822
1 PL 35.98 9.9999 0.0195 0.1819 0.0506 0.0745 0.0051 0.0025 0.0375 0.1042 0.0358 2.9226
MM1 29.27 1.5049 0.0195 0.1820 0.0506 0.0745 0.0051 0.0025 0.0375 0.1042 0.0360 2.9262
MM2 30.96 2.7399 0.0195 0.1819 0.0506 0.0745 0.0051 0.0025 0.0375 0.1042 0.0359 2.9239
GMM 28.74 1.2492 0.0195 0.1820 0.0506 0.0745 0.0051 0.0025 0.0375 0.1043 0.0359 2.9251
4 PL 57.88 9.9999 0.0072 0.1398 0.0361 0.2474 0.0039 0.0016 0.0156 0.0502 -0.0864 2.2506
MM1 46.67 6.5010 0.0072 0.1398 0.0360 0.2474 0.0040 0.0016 0.0156 0.0502 -0.0863 2.2505
MM2 53.94 8.0143 0.0072 0.1398 0.0361 0.2474 0.0039 0.0016 0.0156 0.0502 -0.0865 2.2503
GMM 40.22 5.3031 0.0071 0.1398 0.0354 0.2471 0.0040 0.0016 0.0156 0.0503 -0.0854 2.2505
True parameter values: β = 2, Λ0(−2) = 0.1353, Λ0(0) = 1, Λ0(1.5) = 4.4817
RBias (absolute relative bias) and RMSE (relative MSE) are reported for θˆ−1 since four different
values of θ are considered.
nation of an initial PL estimate (i.e., using (3.21)) is carried out by replacing θ(s)
in (3.20) with θ and maximizing (3.21) accordingly.
Four different values for the true gamma frailty parameter are considered,
θ = 0.1, 0.5, 1, and 4, representing a decreasing order of within-cluster depen-
dence. For each value of θ, the performance of the four initial estimation meth-
ods is evaluated using the same 500 datasets. The estimates of the variance of
the frailty distribution, θˆ−1, are assessed using the absolute relative bias and the
relative mean squared error to account for the different values of θ. The aver-
age number of iterations required to reach convergence and the average initial
estimate of the frailty parameter, θˆ(0), are also provided to allow a thorough
comparison of the initial estimation procedures.
We begin with θˆ(0), where considerable variability in the quality of initial
estimates is observed across the four estimation methods in Table 3.1. Use
of PL in Step 1 of the proposed algorithm is problematic when initializing
Wˆ
(0)
i = A
(0)
i /C
(0)
i ≡ 1 (i = 1, . . . , n); since this initialization is equivalent to
within-cluster independence (i.e., θ = ∞), the initial estimate of θ derived
from (3.21) always lies at the upper bound of the user-specified search re-
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gion (here, (0.001, 10)). The method of moments estimators provide better ini-
tial estimates of θ than PL, with GMM clearly providing the least biased esti-
mate. Notably, the estimators MM1 and MM2 used here employ the estimate
Hˆi =
∑Ki
k=1 Λˆ0(eik(βˆ)) obtained directly from equation (3.5) (i.e., initialized un-
der independence, or θ = ∞). In contrast, the GMM estimator uses the alter-
native estimate, Hˆ†i =
∑Ki
k=1 Λˆ
†
0(eik(βˆ)), obtained from equation (3.24). For MM1
and MM2, the estimator Hˆ†i was prohibitively large in some instances for small
values of θ; the independence estimator Hˆi performed better. For GMM, imple-
mentation using either Hˆi and Hˆ
†
i proved feasible (results not shown); however,
the GMM estimator was observed to perform better using Hˆ†i .
The results in Table 3.1 further show that the estimates obtained at conver-
gence are essentially the same regardless of the method used for determining
θˆ(0). The biases of βˆ and θˆ−1 are both small with reasonable mean squared errors.
The biases observed in βˆ when θ = 0.5 are also considerably smaller than those
reported in Zhang and Peng (2007) and Xu and Zhang (2010). The mean squared
errors for βˆ are similar to those reported in Zhang and Peng (2007). Xu and
Zhang (2010) do not report mean squared error results; instead, empirical stan-
dard errors are provided that are seemingly inconsistent with the mean squared
errors reported in Zhang and Peng (2007). The biases and mean squared errors
of θˆ−1 are observed to be significantly smaller than those reported in both Zhang
and Peng (2007) and Xu and Zhang (2010). Neither Zhang and Peng (2007) nor
Xu and Zhang (2010) report simulation results for values of the frailty parameter
other than θ = 0.5.
In Table 3.1, the estimated baseline cumulative hazard, Λˆ0(s), was evaluated
at “times” (i.e., errors) of s = −2, 0, and 1.5, corresponding to risk sets of ap-
proximately 90%, 60%, and 30% of the total sample when θ = 0.5. As expected,
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the bias and mean squared error increase as the size of the risk set decreases, the
method used for determining θˆ(0) again observed to have minimal impact. For
smaller risk sets, Λˆ0(s) also tends to perform worse as θ decreases (i.e., depen-
dence increases). Figure 3.1 displays the mean squared errors for Λˆ0(s) using
GMM for s ∈ (−3, 2) when θ = 0.1, 0.5, 1, and 4. Figure 3.2 displays the corre-
sponding proportion of the sample still at risk over the interval (−3, 2) for each
value of θ. Similarly to Table 3.1, Λˆ0(·) performs well for all values of θ when
the size of the risk set is large, the mean squared errors increasing as the size of
the risk set decreases. At each value of s, the mean squared error of Λˆ0(s) also
increases as θ decreases; however, as seen in Figure 3.2, the size of the risk set
is increasing with decreasing θ at each s, showing that these increases do not
occur as a result of a decreasing risk set. We conjecture that both phenomena
occur as a result of the increased variability in the Wi’s that occurs when θ de-
creases. Indeed, limited simulation results (not shown) confirm that increasing
the variance of Wi’s tends to inflate the magnitude of both the true error terms
(i.e., ik’s) and estimated residuals, the asymmetry in the error term distribution
amplifying this effect for s > 0. We suspect the increased variability in the Wi’s
also induces the greater bias and/or variance in the Wˆi’s, hence Λˆ0(·); however,
the exact mechanism by which this occurs is less clear, for the bias in Λˆ0(·) is not
necessarily monotone with decreasing θ (e.g., see Table 3.1 for s = 1.5).
We now comment briefly on computational issues, focusing on the case
θ = 0.1 and θ = 4. When θ = 0.1, a comparatively large number of iterations
were required for the SES algorithm to reach convergence for each method of
estimation. The increased effort observed here can be traced to slow conver-
gence in D(s)3 (i.e., convergence of the estimated frailties) and is a likely con-
sequence of the close proximity of θ to zero, an “extreme” case of dependence.
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Figure 3.1: Mean squared error of the baseline cumulative hazard
Ultimately, convergence was obtained within 350 iterations in all cases and each
method yields estimators that perform comparably at convergence. However,
GMM clearly provides the best initial estimator of θ on average and (slightly)
reduces the average total number of iterations required to reach convergence.
When θ = 4, the method of moments equations (3.22) and (3.23) often failed to
cross zero within the specified search region (i.e., (0.001,10)), yielding no solu-
tion. Increasing the search region did not alter this behavior (results not shown).
In contrast, the GMM estimator yields the same solution as the PL estimator in
such cases, namely the upper bound of the search region. Thus, in cases where
MM1 or MM2 failed to provide a solution, we set the corresponding moment
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Figure 3.2: Proportion of sample at risk
estimator to the upper bound of the search region. Again, the GMM estimator
provided the least biased initial estimator of θ and, in this case, requires sub-
stantially fewer iterations to reach convergence than PL, MM1, or MM2. Inter-
estingly, and in contrast to θ = 0.1, the rate of convergence here was primarily
governed by β and/or θ, with the estimated frailties converging fairly quickly.
Overall, the results show that the use of smoothing leads to a simple esti-
mator with excellent estimation performance, provided a reasonable method
for initializing θ is used. The initialization of θ can, but doesn’t always, have a
moderate impact on computational efficiency. In general, the GMM estimator
for θˆ(0) performs better than MM1, MM2, and PL for small and moderate values
47
of θ, and (at a minimum) no worse than MM1, MM2, and PL when θ is large,
with the added advantage of reducing the total number of iterations needed for
convergence without significantly increasing computational effort. Implemen-
tation of the MM1, MM2, and GMM estimators for the estimation of θ in the
S-step of the SES algorithm (i.e., Step 3) was also considered. Not surprisingly,
none of the moment based estimators outperformed the PL estimator (results
not shown). On the basis of these results, we therefore recommend using the
GMM estimator for deriving the initial estimate of θ and using the PL estima-
tor for subsequent estimation of θ in the S-step. We employ this strategy in all
subsequent simulation studies.
3.3.2 Impact of smoothing parameter choice
To obtain marginal regression parameter estimates for the AFT model with clus-
tered data in §2.3, we considered several choices for the smoothing parameter
Σ. They found that the choice of Σ generally had minimal impact on the bias
or actual standard error of the regression estimates in the marginal approach.
To assess the impact of the smoothing parameter on the SES algorithm in the
AFT frailty model setting, we also explored two choices for selecting Σ. Method
1 refers to the SES algorithm exactly as stated in §3.1.2 with smoothing matrix
Σ = Ip. Method 2 refers to applying the SES algorithm using a data-dependent
smoothing matrix derived from the estimated variance of βˆ that is obtained by
fitting a marginal AFT model to the data using the iterative method of S 2.2.2.
Table 3.2 contains the results from applying Methods 1 and 2 to the AFT
model with two covariates, X1ik and X2ik, generated from the uniform distri-
bution on (0, 1) and regression parameters β1 = 1 and β2 = 0.5. The sim-
ulations were repeated by fitting a model with covariates X]1ik = X1ik and
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Table 3.2: Impact of smoothing parameter
βˆ1 βˆ2 θˆ
−1 Λˆ0(−2) Λˆ0(0) Λˆ0(1.5)
Parameters Bias MSE RBias RMSE Bias MSE Bias MSE Bias MSE Bias MSE
Method 1
β1 = 1, β2 = 0.5 0.0047 0.2495 0.0440 0.8892 -0.0368 0.2020 0.0025 0.0037 0.0477 0.1960 0.0638 4.2923
β1 = 1, β2 = 250 0.0046 0.2497 0.0447 0.8863 -0.0373 0.2019 0.0022 0.0037 0.0463 0.1963 0.0635 4.3287
Method 2
β1 = 1, β2 = 0.5 0.0070 0.2482 0.0416 0.8858 -0.0350 0.2035 0.0025 0.0037 0.0477 0.1947 0.0784 4.2879
β1 = 1, β2 = 250 0.0070 0.2482 0.0412 0.8824 -0.0351 0.2032 0.0024 0.0037 0.0479 0.1944 0.0803 4.2970
True parameter values: θ = 0.5, Λ0(−2) = 0.1353, Λ0(0) = 1, Λ0(1.5) = 4.4817
RBias (absolute relative bias) and RMSE (relative MSE) are reported for βˆ2 since two different
values of β2 are considered.
Method 1 - fixed smoothing, Σ = I2; Method 2 - data-dependent smoothing
X]2ik = X2ik/500; the underlying failure time model is identical, but the true
regression parameters are now β]1 = β1 = 1, β
]
2 = 500, and β2 = 250. In partic-
ular, the magnitudes of X]2ik and β
]
2 are quite different from those of X
]
1ik and
β]1. The intent here is to compare the impact of using a fixed smoothing param-
eter to a data-dependent choice that better reflects the different scaling of the
regression parameters. The estimates βˆ2 are assessed using the absolute relative
bias and the relative mean squared error to account for the different values of
β2. Evidently, Methods 1 and 2 perform equally well in both models. Conse-
quently, we shall proceed from this point forward using the fixed smoothing
matrix Σ = Ip.
3.3.3 Impact of censoring level, cluster size, and sample size
Table 3.3 explores the impact of censoring level, cluster size, and number of
clusters on parameter estimation. The SES algorithm was run assuming 25%
and 50% censoring. Clusters of size Ki = 4 and 8 were considered and the num-
ber of clusters was selected to be n = 25, 50, or 100 to result in total sample sizes
of N = 200 and 400. As expected, when the censoring level increases, the mean
squared errors of βˆ and θˆ−1 both increase and when the total sample size in-
creases, the mean squared errors decrease. A similar pattern holds for the mean
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Table 3.3: Impact of censoring level and cluster size
βˆ θˆ−1 Λˆ0(−2) Λˆ0(0) Λˆ0(1.5)
Time Bias MSE Bias MSE Bias MSE Bias MSE Bias MSE
25% Censoring
Ki = 4, n = 50 8.6166 0.0015 0.2479 -0.0376 0.2131 0.0065 0.0031 0.0526 0.1568 0.1780 4.2822
Ki = 4, n = 100 28.8497 -0.0018 0.1093 -0.0197 0.1024 -0.0013 0.0013 -0.0106 0.0594 -0.0317 1.5817
Ki = 8, n = 25 10.4312 0.0015 0.1703 -0.0651 0.3406 0.0017 0.0029 0.0096 0.1346 -0.0284 3.9426
Ki = 8, n = 50 37.2075 -0.0128 0.0929 -0.0030 0.1597 -0.0018 0.0016 -0.0048 0.0742 -0.0324 1.6869
50% Censoring
Ki = 4, n = 50 4.2127 0.0116 0.3031 -0.0082 0.2844 0.0085 0.0035 0.0652 0.1808 0.3098 9.4086
Ki = 4, n = 100 13.7274 0.0003 0.1290 -0.0114 0.1357 -0.0002 0.0015 -0.0017 0.0694 -0.0074 2.5218
Ki = 8, n = 25 5.1876 0.0053 0.2271 -0.0485 0.4301 0.0036 0.0032 0.0157 0.1444 -0.1376 4.7867
Ki = 8, n = 50 17.5317 -0.0143 0.1180 0.0107 0.2045 -0.0009 0.0017 0.0007 0.0820 0.0148 2.4972
True parameter values: β = 2, θ = 0.5, Λ0(−2) = 0.1353, Λ0(0) = 1, Λ0(1.5) = 4.4817
Time = average time in seconds to convergence per simulation (s)
squared errors of Λˆ0(·), the greatest impact of increasing the censoring level be-
ing observed when the corresponding risk sets are smallest. Finally, increasing
the cluster size while holding the number of clusters constant leads to a decrease
in the mean squared error of θˆ−1, reflecting the availability of greater informa-
tion on within-cluster dependence. Notably, the biases and mean squared errors
of βˆ and θˆ−1 observed when Ki = 8, n = 50 with 25% censoring are smaller than
those reported in Zhang and Peng (2007) and Xu and Zhang (2010).
The average time required to reach convergence is also provided in Table 3.3.
As expected, the time required increases as the total sample size increases. For
the same total sample size, a larger cluster size and fewer clusters also requires
longer to reach convergence. Although a larger cluster size reduces the number
of Wˆi computations necessary at each iteration, the reduced number of clusters
results in a greater number of iterations required to reach convergence. It is im-
portant to note here that the proposed SES algorithm has not been optimized for
speed. For example, the simulation code was entirely written in R and makes
extensive use of R’s built-in capabilities (e.g., instead of using optimization pro-
cedures designed specifically for convex differentiable objective functions). The
proposed algorithm also uses a stringent but arbitrary criterion for assessing
convergence and makes no attempt to leverage tools originally developed for
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Table 3.4: Two covariate model
Second Covariate βˆ1 βˆ2 θˆ−1 Λˆ0(−2) Λˆ0(0) Λˆ0(1.5)
Distribution Bias MSE Bias MSE Bias MSE Bias MSE Bias MSE Bias MSE
Normal(0,1) -0.0006 0.2457 -0.0016 0.0202 -0.0744 0.2231 -0.0021 0.0027 0.0169 0.1401 -0.0681 3.4609
Exponential(1) 0.0077 0.2366 -0.0082 0.0198 -0.0846 0.2207 0.0003 0.0033 0.0216 0.1740 0.0252 4.2876
Bernoulli(0.5) 0.0123 0.2590 -0.0100 0.0773 -0.0282 0.2133 0.0015 0.0031 0.0406 0.1540 0.0034 3.3066
True parameter values: β1 = 2, β2 = −0.5, θ = 0.5, Λ0(−2) = 0.1353, Λ0(0) = 1,
Λ0(1.5) = 4.4817
the EM algorithm to accelerate convergence. As a result, the reported times,
though useful for making relative comparisons within Table 3.3, should not be
interpreted as an absolute measure of optimized performance.
3.3.4 Two covariate models
To evaluate the performance of the SES algorithm under different distributional
assumptions for the covariates, a two covariate model was considered in which
the first covariate has a uniform distribution on (0, 1), as in the above simula-
tions, and the second covariate has either a standard normal, exponential, or
Bernoulli distribution. The true regression parameters are β1 = 2 and β2 = −0.5
and 25% censoring is assumed. Table 3.4 shows that the algorithm performs
well for each of the two covariate models. The algorithm was also run for each
of these models under the censoring, sample size, and cluster size configura-
tions explored in Table 3.3 (results not shown). The algorithm performed well
in these setting also, exhibiting patterns similar to those observed in Table 3.3.
The average time required to reach convergence in each of these settings was
approximately the same regardless of the distribution of the second covariate
(results not shown); for each setting, there was a 1.5-2.0 fold increase in time
required over the one covariate model on Table 3.3.
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Table 3.5: Impact of true baseline and frailty distributions when fitting a gamma
frailty model
Generating Distribution βˆ V̂ar(Wi) Λˆ0(−2) Λˆ0(0) Λˆ0(1.5)
Baseline True Frailty Bias MSE Bias MSE Bias MSE Bias MSE Bias MSE
Extreme Gamma 0.0015 0.2479 -0.0376 0.2131 0.0065 0.0031 0.0526 0.1568 0.1780 4.2822
Normal Gamma 0.0007 0.1220 -0.0121 0.2166 0.0012 0.0003 0.0321 0.0618 0.0667 0.8228
Extreme Lognormal 0.0142 0.1929 -1.2892 1.7127 -0.0012 0.0019 -0.0719 0.0709 -0.4457 2.0225
Normal Lognormal 0.0092 0.1136 -1.2781 1.6878 0.0010 0.0002 -0.0509 0.0305 -0.2969 0.4472
True parameter values: β = 2
For gamma frailty distribution: V̂ar(Wi) = 2
For lognormal frailty distribution: V̂ar(Wi) = 1.7
For extreme value baseline distribution: Λ0(−2) = 0.1353, Λ0(0) = 1, Λ0(1.5) = 4.4817
For normal baseline distribution: Λ0(−2) = 0.0230, Λ0(0) = 0.6931, Λ0(1.5) = 2.7059
3.3.5 Robustness to distributional assumptions
Different distributional assumptions for the error terms and frailty terms were
also explored. In addition to the extreme value distribution, data were also
generated assuming a standard normal distribution for the error distribution.
To assess the robustness of the SES algorithm to misspecification of the gamma
frailty assumption, frailties were also generated from a lognormal distribution
with mean 1 and a variance of 1.7; that is, a normal distribution with a mean
of -0.5 and a variance of 1 for the natural logarithm of the frailty terms. These
distributions were chosen to allow direct comparison of our results to those of
Zhang and Peng (2007) and Xu and Zhang (2010).
As expected, Table 3.5 shows that the distribution of the error terms has min-
imal impact on the parameter estimates. In addition, we observe that misspec-
ification of the frailty distribution impacts the bias and mean squared error of
θ−1 but has little impact on the estimated regression parameters. These results
are comparable to those reported in Zhang and Peng (2007) and Xu and Zhang
(2010). While results for Λˆ0(·) are included for completeness, they are difficult
to interpret since the size of the risk sets at s = −2, 0, and 1.5 differ depending
on the generating distributions.
52
Table 3.6: Weighted bootstrap standard error estimates
M = 500 M = 1,000 M = 2,000
Emp SE Boot SE Emp SE Boot SE Emp SE Boot SE
βˆ 0.4983 0.4771 0.4861 0.4627 0.4730 0.4709
θˆ−1 0.4607 0.4355 0.4438 0.4291 0.4548 0.4254
Λˆ0(−2) 0.0550 0.0619 0.0549 0.0613 0.0530 0.0648
Λˆ0(0) 0.3927 0.4119 0.3779 0.4200 0.3698 0.4238
Λˆ0(1.5) 2.0629 2.5335 1.9217 2.1730 1.8487 2.0117
True parameter values: β = 2, θ = 0.5, Λ0(−2) = 0.1353, Λ0(0) = 1, Λ0(1.5) = 4.4817
M = number of simulated datasets, Emp SE = SD(ψˆ − ψ), Boot SE = SD(ψˆ∗ − ψˆ)
3.3.6 Variance estimation
Table 3.6 evaluates the performance of the weighted bootstrap standard error
estimates. The centered weighted bootstrap estimates, ψˆ∗ − ψˆ, should have the
same unconditional distribution as the centered unweighted estimates, ψˆ − ψ
(Ma and Kosorok, 2005). It follows that the performance of the bootstrap stan-
dard error estimates can be evaluated by computing a single bootstrap estimate
for each simulated dataset, ψˆ∗, and then computing the Monte Carlo estimate
of the standard error of ψˆ∗ − ψˆ. The result should be comparable to the empir-
ical standard error of ψˆ − ψ. Simulations were run using 500, 1,000, and 2,000
datasets. The centered weighted bootstrap performed well for βˆ, θˆ−1, and Λˆ0(·),
being within simulation error in each case and generally getting closer to the
empirical standard error of ψˆ−ψ as the number of simulated datasets increases.
3.4 Illustrations
In this section, three datasets are re-analyzed for illustrative purposes, and with
the intent of comparing the results obtained using the proposed SES algorithm
and weighted bootstrap procedure to previously published results in other pa-
pers that have introduced methods for the AFT model with correlated data.
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3.4.1 Litter-matched tumorigenesis
In this section, we revisit the litter-matched tumorigenesis data originally re-
ported in Mantel et al. (1977) and subsequently analyzed in both Lee et al. (1993)
and Jin et al. (2006a, §6). The study used 50 litters of females rats, with each litter
containing one treated rat and two control rats; investigators were interested in
determining whether a difference existed in the time until tumor appearance by
treatment arm. The complete dataset may be found in Lee et al. (1993, Table 1).
Let T¯ik denote the time of tumor appearance for the kth rat of the ith litter
and let Xik indicate whether the rat was drug-treated or not by the values 0 and
1, respectively. The model specified by equations (3.1) and (3.2) of §3.1.1 was
fit to the data using the SES algorithm with the GMM estimator for the initial
estimate of θ, as recommended in §3.3. The weighted bootstrap standard errors
were calculated based on 500 bootstrap replicates.
Using the proposed SES algorithm, the estimated regression parameter is
0.179 with a standard error of 0.096, the latter estimated with the weighted boot-
strap procedures. Similarly, we estimate the variance of the frailty term is to be
0.458 with a standard error of 0.267. Increasing the number of weighted boot-
strap replicates from 500 to 1000 does not measurably change our standard error
estimates. The regression parameter results are comparable to those of Jin et al.
(2006a) (§6), who employ marginal methods and report a regression parame-
ter estimate of 0.156 with a resampling-based standard error of 0.093 based on
10,000 replications. Using the marginal methods of §2.1.3, the estimated regres-
sion parameter estimate is 0.166 with a standard error of 0.084.
3.4.2 Isosorbide dinitrate in angina
Danahy et al. (1977) report the results of a study on the oral administration of
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isosorbide dinitrate to 21 coronary heart disease patients. The data has subse-
quently been analyzed by Zhang and Peng (2007) and Xu and Zhang (2010),
among others. In the study, each patient performed an exercise test under 10
different study treatments during the course of a five day hospital stay. For
each test, the patient was followed until the onset time of angina pectoris with
censoring occurring when patients became too exhausted to continue. The first
two days of the hospital stay involved practice exercise tests only. On the third
day, patients were tested after receiving sublingual placebo (SLP) and again af-
ter receiving sublingual nitroglycerin (SLT). On the fourth day, patients were
tested at baseline (P0) and at 1, 3, and 5 hours after receiving an oral placebo
(P1, P3, and P5). On the fifth day, patients were tested at baseline (ID0) and at
1, 3, and 5 hours after receiving oral isosorbide dinitrate (ID1, ID3, and ID5).
Thus a total of 10 measurements were taken on each of the 21 patients; repeated
observations on a patient are likely correlated. The complete dataset may by
found in Danahy et al. (1977, Table 2).
As in Zhang and Peng (2007) and Xu and Zhang (2010), we will compare
the time until angina on SLP to the time until angina under the nine other treat-
ments. Let T¯ik denote the time until angina for the ith patient on the kth treat-
ment. The model will contain nine indicator covariates corresponding to the
nine treatments (SLT, P0, P1, P3, P5, ID0, ID1, ID3, and ID5) to be compared
to SLP. The model specified by equations (3.1) and (3.2) of §3.1.1 was fit to the
data using the SES algorithm with the GMM initial estimate and the weighted
bootstrap standard errors were calculated based on 500 bootstrap replicates.
Table 3.7 contains the parameter estimates and standard errors. The regres-
sion parameter estimates are similar to those reported by Zhang and Peng (2007)
and Xu and Zhang (2010), generally lying in between the estimates reported in
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Table 3.7: Illustration 3.4.2 results
Parameter Estimate Standard Error
SLT 0.3174 0.1394
P0 -0.0659 0.0804
P1 0.0719 0.0501
P3 -0.0208 0.0871
P5 -0.0682 0.0587
ID0 0.0202 0.0525
ID1 0.2033 0.1478
ID3 0.1513 0.1293
ID5 -0.0138 0.0939
θˆ−1 2.5441 0.4145
Table 3 of Xu and Zhang (2010). In particular, the effect of SLT compared to SLP
is significant with a parameter estimate and standard error of 0.3174 and 0.1394,
similar to the corresponding estimates 0.352 and 0.118 reported by Zhang and
Peng (2007). Our reported standard errors tend to be somewhat larger than
those reported in Table 3 of Xu and Zhang (2010). Increasing the number of
bootstrap replicates from 500 to 1000 did not appreciably change the standard
error estimates. Our estimate of θ−1 (i.e., the variance of the frailty distribution)
is 2.5411, approximately 21.5% larger than the estimates reported by Zhang and
Peng (2007) and Xu and Zhang (2010), 2.096 and 2.091, respectively. Neither
Zhang and Peng (2007) nor Xu and Zhang (2010) report standard error estimates
for θˆ−1.
3.4.3 Recurrent time to infection following catheterization
Finally, we revisit the recurrent kidney infection data originally reported and
analyzed in McGilchrist and Aisbett (1991) and subsequently analyzed by Th-
erneau and Grambsch (2000) and Pan (2001). The study followed 38 kidney
disease patients from the time of catheterization until the time of infection at
the catheterization site. Each patient was followed for 2 catheterization periods
with censoring occurring when catheters were removed for reasons other than
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infection. The data may be found in McGilchrist and Aisbett (1991, Table 1).
Let T¯ik denote the time until infection for the ith patient following their kth
catheterization. As in Pan (2001), we consider a single covariate, Xik, taking
the value 0 if the patient was male and 1 if the patient was female. The model
specified by equations (3.1) and (3.2) of §3.1.1 was fit to the data using the SES
algorithm with the GMM initial estimate and the weighted bootstrap standard
errors were calculated based on 500 bootstrap replicates.
The regression parameter estimate is 1.544 with a standard error of 0.317
and the estimate of the variance of the frailty term is 0.216 with a standard error
of 0.068. As in the previous illustrations, increasing the number of bootstrap
replicates does not impact the standard error estimates. The results are similar
to those of Pan (2001) who also considers the gamma frailty AFT model and
reports a regression parameter estimate of 1.42 with an unweighted bootstrap
standard error of 0.44. Pan’s estimate of the frailty variance θ−1 is 0.20, obtained
using a grid search of the profile likelihood; a corresponding estimate of stan-
dard error is not reported.
3.5 Remarks
This chapter utilizes the induced smoothing procedure to develop a new estima-
tion algorithm for the semiparametric AFT frailty model. Our results demon-
strate that the estimates obtained using the proposed SES algorithm are com-
parable to those obtained using existing methods for the gamma frailty model.
The proposed algorithm has the added advantages of being numerically stable
and easy to implement using widely available software, providing estimates
of all parameters and, combined with the weighted bootstrap, corresponding
standard errors.
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The attractive nature of the induced smoothing procedure used in the S-step
of the SES algorithm stems from the strict convexity of the Gehan-weighted ob-
jective function (3.8). However, use of the Gehan weight is often criticized for
the inefficiency of the resulting estimator. The use of an alternative weight func-
tion may result in efficiency improvements at the expense of losing the mono-
tonicity of the corresponding estimating equation for β. Starting from the Gehan
estimator, Strawderman (2005) demonstrates how one may instead use one-step
estimation to obtain estimates for alternate weight functions. One-step esti-
mation could conceivably be incorporated into the S-step of the algorithm, or
be used following convergence of the algorithm to obtain parameter estimates
for alternate weight functions. Alternatively, but in related fashion, one could
implement the S-step for general weight functions by combining the induced
smoothing procedure with the iteratively reweighted Gehan estimator of Jin
et al. (2003, 2006a).
Underestimation of the frailty variance is an acknowledged problem in semi-
parametric estimation methods for both the Cox model (e.g., Barker and Hen-
derson, 2005; Nielsen et al., 1992) and the AFT model (e.g., Pan, 2001; Zhang
and Peng, 2007). The simulation results show that this problem persists with
the proposed SES algorithm; however, the negative bias observed in the simu-
lation results of §3.3 is substantially smaller than the negative biases reported in
Zhang and Peng (2007) and Xu and Zhang (2010). Our estimates of the variance
of the frailty terms in the illustrations of §3.4 are larger than what has previously
been reported. It is therefore possible that smoothing the objective function for
the regression parameter helps to offset the tendency to underestimate the vari-
ance of the frailty term. Developing a smoothing method for the baseline haz-
ard may further reduce the bias of the estimated frailty variance, as suggested
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by the findings of Barker and Henderson (2005) in the case of the Cox regression
model.
The simulation results, and also the data examples, assume that the frailty
has a gamma distribution. While other frailty distributions may be considered
(see §3.2.2), the regression parameter estimates obtained via the SES algorithm
were found to be robust to misspecifications of the frailty distribution and are
similar to results obtained by fitting marginal models. Both are consequences
of the model (3.1), as (3.2) indicates that one may interpret the frailty as captur-
ing the correlation structure of the residuals within each cluster. That is, unlike
the Cox regression model, the regression coefficient β measures both the condi-
tional and marginal impact of covariates, insofar as they impact the mean of the
log-failure time; see Strawderman (2006) for related comments in the context of
recurrent event data. Provided that one is only interested in regression coeffi-
cients, the results of §2.1.3 may instead be used to estimate β in the marginal
AFT model. However, greater efficiency may be possible in settings where the
exchangeability assumption inherent in (3.1) and (3.2) is violated. In particu-
lar, Wang and Zhu (2006) propose to use the fact that the dependence structure
differs between and within clusters to derive a more efficient estimator of β
in the uncensored rank regression problem. In Fu et al. (2010), asymptotic re-
sults for induced smoothing are established in this setting; an extension of these
arguments may be used to prove comparable results in the case of censored re-
sponse data under the marginal AFT model. Finally, we remark that the induced
smoothing method and SES algorithm can be easily adapted to the “accelerated
gap time” models for recurrent event data (see Strawderman (2005, 2006)).
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CHAPTER 4
A TWO-STAGE RESIDUAL-DEPENDENT SAMPLING DESIGN
4.1 Two-Stage Sampling Designs
Suppose that a stage one sample of N subjects is selected from the target pop-
ulation. The stage one sample will be referred to as the parent population. A
continuous outcome variable, Yi, and a vector of stage one covariates, Xi, is
measured on the parent population. However, a univariate stage two risk fac-
tor, Zi, will only be measured on a subsample of the parent population. The
goal of the two-stage sampling designs presented in this dissertation is to use
the available stage one data to identify subjects who may be informative about
the relationship between Yi and Zi and, hence, should be oversampled for the
stage two sample. Ideally, the sampling designs should lead to more efficient
estimators than those that would have been obtained had the stage two sample
been selected using simple random sampling (SRS).
We will assume throughout this section that interest lies in estimating the
normal linear regression model
Yi = β0 +X
′
iβx + Ziβz + i, (4.1)
where Xi is a p× 1 vector of stage one covariates, Zi is the stage two covariate,
β0 is the intercept, βx is a p × 1 vector of regression parameters corresponding
to Xi, and βz is the regression parameter for Zi (i = 1, . . . , n). We assume that
 = (1, . . . , n)
′ has mean zero and covariance matrix σ2In. Alternatively, the
model can be written
Yi = W
′
iβ + i, (4.2)
whereWi = (1 X ′i Zi)′ and β = (β0,β′x, βz)′ are (p+2)×1 vectors. For simplicity,
we further assume throughout that (Yi,Wi) (i = 1, . . . , n) are independent and
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identically distributed with all components of Wi being uniformly bounded,
that i is independent of Wi (i = 1, . . . , n), and that E[W⊗21 ] is positive definite,
where v⊗2 = vv′ for any vector v.
We will first present a family of two-stage outcome-dependent sampling de-
signs for continuous response variables which has been previously described;
see, for example, Lawless et al. (1999). We will then introduce a new family
of two-stage sampling designs which depend on the observed stage one data
through the residuals of a stage one linear regression model.
4.1.1 Outcome-Dependent Sampling
One family of two-stage outcome-dependent sampling (ODS) designs for con-
tinuous outcome variables can be implemented as follows.
Stage 1:
Observe Yi,Xi for i = 1, . . . , N .
Stage 2:
(i) Assume that the domain of the response variable, Y , can be partitioned
into K strata defined by the specified cutpoints −∞ = a0 < a1 < · · · <
aK = ∞. That is, the kth stratum is defined as Vk = (ak−1, ak]. Stratify the
N subjects in the parent population into V1, . . . ,VK using their observed Yi
values. Let Nk denote the number of subjects in Vk (k = 1, . . . , K).
(ii) Take a simple random sample of size nk from Vk (k = 1, . . . , K) and collect
information on Zi for the n =
∑K
k=1 nk selected subjects.
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In order for the ODS design to be more efficient than SRS, the strata and
strata-specific sample sizes must be selected to identify and oversample sub-
jects that are informative about the relationship between Yi and Zi. With no
prior information about the Zi values, this will typically involve oversampling
subjects with large or small values of Yi.
If covariate information is collected at stage one, this information can easily
be incorporated into the ODS design described above by allowing stratification
to depend on both the response variable and the stage one covariates. For exam-
ple, if data on a univariate covariate, Xi, was collected at stage one, the domain
of the response variable and the covariate, Y ×X , could be partitioned to define
the strata. The usefulness of this type of ODS plus covariates design in practice
is not entirely clear. Subjects that are informative about the relationship between
Yi and Xi can easily be identified from the parent population but, without prior
knowledge regarding the relationship between Xi and Zi or Yi and Zi, strat-
ification based on Yi and Xi cannot easily be used to identify subjects that are
informative about the relationship between Yi and Zi. Even in the simple case of
a univariate stage one covariate, determining how to define strata on Y ×X is a
difficult problem. Consideration of additional stage one covariates increases the
dimension of the stratification problem making these determinations decidedly
more complex.
4.1.2 Residual-Dependent Sampling
As an alternative to defining the stage one strata using the response variable
and the stage one covariates, or not using the stage one covariates at all, a linear
regression model could be fit to the stage one data and the stage two sample
could be selected based on the residual values from that model. The principal
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rationale behind this type of residual-dependent sampling design is to try to
identify those subjects whose outcomes are not predicted well by knowledge
of Xi alone and, hence, may be informative about the relationship between the
outcome and the stage two covariate. An important advantage of using residu-
als in a two-stage sampling scheme is that the always-observed stage one data
for a subject, (Yi,Xi), is collapsed into a univariate summary score, thereby eas-
ing the burden of stratification through significant dimension reduction.
A linear model fit to the stage one covariates can be written
Yi = V
′
i α0 + 
∗
i ,
where V ′i = (1 X ′i), α0 is a (p + 1) × 1 vector of regression parameters to be
discussed in detail later, and ∗i is assumed (possibly incorrectly) to have mean
zero and constant variance (i = 1, . . . , N). A two-stage residual-dependent sam-
pling (RDS) design which differentially selects subjects based on their stage one
residual values may be implemented as follows.
Stage 1:
(i) Observe Yi,Xi for i = 1, . . . , N .
(ii) Compute the least squares estimate αˆ for the first stage sample and, for
i = 1, . . . , N , the residuals e∗i = Yi − Yˆi, where Yˆi = V ′i αˆ.
Stage 2:
(i) Assume that the domain of the stage one model residuals, E , can be parti-
tioned into K strata defined by the cutpoints −∞ = b0 < b1 < · · · < bK =
∞. That is, the kth stratum is defined as V∗k = (bk−1, bk]. Stratify the N sub-
jects in the parent population into V∗1 , . . . ,V∗K using their stage one residual
values, e∗i . Let Nˆ∗k denote the number of subjects in V∗k (k = 1, . . . , K).
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(ii) Take a simple random sample of size n∗k from V∗k (k = 1, . . . , K) and collect
information on Zi for the n =
∑K
k=1 n
∗
k selected subjects.
Under the population model (4.1), or equivalently (4.2), the observed stage
one residual e∗i may be written
e∗i = Yi − V ′i αˆ = V ′i

 β0
βx
− αˆ
+ Ziβz + i. (4.3)
Therefore, while calculation of e∗i only requires stage one information, its mag-
nitude clearly contains useful information about the stage two covariate Zi, pro-
vided that βz is non-zero. Ideally, we would like to be able to identify subjects
for whom Ziβz makes a comparatively significant contribution to e∗i , such as
when |Zi| is large (e.g., high leverage), for inclusion in the stage two sample.
However, using e∗i to identify such subjects may also inadvertently identify sub-
jects with large values of i, as well as subjects for which
V ′i

 β0
βx
− αˆ

is large in magnitude. Whether or not this is a true impediment to the RDS
design appears to largely depend on the relationship between αˆ and β and, in
turn, the relationship between Xi and Zi. We explore these issues in greater
detail below.
Let V denote the N × (p+ 1) design matrix containing the stage one covari-
ates,W denote the N × (p+ 2) design matrix containing the stage one and two
covariates, X and Z respectively denote the N × p matrix and N × 1 vector
formed from the stage one and two covariates, and Y denote the N × 1 vector
of response. Then, under (4.2), the least squares estimate αˆ based on the stage
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one sample can be expressed
αˆ = (V ′V )−1V ′Y
= (V ′V )−1V ′(Wβ + )
= (V ′V )−1V ′Wβ + (V ′V )−1V ′
where  is anN×1 vector of mean zero error terms. As V and  are independent
under assumptions stated earlier, E(αˆ|W ) = (V ′V )−1V ′Wβ and E(αˆ|V ) =
(V ′V )−1V ′E(W |V )β. Easy calculations further demonstrate that
e∗ = (IN −H)Zβz + (IN −H),
where e∗ = (e∗1, . . . , e∗N)
′ and H = V (V ′V )−1V ′ is the so-called hat matrix. It is
easily seen that E(e∗|V ) = (IN −H)E(Z|X)βz. Moreover, a simple calculation
shows that E{(e∗)⊗2|W }−E(e∗|W )⊗2 = σ2(IN −H); see, for example, Ramsey
(1969). However, conditioning on V only, this last result is no longer true and
thus does not present a useful route towards estimation of σ2 based only on the
first stage sample information.
Considered alone, the first stage model parameter α0 is neither especially
meaningful nor of direct interest. This can be seen, for example, by noting that
V ′i α0 fails to describe the mean of Yi if the stage one model is incorrectly spec-
ified. In contrast, the corresponding residual vector e∗ constructed from αˆ re-
mains meaningful as a measure of prediction error. While it is possible to study
the behavior of e∗ directly, helpful insights are obtained through an asymptotic
analysis of αˆ (i.e., as N →∞) and the associated impact of this behavior on e∗.
Using the strong law of large numbers, our assumptions imply that
N−1(V ′V ) converges almost surely to the (p+ 1)× (p+ 1) matrix
E(V ⊗21 ) =
 1 E(X ′1)
E(X1) E(X
⊗2
1 )
 .
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Since W = (V Z) and Z is N × 1, N−1(V ′W ) converges almost surely to the
(p+ 1)× (p+ 2) matrix (
E(V ⊗21 ) E(V1Z1)
)
.
It follows that (V ′V )−1V ′W converges almost surely to (Ip+1 K), where the
(p+1)×1 vector K = E(V ⊗21 )−1E(V1Z1) and the required inverse ofE(V ⊗21 ) exist
as a consequence of earlier assumptions. In summary, the above calculations
imply
αˆ
a.s.−−→
 β0
βx
+ Kβz.
Writing
E(V ⊗21 ) =
 1 E(X ′1)
E(X1) E(X
⊗2
1 )
 =
 1 µ′x
µx δx

and using well-known results for calculating the inverse of a partitioned sym-
metric matrix, we may write
E(V ⊗21 )
−1 =
 1 + µ′xΣ−1x µx −µ′xΣ−1x
−Σ−1x µx Σ−1x
 ,
where Σx = δx − µ⊗2x . Writing
E(V1Z1) =
 E(Z1)
E(X1Z1)
 =
 µz
γxz
 ,
we further find
K =
 µz(1 + µ′xΣ−1x µx)− µ′xΣ−1x µx
Σ−1x (γxz − µxµz)
 =
 µz − µ′xΣ−1x Cxz
Σ−1x Cxz

where Cxz = γxz−µxµz is the p×1 vector containing the covariances cov(X1j, Z1)
for j = 1, . . . , p. Hence, we now see that αˆ a.s.−−→ α, where
α =
 β0 + βz(µz − µ′xΣ−1x Cxz)
βx + βzΣ
−1
x Cxz
 . (4.4)
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Notably, these results extend in a straightforward manner to the setting where
the stage two covariate Zi is a vector.
The vector α describes the limiting behavior of the least squares estimator
αˆ and, unlike α0, remains an interpretable quantity regardless of the validity of
the first stage model, Yi = V ′i α0 + ∗i (i = 1, . . . , N), used earlier to motivate the
RDS design. With the exception of the case where both Cxz and µz are equal to
zero, the form of α shows that αˆ is biased for the vector (β0,β′x)′, the degree of
bias depending on a combination of factors involving Cxz, µx, Σx, µz and βz.
This is known as omitted variable bias (Ramsey, 1969), and can be anticipated
to occur in the setting of interest in this paper; that is, when Zi is predictive of Yi.
In this regard, the results just developed provide useful information regarding
the magnitude of the first stage residuals in (4.3) in settings where the first stage
model may be misspecified. In particular, defining ˜∗i = Yi−V ′i αwithα defined
in (4.4) and assuming (4.2), we now see that e∗i “estimates”
˜∗i = V
′
i

 β0
βx
−α
+ Ziβz + i. (4.5)
Using (4.4) and simplifying, we find
˜∗i = βz(Zi − µz)− βz
{
(Xi − µx)′Σ−1x Cxz
}
+ i.
Suppose now that Cxz = 0. That is, the stage two covariate is uncorrelated with
all stage one covariates. Then,
˜∗i = βz(Zi − µz) + i,
demonstrating that the “true” observed residuals only reflect two major sources
of variability. More generally, the magnitude of the e∗i ’s depends on three
sources of variability, two of which directly or indirectly reflect the influence
of the stage two covariate.
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The determination of strata on the basis of this procedure depends on (i)
the true β, here through (4.4); and, (ii) the additional variability created by the
estimation of α through αˆ (i.e., from using e∗i in place of ˜∗i = Yi − V ′i α for
stratification). Ideally, for the RDS design, we would use ˜∗i to stratify subjects,
a process ultimately requiring knowledge of β; in practice, we instead use the
observed stage one model residuals. While we assume that the strata bound-
aries, b0, b1, . . . , bK , are fixed, the number of subjects that fall into stratum k may
be affected when these estimates are used. Define
N∗k (a) =
N∑
i=1
I{ei(a) ∈ V∗k},
where ei(a) = Yi − V ′i a (i = 1, . . . , N). Then, if α were known and able to be
used in the implementation of RDS, the observed number of subjects in stratum
k would be N∗k = N
∗
k (α). In practice, however, when αˆ is used in place of α, the
observed number of subjects in stratum k is instead Nˆ∗k = N
∗
k (αˆ). The number
of subjects sampled from the kth stratum, n∗k, is fixed and will not be affected
by the stage one regression parameter estimates. Thus the impact of using the
stage one regression parameter estimates in place of the true regression param-
eters on the estimation of the stage two model will manifest itself through the
substitution of Nˆ∗k for N
∗
k in the calculation of the stage two sampling probabil-
ities. This will be discussed further in §4.2, where the failure of N∗k (a) to be a
smooth function of a creates serious challenges in proving useful large sample
results.
4.2 Estimation
We will first establish some terminology and notation commonly used in the
two-stage sampling literature. Let Ri be an indicator of inclusion in the stage
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two sample, Ri = I(Zi is observed). We will let the full data refer to the data
that would be collected if all N subjects were included in the stage two sample,
(Y ,X,Z). The observed data will refer to the data that is actually observed on
the subjects, (Y ,X,Zobs) where Zobs = {Zi : Ri = 1} and the complete data
will refer to the data only from the subjects included in the stage two sample,
(Yobs,Xobs,Zobs) where Yobs = {Yi : Ri = 1},Xobs = {Xi : Ri = 1}.
We would like to obtain parameter estimates for the stage two linear regres-
sion model (4.2) under the sampling designs presented in §4.1. If the full data
was observed, regression parameter estimates could be defined as the solution
to the maximum likelihood score function,
SF (β) =
N∑
i=1
∂ log f(Yi|Wi;β)
∂β
=
1
σ2
N∑
i=1
(Yi −W ′iβ)W ′i .
For simplicity of presentation, we assume throughout that σ2 is known, noting
that extensions to cover the case of estimated σ2 are straightforward. Thus σ2
will no longer appear in the score functions as we proceed.
Since Zi is observed only for subjects included in the stage two sample, esti-
mation of β might naı¨vely be based on the complete data score function,
SC(β) =
N∑
i=1
Ri(Yi −W ′iβ)W ′i , (4.6)
an estimating equation that ignores the biased sampling design, as well as fails
to utilize the stage one data collected on subjects not included in the stage two
sample.
The inverse probability weighted (IPW) estimator incorporates the sampling
design into the maximum likelihood score equation by inversely weighting
completely observed subjects with their stage two sampling probabilities. The
resulting weighted score function is
SW (β;w) =
N∑
i=1
Riwi(Yi −W ′iβ)W ′i (4.7)
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where the weights,w = (w1, . . . , wN)′, are the inverse sampling probabilities for
subjects i = 1, . . . , N . The solution to SW (βˆ;w) = 0 is commonly referred to as
the IPW estimator or the Horvitz-Thompson estimator.
In the appendix, we show that under specified regularity conditions, the so-
lution to an IPW score function of the form (4.7) is consistent and asymptotically
normal for a general two-stage stratified sampling scheme with known weights
and a general score function derived from a concave likelihood function. The
IPW score functions for the ODS and RDS designs are special cases of this more
general result and we will present the relevant results for these designs in §4.2.1
and §4.2.2.
4.2.1 Outcome-Dependent Sampling
For the traditional ODS design, the sampling probability for a subject depends
only on their observed response; that is, pii = P (Ri = 1|Yi,Xi, Zi) = P (Ri =
1|Yi). In other words, the missing data for a subject not included in the stage
two sample, {Zi : Ri = 0}, is missing at random (MAR). Under the MAR as-
sumption, the IPW score function (4.7) can be used for the ODS design with
wi = 1/pii and pii = P (Ri = 1|Yi) = nk/Nk if Yi ∈ Vk (k = 1, . . . , K). The resulting
estimating equation can be expressed
SW (β;w) =
N∑
i=1
K∑
k=1
RiI(Yi ∈ Vk)Nk
nk
(Yi −W ′iβ)W ′i . (4.8)
Using the results in the appendix, and under the assumptions outlined
earlier, the solution to SW (βˆ;w) = 0 is strongly consistent and asymptoti-
cally normal. The asymptotic variance of N1/2(βˆ − β) can be estimated as
Σˆ = Jˆ−1 + Jˆ−1GˆJˆ−1 where
Jˆ =
1
Nσ2
N∑
i=1
K∑
k=1
Nk
nk
RiI(Yi ∈ Vk)WiW ′i
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and
Gˆ =
1
Nσ4
K∑
k=1
Nk(Nk − nk)
n2k
N∑
i=1
Ri
{
(Yi −W ′i βˆ)W ′i
}⊗2
I(Yi ∈ Vk)
− 1
Nσ4
K∑
k=1
Nk(Nk − nk)
n3k
[
N∑
i=1
Ri
{
(Yi −W ′i βˆ)W ′i
}
I(Yi ∈ Vk)
]⊗2
.
As discussed earlier, σ2 is assumed known here. In practice, a suitable estimate
must be obtained based on the stage one and two data and substituted into the
above estimates.
4.2.2 Residual-Dependent Sampling
For the RDS design, the sampling probability for a subject depends only on
their observed response and stage one covariate information, and similarly to
ODS the missing data for a subject not included in the stage two sample is also
MAR. As discussed earlier, stratification here depends on (i) the true β through
knowledge of α in (4.4); and, (ii) all stage one data, and the associated addi-
tional variability, resulting from the need to estimate α by αˆ. It follows that
estimation of the stage one regression parameters has the potential to impact
estimation of the stage two regression model. We will begin by discussing esti-
mation for the hypothetical case where α in (4.4) is known, as the asymptotics
are comparatively easy but revealing. The need to estimate α creates significant
challenges, at least from the perspective of developing proper asymptotics, and
these will be discussed in turn.
Assuming α is known
Under the MAR assumption, an IPW estimating equation with known weights
can also be used for stage two regression parameter estimation under the RDS
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design. Assuming that α is known, the IPW score function is
S∗W (β;α,w(α)) =
N∑
i=1
Riwi(α)(Yi −W ′iβ)W ′i
where wi(α) = 1/pii(α) for pii(α) = P (Ri = 1|Yi,Xi,α) = n∗k/N∗k if ∗i ∈ V∗k
(k = 1, . . . , K). The resulting estimating equation can be expressed
S∗W (β;α,w(α)) =
N∑
i=1
K∑
k=1
RiI(
∗
i ∈ V∗k)
N∗k
n∗k
(Yi −W ′iβ)W ′i , (4.9)
where N∗k = N
∗
k (α) (k = 1, . . . K).
Again, using the results in the appendix, the solution to S∗W (βˆ
∗;α,w(α)) = 0
is strongly consistent and asymptotically normal. The asymptotic variance of
N1/2(βˆ∗ − β) can be estimated as Σˆ∗ = Jˆ∗−1 + Jˆ∗−1Gˆ∗Jˆ∗−1 where
Jˆ∗ =
1
Nσ2
N∑
i=1
K∑
k=1
N∗k
n∗k
RiI(
∗
i ∈ Vk)WiW ′i ,
and
Gˆ∗ =
1
Nσ4
K∑
k=1
N∗k (N
∗
k − n∗k)
n∗2k
N∑
i=1
Ri
{
(Yi −W ′i βˆ∗)W ′i
}⊗2
I(∗i ∈ Vk)
− 1
Nσ4
K∑
k=1
N∗k (N
∗
k − n∗k)
n∗3k
[
N∑
i=1
Ri
{
(Yi −W ′i βˆ∗)W ′i
}
I(∗i ∈ Vk)
]⊗2
.
As before, recall that σ2 is assumed known and must be estimated in practice.
Assuming α is estimated
In practice, α cannot be known and must be replaced by αˆ. This substitution
affects how the subjects are stratified according to their stage one data and, in
turn, the sampling weights used in the IPW score function. Using the estimated
stage one regression parameters, the sampling weights are wi(αˆ) = 1/pii(αˆ)
where pii(αˆ) = P (Ri = 1|Yi,Xi, αˆ) = n∗k/Nˆ∗k if e∗i ∈ V∗k (k = 1, . . . , K), and
72
Nˆ∗k = N
∗
k (αˆ) (k = 1, . . . K). Analogously to (4.9), the estimating equation can be
written
S∗W (β; αˆ, w(αˆ)) =
N∑
i=1
K∑
k=1
RiI(e
∗
i ∈ V ∗k )
Nˆ∗k
n∗k
(Yi −W ′iβ)W ′i . (4.10)
The large sample theory for the estimator of β obtained via (4.10) is consider-
ably more challenging than the cases discussed above, as well as cases covered
in the most recent literature (e.g., Saegusa and Wellner, 2013). The challenge,
as alluded to earlier, stems from the fact that N∗k (a) is not a smooth function
of its argument. The substitution of αˆ for α (i.e., using Nˆ∗k in place of N
∗
k ) is
anticipated to alter the asymptotic analysis of the previous section, and in par-
ticular the form of the second term in the variance estimate. However, it is less
clear that such changes will have a noticeable impact in most settings of practi-
cal interest. In particular, in the setting of two stage designs, it is typically the
case that the stage one sample size will be many times larger than the stage two
sample size; hence, the variability contributed by the estimation of α should in
general be tiny in comparison to the variability generated by the much smaller
size of the stage two sample. Therefore, rather than attempt to develop detailed
and comparatively intricate asymptotics here for the case where αˆ is estimated,
we intend to explore the impact of estimating α, and the validity of these con-
jectures, through simulation studies in the following section.
4.3 Simulation Study
Simulation studies were carried out to evaluate the performance of the residual-
based sampling design and to compare the RDS design to the ODS design and
SRS. The population model considered is Yi = β0 + Xiβ1 + Ziβ2 + i, where
Xi ∼N(0,1), Zi ∼N(0,1), and i ∼N(0,1) are mutually independent. The parent
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population contains N = 2, 000 observations and the stage one variables, Yi and
Xi, are observed for the entire parent population. All simulation results are
based on 10,000 independent datasets.
For SRS, the stage two sample consists of a simple random sample of size n
taken from the entire parent population. For ODS, the subjects are stratified into
three strata, V1, V2, and V3, defined using percentiles of the observed outcome
variable, Yi, and random samples of size nk are selected from Vk, k = 1, 2, 3. For
RDS, we consider two variations of the design in order to assess the impact of
the stage one model estimation. First, we consider the case in which the sub-
jects are stratified into three strata, V∗1 , V∗2 , and V∗3 , defined using percentiles of
the “true” stage one residuals (given by (4.5), with α given by (4.4)) and ran-
dom samples of size n∗k are selected from V∗k , k = 1, 2, 3. In other words, the
stratification is performed assuming that α is known. This sampling design is
referred to as RDS1. Then, the same sampling procedure is implemented with
the strata defined using percentiles of the estimated stage one model residu-
als (given by (4.3)); that is, using αˆ in place of α. We will refer to this design
as RDS2. Comparing the results for RDS1 and RDS2 will allow us to directly
evaluate the impact of the first stage estimation on the stage two regression pa-
rameter and covariance estimates. In all results, the total stage two sample size
is the same for each sampling design.
In Tables 1−4, the cutpoints used to define the strata for the ODS design, a1
and a2, correspond to the 25th and 75th percentiles of Yi. For the RDS1 design,
the strata cutpoints, b1 and b2, correspond to the 25th and 75th percentiles of ˜∗i ,
and for the RDS2 design, the cutpoints correspond to the same percentiles of e∗i .
In Table 5, we evaluate the effect of changing these cutpoints. Weaver and Zhou
(2005) also use this method for choosing the cutpoints in their ODS simulation
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study; see Zhou et al. (2011) for an example in outcome-auxiliary-dependent
sampling.
Regression parameter estimates for the SRS design are obtained by solving
the complete data score function (4.6) or, equivalently, by solving the IPW esti-
mating equation (4.7) with wi = 1/pii and pii = n/N (i = 1, . . . , N). The regres-
sion estimates for the ODS design are obtained by solving the IPW estimating
equation (4.8). Regression parameter estimates for RDS1 are obtained by solv-
ing the IPW estimating equation (4.9), and the IPW estimating equation (4.10)
is used for RDS2. All simulations were conducted in R (R Development Core
Team, 2005). The simulation code is available upon request.
In Table 1, we assess the impact of an increasing effect of the stage one co-
variate by considering increasing values of β1. For SRS, a simple random sample
of size 400 is selected. For ODS, RDS1, and RDS2, samples of size 150 are taken
from the tail strata, V1, V3 and V∗1 , V∗3 , and samples of size 100 are taken from the
middle stratum, V2 and V∗2 , resulting in a total stage two sample of size 400.
The bias and empirical standard error of the regression parameter estimates
obtained under ODS, RDS1 and RDS2 are provided. The relative efficiency of
the three designs versus SRS, defined as var(βˆSRS)/var(βˆother), is also provided.
ODS, RDS1, and RDS2 all lead to unbiased estimates of the regression parame-
ters. For ODS, the standard errors of βˆ0 and βˆ2 increase as β1 increases, while βˆ1
is largely unaffected. For RDS1 and RDS2, the standard errors are not affected
by the increase in β1. Notably, the biases and standard errors are nearly identical
for RDS1 and RDS2 for all values of β1.
In terms of relative efficiency, ODS outperforms SRS when β1 is small. For
larger values of β1, there is increased efficiency in the estimation of β1 but a loss
of efficiency in the estimation of β0 and β2. This is to be expected when the sam-
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Table 4.1: Increasing stage one effect
ODS RDS1 RDS2 RE vs. SRS
Bias Emp SE Bias Emp SE Bias Emp SE ODS RDS1 RDS2
β0 = 1 0.000 0.038 0.000 0.038 0.000 0.038 1.702 1.703 1.696
β1 = 0 0.000 0.047 0.000 0.047 0.000 0.048 1.135 1.130 1.109
β2 = 0.5 0.002 0.047 0.004 0.047 0.002 0.047 1.132 1.125 1.145
β0 = 1 0.001 0.043 -0.003 0.038 0.000 0.039 1.398 1.766 1.809
β1 = 0.5 0.001 0.049 -0.001 0.048 0.000 0.048 1.072 1.107 1.124
β2 = 0.5 0.002 0.049 0.004 0.047 0.003 0.046 1.062 1.151 1.160
β0 = 1 0.001 0.048 0.001 0.038 0.000 0.038 1.085 1.714 1.699
β1 = 1 0.003 0.049 0.001 0.047 0.000 0.048 1.087 1.141 1.134
β2 = 0.5 0.002 0.051 0.003 0.047 0.003 0.047 0.942 1.140 1.107
β0 = 1 0.001 0.055 0.007 0.038 0.000 0.038 0.858 1.783 1.735
β1 = 2 0.002 0.047 -0.001 0.047 0.000 0.047 1.134 1.131 1.137
β2 = 0.5 0.001 0.056 0.002 0.047 0.003 0.047 0.821 1.169 1.160
β0 = 1 0.001 0.057 0.000 0.038 0.000 0.038 0.786 1.742 1.764
β1 = 4 0.001 0.045 0.000 0.046 0.000 0.047 1.229 1.169 1.143
β2 = 0.5 0.001 0.057 0.002 0.047 0.002 0.047 0.757 1.141 1.143
β0 = 1 0.000 0.058 0.001 0.038 0.000 0.038 0.751 1.693 1.731
β1 = 6 0.001 0.044 0.000 0.048 0.000 0.048 1.224 1.047 1.067
β2 = 0.5 -0.001 0.057 0.002 0.046 0.003 0.046 0.759 1.145 1.146
ODS: n1 = n3 = 150, n2 = 100
RDS1, RDS2: n∗1 = n∗3 = 150, n∗2 = 100
RE = relative efficiency = var(βˆSRS)/var(βˆother)
pling depends only on Yi and the effect of the stage one covariate is greater than
that of the stage two covariate. RDS1 and RDS2, on the other hand, are more
efficient than SRS for all three regression parameters in all cases. This result is
also not surprising since the RDS design accounts for the increasing effect of β1
by stratifying the parent population using the stage one model error terms or
residuals. Modifying the ODS design to allow stratification to be based on both
Yi and Xi (e.g., Scott and Wild, 2011) may, in some situations, lead to efficiency
gains more similar to what is observed with the RDS design. This is explored in
Table 6. The relative efficiencies of RDS1 and RDS2 are quite similar and neither
sampling procedure consistently outperforms the other. For reference, the rela-
tive efficiencies of the regression parameter estimates computed assuming that
the stage two covariate was observed for the entire parent population versus
SRS are 2.2203, 2.1962, and 2.2219, respectively, when β0 = 1, β1 = 2, β2 = 0.5.
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Table 4.2: Increasing stage two effect
ODS RDS1 RDS2 RE vs. SRS
Bias Emp SE Bias Emp SE Bias Emp SE ODS RDS1 RDS2
β0 = 1 0.000 0.038 0.000 0.031 0.000 0.031 1.712 2.598 2.575
β1 = 0.5 0.003 0.047 0.000 0.044 0.001 0.044 1.148 1.301 1.319
β2 = 0 0.000 0.047 0.001 0.044 0.001 0.044 1.155 1.297 1.312
β0 = 1 0.001 0.043 0.000 0.038 0.000 0.038 1.398 1.766 1.809
β1 = 0.5 0.001 0.049 0.000 0.048 0.000 0.048 1.072 1.107 1.124
β2 = 0.5 0.002 0.048 0.004 0.047 0.003 0.046 1.062 1.151 1.160
β0 = 1 -0.001 0.048 0.000 0.046 0.000 0.047 1.058 1.136 1.117
β1 = 0.5 0.001 0.051 -0.001 0.051 0.000 0.052 0.952 0.968 0.945
β2 = 1 0.002 0.049 0.002 0.048 0.004 0.049 1.072 1.089 1.072
β0 = 1 0.001 0.054 0.002 0.053 0.000 0.054 0.848 0.875 0.841
β1 = 0.5 0.000 0.055 0.000 0.056 -0.001 0.055 0.825 0.815 0.818
β2 = 2 0.002 0.047 0.003 0.047 0.002 0.046 1.111 1.115 1.183
β0 = 1 0.000 0.056 0.001 0.056 0.000 0.056 0.779 0.792 0.784
β1 = 0.5 0.000 0.057 0.001 0.058 0.000 0.058 0.768 0.742 0.748
β2 = 4 0.002 0.044 0.001 0.044 0.001 0.045 1.295 1.295 1.247
β0 = 1 -0.001 0.058 0.000 0.058 -0.001 0.058 0.749 0.746 0.736
β1 = 0.5 0.000 0.057 0.001 0.058 0.000 0.058 0.786 0.767 0.764
β2 = 6 0.000 0.045 0.000 0.044 -0.001 0.045 1.212 1.251 1.235
ODS: n1 = n3 = 150, n2 = 100
RDS1, RDS2: n∗1 = n∗3 = 150, n∗2 = 100
RE = relative efficiency = var(βˆSRS)/var(βˆother)
In Table 2, we assess the impact of an increasing effect of the stage two co-
variate by considering increasing values of β2. As β2 increases, we see a similar
pattern in the standard errors for ODS and as we did in Table 1. Specifically,
as β2 increases, the standard errors of βˆ0 and βˆ1 increase, while βˆ2 is largely un-
affected. In terms of relative efficiency, ODS, RDS1 and RDS2 each outperform
SRS when β2 is small. For larger β2 values, there is increased efficiency in the
estimation of β2 but a loss of efficiency in the estimation of β0 and β1. Again, the
results for RDS1 and RDS2 are remarkably similar.
In Table 3, we assess the effect of increasing both β1 and β2, as well as the
effect of increasing β1 and β2 in opposite directions. Few meaningful patterns
emerge with the exception that RDS1 and RDS2 are consistently more efficient
than SRS and ODS at estimating β2 with, in some cases, a loss of efficiency in
estimating β0 and β1.
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Table 4.3: Increasing stage one and stage two effects
ODS RDS1 RDS2 RE vs. SRS
Bias Emp SE Bias Emp SE Bias Emp SE ODS RDS1 RDS2
β0 = 1 0.000 0.051 -0.001 0.047 0.000 0.047 0.951 1.138 1.139
β1 = 1 0.001 0.051 0.000 0.051 0.000 0.051 0.967 0.962 0.964
β2 = 1 0.002 0.051 0.003 0.047 0.003 0.048 0.985 1.135 1.130
β0 = 1 0.001 0.056 0.000 0.053 -0.001 0.054 0.828 0.910 0.885
β1 = 2 0.001 0.051 -0.001 0.056 0.000 0.055 0.974 0.834 0.839
β2 = 2 0.001 0.051 0.002 0.046 0.003 0.046 0.945 1.150 1.154
β0 = 1 0.000 0.057 0.000 0.058 0.000 0.057 0.781 0.770 0.779
β1 = 6 0.000 0.052 0.000 0.057 0.000 0.057 0.940 0.755 0.760
β2 = 6 0.002 0.051 0.001 0.044 0.001 0.044 0.939 1.273 1.259
β0 = 1 0.001 0.050 0.000 0.047 0.000 0.046 1.002 1.163 1.182
β1 = −1 -0.001 0.051 0.001 0.051 0.000 0.051 0.987 1.006 1.000
β2 = 1 0.003 0.050 0.003 0.047 0.003 0.048 0.988 1.112 1.073
β0 = 1 0.001 0.055 0.001 0.053 0.000 0.053 0.821 0.892 0.884
β1 = −2 -0.001 0.051 0.000 0.056 0.001 0.056 0.958 0.804 0.796
β2 = 2 0.001 0.051 0.002 0.046 0.002 0.047 0.956 1.171 1.148
β0 = 1 0.001 0.058 0.000 0.057 0.001 0.057 0.749 0.754 0.750
β1 = −6 0.000 0.052 0.001 0.058 0.001 0.058 0.944 0.747 0.766
β2 = 6 0.001 0.052 0.001 0.045 0.000 0.044 0.965 1.297 1.328
ODS: n1 = n3 = 150, n2 = 100
RDS1, RDS2: n∗1 = n∗3 = 150, n∗2 = 100
RE = relative efficiency = var(βˆSRS)/var(βˆother)
In Table 4, we consider correlated stage one and stage two covariates. Specif-
ically, we assume that Xi ∼ N(0,1), Zi ∼ N(0,1), and Cov(Xi, Zi) = 0.6. RDS1
and RDS2 clearly have the best performance in this setting. The estimators are
unbiased with reasonable standard errors and large efficiency gains over SRS
for all three parameters. Additionally, RDS1 and RDS2 are more efficient than
ODS when the regression parameter for the stage one covariate is non-zero.
In Table 5, we explore the effect of changing the strata sizes for ODS,
RDS1, and RDS2 by setting the cutpoints (a1, a2 and b1, b2) to correspond to the
(40th, 60th), (35th, 65th), (25th, 75th), (15th, 85th), or (10th, 90th) percentiles of Yi, ˜∗i ,
and e∗i , respectively. As the lower cutpoint decreases and the upper cutpoint
increases, the upper and lower strata (V1, V3 and V∗1 , V∗3 ) become smaller and the
stratified sampling from these strata identifies more observations with extreme
values of Yi, ˜∗i , and e∗i .
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Table 4.4: Correlated stage one and stage two covariates
ODS RDS1 RDS2 RE vs. SRS
Bias Emp SE Bias Emp SE Bias Emp SE ODS RDS1 RDS2
β0 = 1 0.000 0.038 0.000 0.036 0.000 0.036 1.726 1.891 1.893
β1 = 0 0.001 0.060 -0.001 0.058 -0.001 0.058 1.133 1.206 1.213
β2 = 0.5 0.003 0.059 0.003 0.058 0.002 0.058 1.146 1.209 1.211
β0 = 1 0.001 0.045 0.000 0.036 0.000 0.036 1.254 1.973 1.970
β1 = 0.5 0.002 0.063 -0.002 0.057 -0.002 0.058 0.993 1.209 1.186
β2 = 0.5 0.002 0.063 0.003 0.057 0.003 0.057 0.970 1.177 1.192
β0 = 1 0.000 0.051 0.000 0.036 0.000 0.036 1.003 1.984 1.979
β1 = 1 0.002 0.065 -0.001 0.058 -0.001 0.058 0.919 1.146 1.148
β2 = 0.5 0.001 0.066 0.003 0.058 0.003 0.058 0.918 1.193 1.194
β0 = 1 -0.001 0.055 0.000 0.036 -0.001 0.036 0.812 1.887 1.841
β1 = 2 0.001 0.064 -0.001 0.058 -0.002 0.058 0.966 1.198 1.185
β2 = 0.5 0.001 0.069 0.003 0.057 0.004 0.058 0.837 1.247 1.199
β0 = 1 0.000 0.057 0.000 0.036 0.000 0.036 0.756 1.903 1.917
β1 = 4 0.001 0.064 -0.002 0.058 -0.002 0.058 0.956 1.161 1.151
β2 = 0.5 0.000 0.072 0.002 0.058 0.002 0.058 0.771 1.193 1.183
β0 = 1 -0.001 0.057 -0.001 0.036 -0.001 0.036 0.794 1.959 2.012
β1 = 6 0.001 0.062 -0.002 0.058 -0.001 0.057 1.004 1.158 1.192
β2 = 0.5 0.001 0.072 0.004 0.058 0.002 0.057 0.746 1.164 1.205
ODS: n1 = n3 = 150, n2 = 100
RDS1, RDS2: n∗1 = n∗3 = 150, n∗2 = 100
RE = relative efficiency = var(βˆSRS)/var(βˆother)
For all three designs, as the lower cutpoint decreases and the upper cutpoint
increases (i.e., as you move down the table), the standard errors appear to first
decrease and then increase. Correspondingly, the relative efficiencies compared
to SRS increase and then decrease as you move down the table. This suggests
that while targeting observations with small and large values of Yi, ˜∗i , or e∗i may
improve efficiency, focusing too much on the extreme tail values can actually be
detrimental. In fact, for this simulation configuration it appears that the optimal
cutpoints for ODS may be close to the (35th, 65th) percentiles of Yi, while the
optimal cutpoints for RDS1 and RDS2 may be close to the (25th, 75th) percentiles
of ˜∗i and e∗i , respectively.
In Table 6, we compare RDS1 and RDS2 with an outcome-dependent sam-
pling design (ODS+) which allows the strata to depend on both the outcome
variable and the stage one covariate by constructing strata on Y × X . Specifi-
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Table 4.5: Impact of strata definitions
ODS RDS1 RDS2 RE vs. SRS
cutpoints Bias Emp SE Bias Emp SE Bias Emp SE ODS RDS1 RDS2
(40th, 60th) 0.000 0.048 0.000 0.037 0.001 0.037 1.141 1.903 1.940
0.000 0.052 0.000 0.052 0.000 0.052 0.956 0.933 0.935
0.001 0.051 0.000 0.051 0.000 0.050 0.950 0.952 0.980
(35th, 65th) 0.000 0.048 0.000 0.036 0.000 0.035 1.102 1.929 2.057
0.001 0.049 0.000 0.049 0.000 0.049 1.077 1.062 1.046
0.000 0.050 0.001 0.048 0.001 0.048 0.991 1.073 1.076
(25th, 75th) 0.001 0.055 0.001 0.038 0.000 0.038 0.858 1.783 1.735
0.002 0.047 -0.001 0.047 0.000 0.047 1.134 1.131 1.137
0.001 0.056 0.002 0.047 0.003 0.047 0.821 1.169 1.160
(15th, 85th) -0.001 0.067 0.001 0.051 0.001 0.051 0.568 0.996 0.988
0.004 0.054 0.000 0.055 0.000 0.054 0.870 0.843 0.861
-0.001 0.069 0.005 0.053 0.006 0.054 0.539 0.903 0.872
(10th, 90th) 0.000 0.076 0.001 0.062 0.001 0.062 0.432 0.655 0.655
0.005 0.062 0.000 0.063 0.000 0.063 0.668 0.635 0.640
0.002 0.076 0.006 0.061 0.005 0.061 0.435 0.679 0.678
β0 = 1, β1 = 2, β2 = 0.5
ODS: n1 = n3 = 150, n2 = 100
RDS1, RDS2: n∗1 = n∗3 = 150, n∗2 = 100
RE = relative efficiency = var(βˆSRS)/var(βˆother)
cally, we define four strata using cutpoints corresponding to the 50th percentiles
of Yi and Xi so that the plane is divided into quadrants which, beginning at the
upper left and moving clockwise, we will denote V#1 , V#2 , V#3 , and V#4 . Sam-
ples of size 175 are taken from strata V#2 and V#4 and samples of size 25 are
taken from strata V#1 and V#3 for a total stage two sample of size 400. Regression
parameter estimates are obtained by solving the estimating equation (4.7) with
weights equal to the inverse sampling probabilities for each subject.
Larger samples are taken from V#2 and V#4 because we know that there is
a positive linear relationship between Yi and Zi. While it is possible that this
information may not be available a priori in practical settings, we suspect that
in most applications the direction of the relationship between the response vari-
able and the stage two covariate will be known. We chose to use four strata and
to define them as described in part for simplicity, but also in order to provide a
reasonable comparison to the RDS design, which uses only three strata. The use
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Table 4.6: ODS design including stage one covariate
ODS+ RDS1 RDS2 RE vs. SRS
Bias Emp SE Bias Emp SE Bias Emp SE ODS+ RDS1 RDS2
β0 = 1 0.000 0.050 0.000 0.038 0.000 0.038 0.983 1.703 1.696
β1 = 0 0.001 0.058 0.000 0.047 0.000 0.048 0.763 1.123 1.109
β2 = 0.5 0.002 0.069 0.004 0.047 0.002 0.047 0.504 1.125 1.145
β0 = 1 0.003 0.043 0.000 0.038 0.000 0.038 1.339 1.766 1.809
β1 = 0.5 0.002 0.050 0.000 0.048 0.000 0.048 1.021 1.107 1.124
β2 = 0.5 0.001 0.059 0.004 0.047 0.003 0.046 0.683 1.151 1.160
β0 = 1 0.000 0.042 0.001 0.038 0.000 0.038 1.440 1.714 1.699
β1 = 1 0.001 0.046 0.001 0.047 0.000 0.048 1.185 1.141 1.134
β2 = 0.5 0.000 0.053 0.003 0.047 0.003 0.047 0.869 1.140 1.107
β0 = 1 -0.001 0.043 0.001 0.038 0.000 0.038 1.341 1.783 1.735
β1 = 2 0.001 0.047 -0.001 0.047 0.000 0.047 1.169 1.131 1.137
β2 = 0.5 -0.001 0.048 0.002 0.047 0.003 0.047 1.043 1.169 1.160
β0 = 1 0.000 0.046 0.000 0.038 0.000 0.038 1.172 1.742 1.764
β1 = 4 0.001 0.049 0.000 0.046 0.000 0.047 1.058 1.169 1.143
β2 = 0.5 0.000 0.048 0.002 0.047 0.002 0.047 1.059 1.141 1.143
β0 = 1 0.001 0.047 0.001 0.038 0.000 0.038 1.125 1.693 1.731
β1 = 6 0.000 0.050 0.000 0.048 0.000 0.048 1.018 1.047 1.067
β2 = 0.5 -0.001 0.049 0.002 0.046 0.003 0.046 0.998 1.145 1.149
ODS: n1 = n3 = 150, n2 = 100
ODS+: n#1 = n
#
3 = 50, n
#
2 = n
#
4 = 150
RDS1, RDS2: n∗1 = n∗3 = 150, n∗2 = 100
RE = relative efficiency = var(βˆSRS)/var(βˆother)
of more strata could certainly be considered and the strata could be constructed
differently, but the number of possible strata can quickly become unwieldy and
determining the appropriate sample sizes for each of the strata can be quite dif-
ficult with, potentially, minimal gain in the efficiency of estimation for the stage
two regression parameter. This is an inherent advantage of the RDS design.
The results in Table 6 show that ODS+ does in fact outperform SRS in some
instances, but RDS1 and RDS2 are consistently more efficient than ODS+.
In Table 7, we evaluate the performance of the covariance estimators Σˆ =
Jˆ−1 − Jˆ−1GˆJˆ−1 and Σˆ∗ = Jˆ∗−1 − Jˆ∗−1GˆJˆ∗−1 introduced in §4.2.1 and §4.2.2.
For each design, we provide three estimates of the regression parameter stan-
dard errors. The first estimate, SE Est1, is computed using the true value of the
regression parameter, β, and the error variance, σ2 = 1. The second estimate,
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Table 4.7: Standard error estimates
ODS RDS1 RDS2
Emp SE SE Est1 SE Est2 SE Est3 Emp SE SE Est1 SE Est2 SE Est3 Emp SE SE Est1 SE Est2 SE Est3
β0 = 1 0.039 0.038 0.038 0.038 0.038 0.038 0.038 0.038 0.038 0.038 0.038 0.038
β1 = 0 0.047 0.047 0.047 0.047 0.048 0.047 0.047 0.047 0.047 0.047 0.047 0.047
β2 = 0.5 0.047 0.046 0.046 0.046 0.047 0.046 0.046 0.046 0.046 0.046 0.046 0.046
β0 = 1 0.042 0.042 0.042 0.042 0.038 0.038 0.038 0.038 0.038 0.038 0.038 0.038
β1 = 0.5 0.049 0.048 0.048 0.048 0.047 0.047 0.047 0.047 0.047 0.047 0.047 0.047
β2 = 0.5 0.047 0.048 0.048 0.048 0.047 0.046 0.046 0.046 0.047 0.046 0.046 0.046
β0 = 1 0.048 0.048 0.048 0.048 0.038 0.038 0.038 0.038 0.038 0.038 0.038 0.038
β1 = 1 0.049 0.048 0.048 0.048 0.048 0.047 0.047 0.047 0.047 0.047 0.047 0.047
β2 = 0.5 0.051 0.051 0.051 0.051 0.047 0.046 0.046 0.046 0.047 0.046 0.046 0.046
β0 = 1 0.054 0.053 0.053 0.053 0.038 0.038 0.038 0.038 0.038 0.038 0.038 0.038
β1 = 2 0.047 0.047 0.047 0.047 0.047 0.047 0.047 0.047 0.047 0.047 0.047 0.047
β2 = 0.5 0.055 0.054 0.054 0.054 0.047 0.046 0.046 0.046 0.047 0.046 0.046 0.046
β0 = 1 0.056 0.056 0.056 0.056 0.038 0.038 0.038 0.038 0.038 0.038 0.038 0.038
β1 = 4 0.046 0.045 0.045 0.045 0.048 0.047 0.047 0.047 0.047 0.047 0.047 0.047
β2 = 0.5 0.057 0.056 0.056 0.056 0.047 0.046 0.046 0.046 0.047 0.046 0.046 0.046
β0 = 1 0.057 0.057 0.057 0.057 0.038 0.038 0.038 0.038 0.038 0.038 0.038 0.038
β1 = 6 0.044 0.044 0.044 0.044 0.048 0.047 0.047 0.047 0.047 0.047 0.047 0.047
β2 = 0.5 0.057 0.057 0.057 0.057 0.046 0.046 0.046 0.046 0.047 0.046 0.046 0.046
ODS: n1 = n3 = 150, n2 = 100
RDS1: n∗1 = n∗3 = 150, n∗2 = 100
SE Est1: Σˆ and Σˆ∗ computed using true values of β and σ2
SE Est2: Σˆ and Σˆ∗ computed using βˆ for ODS, βˆ∗ for RDS, and true σ2
SE Est3: Σˆ and Σˆ∗ computed using βˆ for ODS, βˆ∗ for RDS, and σˆ2
SE Est2, is computed using the appropriate regression parameter estimate for
each sampling design and the true error variance, σ2 = 1. The final estimate,
SE Est3, is computed using the estimated regression parameter and a weighted
estimate of the error variance. Evaluating the covariance estimate in these three
ways allows us to assess the effect of substituting the estimated quantities into
Σˆ and Σˆ∗.
For all three designs, the SE Est1, SE Est2, and SE Est3 values are identi-
cal which indicates that substitution of the regression parameter estimates and
error variance estimates into Σˆ and Σˆ∗ does not impact the standard error esti-
mates. Moreover, the standard error estimates are also virtually identical to the
empirical standard errors.
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4.4 Remarks
For the linear models setting, the proposed two-stage residual-dependent sam-
pling design is easy to implement and allows the stage two sample to depend
on both the observed response variable values and the stage one covariates. By
summarizing the observed stage one data for each subject through a model-
based residual, the issues inherent to the multidimensional stratification re-
quired by traditional outcome-dependent sampling designs which account for
covariates are alleviated. Moreover, the simulations studies showed that the
RDS design was more efficient than the ODS design in virtually every situation
considered. All results can also be easily extend to the setting where there is a
vector of stage two covariates that are of interest.
Estimation of the stage one regression parameters, which is required to im-
plement the stratification and sampling procedure for the RDS design in prac-
tical settings, presents significant challenges to establishing the large sample
properties of the IPW stage two estimators. However, due in large part to the
fact that in most studies the stage one sample size tends to be significantly larger
than the stage two sample size, the stage one estimation appears to have little
impact on the stage two model estimates, as was clearly evidenced by the simu-
lation studies. However, it is important to note that IPW estimators are known
to be inefficient and hence, considering more efficient methods of estimation
such as augmented IPW estimators would be a natural next step in the devel-
opment of the RDS design.
In §4.1.2, we characterized an important relationship between the stage one
regression parameter estimates and the stage two population model parame-
ters. This development provides insight into the conditions under which the
RDS design will successfully identify informative subjects for the stage two
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sample. Further development on how to best exploit this relationship may lead
to even greater efficiency gains and is another avenue for future research. One
possibility would be to take a “pilot” stage two sample on which some of the
quantities in (4.4) could be estimated and used to target informative subjects.
Finally, we have yet to consider RDS from a design standpoint. Specifically,
methods for determining how to define the strata and how to select optimal
strata-specific sample sizes would improve the utility of the RDS design. We
intend to explore the design question in future work.
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APPENDIX A
PROOFS FOR CHAPTER 2
The proof of Theorem 2.1.1 relies on the following pair of lemmas, both of which
hold under conditions A1-A3. The proof of Lemma 1 is a direct consequence of
the strong law of large numbers for U–statistics and results in Andersen and Gill
(1982, Theorem II.1). The proof of Lemma 2 relies on this result and properties
of the normal cumulative distribution and density functions.
Lemma 1 supβ∈B |Ln(β)− L0(β)| −→ 0 almost surely, where L0(β) is convex for β ∈
B.
Proof Recalling the notation from §2.1.1, let the survival data for cluster i be
denotedWi = {Wik, k = 1, . . . , Ki}. For i, j = 1, . . . , n and β ∈ B, define
hβ(Wi,Wj) =
Ki∑
k=1
Kj∑
l=1
∆ik{eik(β)− ejl(β)}−,
where {x}− = |x|I{x < 0}. Using (6) and defining cn = 1 − n−1, it is easily
shown that
Ln(β) =
1
cn
1
n2
n∑
i=1
hβ(Wi,Wi) +
1(
n
2
)∑
i<j
ψβ(Wi,Wj),
where
ψβ(Wi,Wj) =
1
2
{hβ(Wi,Wj) + hβ(Wj,Wi)} .
Under Conditions A1-A3, we find E[ψβ(Wi,Wj)2] < ∞ for i, j = 1, . . . , n.
Hence, by the strong law of large numbers (Serfling, 1980, §1.8),
1
n2
n∑
i=1
hβ(Wi,Wi)→ 0
almost surely. Using the strong law of large numbers for U-statistics (Serfling,
1980, §5.4), we further obtain the almost sure convergence
1(
n
2
)∑
i<j
ψβ(Wi,Wj)→ E [ψβ(W1,W2)] := L0(β).
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Since cn → 1, it now follows that Ln(β) → L0(β) almost surely for each β ∈ B.
Since Ln(β) is convex for β ∈ B, L0(β) is convex for β ∈ B and the convergence
is uniform on the compact set B (Andersen and Gill, 1982, Theorem II.1).
Lemma 2 supβ∈B |L˜n(β)−L0(β)| −→ 0 almost surely, where L0(·) is defined in Lemma
1.
Proof By the triangle inequality,
|L˜n(β)− L0(β)| ≤ |L˜n(β)− Ln(β)|+ |Ln(β)− L0(β)|
for each β ∈ B. From Lemma 1, we have supβ∈B |Ln(β) − L0(β)| → 0 almost
surely; hence, it suffices to show that supβ∈B |L˜n(β) − Ln(β)| → 0 almost surely.
Using (6) and (9),
|L˜n(β)− Ln(β)| = 1
n(n− 1)
∣∣∣∣ n∑
i=1
Ki∑
k=1
n∑
j=1
Kj∑
l=1
∆ik {ejl (β)− eik (β)}D(n)ikjl(β)
∣∣∣∣,
where
D
(n)
ikjl(β) = H
(n)
ikjl(β) +
rikjl
n1/2{ejl(β)− eik(β)}h
(n)
ikjl(β)− I {eik (β)− ejl (β) ≤ 0} .
Then, |L˜n(β)− Ln(β)| ≤ Q1(β) +Q2(β), where
Q1(β) =
1
n(n− 1)
n∑
i=1
Ki∑
k=1
n∑
j=1
Kj∑
l=1
∆ik
∣∣∣∣ {ejl (β)− eik (β)} [H(n)ikjl(β)
−I {eik (β)− ejl (β) ≤ 0}
]∣∣∣∣
=
1
n(n− 1)
n∑
i=1
Ki∑
k=1
n∑
j=1
Kj∑
l=1
∆ikrikjl
∣∣∣∣{ejl (β)− eik (β)}rikjl
[
H
(n)
ikjl(β)
−I
{
ejl (β)− eik (β)
rikjl
≥ 0
}]∣∣∣∣
and
Q2(β) =
1
n(n− 1)
n∑
i=1
Ki∑
k=1
n∑
j=1
Kj∑
l=1
∆ik
∣∣∣∣ rikjln1/2{ejl(β)− eik(β)} h(n)ikjl(β)
∣∣∣∣
=
1
n3/2(n− 1)
n∑
i=1
Ki∑
k=1
n∑
j=1
Kj∑
l=1
∆ik
{
rikjl
ejl(β)− eik(β)
}2 ∣∣∣∣ejl(β)− eik(β)rikjl h(n)ikjl(β)
∣∣∣∣.
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For u ∈ R, it is easily shown that
∣∣u{Φ (n1/2u)− I (u ≥ 0)}∣∣ =

u Φ
(−n1/2u) u > 0
−u Φ (n1/2u) u < 0
0 u = 0
and hence
lim
n→∞
sup
u∈R
∣∣u{Φ (n1/2u)− I (u ≥ 0)}∣∣ = 0.
Using (10), it follows that supβ∈BQ1(β) → 0 almost surely as n → ∞. Further-
more, since
sup
u∈R
∣∣u φ (n1/2u)∣∣ = 1
n1/2
,
it follows that
lim
n→∞
sup
u∈R
∣∣u φ (n1/2u)∣∣ = 0
and, again using (10), supβ∈BQ2(β)→ 0 almost surely. Thus
sup
β∈B
|L˜n(β)− Ln(β)| → 0
almost surely, as desired. We remark here that, as in Lemma 1, the convexity
of L˜n(β) implies that demonstrating pointwise convergence would have been
sufficient to guarantee uniform convergence.
Proof of Theorem 2.1.1 Lemmas 1 and 2 respectively establish the uniform al-
most sure convergence of Ln(β) and L˜n(β) to the convex function L0(β) for
β ∈ B. By condition A4, L0(β) is strictly convex at β0 and β0 is a unique mini-
mizer. The respective minimizers βˆn and β˜n of Ln(β) and L˜n(β) thus converge
almost surely to β0 (Andersen and Gill, 1982, Corollary II.2).
The next lemma is required in order to prove Theorem 2.1.2; an abbreviated
proof of this result and also Theorem 2.1.2 are provided below, with expanded
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versions of these arguments available in a technical report. A fact used in prov-
ing Lemma 3 is that condition A4, in conjunction with (A.1), implies that the
probability that X1k 6= X2l for at least one (k, l) pair must be positive.
Lemma 3 Under A1–A6 and as n → ∞, ‖∇S˜n(β0) − A‖ −→ 0 almost surely, where
A = ∇S0(β0),
∇S0(β0) = 1
2
K1∑
k=1
K2∑
l=1
∫ ∞
−∞
E
{
(X1k −X2l)(X1k −X2l)′G¯1k(u) G¯2l(u)
}{
f20 (u)
+f ′0(u)F¯0(u)
}
du,
(A.1)
G¯rs(·) denotes the survivor function of logCrs − X ′rsβ0 and F¯0(s) =
∫∞
s
f0(u)du for
every s.
Proof Using similar notation and proceeding as in the proof of Lemma 1, we
begin by noting that for i, j = 1, . . . , n and β ∈ B, we may write
Sn(β) =
1
cn
1
n2
n∑
i=1
h∗β(Wi,Wi) +
1(
n
2
)∑
i<j
ψ∗β(Wi,Wj),
where
h∗β(Wi,Wj) =
Ki∑
k=1
Kj∑
l=1
∆ik(Xik−Xjl)I{eik(β0)−ejl(β0)+(β0−β)′(Xik−Xjl) ≤ 0.}
and
ψ∗β(Wi,Wj) =
1
2
{
h∗β(Wi,Wj) + h
∗
β(Wj,Wi)
}
.
Under the indicated conditions, it is easily seen that
E {Sn(β)} = E
{
ψ∗β(W1,W2)
}
+O(n−1),
where the O(·) term holds uniformly on β ∈ B. Denote
S0(β) = E
{
ψ∗β(W1,W2)
}
;
88
with G¯rs(·) denoting the survivor function of logCrs − X ′rsβ0 and F¯0(s) =∫∞
s
f0(u)du, straightforward computations show that
S0(β) = E
[
K1∑
k=1
K2∑
l=1
{M1k,2l(β)−M2l,1k(β)}
]
(A.2)
where
Mab,cd(β) =
∫ ∞
−∞
G¯ab(u) G¯cd{u+(β0−β)′(Xab−Xcd)} F¯0{u+(β0−β)′(Xab−Xcd)} f0(u)du
and the outer expectation in (A.2) is understood to be taken over the joint dis-
tribution of the covariates. Evidently, S0(β0) = 0.
Conditions A1-A7 permit us to differentiate (A.2) directly; doing so and eval-
uating the result at β = β0, we obtain (Fygenson and Ritov, 1994, p. 737)
∇S0(β0) = 1
2
K1∑
k=1
K2∑
l=1
∫ ∞
−∞
E
{
(X1k −X2l)(X1k −X2l)′G¯1k(u) G¯2l(u)
}{
f20 (u)
+f ′0(u)F¯0(u)
}
du,
establishing (A.1). Note that condition A4, in conjunction with (A.1), implies
that the probability that X1k 6= X2l for at least one (k, l) pair is positive.
We will now proceed similarly using the smoothed equation (8), first writing
S˜n(β) =
1
cn
1
n2
n∑
i=1
h˜β(Wi,Wi) +
1(
n
2
)∑
i<j
ψ˜β(Wi,Wj),
where
h˜β(Wi,Wj) =
Ki∑
k=1
Kj∑
l=1
∆ik(Xik −Xjl)Φ
[
n1/2
{
ejl(β)− eik(β)√
rikjl
}]
and
ψ˜β(Wi,Wj) =
1
2
{
h˜β(Wi,Wj) + h˜β(Wj,Wi)
}
.
Differentiating this representation with respect to β, setting β = β0, and then
using the strong laws of large numbers in a manner similar to Lemma 1, we
find
∇S˜n(β0)→ 1
2
K1∑
k=1
K2∑
l=1
E {(X1k −X2l)(X1k −X2l)′ (A1k,2l +A2l,1k)} (A.3)
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almost surely as n → ∞, where the expectation is taken with respect to the
covariate distribution. The random variable Aab,cd is defined to be zero with
probability one if Xab = Xcd; otherwise,
Aab,cd = lim
n→∞
kn
∫∫
R2
G¯ab(u)f0(u) ξcd(s)φ{kn(u− s)} duds, (A.4)
where kn = n1/2/rabcd, r2abcd = (Xab − Xcd)′Σ(Xab − Xcd) > 0, and ξcd(s) =
f0(s)G¯cd(s) + F¯0(s)gcd(s). An easy calculation shows that (A.4) may be equiv-
alently written as
Aab,cd =
∫ ∞
−∞
G¯ab(u)f0(u)ξcd(u)du+ lim
n→∞
(mn
pi
)1/2 ∫ ∞
−∞
τ(w)e−mnw
2
dw,
where mn = k2n/2 and
τ(w) =
∫ ∞
−∞
G¯ab(u)f0(u) {ξcd(w + u)− ξcd(u)} du.
Under conditions A1-A6, τ(·) is integrable, continuous, and bounded on Rwith
τ(0) = 0. Using results in Kanwal (1998, p. 11), it follows that
lim
n→∞
(mn
pi
)1/2 ∫ ∞
−∞
τ(w)e−mnw
2
dw = τ(0)
and the second term on the right-hand side therefore vanishes. Using the result-
ing formula for Aab,cd and integration by parts, it can be shown that
Aab,cd =
∫ ∞
−∞
G¯ab(u)f0(u)
{
f0(u)G¯cd(u) + F¯0(u)gcd(u)
}
du.
Similarly to (A.1), it can now be shown that
A1k,2l +A2l,1k =
∫ ∞
−∞
G¯1k(u) G¯2l(u)
{
f 20 (u) + f
′
0(u)F¯0(u)
}
du;
substituting this result into (A.3), we observe agreement with (A.1), proving the
result.
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Proof of Theorem 2.1.2 Using notation introduced in §2.1.2, we have that
A−1n1/2Sn(β0) is asymptotically normal with mean zero and variance A−1ΩA−1
under assumptions A1-A5 (Jin et al., 2006a, Theorem 5). Suppose that
n1/2(β˜n − β0) + A−1n1/2Sn(β0) p−→ 0. (A.5)
Then, it follows that n1/2(β˜n−β0)→ N(0, A−1ΩA−1) in distribution, establishing
the desired asymptotic result as well as the equality of the limiting distributions
of the smoothed and unsmoothed estimators.
To prove that (A.5) holds, we make use of Theorem 3 of Arcones (1998). Us-
ing notation from Arcones (1998), define Gn(β) = nL˜n(β) for all β in B. For
n ≥ 1, define the sequence of p × 1 random vectors ηn = n1/2Sn(β0) and the se-
quences of nonsingular, symmetric p× p matrices Mn = n1/2Ip and Vn = (1/2)A.
The required result (A.5) becomes
Mn(β˜n − β0) + 1
2
V −1n ηn → 0 (A.6)
in probability. The result (A.6) follows directly from Arcones (1998, Theorem
3) provided that conditions A1-A7 are sufficient to ensure that the following
regularity conditions hold.
B1. Gn(β) is convex and β˜n is a sequence satisfying Gn(β˜n) ≤ infβ∈BGn(β) +
op(1).
B2. ηn = Op(1), lim infn→∞ inf |β|=1 β′Vnβ > 0, and lim supn→∞ sup|β|=1 β′Vnβ <
∞.
B3. For each β ∈ Rp, Gn(β0 +M−1n β)−Gn(β0)− β′ηn − β′Vnβ = op(1).
To establish condition B1, we first note that the convexity of Gn(β) follows
from the convexity of H(t) = Gn(β + td) = nL˜n(β + td) for t ∈ R, where d is any
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p× 1 vector. Notice that
H(t) =
1
n− 1
n∑
i=1
Ki∑
k=1
n∑
j=1
Kj∑
l=1
∆ik
[
{ejl (β + td)− eik (β + td)}H(n)ikjl(β + td)
+
rikjl
n1/2
h
(n)
ikjl(β + td)
]
.
Using properties of the standard normal distribution, it is easily shown that
d2H(t)
dt2
=
1
n− 1
n∑
i=1
Ki∑
k=1
n∑
j=1
Kj∑
l=1
∆ik
n1/2
rikjl
{
(Xik −Xjl)′ d
}2
h
(n)
ikjl(β + td).
Since this derivative is positive for t ∈ R when d 6= 0, H(t) is convex and
hence Gn(β) is convex. Condition B1 now follows since β˜n = argminβ∈B L˜n(β) =
argminβ∈BGn(β), Gn(β) is continuous, and B is compact.
To establish condition B2, we recall first that Conditions A1-A5 are suffi-
cient to ensure that ηn = n1/2Sn(β0) converges in distribution, hence Op(1) as
required. Moreover, since S0(β0) = 0 and Vn = (1/2)A is a positive definite
matrix for n ≥ 1, it follows that
lim inf
n→∞
inf
|β|=1
β′Vnβ > 0 and lim sup
n→∞
sup
|β|=1
β′Vnβ <∞,
establishing condition B2.
It remains to establish condition B3. Consider the Taylor series expansion
Gn(β0+M
−1
n β) = Gn(β0)+(M
−1
n β)
′∇Gn(β0)+ 1
2
(M−1n β)
′∇2Gn(β∗n)(M−1n β)+op(1)
where ||β∗n − β0|| ≤ ||M−1n β|| and ∇2 denotes the second derivative with respect
to β. Using the definitions of Mn, Gn(·), L˜n(·) and S˜n(·), this equality can be
rewritten
Gn(β0 +M
−1
n β)−Gn(β0)− n1/2β′∇L˜n(β0)−
1
2
β′{∇2L˜n(β∗n)}β = op(1)
or, equivalently,
Gn(β0 +M
−1
n β)−Gn(β0)− β′{n1/2S˜n(β0)} −
1
2
β′{∇S˜n(β∗n)}β = op(1). (A.7)
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Therefore, if ∣∣∣∣∣∣∇S˜n(β∗n)− A∣∣∣∣∣∣→ 0 (A.8)
in probability and
n1/2
∣∣∣∣∣∣S˜n(β0)− Sn(β0)∣∣∣∣∣∣→ 0 (A.9)
in probability, the definitions of Vn and ηn imply that
Gn(β0 +M
−1
n β)−Gn(β0)− β′ηn − β′Vnβ → 0
in probability for all β ∈ Rp and, hence, that condition B3 holds.
To establish (A.8), we first use the triangle inequality to obtain∣∣∣∣∣∣∇S˜n(β∗n)− A∣∣∣∣∣∣ ≤ ∣∣∣∣∣∣∇S˜n(β∗n)−∇S˜n(β0)∣∣∣∣∣∣+ ∣∣∣∣∣∣∇S˜n(β0)− A∣∣∣∣∣∣ .
Since {S˜n} is a sequence of bounded, continuously differentiable functions and
β∗n → β0 almost surely, the first term on the right-hand side is op(1). Further-
more, since Lemma 3 implies that the second term is also op(1), the required
convergence result (A.8) holds.
To see that (A.9) holds, write
S˜n(β0)− Sn(β0) =
∫
Rp
{
Sn(β0 + n
−1/2u)− Sn(β0)
}
ψ(u)du,
where ψ(·) denotes the pdf of ΓZ. Let Θ be a fixed matrix such that ||Θ|| ≤M for
some M <∞. Noting that ∫Rp uψ(u) du = 0, the right-hand side of the previous
expression is evidently equal to∫
Rp
{
Sn(β0 + n
−1/2u)− Sn(β0)− n−1/2Θu
}
ψ(u)du;
it immediately follows that
n1/2
∣∣∣∣∣∣S˜n(β0)− Sn(β0)∣∣∣∣∣∣ = n1/2 ∣∣∣∣∣∣∣∣∫
Rp
{
Sn(β0 + n
−1/2u)− Sn(β0)− n−1/2Θu
}
ψ(u)du
∣∣∣∣∣∣∣∣ .
For suitable u, define the function
Kn(u; β0,Θ) =
∣∣∣∣Sn(β0 + n−1/2u)− Sn(β0)− n−1/2Θu∣∣∣∣ .
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Then, the triangle inequality implies
n1/2
∣∣∣∣∣∣S˜n(β0)− Sn(β0)∣∣∣∣∣∣ ≤ n1/2 ∫
||u||≤n
Kn(u; β0,Θ)ψ(u) du
+ n1/2
∫
||u||>n
Kn(u; β0,Θ)ψ(u) du
(A.10)
for any n > 0. The result (A.9) therefore holds if we can find n > 0 such that
both integrals on the right-hand side of (A.10) converge in probability to zero.
Following Ying (1993, Theorem 2) and Jin et al. (2006a, Theorem 5), the ma-
trix A satisfies
sup
||b−β0||≤dn
||Sn(b)− Sn(β0)− A(b− β0)||
1 + n1/2 ||b− β0|| = op(n
−1/2). (A.11)
for any positive sequence dn → 0. Suppose n = o(n1/2). Then, taking b =
β0 + n
−1/2u, dn = n−1/2n, and Θ = A, (A.11) implies
sup
||u||≤n
||Kn(u; β0, A)||
1 + ||u|| = op(n
−1/2).
It follows that
n1/2
∫
||u||≤n
Kn(u; β0, A)ψ(u) du = n
1/2
∫
||u||≤n
Kn(u; β0, A)
1 + ||u|| (1 + ||u||)ψ(u) du
≤ n1/2
{
sup
||u||≤n
∣∣∣∣∣∣∣∣Kn(u; β0, A)1 + ||u||
∣∣∣∣∣∣∣∣
} ∫
||u||≤n
(1 + ||u||)ψ(u) du
= op(1)
∫
||u||≤n
(1 + ||u||)ψ(u) du.
By condition A6, E (||ΓZ||) < ∞; hence, ∫||u||≤n (1 + ||u||)ψ(u)du remains
bounded, even if n →∞, proving that
n1/2
∫
||u||≤n
Kn(u; β0, A)ψ(u) du→ 0
in probability.
With regard to the second term on the right-hand side of (A.10), we may use
the definition of Kn(·; β0, A) and the triangle inequality to write
n1/2
∫
||u||>n
Kn(u; β0, A)ψ(u) du ≤ Q3 +Q4,
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where
Q3 =
{
sup
||u||>n
∣∣∣∣Sn(β0 + n−1/2u)− Sn(β0)∣∣∣∣} n1/2 ∫
||u||>n
ψ(u)du,
and Q4 = ||A||
∫
||u||>n
||u||ψ(u)du.
For all β ∈ B, ||Sn(β)|| ≤ Q for some constant Q <∞ by condition A2; hence,
Q3 ≤ 2Qn1/2P (||ΓZ|| > n).
However, under condition A6 and assuming that n → ∞, it follows that
n1/2P (||ΓZ|| > n) → 0 as n → ∞ and hence Q3 → 0 in probability. Similarly,∫
||u||>n ||u||ψ(u)du → 0, and therefore, Q4 → 0 in probability. Thus, provided
that n, n →∞, we have
n1/2
∫
||u||>n
Kn(u; β0, A)ψ(u) du→ 0
in probability. Since we can select a sequence n = o(n1/2) such both n, n →∞,
it follows that (A.10), and hence (A.9), converge in probability to zero as n→∞,
establishing (A.7) and concluding the proof.
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APPENDIX B
PROOFS FOR CHAPTER 3
Proof of Theorem 3.1.2 Given the definitions of §3.1.4 and using standard rules
for iterated expectations, it follows immediately that E(Nik) = E(UiHik), where
Nik = Nik(τ) and Hik = Hik(τ). This equality evidently holds when aggregating
over observations within a cluster; that is, E(Ni) = E(UiHi). Since the martin-
gales Mik(·) are assumed to be orthogonal across k given Wi, it further follows
that
E(M2i ) = E
{
E(M2i |Wi)
}
= E
{
Ki∑
k=1
E(〈Mik〉|Wi)
}
= E
(
Ki∑
k=1
UiHik
)
= E(UiHi) = E(Ni). (B.1)
Now, considering only E(M2i ), we instead expand M2i = (Ni −WiHi)2; stan-
dard rules for iterated expectations and simple algebra show
E(M2i ) = E(N
2
i )− 2E(NiUiHi) + E(U2i H2i ) + E{(Vi − U2i )H2i }.
Rewriting the term on the right-hand side of the above expression and recalling
that E(M2i ) = E(UiHi) from equation (B.1), we obtain the identity
E{(Ni − UiHi)2}+ E{(Vi − U2i )H2i } = E(UiHi),
establishing (3.15). Since E(UiHi) = E(Ni), equation (3.16) also follows imme-
diately. 
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APPENDIX C
THEOREMS AND PROOFS FOR CHAPTER 4
We will consider the asymptotic properties of IPW estimators for a general two-
stage sampling design with stratified sampling. This general setting includes
normal linear regression models under the ODS and RDS with known α de-
signs as special cases. We assume that, had the independent and identically
distributed sample (Yi,Wi) (i = 1 . . . N) been observed, the parameter of inter-
est β is estimated as the solution to the score function
SF (β) =
N∑
i=1
Sβ(Yi,Wi)
where Sβ(Yi,Wi) is the contribution to the score function for subject i under the
given full data likelihood function.
We will assume that the two-stage stratified sampling design entails strati-
fying the parent population into K strata, V1, . . . ,VK , at stage one and selecting
a random sample of fixed size nk from strata Vk at stage two. We remark here
that the notation Vk is meant to be generic and not necessarily the same as that
used in §4.1.1. Under this sampling design, the IPW estimating equation has the
form
SW (β;w) =
N∑
i=1
RiwiSβ(Yi,Wi) =
N∑
i=1
K∑
k=1
Ri
Nk
nk
∆ikSβ(Yi,Wi)
where ∆ik is an indicator of inclusion for the ith subject in strata Vk, Nk =∑N
i=1 ∆ik, and wi is the inverse sampling probability for subject i; that is,
wi = 1/pii, where pii = nk/Nk for the unique k such that ∆ik = 1. We will as-
sume that the sampling probabilities and strata inclusion are known given the
stage one data (e.g. Breslow and Wellner, 2007); hence, the data missing for sub-
jects not included in the stage two sample are necessarily missing at random.
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Let βˆ denote the solution to SW (βˆ;w) = 0 or, equivalently, a minimizer of the
objective function
LW (β;w) =
1
N
N∑
i=1
K∑
k=1
Ri
Nk
nk
∆ikLβ(Yi,Wi) (C.1)
where Lβ(Yi,Wi) is the contribution to the negative log-likelihood for the ith
subject.
In order to establish consistency and asymptotically normality of βˆ, we will
assume that the full data negative log-likelihood function Lβ(Yi,Wi) is convex
in β for every i. For simplicity, we further assume that the model depends on no
additional unknown nuisance parameters and impose the following regularity
conditions.
C1. The parameter β takes values in an open convex set Ω. For each i, and
given Wi, the unique parameter β0 ∈ Ω generates Yi; in addition, the
distribution of W does not depend on β0 and Eβ0 [Sβ0(Yi,Wi)] = 0 for
i = 1, . . . , N .
C2. For fixed values (Y,W ), Sβ(Y,W ) is twice continuously differentiable
with respect to β for β ∈ B ⊂ Ω, where B is an open set containing β0.
C3. Let J˜0 = −∂S ′β0(Yg,Wg)/∂β0 for a generic observation (Yg,Wg). The ma-
trix J0 = Eβ0 [J˜0] is positive definite. In addition, there exist scalar func-
tions Mijk(Yg,Wg) such that Eβ0 [|Mijk(Yg,Wg)|] <∞ and∣∣∣∣ ∂2∂βj∂βk [Sβ(Yg,Wg)]i
∣∣∣∣ ≤Mijk(Yg,Wg)
for all β ∈ B, where βj denotes the jth component of β and [Sβ(Yg,Wg)]i
the ith component of the vector Sβ(Yg,Wg).
C4. nk
Nk
→ ρk > 0, NkN → qk > 0 and nkN → ρkqk > 0 as N →∞, for k = 1, . . . , K.
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Theorem 4.1.1 Under conditions C1-C4, βˆ is a strongly consistent estimator of
β0.
Proof The IPW objective function (C.1) can be rewritten
LW (β;w) =
K∑
k=1
N2k
Nnk
{
1
Nk
N∑
i=1
Lik(β)
}
where Lik(β) = Ri∆ikLβ(Yi,Wi). Note that the outer sum over the K strata
is fixed as the sample size N increases. Letting ρˆk = nk/Nk, qˆk = Nk/N , and
Dk(β) =
1
Nk
∑N
i=1 Lik(β), the objective function can also be written
LW (β;w) =
K∑
k=1
qˆk
ρˆk
Dk(β)
=
K∑
k=1
qk
ρk
Dk(β) +
K∑
k=1
(
qˆk
ρˆk
− qk
ρk
)
Dk(β)
=
K∑
k=1
qk
ρk
Dk(β) +
K∑
k=1
qˆk
ρk
(
ρk
ρˆk
− 1
)
Dk(β) +
K∑
k=1
qk
ρk
(
qˆk
qk
− 1
)
Dk(β). (C.2)
Under conditions C1-C3, Dk(β) converges to Lk,0(β) := E[Lik(β)] for all β ∈ B
by the strong law of large numbers. Thus the first term in (C.2) converges almost
surely to L0(β) ≡
∑K
k=1
qk
ρk
Lk,0(β) for all β ∈ B. Under condition C4, ρˆk → ρk
and qˆk → qk so the remaining terms in (C.2) converge almost surely to zero.
Since LW (β;w) is convex for β ∈ B, L0(β) is convex for β ∈ B and the
convergence is uniform on all compact sets A ⊂ Ω (Andersen and Gill, 1982,
Theorem II.1). By condition C3, L0(β) is strictly convex at β0 and β0 is a unique
minimizer. It follows that the minimizer of LW (β;w) converges almost surely
to β0 (Andersen and Gill, 1982, Corollary II.2).
Theorem 4.1.2 Under conditions C1-C4, N1/2(βˆ − β0) d→ N(0,Σ) where
Σ = J−10
[
J0 +
K∑
k=1
νk
1− ρk
ρk
V arVk {Sβ0(Y1,W1)}
]
J−10 , (C.3)
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νk = P (∆ik = 1) (k = 1, . . . , K); ρk and J0 are defined in conditions A1-A4;
and, V arVk(Sβ0(Y1,W1)) = V ar(Sβ0(Y1,W1)|∆1k = 1) denotes the conditional
variance of Sβ0(Y1,W1) given that a subject with data (Y1,W1) falls in stratum
Vk.
It is worth pointing out here that the variance in (C.3) can be rewritten as
J−10 + J
−1
0
[
K∑
k=1
νk
1− ρk
ρk
V arVk {Sβ0(Y1,W1)}
]
J−10 ,
the first term representing the inverse Fisher information for estimating β0 in
the case where full data is observed on all subjects at stage one, and the second
essentially representing the additional cost incurred as a result of using a two-
stage sampling scheme.
Proof It can be shown that conditions C1-C4, in conjunction with the strong
consistency of βˆ, are sufficient to satisfy the requirements imposed in Breslow
and Wellner (2007, §2) to establish asymptotic normality of IPW estimators for
two-stage designs with semiparametric models. For parametric models with
smooth estimating equations, the regularity conditions of Breslow and Wellner
(2007) may be simplified as described in van der Vaart and Wellner (1996); see,
in particular, Theorem 3.3.1 and Example 3.3.8. Hence, we may assert, per equa-
tions (19) and (22) of Breslow and Wellner (2007), or Theorem 3.3.1 of van der
Vaart and Wellner (1996), that
N1/2(βˆ − β0) = N−1/2
N∑
i=1
Riwi
{
J−10 Sβ0(Yi,Wi)
}
+ oP (1)
d→ N(0,Σ),
where Σ is defined in (C.3).
Let
G =
K∑
k=1
νk
1− ρk
ρk
V arVk {Sβ0(Y1,W1)}
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so that the desired asymptotic variance can be written Σ = J−10 (J0 +G)J
−1
0 . To
estimate Σ, we must find suitable estimators of J0 and G. The probabilities νk
and ρk can be estimated by νˆk = Nk/N and ρˆk = nk/Nk, respectively, and J0 can
be estimated as
Jˆ = − 1
N
N∑
i=1
K∑
k=1
Ri
ρˆk
∆ik
∂S ′
βˆ
(Yi,Wi)
∂βˆ
= − 1
N
N∑
i=1
K∑
k=1
Nk
nk
Ri∆ik
∂S ′
βˆ
(Yi,Wi)
∂βˆ
Furthermore, we can rewrite the variance term inG as
V arVk {Sβ0(Y,W )} = EVk
{
Sβ0(Y,W )
⊗2}− EVk {Sβ0(Y,W )}⊗2
=
1
νk
E
{
Sβ0(Y,W )
⊗2∆ik
}
− 1
ν2k
E {Sβ0(Y,W )∆ik}⊗2 . (C.4)
The first term in (C.4) can be written
EVk
{
Sβ0(Y,W )
⊗2} = 1
νk
E
{
Sβ0(Y,W )
⊗2∆ik
}
=
1
νk
E
{
R
ρk
Sβ0(Y,W )
⊗2∆ik
}
which can be estimated as
1
νˆk
1
N
N∑
i=1
Ri
ρˆk
Sβˆ(Yi,Wi)
⊗2∆ik.
The second term in (C.4) can be written
EVk {Sβ0(Y,W )}⊗2 =
1
ν2k
E {Sβ0(Y,W )∆ik}⊗2 =
1
ν2k
E
{
R
ρk
Sβ0(Y,W )∆ik
}⊗2
which can be estimated as
1
νˆ2k
{
1
N
N∑
i=1
Ri
ρˆk
Sβˆ(Yi,Wi)∆ik
}⊗2
.
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It follows thatG can be estimated
Gˆ =
K∑
k=1
νˆk
1− ρˆk
ρˆk
[
1
νˆk
1
N
N∑
i=1
Ri
ρˆk
Sβˆ(Yi,Wi)
⊗2∆ik
− 1
νˆ2k
{
1
N
N∑
i=1
Ri
ρˆk
Sβˆ(Yi,Wi)∆ik
}⊗2 ]
=
1
N
K∑
k=1
Nk(Nk − nk)
n2k
N∑
i=1
RiSβˆ(Yi,Wi)
⊗2∆ik
− 1
N
K∑
k=1
Nk(Nk − nk)
n3k
{
N∑
i=1
RiSβˆ(Yi,Wi)∆ik
}⊗2
and Σˆ = Jˆ−1 + Jˆ−1GˆJˆ−1 estimates the asymptotic variance of N1/2(βˆ − β0).
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