A new games model of the language FPC, a type theory with products, sums, function spaces and recursive types, is described. A definability result is proved, showing that every finite element of the model is the interpretation of some term of the language. §1. Introduction. The work of Lorenzen [24, 23] proposed dialogue games as a foundation for intuitionistic logic. The idea is simple: associated to a formula A is a set of moves for two players, each of which is either an attack on A-an attempt to refute its validity-or a defence. The players, O who wants to refute A and P who wants to prove A, take turns to make moves according to some rules. The rules determine which player has won when play ends, and the formula A is semantically valid if there is a strategy by which P can always win: a winning strategy.
§1. Introduction. The work of Lorenzen [24, 23] proposed dialogue games as a foundation for intuitionistic logic. The idea is simple: associated to a formula A is a set of moves for two players, each of which is either an attack on A-an attempt to refute its validity-or a defence. The players, O who wants to refute A and P who wants to prove A, take turns to make moves according to some rules. The rules determine which player has won when play ends, and the formula A is semantically valid if there is a strategy by which P can always win: a winning strategy.
More recently, games of this kind have been applied in computer science to give programming languages a new kind of semantics with a strong intensional flavour. The game interpretations of propositional connectives are transferred to model type constructors via the Curry-Howard isomorphism; and the strategies which interpret proofs become the semantics of programs.
Thanks to the intensional information which they carry, games models have strong completeness properties. For example, in Abramsky and Jagadeesan's model of Multiplicative Linear Logic [2] , not only is every proof interpreted as an element of the model, but also every element of the model is the interpretation of a unique cut-free proof. On the programming language side, games models of the functional programming language PCF have been constructed which satisfy a similar definability result [3, 17, 27] , and hence provide the first syntax-free constructions of fully abstract models of PCF [29] . These results have since been extended to handle languages more complex than PCF, including untyped and recursively typed languages [5, 4] , languages with control features [21] , call-by-value languages [13, 6] and languages with side-effects and store [7] . In a slightly different vein, games models have also been discovered for the constructive classical type theory [28] and for System F [14] .
In this paper, we give an account of a model of FPC, a type theory with product, sum, function space and recursive types. This model is a refinement of one first presented in [26] , and satisfies a stronger definability property than did that model. When FPC is considered as a programming language in its own right, our construction gives rise to a fully abstract model isomorphic to that previously described.
Modelling the connectives.
Consider a formula A ∧ B. To attack this, O need only attack either A or B, and P must defend against these attacks. Thus the moves of the game A ∧ B are the moves of A and the moves of B, and the rules specify that to play A ∧ B is to play either A or B, the choice being made by O. Therefore a winning strategy for P must contain winning strategies for both A and B as expected. Now let us consider A → B. O can attack this in two ways: either by attacking B, or by defending A. Dually, P can defend either by defending B or by attacking A. Thus the game A → B has the moves of A and the moves of B, but those moves of A which previously belonged to O (attacks) now belong to P and vice versa.
In the game A → A, P has a winning strategy: if O attacks the right hand side, P can copy this move as an attack of the left hand side. When O defends against this attack, P can use the same defence against the original move on the right. Thus a pattern of moves is played out as follows
consisting of a play of A on the right, and the same play on the left. However O plays, P can always respond, and therefore wins by playing this "copycat" strategy. For a thorough account of this kind of interpretation of intuitionistic logic, see [9] .
Linear Types.
In the example above, a single play of A was carried out on each side of the arrow. This need not be the case in general, because of the logical rules of weakening and contraction. For example, consider the formula A ∧ (A → B) → B. There is a winning copycat strategy, under which P copies moves between the two occurrences of A and between the two occurrences of B, as in Figure 1 . Here P has started play in A∧(A → B) twice: first by copying the move b 1 from the right hand side, and again by copying the move a 1 from one occurrence of A to the other. The fact that the information about how many times a strategy uses its resources is manifest in the model means that games are particularly well-suited to modelling linear logic [12] . This was first noticed by Blass [8] , whose ideas were refined by several others [2, 16, 22] , leading to the first definability results.
Games make the distinction between the additive conjunction A NB and the multiplicative conjunction A ⊗ B clear: in A NB, a play consists of a single play of either A or B, while in A⊗B, moves can be made on both sides. The linear arrow A ⊸ B allows A and B to be used once each, while the exponential ! allows reuse, so that a play of !A consists of many plays of A. We will also make use of an interpretation of the additive disjunction A ⊕ B: O first plays a dummy attack, to which P responds by stating which of A or B he will defend, and play then continues as in A or B accordingly. Given these constructions, we can use games to interpret type theories with the usual intuitionistic connectives ×, =⇒ and + via Girard's translation [12] .
In the remainder of this paper, we give formal definitions of games and strategies, and of the interpretations of the above connectives. We sketch how recursive types are handled, and outline the game interpretation of FPC. Finally, a definability result for this model is established. §2. The language FPC. FPC is a typed -calculus with product, sum, exponential (function space) and recursive types. The syntax of FPC is given by the grammar in Figure 2 , where T comes from a countable collection of type variables and x from a countable collection of expression variables. As usual we identify types and expressions up to α-equivalence; the usual notions of free and bound variables, and of substitution, apply. As expected T. binds Figure 2 . Syntax of FPC.
The term formation rules for product and exponential types are standard, so we just give those for the sum and recursive types, which may be less familiar: see Figure 3 . In a judgement Θ, Γ ⊢ M : , Θ is a list of type
Recursive types variables and Γ is a list of expression variables together with types. The judgement means that M is a well-formed expression of type , with free type variables among Θ and free expression variables among Γ.
The ability to define arbitrary recursive types is very powerful. In particular, it guarantees that recursion is available in the language, because it is possible to code up self-application and hence the fixed point combinator of the untyped -calculus
can be typed in FPC. There is therefore no need to include extra syntax for recursion. This also means that there is a divergent term Ω of every type, given by the fixed point of the identity function; we will use this fact later. §3. A games model. We now review the definitions of the category of games introduced in [25] ; proofs that the definitions have the claimed properties can be found there. This category builds on the earlier work of [17], while being strongly influenced by the presentation of [3] . An important distinction between games models of logic and of programming languages is that, since there are perfectly good programs which do not terminate, we are no longer interested solely in winning strategies, but in all strategies. Therefore there will be no further mention of winning or losing games.
Games.
A game has two participants: Player (P) and Opponent (O). A play of the game consists of a finite or infinite sequence of moves, alternately by O and P. In addition, each move is explicitly justified by an earlier move of the play, unless it is a special kind of move, called initial, which needs no justification. In the games we consider, O always moves first.
Before embarking on a formal definition, let us fix notation for sequences and operations on them. We use s, t, . . . to range over sequences and a, b, . . . over elements of sequences. If s and t are sequences, then st is their concatenation; ε is the empty sequence. A move m will often be identified with the singleton sequence consisting just of m. If S is a set, then s ↾ S is the restriction of s to S, i.e., s with all elements not in S deleted.
An arena is specified by a structure A = M A , A , ⊢ A where
• M A is a set of moves.
• A : M A → {O, P} × {Q, A} is a labelling function which indicates whether a move is by Opponent (O) or Player (P), and whether it is a question (Q) or an answer (A). We write
• ⊢ A is a relation between M A + {⋆} and M A , called enabling, which satisfies
The enabling relation tells us either that a move m is initial and needs no justification (⋆ ⊢ A m), or that it can be justified by another move n, if n has been played (n ⊢ A m). In what follows, we will be concerned with finite sequences s of moves together with justification information: for each non-initial move m of s, there must be a pointer to an earlier move n such that n ⊢ A m. Note that the first move of such a sequence must be an initial move, but initial moves may appear after the first move. We call a sequence together with its justification information a justified sequence, and suppress mention of the justification pointers whenever it does not cause confusion.
Given a justified sequence s, define the Player view s of s by
The Opponent view s is defined dually. The idea behind views is that during the play of a game, various different threads and sub-threads of discussion are opened up; the view represents that part of the play so far which is relevant to the current thread. The notions of justification and views should be compared to the restrictions placed upon so-called E-strategies in dialogue interpretations of intuitionistic logic [9] . We can now define an important class of justified sequences: the legal positions. A justified sequence s is legal if and only if
• The bracketing condition. We say that a question q in s is answered by a later answer a in s if q justifies a. The bracketing condition is satisfied by s if for each prefix tqua of s with q answered by a, the last asked, still unanswered question in tqu is q; in other words, when an answer is given, it is always to the most recent question which has not been answered-the pending question.
• The visibility condition. Suppose tm is a prefix of s, and m is not initial.
If m is a P-move then the justifier of m appears in t , and dually if m is an O-move then its justifier appears in t .
The set of all legal positions of an arena A is written L A .
Given a justified sequence s, we say that a move m of s is hereditarily justified by the move n if the chain of justification pointers leading back from m ends at n. Note that n is always an initial move in this case; we shall have no need for a more general notion of hereditary justification. Write s ↾ n for the subsequence of s consisting of all moves hereditarily justified by n, and generalize this to s ↾ I for a set of initial moves I . (This overloading of notation with the previously introduced s ↾ S should not cause any difficulty.)
A game is a structure A = M A , A , ⊢ A , P A where
• P A is a non-empty, prefix closed set of legal positions, called the set of valid positions of A, such that if s ∈ P A then s ↾ I ∈ P A for any set I of initial moves of s.
Strategies.
A strategy for a game A can be thought of as a rule telling Player what move to make in a given position. Formally, this can be represented as a set of valid positions in which P has just moved, i.e., a set of even-length positions, such that
We are interested only in the innocent strategies: those strategies whose responses depend only on the view of the position, rather than on the whole play so far. A strategy for A is innocent if and only if
• sab ∈ ∧ t ∈ ∧ ta ∈ P A ∧ sa = ta =⇒ tab ∈ .
An innocent strategy can therefore be seen as a partial function from P-views to P-moves; we call this function the view-function of . For any game A, the smallest possible strategy is {ε}, which never makes any response. It is called the empty strategy and denoted ⊥.
We write : A to indicate that is an innocent strategy for A.
Multiplicatives.
Given games A and B, the game A ⊸ B is defined as follows.
A consequence of this definition is that O must play the first move in the game B, and that only P can switch between A and B: whenever two consecutive moves are in different components, the second of these moves is by P. In the game A ⊗ B, only O can switch components.
The category G.
We can now define a category G of games and strategies.
Objects : Games. Morphisms : A → B : Innocent strategies for A ⊸ B.
Identity. For any game A, the identity map id : A → A is given by the 'copycat' strategy
Here t ⊑ even s means that the sequence t is an even-length prefix of s. We use subscripts on the 'A's to distinguish the two occurrences. This strategy responds to any move simply by copying it to the other component. Many of the strategies we will encounter have this sort of behaviour.
Composition. Given maps
: A → B and : B → C , i.e., innocent strategies : A ⊸ B and : B ⊸ C , we define an innocent strategy ; for A ⊸ C by
where s ranges over sequences of moves from M A + M B + M C . This can be shown to be well-defined and associative.
G as an autonomous category. Tensor and linear implication extend to functors. For example, given : A → B and :
If : A ⊗ B → C , there is a strategy Λ( ) : A → B ⊸ C defined simply by relabelling moves in . G is now a symmetric monoidal closed (autonomous) category.
3.5. Additives. As outlined earlier, G can also interpret the additive connectives N and (less successfully) ⊕. The interpretation of N is a genuine categorical product, as expected. However, our interpretation of ⊕ does not yield a coproduct, but only a weak coproduct, and only then in a certain subcategory of G. This somewhat unsatisfactory situation is nonetheless good enough to provide a model of FPC. For example, 1 responds to the initial q with l , and then plays copycat between the two copies of A. Unfortunately, this definition does not give a good interpretation of ⊕ in the whole games model. To see the extent to which it does work, let us make a further definition. A game A is well-opened if and only if for every s ∈ P A , the only initial move of s is the first one. Notice that if both A and B are non-empty, then A ⊗ B is not well-opened, so restricting to well-opened games will not give a model of linear logic; but A ⊕ B is always well-opened, and A ⊸ B is well-opened whenever B is.
Product. Given games
The notion of well-openedness allows us to identify the following property of ⊕. If the answer l (resp. r) is given, it carries on playing as (resp. ). Hence ⊕ gives a weak coproduct in the subcategory of well-opened games; "weak" because the strategy [ , ] is not necessarily unique in satisfying the above equations.
Exponential. The game !A is defined as a 'repeatable version' of A.
A play of !A therefore consists of a number of interleaved plays of A. As for the tensor product, only Opponent is able to switch between the different threads; indeed, Player's view only allows him to see moves from the current thread at any time.
For any game A, there are innocent strategies weak : !A → I witnessing weakening (the empty strategy) and con : !A → !A⊗!A witnessing contraction (a copycat strategy). Given any : !A → B we can define another strategy † : !A → !B using the view-function of , since P-views in the game !A ⊸ B are the same as those in !A ⊸ !B; this construction witnesses promotion. All this means that we almost have an interpretation of the 'of course' operator of linear logic, but we still need to interpret dereliction. However, in general the copycat strategy for !A ⊸ A (which uses only one thread of !A) is not well defined, so we have to restrict to a subclass of games for which it is: the well-opened games. This problem can be remedied by moving to a more complicated definition of game (see [25] ), but here we choose not to do so, because all the games which are used in modelling FPC are in fact well-opened, and because the model of FPC remains unchanged.
We will need the following lemma, which follows from the definition of promotion above. 
A cartesian closed category.
We can now define a new category, the intensional category of games I, as follows. Notice how this definition of map reflects Girard's translation of intuitionistic logic into linear logic.
Identity.The identity is given by the dereliction map der : !A ⊸ A, which is well-defined for well-opened games A.
Composition.Given : A → B and : B → C , i.e., strategies : !A ⊸ B and : !B ⊸ C , we define their composite # : A → C by
It can easily be checked that !(A NB) = !A ⊗ !B, so we have
so setting A ⇒ B = !A ⊸ B, we see that I is cartesian closed.
Recursive types.
Games admit a treatment of recursive types very similar to that of information systems [30] . We define an ordering on games as follows. For any games A and B, A B iff
This is a (large) dcpo, with least element I and directed sups given by taking the union of each component, just as for information systems. Given a type constructor (i.e., an operation on games) F which is continuous with respect to , we can find a game D = F (D) in the usual way by setting D = ∞ n=0 F n (I ). In fact this can be generalised and strengthened to obtain parameterized minimal invariants [11, 10] for a large class of functors F : (I op × I) n → I, including all the functors built out of the product, sum and function space constructions described here.
A model of FPC.
We have seen that I is a cartesian closed category, and that sums can be modelled in I using ⊕ and Girard's translation:
Given any maps : A → C and : B → C (that is, strategies for !A ⊸ C and !B ⊸ C , with C well-opened), we can construct a map [ , ] : A + B → C using the constructions of G:
[ , ] I = der ;[ , ] G using subscripts to distinguish the category in which the [−, −] operation is working. Again this is only a weak coproduct; indeed, I is a cartesian closed category with fixed points of all endomorphisms, so it is impossible for genuine coproducts to exist [15] .
Recursive types can also be modelled, as outlined above. We therefore have everything we need to interpret FPC. The type constructors ×, + and → are modelled using their counterparts in the category, and a recursive type T. is interpreted as the canonical solution of the "domain equation"
Any closed type is therefore interpreted as an object
The interpretation of terms is standard; we only give details in the cases of sums and recursive types. For recursive types, note that because we are solving domain equations up to identity, we can interpret a term intro(M ) with exactly the same map as is used to interpret M , and similarly
. For sums, one more piece of structure is needed, namely a map witnessing the distribution of product over sum. For any games A, B and C there is a map dist A,B,C : A × (B + C ) → (A × B) + (A × C ) given by the obvious copycat strategy, such that the family dist forms a natural transformation satisfying id
With this in place we can interpret terms of sum type as shown in Figure 4 . Remark. The only difference between this model of FPC and that of [25] is the interpretation of sum. Previously, the linear sum A⊕B was used, rather than Girard's translation !A ⊕ !B. This gave rise to certain complications which meant that FPC could not be modelled in I at all but only in its extensional quotient E. It is also worth remarking that using Girard's translation renders the set P A of valid positions in the definition of a game slightly redundant, since for all FPC types, the valid positions are precisely the legal positions with at most one initial move. §4. Definability. Having set up our model of FPC, we now demonstrate that it satisfies a certain definability property. The proof follows the lines pioneered in [3, 17] and axiomatized in [1] , but generalized slightly to handle the sum types. This is in contrast to the previous FPC-definability result, which was considerably more complicated to establish. For any games A and B, the maps : A → B in I form an algebraic cpo under subset inclusion; a strategy is compact iff it has a finite viewfunction. The result we want is that every compact strategy at FPC type is the denotation of some FPC term. For simplicity, we shall work only with finite types, generated by the grammar
Each such type is isomorphic to one in basic form, that is, of the form i (A i ⇒ B i + C i ) for some A i , B i and C i . In [25] , it is shown that a definability result for types of this kind implies the general result, so we aim to prove To do this, we analyse the finite strategies
The idea is to decompose into sub-strategies which completely determine its behaviour, but are strictly smaller than , to facilitate an inductive proof of definability. For these purposes, the linear type structure of the underlying category G is very useful.
In fact we prove this result simultaneously for all suitable types T , D and E by induction on the size of the view-function of . For each T , D, E and , we must find a term Γ ⊢ M : D + E where Γ = x 1 :
The fact that recursive types have canonical solutions means, among other things, that the fixed point operator described earlier delivers least fixed points. Thus the base case of our induction is established: the empty strategy is defined by the term Ω of the correct type.
For the inductive step, there are three cases according to 's response to the initial question q, which we call (q).
• (q) = l . Then the set {s | qls ∈ } forms an innocent strategy • (q) = q ′ , the initial question in one thread of some A ⇒ B +C on the left hand side. We will denote the corresponding answers by l ′ and r ′ . By manipulating the types, we can separate the thread of A ⇒ B + C which has opened out into a separate tensor component, arriving at a strategy
The P-views of the positions of this strategy fall into two classes: those that contain an answer to q ′ , and those that do not. The definition of view means that those which contain an answer to q ′ do not contain any moves of the game A. We use this classification to decompose the strategy into smaller substrategies as follows. The P-views in which q ′ is not answered have the form′ s, for some sequence of moves s. By the bracketing condition, q cannot be answered in s either, so s is a sequence of moves just in !T and !A. The set of all such sequences gives rise to an innocent strategy for !T ⊸ !A, after relabelling the moves, and hence to a strategy arg( ) : !T ⊸ A by Lemma 1. This is the first of the substrategies we need.
The remaining views have the form′ l ′ t or′ r ′ t, containing no moves from the game A. These views therefore give rise to a strategy for !T ⊗ (!B ⊕ !C ) ⊸ D + E, and hence to smaller strategies From definability to full abstraction. In previous work [25] , FPC was endowed with an operational semantics and treated as a programming language in its own right. It was shown that the games model respected the operational semantics (computational adequacy), and the weaker definability result proved in loc. cit. was used to establish a full abstraction theorem, stating that observable equivalence of terms in the language coincides with equality in the model. All of this work was carried out in a certain quotient of the category I, called the extensional category E. It is possible, and straightforward, to carry out the same programme for the model presented here. The main differences are that previously sums (and hence the language FPC) were not modelled in I at all, but only in E, and that the previous definability result was weaker as a consequence. However, the new model coincides with the old one up to extensional equivalence; that is to say, the models in E are identical.
