Abstract: This study addresses the problem of recognising human interactions between two people. The main difficulties lie in the partial occlusion of body parts and the motion ambiguity in interactions. The authors observed that the interdependencies existing at both the action level and the body part level can greatly help disambiguate similar individual movements and facilitate human interaction recognition. Accordingly, they proposed a novel discriminative method, which model the action of each person by a large-scale global feature and local body part features, to capture such interdependencies for recognising interaction of two people. A variant of multi-class Adaboost method is proposed to automatically discover class-specific discriminative three-dimensional body parts. The proposed approach is tested on the authors newly introduced BIT-interaction dataset and the UT-interaction dataset. The results show that their proposed model is quite effective in recognising human interactions.
Introduction
Recognising human action in unconstrained videos has attracted growing interests because of its potential applications such as visual surveillance and video analysis. Many attempts have been made in previous research for recognising actions of one person and achieved promising results [1] [2] [3] [4] . However, few studies have been reported on recognising human interactions. There are several difficulties in this problem. One is that the body parts of a person are often occluded by the other interacting people. In addition, individual movements at different interaction classes could be very similar and thus are difficult to be discriminated. In complex scenes, interacting people may have overlapping motion patterns with irrelative moving objects (e.g. cars) in the background.
In this paper, we address the aforementioned problems in recognising human interactions by modelling two types of context: action context and body part context. The two types of context can be used to facilitate the recognition of human interaction. Action context encodes semantic action relationship between interacting people and can be used to make the individual actions fit in the context. Action context can greatly help disambiguate similar human movements and thus facilitate the recognition of human interaction. In Fig. 1a , the motion appearance of the left person is similar to that of 'hug' (Fig. 1b) . However, with the action context as well as the class of the other person, the action of the left person can be correctly classified as 'stretch hand'. With the true action classes of the two people, the interaction in Fig. 1a can be correctly recognised as 'handshake'.
The other kind of context required for accurately understanding human interaction is body part interdependencies. Such interdependencies model the motion constraints of body parts (e.g. the grasped hands of two people in 'handshake' action). By using body part information, we can cope with partial occlusion in human interaction, as shown in Fig. 1a .
This paper presents a novel hierarchical model for recognising human interaction. We unify the mutual dependencies at both the action level and the body part level in a coupled hidden conditional random field framework. A multi-class Adaboost is proposed in our work to automatically select class-specific discriminative three-dimensional (3D) body parts of interacting people. The implicit interdependencies between body parts are discovered using the minimum spanning tree algorithm. We fuse the local features of body parts with the large-scale global feature to model a person's action. This allows us to cope with human interactions with complicated pose configurations.
This paper is an extension of our previous work [5] . These extensions include a new discriminative 3D body part discovery method using a multiclass Adaboost method; a new human action representation and a new body part representation based on the bag-of-word model; an evaluation on a standard benchmark dataset (UT-interaction dataset).
Related work
Learning interactions (human-human, human-object and object-object) have received much attention recently. Oliver et al. [6] presented a coupled hidden Markov model framework to recognise human interaction in surveillance videos. Ryoo and Aggarwal [7] described a layered framework for recognising human interaction. Their method automatically detected actions and represented human interaction as a composition of multiple sub-actions. Interactions were recognised using a context-free grammar representation scheme. They further investigated the problem and proposed a spatio-temporal relationship match method to detect, localise and classify the actions in the video performed by multiple actors [8] . Lan et al. [9] proposed a discriminative model for recognising group activities. In their work, two types of contextual information, group-person interaction and person-person interaction, were explored. In addition, model structure was automatically determined in their work. Filipovych and Ribeiro [10] investigated human-object interaction recognition.
They represented appearances and spatio-temporal configurations of both actor and object in a joint probability distribution. Kjellström et al. [11] introduced a random field model to jointly capture manipulation actions and manipulated objects. Gupta et al. [12] presented two Bayesian approaches for classifying human-object interaction. Yao and Fei-Fei [13] explored mutual context of objects and human poses in humanobject interaction. Their results show the two difficult tasks (object detection and human pose estimation) can benefit greatly from each other. Gong and Xiang [14] proposed a dynamically multi-linked hidden Markov model for recognising group actions involving multiple objects.
Our work differs from previous studies in group action recognition. The work of [15] can recognise action of a group of people (e.g. hug) in cluttered scenes. However, they did not use the rich contextual information in human interaction, and they also treated the people as a whole and do not extract the movements of each person from the group. Thus, their method could not give the action label of each interacting person in the video simultaneously. In contrast, our approach utilises rich contextual information in human interaction and can recognise not only human interaction, but also each person's action in the interaction. Choi et al. [16] proposed a framework for recognising collective action. However, a collective action is limited to the coherent behaviour of individuals in time and space, that is, individuals in a collective action must have the same individual action. In our work there is no such restriction and relationship between interaction and individual action is automatically discovered. The method proposed in [9] uses global templates to model upright individuals. Our method introduces class-specific discriminative body parts to deal with interactions with complicated pose configurations.
Previous work on action recognition mainly focuses on recognising actions of one person. Local features have been proven to be effective in action recognition [17, 18] . Niebles et al. [19] used quantised local features and applied the probabilistic latent semantic analysis model (pLSA) and the latent Dirichlet allocation model to action recognition. Wong et al. [20] incorporated the structural information of local features into the pLSA and achieved promising results in classifying human actions. Combination of local and global features has been studied and showed its value in action recognition. Liu et al. [2] fused the spatial-temporal features with the spin-image features which captures holistic shape information. The two types of features are embedded into a common 66%-dimensional space. Wang and Mori [3] combined global features and local patch features (computed from optical flows) to classify human actions.
Our work is partially inspired by recent work on learning interaction [9, 11, 12] and part-based models [3, 21, 22] . In contrast to [9, 11, 12] , interaction recognition in this paper not only focuses on modelling the semantic relationship of multiple targets (two people's action classes in our work), but also on exploring constraints between parts of targets (motion constraints between body parts in our work). We show that using rich contextual information facilitates the recognition of human interaction in complex scenes.
Our method
Given human interaction data, we aim at recognising their interactions such as 'handshake', 'push', and so on. The major difficulties are due to the partially occluded body parts and visually similar individual movements in different interactions. In addition, even in the same interaction class, body part configurations of a person might differ in videos because of different personal habits (e.g. someone likes to In addition, some body parts are partially occluded However, using rich contextual information (action context and body part constraints) can facilitate the recognition task a Example frame of a human interaction in our BIT-interaction dataset b Visually similar movements in two different human interactions: handshake and hug www.ietdl.org pat the other's shoulder while shaking hands with that person but someone does not).
Intuitively, human interaction involves body part interaction (e.g. hand-hand interaction in 'handshake') and person-person interaction. Body part interaction defines motion interdependencies between body parts and personperson interaction expresses the semantic action interdependencies between people. We exploit two types of potential functions to smoothly incorporate such interdependencies into our hierarchical model. The recognition task can be facilitated with the rich and strong contextual information in our model. In this paper, we focus on the interaction of two people.
The flowchart of our approach is displayed in Fig. 2 . Given an interaction video, we first use a tracker to extract interacting people. The optical flow feature is then extracted for each interacting person to represent global motion of the person. We also employ a multi-class Adaboost algorithm to obtain 3D discriminative body parts. The global features and local 3D features of the two people are fed into our discriminative model and then the interaction is recognised.
Global feature
We use the optical flow [23] to capture the motion information of each person. The optical flow is represented by a robust motion descriptor [24] that performs reliably with noises and is able to deal with data that are not perfectly aligned. To compute the motion descriptor, we split the optical flow vector field F into two scalar fields corresponding to the horizontal and vertical components of the flow, F x and F y , each of which is the half-wave rectified into four non-negative channels so that
These channels are blurred by a Gaussian filter with the standard deviation of 2 and normalised to obtain the final four channels, Fb Computer vision experience suggests that computation of optical flow is not very accurate, particularly on coarse and noisy data, such as shadows, moving vehicles and tree leafs. Our insight is to treat these optical flow vectors not as precise pixel displacements at points, but simply as a spatial pattern of noisy measurements, which are aggregated using the four-channel motion descriptor. A key characteristic of this motion descriptor is that each channel is sparse and non-negative. In addition, to alleviate the effect of noisy feature, we model the action interdependencies between people, which provide a strong context for incorrectly recognised individual actions and thus make them better fit in the context. We believe these two schemes make our method more robust in real videos.
We introduce a motion vocabulary to effectively represent individual action. A popular method for building vocabulary is to reduce dimensionality of descriptors by principal component analysis (PCA) and then quantise dimensional reduced descriptors using k-means algorithm. However, since the two steps are disconnected, PCA does not capture indispensable dimensions for building a vocabulary. In addition, PCA is not optimised for data separability and thus could not provide a suitable sub-space for computing distance in clustering. In our work, we adopt the weighted adaptive metric learning (WAML) method [25] to quantise the optical flow descriptors into visual words. Different from traditional PCA with k-means framework, the WAML integrates the two independent steps, PCA and k-means, into a unified optimisation framework. This allows us to adaptively select crucial dimensions for building a discriminative codebook. Moreover, dimensionality reduction step in the WAML is optimised for class separability and adaptively adjusts the distance metric to improve the separability of data. Therefore, the WAML can learn a more discriminative codebook for action representation.
Local feature
We use a local 3D discriminative body part, which provides rich motion details of individuals to describe the local motion of individuals. Different from body parts detected by salient interest points [17, 18] , our 3D body parts (cuboids) are selected in a discriminative manner and are class-specific. Given four-channelled optical flow data, we use a sliding volume to sample O overlapping spatio-temporal cuboids from the data. Clearly, some of the sampled cuboids are associated with background while some of them are associated with an interacting individual. These cuboids play different roles in discriminating individual actions. For example, cuboids on hands are discriminative in distinguishing 'hand-shake' and 'kick' while they are less discriminative in differentiating 'boxing' and 'push'. By comparison, cuboids associated with background may not be that discriminative in recognising individual actions.
We extend the multi-class AdaBoost [26] to determine the discriminative power of cuboids. With the sampled cuboids, we collect all the low-level features x = x c p inside a cuboid, where p denotes position and C denotes one of the four optical flow channels. The weak classifier z t (·) is employed to select a single feature which best separates the positive and negative examples. For each feature, the weak classifier determines the optimal threshold classification function. The tth binary-class weak classifier z t (·) thus consists of a feature, f t a threshold θ t , and a polarity p t ∈ {−1, +1}, indicating the direction of the inequality sign
We use Z t (x) to denote the tth multi-class weak classifier based on the binary class classifier z t (x) using the one-vs-all strategy. Then the training error of the multi-class weak classifier Z t (x) can be computed as
where R is the number of data, w j denotes the weight for the jth data and δ(·) is the indicator function, which is 1 if y ≠ Z t (x j ); otherwise it is 0. y is the individual action label.
Features with lower error rates are selected as the features of the weak classifier. The score of a cuboid is defined as the weighted summation of predictions of all the T weak classifiers on the cuboid
Here α t is the weight for the tth weak classifier computed as
, where K denotes the number of individual classes. We use S(x) to score a cuboid x. A cuboid with high score means that it is much discriminative in recognising the individual action it corresponds to. For an interaction video, we select N cuboids in the video with highest scores. These cuboids are treated as local features and are fused with global features in a hierarchical conditional random field model. It should be noted that our multi-class Adaboost algorithm directly deals with multi-class problem. In addition, our Adaboost algorithm only requires ξ t > 1/K, or the accuracy of each weak classifier be better than random guessing rather than 1/2 which is easy to achieve. The main steps of our Adaboost algorithm are shown in Algorithm 1 (see Fig. 3 ).
Hierarchical model
The graphical illustration of our model is shown in Fig. 4a . Our model can be characterised as a hierarchical random field model, where A [ A denotes interaction class, H 1 and
are the action classes of two persons, respectively. We assume there is a set of hidden parts {P ij } N j=1 associated with the ith person. Each body part variable P j [ P describes a local cuboid x j . Action of the ith person is modelled by a large-scale global feature g i (x) (the rectangles in Fig. 4a and the rectangles in Fig. 4b ) and local cuboid features f i (x j ), (the shaded circles in Fig. 4a and the squares in Fig. 4b ).
Our model is based on the conditional random field (CRF) [27] . With the motion feature x of an video, the model is 
where H = (H 1 , H 2 ) is the action classes of two persons, P denotes the labels of all learned body parts of the two persons, x denotes the input training data including the global feature and the 3D local body part features, Λ is the model parameter, and Ψ(A, H, P, x; Λ) is a weighted summation of feature functions ψ e on each edge parameterised by
The potential functions characterise the compatibility of interaction class A, two people's action classes H, body part states P and action feature x. The details of the potential functions are described in the following.
3.3.1 Feature-related potentials: In our method, two global templates and a constellation of body part templates are included. Each of the global templates covers the entire body of a person, and the body part templates capture local cuboid features of that person. The body part templates express more motion details compared with the global template. For example, the individual action 'stretch hand' in the handshake interaction. The global template captures one's holistic body movements 'a standing person stretches his/her hand', whereas the body part templates could capture motion details in this interaction: 'two hands grasping each other and in most cases, accompanied by a brief up and down movement of the grasped hands'.
We model the agreement between global feature and individual action class by incorporating the person-global feature potential into our model. The person-global feature potential a T i c 1i H i , g i (x) for the ith person is defined as
where 1 H i =h ( ) denotes an indicator function, which is 1 if H i = h; otherwise it is 0. g i (x) is the global motion feature of the ith person. Similarly, we model the agreement between body part feature and body part states by the part-local feature potential b
where f i (x j ) is the concatenation of the local motion feature and the spatial location of the ith person's jth 3D cuboid. Local motion feature is a vector of four-channel motion feature Fb
in a small region. A video of a person is discretised into M 3D cuboids. The location of a cuboid x j is a vector of all zeros with a single 1 for the bin occupied by x j . In our work, one's body parts are automatically discovered.
Part-related potentials:
We observe that, in human interaction, interaction exists at the body part level. This interaction adds motion constraints to body parts; for example, the motion interdependencies between hand and arm in 'handshake'. These interdependencies provide rich contextual information and can be used to improve the performance of recognising human interaction.
In our work, the interdependencies at the part level are interpreted by the person-part potential g T i c 3i (H i , P ij ) and the person-part-part potential h T i c 4i (H i , P im , P in ). The person-part potential models the compatibility between a person's action class and the states of his/her body parts, which is defined as
The person-part-part potential models the motion constraints of a pair of parts in an individual action class. We define this potential as
Treating body parts P as hidden variables, our model is able to automatically discover all possible body part configurations in training dataset. Consequently, the situation where the movements of human body parts are inconsistent in the same individual action class can be handled. Assume that individual action class H 1 and H 2 are observed during training stage. This gives us two graphs, each of which is formed by the body parts of a person. The graphs determine the ability of our model to capture conditional dependencies between body part assignments. The work in [13] showed that a more expressive graph structure can be learned by using structure learning techniques. However, our model is part-based and contains a number of body parts. Consequently, finding the optimal connectivity pattern between body parts would be computationally expensive, especially when the number of people is large. To present a general and efficient framework, we, instead, model a human body by a tree structure using the minimum spanning tree. Inference on a tree is quite efficient and hence allows us to easily cope with multiple people interaction.
Action-related potentials:
The interaction is present at the body part level as well as at the action level. The interdependencies at the action level capture semantic action relationship between two people. They provide a strong context for incorrectly recognised individual actions and can correct misclassified individual actions. Therefore, the improved performance of individual action recognition can consequently improve the performance of inter-action recognition. We model the agreement of two people's action classes by the person-person potential λ T ψ 5 (H 1 , H 2 )
Take 'handshake' for example. for example, due to noisy feature such as shadows, moving vehicles and tree leafs. The action interdependencies can find out that the action pair 'stretch a hand' and 'punch' or 'grasp the other's hand' and 'punch' is unlikely to appear in any interaction classes. Therefore, the interdependencies will then correct the misclassified action and make the individual actions better fit in the context. In this work, human interaction is recognised by the individual actions of people. We introduce the group-person potential u T i c 6i A, H i to model the semantic context between the interaction class A and the action class of each person H 1 or H 2 . The definition of the group-person potential is defined as
The person-person potential and group-person potential incorporate the co-occurrence information of two persons' action classes and their interaction-action classes into the model, respectively. This information plays a key role in the recognition of human interaction and individual action. For example, given an action class of 'stretch hand', the action class of the other person is more likely to be 'stretch hand' and the interaction class is more possible to be 'handshake'.
Learning and inference
Let D = {〈x 1 , y 1 〉, …, 〈x M , y M 〉} be a set of labelled example where x m contains the global motion features of two persons and y m consists of labels of the interaction class A, the action classes of two persons H 1 and H 2 . We first train our multi-class Adaboost to select local 3D discriminative body parts and then train our hierarchical model. The main steps for training multi-class Adaboost are given in Algorithm 1 (see Fig. 3 ). For a video of the ith person, we use the score function defined in (3) to compute the discriminative power of 3D body parts. Then N body parts are selected which have the highest scores. Each 3D body part x j is assigned with a part label P j . A tree is used to capture the interdependencies between body parts by running the minimum spanning tree algorithm.
With the detected body parts, our model is trained by maximising the log-likelihood with respect to the model parameter Λ (see (11)) where the first term is the log-likelihood of our model proposed in (4) and the second term is the regularisation term over the model parameter Λ. We define this regularisation term as the log of Gaussian prior with variance σ 2 , that is, P(L) exp (1/2s 2 ) L 2 . We optimise the objective function in (11) using the limited-memory variable-metric gradient ascent method [28] . Marginal distributions P(P ij |H i , x), P(P im , P in |H i , x), P (H i |x) and P(H i , A|x) are required in computing gradient. We apply the belief propagation (BP) to compute the first two marginal distributions. The other distributions can be given by computing the joint distribution P(A, H|x) and then performing marginalisation.
Given a new test sequence, our aim is to predict its interaction class A. For the ith person, we apply our multi-class Adaboost algorithm to detect body parts for all individual action classes. This gives the model all instantiations of body part features. Then the energy term exp(Ψ(A, H, P, x; Λ)) in (4) with respect to the ith person can be computed with the learned model, all instantiations of body part features and the global motion features of the person. The probability distribution of the interaction class A can be derived by marginalising over H in the joint distribution P(A, H|x) and an interaction can be classified by picking the class label that gives the maximum of the probability.
Experiments

Datasets and preprocessing
We use the BIT-interaction dataset [29] to test our method. Videos in the dataset are captured in complex scenes with cluttered background. These videos contain changes in appearance, scale, illumination and viewpoint. In addition, subjects in a majority of the videos are partially occluded by body parts of the other person, poles, bridge, pedestrians, and so on. Moreover, there are some moving irrelative objects (e.g. cars and pedestrians) in the background and have overlapping motion patterns with the interacting people, which introduce much more noises and make the dataset more challenging. Our dataset consists of eight classes of human interactions. Each class contains 50 videos, to provide a total of 400 videos. The eight types of interactions are bow, boxing, handshake, high-five, hug, kick, pat and push. The interactions are composed by 12 types of individual actions: stand still, bow, punch, dodge fist, pat, stretch hand, raise hand, embrace, kick, dodge leg, push and step back. For simplicity, we denote a human interaction by the actions of two people: Interaction = {Action, Action}. Example frames are illustrated in Fig. 5 . In our dataset, we define bow = {stand still, bow}, boxing = {punch, dodge fist}, handshake = {stretch hand, stretch hand}, high-five = {raise hand, raise hand}, hug = {embrace, embrace}, kick = {kick, dodge leg}, pat = {stand still, pat} and push = {push, step back}.
We also test our method on the UT-interaction dataset introduced in [30] . This dataset contains six classes of interactions: handshake, point, hug, push, kick and punch. These six types of interactions are composed of 10 types of individual actions. Each class of interaction contains 10 videos, to provide 60 videos in total. All the videos in this dataset are captured at different scales and at different illumination conditions. Example frames are displayed in Fig. 6 . As shown in the figure, not only the interactions of target persons but also irrelative pedestrians are present in the videos.
We track each interacting person in videos. After stabilisation, the optical flow of the downsized images of each person is computed. The four channels of the optical flow are separated out using the method in Section 3.1, and then each channel is smoothed with a Gaussian filter. On BIT-interaction dataset, we randomly choose 272 video clips for training and use the remaining videos for testing. On the UT-interaction dataset, we use a leave-one-out training strategy. On both datasets, a training video is
www.ietdl.org labelled with its interaction class as well as the action classes of the two people.
Results
We conduct three experiments to test our model. In the first experiment, we test our method on BIT-interaction dataset and report the performance. Next, we investigate the contributions of the global template, the body part templates and the action context in our model. The bag-of-words approach [18] is applied as the baseline. At last, we compare our method with [8, 31] , and the bag-of-words approach on inter-action recognition. Evaluation on BIT-interaction dataset: In this experiment, we test the performance of our model on our BIT-interaction dataset. The confusion matrix is displayed in Fig. 7 . Our approach achieves 82.03% accuracy in classifying human interaction. As we observed, our model can recognise human interaction in some challenging situations, for example scene with people's shadows, people's body occlusion and viewpoint changes (Fig. 8a) . This is partially due to the effect of action context which places a strong prior on the action of each individual. In addition, thanks to the body parts to recognise human interaction with partially occluded body parts. The primary reason of misclassification is due to the influence of moving objects in the background, where the objects have overlapping motion patterns with the interacting people (e.g. cars, pedestrians in Fig. 8b ). BIT-interaction dataset contains 48 videos with moving objects in the background. The model without action context misclassified 25.78% of these videos. However, with action context, the misclassification rate decreases to 17.97%. Obviously, the action context reduces such misclassifications to a certain extent. Another reason for misclassification is due to the visually very similar human movements in some videos of different interactions, for example 'boxing' and 'push' (Fig. 5) .
Contributions of potentials: We further verify the benefits of fusing rich information in the full model, and investigate the contributions of the global template, the body part templates and the action context in the full model. We remove the body part templates, the global template and the action context from the full model, respectively, and obtain three different models: the global template model, the part template model and the model without action context. All part-based models are evaluated with the same graph structure. The results of these models are compared with our full model, the method proposed in [5] and the bag-of-words approach (use a codebook of size 1000 and a linear support vector machine classifier). Table 1 indicates that our full model outperforms all the other approaches. Compared with the baseline bag-of-words approach, the performance achieved by the full model is significant because of the use of rich contextual information in human interaction. The result of the full model outperforms the global template model, emphasising the importance of enriching the global template model with flexible body part templates as well as the class-specific local features. With body part templates, our model is capable of recognising human interaction with various pose configurations and partial occlusion. These are achieved by considering all possible configurations and weighting them according to their probability. As expected, the full model significantly outperforms the part template model. The reason is that the full model uses global features to capture rich and discriminative information while the part template model merely focuses on a small number of local features (ten 3D cuboids for each person), which are less expressive. The value of semantic relationship of actions can be clearly seen from the performance difference between the full model and the model without action context. The action context allows the full model to adjust the action label of one person according to the action label of the other person.
Therefore, the full model is able to recognise some challenging interaction videos, for example, people have partially overlapping motion patterns with moving objects in the background. Our method significantly outperforms [5] . Thanks to our 3D body part discovery method, discriminative local spatial-temporal information of each interacting person can be captured and performance of individual action recognition can be improved. Consequently, the performance of human interaction recognition can be improved given the correct individual action labels. However, in [5] , body parts only capture spatial information. In addition, the bag-of-word representations of human action and body parts in this work can alleviate the effect of noisy optical flow features; whereas in [5] they only use raw optical flow feature, which is very noisy and sensitive to background motion.
We demonstrate that our model facilitates the recognition of a person's action in Table 2 . Considering the person on the right (Person 2 in the table), combined with part templates, the full model achieves a better performance over the global template model. Similar to the results in interaction recognition, global template plays an important role in individual action recognition. Combined with global template, the full model significantly outperforms the part template model. Results also indicate that action context is beneficial in recognising a person's action in challenging environments. With action context, our full model shows significant improvements over the model without action context. It should be noted that all of our models except the part template model outperform the baseline bag-of-words approach because our models capture rich contextual information existing in human interaction, whereas the bag-of-words approach ignores this important information and accordingly achieves low accuracy. Similar to the interaction recognition results in Table 1 , our method achieves better results than [5] on individual action recognition. Compared with the raw optical flow feature used in [5] , our method uses the bag-of-word representations in both human action and body part, which increase the robustness of individual action representations to noises. In addition, our method utilises the 3D discriminative body part discovery method, which allows us www.ietdl.org to capture spatial-temporal local motion information for recognition. Compared with the 2D body parts in [5] , our 3D body part motion information captures local action temporal evolution of each person and provides more discriminative cue for recognition. Therefore, our method significantly outperforms [5] .
Comparison experiment: We also compare our method with the method proposed in [8, 31] using the UT-interaction dataset. A bag-of-words representation with a linear SVM classifier is applied as the baseline.
The confusion matrix of our model on the dataset is shown in Fig. 9 . Our method achieves 85% recognition accuracy in interaction recognition. The recognition accuracy of the 'punch' interaction is relatively low. This may be because of its similar appearance with 'handshake' and 'kick' human interaction. In [8] , the accuracy of 'punch' is also low, compared with other interaction classes. It should be noted that on the two datasets used for evaluating our method, 'punch' ('boxing' in BIT-interaction dataset) is a difficult human interaction to be distinguished from other interactions.
The comparison results, shown in Fig. 10 , demonstrate that our approach achieves better results and significantly outperforms the bag-of-words method. Yu et al. [31] fused local appearance and structural cues, and combined the pyramidal spatio-temporal relationship match method and the bag of semantic textons method. Our method utilises contextual information, which emphasises the importance of this information. Ryoo and Aggarwal [8] recognised interaction by computing the spatio-temporal relationship between feature points. Our method, on the other hand, concentrates on the core problem of human interaction recognition. Therefore, our method can discover more meaningful semantic context and is more effective in learning interactions.
Conclusions
We have proposed a hierarchical model for recognising human interaction in complex scenes. Our model captures the interdependencies at both the action level and the body part level. Essentially, the interdependencies at the action level are the semantic relationship between people's action classes. At the body part level, inter-dependencies define motion constraints between body parts. Using these interdependencies can greatly facilitate human interaction recognition in complex environments. We present a multi-class Adaboost to automatically select discriminative 3D body parts. The body part features are integrated with a large-scale global feature to jointly represent the action of each person. Results on our BIT-interaction dataset and the UT-interaction dataset show that our model is quite effective in recognising human interaction.
Our method relies on correct body part detections, which may be difficult to be captured in some challenging situations such as occlusions. In future work, we are going to investigate a joint learning formulation that simultaneously recognises human interactions and detect body parts. We believe these two tasks provide more context information for each other and benefit from each other. In addition, our method is now designed for recognising interaction between two people. We are going to explore an efficient model for group interaction recognition in future work. 
