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Abstract: We consider equilibrium states of weakly coupled anharmonic quan-
tum oscillators on Z. We consider the Resolvent CCR Algebra introduced by
D.Buchholtz and H.Grundling, and we show that the infinite volume limit of
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1 Introduction
In this article, we consider KMS states of certain one-parameter group of au-
tomorphisms of C∗-algebra associated with canonical commutation relations
(CCR) , which ,physically, correspond to equilibrium states of weakly coupled
anharmonic quantum oscillators on Z.
Let (X, σ) be a 2n dimensional real symplectic vector space with a non-
degenerate symplectic form σ and let ACCR(σ) be the CCR algebra associated
with (X, σ) which is a *-algebra of unbounded operators generated by formally
self-adjoint elements Ψ(f) (f ∈ X). Ψ(f) is linear on f , satisfying CCR
[Ψ(f),Ψ(g)] = iσ(f, g)1, Ψ(f)∗ = Ψ(f)
By the Heisenberg time evolution of a quantum observable Q associated with a
Hamiltonian, we mean
αt(Q) = e
itHQe−itH
This expression is formal . Both the Hamiltonian and elements Q of ACCR(σ)
are unbounded operators and we have to specify domains of operators. Unless
the Hamiltonian is bilinear in Boson operators Ψ(f), it is likely that αt(Q) is
not in ACCR(σ). A traditional way to handle ACCR(σ) is to consider unitaries
generated by Ψ(f), W (f) = eitΨ(f). The C∗-algebra generated by W (f) is
called the Weyl CCR algebra. The Weyl CCR algebra is a simple C∗-algebra
and was used in study of Bose-Einstein condensation of the ideal gas. (c.f.[6])
Specialists have realized that the Weyl CCR algebra is not a C∗-algebra
suitable for scattering theory and to statistical mechanics of interacting Bosons.
The fundamental problem is (non-)existence of one-parameter group of auto-
morphisms, which is physically equivalent to existence of the Heisenberg time
evolution as automorphisms of a C∗-algebra. To be precise, let us consider
the case of one degree of freedom. Let X = R2 with a symplectic basis q, p
with σ(q, q) = σ(p, p) = 0 , σ(q, p) = −σ(p, q) = 1. We consider the standard
representation on L2(R), hence q is the multiplication operator and p is the dif-
ferential operator. Let v(q) be a potential where v is continuous, with compact
support. Set h0 =
p2
2 and h = h0 + v(q). In [8], D.Buchholz and H.Grundling
pointed out that, for any bounded operator Q on L2(R),
eithQe−ith − eith0Qe−ith0
is a compact operator. (See also [11].) This implies that any C∗-algebra on
L2(R) invariant for both the free time evolution and the time evolution with a
potential v with a compact support must contain compact operators. This rules
out the Wey CCR algebra.
In their research of mathematical foundation of the supersymmetric quantum
field theory, D.Buchholz and H.Grunrdling introduced a new approach for study
of the CCR algebra, the Resolvent CCR algebra in [7] (See [8], [9] as well) The
resolvent CCR algebra is a unital C∗-algebra generated by the resolvent of the
field operators
R(λ, f) =
1
iλ+Ψ(f)
2
where λ is a non-zero real parameter. (See [8] for the precise definition of the
resolvent CCR algebra.)
The Resolvent CCR algebra has several advantages.
(i) Singular representations of the CCR algebra with infinite field strength can
be characterized in terms of the kernel of the semi-resolvent operators.
(ii) The Fock representation is faithful and there is a one-to-one correspondence
between the regular representations of the Weyl CCR algebra and those of the
resolvent CCR algebra.
(iii) The resolvent CCR algebra for a finite quantum system contains compact
operators.
Later, we will see the Hamiltonians of weakly coupled anharmonic oscillators
gives rise to a one-parameter group of automorphisms on the resolvent CCR
algebra and we consider KMS states.
To describe precise statements of our results, we introduce notations now.
For any positive integer L we set
ΛL = { j ∈ Z | −L < j ≤ L } ⊂ Z
HΛL = ⊗k∈ΛLL
2(R, dxk)
and let Bn be the unital abelian C∗-algebra on HΛL generated by the unit and
multiplication operators associated with the functions of the form
f(s−L+1x−L+1 + s−L+2x−L+2 · · ·+ sLxL)
where f(x) is a continuous function (with a single real variable) vanishing at
infinity and s−L+1, · · · sL are real constants. Let RL be the unital C∗-algebra
on HΛL generated by the unit and operators
g(s−L+1x−L+1 + · · ·+ sLxL + t−L+1p−L+1 + · · ·+ tLpL)
where g(x) is a continuous function (with a single variable) vanishing at infinity,
sk, tl(k, l ∈ ΛL) are real constants and pk be the quantum mechanical momen-
tum operator pk = −i
∂
∂xk
. Due to the tensor product structure of HΛL we obtain
the natural inclusion RL ⊂ RM if L < M . The inductive limit C
∗-algebra of
∪LRΛL is denoted by R. We call RL and R the resolvent CCR algebra.
Theorem 1.1 Let HL be the Schro¨dinger operator defined by
HL =
L∑
k=−L+1
{
p2k + ω
2x2k + V (xk)
}
+
L−1∑
k=−L+1
ϕ(xk − xk+1) (1.1)
where the potential V and ϕ are rapidly decreasing smooth functions.
α˜Lt defined on the Fock representation via the following equation
α˜Lt (Q) = e
itHLQe−itHL , Q ∈ RL (1.2)
gives rise to a one-parameter group of automorphisms on RL.
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Combined with Lieb-Robinson bound techniques on Fock spaces, (c.f. [12],
[14], [16], [17], [18] ,[21]) a C∗-dynamical systems can be introduced for weakly
coupled anharmonic oscillators on the infinite lattice Z.
Theorem 1.2 The infinite volume limit
αt(Q) = lim
L→∞
α˜Lt (Q) (1.3)
exists in the norm topology of R. Let H free be the Hamiltoninan of decoupled
oscillators
H free =
∞∑
k=−∞
{
p2k + ω
2x2k + V (xk)
}
(1.4)
and set αfreet (Q) = e
itHfreeQe−itH
free
.
Then, αt◦αfree−t (Q) and α
free
−t ◦αt(Q) are continuous in t for the norm topology
of R.
Independently, D.Buchholz obtained the infinite volume limit of dynamics for
more general models by different methods in [10]. We believe that application
of Lieb-Robinson bound techniques in itself will be useful for more advanced
research in future.
The main results of this paper is uniqueness of the regular KMS states of
weakly coupled quantum oscillators. Uniqueness of the KMS states for one-
dimensional quantum systems is a well-known fact, however, in our case, the
time evolution αt is not norm continuous in t. αt is continuous in weak topology
on the GNS representations which is locally quasi-equivalent to the standard
Fock representation. We will see that there exists a infinite volume limit ψ of
KMS states of finite systems such that the restriction ψ to each finite volume
is normal to the Fock representation and ψ(Qαt(R)) is continuous in t. By
regularity of states we mean states locally normal to the standard Fock state.
(See Definition 5.1 and Theorem 5.8 below .)
Theorem 1.3 The regular KMS state associated with the Hamiltonian (1.1)
exists, and is unique.
Statistical Mechanics of anharmonic crystals with the Hamiltonian (1.5) de-
fined below has been extensively studied by several people. (c.f. [1], [15] and
the references therein)
H =
∑
j∈Zd
{p2j + V (xj)}+
∑
j,i∈Zd,||i−j||=1
|xi − xj |
2 (1.5)
where V is a polynomial giving rise to a double well potential. Note that, in
our anharmonic crystal, Bose particles are fixed on the lattice sites and they are
distinguishable.
Results obtained so far are based on perturbation theory and for developing
a general theory a missing point is a suitable C∗-algebra describing full quan-
tum observables. We believe that the resolvent CCR algebra introduced by
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D.Buchholz and H.Grunrdling is the right staff for handling the full quantum
system including momentum operators. We hope the results of this article is
the first step of understanding equilibrium states of anharmonic crystals.
2 Resolvent CCR algebra
In this section, we introduce the notation and recall the results of the resolvent
CCR algebra in [8].
For a given subset Λ ⊂ Z, we denote cc(Λ) by the space of all finitely
supported function f : Λ → C. We define the symplectic form σ on cc(Λ) by
σ(f, g) = Im 〈f, g〉ℓ2 for f, g ∈ cc(Λ), where 〈, 〉ℓ2 is the canonical inner product
on ℓ2(Z). Then cc(Λ) equipped with σ is also a symplectic space.
We consider the Hilbert space HΛ associated with any finite subset Λ of Z
defined by
HΛ =
⊗
k∈Λ
L2(R, dxk),
where dxk is the Lebesgue measure on R. To simplify the notation, for any
finite subsets Λ ⊂ Γ ⊂ Z, we identify the linear operator A on HΛ with the
linear operator A ⊗ 1Γ\Λ on HΓ, where 1Γ\Λ is the identity operator on HΓ\Λ.
Thus, for any finite subset Λ ⊂ Z, we identify the multiplication operator xk on
L2(R, dxk), k ∈ Λ, and xk ⊗ 1Λ\{k} on HΛL . Also, we identify the differential
operator pk = −i
∂
∂xk
and pk ⊗ 1Λ\{k}. We denote the trace on HL by TrL.
For any subset Λ of Z, we denoteW(Λ) and R(Λ) by the Weyl CCR algebra
and the resolvent CCR algebra over (cc(Λ), σ), respectively. The definitions of
the Weyl CCR algebra and the resolvent CCR algebra are as follows.
The Weyl CCR algebra is the C∗-algebra generated by W (f), f ∈ cc(Λ),
satisfying
W (f)∗ = W (−f),
W (f)W (g) = e−i
σ(f,g)
2 W (f + g)
for all f, g ∈ cc(Λ) (see e.g. [6, Theorem 5.2.8.].).
The resolvent CCR algebra R(Λ) is the universal C∗-algebra generated by
R(λ, f), λ ∈ R\{0}, f ∈ cc(Λ), satisfying
R(λ, 0) = −
i
λ
, (2.1)
R(λ, f)∗ = R(−λ, f), (2.2)
νR(νλ, νf) = R(λ, f), (2.3)
R(λ, f)−R(µ, f) = i(µ− λ)R(λ, f)R(µ, f), (2.4)
[R(λ, f), R(µ, g)] = iσ(f, g)R(λ, f)R(µ, g)2R(λ, f), (2.5)
R(λ, f)R(µ, g) = R(λ+ µ, f + g){R(λ, f) + R(µ, g)
+iσ(f, g)R(λ, f)R(µ, g)} (λ 6= −µ), (2.6)
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where λ, µ, ν ∈ R\{0} and f, g ∈ cc(Λ). (See [8].) For any subset Λ ⊂ Z,
the resolvent CCR algebra R(Λ) is the inductive limit of the net of all finite
dimensional non-degenerate symplectic subspaces of cc(Λ) [8, Theorem 4.9 (ii)].
For any positive integer L, we set ΛL = {j ∈ Z | −L < j ≤ L}. For
simplicity, we set R = R(Z) and RL = R(ΛL). Also, we set RLc = R(Z\ΛL)
and RL′\L = R(ΛL′\ΛL), for any positive integers L ≤ L
′. For the Weyl
CCR algebra, we also set W = W(Z), WL = W(ΛL), WLc = W(Z\ΛL) and
WL′\L =W(ΛL′\ΛL), for any positive integers L ≤ L
′.
Let π0 be the Schro¨dinger representation ofR(Λ) on HΛ. Due to [8, Theorem
4.10], π0 is a faithful representation of R(Λ).
3 Lieb-Robinson bounds and limiting dynamics
for the resolvent CCR algebra
In this section, we prove the LiebLieb-Robinson bounds for weakly coupled an-
harmonic quantum oscillators on the resolvent CCR algebra. First, we introduce
the notation.
For any L ∈ N and positive constant ω ≥ 0, let HhL be the self-adjoint
operator on HΛL defined by
HhL =
∑
k∈ΛL
(p2k + ω
2x2k).
We define the automorphism α˜h,Lt on B(HΛL) by
α˜h,Lt (Q) = e
itHhLQe−itH
h
L , Q ∈ B(HΛL).
Since the automorphism α˜h,Lt induce the symplectic transform on (cc(ΛL), σ),
α˜h,Lt is an automorphism on π0(RL). Let Φ be the map from any finite subset
Λ of Z to B(HΛ) defined by
Φ(Λ) =


V (xk) (Λ = {k})
ϕ(xk − xk+1) (Λ = {k, k + 1})
0 (otherwise)
, (3.1)
where V and ϕ are real valued Schwarz functions on R. The function V repre-
sent anharmonicity of the potential of the system and ϕ corresponds to the
nearest neighbor interaction of particles. For any finite subset Γ ⊂ Z, we
set Υ(Γ) =
∑
Λ⊂ΓΦ(Λ). For simplicity, we set ΥL = Υ(ΛL), L ∈ N and
ΥL′\L = Υ(ΛL′\ΛL) whenever L ≤ L
′. Let HL be the self-adjoint operator on
HΛL defined by
HL = H
h
L +ΥL =
∑
k∈ΛL
(p2k + ω
2x2k + V (xk)) +
∑
k,k+1∈ΛL
ϕ(xk − xk+1). (3.2)
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3.1 Proof of Theorem 1.1
As the Fock representation is faithful , we consider the convergence in strong
and norm topologies of operator valued integral on the Fock space. Let UL(t)
be the unitary operator on HΛL defined by UL(t) = e
itHLe−itH
h
L . By using the
Dyson series expansion of UL(t), we obtain
UL(t) = 1+
∑
n≥1
in
∫ t
0
dt1
∫ t1
0
dt2 · · ·
∫ tn−1
0
dtnα˜
h,L
tn (ΥL) · · · α˜
h,L
t1 (ΥL).
(See e.g. [6, Theorem 3.1.33].) Generally speaking, the above integral makes
sense in the weak topology on the Fock space. However, in our current situation,
D.Buchholz and H.Grundling have shown that∫ t
0
α˜h,Ltn (V (xk),
∫ t
0
α˜h,Ltn (ϕ(xk − xk−1)
are norm continuous families of elements of the resolvent CCR algebra. (See
[8, Proposition 6.1] and [8, Proof of Proposition 7.1]) and as a consequence, the
Dyson series converge in the norm topology.
Thus, α˜Lt is a one-parameter group of automorphism on π0(RL).
3.2 Lieb-Robinson bounds and limiting dynamics
Next, we consider the Lieb-Robinson bound of the automorphism α˜t
L. Before
we prove the Lieb-Robinson bound of α˜t
L, we introduce the following notations.
(See also [19], [20] and [21].)
We set
H freeL =
∑
k∈ΛL
(p2k + ω
2x2k + V (xk))
and
αfree,Lt (Q) = e
itHfreeL Qe−itH
free
L , Q ∈ RL.
For any subset Γ ⊂ Z and any finite subset Λ ⊂ Γ, we set
SΓ(Λ) = {X ⊂ Γ | X ∩ Λ 6= ∅, X ∩ (Γ\Λ) 6= ∅}.
If Γ = Z, then we denote S(Λ) by SZ(Λ). Let ∂ΦΛ be the subset of Λ defined
by
∂ΦΛ = {x ∈ Λ | for someX ∈ S(Λ)with x ∈ X,Φ(X) 6= 0}.
For any finite subsets Γ1,Γ2 ⊂ Z, we set
D(Γ1,Γ2) = min


∑
x∈∂ΦΓ1
∑
y∈Γ2
1
1 + |x− y|
,
∑
x∈Γ1
∑
y∈∂ΦΓ2
1
1 + |x− y|

 .
7
For L ∈ N, we set C = 4
∑
x∈Z
1
(1+|x|)2 . We define the norm ‖·‖int of the map
Φ by
‖Φ‖int = sup
x,y∈Z
x 6=y
1
(1 + |x− y|)2
∑
Λ:x,y∈Λ⊂Z
|Λ|<∞
‖Φ(Λ)‖
where |Λ| is the number of elements of Λ.
Lemma 3.1 Let Γ1 and Γ2 be finite disjoint subsets of Z. For any finite subset
ΛL of Z, L ∈ N, with Γ1 ∪ Γ2 ⊂ ΛL and arbitrary Q ∈ π0(R(Γ1)) and R ∈
π0(R(Γ1)), it follows that∥∥∥[α˜Lt (α˜free,L−t (Q)), R]∥∥∥ ≤ 2 ‖Q‖ ‖R‖C
(
e2‖Φ‖intC|t| − 1
)
D(Γ1,Γ2). (3.3)
holds for any t ∈ R.
Proof. Let ϕ(ΛL) =
∑
k,k+1∈ΛL
ϕ(xk+1 − xk) and for any finite subset Λ ⊂ Z
let Q(Λ) be the norm dense subset of π0(R(Λ)) defined by
Q(Λ) = span{π0(R(λ1, f1) · · ·R(λn, fn)) | λi ∈ R\{0}, fi ∈ cc(Λ), i = 1, · · · , n, n ∈ N}.
Put
F (t) =
[
α˜Lt
(
α˜free,L−t (Q)
)
, R
]
, (3.4)
for Q ∈ Q(Γ1) and R ∈ Q(Γ2). Since R(λ, f) preserves the domain of multipli-
cation and differential operators by [8, Theorem4.2 (i)] and the Schwarz function
in HΛL is analytic elements for the operator
∑
k∈ΛL
(p2k + ω
2x2k + V (xk)), the
function F is strongly differentiable. Thus, the derivation of F is
d
dt
F (t) = i
[
α˜Lt (ϕ(ΛL)), F (t)
]
− i
[
α˜Lt
(
α˜free,L−t (Q)
)
,
[
α˜Lt (ϕ(ΛL)), R
]]
. (3.5)
Since α˜Lt is strongly continuous on HΛL , the solution F (t) of the equation (3.5)
satisfies the following estimate by [21, Lemma 2.2]:
‖F (t)‖ ≤ ‖F (0)‖+
∫ |t|
0
ds
∥∥∥[α˜Ls (α˜free,L−s (Q)) , [α˜Ls (ϕ(ΛL)), R]]∥∥∥ .
Since for any subset Λ ⊂ Z, Q(Λ) is a norm dense subset in π0(R(Λ)), the above
inequality holds for any elements of Q ∈ π0(R(Γ1)) and R ∈ π0(R(Γ2)).
By the proof of [21, Theorem 3.1], we get∥∥∥[α˜Lt (α˜free,L−t (Q)), R]∥∥∥ ≤ 2 ‖Q‖ ‖R‖C
(
e2‖Φ‖intC|t| − 1
)
D(X,Y ). (3.6)
for any Q ∈ π0(R(Γ1)) and R ∈ π0(R(Γ2)).
We define the automorphisms αLt and α
h,L
t (t ∈ R) on RL by
αLt (Q) = π
−1
0 (e
itHL)Qπ−10 (e
−itHL), (3.7)
αfree,Lt (Q) = π
−1
0 (e
itHfreeL )Qπ−10 (e
−itHfreeL ) (3.8)
for Q ∈ RL. Note that the Schro¨dinger representation π0 is faithful representa-
tion. Thus, we get the following.
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Corollary 3.2 Let Γ1 and Γ2 be finite disjoint subsets of Z. For any finite ΛL
with Γ1 ∪ Γ2 ⊂ ΛL and arbitrary Q ∈ R(Γ1) and R ∈ R(Γ1), it follows that∥∥∥[αLt (αfree,L−t (Q)), R]∥∥∥ ≤ 2 ‖Q‖ ‖R‖C
(
e2‖Φ‖intC|t| − 1
)
D(Γ1,Γ2). (3.9)
holds for all t ∈ R.
Theorem 3.3 For any t ∈ R, L ∈ N and Q ∈ RL, the norm limit
lim
N→∞
αNt (Q) = αt(Q) (3.10)
exists and the convergence is uniform for t in compact sets.
Proof. The assertion follows from the proof of [21, Theorem4.1] and the above
corollary.
Finally, we give the proof of Theorem 1.2.
3.3 Proof of Theorem 1.2.
The existence of the infinite volume limit is proven in Theorem 3.3. Thus, we
prove the continuity of αt ◦ αfree−t in t ∈ R. We may assume that t ∈ [0, T ]. By
the Dyson series expansions of eitHLe−itH
free
L , we obtain
∥∥∥eitHLe−itHfreeL − 1∥∥∥ =
∥∥∥∥∥∥
∑
n≥1
in
∫ t
0
dt1 · · ·
∫ tn−1
0
dtnαtn(ϕ(ΛL)) · · ·αt1(ϕ(ΛL))
∥∥∥∥∥∥
≤ e2L‖ϕ‖∞T − 1, (3.11)
where ϕ(ΛL) =
∑
k,k+1∈ΛL
ϕ(xk+1 − xk). Note that ‖Φ‖int ≤
1
4 ‖ϕ‖∞, where
‖ϕ‖∞ is the supremum norm of ϕ. By using the estimate (83) of the proof of
[21, Theorem 4.1], for any L ∈ N, L ≤ N ≤ N ′ and Q ∈ RL, we have∥∥∥αN ′t ◦ αfree,N ′t (Q)− αNt ◦ αfree,Nt (Q)∥∥∥
≤
1
2
T (1 + e
1
2C‖ϕ‖∞T ) ‖Q‖
∑
k∈ΛL
∑
l∈ΛN′\ΛN
1
(1 + |k − l|)2
.
Thus, when N = L and N ′ →∞, we obtain∥∥∥αt ◦ αfreet (Q)− αLt ◦ αfree,Lt (Q)∥∥∥ ≤ T (1 + e 12C‖ϕ‖∞T ) ‖Q‖LC. (3.12)
By (3.11) and (3.12), it follows that∥∥αt ◦ αfreet (Q)−Q∥∥ ≤ ∥∥∥αt ◦ αfreet (Q)− αLt ◦ αfree,Lt (Q)∥∥∥
+2
∥∥∥eitHLe−itHfreeL − 1∥∥∥ ‖Q‖
≤ T (1 + e
1
2C‖ϕ‖∞T ) ‖Q‖LC + 2(e2TL‖ϕ‖∞ − 1) ‖Q‖ .
Thus, we are done.
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4 Regular states of the resolvent CCR algebra
In this section, we consider regular states on RL, L ∈ N, or R. Recall that a
state ψ on RL or R is regular, if and only if ker(πψ(R(λ, f))) = {0} for any
λ ∈ R\{0} and f ∈ cc(ΛL) or f ∈ cc(Z), respectively, where πψ is the GNS
representation associated with ψ. ( c.f. [8, Definition 4.3] ) In another word ,
πψ(R(λ, f)) is the resolvent of a closed operator if ψ is regular. Note that there
is a one-to-one correspondence between a regular state of R and that ofW . (See
[8, Corollary 4.4.] .) and by abuse of notations, we employ the same notation ,
ψ or ϕ etc. for the regular states of R and W .
The following claims are straight forward implication of the Stone-von Neu-
mann uniqueness theorem. (See e.g. [6, Corollary 5.2.15].)
Lemma 4.1 Let ψ be a regular state of RL. Then. ψ is normal with respect to
the Fock representation.
Corollary 4.2 Let ψ be a regular state on RL. Then there exists a positive
trace class operator ρ on HΛL such that TrL(ρ) = 1 and ψ(Q) = TrL(ρπ0(Q)),
where π0 is the Schro¨dinger representation of RL and TrL is the trace on HΛL .
Lemma 4.3 Let ψ be a regular state on RL, L ∈ N. Let (Hψ, πψ , ξψ) be the
GNS representation of ψ. Put K(ΛL) = π
−1
0 (K(HΛL)), where K(H) is the set of
all compact operator on a Hilbert space H. Then, πψ(K(ΛL)) is weekly dense in
πψ(RL)
′′.
Proposition 4.4 Let ψ be a regular state on RL, L ∈ N. Then, ψ(αLt (Q)R)
is continuous on t ∈ R for any Q,R ∈ RL where αLt is defined in (3.7).
Proof. In B(HΛL), we consider the Dyson series of UL(t) = e
itHLe−itH
h
L and
UL(t)− 1 has the following estimate:
‖UL(t)− 1‖ =
∥∥∥∥∥∥
∑
n≥1
in
∫ t
0
dt1 · · ·
∫ tn−1
0
dtnα˜
h,L
tn (ΥL) · · · α˜
h,L
t1 (ΥL)
∥∥∥∥∥∥
≤ (e|t|‖ΥL‖ − 1).
Note that α˜h,Lt preserve the set of all of compact operators K(HΛL) and for
Q ∈ K(HΛL), α˜
h,L
t (Q) is norm continuous. Since for Q ∈ K(HΛL), we obtain∥∥eitHLQe−itHL −Q∥∥ = ∥∥∥UL(t)eitHhLQe−itHhLUL(t)−1 −Q∥∥∥
≤ 2(e|t|‖ΥL‖ − 1) ‖Q‖+
∥∥∥α˜h,Lt (Q)−Q∥∥∥ . (4.1)
Since the Schro¨dinger representation π0 is faithful, for any Q ∈ K(HΛL), α˜
L
t (Q)
is norm continuous for t ∈ R. By Corollary 4.2 and Lemma 4.3, ψ(RαLt (Q)) is
continuous for R,Q ∈ RL.
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Next let us recall the definition of quasi-containment. Let A be a C∗-
algebra and let (H1, π1) and (H2, π2) be nondegenerate representations of A.
The representations π1 and π2 is quasi-equivalent, if there exists an isomor-
phism γ : π1(A)′′ 7→ π2(A)′′ such that γ(π1(A)) = π2(A) for all A ∈ A (see
also [6, Definition 2.4.25] and [6, Theorem2.4.26]). If a subrepresentation of
π1 is quasi-equivalent to π2, then π1 is quasi-contain π2. The next lemma is
essentially due to [2, Lemma 1].
Lemma 4.5 Let ψ1 and ψ2 be regular states on R and (H1, π1, ξ1) and (H2, π2, ξ2)
be the GNS representations associated with ψ1 and ψ2, respectively. If π1 does
not quasi-contain π2, then there exists a sequence of projections em ∈
⋃
L∈N RL
such that
lim
m
ψ1(em) = 0, (4.2)
lim
m
ψ2(em) = a > 0. (4.3)
Proof. Put H = H1⊕H2, π = π1⊕π2, ξ˜1 = ξ1⊕0, ξ˜2 = 0⊕ ξ2 and M = π(R)′′.
Note that π is a regular representation of R. Let E1 and E2 be the projections
from H onto H1 and H2, respectively. By the assumption, there exists a central
projection E ∈ M ∩M′ such that EE1 = 0, E ≤ E2. By Kaplansky’s density
theorem, there exists self-adjoint elements an ∈ RL(n) such that
st- lim
n
π(an) = E,
where the st- lim is the strong limit in H. By the regularity of π, Lemma 4.3 and
Kaplansky’s density theorem, there exists self-adjoint elements b
(n)
m ∈ K(ΛL(n))
such that
st- lim
m
π(b(n)m ) = π(an).
Note that the spectral projections of b
(n)
m are also contained in RL. Let en be
the spectral projection of b
(n)
m for an interval [1 − δ, 1 + δ], where δ ∈ (0, 1) is
fixed. Then, en ∈ K(ΛL(n)) ⊂ RL(n) and st- limn π(en) = E.
Thus, limn ψ1(en) = 0, limn ψ2(en) = a > 0.
4.1 Relative entropy
In this subsection, we recall the definition and the properties of the relative
entropy of normal states of von Neumann algebras.
The relative entropy for positive normal linear functionals on a von Neumann
algebra was introduced by H. Araki in [3] and [4]. Let ψ1 and ψ2 be positive
normal linear functionals over a von Neumann algebra M. Due to the theory
of standard form of von Neumann algebra, there exists a Hilbert space H and
ξ1, ξ2 ∈ H such that ψ1(a) = 〈ξ1, aξ1〉 and ψ2(a) = 〈ξ2, aξ2〉, a ∈M.
Let Sξ2,ξ1 be the closable densely defined conjugate linear operator Sξ2,ξ1
defined by
Sξ2,ξ1aξ1 = a
∗ξ2,
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for a ∈M. The relative modular operator ∆ξ2,ξ1 is , by definition,
∆ξ2,ξ1 = S
∗
ξ2,ξ1Sξ2,ξ1 , (4.4)
where Sξ2,ξ1 is the closure of the operator Sξ2,ξ1 . We denotes the projection onto
M′ξ1 snd M′ξ2 on H by s(ψ1) and s(ψ2), respectively. We define the relative
entropy SA(ψ1, ψ2) of ψ1 and ψ2 by
SA(ψ1, ψ2) =
{
−
∫∞
0
log(λ)d(ξ1, E(λ)ξ1), if (s(ψ1) ≤ s(ψ2))
∞ otherwise
. (4.5)
A. Uhlmann introduced the relative entropy for positive linear functionals on
a (not necessarily normed) ∗-algebra. (c.f. [24].) We denote the relative entropy
defined by A.Uhlmann by SU . The definition of relative entropy of A, Uhlmann
and that of H.Araki coincide for any positive normal linear functionals on any
von Neumann algebra (see [13].). We recall that basic properties of relative
entropy.
Lemma 4.6 ([13, Lemma 3.1]) Let A be a unital C∗-algebra and π be a non-
degenerate representation of A on a Hilbert space. If ψ1 and ψ2 are positive
linear functionals of A with normal extensions ψ̂1 and ψ̂2 to π(A)′′ such that
ψ1(A) = ψ̂1(π(A)) and ψ2(A) = ψ̂2(π(A)), A ∈ A, then
SU (ψ1, ψ2) = SA(ψ̂1, ψ̂2). (4.6)
Thus, in this paper, by the relative entropy of states on a unital C∗-algebra,
we mean the relative entropy of normal extension of states to the von Neumann
algebra associated with the GNS representation . More precisely, let A be a
C∗-algebra and π be a non-degenerate representation of A on a Hilbert space
H. Let ψ̂1 and ψ̂2 be positive normal linear functionals on π(A)′′. We set
ψ1(A) = ψ̂1(π(Q)) and ψ2(A) = ψ̂2(π(Q)) for Q ∈ A. The relative entropy
S(ψ1, ψ2) of ψ1 and ψ2 is defined by
S(ψ1, ψ2) = SA(ψ̂1, ψ̂2).
Lemma 4.7 Let ψ1 and ψ2 be a regular states on R. Then
S(ψ1 ↾RL , ψ2 ↾RL) = S(ψ̂1 ↾π0(RL)′′ , ψ̂2 ↾π0(RL)′′). (4.7)
Proof. By Corollary 4.2, there exists trace class operators ρ1 and ρ2 on HΛL .
Thus, we set ψ̂1(π0(Q)) = TrL(ρ1π0(Q)) and ψ̂2(π0(Q)) = TrL(ρ2π0(Q)) for
Q ∈ RL. Then, we obtain
S(ψ1 ↾RL , ψ2 ↾RL) = S(ψ̂1 ◦ π0 ↾RL , ψ̂2 ◦ π0 ↾RL)
= S(ψ̂1 ↾π0(RL)′′ , ψ̂2 ↾π0(RL)′′).
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Lemma 4.8 ([22, Corollary 5.12 (iii)]) Let N ⊂ M be von Neumann algebras
and ψ1 and ψ2 be normal states on M. Assume there exists a norm one projec-
tion from M to N. Then
0 ≤ S(ψ1 ↾N, ψ2 ↾N) ≤ S(ψ1, ψ2). (4.8)
By the same argument as that in [2], we have the following.
Lemma 4.9 Let ψ1 and ψ2 be regular states on R. If
sup
L∈N
S(ψ1 ↾RL , ψ2 ↾RL) ≡ µ <∞, (4.9)
then π2 quasi contains π1 where πj is the GNS representation of R associated
with ψj, j = 1, 2.
Proof. Assume that π2 does not quasi-contain π1. By Lemma 4.5, there exists
a sequence of projections en ∈ RL(n) such that
lim
n
ψ1(en) = a > 0,
lim
n
ψ2(en) = 0.
Then,
−ψ1(en) logψ2(en)→∞.
Consider the C∗-subalgebra Bn of RL(n) generated by en and 1−en. By Lemma
4.7 and Lemma 4.8,
S(ψ1 ↾RL , ψ2 ↾RL) = S(ψ̂1 ↾π0(RL(n))′′ , ψ̂2 ↾π0(RL(n))′′)
≥ S(ψ̂1 ↾π0(Bn)′′ , ψ̂2 ↾π0(Bn)′′)
= ψ1(en) log
ψ1(en)
ψ2(en)
+ ψ1(1− en) log
ψ1(1 − en)
ψ2(1 − en)
.
The above estimate contradict to the assumption.
Finally, we recall the continuity of the relative entropy.
Lemma 4.10 ([22, Corollary 5.12 (i)]) Let ψi, ψ, φi and φ be normal states on
a von Neumann algebra M. If ψi and φi converge to ψ and φ in σ(M∗,M)
topology, respectively, then
S(ψ, φ) ≤ lim inf
i
S(ψi, φi). (4.10)
5 KMS states on the resolvent CCR algebra
In this section, we consider KMS states on the resolvent CCR algebra.
In our model, the time evolution αt(Q) is not be norm continuous as a
function of t for certain Q. However, the set of elements Q for which αt(Q) have
analytic extension as functions of t is weakly dense in regular representations.
We introduce the notion of KMS states in the following manner.
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Definition 5.1 Let αt, t ∈ R, be a (not necessarily continuous) one-parameter
group of ∗-automorphism on a unital C∗-algebra A. The state ψ is an (α, β)-
KMS state, if ψ is α invariant state, i.e. ψ(αt(Q)) = ψ(Q), Q ∈ A, and
ψ(Qαt(R)) is a continuous function in t ∈ R for any Q,R ∈ A satisfying the
KMS boundary condition, namely, there exists a function FQ,R(t) holomorphic
in Iβ, bounded continuous on the closure of Iβ such that
FQ,R(t) = ψ(Qαt(R)), FQ,R(t+ iβ) = ψ(αt(R)Q) (5.1)
for any Q,R ∈ A.
5.1 KMS state associated with the weakly coupled anhar-
monic oscillators
In this subsection, we consider KMS states on the resolvent CCR algebra asso-
ciated with the anharmonic dynamics defined in (3.2).
To begin with, we recall for our resolvent CCR algebra there exists the trivial
(not interesting) state ψtrivial defined by
ψtrivial(R(λ1, f1)R(λ2, f2) · · ·R(λk, fk)) = 0 (5.2)
for any λi ∈ C and fj .
For any finite system, we have decomposition of the KMS state into the
regular part and the singular part.
Lemma 5.2 We identify RL with operators in the Schro¨dinger representation
on HΛL = L
2(R2L) and Let KL be the algebra of compact operators on L2(R2L)
which we regard as a sub-algebra of RL . Let H be a positive self-adjoint oper-
ator on HΛL satisfying the following conditions. :
(a) eitHπΛL(Q)e
−itH (Q ∈ RL) gives rise to a one-parameter group of auto-
morphisms of RL denoted by αt(Q). πΛL(αt(Q)) = e
itHπΛL(Q)e
−itH
(b) e−βH is a trace class operator on HΛL .
Let ψβ be a β-KMS state for αt. There exist β-KMS states ψs and ψr satisfying
the following properties.
(i) The kernel of the GNS representation for ψs contains the compact operator
algebra KL on HΛL .
(ii) ψr is the regular KMS state defined by
ψr(Q) =
trHΛL (e
−βHQ)
trHΛL (e
−βH)
, Q ∈ RL. (5.3)
(iii) ψβ is a convex combination of ψsψs and ψr,
ψβ = λψr + (1− λ)ψs
for some a positive real number λ 0 ≤ λ ≤ 1
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Proof. Let pj (j = 0, 1, 2, · · · ) be the mutually orthogonal projections in RL
such that πΛL(pj) is the rank one projection associated with an eigenvector for
an eigenvalue ǫj of H and
H =
∑
j
ǫjπΛL(pj).
Set Pm =
∑n
j=1 pj and P = w − limm→∞πψβ (Pm) on the GNS representation
associated with ψβ . We claim that the projection P is in the centre of the
von Neumann algebra πψβ (RL)
′′. In fact, by definition P commutes with any
elements in πψβ (KL) and for anyQ ∈ RL QPm is of finite rank in the Schro¨dinger
representation, πψβ (QPm) and its weak limit commutes with πψβ (RL).
Set λ = limm→∞ ψ(Pm) and
ψr(Q) = lim
m→∞
ψβ(QPm), ψs(Q) = lim
m→∞
ψβ(Q(1− Pm))
for any Q ∈ RL. As P is in the centre of πψβ (RL)
′′, ψr and ψs are β−KMS
states.
For any compact Q ∈ KL, ψs(Q∗Q) = limm→∞ ψβ(Q∗Q(1 − Pm)) = 0 as
{Pm} is an approximate unit for Q ∈ KL. As the GNS vector of the KMS state
ψs is separating for πψs(RL) the kernel of πψs contains KL, πψs(KL) = 0.
Now suppose that λ = limm→∞ ψ(Pm) 6= 0. Then, ψ(pj) = ψr(pj) 6= 0 for
any j. As λ does not vanish, there is at least on j satisfying ψr(pj) 6= 0. On the
other hand,for a matrix unit system pij of KL satisfying pijpji = pi, the KMS
condition implies
ψr(pi) = ψr(pijpji) = e
ǫj−ǫiψr(pj), ψr(pkl) = 0(k 6= l)
which shows that ψr(pj) 6= 0 for any j.
These equation tells us that (5.3) for Q = APm (A ∈ RL). By taking the
limit m→∞, we obtain (5.3) holds for any Q ∈ RL.
Lemma 5.3 For any β > 0, if ψ is a (αfree,1t , β)-KMS state of a single har-
monic oscillator, ψs = ψtrivial where ψtrivial is defined in (5.2).
Proof. Let ϕ be a KMS state for αfree,1t such that the kernel of the GNS
representation for ϕ contains the compact operator algebra. Let {πϕ(·),Ω,H}
be the GNS triple associated with ϕ.
Note that the quotient R˜1 = R1/K1 is .
Assuming πϕ(Q) = 0, Q ∈ KL, we show πvarphi(R(λ, f) = 0. If πϕ(Q) =
0, Q ∈ KL, ϕ gives rise to the KMS state ϕ˜ of the quotient algebra R˜ = R1/K1
for the time evolution α˜free,1t induced by α
free,1
t .
Let Q and R be entire analytic elements in R˜. Due to the KMS boundary
condition and commutativity of R˜ , ϕ˜(Qσt(R)) is bounded on the whole complex
plane and is entire, so ϕ˜(Qσt(R)) is a constant ,
ϕ˜(Qσt(R)) = ϕ˜(QR).
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We set Q = R = πϕ(f(x)) where f is a real continuous function with one
variable vanishing at infinity . (x is the position operator.) As αfree,Lt (f(x)) =
f(cosωtx˙ + sinωtp˙) , for t = π/(2ω) f(x)αfree,Lt (f(x)) is a compact operator.
Thus,
ϕ(f(x)2) = 0.
As Ω is separating for πϕ(R˜)
′,
πϕ(f(x)) = 0.
It turns out
πϕ(α
free,L
t (f(x))) = πϕ(f(cosωtx˙+ sinωtp˙))
which shows that ϕ = ψtrivial.
The above lemma shows any KMS state for an inner perturbation of a single
harmonic oscillator .
Lemma 5.4 We consider the quantum mechanical system with one degree of
freedom R1 , and suppose H = p
2 + x2 + V (∈∈ R1 gives rise to the generator
of the time evolution αt of R1. If β > 0 and if ψ is a (αt, β)-KMS state
ψ = λψr + (1 − λ)ψtrivial
for some λ with 0 ≤ λ ≤ 1
Proof. The perturbed ψ−V is quasi-equivalent to a KMS state ϕ of the free time
evolution αfree,Lt for which the claim of the lemma is valid. As ψ
V
trivial = ψtrivial
we obtain our claim
We are not certain that ψs = ψtrivial holds for more general finite quantum
systems, though, the physical meaning of singular KMS states is clear and in
what follows, we shall consider regular KMS states.
Lemma 5.5 For any positive integers L < L′ and any positive function F ∈
⊗k∈ΛLL
∞(R, dxk) the following estimates are valid:
e−2β‖ϕ‖∞TrL′\L(e
−βHL′\L)TrL(e
−βHLMF ) ≤ TrL′(e
−βHL′MF ) (5.4)
TrL′(e
−βHL′MF ) ≤ e
2β‖ϕ‖∞TrL′\L(e
−βHL′\L)TrL(e
−βHLMF ) (5.5)
where HL′\L = H(ΛL′\ΛL), MF is the multiplication operator of F on HΛL and
‖ϕ‖∞ is the supremum norm of ϕ.
Proof. Note that for β > 0, e−βHL is a trace class operator on HΛL and also a
Hilbert-Schmidt class operator. Thus, e−βHL has the integral kernel e−βHL(x, y)
satisfying
∫
R
|ΛL|
∫
R
|ΛL|
∣∣e−βHL(x, y)∣∣2 dxdy <∞.
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For L < L′, we have
ΥL′ =
∑
Λ⊂ΛL
Φ(Λ) =
∑
k∈ΛL′
V (xk) +
∑
k,k+1∈ΛL′
ϕ(xk − xk+1)
≥
∑
k∈ΛL′
V (xk) +
∑
k,k+1∈ΛL
ϕ(xk − xk+1) +
∑
k,k+1∈ΛL′\ΛL
ϕ(xk − xk+1)− 2 ‖ϕ‖∞
=
∑
Λ⊂ΛL′
Φ(Λ) +
∑
Λ⊂ΛL′\ΛL
Φ(Λ)− 2 ‖ϕ‖∞
= ΥL +ΥL′\L − 2 ‖ϕ‖∞ ,
and
ΥL′ ≤ ΥL +ΥL′\L + 2 ‖ϕ‖∞ .
Note that e−βH
h
L′ has the Mehler kernel khβ(x, y) ∈ S(R
2L′),
khβ(x, y) =
(
ω
2π sinh(2ωβ)
)n
2 ∏
k∈ΛL′
exp
(
−
ω(x2k + y
2
k)coth(2ωβ)− 2cosech(2ωβ)xkyk
2
)
for x = (x−L′+1, · · · , x−1, x0, x1, · · · , xL′), y = (y−L′+1, · · · , yL′) ∈ R2L
′
. For
any positive functions f, g ∈ S(R2L
′
), we have〈
f, (e−
βHh
L′
n e−
βΥ
L′
n )ng
〉
L2
=
∫
R2L
′
f(w)
∫
R2L
′
khβ/n(w, z1)e
−
βΥ
L′
n (z1)
∫
R2L
′
khβ/n(z1, z2)e
−
βΥ
L′
n (z2)
× · · · ×
∫
R2L
′
khβ/n(zn−1, zn)e
−
βΥ
L′
n (zn)g(zn)dzn · · · dz2dz1dw
≥ e−2β‖ϕ‖∞
∫
R2L
′
f(w)
∫
R2L
′
khβ/n(w, z1)e
−β
ΥL+ΥL′\L
n (z1)
× · · · ×
∫
R2L
′
khβ/n(zn−1, zn)e
−β
ΥL+ΥL′\L
n (zn)g(zn)dzn · · · dz2dz1dw
= e−2β‖ϕ‖∞
〈
f, (e−
βHh
L′
n e−β
ΥL+ΥL′\L
n )ng
〉
L2
.
Thus, we obtain
〈
f, e−βHL′g
〉
L2
= lim
n→∞
〈
f, (e−
βHh
L′
n e−
βΥ
L′
n )ng
〉
L2
≥ lim
n→∞
e−2β‖ϕ‖∞
〈
f, (e−
βHh
L′
n e−
βΥL+βΥL′\L
n )ng
〉
L2
= e−2β‖ϕ‖∞
〈
f, e−βHL−βHL′\Lg
〉
L2
.
This means that
e−βHL′ (x, y) ≥ e−2β‖ϕ‖∞e−βHL−βHL′\L(x, y), x, y ∈ R2L
′
.
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Since e−βHL′ is a trace class operator, the integral kernel of e−βHL′ satisfies∫
R2L′ e
−βHL′ (x, x)dx < ∞. Thus, we obtain the following estimates for any
positive function F ∈
⊗
k∈ΛL
L∞(R):
TrL′(e
−βHLMF ) =
∫
R2L
e−βHL(x, x)F (x)dx
≥ e−2β‖ϕ‖∞
∫
R2L
′
e−β(HL′\L+HL)(x, x)F (x)dx
= e−2β‖ϕ‖∞TrL′(e
−βHL′\Le−βHLMF )
= e−2β‖ϕ‖∞TrL′\L(e
−βHL′\L)TrL(e
−βHLMF )
and
TrL′(e
−βHL′MF ) ≤ e
2β‖ϕ‖∞TrL′(e
−βHL′\Le−βHLMF )
= e2β‖ϕ‖∞TrL′\L(e
−βHL′\L)TrL(e
−βHLMF ).
Thus, we obtain (5.4) and (5.5).
Proposition 5.6 For any positive integers L ≤ L′ and any F ∈ RL such that
π0(F ) is a positive multiplication operator on HΛL , the following estimate hold:
e−4β‖ϕ‖∞ψL(F ) ≤ ψL′(F ) ≤ e
4β‖ϕ‖∞ψL(F ), (5.6)
where ψL and ψL′ are states on RL and RL′ defined in (??), respectively.
Proof. By (5.4) and (5.5), we obtain the following inequalities:
e−2β‖ϕ‖∞TrL\L′(e
−βHL\L′ )TrL′(e
−βHL′MF ) ≤ TrL(e
−βHLMF ),
TrL(e
−βHLMF ) ≤ e
2β‖ϕ‖∞TrL\L′(e
−βHL\L′ )TrL′(e
−βHL′MF ),
e−2β‖ϕ‖∞TrL\L′(e
−βHL\L′ )TrL′(e
−βHL′)) ≤ TrL(e
−βHL),
TrL(e
−βHL) ≤ e2β‖ϕ‖∞TrL\L′(e
−βHL\L′ )TrL′(e
−βHL′ ).
Thus, we obtain (5.6).
Note that ψL is also a state on WL, i.e.
ψL(W ) =
TrL(e
−βHLπ0(W ))
TrL(e−βHL)
, W ∈ WL. (5.7)
Also, for the Weyl CCR algebra the following statement follows.
Proposition 5.7 For any positive integers L ≤ L′ and any F ∈ WL such that
π0(F ) is a positive multiplication operator on HΛL , the following estimate hold:
e−4β‖ϕ‖∞ψL(F ) ≤ ψL′(F ) ≤ e
4β‖ϕ‖∞ψL(F ) (5.8)
where ψL and ψL′ are states on WL and WL′ defined in (5.7), respectively.
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Since e−β(p
2+ω2x2) is a trace class operator on L2(R, dx) and by [6, Propo-
sition 5.2.27], e−βdΓ(p
2+ω2x2) is a trace class on F+(L2(R, dx)), where dΓ(p2 +
ω2x2) is the second quantization of p2 + ω2x2 and F+(L2(R, dx)) is the Bose-
Fock space of L2(R, dx) (See also [6, Section 5.2.1]). Put
ψ˜L := ψL ⊗
TrF+(L2(R,dx))(e
−βHh(Z\ΛL)π0(·))
TrF+(L2(R,dx))(e
−βHh(Z\ΛL))
,
then ψ˜L is a regular state on W and ψ˜L ↾WL= ψL. Thus, the regular state ψL
on WL can extend to a regular state on W . Since W is a unital C∗-algebra, the
family of states {ψ˜L}L∈N has at least one cluster point ψ. Next, we show that
ψ is a regular state.
Theorem 5.8 The state ψ defined in the above is a regular state on W.
Proof. To show the regularity of ψ, we show that for t in |t| ≤ δ
ψ˜L(QW0(t))
is equicontinous with respect to L where Q = Q(x) is an arbitrary essentially
bounded bounded function on R2L and W0(t)) = e
itp0 . (We can show the
continuity of limL ψ˜L(QW0(t)) for the general W = e
i
∑
L
k=−L+1 tkpk in the same
way.)
For simplicity of presentation, we consider the case ω = 1 here.
Note that
ψ˜L(QW0(t)) =
1
Z2βL
∫ ∫
e−β/2HL(x, y)Q(x)
e−β/2HL(x+ t(0), y)
e−β/2HL(x, y)
e−β/2HL(x, y)dxdy
where Z2βL is the normalization constant
Z2βL =
∫ ∫
(e−β/2HL(x, y))2dxdy =
∫
e−βHL(x, x)dx.
and x + t(0) is the addition of t to x at the component corresponding to the
origin of the integer lattice Z.
For x = (· · · , x−1, x0, x1, · · · ) and y = (· · · , y−1, y0, y1, · · · ) we claim that
e−c(t)
khβ(x0 + t, y0)
khβ(x0, y0)
≤
e−β/2HL(x+ t(0), y)
e−β/2HL(x, y)
≤ ec(t)
khβ(x0 + t, y0)
khβ(x0, y0)
(5.9)
where
c(t) = sup
x0
|V (x0 + t)− V (x0)|+ sup
x0,x1
|ϕ(x0 − x1 + t)− ϕ(x0 − x1)|
+ sup
x0,x−1
|ϕ(x−1 − x0 + t)− ϕ(x−1 − x0)|.
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limt→0 c(t) = 0 due to uniform continuity of V and ϕ and this bound implies
regularity.
We now show (5.9). Note the following tautological equalities holds. For
any n ∈ N,
khβ(x0 + t, y0) =
∫
· · ·
∫
khβ/n(x0 + t, z1)k
h
β/n(z1, z2) · · · k
h
β/n(zn, y0)dz1 · · · dzn
=
∫
· · ·
∫
khβ/n(x0 + t, z1 + s1)k
h
β/n(z1 + s1, z2 + s2) · · · k
h
β/n(zn + sn, y0)dz1 · · · dzn
(5.10)
for any constants sk. Then, up to a multipliticave factor, C˜nt,
khβ/n(x0 + t, z1 + s1)k
h
β/n(z1 + s1, z2 + s2) · · · k
h
β/n(zn + sn, y0) =
C˜nt × exp[−
1
2 sinh(2β/n)
n∑
k=0
{cosh(2β/n)((zk + sk)
2 + (zk+1 + sk+1)
2)
−2(zk + sk)(zk+1 + sk+1)}] (5.11)
where we set z0 = x, zn+1 = y. In the exponent, we can write
n∑
k=0
{cosh(2β/n)((zk + sk)
2 + (zk+1 + sk+1)
2)− 2(zk + sk)(zk+1 + sk+1)}
=
n∑
k=0
{cosh(2β/n)(z2k + z
2
k+1)− 2zkzk+1}
+
n+1∑
k=0
An,k(s)zk +Σn(t, x0, y0) (5.12)
where An,k(s)(linear in sk) and Σn(t, x0, y0)(quadratic in sk) are terms indepen-
dent on zk. Now we choose the constants sk satisfying the condition An,k(s) = 0
s0 = t sn+1 = 0. We do not need the exact form of An,k(s) and Σn(s, t) here
but what we need are bounds |sk| ≤ A˜|t| independent of n .
Thus, we obtain
khβ(x0 + t, y0) = exp
[
−
Σn(t, x0, y0)
2 sinh(2β/n)
]
×∫
· · ·
∫
khβ/n(x0, z1)k
h
β/n(z1, z2) · · · k
h
β/n(zn, y0)dz1 · · · dzn (5.13)
and
lim
n→∞
exp
[
−
Σn(t, x0, y0)
2 sinh(2β/n)
]
=
khβ(x0 + t, y0)
khβ(x0, y0)
(5.14)
To show (5.9) we apply the Trotter-Kato formula again to
e−βH
h
L(x+ t(0), y) = lim
n→∞
(e−
β
n
HhLe−
βΥL
n )n(x+ t(0), y) (5.15)
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We consider now (e−
βHh
L
n e−
βΥL
n )n(x + t(0), y) at each n in (5.15). The integral
kernel of (e−
βHh
L
n e−
βΥL
n )n is an iteration of integral in which the shift x + t(0)
of the variable affect only to the integral associated to the particle at the origin
and its nearest neighbor. In that integral ,we denote the variable at the site −1
at the lattice by z
(−1)
k and that at the site 1 at the lattice by z
(1)
k . Then, the
contribution to the iterated integral from the origin in (e−
βHh
L
n e−
βΥL
n )n(x, y) is∫
· · ·
∫
khβ/n(x0, z1) exp
[
−
β
n
(V (z1) + ϕ(z1 − z
(−1)
1 ) + ϕ(z
(1)
1 − z1)
]
× khβ/n(z1, z2) exp
[
−
β
n
(V (z2) + ϕ(z2 − z
(−1)
2 ) + ϕ(z
(1)
2 − z2)
]
· · · khβ/n(zn, y0) exp
[
−
β
n
(V (y0) + ϕ(y0 − y−1) + ϕ(y1 − y0)
]
dz1 · · · dzn
(5.16)
After the shift of variable zk → zk + sk as in (5.10) the corresponding integral
for (e−
βHh
L
n e−
βΥL
n )n(x+ t(0), y) is∫
· · ·
∫
khβ/n(x0, z1) exp
[
−
β
n
(V (z1) + ϕ(z1 − s1 − z
(−1)
1 ) + ϕ(z
(1)
1 − z1 + s1)
]
× khβ/n(z1, z2) exp
[
−
β
n
(V (z2 − s2) + ϕ(z2 − s2 − z
(−1)
2 ) + ϕ(z
(1)
2 − z2 + s2)
]
· · · dz1 · · · dzn × exp
[
−
Σn(t, x0, y0)
2 sinh(2β/n)
]
(5.17)
Then,
(5.16)× e−c(A˜t) exp
[
−
Σn(t, x0, y0)
2 sinh(2β/n)
]
≤ (5.17) ≤ (5.16)× ec(A˜t) exp
[
−
Σn(t, x0, y0)
2 sinh(2β/n)
]
(5.18)
By taking the limit n→∞ we obtain the bound (5.9).
Finally we can show the regularity of ψ by using (5.9), Proposition 5.6 and
the Lebesgue dominated convergence theorem.
The following proposition corresponds to the Gibbs condition. We consider
the perturbation of a regular state and the automorphism α defined in (3.2).
The perturbation of an automorphism and a state on a C∗-algebra or a von
Neumann algebra is defined in [6, Proposition 5.4.1] and [6, Theorem 5.4.4].
Proposition 5.9 Let φ be a regular (α, β)-KMS state on R, where α is an
automorphism defined in (3.2) and β > 0. Put W (L) := π−10 (Φ({L,L+ 1})) +
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π−10 (Φ({−L,−L+ 1})), L ∈ N. Then φ satisfies the following condition:
φβW (L) = ψL ⊗ φ˜ (5.19)
for all L ∈ N, where φ˜ is a state over RLc , φβW (L) is a perturbed state of φ by
βW (L).
Proof. For positive integers L < L′, let γL
′,L
t be the perturbed automorphism
of αL
′
t by βW (L). Since HL′ − π0(W (L)) = HL′\L + HL and HL and HL′\L
are commute, γL
′,L
t = α
L
t ⊗α
L′\L
t . The automorphism α
L′\L
t converges strongly
to an automorphism αL
c
t on RLc when L
′ → ∞ by Theorem 3.3. Note that
the perturbed state φβW (L) is a (γ, β)-KMS state by construction, where γt =
αLt ⊗ α
Lc
t .
For 0 < R ∈ RLc , we define the state φ
βW (L)
R on RL by
φ
βW (L)
R (Q) =
φβW (L)(QR)
φβW (L)(R)
, Q ∈ RL.
Note that φ
βW (L)
R is a regular state by construction and by γt = α
L
t ⊗ α
Lc
t ,
φ
βW (L)
R is an (α
L, β)-KMS state. By Lemma 5.4, φ
βW (L)
R = ψL. Thus, for all
Q ∈ RL and 0 < R ∈ RLc
φβW (L)(QR) = ψL(Q)φ
βW (L)(R). (5.20)
For any self-adjoint element R ∈ RLc and any ε > 0, R+(‖R‖+ε)1 is a strictly
positive operator. Then we obtain
φβW (L)(Q(R+ (‖R‖+ ε)1)) = ψL(Q)φ
βW (L)(R+ (‖R‖+ ε)1).
Since for any element R ∈ RLc can decompose two self-adjoint elements R1 and
R2 such that R = R1 + iR2. By the linearity of φ
βW (L), the equation (5.20)
holds for any elements Q ∈ RL and R ∈ RLc . Thus,
φβW (L) = ψL ⊗ φ
βW (L) ↾RLc .
Put φ˜ = φβW (L) ↾RLc , then we get the claim.
Remark 5.10 For Q ∈ R, it may not be a linear combination of the form of
A
⊗
B for A ∈ RL and B ∈ RLc. However, by Lemma 4.3 and [8, Theorem 4.2.
(v)], for a regular state φ on R and any positive integer L, πφ(RL)
⊗
πφ(RLc) is
a weakly dense sub-algebra in πφ(R). For Q ∈ R, there exists a positive integers
{L(n)}n∈N such that L ≤ L(n) for any n ∈ N and a sequence
∑
i a
(n)
i R
(n)
i ⊗K
(n)
i
such that a
(n)
i ∈ C, R
(n)
i ∈ RL, K
(n)
i ∈ K(ΛL(n)\ΛL) and
πφ(Q) = w-lim
n
∑
i
a
(n)
i πφ(A
(n)
i )⊗ πφ(K
(n)
i ).
and we can defined the product state ψL ⊗ φβW (L) ↾RLc for any Q ∈ R.
Finally, we show uniqueness of (α, β)-KMS state for β > 0 in Theorem 1.3,
. Due to Theorem 5.8, ψ gives rise to a regular state on W and hence a regular
state of R.
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5.2 Proof of Theorem 1.3.
First, we show ψ(Qαt(R)) is continuous in t ∈ R for any Q,R ∈ R. Since⋃
L∈NRL is norm dense in R and RL ⊂ RL′ whenever L ≤ L
′, we show
ψ(Qαt(R)) is continuous in t ∈ R for any Q,R ∈ RL. By Theorem 3.3, Propo-
sition 4.4 and Theorem 5.8, for any positive integer L and any Q,R ∈ RL,
ψ(Qαt(R)) is continuous in t ∈ R. In fact, for any ε > 0, there exists a pos-
itive integer L such that
∥∥αt(R)− αLt (R)∥∥ < ε4 , |ψ(QR)− ψL(QR)| < ε4 and∣∣ψ(QαLt (R))− ψL(Qαt(R))∣∣ < ε4 and a δ > 0 such that ∣∣ψL(QαLt (R)−QR)∣∣ <
ε
4 for |t| < δ. Then, for |t| < δ
|ψ(Qαt(R)−QR)| ≤
∣∣ψ(Qαt(R)−QαLt (R))∣∣+ ∣∣ψ(QαLt (R))− ψL(QαLt (R))∣∣
+
∣∣ψL(QαLt (R))− ψL(QR)∣∣+ |ψL(QR)− ψ(QR)| < ε.
Next, we show that ψ is an (α, β)-KMS state as Definition 5.1. Note that
the following inequality are valid for any Q,R ∈ R:∣∣ψ(Qαt(R))− ψL(QαLt (R))∣∣ ≤ |ψ(Qαt(R))− ψL(Qαt(R))|
+
∣∣ψL(Qαt(R))− ψL(QαLt (R))∣∣ .(5.21)
By Theorem 3.3 and (5.21) and using the integral representation of an analytic
function in a strip Iβ = {z ∈ C | 0 < Imz < β} (see also the proof of [23,
Theorem 2.2]), ψ is an (α, β)-KMS state.
Finally, we show the uniqueness of (α, β)-KMS state. Let φ be an arbitrary
extremal (α, β)-KMS regular state at β. Let (Hψ, πψ ,Ωψ) and (Hφ, πφ,Ωφ) be
the GNS representation associated with ψ and φ. By ψ̂ and φ̂, we denote the
normal extension to the von Neumann algebra πψ(R)
′′ and πφ(R)
′′.
Let φ̂N = φ̂
βW (N), N ∈ N, be the perturbed state of φ̂ by βW (N), where
W (N) is defined in Proposition 5.9. Put M = πφ(R)
′′ and NL = πφ(RL)
′′,
L ∈ N. By Lemma 4.8, for L ≤ N we obtain
0 ≤ S(φ̂N ↾NL , φ̂ ↾NL) ≤ S(φ̂N , φ̂) = φ̂N (βW (N)) − log φ̂N (1)
≤ φ̂N (βW (N)) − φ̂(βW ((N)) ≤ 4 |β| ‖ϕ‖∞ .
This follows from Pierls-Bogoliubov inequality:
log φ̂N (1) ≥ log e
φ̂(βW (N)) = φ̂(βW (N)).
By Lemma 4.6, Lemma 4.7 and Lemma 5.9, for L ≤ N
S(φ̂N ↾NL , φ̂ ↾NL) = S(φN ↾RL , φ ↾RL) = S(ψN ↾RL , φ ↾RL)
= S(ψ̂N ↾π0(RL)′′ , φ̂ ↾π0(RL)′′) ≤ 4 |β| ‖ϕ‖∞ .
Note that ψ̂N ↾RL converge to ψ̂ ↾RL in σ(B(HΛL)∗,B(HΛL)) topology. By
Lemma 4.10, it follows that
S(ψ ↾RL , φ ↾RL) = S(ψ̂ ↾π0(RL)′′ , φ̂ ↾π0(RL)′′)
≤ lim inf
N
S(ψ̂N ↾π0(RL)′′ , φ̂ ↾π0(RL)′′) ≤ 4 |β| ‖ϕ‖∞ .
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By Lemma 4.5 and [2, Lemma 3], we are done. Acknowledgment We would
like thank Detlev Buchholz for pointing out mistakes in our first manuscript.
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