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In [Gl, Section 3] Glauberman constructed his correspondence of characters in a
situation consisting of a finite cyclic group A acting as automorphisms of a finite group G
with order |G| relatively prime to |A|. His construction depended heavily on the existence
of a canonical extension of any A-invariant complex irreducible character φ of G to a
character ψ of the semi-direct product E = A  G. So his arguments were essentially
restricted to the case in which the order |G| and the index [E :G] of G in E were relatively
prime.
We are going to present a different approach to this “cyclic case” of the Glauberman
correspondence, an approach which avoids canonical extensions, and thus is directly
applicable to twisted group algebras as well as group algebras. This new approach applies
in several situations other than Glauberman’s one. In particular, it gives us a “Glauberman
correspondence” for twisted group algebras whenever |A| is only relatively prime to
the order |CG(A)| of its centralizer CG(A) in G, and not necessarily to |G| itself (see
Section 7). This extends a similar correspondence of Kawanaka [K2] for group characters.
This approach also gives us, in Sections 8 and 9, a few correspondences similar to Shintani
descent [Sh]. Finally, in Section 10, it gives us directly the cyclic case of the “relative
Glauberman correspondences” in [D3].
What is this new approach? We start with a finite group G embedded as a normal
subgroup in some finite extension group E such that the factor group E/G is cyclic.
For flexibility, we replace E/G by the image F = ε(E) of E under some epimorphism
ε :E → F of groups with kernel G. As in [D1,D2], we fix a twisted group algebra A
of E over some field F of characteristic zero which splits the restriction A[H ] of A to
any subgroup H of E. For any such H the set Ch(A[H ]) of all virtual F-characters
of A[H ] is a free module over the ring Z of integers, with the subset Irr(A[H ]) of all
irreducible F-characters as a basis. The field F also splits the epimorphic image F of E.
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among themselves the characters in Irr(A[H ]). In this way, Ch(A[H ]) becomes a module
over the group ring ZF̂ of F̂ . The natural inner product (ϑ, θ)A[H ] ∈ Z of characters
ϑ, θ ∈ Ch(A[H ]) is invariant under the action of F̂ on those characters, since the Z-basis
Irr(A[H ]) is orthonormal with respect to this inner product.
Let F0 be the subset of all generators for the cyclic group F , and E0 be the inverse
image ε−1(F0) of F0 in E. We denote by Ch(A[E] |E0) the set of all ψ ∈ Ch(A[E]) which
vanish on the σ -componentAσ of A for every σ ∈E−E0. This set is a ZF̂ -submodule of
Ch(A[E]). The inner product of characters of A[E] gives us a positive definite, symmetric,
F̂ -invariant, Z-valued bilinear form on Ch(A[E] | E0). What interests us is the subset
MinCh(A[E] | E0) of all non-zero θ ∈ Ch(A[E] | E0) whose squared norms (θ, θ)A[E]
are minimal among those of all non-zero characters in Ch(A[E] | E0). We say that two
characters ϑ, θ ∈ MinCh(A[E] | E0) are “connected” if there is some λ ∈ F̂ such that
(ϑ,λθ)A[E] 	= 0. We show in Theorem 4.7 that this connectivity is an equivalence relation,
and that its equivalence classes correspond one-to-one to the E-invariant characters φ ∈
Irr(A[G]). Thus the set IrrE(A[G]) of all such φ can be “described” using only the ZF̂ -
module structure of Ch(A[E] | E0) and the inner product (· , ·)A[E] on that module. Hence
any isomorphism preserving these two structures must induce a bijection of characters (see
Theorem 4.12).
One way to construct such an isomorphism starts with a subgroup E′ of E such
that ε(E′) = F . The restriction of ε is an epimorphism ε′ of E′ onto F with kernel
G′ = G ∩ E′. As before, we construct the ZF̂ -module Ch(A[E′] | E′0), where E′0 is
the inverse image (ε′)−1(F0) = E0 ∩ E′ of F0 in E′. Then the connected components
of MinCh(A[E′] | E′0) correspond one-to-one to the characters φ′ ∈ IrrE
′
(A[G′]). If E′0
is a trivial intersection subset of E, with E′ as its normalizer NE(E′0), then restriction
to A[E′] is an isomorphism of Ch(A[E] | E0) onto Ch(A[E′] | E′0), with induction to
A[E] as its inverse (see Theorem 6.7). Furthermore, this isomorphism preserves both inner
products and multiplication by elements of ZF̂ . So it sends the connected components
of MinCh(A[E] | E0) one-to-one onto those of MinCh(A[E′] | E′0). As we noted above,
this gives us a natural bijection of IrrE(A[G]) onto IrrE′(A[G′]) (see Theorem 6.8). We
can even show, in Theorem 6.13, that this bijection has a key property of the Glauberman
bijection: if F is a p-group, for some prime p, then this bijection sends any character φ ∈
IrrE(A[G]) to the unique character φ′ ∈ IrrE′ (A[G′]) whose multiplicity (φA[E′], φ′)A[E′]
in the restriction of φ is not divisible by p.
It is easy to see (in Section 7) that E′0 is a trivial intersection set with normalizer E′
whenever E′ is the normalizer NE(A) = A× CG(A) of some complementary subgroup
A to G such that |A| is relatively prime to |CG(A)|. In this case, IrrE(A[G]) is the
set IrrA(A[G]) of all A-invariant characters in Irr(A[G]), and IrrE′(A[G′]) is the set
Irr(A[CG(A)]. So we obtain, in Theorem 7.7, a bijection of IrrA(A) onto Irr(A[CG(A)]),
just as in Glauberman’s theorem. In fact, this bijection coincides with Glauberman’s
one in his case, by Proposition 7.8. Its relation to Kawanaka’s bijection is given in
Proposition 7.11.
In Sections 8 and 9 we discuss other situations where E′0 is a trivial intersection set. The
resulting bijections are similar to those of Shintani [Sh].
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subgroupN of E contained in G′ is a trivial intersection set (see Lemma 10.3). This allows
us, in Theorem 10.7, to derive the cyclic case of the correspondences in [D3] directly from
the methods of the present paper.
1. The setting
We are going to follow the notation and hypotheses of [D1,D2] as much as possible. So
throughout this paper we fix E, F , G, ε, F, and A satisfying
Hypothesis 1.1. E, F , and G are finite multiplicative groups with F cyclic, ε :E → F
is a group epimorphism with G as its kernel, F is a field of characteristic zero, and A is
a totally split twisted group algebra of E over F.
These assumptions imply all the hypotheses [D2, 4.1, 5.1, 6.1, 7.1, 10.1] used in various
parts of [D2], except for the valuation ring R in [D2, 4.1]. That valuation ring was only
used to define p-blocks in [D2, Section 5]. So all the results in [D2] not involving blocks
hold in the present situation.
We can make a similar statement about [D1]. Hypothesis 1.1 above implies that the
basic Hypothesis 7.1 of [D1] is satisfied with only two modifications: the group G in that
hypothesis must be replaced by the present groupE, and we must forget about the valuation
ring R in that hypothesis. Once again, this valuation ring is only used to define blocks. So
we can apply any result from [D1] not involving blocks, with the group G in [D1] changed
to E.
As in [D1, Section 5] and [D2, Section 3], we regard the twisted group algebra A
of E over F as an E-graded F-algebra satisfying some additional conditions. So A is
an associative F-algebra with identity element 1A, together with a decomposition of that
algebra as a direct sum
A=
.∑
σ∈E
Aσ (1.2a)
of F-subspaces, its σ -components Aσ . Multiplication in the algebra A is related to that in
the group E by the condition that
AσAτ =Aστ (1.2b)
for any σ, τ ∈E. Finally, the identity component A1 is the one-dimensional F-subalgebra
A1 = F1A  F (1.2c)
of A spanned by 1A.
The above conditions imply that each σ -componentAσ contains at least one element u
such that uv = vu= 1A, for some v ∈Aσ−1 . Such a u is a graded unit of A with degree σ ,
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one-dimensional F-subspace
Aσ =A1u= Fu F (1.3)
of A having u as a basis. This implies that any non-zero element of Aσ is a graded unit of
A with degree σ . It also implies that the F-dimension of A equals the finite order |E| of E,
i.e., the number of summands Aσ in the E-grading (1.2a) of A.
There is a well-defined conjugation action of the group E as inner automorphisms of
the F-algebra A, with any τ ∈E sending any a ∈A to its image
aτ = av = v−1av ∈A (1.4a)
under conjugation by any graded unit v of A with degree τ . Since v−1 lies in Aτ−1 , it
follows from (1.2b) that this action is related to the conjugation action σ, τ → στ = τ−1στ
of τ on the group E by the equations
(Aσ )
τ =Aτ−1AσAτ =Aτ−1στ =Aσ τ , (1.4b)
which hold for any σ, τ ∈E.
If H is any subset of E, then we denote by A[H ] the F-subspace
A[H ] =
.∑
σ∈H
Aσ (1.5a)
ofA. This subspace is zero when H is empty, since we follow the convention that all empty
sums are zero. When H is a subgroup of E (in symbols, when H E), the subspace A[H ]
is an F-subalgebra of A. This subalgebra is itself a twisted group algebra of H over F, with
the σ -component
A[H ]σ =Aσ (1.5b)
for any σ ∈H . We call this twisted group algebra the restriction of A to H . Any graded
unit v of A with degree τ ∈ H is also a graded unit of A[H ], with the same degree τ . It
follows, that the conjugation action (1.4a) of τ on the twisted group algebra A[H ] of H is
just the restriction of that of τ on the twisted group algebra A of E.
By [D1, 6.2] our assumption that the twisted group algebra A of E is totally split over
F means that its restriction A[H ] is a split F-algebra, for any subgroup H  E. Since F
has characteristic zero, it follows that any such A[H ] is a split, semi-simple algebra over
F (see [D1, 7.2]). We write Irr(A[H ]) for the finite set of all irreducible F-characters of
the F-algebra A[H ]. The characters in Irr(A[H ]) are linearly independent as members of
the F-vector space HomF(A[H ],F) of all F-linear maps from A[H ] to F. So they form a
basis for a free Z-submodule Ch(A[H ]) of HomF(A[H ],F), where Z is the usual subring
formed by all the ordinary integers in the field F of characteristic zero. The elements of
Ch(A), i.e., the Z-linear combinations of the irreducible characters of A[H ], are called the
virtual characters of A[H ].
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sending any two functions ϑ , θ in this vector space to
(ϑ, θ)A[H ] = 1|H |
∑
σ∈H
ϑ
(
u−1σ
)
θ(uσ ) ∈ F, (1.6)
where uσ , for any σ ∈ H , is an arbitrary graded unit of A[H ] with degree σ . This inner
product is symmetric, F-bilinear, and non-singular. Just as for the group algebra FH of H
over F, the irreducible characters of A are orthonormal with respect to this inner product,
i.e., we have
(φ,ψ)A[H ] =
{
1 if φ =ψ,
0 if φ 	=ψ, (1.7)
for any φ,ψ ∈ Irr(A[H ]). While this can be proved directly, the easiest way to see that
it holds is to use a finite covering group H ∗ for A[H ], as in [D1, Section 6]. We know
by [D1, 6.4(B)] that F is a splitting field for H ∗, and by [D1, 8.1] that any φ and ψ in
Irr(A[H ]) are covered by unique irreducible F-characters φ∗ and ψ∗, respectively, of H ∗.
It is trivial to verify that the inner product (φ,ψ)A[H ] given by (1.6) is equal to the usual
inner product
(φ∗,ψ∗)H ∗ = 1|H ∗|
∑
σ ∗∈H ∗
φ∗
(
(σ ∗)−1
)
ψ∗(σ ∗) ∈ F.
So the orthogonality relations (1.7) for characters in Irr(A[H ]) follow from the well-known
orthogonality relations for absolutely irreducible F-characters of the finite group H ∗.
The orthonormality (1.7) of the characters in the Z-basis Irr(A[H ]) for Ch(A[H ])
implies that the inner product (·, ·)A[H ] on HomF(A[H ],F) restricts to a symmetric
Z-bilinear form from Ch(A[H ])× Ch(A[H ]) to Z. Furthermore, this restricted bilinear
form is positive definite, in the sense that (θ, θ)A[H ] > 0 for all non-zero θ ∈ Ch(A[H ]).
Let M be a right A[H ]-module, with character θ ∈ Ch(A[H ]). Induction from A[H ]
to A = A[E] sends M to the right A-module M⊗ A =M⊗A[H ] A. We fix a family R
of representatives ρ for the right cosets ρH of H in E. Then the character of the induced
A-moduleM⊗A is the function θA ∈ Ch(A) determined by the condition that
θA(aσ )=
∑
ρ∈R
σρ∈H
θ
(
(aσ )
ρ
) ∈ F, (1.8)
for any σ ∈ E and any aσ ∈ Aσ . This can be proved directly from the basic proper-
ties (1.2)–(1.5) of twisted group algebras, as it is proved for group algebras. It can also
be derived from the similar equation for group characters by passing to finite covering
groups and covering characters, as in [D1, 8.1]. Note that the sum on the right side of the
above equation is zero by convention when it is empty, i.e., when σ ∈E is not E-conjugate
to any element of H .
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map from Ch(A[H ]) to Ch(A) = Ch(A[E]), sending any θ ∈ Ch(A[H ]) to the unique
θA ∈ Ch(A) satisfying (1.8) for any σ ∈E and aσ ∈Aσ . Restriction from A to A[H ] is a
Z-bilinear map ϑ → ϑA[H ] from Ch(A) to Ch(A[H ]). Using (1.4a), (1.6), and (1.8), it is
straightforward to verify the Frobenius Reciprocity Law that(
ϑ, θA
)
A
= (ϑA[H ], θ)A[H ] ∈ Z, (1.9)
for any ϑ ∈ Ch(A) and θ ∈ Ch(A[H ]). Alternatively, this can be derived from the similar
equation for covering characters of finite covering groups.
The kernel G of the epimorphism ε :E→ F is a normal subgroup of E. This, (1.4b),
and (1.5a) imply that the subalgebra A[G] is invariant under the conjugation action (1.4a)
of E on A. So that action induces one of E on the irreducible characters of A[G], with any
τ ∈E sending any φ ∈ Irr(A[G]) to the unique φτ ∈ Irr(A[G]) satisfying
φτ
(
aτ
)= φ(a) ∈ F, (1.10)
for any a ∈A[G]. If H is any subgroup of E, then we write IrrH (A[G]) for the set
IrrH
(
A[G])= {φ ∈ Irr(A[G]) ∣∣ φτ = φ, for all τ ∈H} (1.11)
of all fixed points of H under this action. By (1.4a) any element τ ∈ G acts as an
inner automorphism on A[G], and thus fixes all characters φ ∈ Irr(A[G]). This implies
immediately that
IrrHG
(
A[G])= IrrH (A[G]) (1.12)
for any subgroup H E.
As in [D2, 7.2], we denote by F̂ the group
F̂ = Hom(F,U(F)) (1.13)
of all homomorphisms of the cyclic group F into the unit group U(F) of F. Since such
homomorphisms can be considered to be linear F-characters of F , we denote elements of
F̂ in the present paper by λ or µ, instead of the ρˆ used in [D2]. By [D2, 7.3] the group F̂ is
dual to F in the usual sense. In particular, it is cyclic with the same order |F̂ | = |F | as F ,
and the map sending any subgroup J  F to its perpendicular subgroup
J⊥ = {λ ∈ F̂ ∣∣ λ(J )= 1} F̂ (1.14)
is an inclusion-reversing bijection of the subgroups of F onto those of F̂ .
In view of [D2, 7.6] we have
Proposition 1.15. There is a natural action of the group F̂ as automorphisms of the
F-algebra A, with any λ ∈ F̂ acting on the σ -component Aσ of A, for any σ ∈ E, as
multiplication by λ(ε(σ )) ∈ U(F).
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a ∈A to aλ ∈A. Evidently this action leaves invariant every σ -componentAσ of A. Hence
it restricts to an action of F̂ as automorphisms of the F-algebra A[H ], for any subgroup
H  E. We use multiplicative notation for the induced action of F̂ as automorphisms
of the dual vector space HomF(A[H ],F). Under the latter action, any λ ∈ F̂ sends any
θ ∈ HomF(A[H ],F) to the unique λθ ∈ Hom(A[H ],F) such that
(λθ)(a)= θ(aλ) ∈ F, (1.16a)
for any a ∈A[H ]. In view of Proposition 1.15, this just says that λθ is the unique F-linear
map from A[H ] to F such that
(λθ)(aσ )= λ
(
ε(σ )
)
θ(aσ ) ∈ F, (1.16b)
for any σ ∈ H and any aσ ∈ Aσ . Since λ(ε(σ−1)) = λ(ε(σ ))−1 ∈ U(F), for any σ ∈ H ,
this equation implies that the bilinear form (· , ·)A[H ] in (1.6) is F̂ -invariant, in the sense
that
(λϑ,λθ)A[H ] = (ϑ, θ)A[H ] ∈ F, (1.17)
for any λ ∈ F̂ and any ϑ, θ ∈HomF(A[H ],F).
Because F̂ acts as automorphisms of the F-algebra A[H ], its action on the dual space
HomF(A[H ],F) leaves invariant both the subset Irr(A[H ]) of that space, and the Z-sub-
module Ch(A[H ]) with Irr(A[H ]) as a basis. Hence that action turns Ch(A[H ]) into a left
module over the group algebra ZF̂ of F̂ over Z. The product in this module of any λ ∈ ZF̂
with any θ ∈ Ch(A[H ]) is easily seen to be unique character λθ ∈ Ch(A[H ]) satisfying
(1.16b) for any σ ∈ H and aσ ∈ Aσ . Indeed, we know this is true when λ lies in the Z-
basis F̂ of ZF̂ . So it is true for all λ ∈ ZF̂ by Z-linearity.
Proposition 1.18. If H E, then restriction from A= A[E] to A[H ] is a homomorphism
ϑ → ϑA[H ] of Ch(A) into Ch(A[H ]) as ZF̂ -modules. Furthermore, induction from A[H ]
to A is a homomorphism θ → θA of Ch(A[H ]) into Ch(A) as ZF̂ -modules.
Proof. Restriction ϑ → ϑA[H ] is already a homomorphism of Ch(A) into Ch(A[H ])
as Z-modules. It follows immediately from (1.16b) that it preserves multiplication by
elements λ ∈ F̂ . So the first statement of the proposition holds.
Induction θ → θA is already a homomorphism of Ch(A[H ]) into Ch(A) as Z-modules.
If ρ,σ ∈E, then
ε
(
σρ
)= ε(σ )ε(ρ) = ε(σ )
in the cyclic group F . As in (1.4b), conjugation by ρ sends any aσ ∈ Aσ to some element
(aσ )
ρ ∈Aσρ . When σρ lies in H , this and (1.16b) imply that
(λθ)
(
(aσ )
ρ
)= λ(ε(σρ))θ((aσ )ρ)= λ(ε(σ ))θ((aσ )ρ)
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Ch(A), i.e., that induction preserves multiplication by λ ∈ F̂ . So the remaining statement
in the proposition is proved.
The present product λψ ∈ Irr(A[H ]) of any λ ∈ F̂ with any ψ ∈ Irr(A[H ]) would be
denoted by ψλ−1 in the notation of [D2, 7.12]. So the F̂ -orbits in Irr(A[H ]) under our
present action coincide with those in [D2]. We use this observation to prove
Proposition 1.19. There is a one-to-one correspondence between all characters φ ∈
IrrE(A[G]) and all regular F̂ -orbits Ψ of characters ψ ∈ Irr(A) = Irr(A[E]). Two such
φ and Ψ correspond if and only if Ψ is the set Irr(A | φ) of all characters ψ ∈ Irr(A)
lying over φ ∈ Irr(A[G]). In that case φ is the restriction ψA[G] to A[G] of any character
ψ ∈ Ψ .
Proof. Since F is cyclic, this follows immediately from [D2, 9.12, 9.13].
The group algebra FE of E over F is also a twisted group algebra of E over F, with the
σ -component
(FE)σ = Fσ (1.20a)
for any σ ∈ E. Whenever we treat FE as a twisted group algebra of E over F, it is these
components we have in mind. If the twisted group algebraA of E over F in Hypothesis 1.1
is the group algebra FE, then its restriction A[H ] in (1.5) to any subgroup H  E is FH ,
considered as a twisted group algebra of H over F. So our assumption thatA is totally split
over F just says that F is a splitting field for every subgroup H E. Note that any element
τ ∈ E is also a graded unit of A with degree τ . So the action (1.4a) of τ on A is now the
usual conjugation action
x → xτ = τ−1xτ ∈ FE (1.20b)
of τ on the group algebra FE. Furthermore, for any H E the inner product (1.6) of two
functions ϑ, θ ∈HomF(FH,F)= HomF(A[H ],F) is now their usual inner product
(ϑ, θ)H = (ϑ, θ)FH = 1|H |
∑
σ∈H
ϑ
(
σ−1
)
θ(σ ) ∈ F. (1.20c)
2. A module of characters
Now we return to a general A in Hypothesis 1.1. We denote by F0 the set of all
generators ρ for the cyclic group F = 〈ρ〉, and by E0 the inverse image
E0 = ε−1(F0)=
{
σ ∈E ∣∣ 〈ε(σ )〉= F} (2.1a)
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Ch(A |E0)=
{
θ ∈ Ch(A) ∣∣ θ(Aσ )= 0, for all σ ∈E −E0} (2.1b)
of Ch(A) = Ch(A[E]). It follows from the description (1.16b) of multiplication in the
ZF̂ -module Ch(A) that Ch(A |E0) is a ZF̂ -submodule of that module.
Let π(F) be the set of all primes dividing the order |F | of the finite cyclic group F , and
hence dividing the order |F̂ | = |F | of the dual group F̂ . For each prime p ∈ π(F) there
is a unique subgroup Fp of index p in F . The perpendicular subgroup F̂p = (Fp)⊥ is the
unique subgroup of F̂ with order p. These F̂p are precisely the minimal subgroups of F̂ ,
while the corresponding Fp are the maximal subgroups of F .
For any subset π ⊆ π(F) we define F̂π to be the subgroup
F̂π =
∏
p∈π
F̂p (2.2)
of F̂ . We follow the convention that empty products are always 1. So F̂π is the trivial
subgroup 1 of F̂ when π is empty. Because the factors F̂p in the product (2.2) are normal
subgroups of F̂ having distinct primes p as their orders, that product is direct. Furthermore,
the F̂p , for p ∈ π , are the distinct minimal subgroups of F̂π .
We can use the F̂p to give a different description of Ch(A |E0).
Proposition 2.3. The submodule Ch(A |E0) consists of all θ ∈ Ch(A) satisfying∑
λ∈F̂p
λθ = 0 (2.4)
in Ch(A), for all p ∈ π(F).
Proof. We have already remarked that Ch(A | E0) is a ZF̂ -submodule of Ch(A). Fix a
character θ ∈ Ch(A). If p is any prime in π(F), then F̂p is (Fp)⊥. So the usual orthogo-
nality relations for linear characters tell us that∑
λ∈F̂p
λ=
{
p on Fp,
0 on F − Fp.
It follows from this and (1.16b) that(∑
λ∈F̂p
λθ
)
(aσ )=
{
pθ(aσ ) if ε(σ ) ∈ Fp,
0 if ε(σ ) /∈ Fp,
for any σ ∈ E and aσ ∈ Aσ . Since p is not zero in the field F of characteristic zero, we
conclude that θ satisfies (2.4) for the prime p if and only if it vanishes on Aσ for all σ ∈E
such that ε(σ ) ∈ Fp .
Because the Fp , for p ∈ π(F), are the distinct maximal subgroups of F , their union
is precisely the set F − F0 of all non-generators in F . Hence θ satisfies (2.4) for all
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for all σ ∈ E − E0. In view of (2.1b) this happens if and only if θ lies in Ch(A | E0). So
the proposition holds.
Since the φ ∈ Irr(A) form a Z-basis for Ch(A), any character θ ∈ Ch(A) has a unique
expansion
θ =
∑
φ∈Irr(A)
n(φ)φ (2.5)
in Ch(A), with coefficients n(φ) ∈ Z. We define the support of θ to be the set Supp(θ) of
all φ ∈ Irr(A) such that n(φ) 	= 0. So Supp(θ) is empty if and only if θ = 0.
We can restate the condition (2.4) in terms of the coefficients n(φ) in (2.5).
Lemma 2.6. The character θ in (2.5) satisfies (2.4), for some p ∈ π(F), if and only if∑
λ∈F̂p
n(λφ)= 0 (2.7)
in Z, for all φ ∈ Irr(A).
Proof. Since F̂p is a group acting by multiplication (1.16) on the set Irr(A), it follows
from (2.5) that
λθ =
∑
φ∈Irr(A)
n(φ)λφ =
∑
φ∈Irr(A)
n
(
λ−1φ
)
φ
for any λ ∈ F̂p . Summing over all λ ∈ F̂p , we obtain
∑
λ∈F̂p
λθ =
∑
φ∈Irr(A)
(∑
λ∈F̂p
n
(
λ−1φ
))
φ =
∑
φ∈Irr(A)
(∑
λ∈F̂p
n(λφ)
)
φ.
Because the φ ∈ Irr(A) form a Z-basis for Ch(A), this last equation implies the lemma.
One consequence of the above lemma is
Proposition 2.8. Suppose that the character θ in (2.5) satisfies (2.4) for all primes p in
some subset π of π(F). Then each characterψ ∈ Supp(θ) has a regular F̂π -orbit in Irr(A).
Proof. If π is empty, then F̂π = 1 and the proposition is trivial. So we may assume that π
is not empty. Then F̂π is the unique subgroup of order
∏
p∈π p in the cyclic group F̂ , and
the F̂p , for p ∈ π , are the distinct minimal subgroups of F̂π .
Suppose that the character ψ ∈ Supp(θ) does not have a regular F̂π -orbit. Then there
must be some prime p ∈ π such that the minimal subgroup F̂p of F̂π fixes ψ . So λψ =ψ
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pn(ψ)=
∑
λ∈F̂p
n(ψ)=
∑
λ∈F̂p
n(λψ)= 0
in Z. But the prime p ∈ Z is not zero, and the coefficient n(ψ) ∈ Z is not zero, since ψ lies
in Supp(θ). So the above equation is impossible. This contradiction proves the proposition.
The critical step in our argument is
Theorem 2.9. Suppose that a character θ ∈ Ch(A) satisfies (2.4) for all primes p in some
subset π of π(F). If θ 	= 0, then
(θ, θ)A  2|π |. (2.10)
If equality holds, and ψ is any character in Supp(θ), then θ has the form
θ = t
∏
p∈π
(1− λp) ·ψ, (2.11)
where t =±1 is an integer, and λp is some non-trivial character in F̂p , for each p ∈ π .
Here the product t
∏
p∈π(1 − λp) is formed in group algebra ZF̂ , and then multiplied by
ψ in the ZF̂ -module Ch(A).
Proof. We prove this by induction on the order |π | of the finite set π . Throughout the
proof we assume that θ satisfies (2.5), for some n(φ) ∈ Z.
If |π | = 0, then π is empty. Our convention that empty products are 1 then makes∏
p∈π(1−λp) the identity element in ZF̂ , and the group F̂π in (2.2) the identity subgroup
of F̂ . The orthonormality (1.7) of the characters φ ∈ Irr(A) implies that
(θ, θ)A =
∑
φ∈Irr(A)
n(φ)2.
Since the n(φ) are integers, it follows that (θ, θ)A  1 = 2|π | when θ 	= 0, with equality if
and only if θ = tψ , for some t =±1 and some ψ ∈ Irr(A). Hence the theorem holds when
|π | = 0.
From now on we assume that |π |> 0, and that the theorem holds for all strictly smaller
values of |π |. We may also assume that θ 	= 0, and fix some ψ ∈ Supp(θ). Then ψ has a
regular F̂π -orbit F̂πψ in Ch(A), by Proposition 2.8. We fix a prime q in the non-empty
set π , and denote by # the complementary subset π −{q} of π . Because the product (2.2)
is direct, we have the direct products
F̂π =
∏
F̂p = F̂q ×
∏
F̂p = F̂q × F̂#
p∈π p∈#
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φ∈F̂πψ
n(φ)φ =
∑
λ∈F̂π
n(λψ)λψ =
∑
µ∈F̂q
∑
ν∈F̂#
n(µνψ)µνψ.
We conclude that ∑
φ∈F̂πψ
n(φ)φ =
∑
µ∈F̂q
µθµ, (2.12a)
where
θµ =
∑
ν∈F̂#
n(µνψ)νψ ∈ Ch(A) (2.12b)
for any µ ∈ F̂q .
Notice that
(θ, θ)A =
∑
φ∈Irr(A)
n(φ)2 
∑
φ∈F̂πψ
n(φ)2 =
∑
µ∈F̂q
∑
ν∈F̂#
n(µνψ)2.
In view of (2.12b) this last sum is equal to ∑µ∈F̂q (θµ, θµ)A. Hence
(θ, θ)A 
∑
µ∈F̂q
(θµ, θµ)A (2.13)
in Z, with equality if and only if n(φ)= 0 for all φ ∈ Irr(A)− F̂πψ .
Lemma 2.6 tells us that (2.7) holds for any φ ∈ Irr(A) and any p ∈ π . Applying this
with p = q and φ = νψ , for any ν ∈ F̂# , we see that∑
µ∈F̂q
n(µνψ)= 0
in Z, for all such ν. By (2.12b) this implies that∑
µ∈F̂q
θµ = 0 ∈ Ch(A). (2.14)
We claim that each θµ, for µ ∈ F̂q , satisfies the equivalent of (2.4) for every p ∈# . By
Lemma 2.6 we can prove this by showing that θµ satisfies the equivalent of (2.7), i.e., that∑
ν∈F̂
nµ(νφ)= 0 (2.15)p
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θµ =
∑
φ∈Irr(A)
nµ(φ)φ
in Ch(A). In view of (2.12b) the integer nµ(φ) is equal to n(µφ) if φ belongs to F̂#ψ , and
is zero otherwise. In the former case νφ also lies in F̂#ψ , for any ν ∈ F̂p  F̂# . So∑
ν∈F̂p
nµ(νφ)=
∑
ν∈F̂p
n(µνφ)= 0
by (2.7) with µφ in place of φ. In the latter case νφ /∈ F̂#ψ for any ν ∈ F̂p . Hence∑
ν∈F̂p
nµ(νφ)=
∑
ν∈F̂p
0 = 0.
So (2.15) holds in both cases, and our claim is proved.
Now the first hypothesis of the present theorem is satisfied with θµ, for any µ ∈ F̂q , and
# in place of θ and π , respectively. Since |# | = |π | − 1, the theorem holds by induction
in this new situation. So
(θµ, θµ)A  2|# | = 2|π |−1 (2.16)
whenever θµ 	= 0.
If µ is the identity element 1 of F̂q , then
nµ(ψ)= n1(ψ)= n(1ψ)= n(ψ) 	= 0,
since ψ ∈ Supp(θ). Hence θ1 	= 0. There must be some λq 	= 1 in F̂q such that θλq 	= 0,
since otherwise (2.14) could not hold. Then (2.13) and (2.16) tell us that
(θ, θ)A 
∑
µ∈F̂q
(θµ, θµ)A  (θ1, θ1)A +
(
θλq , θλq
)
A
 2|π |−1 + 2|π |−1 = 2|π |.
Thus (2.10) holds.
If (2.10) is an equality, then so is each of the above inequalities. In particular,
(θ1, θ1)A = 2|π |−1 = 2|# |. The theorem for θ1 and # now gives us an integer t = ±1,
and non-trivial characters λp ∈ F̂p , for p ∈# , such that
θ1 = t
∏
(1− λp) ·ψ.
p∈#
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∑
µ∈F̂q (θµ, θµ)A = (θ1, θ1)A + (θλq , θλq )A, we must have θµ = 0 for all µ ∈
F̂q − {1, λq}. This and (2.14) imply that
θλq =−θ1.
Finally, (2.13) must be equality. So n(φ) = 0 for all φ ∈ Irr(A) − F̂πψ . By (2.12a) this
implies that
θ =
∑
µ∈F̂q
µθµ = 1θ1 + λqθλq = (1− λq)θ1 = t (1− λq)
∏
p∈#
(1− λp) ·ψ.
Since π is the disjoint union of # and {q}, this shows that (2.11) holds, and this completes
the inductive proof of the theorem.
3. Minimal characters
Throughout this section we shall study t , λp , for p ∈ π(F), ψ and θ satisfying
t =±1 ∈ Z, (3.1a)
λp ∈ F̂p is non-trivial, for all p ∈ π(F), (3.1b)
ψ ∈ Irr(A) lies in a regular F̂ -orbit, and (3.1c)
θ = t
∏
p∈π(F )
(1− λp) ·ψ ∈ Ch(A). (3.1d)
We gather a few easy consequences of these assumptions in
Proposition 3.2. If (3.1) holds, then θ lies in Ch(A |E0). Furthermore,
θ =
∑
π⊆π(F )
(−1)|π |t
(∏
p∈π
λp ·ψ
)
(3.3)
is the unique expansion in Ch(A) of θ as a linear combination of distinct characters∏
p∈π λp · ψ ∈ Irr(A) with non-zero coefficients (−1)|π |t ∈ Z. Hence (θ, θ)A = 2|π(F )|,
and the
∏
p∈π λp ·ψ , for π ⊆ π(F), are the distinct characters in Supp(θ).
Proof. If p ∈ π(F), then λp ∈ F̂p by (3.1b). It follows that∑
λ∈F̂p
λ(1− λp)= 0
in ZF̂ , since λλp runs over F̂p as λ does. This and (3.1d) imply that (2.4) holds for any
p ∈ π(F). The first statement of the proposition follows from this and Proposition 2.3.
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t
∏
p∈π(F )
(1− λp)=
∑
π⊆π(F )
(−1)|π |t
∏
p∈π
λp
in the ring ZF̂ . For each subset π ⊆ π(F) the product ∏p∈π λp lies in F̂ . So its product
with ψ ∈ Irr(A) is a character ∏p∈π λp · ψ ∈ Irr(A). By (3.1b) each λp is a non-trivial
element of F̂p . Since the product
∏
p∈π(F ) F̂p of subgroups of F̂ is direct, this implies
that the
∏
p∈π λp ∈ F̂ are distinct for the 2|π(F )| different subsets π of π(F). The F̂ -orbit
of ψ ∈ Irr(A) is regular by (3.1c). Hence the characters ∏p∈π λp · ψ in that orbit are
distinct, for distinct π ⊆ π(F). Thus the second statement of the proposition holds. The
rest of the proposition follows from this and the orthogonality relations (1.7) for characters
in Irr(A).
One consequence of the above proposition is that the two characters θ and ψ in (3.1)
uniquely determine both t and the λp .
Proposition 3.4. If (3.1) holds, then t = (θ,ψ)A. Furthermore λp , for any p ∈ π(F), is
the unique non-trivial character in F̂p such that λpψ ∈ Supp(θ).
Proof. The characters
∏
p∈π λp ·ψ in (3.3) are the distinct members of Supp(θ)⊆ Irr(A)
by Proposition 3.2. The first statement of the present proposition follows from this, (3.3),
and the orthogonality relations (1.7) for characters in Irr(A).
By (3.1c) the character ψ belongs to a regular F̂ -orbit, and hence to a regular orbit
over the subgroup F̂π(F )  F̂ . By (2.2) this subgroup is the direct product
∏
p∈π(F ) F̂p .
It follows that the only possible subsets π of π(F) such that
∏
p∈π λp · ψ lies in F̂pψ
are the empty subset ∅ and {p}. Hence 1F̂ ψ = ψ and λpψ are the only members of
Supp(θ)∩ F̂pψ . This implies the remaining statement of the proposition.
If we fix the character θ in (3.1), then there are a number of choices for the other objects
t , λp , and ψ . We shall say that a triple (t ′, {λ′p}p∈π(F ),ψ ′) satisfies (3.1) for θ if (3.1) holds
with t ′ in place of t , with λ′p in place of λp , for each p ∈ π(F), and with ψ ′ in place of ψ ,
but with the same θ as before.
Proposition 3.5. Suppose that (3.1) holds and that e is any function from π(F) to {±1}.
Let π(e) be the set of all p ∈ π(F) such that e(p)=−1. Then the triple(
(−1)|π(e)|t,{λe(p)p }p∈π(F ), ∏
p∈π(e)
λp ·ψ
)
(3.6)
also satisfies (3.1) for θ . The triples (3.6) are distinct for the 2|π(F )| distinct functions
e :π(F)→{±1}. They are also the only triples satisfying (3.1) for θ .
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1− λp =
(
λ−1p − 1
)
λp =−
(
1− λ−1p
)
λp
in ZF̂ . It follows that
1− λp =
{−(1− λe(p)p )λe(p)p if e(p)=−1,
1− λe(p)p if e(p)= 1,
for any p ∈ π(F). This and (3.1d) imply that
θ = (−1)|π(e)|t
∏
p∈π(F )
(
1− λe(p)p
) ·( ∏
p∈π(e)
λp ·ψ
)
.
This is precisely Eq. (3.1d) for θ and the triple (3.6). The other conditions (3.1a,b,c) for
that triple are immediate consequences of the original (3.1a,b,c). So that triple also satisfies
(3.1) for θ .
The function e :π(F)→ {±1} is completely determined by the subset π(e) of π(F),
and vice versa. Hence distinct functions e yield distinct subsets π(e). Proposition 3.2 tells
us that the resulting
∏
p∈π(e) λp ·ψ are distinct characters in Supp(θ). So the corresponding
triples (3.6) are distinct.
Suppose that (t ′, {λ′p}p∈π(F ),ψ ′) is any triple satisfying (3.1) for θ . Then ψ ′ lies in
Supp(θ) by Proposition 3.2. From the description of Supp(θ) in that proposition we obtain
a unique subset π of π(F) such that ψ ′ =∏p∈π λp · ψ . Let e be the unique function
from π(F) to {±1} such that π = π(e). Then the two triples (t ′, {λ′p}p∈π(F ),ψ ′) and (3.6)
satisfy (3.1) for θ , and have the same third entry. By Proposition 3.4, they must be equal.
Thus all parts of the proposition hold.
Theorem 2.9 will tell us that the θ in (3.1) are precisely the minimal characters of
Ch(A |E0), as defined in
Definition 3.7. A character θ ∈ Ch(A | E0) is minimal if it is non-zero and its squared
norm (θ, θ)A ∈ Z is minimal among those of all non-zero characters in Ch(A | E0). We
write MinCh(A |E0) for the set of all minimal characters in Ch(A |E0).
Since (θ, θ)A > 0 for any non-zero θ ∈ Ch(A |E0), the module Ch(A | E0) has minimal
elements if and only if it is non-zero. In that case the F̂ -invariance (1.17) of the inner
product (· , ·)A implies that MinCh(A | E0) is closed under multiplication by characters
in F̂ .
Theorem 3.8. The set MinCh(A | E0) consists of all characters θ ∈ Ch(A | E0) with
squared norm (θ, θ)A equal to 2|π(F )|. These are precisely the characters θ ∈ Ch(A) such
that some triple (t, {λp}p∈π(F ),ψ) satisfies (3.1) for θ .
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MinCh(A | E0) is empty in that case. So we may assume that Ch(A | E0) contains some
non-zero character ϑ . Proposition 2.3 tells us that ϑ satisfies the equivalent of (2.4) for all
p ∈ π(F). So (ϑ,ϑ)A  2|π(F )| by Theorem 2.9 for π = π(F). Thus the smallest possible
squared norm of a non-zero element of Ch(A | E0) is 2|π(F )|. To complete the proof of
the first statement of the theorem we must show that this norm is attained by some such
element.
The support Supp(ϑ) of the non-zero character ϑ ∈ Ch(A | E0) contains some
character ψ . Since ϑ satisfies the equivalent of (2.4) for all p ∈ π(F), Proposition 2.8
tells us that ψ belongs to a regular F̂π(F )-orbit in Irr(A). Hence the stabilizer F̂ψ of ψ in
F̂ intersects F̂π(F ) in 1. But F̂π(F ) is the direct product (2.2) of all the minimal subgroups
F̂p , for p ∈ π(F), of F̂ . So the fact that F̂ψ ∩ F̂π(F ) = 1 forces F̂ψ to be 1. Therefore ψ
belongs to a regular F̂ -orbit in Irr(A).
We pick an arbitrary sign t =±1 in Z. For each p ∈ π(F), we may choose an arbitrary
non-trivial character λp in the subgroup F̂p of order p. Then the triple (t, {λp}p∈π(F ),ψ)
satisfies (3.1) for the character θ ∈ Ch(A) defined by (3.1d). Proposition 3.2 tells us that
θ ∈ Ch(A | E0) with (θ, θ)A = 2|π(F )|. We remarked above that the existence of such a θ
completes the proof of the first statement in the theorem.
Any character θ ∈ MinCh(A | E0) is a non-zero element of Ch(A | E0). As we saw
above for ϑ , this implies that (2.4) holds for all p ∈ π(F), and that any ψ ∈ Supp(θ)
satisfies (3.1c). Since (θ, θ)A = 2|π(F )|, Theorem 2.9 for π = π(F) gives us some t and λp ,
for p ∈ π(F), such that the triple (t, {λp}p∈π(F ),ψ) satisfies (3.1) for θ .
Conversely, if a triple (t, {λp}p∈π(F ),ψ) satisfies (3.1) for some character θ ∈ Ch(A),
then Proposition 3.2 tells us that θ ∈ Ch(A | E0) and (θ, θ)A = 2|π(F )|. So we have
θ ∈ MinCh(A | E0) by the first statement of the theorem. This completes the proof of
the remaining statement.
Corollary 3.9. If θ ∈ MinCh(A | E0) and ψ ∈ Supp(θ), then there exist unique t and λp ,
for p ∈ π(F), such that (t, {λp}p∈π(F ),ψ) satisfies (3.1) for θ .
Proof. The existence of t and the λp was shown in the course of the above proof. Their
unicity comes from Proposition 3.4.
4. Connected components
There is a pretty formula for the inner products of characters in MinCh(A |E0).
Proposition 4.1. If ϑ, θ ∈MinCh(A |E0), then
(ϑ, θ)A =±
∣∣Supp(ϑ) ∩ Supp(θ)∣∣.
Proof. If Supp(ϑ) ∩ Supp(θ) is empty, then (ϑ, θ)A = 0 by the orthogonality relations
(1.7) for characters in Irr(A). Hence the proposition holds in this case.
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exist unique signs s, t =±1 and unique non-trivial characters µp,λp ∈ F̂p , for p ∈ π(F),
such that
ϑ = s
∏
p∈π(F )
(1−µp) ·ψ and θ = t
∏
p∈π(F )
(1− λp) ·ψ. (4.2)
Furthermore, the F̂ -orbit of ψ ∈ Irr(A) is regular.
Proposition 3.2 tells us that the
∏
p∈π µp ·ψ and
∏
q∈ρ λq ·ψ , for π,ρ ⊆ π(F), are the
distinct characters in Supp(ϑ) and Supp(θ), respectively. It follows that Supp(ϑ)∩Supp(θ)
consists of all characters φ satisfying
φ =
∏
p∈π
µp ·ψ =
∏
q∈ρ
λq ·ψ,
for some subsets π , ρ of π(F). Since the F̂ -orbit of ψ is regular, this last equation holds
if and only if ∏
p∈π
µp =
∏
q∈ρ
λq ∈ F̂π(P ).
But F̂π(P ) is the direct product (2.2) of the F̂p , for p ∈ π(P ), and each µp or λp is a non-
trivial element of F̂p . So the preceding equation holds if and only if π = ρ and µp = λp ,
for all p ∈ π = ρ.
Let # be the set of all p ∈ π(F) such that µp = λp . The argument in the prece-
ding paragraph shows that Supp(ϑ) ∩ Supp(θ) consists of the 2|# | distinct characters∏
p∈π µp ·ψ =
∏
p∈π λp ·ψ , where π runs over all subsets of # .
As in (3.3), it follows from (4.2) that
ϑ =
∑
π⊆π(F )
(−1)|π |s
(∏
p∈π
µp ·ψ
)
and θ =
∑
ρ⊆π(F )
(−1)|ρ|t
(∏
q∈ρ
λq ·ψ
)
.
Since the inner product (· , ·)A is Z-bilinear, this implies that
(ϑ, θ)A =
∑
π,ρ⊆π(F )
(−1)|π |+|ρ|st
(∏
p∈π
µp ·ψ,
∏
q∈ρ
λq ·ψ
)
A
.
But the characters
∏
p∈π µpψ and
∏
q∈ρ λqψ are distinct members of the regular F̂ -orbit
F̂ψ ⊆ Irr(A) unless ∏
µp =
∏
λq ∈ F̂π(F ).
p∈π q∈ρ
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µp = λp , for all p ∈ π = ρ, and∏
p∈π
µp ·ψ =
∏
p∈π
λp ·ψ =
∏
q∈ρ
λq ·ψ ∈ Irr(A).
This and the orthonormality relations (1.7) for characters in Irr(A) imply that
(ϑ, θ)A =
∑
π⊆#
(−1)2|π |st = 2|# |st =±∣∣Supp(ϑ) ∩ Supp(θ)∣∣.
So the proposition holds.
Corollary 4.3. If ψ is any character in Supp(ϑ) ∩ Supp(θ), then there exist unique signs
s, t =±1 and non-trivial characters µp,λp ∈ F̂p , for p ∈ π(F), such that (4.2) holds. Let
# be the subset of all p ∈ π(F) such that µp = λp . Then |Supp(ϑ)∩Supp(θ)| = 2|# | and
(ϑ, θ)A = 2|# |st .
Proof. This was shown in the course of the above proof.
If θ ∈ MinCh(A | E0), then Theorem 3.8 and Proposition 3.2 imply that all the
characters in Supp(θ) belong to a single regular F̂ -orbit F̂ψ in Irr(A). We know from
Proposition 1.19 that all characters in this orbit restrict to the same character φ ∈
IrrE(A[G]). Thus we can make the following.
Definition 4.4. We say that a character θ ∈ MinCh(A | E0) lies over a character φ ∈
IrrE(A[G]) if ψA[G] = φ for one, and hence all, ψ ∈ Supp(θ). We write MinCh(A |E0, φ)
for the set of all θ ∈ MinCh(A |E0) lying over a fixed φ ∈ IrrE(A[G]).
Evidently, the subsets MinCh(A | E0, φ), for φ ∈ IrrE(A), are pairwise disjoint. They
are easily seen to be non-empty (see the proof of Theorem 4.7 below). So they are the
equivalence classes for an equivalence relation on the set MinCh(A |E0). This equivalence
relation can be described in another manner.
Proposition 4.5. Two characters ϑ, θ ∈ MinCh(A | E0) lie over the same character
φ ∈ IrrE(A) if and only if there is some character λ ∈ F̂ such that (ϑ,λθ)A 	= 0.
Proof. Suppose that both ϑ and θ lie over φ ∈ IrrE(A[G]). We know from Proposi-
tion 1.19 that the set Irr(A | φ) of all ψ ∈ Irr(A) lying over φ is a single regular F̂ -orbit.
Since both Supp(ϑ) and Supp(θ) are non-empty subsets of this orbit, there exists some
λ ∈ F̂ such that Supp(λθ)= λSupp(θ) has a non-empty intersection with Supp(ϑ). Then
ϑ and λθ are two characters in MinCh(A |E0) such that Supp(ϑ)∩Supp(λθ) is not empty.
By Proposition 4.1 this implies that (ϑ,λθ)A 	= 0.
Conversely, if (ϑ,λθ)A 	= 0, for some λ ∈ F̂ , then there is some character ψ in
Supp(ϑ)∩Supp(λθ). By Definition 4.4 the restriction ψA[G] is a character φ ∈ IrrE(A[G])
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same restriction φ as ψ to A[G]. So both ϑ and θ lie over φ, and the proposition is proved.
The above proposition leads us to make the following definition.
Definition 4.6. Two characters ϑ, θ ∈ MinCh(A | E0) are connected if there is some
linear character λ ∈ F̂ such that (ϑ,λθ)A 	= 0. The connected component of any character
θ ∈ MinCh(A | E0) is the set of all characters ϑ ∈ MinCh(A | E0) connected to θ in this
way.
Then we have the following theorem.
Theorem 4.7. Connectivity is an equivalence relation on the set MinCh(A | E0). Its
equivalence classes are the connected components of MinCh(A | E0). The map sending φ
to MinCh(A |E0, φ) is a bijection of IrrE(A[G]) onto the set of all connected components
of MinCh(A |E0).
Proof. The first two statements of the theorem follow immediately from Proposition 4.5
and Definition 4.6. The remaining statement follows from that proposition and Defini-
tion 4.4, once we show that MinCh(A | E0, φ) is non-empty, for any φ ∈ IrrE(A[G]).
But Irr(A | φ) is a regular F̂ -orbit in Irr(A) by Proposition 1.19. For any character ψ
in this orbit, any integer t = ±1, and any non-trivial characters λp ∈ F̂p , for p ∈ π(F),
the formula (3.1d) gives us a character θ such that (3.1) holds. Then θ ∈ MinCh(A | E0)
by Theorem 3.8. Evidently, θ lies over φ, and thus belongs to MinCh(A | E0, φ). So
MinCh(A |E0, φ) is non-empty, and the theorem is proved.
To see how connected components can be used to define bijections of characters, we
introduce new objects E′, G′, ε′, and A′ satisfying
Hypothesis 4.8. E′ is a finite group, ε′ is an epimorphism of E′ onto F with kernel G′,
and A′ is a totally split twisted group algebra of E′ over F.
Hypothesis 1.1 now holds with E′, G′, ε′, and A′ in place of E, G, ε, and A,
respectively, but with the same F and F as before. So all our previous definitions and results
can be applied in this new “prime situation,” just as they were for the original situation. In
particular, the set Ch(A′) of all virtual characters of A′ is naturally a module over the
group algebra ZF̂ , just as Ch(A) was in (1.16). Equations (2.1) in the prime situation give
us a subset
E′0 =
(
ε′
)−1
(F0)=
{
σ ′ ∈E′ ∣∣ 〈ε′(σ ′)〉= F} (4.9a)
of E′, and a ZF̂ -submodule
Ch
(
A′
∣∣E′0)= {θ ′ ∈ Ch(A′) ∣∣ θ ′(A′σ ′)= 0, for all σ ′ ∈E′ −E′0} (4.9b)
of Ch(A′).
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isomorphism l of Ch(A | E0) onto Ch(A′ |E′0) as ZF̂ -modules, such that l preserves inner
products, in the sense that
(
l(ϑ), l(θ)
)
A′ = (ϑ, θ)A in Z for all ϑ, θ ∈ Ch(A |E0). (4.11)
Because an F̂ -linear isometry l of Ch(A | E0) onto Ch(A′ | E′0) preserves squared
norms, it must send minimal characters in Ch(A | E0), as defined in Definition 3.7, to
minimal characters in Ch(A′ |E′0). Hence it restricts to a bijection of MinCh(A |E0) onto
MinCh(A′ | E′0). By Definition 4.6 two characters ϑ, θ ∈ MinCh(A | E0) are connected if
and only if (ϑ,λθ)A 	= 0, for some λ ∈ F̂ . Since the F̂ -linear isometry l preserves both
inner products and multiplication by characters in F̂ , this happens if and only if l(ϑ) and
l(θ) are connected characters in MinCh(A′ |E′0). Hence l sends the connected components
of MinCh(A |E0) one-to-one onto those of MinCh(A′ | E′0). Theorem 4.7 tells us that the
distinct connected components of MinCh(A | E0) are the subsets MinCh(A | E0, φ) for
φ ∈ IrrE(A[G]). Similarly, the distinct connected components of MinCh(A′ | E′0) are the
subsets MinCh(A′ |E′0, φ′) for φ′ ∈ IrrE
′
(A′[G′]). Hence we have
Theorem 4.12. If Hypotheses 1.1 and 4.8 hold, then any F̂ -linear isometry l of Ch(A |E0)
onto Ch(A′ | E′0) induces a bijection l∗ of IrrE(A[G]) onto IrrE
′
(A′[G′]). This bijection
sends any φ ∈ IrrE(A[G]) to the unique l∗(φ) ∈ IrrE′(A′[G′]) such that l sends MinCh(A |
E0, φ) onto MinCh(A′ |E′0, l∗(φ)).
5. Coherence
Theorem 3.8 tells us that any character θ ∈MinCh(A |E0) has an expression in the form
(3.1d) for some t , λp , for p ∈ π(F), and ψ satisfying (3.1a,b,c). By Proposition 3.5 these
t , λp , and ψ are not unique. In particular, for any p ∈ π(F) the character λp ∈ F̂p is only
determined by θ to within inverses. It is important that we can recover the set {λp,λ−1p } of
possible values for λp using only inner products among the translates λθ , for λ ∈ F̂ , of θ .
Lemma 5.1. Suppose that (3.1) holds. If p ∈ π(F), then λp and λ−1p are the only non-
trivial characters µp ∈ F̂p such that (θ,µpθ)A 	= 0.
Proof. From the description of the set Supp(θ) in Proposition 3.2 it is clear that both
ψ and λpψ lie this set. It follows that λpψ belongs to Supp(θ) ∩ Supp(λpθ), while
ψ = λ−1p λpψ belongs to Supp(θ) ∩ Supp(λ−1p θ). In view of Proposition 4.1, this implies
that both (θ, λpθ)A and (θ, λ−1p θ)A are non-zero.
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character φ ∈ Supp(θ) ∩ Supp(µpθ). From the description of Supp(θ) in Proposition 3.2
we see that there are unique integers e(q)= 0,1, for q ∈ π(F), such that
φ =
∏
q∈π(F )
λ
e(q)
q ·ψ.
Since Supp(µpθ) = µp Supp(θ), there also exist unique integers f (q) = 0,1, for
q ∈ π(F), such that
φ = µp
∏
q∈π(F )
λ
f (q)
q ·ψ.
Because ψ lies in a regular F̂ -orbit, these two equalities imply that∏
q∈π(F )
λ
e(q)
q = µp
∏
q∈π(F )
λ
f (q)
q
in F̂π(F ). But F̂π(F ) is the direct product (2.2) of the F̂q for q ∈ π(F). So the F̂p-compo-
nent λe(p)p on the left side of this last equation is equal to the F̂p-componentµpλf (p)p on the
right side. This is impossible if e(p) = f (p), because µp is a non-trivial character in the
group F̂p . Since both e(p) and f (p) lie in {0,1}, there are only two remaining possibilities:
e(p)= 1 and f (p)= 0, or e(p)= 0 and f (p)= 1. In the former case µp = λp , while in
the latter µp = λ−1p . So the lemma holds.
It is easy to reconstruct the possible t and ψ in (3.1) once we have θ and the λp .
Proposition 5.2. Let θ be any character in MinCh(A |E0). For each prime p ∈ π(F), we
may choose some non-trivial character λp ∈ F̂p such that (θ, λpθ)A 	= 0. If |F | is odd,
then any choice of these λp determines a unique sign t and a unique character ψ such that
(3.1) holds. If |F | is even, then any choice of these λp and any choice of a sign t = ±1
determine a unique character ψ such that (3.1) holds.
Proof. Theorem 3.8 gives us some triple (t ′, {λ′p}p∈π(F ),ψ ′) satisfying (3.1) for the
character θ ∈ MinCh(A | E0). In view of Lemma 5.1, for each p ∈ π(F) our character
λp has the form (λ′p)±1. Hence there is some function e from π(F) to {±1} such that
λp =
(
λ′p
)e(p) (5.3)
for all p ∈ π(F). Proposition 3.5 tells us that (3.1) now holds with t = (−1)|π(e)|t ′ and
ψ =∏p∈π(e) λ′p ·ψ ′, where π(e)= {p ∈ π(F) | e(p)=−1}.
The subgroup F̂p of F̂ has order p, for each p ∈ π(F). If p is odd, it follows that the
non-trivial character λ′p ∈ F̂p is different from its inverse (λ′p)−1. Hence e(p) ∈ {±1} is
uniquely determined by (5.3). So the λp uniquely determine the function e when |F | is
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in this case.
When |F | is even, the value e(p) is still unique for odd primes p ∈ π(F). However, the
prime 2 now lies in π(F), and (λ′2)−1 = λ′2 is the only non-trivial character in F̂2. So we
may choose e(2)=±1 arbitrarily in (5.3). Now Proposition 3.5 gives exactly two possible
sets of values for t and ψ , depending on the choice of e(2). Changing e(2) from 1 to −1
adds a new prime 2 to the set π(e). Hence it multiplies t = (−1)|π(e)|t ′ by −1. So these
two sets of values are also distinguished by the sign t , which we may choose arbitrarily in
{±1}. Thus ψ is uniquely determined by t , θ , and the λp in this case, and the proposition
is proved.
Suppose that E′, G′, ε′, and A′ satisfy Hypothesis 4.8, and that l is an F̂ -linear
isometry of Ch(A | E0) onto Ch(A′ | E′0). Let φ be any character in IrrE(A[G]), and φ′ ∈
IrrE′(A[G′]) be its image l∗(φ) under the bijection l∗ in Theorem 4.12. Proposition 1.19
tells us that the set Irr(A | φ) of all ψ ∈ Irr(A) lying over φ is a single regular orbit under
multiplication by characters in F̂ . The similar set Irr(A′ | φ′) must also be a single regular
F̂ -orbit.
Theorem 5.4. Choose a non-trivial character λp ∈ F̂p , for each prime p ∈ π(F). If |F | is
odd in the above situation, then there exist a unique integer t =±1 and a unique bijection
l∗ of Irr(A | φ) onto Irr(A′ | φ′) such that
l
( ∏
p∈π(F )
(1− λp) ·ψ
)
= t
∏
p∈π(F )
(1− λp) · l∗(ψ) (5.5)
in MinCh(A′ |E′0, φ′), for any characterψ ∈ Irr(A | φ). If |F | is even, and t =±1 is given,
then there is also a unique bijection l∗ of Irr(A | φ) onto Irr(A′ | φ′) satisfying the above
equation.
In either case we have
l∗(λψ)= λl∗(ψ) ∈ Irr(A′ ∣∣ φ′), (5.6)
for any ψ ∈ Irr(A | φ) and λ ∈ F̂ . Furthermore, l∗ does not depend on the choice of the
non-trivial λp ∈ F̂p .
Proof. We first treat the case where |F | is odd. Let ψ be any character in Irr(A | φ). Since
Irr(A | φ) is a regular F̂ -orbit in Irr(A), the conditions (3.1) are satisfied with t = 1 and
θ =
∏
p∈π(F )
(1− λp) ·ψ. (5.7)
By Theorem 3.8 the character θ lies in MinCh(A | E0). Clearly, θ lies over φ and
so belongs to MinCh(A | E0, φ). Hence its image l(θ) lies in MinCh(A′ | E′0, φ′) by
Theorem 4.12.
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and multiplication by λp ∈ F̂ , it follows that (l(θ), λpl(θ))A′ 	= 0. Because |F | is odd,
Proposition 5.2 for the prime situation gives us a unique integer t = ±1, and a unique
character l∗(ψ) in the support Supp(l(θ)) of l(θ), such that (5.5) holds. The character
l∗(ψ) ∈ Irr(A′) lies over φ′ since l(θ) ∈ MinCh(A′ |E′0, φ′) does.
Any other character in the regular F̂ -orbit Irr(A | φ) has the form λψ , for some unique
λ ∈ F̂ . The character defined by (5.7) with λψ in place of ψ is just λθ . Because l preserves
multiplication by λ ∈ F̂ , we have
l(λθ)= λl(θ)= t
∏
p∈π(F )
(1− λp) ·
(
λl∗(ψ)
)
.
So the above constructions with λψ in place ofψ lead to the same integer t =±1 as before,
and to the character l∗(λψ) = λl∗(ψ) ∈ Irr(A′ | φ′). Since Irr(A′ | φ′) is also a regular
F̂ -orbit, we conclude that l∗ is a bijection of Irr(A | φ) onto Irr(A′ | φ′) satisfying (5.6).
Because each F̂p has prime order p, it is generated by its non-trivial element λp . So
any non-trivial character in F̂p has the form λe(p)p , for some e(p)= 1,2, . . . , p− 1. Since
1− λe(p)p =
(
1+ λp + λ2p + · · · + λe(p)−1p
)
(1− λp)
in ZF̂ , replacing each λp in (5.7), for p ∈ π(F), by λe(p)p changes θ to
ϑ =
∏
p∈π(F )
(
1− λe(p)p
) ·ψ = ∏
p∈π(F )
(
1+ λp + λ2p + · · · + λe(p)−1p
) · ∏
p∈π(F )
(1− λp) ·ψ
=
∏
p∈π(F )
(
1+ λp + λ2p + · · · + λe(p)−1p
) · θ.
But l preserves multiplication by
∏
p∈π(F )(1+ λp + · · · + λe(p)−1p ) ∈ ZF̂ . Hence
l(ϑ)=
∏
p∈π(F )
(
1+ λp + λ2p + · · · + λe(p)−1p
) · l(θ)
=
∏
p∈π(F )
(
1+ λp + λ2p + · · · + λe(p)−1p
) · t ∏
p∈π(F )
(1− λp) · l∗(ψ)
= t
∏
p∈π(F )
(
1− λe(p)p
) · l∗(ψ).
Comparing this with (5.5), we conclude that neither the integer t nor the bijection l∗ depend
on the choice of the λp . Hence the theorem holds when |F | is odd.
The proof when |F | is even is similar. The only difference is that Proposition 5.2 now
allows us to choose t =±1 arbitrarily, instead of having it forced upon us. Once this choice
is made, everything else is unique, as it was in the odd case.
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We say that a subgroup E′ of the group E in Hypothesis 1.1 covers the epimorphic
image F = ε(E) of E if ε(E′) is equal to F .
Proposition 6.1. If a subgroup E′  E covers F , then Hypothesis 4.8 holds with the
restriction εE′ of ε to E′ as ε′, the intersection E′ ∩G as G′, and the restriction A[E′]
as A′.
Proof. The epimorphism ε :E→ F in Hypothesis 1.1 restricts to an epimorphism ε′ =
εE′ of E′ onto ε(E′) = F . The kernel G′ of ε′ is the intersection E′ ∩G of E′ with the
kernel G of ε. The restrictionA[E′] of the totally split twisted group algebraA of E over F
is a totally split twisted group algebra A′ of E′ over F. So the proposition holds.
For the rest of this section we fix E′, ε′, G′, andA′ satisfying the conditions in the above
proposition. As in (4.9a), we form the inverse image E′0 ⊆ E′ of the subset F0 ⊆ F under
the epimorphism ε′ :E′ → F . Since ε′ is the restriction of ε :E→ F , this inverse image
is the intersection
E′0 =E′ ∩E0 (6.2)
of E′ with the inverse image E0 of F0 under ε.
We may also form the ZF̂ -submodule Ch(A′ | E′0) of Ch(A′), as in (4.9b). This is
related to the original ZF̂ -submodule Ch(A |E0) of Ch(A) by
Proposition 6.3. In the situation of Proposition 6.1, restriction from A to A′ = A[E′] is
a homomorphism θ → θA′ of Ch(A | E0) into Ch(A′ | E′0) as ZF̂ -modules. Furthermore,
induction from A′ to A is a homomorphism θ ′ → (θ ′)A of Ch(A′ |E′0) into Ch(A | E0) as
ZF̂ -modules.
Proof. We know from Proposition 1.18 that restriction to A′ =A[E′] is a homomorphism
of Ch(A) into Ch(A′) as ZF̂ -modules. If θ ∈ Ch(A |E0), then Proposition 2.3 tells us that
θ ∈ Ch(A) with ∑
λ∈F̂p
λθ = 0
for all p ∈ π(F). It follows that θA′ ∈ Ch(A′) satisfies∑
λ∈F̂p
λθA′ =
(∑
λ∈F̂p
λθ
)
A′
= 0
for all such p. Hence θA′ lies in Ch(A′ |E′0) by Proposition 2.3 for the prime situation. So
the first statement of the proposition holds. The remaining statement is proved similarly.
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group F . So its inverse image E0 under the epimorphism ε :E→ F is an E-invariant sub-
set of E, and its inverse image E′0 under the epimorphism ε′ :E′ → F is an E′-invariant
subset of E′. For the rest of this section we are going to assume that(
E′0
)τ ∩E′0 is the empty set ∅, for all τ ∈E −E′. (6.4)
Since E′ both normalizes and contains E′0, this just says that E′0 is a trivial intersection
subset of E, with E′ as its normalizer (see [Hu, V.22.6]). The first consequence of this
assumption is
Lemma 6.5. The set E0 is the disjoint union of its subsets (E′0)τ , where τ runs over anyfamily T of representatives for the left cosets E′τ of E′ in E.
Proof. We know from (6.2) that the E-invariant subset E0 of E contains E′0. So it contains
(E′0)τ for each τ in T ⊆E. Hence
⋃
τ∈T (E′0)τ is a subset of E0.
If σ and τ are distinct elements of T , then στ−1 lies in E −E′. This and (6.4) imply
that ((
E′0
)σ ∩ (E′0)τ )τ−1 = (E′0)στ−1 ∩E′0 = ∅.
So (E′0)σ ∩ (E′0)τ is empty. Hence the union
⋃
τ∈T (E′0)τ is disjoint, with order∣∣∣∣ ⋃
τ∈T
(
E′0
)τ ∣∣∣∣= |T |∣∣E′0∣∣= [E :E′]∣∣E′0∣∣.
Since ε :E → F is an epimorphism with kernel G, the order of the inverse image
E0 = ε−1(F0) is
|E0| = |F0||G| = |F0||E|/|F |.
Similarly, |E′0| equals |F0||E′|/|F |. It follows that[
E :E′]∣∣E′0∣∣= |E|∣∣E′0∣∣/∣∣E′∣∣= |E||F0|/|F | = |E0|.
Hence E0 and its subset
⋃
τ∈T (E′0)τ have the same finite order. So they are equal, and the
lemma is proved.
A more important consequence of (6.4) is
Lemma 6.6. The restriction homomorphism θ → θA′ from Ch(A | E0) to Ch(A′ | E′0) in
Proposition 6.3 is a two-sided inverse to the induction homomorphism θ ′ → (θ ′)A from
Ch(A′ |E′ ) to Ch(A |E0).0
E.C. Dade / Journal of Algebra 270 (2003) 583–628 609Proof. Suppose that θ ′ ∈ Ch(A′ | E′0), that σ ∈ E′, and that aσ ∈ Aσ = A′σ . The induced
character (θ ′)A lies in Ch(A | E0) by Proposition 6.3. So it vanishes on Aσ , by (2.1b),
whenever σ /∈ E0. Since E′ ∩E0 is E′0 by (6.2), this happens if and only if σ ∈ E′ − E′0.
In that case θ ′ ∈ Ch(A′ |E′0) vanishes on Aσ =A′σ by (4.9b). We conclude that(
θ ′
)A
(aσ )= 0 = θ ′(aσ ) if σ ∈E′ −E′0.
Now assume that σ ∈E′0. Let R be any family of representatives ρ for the right cosets
ρE′ of E′ in E. Then (1.8) tells us that(
θ ′
)A
(aσ )=
∑
ρ∈R
σρ∈E′
θ ′
(
(aσ )
ρ
)
.
Since E′0 is the subset E′ ∩E0 of the E-invariant set E0, the conjugate σρ lies in E0, for
any ρ ∈ R. Hence σρ lies in E′ if and only if it lies in E′ ∩E0 =E′0. In that case σρ is an
element of (E′0)ρ ∩E′0. This forces ρ to lie in E′ by (6.4). We may assume that the unique
representative in R for the coset E′ is 1. Then the above equation reduces to(
θ ′
)A
(aσ )= θ ′
(
(aσ )
1)= θ ′(aσ ).
Therefore (θ ′)A and θ ′ agree on Aσ =A′σ for all σ ∈E′. Because A′ =A[E′] is the direct
sum (1.5a) of all such Aσ , it follows that ((θ ′)A)A′ = θ ′, for all θ ′ ∈ Ch(A′ |E′0).
If θ ∈ Ch(A | E0), then θA′ lies in Ch(A′ | E′0) by Proposition 6.3. So the above
arguments tell us that θ and (θA′)A have the same restriction
θA′ =
(
(θA′)
A
)
A′
to A′. Suppose that aσ ∈Aσ , for some σ ∈E0. In view of Lemma 6.5 there is some τ ∈E
such that στ ∈E′0 ⊆E′. Then (aσ )τ ∈Aσ τ lies in A′ =A[E′], so that
θ
(
(aσ )
τ
)= (θA′)A((aσ )τ )
by the preceding equation. But conjugation by τ is an inner automorphism (1.4a) of the
F-algebraA. Hence the two characters θ and (θA′)A of A have the same values at (aσ )τ as
they do at aσ . This and the above equation imply that θ agrees with (θA′)A on Aσ , for all
σ ∈E0.
The character θ lies in Ch(A | E0) by hypothesis. Proposition 6.3 implies that (θA′)A
also lies in Ch(A |E0). So both θ and (θA′)A vanish on Aσ for any σ ∈E−E0, by (2.1b).
Hence they agree on any such Aσ . We conclude that they agree on Aσ for all σ ∈E. Since
A is the sum (1.2a) of all such Aσ , this shows that θ = (θA′)A for any θ ∈ Ch(A | E0).
That completes the proof of the lemma.
We combine the preceding lemma with the Frobenius Reciprocity Law to obtain
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F such that E′0 = E′ ∩ E0 satisfies (6.4). Then restriction from A = A[E] to A[E′] is
an F̂ -linear isometry θ → θA[E′] of Ch(A[E] | E0) onto Ch(A[E′] | E′0). The inverse
isometry is induction θ ′ → (θ ′)A[E] from A[E′] to A[E].
Proof. We know from Proposition 6.3 and Lemma 6.6 that restriction to A[E′] is
an isomorphism θ → θA[E′] of Ch(A[E] | E0) onto Ch(A[E′] | E′0) as ZF̂ -modules.
Furthermore, induction θ ′ → (θ ′)A[E] is the inverse of this isomorphism. So all we have to
show is that this isomorphism preserves inner products.
If ϑ, θ ∈ Ch(A | E0), then θ = (θA[E′])A[E] by Lemma 6.6. This and the Frobenius
Reciprocity Law (1.9) imply that
(ϑ, θ)A[E] =
(
ϑ,
(
θA[E′]
)A[E])
A[E] =
(
ϑA[E′], θA[E′]
)
A[E′].
So inner products are preserved, and the theorem is proved.
Once we have an F̂ -linear isometry, we can apply all the results from Sections 4 and 5.
For example, in view of Proposition 6.1 the above theorem and Theorem 4.12 imply
immediately
Theorem 6.8. The F̂ -linear isometry in Theorem 6.7 induces a bijection of the set
IrrE(A[G]) onto IrrE′ (A[G′]). This bijection sends any character φ ∈ IrrE(A[G]) to the
unique character φ(E′) ∈ IrrE′(A[G′]) such that restriction to A[E′] sends the subset
MinCh(A[E] | E0, φ) of Ch(A[E] | E0) onto the subset MinCh(A[E′] | E′0, φ(E′)) of
Ch(A[E′] |E′0).
Furthermore, Theorem 5.4 gives
Theorem 6.9. Suppose that the bijection in Theorem 6.8 sends φ ∈ IrrE(A[G]) to
φ′ = φ(E′) ∈ IrrE′(A[G′]). For each prime p ∈ π(F) choose some non-trivial character
λp ∈ F̂p . If |F | is odd, then there are a unique integer t = ±1 and a unique bijection
ψ → ψ(E′) of Irr(A[E] | φ) onto Irr(A[E′] | φ′) such that( ∏
p∈π(F )
(1− λp) ·ψ
)
A[E′]
= t
∏
p∈π(F )
(1− λp) ·ψ(E′) ∈ MinCh
(
A
[
E′
] ∣∣E′0, φ′) (6.10)
for any ψ ∈ Irr(A[E] | φ). If |F | is even, and we choose t =±1 arbitrarily, then there is
a unique bijection ψ → ψ(E′) of Irr(A[E] | φ) onto Irr(A[E′] | φ′) such that (6.10) holds
for all ψ ∈ Irr(A[E] | φ). In both cases we have
(λψ)(E′) = λψ(E′) ∈ Irr
(
A
[
E′
] ∣∣ φ′) (6.11)
for any λ ∈ F̂ and ψ ∈ Irr(A[E] | φ). Furthermore, the resulting bijection is independent
of the choice of the non-trivial characters λp ∈ F̂p , for p ∈ π(F).
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bijection in Theorem 6.9 might lead to ambiguity when a character ψ ∈ Irr(A[E] | φ), for
some φ ∈ IrrE(A[G]), is also a member of IrrE(A[G]). Clearly, this can only happen when
E = G and F = 1 in Hypothesis 1.1. In that case, the two bijections coincide wherever
they are both defined, since they are both identity maps by
Proposition 6.12. If F = 1 in Hypothesis 1.1, then E0 = E = G, and Ch(A[E] | E0) =
Ch(A[E])= Ch(A[G]). In this case every subgroup E′ of E covers F , with E′0 =E′ =G′
and Ch(A[E′] | E′0) = Ch(A[E′]) = Ch(A[G′]). The only such subgroup E′ satisfying
(6.4) is E′ =E. For this E′ the bijection in Theorem 6.7 is the identity map of Irr(A[G])=
IrrE(A[G]) onto itself. Furthermore, the integer t in Theorem 6.9 is 1, and the bijection in
that theorem is the identity map of Irr(A[E] | φ)= {φ} onto itself, whenever φ ∈ Irr(A[G]).
Proof. Since G is the kernel of the epimorphism ε :E→ F in Hypothesis 1.1, it is equal
to E when F = 1. Then the only element 1 ∈ F generates F , so that E0 = E by (2.1a).
This and (2.1b) imply that Ch(A[E] |E0)= Ch(A[E])= Ch(A[G]).
The image ε(E′) of any E′  E is all of F = 1. So E′ covers F . The subgroup
G′ = E′ ∩ G in Proposition 6.1 is now E′ = E′ ∩ E, as is the subset E′0 = E′ ∩ E0 in
(4.9a). So the submodule Ch(A[E′] |E′0) in (4.9b) is now Ch(A[E′])= Ch(A[G′]).
For any τ ∈E the intersection (E′0)τ ∩E′0 is (E′)τ ∩E′, which always contains 1, and
thus is never empty. So (6.4) can only hold when E′ = E.
Conjugation by any τ ∈ E is an inner automorphism (1.4a) of the F-algebra A[E] and
thus fixes every character in Irr(A[G]) = Irr(A[E]). So the subset IrrE(A[G]) is all of
Irr(A[G]). If E′ = E, then restriction to A[E′] is the identity map of Ch(A[E] | E0) onto
itself. It follows that the bijection in Theorem 6.8 is the identity map of Irr(A[G]) onto
itself. So it sends any φ ∈ IrrE(A[G]) to φ′ = φ ∈ IrrE′(A[G′]). Evidently, φ is the only
character in Irr(A[E])= Irr(A[G]) lying over φ. Hence the bijection in Theorem 6.9 must
be the identity map of Irr(A[E] | φ)= {φ} onto itself, and the proposition is proved.
The bijection in Theorem 6.8 has a particularly simple form when the order |F | is
a power of a single prime p.
Theorem 6.13. If the cyclic group F in Hypothesis 1.1 has order pa , for some prime p,
then the bijection in Theorem 6.8 sends any character φ ∈ IrrE(A[G]) to the unique
character φ′ ∈ IrrE′(A[G′]) such that p does not divide the multiplicity (φA[G′], φ′)A[G′]
of φ′ as an irreducible constituent of the restriction φA[E′].
Proof. If F = 1, then Proposition 6.12 tells us that E′ =E =G=G′ and that the bijection
in Theorem 6.7 is the identity map of IrrE(A[G])= IrrE′ (A[G′]) onto itself. Clearly, the
present theorem holds in this case. So we may assume from now on that F > 1. Then the
prime p actually divides the order |F | of the p-group F , so that
π(F)= {p}.
Furthermore, we may choose some non-trivial character λp in the subgroup F̂p of order p
in F̂ .
612 E.C. Dade / Journal of Algebra 270 (2003) 583–628Let φ be any character in IrrE(A[G]), and let φ(E′) be its image in IrrE′ (A[G′])
under the bijection in Theorem 6.8. Fix a character ψ ∈ Irr(A[E] | φ). Then Theorem 6.9
gives us an integer t = ±1 (which we may choose arbitrarily if p = 2) and a character
ψ(E′) ∈ Irr(A[E′] | φ(E′)) such that
(1− λp)ψA[E′ ] = t (1− λp)ψ(E′) = tψ(E′) − tλpψ(E′). (6.14)
Notice that ψ(E′) and λpψ(E′) are two distinct characters in Irr(A[E′] | φ(E′)), since λp is
a non-trivial character in F̂ , and Irr(A[E′] | φ(E′)) is a regular F̂ -orbit by Proposition 1.19
for the prime situation.
The restriction ψA[E′] lies in the free Z-module Ch(A[E′]), which has Irr(A[E′]) as an
orthonormal basis. Hence there are unique integers
n
(
ψ ′
)= (ψA[E′],ψ ′)A[E′],
for ψ ′ ∈ Irr(A[E′]), such that
ψA[E′] =
∑
ψ ′∈Irr(A[E′])
n
(
ψ ′
)
ψ ′
in Ch(A[E′]). Multiplication by λp ∈ F̂ permutes among themselves the characters ψ ′ ∈
Irr(A[E′]). It follows that
λpψA[E′ ] =
∑
ψ ′∈Irr(A[E′])
n
(
ψ ′
)
λpψ
′ =
∑
ψ ′∈Irr(A[E′])
n
(
λ−1p ψ ′
)
ψ ′.
So
(1− λp)ψA[E′] =
∑
ψ ′∈Irr(A[E′])
(
n
(
ψ ′
)− n(λ−1p ψ ′))ψ ′
in Ch(A[E′]). But ψ(E′) and λpψ(E′) are distinct characters in the Z-basis Irr(A[E′]) for
Ch(A[E′]). Hence the above equation and (6.14) imply that
n
(
ψ ′
)− n(λ−1p ψ ′)=
{
t if ψ ′ =ψ(E′),
−t if ψ ′ = λpψ(E′),
0 otherwise,
for any ψ ′ ∈ Irr(A[E′]). This forces ψA[E′] to have the form
ψA[E′] = tψ(E′) +
∑
ψ ′∈Irr(A[E′])
m
(
ψ ′
)
ψ ′, (6.15a)
where the integers m(ψ ′) ∈ Z satisfy
m
(
λpψ
′)=m(ψ ′), for any ψ ′ ∈ Irr(A[E′]). (6.15b)
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by Proposition 1.19. Similarly, the character ψ(E′) in the regular F̂ -orbit Irr(A[E′] | φ(E′))
restricts to φ(E′) on A[G′]. This and (6.15a) imply that
φA[G′] =
(
ψA[G]
)
A[G′] =
(
ψA[E′ ]
)
A[G′] = tφ(E′) +
∑
ψ ′∈Irr(A[E′])
m
(
ψ ′
)
ψ ′A[G′].
Hence(
φA[G′], φ′
)
A[G′] = t
(
φ(E′), φ
′)
A[G′] +
∑
ψ ′∈Irr(A[E′]|φ′)
m
(
ψ ′
)(
ψ ′A[G′], φ
′)
A[G′]
for any φ′ ∈ IrrE′(A[G′]). If we fix such a φ′, then Proposition 1.19 for the prime situation
tells us that Irr(A[E′] | φ′) is a single regular F̂ -orbit, each of whose members restricts to
φ′ on A[G′]. In particular, Irr(A[E′] | φ′) is a disjoint union of regular F̂p-orbits, on each
of which m(ψ ′) is constant by (6.15b). The sum of the integers m(ψ ′)(ψ ′A[G′], φ′)A[G′] =
m(ψ ′) over any of these orbits is a multiple |F̂p|m(ψ ′)= pm(ψ ′) of the prime p. Hence
the sum over all such orbits is a multiple of p. So the preceding equation yields the
congruence (
φA[G′], φ′
)
A[G′] ≡ t
(
φ(E′), φ
′)
A[G′] (mod p).
Since both φ(E′) and φ′ lie in Irr(A[E′]), the orthogonality relations (1.7) imply that
(φ(E′), φ′)A[G′] is 1 if φA[G′] = φ′, and 0 otherwise. The theorem follows from this and the
above congruence.
Corollary 6.16. Under the hypotheses of the theorem, the congruence(
φA[G′], φ(E′)
)
A[G′] ≡ t (mod p)
holds for any φ ∈ IrrE(A[G]), where t =±1 is the integer defined (or chosen if |F | is even)
in Theorem 6.9 for Irr(A[E] | φ).
Proof. If F > 1, this follows from the above proof. If F = 1, this is true since t = 1 and
φA[G′] = φ(E′) = φ by Proposition 6.12.
7. The generalized Glauberman case
In the rest of this paper we are going to study several situations where the extension
group E in Hypothesis 1.1 is split over its normal subgroup G, i.e., where E is the semi-
direct product
E =AG (7.1a)
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G sends A isomorphically onto the cyclic group F . Hence A is also cyclic with order
|A| = |F |. Any subgroupE′ of E containingA covers F = ε(A). So Proposition 6.1 holds.
Furthermore, E′ is the semi-direct product
E′ =AG′ (7.1b)
of A with the A-invariant subgroup
G′ =E′ ∩G (7.1c)
of G.
In this situation certain simplifications of notation are possible. Since E = AG and
E′ =AG′, we know from (1.12) that
IrrE
(
A[G])= IrrA(A[G]) and IrrE′(A[G′])= IrrA(A[G′]). (7.2)
So the bijection in Theorem 6.8 now sends IrrA(A[G]) onto IrrA(A[G′]). Since the
epimorphism ε sends A isomorphically onto F , it follows from (2.1a), (6.2), and (7.1a,b)
that E0 and E′0 are the “semi-direct products”
E0 =A0G=A0 G⊆AG and E′0 =A0G′ =A0 G′ ⊆AG′, (7.3)
where A0 is the set of all generators of A.
Our first examples come from a situation studied by Kawanaka in [K2]. In them we
assume that G′ satisfies
G′ = CG(A) and
∣∣G′∣∣ is relatively prime to |A|. (7.4)
Before explaining why (6.4) holds in this case, we recall some standard notation about
sets π of primes and elements σ ∈ E. We write π ′ for the complementary set of all
primes not in π . Then there exist unique elements σπ ,σπ ′ ∈ E such that the order of σπ
is divisible only by primes in π , the order of σπ ′ is divisible only by primes in π ′, and
σπσπ ′ = σπ ′σπ = σ . We call σπ the π -part of σ , and we call σπ ′ the π ′-part of σ .
Lemma 7.5. If (7.4) holds, then so does (6.4).
Proof. (Compare with the proof of [K2, Lemma 2.1.6].) The normalizer NE(A) of A in
the semi-direct product E =AG is the direct product
NG(A)=A×CG(A)=A×G′ =E′.
Since |A| = |F | is relatively prime to |G′|, we conclude from this and (7.3) that the π(F)-
part of any element σ ∈ E′0 is the unique element α ∈ A0 such that σ = αρ = ρα, for
some ρ ∈G′. It follows that ατ is the π(F)-part of στ , for any τ ∈ E. If στ also lies in
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A= 〈α〉 = 〈ατ 〉 and so lies in E′ = NE(A). Thus (6.4) holds and the lemma is proved.
At this point all the hypotheses of Section 6 are satisfied. So all the theorems in that
section hold. In particular, Theorem 6.8 gives us a bijection of IrrA(A[G])= IrrE(A[G])
onto IrrA(A[G′])= IrrE′ (A[G′]). The latter set has a simpler description in this case.
Proposition 7.6. If (7.4) holds, then A centralizes the subalgebra A[G′] of A. Hence
IrrA(A[G′]) is all of Irr(A[G′]).
Proof. Any element α ∈A centralizes any element σ ∈G′ = CG(A). In view of (1.4b) and
(1.3), this implies that conjugation by α leaves invariant the one-dimensional F-subspace
Aσ of A. So α must act on Aσ as multiplication by some unit c(α,σ ) in the field F.
We claim that c is a bilinear map from A×G′ to U(F), i.e., that
c(αβ,σ )= c(α,σ )c(β,σ ) and c(α,στ)= c(α,σ )c(α, τ ),
for any α,β ∈ A and σ, τ ∈ G′. The first of these equations follows from the fact that
aαβ = (aα)β ∈ Aσ , for any a ∈Aσ . The other one comes from the equation AσAτ = Aστ
in (1.2b), since α acts as an automorphism of the F-algebra A.
Because c :A×G′ → U(F) is a bilinear map, the exponent of the subgroup c(A,G′)
of U(F) generated by its image divides both |A| and |G′|. Since |A| and |G′| are relatively
prime by (7.4), this exponent must be 1. Hence c(α,σ )= 1 for all α ∈ A and σ ∈G′. So
A centralizes Aσ for each σ ∈G′, and thus centralizes the sum A[G′] of all those Aσ . It
follows that A fixes every character in Irr(A[G′]), i.e., that IrrA(A[G′])= Irr(A[G′]). Thus
the proposition holds.
We combine the above lemma and proposition with some of the theorems in Section 6
to obtain
Theorem 7.7. If (7.1) and (7.4) hold, then there is a natural bijection of the set IrrA(A[G])
onto Irr(A[G′]) = Irr(A[CG(A)]). This bijection sends any character φ ∈ IrrA(A[G]) to
the unique character φ(E′) ∈ Irr(A[G′]) such that restriction from A[E] to A[E′] sends the
set MinCh(A[E] |E0, φ) in Definition 4.4 onto the similar set MinCh(A[E′] |E′0, φ(E′)).
If, in addition, |A| = [E : G] is a power of a single prime p, then φ(E′), for any φ ∈
IrrA(A[E]), is the unique character in Irr(A[G′]) whose multiplicity (φA[G′], φ(E′))A[G′]
in the restriction of φ to A[G′] is not divisible by p.
Proof. We have already remarked that Proposition 6.1 holds whenever (7.1) does.
Lemma 7.5 gives us (6.4) in our present situation. The first paragraph of the theorem
follows from this, (7.3), Proposition 7.6, and Theorem 6.8. The remaining paragraph comes
from Theorem 6.13.
Our condition (7.4) certainly holds when G′ = CG(A) and |A| is relatively prime to |G|.
If, in addition, we assume that A is the group algebra FE of E over F, then we are in the
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with Glauberman’s one.
Proposition 7.8. Suppose that (7.1) holds with G′ = CG(A), that |A| is relatively prime
to |G|, and that the twisted group algebra A of E over F in Hypothesis 1.1 is the group
algebra FE. Then the bijection of IrrA(FG)= IrrA(A[G]) onto Irr(FCG(A))= Irr(A[G′])
in Theorem 7.7 coincides with that defined by Glauberman in [Gl].
Proof. Glauberman’s bijection for the cyclic operator group A is given in [Gl, Section 3].
We shall restate his results in our present notation. Let φ be any character in IrrA(FG)=
IrrE(A[G]). Then φ has a canonical extension ψ ∈ Irr(FE | φ)= Irr(A | φ), distinguished
from the other extensions of φ by the fact that the corresponding determinant character
det(ψ) sends any generator α ∈ A0 of A to 1 (see [Gl, Theorem 1]). The Glauberman
correspondent of φ, as constructed in [Gl, Theorem 3], is the unique character φ′ ∈
Irr(FCG(A))= Irr(A[G′]) such that
ψ(ασ)= sφ′(σ )
for all σ ∈ G′ = CG(A) and some fixed integer s = ±1. We must show that this φ′
coincides with our correspondent φ(E′).
The F̂ -orbit of ψ ∈ Irr(A | φ) is regular by Proposition 1.19. We may choose some
non-trivial character λp ∈ F̂p , for each prime p ∈ π(F). Then Theorem 3.8 tells us that
θ =
∏
p∈π(F )
(1− λp) ·ψ
belongs to the set MinCh(A | E0, φ) in Definition 4.4. Each λp , for p ∈ π(F), is a non-
trivial linear character of F . So its value at the generator ρ = ε(α) of F is not 1. This and
Proposition 1.15 imply that
θ(ασ)= fψ(ασ)= f sφ′(σ )
for all σ ∈G′, where f is the unit
f =
∏
p∈π(F )
(
1− λp(ρ)
)
of F. We know from Theorem 6.9 that the restriction of θ to F(A×G′) = A[E′] has the
form
θF(A×G′) = t
∏
(1− λp) ·ψ ′,
p∈π(F )
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integer t =±1. Hence
f sφ′(σ )= (θF(A×G′))(ασ)= tfψ ′(ασ) ∈ F
for all σ ∈ G′. Because f , s, and t are units of F, this can only happen when φ′ is the
unique character φ(E′) ∈ Irr(FG′) lying under ψ ′. Thus the proposition holds.
In [K2, Theorem 3.1.3] Kawanaka gives a bijection of IrrA(FG) = IrrA(A[G]) onto
Irr(FG′) = Irr(A[G′]) in the situation where (7.1) and (7.4) hold, and the twisted group
algebra A in Hypothesis 1.1 is the group algebra FE. His bijection differs slightly from
that given by Theorem 7.7 for this case, since he was generalizing Shintani descent [Sh]
instead of the Glauberman correspondence [Gl]. Before we can discuss it, we have to fix
an error in the proof of [K2, Theorem 3.1.3].
Kawanaka’s proof of this theorem depends on establishing [K2, 3.1.4], which we can
state in our notation as
Lemma 7.9. Suppose that (7.1) and (7.4) hold, with A= FE. Let α be any generator for
the cyclic group A, and ψ ∈ Irr(FE) extend some φ ∈ IrrA(FG). Then there exist an integer
s =±1, an |A|th root of unity f ∈ F, and a character φ′ ∈ Irr(FG′), such that
ψ(ασ)= sf φ′(σ ) for all σ ∈G′ = CG(A). (7.10)
For a proof of this he refers the reader to the proofs of Glauberman’s [Gl, Theorem 3] or
Isaacs’ [Is, Theorem (13.6)]. But neither of those arguments apply in his case, since they
only work when the character ψ has the property expressed in [Is, Lemma (13.5)], i.e.,
when its restriction to A×G′ =E′ has the form
ψA×G′ =
∑
φ′∈Irr(G′)
νφ′ × φ′,
where each νφ′ lies in Ch(FA) and takes on only rational values at the element α ∈ A. In
general, the character ψ in the above lemma does not have this property. So Kawanaka’s
proof of [K2, Theorem 3.1.3] is incomplete.
In private correspondence, Kawanaka has provided the following correct proof of
Lemma 7.9, thus completing his proof of [K2, Theorem 3.1.3]. We give his argument here
with his permission.
Proof of Lemma 7.9. We may change ground fields and assume that F is the field C of all
complex numbers. We know by Lemmas 6.5 and 7.5 that E0 = A0G is the disjoint union
of its subsets (E′0)τ = (A0 ×G′)τ , where τ runs over representatives for the cosets of E′
in E. Since α lies in A0 and αG is E-invariant, it follows that αG ⊆ E0 is the disjoint
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Lemma 2.1.6]). This implies that
1
|G|
∑
σ∈G
∣∣ψ(ασ)∣∣2 = 1|G′| ∑
σ∈G′
∣∣ψ(ασ)∣∣2,
where |c|, for any c ∈C, is the complex absolute value of c. The left side of this equation
is 1, since ψ is an extension of an irreducible character φ of G. Hence the right side
is also 1. Now the function σ → ψ(ασ) from G′ to C satisfies the hypotheses of [K1,
Lemma 1.5]. That lemma gives us the necessary integer s, root of unity f , and character
φ′ so that (7.10) holds.
The relation between Kawanaka’s bijection and that in Theorem 7.7 is given by
Proposition 7.11. Suppose that A in Hypothesis 1.1 is the group algebra FE and that
both (7.1) and (7.4) hold. Then any character φ ∈ IrrA(FG) corresponds both to a
character φ′φ ∈ Irr(FG′) under the bijection in [K2, Theorem 3.1.3] and to a character
φ(E′) ∈ Irr(FG′) under the bijection in Theorem 7.7. These two characters satisfy
φ′φ
(
σ |A|
)= φ(E′)(σ ) for any σ ∈G′. (7.12)
Proof. Apply Lemma 7.9 to any character ψ ∈ Irr(FE | φ). As in the proof of
Proposition 7.8, it follows from (7.10) that the resulting character φ′ coincides with φ(E′).
So (7.12) is the equivalent, in our notation, of the unnumbered equation two lines after
[K2, 3.1.4].
8. The case of SL(2,2n)
Suppose that q is a power pn of a prime p. We write Fq for the field of q elements,
and Gal(Fq) for its absolute Galois group. So Gal(Fq) is the cyclic group of order n
generated by the automorphism x → xp of Fq . If m is any positive integer, then GL(m,q)
denotes the group of all non-singular m × m matrices with entries in Fq , and SL(m,q)
denotes the subgroup of all such matrices with determinant 1. The group Gal(Fq) acts
naturally as automorphisms of the group GL(m,q) by acting on matrix entries. This
action leaves invariant the subgroup SL(m,q). So we may form the semi-direct product
Gal(Fq)GL(m,q) and its subgroup Gal(Fq) SL(m,q).
We are going to construct an example in the situation where q and n satisfy
q = 2n, for some odd integer n 1. (8.1a)
The group G in this example will be
G= SL(2, q)= SL(2,2n). (8.1b)
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A= Gal(Fq). (8.1c)
Because A acts naturally as automorphisms of G, we may form the semi-direct product
E =AG= Gal(Fq) SL(2, q). (8.1d)
We identify both A and G with their natural images in E. Since E/G A is cyclic of
order n, we can find suitable ε, F , F and A so that Hypothesis 1.1 holds.
The centralizer CG(A) is the fixed subgroup SL(2,2) of the Galois group A= Gal(Fq)
in G= SL(2, q). This subgroup is a semi-direct product
CG(A)= SL(2,2)= 〈ι〉B, (8.2a)
where B is its unique subgroup of order 3, and ι is an involution inverting B . For E′ we
take the normalizer of B in E. Then E′ is the semi-direct product
E′ = NE(B)=AG′, (8.2b)
where G′ is the normalizer
G′ = NG(B) (8.2c)
of B in G. Here (7.1) holds. Hence so does Proposition 6.1.
In order to prove (6.4), we need some detailed information about the structure of E′.
We give this information in a series of lemmas.
Lemma 8.3. The centralizer C = CG(B) is a cyclic group of order q + 1. The normalizer
G′ = NG(B) is the semi-direct product 〈ι〉  C, where ι is the involution in (8.2a). The
cyclic group A has a generator α such that γ α = γ 4 for all γ ∈ C.
Proof. The subgroup structure of G = SL(2,2n) is well-known. In particular, the
centralizer of any non-trivial element of G is an abelian subgroup of order q , q − 1, or
q+1. It follows from (8.1a) that only q+1, among these three possible orders, is divisible
by |B| = 3. So C = CG(B) has order q + 1. This implies that C is cyclic, and that its
normalizer NG(C) is a dihedral group of order 2(q + 1).
Since B is characteristic in the cyclic group C, the normalizer NG(C) is also G′ =
NG(B). The involution ι in (8.2a) normalizes B . So it lies in G′, but not in the subgroup
C G′ of odd order q + 1. We conclude that G′ is the semi-direct product 〈ι〉C.
The centralizer of both B and C in the extension group GL(2, q) of G = SL(2, q)
is a copy D of the multiplicative group U(Fq2) of the field Fq2 . The natural action of
A= Gal(Fq) on GL(2, q) leaves both B and D invariant. Its action on D corresponds to
that on U(Fq2) of the unique subgroup Gal(Fq2/F4) of order n= |A| in the group Gal(Fq2)
of order 2n. That subgroup is generated by the automorphism x → x4 of the field Fq2 . The
620 E.C. Dade / Journal of Algebra 270 (2003) 583–628corresponding generator α of A acts on both D and C as the automorphism σ → σ 4. Thus
the lemma holds.
For the rest of this section we fix a generator α for A having the property in the above
lemma. We also fix an arbitrary generator β for B .
Lemma 8.4. The coset αC is the union of three distinct C-conjugacy classes K1, K2, and
K3, each of order |Ki | = (q + 1)/3. These classes are distinguished by the fact that
τn = βi ∈B, (8.5)
for all τ ∈Ki and any i = 1,2,3. Hence α lies in K3.
Proof. SinceC is abelian, any element τ ∈ αC has the same action as α onC. In particular,
the centralizer CC(τ) is equal to CC(α)= CC(A)= B . So the C-conjugacy class of τ has
order [C : B] = (q + 1)/3. The first statement of the lemma follows from this and the fact
that |αC| = |C| = q + 1.
If σ is any element of C, then
(ασ)n = ασασ · · ·ασ = αnσαn−1σαn−2 · · ·σασ.
Since αn = 1 and σα = σ 4, this implies that
(ασ)n = σ 4n−1+4n−2+···+4+1.
The integer n is odd and 2n is congruent to −1 modulo q + 1= 2n + 1. So
4n−1 + 4n−2 + · · · + 4+ 1 = 22n−2 + 22n−4 + · · · + 2n+1 + 2n−1 + · · · + 22 + 1
≡−2n−2 − 2n−4 − · · · − 2+ 2n−1 + · · · + 22 + 1
= 2n−1 − 2n−2 + 2n−3 − · · · + 22 − 2+ 1,
where the congruence is modulo q + 1. This last integer is equal to (2n + 1)/(2 + 1) =
[C : B]. We conclude that the map σ → (ασ)n = σ [C:B] is an epimorphism of the cyclic
group C onto its subgroup B = 〈β〉. In particular, there exist elements τ = ασ ∈ αC such
that τn has any given value βi ∈ B . This and the first statement of the lemma imply the
second statement. The remaining statement follows because αn = 1.
What we really want is
Lemma 8.6. The elements of odd order in the coset αG′ form two distinct G′-conjugacy
classes. One of these classes is the set K3 in Lemma 8.4. The other is the union K1 ∪K2
of sets from that lemma.
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Since ι ∈ CG(A) centralizes α ∈ A, and its order 2 is relatively prime to the odd order n
of α, the product αι has order 2n. It follows that E′ is the semi-direct product of
〈αι〉 = A × 〈ι〉 with C. So αG′ is the disjoint union of αC and αιC, each of which is
invariant under conjugation by elements of G′.
The even order 2n of αι divides the order of any element in αιC. So the elements of
odd order in αG′ all lie in αC. By Lemma 8.4 the coset αC contains three C-conjugacy
classes K1, K2, and K3, each of which consists of elements with odd order n or 3n. The
involution ι must permute these three classes among themselves. Clearly, ι fixes K3, since
it fixes α ∈ K3. Because βι = β2 by (8.2a), it follows from (8.5) that ι interchanges K1
and K2. So the two G′-conjugacy classes in αC are K3 and K1 ∪K2, which are also the
only G′-conjugacy classes of elements of odd order in αG′. Thus the lemma holds.
Now we have the desired trivial intersection property.
Proposition 8.7. If (8.1) and (8.2) hold, then so does (6.4), i.e., E′0 is a trivial intersection
subset of E with E′ as its normalizer.
Proof. The factor group F has odd order |F | = |A| = n. So any element σ ∈ E has the
same image ε(σ )= ε(σ )2′ = ε(σ2′) in F as its odd part σ2′ . Hence the inverse image E′0
in E′ of the subset F0 ⊆ F contains the odd part of any of its elements.
The cyclic group F has order |F | = n. The set F0 of its generators is closed under the
k-power map ν → νk , for any integer k relatively prime to n. It follows that the inverse
image E′0 of F0 in E′ is also closed under all such k-power maps.
Suppose that (E′0)τ ∩E′0 is not empty, for some τ ∈E =AG. We must prove that τ lies
in E′.
BothE′0 and its conjugate (E′0)τ contain the odd part of any element in their intersection.
Hence we may assume that (E′0)τ ∩ E′0 has some element σ with odd order. The image
ε(σ ) ∈ F0 generates F , as does the image ε(α) of the generator α for A. So there is some
integer k, relatively prime to n= |F |, such that ε(σ )k = ε(α). Since σk lies in both E′0 and
(E′0)τ , we may replace σ by σk and assume that
ε(σ )= ε(α) ∈ F0.
Now σ lies in the inverse image αG′ of ε(α) in E′. Since it has odd order, it must
belong to one of the two G′-conjugacy classes K3 and K1 ∪K2 in Lemma 8.6. In view of
Lemma 8.4, the order of σ is n if it lies in K3, and 3n otherwise. Furthermore, σ ∈ (E′0)τ
is the conjugate ρτ of some element ρ ∈E′0. This ρ has the same odd order as σ , and the
same image ε(ρ) = ε(σ ) = ε(α) in F . So ρ must lie in the same conjugacy class K3 or
K1 ∪K2 as σ .
Suppose that ρ,σ ∈ K3. Then ρ is the conjugate αγ of the element α ∈ K3 by some
γ ∈G′. Similarly, σ = αδ , for some δ ∈G′. So
αδ = σ = ρτ = αγ τ .
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Now suppose that ρ,σ ∈K1 ∪K2. In this case ρn and σn both generate the subgroup
B of prime order 3 by (8.5). Hence
Bτ = 〈(ρn)τ 〉= 〈(ρτ )n〉= 〈σn〉= B.
So τ belongs to E′ = NE(B) in this case, too, and the proposition is proved.
We have already noted that both (7.1) and Proposition 6.1 hold in our situation. The
above proposition gives us (6.4). So (7.3), Theorem 6.8, and Theorem 6.13 imply
Theorem 8.8. If (8.1) and (8.2) hold, then there is a natural bijection of the set IrrA(A[G])
onto the set IrrA(A[G′]). This bijection sends any character φ ∈ IrrA(A[G]) to the unique
character φ(E′) ∈ IrrA(A[G′]) such that restriction from A[E] to A[E′] sends the set
MinCh(A[E] |E0, φ) in Definition 4.4 onto the similar set MinCh(A[E′] |E′0, φ(E′)).
If, in addition, n = [E : G] is a power of a single prime p, then φ(E′), for any φ ∈
IrrA(A[E]), is the unique character in IrrA(A[G′]) whose multiplicity (φA[G′], φ(E′))A[G′]
in the restriction of φ to A[G′] is not divisible by p.
Of course, we could repeat the definitions in (8.1) and (8.2) with the exponent n in (8.1a)
even instead of odd. In this situation the group C in Lemma 8.3 has order q − 1 instead
of q + 1 and the distinguished generator α of A sends any σ ∈ C to σα = σ−2 instead
of σ 4. However, the condition (6.4) does not hold in this case, since the element α ∈E′0 is
G-conjugate to αι ∈E′0, but is not G′-conjugate to αι.
9. The Suzuki case
There is also an example associated with the groups defined by Suzuki in [Su]. We start
by fixing q , r , and m satisfying
q = 22m+1 and r = 2m+1, for some integer m 0. (9.1a)
For G we take the group
G= Sz(q) (9.1b)
of order q2(q−1)(q2+1) defined by Suzuki in [Su, Section 13], where it was called G(q).
This is a subgroup of SL(4, q), and is invariant under the action of Gal(Fq) on the latter
group. So we let A be the cyclic group
A= Gal(Fq) (9.1c)
of order 2m+ 1, and E be the semi-direct product
E =AG= Gal(Fq) Sz(q). (9.1d)
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suitable ε, F , F and A so that Hypothesis 1.1 holds.
The centralizer CG(A) is now the degenerate Suzuki group Sz(2), which is a holomorph
of the group of order 5. So CG(A) is a semi-direct product
CG(A)= Sz(2)=RB, (9.2a)
where B is the unique subgroup of order 5 in CG(A), and R is some cyclic subgroup
of order 4 acting faithfully on B . For E′ we take the normalizer of B in E. Since E′
contains A, it is the semi-direct product
E′ =AG′ (9.2b)
where G′ is the normalizer
G′ = NG(B) (9.2c)
of B in G. So (7.1) is satisfied, and Proposition 6.1 holds.
As in the preceding section, we give a series of lemmas about E′. The equivalent of
Lemma 8.3 is
Lemma 9.3. The centralizer C = CG(B) is a cyclic group with order
|C| =
{
q + r + 1 if m≡ 0 or 3 (mod 4),
q − r + 1 if m≡ 1 or 2 (mod 4).
The normalizer G′ = NG(B) is the semi-direct product R  C, where R is the group in
(9.2a). The cyclic group A has a generator α such that σα = σ 16, for all σ ∈C.
Proof. The list of subgroups of G = Sz(q) is given in [Su, Section 15]. From this list it
follows that the centralizer of any non-trivial element of odd order in G is cyclic with order
q − 1, q + r + 1, or q − r + 1. In view of (9.1a) the only one of these three orders divisible
by |B| = 5 is q + r + 1, when m is congruent to 0 or 3 modulo 4, or q − r + 1, when m is
congruent to 1 or 2 modulo 4.
Because B is a characteristic subgroup of the cyclic group C, its normalizer G′ =
NG(B) is equal to NG(C), which has order 4|C| by [Su, Theorem 9]. The group R in
(9.2a) has order 4, relatively prime to the odd order |C| and is contained in G′ = NG(B).
It follows that G′ is the semi-direct product RC.
The group C is one of the two groups A1 and A2 discussed in the opening paragraph
of [Su, Section 15]. That discussion explains why C is a subgroup of a unique copy D
of the multiplicative group U(Fq4) in GL(4, q). The Galois group A = Gal(Fq) of odd
order 2m+ 1 leaves both C and D invariant. It follows that its action on D corresponds to
the action on U(Fq4) of the unique subgroup Gal(Fq4/F16) of order 2m+ 1 in Gal(Fq4).
That subgroup is generated by the automorphism x → x16 of the field Fq4 . Hence A has
a generator α with the same action σ → σα = σ 16 on C. So the lemma holds.
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fix an arbitrary generator β for B . The equivalent of Lemma 8.4 is
Lemma 9.4. The coset αC is the union of five distinct C-conjugacy classes Ki , for
i = 1,2, . . . ,5, each with order |Ki | = |C|/5. These classes are distinguished by the fact
that
τ 2m+1 = βi ∈B (9.5)
for any i = 1,2, . . . ,5 and any τ ∈Ki . So α lies in K5.
Proof. Because C is abelian, any element τ ∈ αC satisfies CC(τ)= CC(α)= CC(A)= B .
So the C-conjugacy class of τ has order [C : B] = |C|/5. This implies the first statement
of the lemma.
If σ ∈C, then
(ασ)2m+1 = α2m+1σα2mσα2m−1 · · ·σασ.
Since α2m+1 = 1 and σα = σ 16, this implies that
(ασ)2m+1 = σ 162m+162m−1+···+16+1 = σ 44m+44m−2+···+42+1.
It follows from (9.1a) that the two integers q + r + 1 and q − r + 1 are relatively prime,
with q2 + 1 = 42m+1 + 1 as their product. Since 42m+1 ≡−1 (mod q2 + 1), we have
44m + 44m−2 + · · · + 42m+2 + 42m + · · · + 42 + 1
≡−42m−1 − 42m−3 − · · · − 4+ 42m + 42m−2 + · · · + 42 + 1 (mod q2 + 1).
This last integer is
42m − 42m−1 + 42m−2 − · · · + 42 − 4+ 1 = (42m+1 + 1)/(4+ 1)= (q2 + 1)/5,
which is the product of the relatively prime integers [C : B] = |C|/5 and (q2 + 1)/|C|.
We conclude that the map σ → (ασ)2m+1 = σ (q2+1)/5 is an epimorphism of the cyclic
group C onto its subgroup B of order 5. Hence there exist elements τ ∈ αC with all five
possible values βi ∈ B for τ 2m+1. This and the first statement of the lemma imply the
second statement. The remaining statement follows from this and the fact that α2m+1 = 1.
The equivalent of Lemma 8.6 is
Lemma 9.6. The coset αG′ contains exactly two G′-conjugacy classes of elements of odd
order: the set K5 in Lemma 9.4 and the union K1 ∪K2 ∪K3 ∪K4 of sets in that lemma.
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Since R  CG(A) is cyclic and centralizes α ∈ A, each of the latter cosets is invariant
under conjugation by elements of G′. The order of any element in αρC divides that of αρ,
which is even when ρ 	= 1, since |A| = 2m+ 1 is odd, and |R| = 4 is a power of 2. So the
only G′-conjugacy classes of elements of odd order in αG′ are those in αC.
Lemma 9.4 tells us that αC contains five C-conjugacy classes K1, . . . ,K5, each of
which consists of elements of odd order 2m + 1 or 5(2m + 1). These classes must be
permuted among themselves under conjugation by elements of R. The unions of the
resulting R-orbits are both the G′-conjugacy classes in αC and the G′-conjugacy classes
of elements of odd order in αG′. Conjugation by elements of R leaves β5 = 1 fixed, but
permutes transitively the other four elements βi in B . So (9.5) implies that R fixes K5 and
permutes the other four Ki transitively. Thus the present lemma holds.
As in Proposition 8.7, we now have
Proposition 9.7. If (9.1) and (9.2) hold, then so does (6.4), i.e., E′0 is a trivial intersection
subset of E with E′ as its normalizer.
Proof. Suppose that (E′0)τ ∩E′0 is not empty, for some τ ∈E. We must show that τ ∈E′.
Since |F | = |A| = 2m + 1 is odd, we may repeat the arguments in the proof of
Proposition 8.7 to obtain some element σ of odd order in (E′0)τ ∩E′0 such that
ε(σ )= ε(α) ∈ F0.
Then σ is an element of odd order in the inverse image αG′ of ε(α) in E′. By Lemma 9.6
either σ ∈K5 or σ ∈K1∪K2∪K3∪K4. Lemma 9.4 tells us that σ has order 2m+1 in the
former case, and 5(2m+ 1) in the latter. There is some element ρ ∈E′0 such that ρτ = σ .
This ρ has the same odd order as σ and the same image ε(ρ)= ε(σ )= ε(α) in F0. So it
must lie in the same set K5 or K1 ∪ · · · ∪K4 as σ .
If ρ,σ ∈ K5, then there exist γ, δ ∈ C  E′ such that αγ = ρ and αδ = σ . So
αγ τ = ρτ = σ = αδ and γ τδ−1 ∈ CG(A)E′. Hence τ ∈E′ in this case.
If ρ,σ ∈ K1 ∪ · · · ∪ K4, then (9.5) implies that both ρ2m+1 and σ 2m+1 generate the
subgroup B of prime order 5. So
Bτ = 〈(ρ2m+1)τ 〉= 〈(ρτ )2m+1〉= 〈σ 2m+1〉= B.
Hence τ lies in NE(B)= E′ in this case, too, and the proposition is proved.
We have already noticed that (7.1) and Proposition 6.1 hold. The above proposition
gives us (6.4). So (7.2), Theorem 6.8, and Theorem 6.13 tell us that
Theorem 9.8. If (9.1) and (9.2) hold, then there is a natural bijection of the set IrrA(A[G])
onto the set IrrA(A[G′]). This bijection sends any character φ ∈ IrrA(A[G]) to the unique
character φ(E′) ∈ IrrA(A[G′]) such that restriction from A[E] to A[E′] sends the set
MinCh(A[E] |E0, φ) in Definition 4.4 onto the similar set MinCh(A[E′] |E′ , φ(E′)).0
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IrrA(A[E]), is the unique character in IrrA(A[G′]) whose multiplicity (φA[G′], φ(E′))A[G′]
in the restriction of φ to A[G′] is not divisible by p.
10. Relative correspondences
Suppose we add to the situation in Proposition 6.1 a new subgroup N satisfying
N E and N G′ =E′ ∩G. (10.1)
Then N is a normal subgroup of each of the groups E, G, E′, and G′. We denote the
corresponding factor groups by
E =E/N, G=G/N, E ′ =E′/N, and G ′ =G′/N. (10.2a)
The epimorphism ε :E→ F with kernel G induces an epimorphism ε :E→ F sending
the coset σN ∈E to
ε(σN)= ε(σ ) ∈ F (10.2b)
for any σ ∈E. The kernel of ε is the image G of G= ker(ε) in E. Furthermore, ε restricts
to the epimorphism ε ′ :E ′ → F induced by ε′ :E′ → F . It follows from (10.2b) that the
inverse image E0 = ε−1(F0) of F0 in E is the disjoint union
E0 =
⋃
σ∈E0
σ (10.2c)
of the cosets σ in the inverse image
E0 = ε−1(F0)⊆ E (10.2d)
of F0 in E. Similarly, the inverse image E′0 = (ε′)−1(F0) = E′ ∩ E0 of F0 in E′ is the
disjoint union
E′0 =
⋃
σ ′∈E′0
σ ′ (10.2e)
of the cosets σ ′ in the inverse image
E ′0 =
(
ε ′
)−1
(F0)=E ′ ∩E0 (10.2f)
of F0 in E ′.
The important observation is
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E ′0
)τ ∩E ′0 = ∅, for all τ ∈E −E ′. (10.4)
Proof. It follows from (10.2a) that an element τ ∈E lies in E−E′ if and only if its image
τ = τN ∈E lies in E −E ′. In that case (10.2e) implies that (E′0)τ and E′0 are the inverse
images of (E ′0)τ and E ′0, respectively, under the natural epimorphism of E onto E = E/N .
Hence the intersection (E′0)τ ∩E′0 is the inverse image of the intersection (E ′0)τ ∩E ′0 under
that same epimorphism. So the former intersection is empty if and only if the latter one is.
This and the first sentence of this proof imply the lemma.
In view of the above lemma the conclusions of Theorems 6.8 and 6.13 hold, not just
in the situations studied in Sections 7–9, but also in cases where the hypotheses in those
sections only hold modulo a suitable normal subgroup N . The most important example
comes from generalizing Section 7. We assume that the group E in Hypothesis 1.1 has two
additional subgroups N and A satisfying
N E, N G, AG=E, and (10.5a)
the indices [AN :N] and [NG(AN) :N] are relatively prime. (10.5b)
We set
E′ = NE(AN) and G′ =G∩E′ = NG(AN). (10.6)
Then E′ contains A, which covers F  E/G by (10.5a). So the conclusions of Proposi-
tion 6.1 all hold.
Theorem 10.7. If (10.5) and (10.6) hold, then so does (6.4). Hence there is a natural
bijection of the set IrrA(A[G]) onto the set IrrA(A[G′]), sending any character φ in
the former set to the unique character φ(E′) in the latter set such that restriction from
A[E] to A[E′] sends the set MinCh(A[E] | E0, φ) in Definition 4.4 to the similar set
MinCh(A[E′] |E′0, φ(E′)).
If, in addition, [AN : N] = [E :G] is a power of a single prime p, then φ(E′), for any
φ ∈ IrrA(A[G]), is the unique character in IrrA(A[G′]) whose multiplicity (φA[G′], φ(E′))
in the restriction of φ to A[G′] is not divisible by p.
Proof. The normal subgroup N of E is contained in both E′ = NE(AN) and G. Hence
it is contained in G′ = E′ ∩G. So both (10.1) and its consequence Lemma 10.3 hold. In
addition to the groups E, G, E ′, and G ′ in (10.2a), we now have the image
A=AN/N
of A in E = E/N . Notice that E′ = NE(AN) is the inverse image in E of NE(A) =
NE/N(AN/N). It follows that E ′ = E′/N is equal to NE(A). Hence G ′ = E ′ ∩ G is
equal to N (A).G
628 E.C. Dade / Journal of Algebra 270 (2003) 583–628Our assumption (10.5b) tells us that |A| and |G ′| = |NG(A)| are relatively prime. This
implies that A ∩ G = 1, so that A is a complement to G in E = A  G. It follows that
G ′ = NG(A) = CG(A). Thus (7.1) and (7.4) hold in the “barred situation” where E, G,
E ′, G ′ and A replace E, G, E′, G′ and A, respectively. Lemma 7.5 for this situation
tells us that (10.4) holds. So (6.4) holds by Lemma 10.3. This proves the first statement
of the theorem. The rest of the theorem follows from that sentence, Theorem 6.8, and
Theorem 6.13.
When (10.5b) is replaced by the stronger hypothesis that [AN : N] is relatively prime
to [G :N], the bijection φ → φ(E′) in the above theorem is precisely the cyclic case of the
“relative Glauberman correspondence” studied in [D3].
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