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Based on a weak coupling calculation, we show that an accidental degeneracy appears between
even- and odd-parity superconductivity in the quasi-1D limit of the repulsive Hubbard model on
the square lattice. We propose that this effect could be at play on the quasi-1D orbitals Ru dzx
and dzy of Sr2RuO4, leading to a gap of the form ∆even + i∆odd which could help reconcile several
experimental results.
I. INTRODUCTION
The presence of multiple components in the super-
conducting order parameter (OP) can lead to a flurry
of interesting phenomena, like the spontaneous break-
ing of time-reversal symmetry (TRS) and the appear-
ance of topological edge states [1–3]. Multi-component
superconductivity can either be symmetry-imposed, cor-
responding to a multidimensional irreducible representa-
tion (irrep) of the point group, or it can be accidental,
when two superconducting orders are accidentally close
to degenerate. The latter scenario, although somewhat
undesirable since it often requires fine tuning, has been
invoked for a variety of superconductors [4–6] for which a
multi-dimensional irrep is in apparent contradiction with
certain experiments, or when such an irrep does not exist
altogether.
This work is motivated in particular by Sr2RuO4, for
which the nature of the superconducting order remains
an open question even 25 years after its discovery [7–14].
This material sounds like a perfect testbed to study un-
conventional superconductivity, since its phase above Tc
is a well-behaved, albeit renormalized, Fermi liquid, for
which Fermi surfaces have been measured with extreme
accuracy [15–18]. However, the theoretical study of this
material has been hampered by several complications,
including the presence of multiple orbitals (the quasi-
1D orbitals dxz and dzy and the quasi-2D orbital dxy)
and their coupling via spin-orbit interaction. Despite the
challenges, achieving a consistent match between theory
and experiments for this material would be an important
milestone, and could shed new light on a flurry of other
unconventional superconductors.
The evidence for TRS breaking [19–21] and multi-
component superconductivity [22–24] in Sr2RuO4 would
naturally point towards a ~d = (px + ipy)zˆ state. How-
ever, such a state is in contradiction with the drop of
spin susceptibility observed recently in NMR [25, 26].
Several other candidates have thus been proposed [6, 27–
32]. In particular, accidental degeneracies between non-
symmetry-related orders have been considered, like d+ig
[6] or s′ + id [29]. Nevertheless, there is at least one ex-
perimental fact which seems difficult to explain for any
candidate order parameter: the absence of a specific heat
anomaly [33] at the putative second transition under 100
strain revealed by muSR [21].
In this work, we propose another candidate for a com-
bination of accidentally degenerate states with the poten-
tial to resolve several of these issues: states of the form
∆e + i∆o, where ∆e is even-parity and ∆o is odd-parity.
This proposal is based on our solution of the small-U
Hubbard model on a square lattice in the quasi-1D limit.
We provide an analytical proof that this model exhibits
an accidental degeneracy between even and odd-parity
representations (as previously pointed out in Ref. [34]).
Since the Ru dzx and dzy orbitals in Sr2RuO4 have a
strongly 1D character, our hypothesis is that this mecha-
nism could be at play on these orbitals, leading to a mixed
parity order parameter on them. Remarkably, ∆e and ∆o
have the same magnitude everywhere on the Fermi sur-
face, leading to a parametrically small specific heat jump.
This mechanism therefore provides a microscopic justifi-
cation for an accidental degeneracy, along with a justi-
fication for a parametrically small second specific heat
jump.
In Section II, we provide an exact analytical solu-
tion for weak coupling superconductivity in the repulsive
Hubbard model for a quasi-1D band on the square lattice.
We show that there is an accidental degeneracy between
even and odd-parity superconducting orders across the
entire spectrum, and that this degeneracy is robust to
changes in the dispersion relation. In Section III, we use
a Ginzburg Landau analysis to study the possible com-
binations of even and odd-parity SC orders. We find
that states of the type ∆e + i∆o are favored. We then
study two thermodynamic properties of these states: spe-
cific heat and spin susceptibility. In Section IV, we as-
sume this mechanism is at play on the quasi-1D bands of
Sr2RuO4 and discuss the consequences for experiments.
II. WEAK COUPLING CALCULATION
We study a single orbital repulsive Hubbard model on
a square lattice, with nearest-neighbor hoppings tx along
the x direction and ty along the y direction. The Hamil-
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2FIG. 1. Nearly-degenerate dominant gap functions in the even (left) and odd (right) parity sector, evaluated at the Fermi
surface, for tx = 1, ty = 0.1, µ = 1. The size of the dots gives the gap magnitude and the color gives the sign. The gap functions
are well approximated by the analytical form of Eq. 8 (∆m=1,e and ∆m=1,o) obtained in the limit of ty/tx → 0.
tonian reads
H =
∑
k
ξ(k)(nk,↑ + nk,↓) +
∑
x
Unx,↑nx,↓ (1)
with a dispersion relation given by
ξ(k) = −2tx cos(kx)− 2ty cos(ky)− µ. (2)
We are interested in the quasi-1D limit: ty  tx. In that
limit, the Fermi surfaces are given by slightly corrugated
vertical lines (see Fig 1):
kF (ky) = kF +
2ty cos(ky)
vF
+O(t2y) (3)
with kF = arccos(−µ/2tx) and vF = 2tx sin(kF ).
Following the standard weak coupling approach [34–
48], valid in the limit U/t → 0, we have to solve the
following eigenvalue problem:
1
(2pi)2
∫
FS
dkˆ2
v(kˆ2)
V (kˆ1 − kˆ2)∆(kˆ2) = λ∆(kˆ1) (4)
where the integral is over the Fermi surface, V is the effec-
tive interaction in the Cooper channel, v(kˆ) is the norm
of the Fermi velocity at momentum kˆ. Each solution with
negative eigenvalue λ corresponds to a superconducting
order with gap function ∆(k) and critical temperature
Tc ∝We 1λ , with W the bandwidth. The dominant order
parameter has the most negative eigenvalue.
Since we are taking two limits (U/t → 0 and ty/tx →
0), it is important to specify the order in which they are
taken. We first take the weak coupling limit before taking
the quasi-1D limit, which means that the system above Tc
behaves as a 2D Fermi liquid (as opposed to a Luttinger
liquid if the other order of limits had been chosen). This
order of limits therefore allows us to use a weak cou-
pling approach in a quasi-1D system, even though this
approach is not valid in a strictly one-dimensional sys-
tem [49]. Note that the present model also differs from
the case of small-U multi-leg Hubbard ladders[50], since
we work directly in the thermodynamic limit in both the
x and y directions.
In a single orbital model, V takes a simple form [34]:
Ve(kˆ1 − kˆ2) = U + U2χ(kˆ1 − kˆ2)
Vo(kˆ1 − kˆ2) = −U2χ(kˆ1 − kˆ2)
(5)
in the even and odd-parity channel, respectively, and
where χ(q) is the Lindhard susceptibility:
χ(q) =
−1
(2pi)2
∫
dk
n(ξ(k))− n(ξ(k + q))
ξ(k)− ξ(k + q) (6)
with n(ξ) the Fermi-Dirac distribution.
As explained in the Appendix, Eq. 4 is analytically
solvable in the limit of ty/tx → 0, leading to the following
negative eigenvalues:
λm = − U
2
2(2pi)2v2F
1
m
(7)
for m = 1, 2, 3, . . . . The most negative eigenvalue thus
corresponds to m = 1. Each eigenvalue is doubly degen-
erate, with an even and an odd-parity eigenvector. For
odd m, these eigenvectors are given by
∆m,e = cos(mky)
∆m,o = cos(mky)sign(kx).
(8)
For even m, we find
∆m,e = sin(mky)sign(kx)
∆m,o = sin(mky).
(9)
For each m, we therefore have two degenerate eigen-
vectors which are simply related by a sign change be-
tween the left and right branches of the Fermi surface.
The source of this degeneracy can be understood easily
[34]. In the quasi-1D limit, the almost perfect nesting
of the Fermi surfaces leads to a strong peak in χ(q) for
3FIG. 2. Left: Four dominant eigenvalues in the even and odd parity sectors, for tx = 1, µ = 1. The points at ty = 0 were
obtained analytically from Eq.7, whereas the points at ty > 0 were obtained by numerically solving Eq. 4. The splitting between
even and odd-parity eigenvalues is so small that it is barely visible. Right: Splitting between the dominant (i.e. m = 1) even
and odd-parity eigenvalues, normalized by λe. The splitting increases quadratically with ty but remains extremely small for a
wide range of ty.
qx = ±2kF . This means that the dominant type of scat-
tering occurs between the two branches of the Fermi sur-
face. By flipping the relative sign of the gap on the two
branches, one can therefore effectively flip the sign of the
effective interaction. This sign change exactly cancels
out the sign difference for the U2 term in the effective
interaction between even and odd parity (see Eq. 5) [51].
Whereas the analytic results provided so far were ob-
tained in the limit of ty/tx → 0, we also studied nu-
merically the case of small but finite ty/tx. As shown
in Fig. 2, the dependence on ty is extremely weak, and
our analytic solution is therefore a good approximation
for a broad range of ty/tx. The main effect of a finite
ty is to generate a small splitting between even and odd-
parity states, which, for m = 1, favors the even-parity
state. However, as shown in the right panel of Fig. 2, the
splitting remains extremely small even for ty/tx ' 0.1,
which is the range relevant for Sr2RuO4. The effect of
finite ty/tx on eigenvectors is also small: they are still
very well approximated by the simple cosine form given
above even at ty/tx = 0.1. We also checked that changing
the chemical potential does not produce any qualitative
changes to these results.
III. GINZBURG-LANDAU ANALYSIS AND
THERMODYNAMIC PROPERTIES
In the previous section, we learned that the dominant
superconducting orders in the quasi-1D Hubbard model
are given by the two nearly-degenerate m = 1 states:
∆e ≡ ∆m=1,e = cos(ky)
∆o ≡ ∆m=1,o = cos(ky)sign(kx).
(10)
In this section, we use a Ginzburg-Landau analysis to
study the possible combinations of these two order pa-
rameters.
A combination of a singlet and triplet order parameter
is non-unitary unless the relative phase between them
is ±i. Complex combinations of singlet and triplet are
therefore generically favored [52]. We will thus consider
the following order parameter:
∆(k) ≡ ∆↑↓(k) = ψe∆e(k) + iψo∆o(k) (11)
with ψe and ψo real parameters, leading to |∆(k)|2 =
|ψe∆e(k)|2 + |ψo∆o(k)|2 [53]. A typical GL free energy
functional reads [54]
F = −aeψ2e − aoψ2o + b(ψ2e + ψ2o)2 + b′(ψ2e − ψ2o)2 (12)
with ae(T ) ∝ (Tc,e − T ), ao(T ) ∝ (Tc,o − T ), where Tc,e
and Tc,o are the critical temperatures for each component
when considered in isolation.
For b′ < 0, the system favors having only one com-
ponent at a time, whereas for b′ > 0 the system favors
a combination of the two. We will see below that b′ is
positive for the order parameters obtained in the previous
section, so we will focus on that case. The small splitting
between eigenvalues which slightly favors the even-parity
order (see Fig. 2) translates into a small difference be-
tween the critical temperatures: Tc,e = Tc,o + δ, with
δ > 0 small. In this scenario, the ψe component arises at
the first transition Tc,e, and the ψo component arises at
a second transition T ∗ given by T ∗ = Tc,o − δ b−b′2b′ .
Whereas the Ginzburg-Landau analysis presented so
far is standard, what is unusual about ∆e and ∆o is that
they have the same magnitude everywhere on the FS (see
Fig. 1):
|∆e(k)|2 ' |∆o(k)|2 ∀ k ∈ FS. (13)
4This property is really unique since one usually consid-
ers combinations of OPs that gap out different parts of
the Fermi surface (like px + ipy or dx2−y2 + ig(x2−y2)xy).
The main consequence is that the parameter b′ is para-
metrically small (in ty/tx), in contrast to standard two-
component order parameters for which it is of order one.
This can be deduced from the following microscopic for-
mula [55] for b′ :
b′
B
=
1
2
(
1
2
〈|∆e|4〉+ 1
2
〈|∆o|4〉)− 1
2
〈|∆e|2|∆o|2〉
(14)
where B = 7ζ(3)16pi2(kBTc)2 ρ and where 〈. . . 〉 is a Fermi sur-
face average defined by
〈f〉 = 1
ρ
1
(2pi)D
∫
FS
dkˆ
1
v(kˆ)
f(kˆ) (15)
with ρ the density of states at the Fermi level. The differ-
ence in Eq. 14 is usually of order one (e.g. for px+ ipy or
dx2−y2 + ig(x2−y2)xy), but in our case it is parametrically
small. In other words, a unique feature of the current
scenario is that the small parameter ty/tx leading to the
near-degeneracy of critical temperatures also leads to a
small b′ parameter.
A. Specific heat
An important consequence of a small b′ is that the
jump in specific heat at the second transition T ∗ is para-
metrically small. The ratio of specific heat jumps is given
by [56]
∆CT∗
∆CTc
=
〈|∆(k)|2YT∗(k)〉
〈|∆(k)|2〉
b′
b
(16)
with
YT (k) =
1
4
∫ ∞
−∞
dx
1
cosh
(
1
2
√
x2 + β2|∆(k)|2
)2 (17)
the k-dependent Yosida function and β = 1/kBT .
From Eq. 16, we learn that two separate effects can
lead to a reduction of the second specific heat jump: the
effect of the Yosida function, and the effect of a small
b′/b ratio. The first effect is always present for any two-
component OP, and would act in the same way in this
case [6]. However, this effect can only give a substantial
reduction of the second specific heat jump if T ∗ is much
smaller than Tc,e. On the other hand, the effect of b
′  b
is unique to the current scenario, and naturally leads
to a parametric difference between the two specific heat
jumps. As an illustration, for the numerical solution at
ty/tx = 0.1 obtained in the previous section, we find that
b′/b ∼ 10−5.
B. Spin susceptibility
The even- and odd-parity components have of course
different effects on the spin susceptibility since the for-
mer is a spin singlet and the latter is a spin triplet (We
neglect spin-orbit coupling for the time being). Taking
advantage of the SU(2) symmetry of the Hubbard model,
we did not have to specify the orientation of ~d for the odd-
parity, spin-triplet component in the previous discussion.
It is however now necessary to specify it in order to dis-
cuss the spin susceptibility χ. Whereas the susceptibility
of a spin singlet goes to zero for any orientation of the
magnetic field ~H, the situation is more complex when a
spin triplet component is present. When ~H is parallel
to ~d, the singlet and triplet component lead to the same
decay of χ, with zero residual spin susceptibility. When
~H is perpendicular to ~d, the spin susceptibility is given
by
χ(T )
χN
= 〈YT (k)〉+
〈 |ψo∆o(k)|2
|∆(k)|2 WT (k)
〉
(18)
with χN the normal state Pauli susceptibility and W a
dimensionless function given by
WT (k) = −β
4
∫
dξ
|∆(k)|2
E2
(
1
cosh( 12βE)
2
− tanh(
1
2βE)
1
2βE
)
(19)
with E2 = ξ2 + |∆(k)|2. At T = 0, one finds YT (k) = 0
and WT (k) = 1, leading to
χ(T = 0)
χN
=
〈 |ψo∆o(k)|2
|∆(k)|2
〉
' |ψo|
2
|ψe|2 + |ψo|2 (20)
where we made the approximation that |∆e(k)|2 =
|∆o(k)|2 in the last step. Assuming |ψo|2 ' |ψe|2 at
T = 0 (which is expected if the two critical temperatures
are close to each other), this leads to a residual suscepti-
bility of 12 for
~d ⊥ ~H.
IV. APPLICATION TO STRONTIUM
RUTHENATE
As mentioned in the introduction, the main motiva-
tion behind this work is the study of superconductivity
in Sr2RuO4. The Hamiltonian studied above provides
a good model for the quasi-1D Ru orbital dzx (and of
course for dzy after a pi/2 rotation) of Sr2RuO4, if it could
be considered in isolation. In this section, we will make
the assumption that the above mechanism for accidental
mixed-parity superconductivity is at play on each of these
two orbitals, and we will analyze the consequences for ex-
periments. We should emphasize that this assumption is
purely empirical: we do not claim to have a microscopic
justification for neglecting the coupling between the two
5quasi-1D orbitals, and between the quasi-1D orbitals and
the dxy orbital.
As thermodynamic measurements give evidence for a
superconducting order of similar size on the three or-
bitals, we also need to make an assumption about the
OP on the dxy orbital (which contributes mostly to the
γ band). Since there is no reason to expect a degen-
eracy between even and odd-parity components for dxy
(because it is not quasi-1D), we assume that only one
component, the even one, is present on that orbital. To
sum up, the proposed scenario is the following: an even-
parity ∆e component appears at the first transition on all
three orbitals, and an odd-parity component ∆o appears
at a second transition only on the quasi-1D orbitals.
Before discussing in more details the form ∆e and
∆o could take within a three-orbital model, we can al-
ready discuss the general properties of a state of the
type ∆e + i∆o. Such a state has several desirable fea-
tures as a candidate for multi-component superconduc-
tivity in Sr2RuO4. First, the accidental degeneracy be-
tween the two components has a microscopic justification
based on the small parameter ty/tx. Second, the OP is
still nodal even though it forms a complex linear com-
bination, since both components have “cosine nodes” at
ky = ±pi/2 (resp. kx = ±pi/2) for dzx (resp. for dzy).
(The presence of nodes in the superconducting gap is well
established[57–61], although their location remains con-
troversial.) Third, the fact that |∆e(k)|2 = |∆o(k)|2 ev-
erywhere on the Fermi surface leads to a parametrically
small second specific heat jump, as required by recent
measurements [33].
Another problem facing most proposals of time-
reversal symmetry-breaking order parameters is that
it contradicts the absence of measurable edge currents
revealed by magnetometry measurements[62]. Even
though several effects have been predicted to reduce these
currents [63–66], this remains a challenge for most OPs
with TRS breaking, like p + ip or d + id. By con-
trast, a state of the type ∆e + i∆o provides a natural
way of breaking time-reversal symmetry without having
edge currents (in a centrosymmetric crystal). Indeed, the
terms which usually lead to spontaneous edge currents
are not allowed in this case since they do not respect
parity:
F 6⊃
∫
dx (∂xψ
∗
e)(∂yψo) + c.c. (21)
where ψo and ψe are the components as defined in Eq. 11.
If no edge currents are expected, what is the mani-
festation of time-reversal symmetry breaking for mixed
parity states? It actually manifests itself through the
spin degree of freedom, rather than the orbital one. In-
deed, mixed even-odd parity superconductors experience
a spontaneous magnetization at any non-homogenities,
like domain walls, edges, and defects [67–69]. The intu-
ition is that the relative i phase is between two differ-
ent spin (or rather helicity) components, rather than two
different orbital components (e.g. px and py). The ori-
entation of the spontaneous magnetization depends on
the orientation of ~d and of the inhomogeneity. For ex-
ample, for a state of the type dx2−y2 + i(px − py)zˆ (as
proposed below), the following term would be allowed by
symmetry [68]:
F ⊃
∫
dx mzψ
∗
e(∂x + ∂y)ψo (22)
where mz is the z component of the magnetization. This
term would create a spontaneous zˆ magnetization local-
ized around inhomogeneities of the order parameter.
More generally, a magnetization ~m localized around
domain walls and defects could explain the presence of
a signal in muSR [19, 21] (regardless of the orientation
of ~m) and in the Kerr effect [20] (as long as ~m has an
out-of-plane component). It could also explain the ab-
sence of a signal in scanning SQUID magnetometry mea-
surements [62], since a surface magnetization does not
produce stray fields. Note also that the scale of the mag-
netization would depend on microscopic details and is
probably directly related to the strength of spin-orbit
coupling. An additional phenomenon to consider when
studying muSR is that the muon itself could create a local
magnetization in a mixed-parity superconductor, since it
can be seen as a charged defect.
Besides, the behavior of superconductivity in Sr2RuO4
under 100 strain could also be explained by the current
scenario. First, no cusp of Tc at zero strain is expected
for an accidental degeneracy [70]. Second, it is natu-
ral to expect the even-parity component to undergo a
large increase of Tc as the γ band approaches the van
Hove singularity, since the even-parity component is by
assumption non-zero on that band, and is anti-nodal at
the van Hove point [71]. By contrast, one would only
expect a small variation of the onset temperature for
the odd-parity component since it only resides on the
quasi-1D bands, which are comparatively little affected
by strain. This would be consistent with the small vari-
ation of the onset temperature of the muSR signal ob-
served in Ref. [21].
Further, the presence of an odd-parity, pseudo-spin
triplet component would help explain a number of experi-
ments which have been interpreted that way, like Joseph-
son junction tunneling[72–74], the observation of half-
quantum vortices [75], and Sr2RuO4-ferromagnet het-
erostructures [76].
In the next two subsections, we will discuss in more
details the different ways in which the two components
∆e and ∆o obtained in the simple model of Section
II could be incorporated into a three-orbital model of
Sr2RuO4. We will also examine the implications for other
experiments, namely the measurement of the Knight
shift[25, 26], and of the jump in elastic moduli[22–24].
6A. Nature of the even-parity component
Assuming that a gap of the form cos(ky) (resp.
cos(kx)) is favored on dzx (resp. dzy), there remains the
question of the relative phase between the gaps in the two
orbitals. If this phase is +1 (resp. (−1)), the resulting
gap is in the A1g (resp. B1g) representation:
A1g : (∆e,dzx ,∆e,dzy ) = (cos(ky), cos(kx))
B1g : (∆e,dzx ,∆e,dzy ) = (cos(ky),− cos(kx))
(23)
where ∆e,dzx (resp. ∆e,dzy ) is the even-parity component
on the dzx (resp. dzy) orbital. The difference between
A1g (s
′) and B1g (dx2−y2) only becomes important along
the diagonals ([1, 1, 0] and [1,−1, 0] directions), since the
B1g gap has symmetry-imposed nodes along the diago-
nals, while the A1g gap does not. By contrast, the “co-
sine” nodes at kx = ±pi/2 and ky = ±pi/2 are present for
both A1g and B1g.
Within a two-orbital model, the splitting between A1g
and B1g is a “second order effect”, since it only depends
on the hybridization between the two orbitals, which is
mostly localized in a small region along the diagonals. In
fact, a close competition between these states has been
reported in previous work, even in three-orbital models
[29, 77]. Both s′ and dx2−y2 should therefore be consid-
ered as candidates for the even-parity component.
B. Nature of the odd-parity component
We expect the odd-parity order to only arise on the dzx
and dzy orbitals, since the degeneracy between odd- and
even-parity states relies on the quasi-1D limit. Starting
from the sign(kx) cos(ky) form found in the single orbital
model, two choices have to be made: the spin orientation
of Cooper pairs (parametrized by ~d) on each orbital, and
the relative phase of the OPs between the two orbitals.
Each choice corresponds to a different D4h representa-
tion:
Eu : (~ddzx ,
~ddzy ) = zˆ(ηx sign(kx) cos(ky), ηy sign(ky) cos(kx))
A1u : (~ddzx ,
~ddzy ) = (xˆ sign(kx) cos(ky), yˆ sign(ky) cos(kx))
A2u : (~ddzx ,
~ddzy ) = (yˆ sign(kx) cos(ky),−xˆ sign(ky) cos(kx))
B1u : (~ddzx ,
~ddzy ) = (xˆ sign(kx) cos(ky),−yˆ sign(ky) cos(kx))
B2u : (~ddzx ,
~ddzy ) = (yˆ sign(kx) cos(ky), xˆ sign(ky) cos(kx))
(24)
where ~ddzx (resp.
~ddzy ) is the
~d vector on the dzx (resp.
dzy orbital), and where ηx and ηy are free parameters.
All these representations are degenerate for the SU(2)-
symmetric single-orbital toy model considered in Section
II. They would however be split by spin-orbit coupling
in a realistic model, as studied in previous work (see
Ref. [77] and references therein). We will take here a
phenomenological approach and discuss the different rep-
resentations at the light of available experimental results.
1. Eu state
The favored Eu state can either be 100-nematic
{px, py}, 110-nematic px±py, or chiral px±ipy. Whereas
a chiral state is usually favored since it does not have any
symmetry-imposed nodes, the situation is different here
due to the presence of the even-parity component. It is
indeed favorable for both the px and the py components
to have a relative±i phase with respect to the even-parity
component (in order to form a unitary state), which is
of course incompatible with having a relative i phase be-
tween px and py. A nematic state could therefore be fa-
vored due to the presence of the even-parity component.
Since a 100-nematic state seems unlikely due to the fact
that it would only gap out one of the two quasi-1D or-
bitals, the most likely scenario would be a 110-nematic
state: px ± py. Combining this with the above candi-
dates for the even-component, the OP would be of the
form dx2−y2 + i(px ± py)zˆ or s′ + i(px ± py)zˆ.
Neglecting spin-orbit coupling and assuming an equal
amplitude of singlet and triplet components on the α
and β bands at T = 0, we can obtain an estimate of the
residual spin susceptibilities based on Section III.B:
χ‖(T = 0)
χN
=
1
2
ρα,β
ρ
' 0.2
χ⊥(T = 0)
χN
= 0
(25)
for in-plane and out-of-plane magnetic fields, respec-
tively, and where ρα,β is the density of states (DOS)
at the Fermi level for the alpha and beta bands, and
ρ = ρα,β + ργ is the total DOS. Quantum oscillation
measurements give
ρα,β
ρ ' 0.4 [10]. To the best of our
7knowledge, a residual susceptibility of 0.2 for in-plane
fields is consistent with existing NMR results, but could
potentially be excluded by further measurements [25, 26].
Regarding ultrasound experiments, an Eu component
would explain the presence of a jump in the B2g elastic
modulus [22–24], but could also potentially have a jump
in the B1g channel, which was not observed (although
there could be some microscopic reasons why the B1g
jump has a smaller prefactor).
2. Helical states (A1u, A2u, B1u, B2u)
Helical states have a ~d vector that rotates in plane as
one moves around the Fermi surface. An accurate cal-
culation of the spin susceptibility is beyond the scope of
this work, but we can already obtain an estimate as fol-
lows. Assuming an approximately isotropic orientation
of ~d within the plane, helical states would have the fol-
lowing residual spin susceptibilities:
χ‖(T = 0)
χN
=
1
4
ρα,β
ρ
' 0.1
χ⊥(T = 0)
χN
=
1
2
ρα,β
ρ
' 0.2
(26)
for in-plane and out-of-plane magnetic fields, respec-
tively. To the best of our knowledge, these values are
compatible with current NMR experiments, but could
potentially be disproved by further measurements [25,
26].
It does not seem possible at this point to explain a
jump in the B2g elastic modulus without invoking an
accidental combination of two different helical states, like
B1u and A2u. However, a thorough analysis of possible
couplings between elasticity and mixed even-odd order
parameters might reveal other possibilities, especially if
inhomogeneities of the order parameter are taken into
account.
A necessary (though not sufficient [78]) criterion to
see a Kerr signal is to break time-reversal symmetry and
all vertical mirror planes [79]. If inhomogeneities (e.g.
domain walls) can be invoked to break certain mirror
symmetries, the Kerr signal cannot discriminate between
different helical states. However, if one requires all ver-
tical mirror symmetries to be broken by the bulk order
parameter, the presence of a Kerr signal imposes restric-
tions on the possible helical states: assuming that the
even component is in A1g or B1g, only combinations of
the type A1g+iA1u or B1g+iB1u would break all vertical
mirrors.
V. DISCUSSION
We have established an accidental degeneracy be-
tween even-parity (∆e = cos(ky)) and odd-parity (∆o =
cos(ky)sign(kx)) superconducting orders in the quasi-1D
limit (ty/tx → 0) of the Hubbard model, in the weak U
limit. Moving away from the purely 1D limit creates a
small splitting between these orders by favoring the even-
parity one. A Ginzburg-Landau analysis then revealed
that a linear combination of the type ∆e + i∆o can be-
come favorable at a second transition. Remarkably, the
degenerate orders have essentially the same gap magni-
tude over the entire Fermi surface, leading to a paramet-
rically small b′ coefficient in the Ginzburg-Landau free
energy. This leads to a parametrically small specific heat
jump at the second transition.
In Section IV, we assumed that this mechanism is at
play on the quasi-1D orbitals of Sr2RuO4, and we ana-
lyzed the consequences for experiments. A state of the
type ∆e + i∆o has several desirable features. It explains
the presence of nodes [57–61] in a time-reversal symme-
try breaking state, and it predicts a parametrically small
specific heat jump [33]. It also reconciles the breaking
of time-reversal symmetry [19, 20] with the absence of
edge currents [62]. Further, the presence of an odd-
parity, pseudo-spin triplet component would help explain
a number of measurements which have been interpreted
as such[72, 73, 75, 76].
Whereas our solution of the single orbital Hubbard
model is exact, its application to Sr2RuO4 was purely
empirical, since we do not have a microscopic justifica-
tion for neglecting inter-orbital effects. These effects have
been studied extensively in the literature[34, 45, 77, 80–
84], and can often impact crucially the predictions of the-
oretical models. Our ambition with this work was much
smaller: we wanted to find a toy model which exhibits a
second transition to a TRS breaking state with a para-
metrically small specific heat jump, which we have found.
A more realistic calculation which includes multiple or-
bitals and spin-orbit coupling would be necessary to go
beyond this proof of principle. The main effect which
could create substantial splitting between even and odd-
parity SC orders is inter-orbital interaction, as already
observed in Ref.[34]. A thorough study of the fate of this
degeneracy as a function of J/U is therefore warranted.
Moving beyond the quasi-1D mechanism presented
here, an accidental degeneracy between even and odd-
parity superconductivity is an interesting possibility to
consider [85], in the context of Sr2RuO4 and of other sys-
tems. In fact, the proximity to a quantum critical point
was shown to provide another mechanism for a nearly de-
generate pairing in even and odd channels [86–88]. One
defining feature of a mixed-parity state is of course the
breaking of inversion symmetry, which could be probed
by non-linear optical effects like second-harmonic gener-
ation [89–91]. Another way to measure a breaking of
inversion symmetry is provided by phase-sensitive mea-
surements which probe opposite sides of the sample [72].
Finally, the most direct way to put the present proposal
8to the test is probably the Knight shift [25, 26]: The pres-
ence of a spin-triplet component could be disproved if a
residual susceptibility smaller than the ones predicted in
Eq. 25 or 26 was measured.
As we were completing this work, we received a
manuscript by Chronister et al. [92] reporting new Knight
shift measurements in Sr2RuO4. These measurements
provide a more constraining upper bound on the spin sus-
ceptibility of the condensate than previous work. Based
on our estimates for the residual susceptibility, the re-
sults of Chronister et al do not rule out the possibility of
a mixed-parity order parameter.
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Appendix A: Analytic solution of the weak coupling equation
Within a weak coupling analysis of the superconducting instability, we have to solve the following equation:
1
(2pi)2
∫
dkˆ2
|v(kˆ2)|
V (kˆ1 − kˆ2)∆(kˆ2) = λ ∆(kˆ1) (A1)
where
Ve(kˆ1 − kˆ2) = U + U2χ(kˆ1 − kˆ2)
Vo(kˆ1 − kˆ2) = −U2χ(kˆ1 − kˆ2)
(A2)
are the effective interactions in the even and odd sector, where χ is the Lindhard susceptibility, and where kˆ1, kˆ2 live
on the Fermi surface. In this appendix, we will provide an analytic solution that is valid in the limit of ty/tx → 0.
In this limit, the Fermi surfaces are given by two sheets at kx = ±kF (ky), with
kF (ky) = kF +
2ty cos(ky)
vF
+O(t2y) (A3)
where vF = 2tx sin(kF ) and kF = arccos(−µ/2tx).
1. Lindhard susceptibility
Since the Fermi surface is given by two separate sheets at kx ' kF , we only need the value of χ(qx, qy) in two regimes:
for qx ' 0 (for intra-sheet scattering), and for qx ' 2kF (for inter-sheet scattering). For intra-sheet scattering, one
easily finds that
χ(qx ' 0, qy) = ρ+O(ty). (A4)
with ρ the density of states at the Fermi level in the vanishing ty limit. We can therefore forget about intra-sheet
scattering since this constant term will only give a contribution in the trivial s-wave channel.
The inter-sheet case is more interesting: we will find that
χ(qx ' 2kF , qy) = C(ty) + f(qy) +O(ty) (A5)
where C(ty) is an unimportant constant since it will only give a contribution in the trivial s-wave channel, and where
f(qy) is a non-trivial function that is independent of ty and that will need to be diagonalized in order to solve the
problem at hand.
As a reminder, the susceptibility is defined as:
χ(q) = − 1
(2pi)2
∫
dp
n((p))− n((p + q))
(p)− (p + q) (A6)
The numerator is non-zero in two disjoints regions, one for which (p) > 0 (zone 1) and one for which (p) < 0 (zone
2). Since these two zones give the same contribution to the integral, we will only focus on zone 2. For a given ky, the
zone limits for zone 2 are kx,start ≤ kx ≤ kx,end with
kx,start(ky) = max(kF (ky + qy)− qx,−kF (ky))
kx,end(ky) = min(−kF (ky + qy)− qx, kF (ky)).
(A7)
We are now interested in the locus of points k˜x where the denominator vanishes (i.e. where (p) − (p + q) = 0)
since the integrand will be peaked there. It is given, to leading order in ty, by
k˜x(ky) = −kF + 1
2
(kF (ky + qy)− kF (ky)− (qx − 2kF )) (A8)
It will be useful to define k∗y as
kF (k
∗
y + qy) = −kF (k∗y) + qx. (A9)
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In other words, k∗y(qx, qy) is the value of ky on the left branch such that k + q sits exactly on the right branch at
ky + qy. With this parametrization, we find qx = kF (k
∗
y + qy) + kF (k
∗
y).
Now, we can expand the denominator D(px, py) ≡ (p)− (p + q) linearly along the kx direction:
D(px, py) ' (px − k˜x) (∂pxD)|k˜x +O((px − k˜x)2) (A10)
To leading order in ty, we find (∂pxD)|k˜x = −2vF , thus D(px, py) ' (px − k˜x)2vF .
Now, the integral becomes:
χ(q) = − 2
(2pi)2
∫
dpy
∫ kx,end(py)
kx,start(py)
dpx
1
−2vF (px − k˜x)
=
2
2vF (2pi)2
∫
dpy(log(kx,end(py)− k˜x(py))− log(kx,start(py)− k˜x(py)))
' − 2
2vF (2pi)2
∫
dpy log(kx,start(py)− k˜x(py))
(A11)
where in the last line, we used the fact that, in the small ty limit, kx,start(py)− k˜x(py) goes to zero, while kx,end(py)−
k˜x(py) is finite. We also find that
kx,start(py)− k˜x(py) = |k˜x − (−kF (py))|
=
1
2
|kF (py) + kF (py + qy)− kF (k∗y + qy)− kF (k∗y)|
=
2ty
vF
1
2
| cos(py) + cos(py + qy)− cos(k∗y + qy)− cos(k∗y)|+O(t2y)
(A12)
which finally leads to
χ(q) = −2 1
2vF (2pi)2
∫
dpy log
(
2ty
vF
1
2
| cos(py) + cos(py + qy)− cos(k∗y + qy)− cos(k∗y)|
)
. (A13)
After some algebra, we find the simple relation:
χ(kˆ2 − kˆ1) = χ′0 −
1
2vF (2pi)
log (cos(ky,2 − ky,1) + 1) (A14)
with χ′0 =
1
2vF (2pi)
log(
√
2vF /ty) an inconsequential constant since it will only give a repulsive contribution in the
m = 0 channel (see below).
2. Diagonalization
Starting from the initial eigenproblem (Eq.A1), we can make a further set of approximations which are valid to
leading order in ty. We can omit constant terms in the effective interaction, since they will only contribute to the
m = 0 sector, which is always repulsive. This includes the U term in Eq. A2, the intra-sheet scattering (i.e. when
kˆ1 and kˆ2 are on the same FS sheet), and the χ
′
0 term in Eq.A14. Finally, to leading order, we can take the Fermi
velocity to be constant: v(k) = vF . After all these approximations, the even and odd-parity sector eigenproblems
both simplify to the same equation:
1
(2pi)2vF
sy
∫ pi
−pi
dky,2 χ(ky,1 − ky,2)∆(ky,2) = λ ∆(ky,1) (A15)
where χ(ky,1 − ky,2) is given in Eq. A14, and where sy is the sign change of ∆ under the y → −y mirror symmetry.
Since χ only depends on ky,2 − ky,1, we can always diagonalize Eq. A15 with Fourier series, leading to four sets of
eigenvectors:
∆m,1,1(kx, ky) = cos(mky)
∆m,−1,1(kx, ky) = cos(mky)sign(kx)
∆m,1,−1(kx, ky) = sin(mky)
∆m,−1,−1(kx, ky) = sin(mky)sign(kx)
(A16)
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for m ≥ 1 (it is easy to check that the m = 0 states are repulsive). Using the relation
1
2pi
∫ pi
−pi
dky log (cos(ky) + 1) cos(mky) =
(−1)m+1
m
(A17)
valid for m ≥ 1, one finds all the negative eigenvalues:
λm = − U
2
2(2pi)2v2F
1
m
(A18)
for m ≥ 1. Each of these eigenvalues is doubly degenerate. For odd m, the eigenvectors are given by
∆m,e = ∆m,1,1(kx, ky) = cos(mky)
∆m,o = ∆m,−1,1(kx, ky) = cos(mky)sign(kx).
(A19)
For even m, we find
∆m,e = ∆m,−1,−1(kx, ky) = sin(mky)sign(kx)
∆m,o = ∆m,1,−1(kx, ky) = sin(mky).
(A20)
