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ABSTRACT 
 
Long-range chromosomal interactions have been discovered in a number 
of organisms, suggesting that gene regulation through direct physical association 
with regulatory elements and/or other genes is a common and conserved 
phenomenon.  This thesis investigates the relationship between direct physical 
contact of genomic loci and how these interactions may play a role in gene 
regulation.  Analysis of such levels of chromosomal organization has been made 
possible in part by the emergence of Chromosome Conformation Capture (3C).  
This technique makes use of formaldehyde crosslinking to trap interacting 
chromosomal fragments, which can be detected after a number of manipulations.  
By adapting the 3C protocol for use in intact Saccharomyces cerevisiae cells, 
one can determine the structure of a chromosome or chromosomal region 
without introducing artifacts due to the harsh isolation of nuclei.  
A number of 3C-based technologies, such as 4C (Circular 3C or 3C-on-
Chip) and 5C (3C Carbon Copy) have added to the knowledge of physical 
association of genes with regulatory elements and/or other genes.  Here, we 
present a new non-biased technology that allows for determination of 
chromosomal interactions between all fragments throughout a genome.  We 
present two- dimensional heatmaps of chromosomal interactions for all 16 
chromosomes in yeast.  These techniques promise to shed light onto the 
biochemical process by which clustering of genes and elements can result in up- 
or down- gene expression, which is still poorly understood.  
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To understand how chromosomal interactions play a role in gene 
regulation, we study clustering of heterochromatic loci.  Clustering of 
heterochromatic loci in silenced nuclear compartments is a phenomenon that has 
been observed throughout evolution.  These clusters are thought to represent 
nuclear sub-compartments that are enriched in silencing proteins, while the rest 
of the nucleus is depleted in such factors.  Chromosome III in Saccharomyces 
cerevisiae contains four heterochromatic regions: the two telomeres and the 
silent mating type loci, HML and HMR, located on either end of the chromosome. 
Our work describes a long-range interaction between the heterochromatic 
regions on chromosome III.  We analyze the mechanism that drive these 
interactions and reveal roles for silencing proteins and proper nucleosome 
assembly in mediating heterochromatic clustering. In addition we identify a novel 
step in heterochromatin formation that is not essential for gene silencing but is 
required for long-range interactions. 
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CHAPTER I 
INTRODUCTION 
 
Gene expression is controlled, in part, by regulatory elements that can be 
located far away along a chromosome or in some cases even on other 
chromosomes.  Physical association of genes with regulatory elements results in 
complex genome-wide networks of chromosomal interactions. This chapter 
describes several well-characterized cases of long-range chromosomal 
interactions involved in activation or repression of transcription and how these 
interactions may affect gene expression.  It also outlines possible mechanisms 
that may facilitate encounters between distant elements.  Finally, it is proposed 
that a genome-wide network analysis may provide new insights into the logic of 
long-range gene regulation. 
 
How elements can regulate a specific target gene 
Gene expression is controlled through the combined action of multiple 
trans-acting factors that bind to regulatory elements.  Detailed studies of several 
model loci, such as the beta-globin locus and the HoxD cluster [e.g. (Kleinjan and 
van Heyningen, 2005; Spitz et al., 2003; Stamatoyannopoulos, 2005; West and 
Fraser, 2005)], have shown that regulatory elements that control them can be 
spread out over very large genomic regions, and can be located far from the 
gene(s) they control.  An important question therefore is how sets of widely 
spaced elements can act coordinately to regulate a specific target gene.   
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Over the last couple of years new insights have been obtained into the 
mechanisms by which regulatory elements can act over large genomic distances 
[for reviews see e.g. (Chambeyron and Bickmore, 2004; de Laat and Grosveld, 
2003; Dekker, 2003, 2008a; Sexton et al., 2007; West and Fraser, 2005)].  It is 
now becoming increasingly clear that a common mechanism by which distal 
elements regulate genes involves the formation of direct physical associations 
between these elements and their target gene(s) (Grass et al., 2006; Jing et al., 
2008; Liu and Garrard, 2005; Spilianakis and Flavell, 2004; Tolhuis et al., 2002; 
Vakoc et al., 2005; Vernimmen et al., 2007; Zhou et al., 2006).  Thus, large 
genomic distances along chromosomes that separate genes and their control 
elements are overcome by direct spatial clustering resulting in the formation of 
chromatin loops.  Furthermore, genes can in some cases be regulated by 
elements located on different chromosomes by a process that involves physical 
associations between different chromosomes (“trans-interactions”) (Bacher et al., 
2006; Lomvardas et al., 2006; Spilianakis et al., 2005; Xu et al., 2006).    
These novel and exciting observations have been obtained using powerful 
new molecular technologies, described below in more detail, which can detect 
physical interactions between genomic elements.  Examples of long-range 
interactions have been obtained in a variety of organisms. This chapter reviews 
our current understanding of the role of chromosomal interactions in gene 
activation and repression.  It also describes long-range control of several well-
studied loci, reviews the role of trans-acting factors in mediating genomic 
interactions, and speculates on what drives the specificity of these interactions 
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and on the biochemical mechanisms by which clustering of genes and elements 
can result in up- or down- regulation of gene expression, which is still poorly 
understood.  
 
Spacing of genes and regulatory elements suggests abundant long-range 
control 
 The genome is not randomly organized inside of the cell.  Chromosomes 
in higher eukaryotes are thought to occupy discrete locations inside of the 
nucleus, which is called a chromosome territory.  This nonrandom organization 
allows for functional compartmentalization inside of the nucleus [for review see 
(Cremer and Cremer, 2001)].  Further, even a cursory look at the human genome 
immediately reveals that coding exons are relatively sparse and that large 
“empty” genomic regions often separate genes.  Current estimates indicate that 
only a few percent of the human genome encodes for protein (Baltimore, 2001; 
Lander et al., 2001; Venter et al., 2001).  The function of the remaining part, 
especially intergenic regions, of the genome has been debated for some time.  
Initially it was proposed that a large fraction of the non-protein coding portion of 
the genome is not functional.  However, large-scale efforts to map regulatory 
elements in the human genome have revealed that the number of functional 
elements is significantly larger than the number of genes, and that the fraction of 
functional non-coding DNA is likely to be much larger than previously assumed.  
For instance, the ENCODE (Encyclopedia of DNA elements) consortium 
analyzed 1% of the human genome and reported many more experimentally 
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defined putative regulatory elements than were expected based on the level of 
base-conservation (ENCODE-consortium, 2007).  Although regulatory elements 
are certainly enriched in regions directly surrounding genes (Zhang et al., 2007), 
these observations also confirm previous more anecdotal observations that 
regulatory elements can be located far from their target genes, and can also be 
found in so-called “gene deserts”, large genomic regions (over 500 kb) that do 
not appear to contain any genes (Nobrega et al., 2003). 
 Based on these and other genome-wide studies it becomes apparent that 
the large open spaces that separate genes likely contain many regulatory 
elements. To illustrate this concept shown is a 260 kb region of human 
chromosome 5 containing the T helper type 2 (TH2) locus in Figure 1.1.  The 
figure presents a snapshot of the UCSC genome browser that displays the 
locations of genes, conserved elements, DNase I hypersensitive sites (a 
common hallmark of regulatory elements) and locations of mono-methylated 
Lysine 4 of Histone H3, which is a mark found at many enhancers (Heintzman et 
al., 2007).  The presence of many putative regulatory elements located far from 
promoters suggests that a significant number of these elements must act over 
large genomic distances, sometimes up to hundreds of kilobases, to exert control 
over their target genes.  Clearly, long-range phenomena must be widespread 
throughout complex genomes, and determination of functional relationships 
between genes and distant regulatory elements will be crucial for a full 
understanding of genome regulation.   
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Figure 1.1:  Screenshot of the UCSC human genome browser of the TH2 
locus.   
An overview of a 260 kb region of human chromosome 5 containing the TH2 
locus encompassing the Il5, RAD50, Il4, and Il13 genes reveals that many 
putative elements are located far from any promoter.  The image is a typical 
screenshot of the USCS human genome browser 
(http://genome.cse.ucsc.edu/cgi-bin/hgGateway).  Indicated are the positions of 
genes (USCS gene predictions), conserved in 28 vertebrates determined using 
the Phastcons program described by Siepel et al. (Siepel et al., 2005), DNaseI 
hypersensitive sites (ENCODE-consortium, 2007), and the location of Histone H3 
monomethylation at Lysine 4 (ENCODE-consortium, 2007; Koch et al., 2007).  All 
these features are marks for putative regulatory elements.  The DNase I 
hypersensitive sites located at the 3’ end of the RAD50 gene represent the locus 
control region that regulates Il5, Il4, and Il13 expression (see the section of TH2 
regulation). 
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Long-range control involves interactions between genomic elements 
 It has been suggested for many years that long-range control involves 
direct physical association of genomic elements resulting in formation of 
chromatin loops (Bulger and Groudine, 1999; Chambeyron and Bickmore, 2004; 
Engel and Tanimoto, 2000; Kleinjan and van Heyningen, 2005; West and Fraser, 
2005).  However, due to technical limitations, detection of such loops had 
remained elusive.  Development of the Chromosome Conformation Capture (3C) 
technology a few years ago allowed, for the first time, the detection of physical 
interactions between distant genomic elements (Dekker et al., 2002).  3C has 
rapidly become an established research tool, and application of this technology 
has resulted in very convincing evidence for the widespread formation of long-
range looping interactions between genes and regulatory elements.   
 The 3C technology has been described (Dekker, 2003, 2006; Dekker et 
al., 2002; Dostie and Dekker, 2007; Hagège et al., 2007; Miele et al., 2006; 
Simonis et al., 2007; Splinter et al., 2004a) and reviewed in detail in Chapter II of 
this thesis and is schematically outlined in Figure 1.2.  Briefly, the 3C technology 
relies on formaldehyde cross-linking of interacting chromatin segments inside 
cells followed by identification of pairs of interacting DNA elements using PCR.  
Formaldehyde links two interacting chromatin segments through protein 
complexes that are bound to these segments.  After cross-linking, chromatin is 
solubilized and DNA is gently fragmented using a restriction enzyme.  The 
digested DNA is subsequently ligated under very dilute conditions, which favors 
intra-molecular ligation over inter-molecular ligation.  This results in  
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Figure 1.2: Representation of chromosome conformation capture (3C) 
technology.  Cells are treated with formaldehyde to induce crosslinks between 
interacting chromatin regions (center oval).  Chromatin is then digested with a 
restriction enzyme and ligated at dilute DNA concentrations to induce 
intramolecular ligation.  Crosslinks are reversed and ligation products are then 
quantified by PCR (arrows indicate PCR primers).  
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preferential ligation of the ends of cross-linked fragments to each other.  The 
covalent bonds created by formaldehyde can be reversed by incubation at 65°C 
with proteinase K to degrade protein.  The DNA is subsequently purified. 
The 3C assay thus results in a very complex and genome-wide mixture of 
ligation products, which is referred to as a 3C library.  Since formation of a 
ligation product is the direct consequence of the cross-linking of two chromatin 
segments, detection of a specific ligation product is evidence for direct physical 
association of the genomic elements in intact cells.  The frequency with which a 
ligation product is formed is a relative measure for the frequency of interaction, 
also called the crosslinking frequency.  It is also important to note that 3C does 
not allow direct determination of absolute interaction frequencies (i.e. the number 
of cells that display the interactions at a given time point), but some estimates of 
true interactions frequencies can be obtained through modeling of 3C data 
using well-established polymer models (Dekker, 2007; Dekker et al., 2002), and 
changes in patterns of 3C interactions can be used to deduce relative changes in 
chromatin folding and compaction [e.g.(Dekker, 2007; Gheldof et al., 2006)]. 
The presence and relative abundance of a specific ligation product in the 
3C library is typically determined using quantitative or semi-quantitative PCR 
using locus-specific primers.  To do so one first predicts the sequence of the 
ligation product that is formed by the two genomic elements and then designs a 
pair of PCR primers in order to detect the presence of this specific ligation 
product.  Design of 3C experiments requires careful planning and analysis of 3C 
data requires appropriate controls.  These issues have been described in detail 
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elsewhere (Dekker, 2006; Simonis et al., 2007) and extensively described in 
Chapter II of this thesis. 
3C was originally used to determine the three-dimensional folding of yeast 
chromosome III, to map interactions between telomeres and to determine the 
kinetics of formation and loss of trans-interactions between homologous and non-
homologous chromosomes respectively during meiosis (Dekker et al., 2002). 
Subsequently, 3C has been used to detect and study long-range looping 
interactions involved in regulation of several gene clusters, such as the alpha- 
and beta-globin loci (Tolhuis et al., 2002; Vernimmen et al., 2007; Zhou et al., 
2006), that have served for a long time as models for long-range gene regulation.  
More recently a growing number of 3C studies have identified many more 
interactions between enhancers and their target genes (Grass et al., 2006; Jing 
et al., 2008; Wang et al., 2005).  Therefore, it appears that looping is a very 
general and prevalent mode of action for gene regulatory elements. 
Below some of these loci are described in more detail to illustrate the role 
of long-range looping interactions in gene regulation. 
 
The alpha and beta-globin loci 
The alpha and beta-globin loci have served as model systems for long-
range gene regulation for many years (Engel and Tanimoto, 2000; Higgs et al., 
2005; Stamatoyannopoulos, 2005).  Many aspects of gene regulation by distal 
regulatory elements, including the role of long-range looping interactions, have 
been discovered through analysis of these two gene clusters. 
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The beta-globin locus contains a set of developmentally controlled genes 
(4 in mouse, and 5 in human) that encode variants of the beta-chain of 
hemoglobin.  The beta-globin genes are regulated by a single element, the Locus 
Control Region (LCR) that is located approximately 25 kb upstream of the most 
proximal ε-globin gene (Figure 1.3) which was originally identified as an element 
that confers position-independent and copy number-dependent expression to 
linked genes in transgenic mice (Grosveld et al., 1987).  The LCR is a relatively 
large element (~20 kb) that contains prominent DNase I hypersensitive sites 
(Forrester et al., 1987).  These sites define sub-regions of the LCR and represent 
regions of open chromatin that are bound by multi-protein complexes.  For 
instance, several of the hypersensitive sites contain DNA binding sites that are 
recognized by transcription factors, such as GATA-1 and EKLF that play critical 
roles in activation of the beta-globin genes (Stamatoyannopoulos et al., 1995; 
Tewari et al., 1998).   
The LCR activates target genes that are located up to 80 kb away and it 
had been proposed for years that this regulation involves direct interactions  
between protein complexes bound to the LCR and complexes bound to the gene 
promoters (Bulger and Groudine, 1999; Engel and Tanimoto, 2000).  3C analysis 
of the murine beta-globin locus demonstrated that such looping interactions 
indeed occur (Tolhuis et al., 2002).  The LCR was found to be in direct physical 
contact with the expressed globin gene.  These interactions were also  
observed using an entirely independent technology, RNA-TRAP (Carter et al., 
2002).  Furthermore, a subsequent 3C study found that the LCR – globin gene  
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Figure 1.3: Long-range interactions involved in activation of transcription.  
A.  Depicted is the linear organization of the β -globin locus.  The locus control 
region (LCR) and 3’ hypersensitive (HS) site are depicted in gray.  The ℇ?, Gγ- 
and Aγ-, Ψ-, δ-, β-globin genes are indicated in red, blue, orange, green, and 
peach, respectively.  The LCR and 3’HS are found to associate with the Aγ-
globin gene upon its activation resulting in the depicted loop structure.  B.  
Depicted is the linear organization of the T helper type 2 cytokine locus.  Il5, 
RAD50 (whose 3’ region contains the locus control region), Il13, and Il4 are 
indicated in red, gray, blue, and green, respectively. The promoter regions of Il5, 
Il13, and Il4 are found to interact with each other as well as with the LCR region. 
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interaction is developmentally controlled (Palstra et al., 2003).  Specifically, in 
fetal stages the LCR interacts with the highly expressed gamma globin genes, 
whereas in adult stages the LCR associates with the beta globin gene.  These 
observations confirmed, for the first time, the long-standing hypothesis that 
longrange control can involve direct physical communication between genes and 
distal regulatory elements. Evidence for a prominent role of transcription factors 
in mediating these long-range interactions has come from studies that employed 
cell systems in which specific transcription factors were deleted.  For instance 
fetal liver cells from EKLF knock-out mice display a significant reduction in beta-
globin expression and a similarly diminished physical association between the 
LCR and the globin genes, as detected by 3C (Drissen et al., 2004).  
Furthermore roles for the transcription factor GATA-1 and the co-factor FOG1 
has been identified (Vakoc et al., 2005).  Finally, recent work has revealed a role 
for the Ikaros protein in developmentally regulated switching of the interaction 
between the LCR with the gamma-globin gene to interaction with the adult beta-
globin gene (Keys et al., 2008).  Thus, multiple protein factors cooperate to 
mediate and control long-range interactions and beta-globin activation. 
The alpha globin locus is comprised of alpha-globin genes that encode 
variants of the alpha chain of hemoglobin.  Expression of the alpha genes is 
regulated by a set of remote regulatory elements, characterized by DNase I 
hypersensitive sites located 40-60 kb upstream of the alpha globin genes.  These 
distal regulatory elements recruit a number of transcription factor complexes that 
play critical roles in activating the downstream alpha globin genes, such as 
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GATA1, GATA-2 and EKLF (Anguita et al., 2004; Vernimmen et al., 2007).  Two 
recent 3C studies have shown that these regulatory elements directly associate 
with the activated alpha globin genes through long-range looping (Vernimmen et 
al., 2007; Zhou et al., 2006).  The molecular basis of these long-range 
interactions has not been established yet, but it seems likely that large protein 
complexes containing multiple transcription factors play important roles, as is the 
case for the beta-globin locus. 
  
The T helper type 2 cytokine locus 
Looping interactions have also been observed in the T helper type 2 (TH2) 
cytokine locus (Spilianakis and Flavell, 2004).  In this case the pattern of 
interactions is more complicated than those observed in the globin loci with 
multiple types of elements associating with each other in a cell type specific 
manner. 
The 120 kb TH2 locus on mouse chromosome 11 contains three 
coordinately expressed cytokine genes, Il4, Il5 and Il13.  These genes are under 
the general control of a LCR located ~15 kb upstream of Il13 and 60 kb 
downstream of Il5 (Lee et al., 2003; Lee et al., 2006).  The LCR is about 25 kb in 
size and located within the 3’ end of the ubiquitously expressed RAD50 gene.  
3C studies of the Th2 locus identified multiple looping interactions (Spilianakis 
and Flavell, 2004).  First, it could be shown that the promoters of the three genes 
interact with each other, even in cells that are not derived from the T-cell lineage 
(e.g. fibroblasts).  Second, 3C analysis of T-cells showed that the LCR directly 
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associates with each of the promoters of the three cytokine genes (Figure 1.3).  
Interestingly, these looping interactions were observed in all cells from the T-cell 
lineage, but irrespective of the expression of the cytokine genes.  In TH2 cells 
that express the cytokine genes, the interactions between the LCR and the gene 
promoters becomes significantly more prominent.  Finally, two transcription 
factors, STAT6 and GATA-3, known to affect expression of the cytokine genes, 
were shown to play a role in sustaining interactions between the LCR and the 
cytokine promoters (Spilianakis and Flavell, 2004). 
These results suggest that the three gene promoters interact ubiquitously 
even when not expressed.  In cells from the T-cell lineage the LCR then 
associates with the cluster of gene promoters, generating a poised state prior to 
transcription.  This poised state of associated promoters and enhancers would 
allow for rapid induction of transcription upon T-cell activation.  Combined the 
results obtained for the TH2 locus provide a compelling example of the intricate 
network of interactions that can occur among genes and regulatory elements to 
drive cell type specific gene expression. 
In addition to the specific transcription factors described above, other 
chromosome structural proteins may be involved in facilitating the formation of 
specialized higher order chromatin looping events at the TH2 locus.  For instance, 
one interesting report identified the protein SATB (special AT-rich sequence 
binding protein 1) as a global organizer of the locus (Cai et al., 2006).  SATB1 
binds multiple sequences throughout the TH2 locus and 3C and Chip-loop (which 
is used to analyze particular immunoprecipitated chromatin fragments for looping 
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patterns) assays showed that upon TH2 activation the locus reorganizes into a 
specific chromosome configuration of several small loops that are anchored at 
their base by SATB1.  A critical role for this conformation for transcription was 
supported by the observation that that SATB1 is also required for activation of 
genes within the locus.  Therefore, SATB1 is responsible, at least in part, for 
organizing the locus into a transcriptionally active chromatin structure (Cai et al., 
2006). 
 
Trans interactions 
In general genes are regulated by cis-acting elements, in which genes and 
elements are located on the same chromosome.  However, trans-regulation, in 
which genes are regulated by elements located on different chromosomes can 
also occur.  Trans-regulation has been studied extensively in Drosophila.  In this 
organism homologous chromosomes are tightly synapsed.  Paired homologs 
provide a structure in which an enhancer on one homolog can regulate a target 
gene located in cis, as well as the homologous allele located in trans, a process 
referred to as transvection (Duncan, 2002).   
It has been shown that transvection involves direct interactions between 
genes and enhancers.  For example, the Abdominal-B gene in Drosophila is 
under the control of many enhancers, including IAB5, which is located 50 kb 
downstream of the transcription start site.  By using confocal imaging of nascent 
transcripts, Ronshaugen and colleagues observed a direct association between 
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the Abdominal-B promoter and the IAB5 enhancer.  The image also suggests 
that this interaction more often occurs in trans (Ronshaugen and Levine, 2004). 
 Several recent studies have shown that trans-regulation also occurs in 
mammalian genomes, both between homologous and between non-homologous 
chromosomes.  One interesting case of specific and functional interactions 
between homologous chromosomes involves the two X-chromosomes in female 
cells.  In order to adjust the level of expression of X-linked genes to the level 
observed in male cells, one of the two X-chromosomes is mostly silenced (Avner 
and Heard, 2001; Chow et al., 2005).  For this process to function appropriately, 
cells have to count the number of X-chromosomes present and then inactivate 
only one of the two copies.  X-chromosome inactivation is initiated at the X-
chromosome inactivation center (Xic).  Recently it was found that the two Xic’s 
transiently associate at the time of development when X-inactivation is initiated 
(Bacher et al., 2006; Xu et al., 2006).  Deletion mutants of the Xic indicated that 
this interaction was a critical step in the process of counting X-chromosomes and 
part of the pathway for ensuring only one of the two X-chromosome was 
inactivated.  The precise mechanistic role of this association during the series of 
events that leads to inactivation of only one of the two X-chromosomes is far 
from clear.  Some clues as to the molecular mechanism of Xic-trans interactions 
are now coming to light, suggesting roles for the insulator protein CTCF and 
transcription throughout the Xic region (Xu et al., 2007b).  It is likely that other 
factors also play roles as indicated by the discovery of a region of the Xic that is 
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distinct from the CTCF binding sites that facilitates pairing of the X-chromosomes 
(Augui et al., 2007). 
Spilianakis and co-workers who studied the TH2 locus described one of 
the first cases of trans-regulation in mouse that involve non-homologous 
chromosomes (Spilianakis et al., 2005).  Using 3C they discovered that 
regulatory elements of the TH2 locus (described above) on chromosome 11 
directly associate with the interferon gamma gene on chromosome 10.  
Interestingly, these interactions were cell type specific and appeared to play a 
role in coordinating expression of the two interacting loci.  Importantly, a 
functional role for this trans-interaction was confirmed by demonstrating that 
deletion of a regulatory element in the TH2 locus (RHS7, a DNAse I 
hypersensitive site) on chromosome 11 abolished the inter-chromosomal 
interaction and affected expression of the interferon gamma gene on 
chromosome 10 upon differentiation into TH2 cells (Spilianakis et al., 2005). 
Lomvardas and co-workers described another example of trans-regulation 
(Lomvardas et al., 2006).  These authors studied the mechanism by which each 
olfactory neuron expresses only one of many olfactory receptor (OR) genes 
present in the mouse genome.  Previous work had identified the H enhancer that 
regulates a cluster of OR genes located 75 kb downstream of the enhancer 
(Serizawa et al., 2003).  By employing a 3C-based methodology the H-enhancer 
was found to interact not only with OR genes located in cis, but also with OR 
genes located in trans (Lomvardas et al., 2006).  Interestingly, FISH studies 
confirmed that in a given neuron the enhancer interacts with only one target 
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gene, either in cis or in trans, and this corresponded to the one OR gene that 
was expressed in that neuron (Lomvardas et al., 2006).   
Long-range interactions involving only one enhancer may provide an 
elegant explanation for the puzzling observation that only one OR gene is 
expressed per cell.  However, deletion of the H-enhancer had surprisingly little 
effect on OR gene regulation in trans, suggesting that the mechanisms driving 
single OR gene expression are more complex than initially proposed (Fuss et al., 
2007), indicating that the role of the H-enhancer is either redundant or part of a 
more complicated mechanism to ensure single OR gene expression. 
 The examples described above involve very specific trans-interactions 
between genes and other genomic elements.  Another class of trans-interactions 
involves non-specific association of expressed genes at sites of ongoing 
transcription (transcription factories).  Each cell only contains a limited number of 
transcription factories, and at any factory multiple genes are engaged in 
transcription at any given point in time (Iborra et al., 1996; Osborne et al., 2007).  
Direct, but apparently non-specific associations between active genes could be 
detected using a 3C-based approach (Simonis et al., 2006).  These associations 
likely occur as a result of the association of genes with the same transcription 
factory, which brings these genes in close spatial proximity.  This class of trans-
interactions may reflect a level of self-organization of the nucleus in which the 
expression status of a gene determines, at least in part, the nuclear 
neighborhood a gene resides in and thus which segments of the genome it has 
an opportunity to associate with (Misteli, 2001). 
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 Not all associations at transcription factories may be non-specific.  
Recently the groups of Fraser and Cook reported that some genes prefer to 
associate with the same transcription factory, and thus can be found to interact 
rather specifically (Osborne et al., 2007; Xu and Cook, 2008).  These factories 
may be enriched in transcription factors that regulate a specific subset of genes.   
 
How do enhancers find their target genes? 
The observation that genes can cluster together and that regulatory 
elements directly associate with their target genes explains how elements can 
act over large genomic distances.  However, 3C-based studies do not provide 
direct insights into the process(es) by which specific genomic elements can 
efficiently encounter one another in the context of complex nuclear organization.  
The original looping model presumes that genes and elements are 
relatively free to move in three dimensions and can encounter each other by 
direct collisions (Bulger and Groudine, 1999; Engel and Tanimoto, 2000).  The 
composition of protein complexes bound to both the regulatory element and the 
promoter would then determine affinity and specificity of the looping interactions.  
A limitation of the looping model is the fact that it does not include any direct 
explanation for how two genomic elements can “find” one another other than by 
chance.  Given the complexity of the nucleus, and the number of genes and 
elements that are present, it seems that an active process of searching for 
interacting partners would greatly facilitate long-range gene control.  
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The “tracking model” is appealing because it does include an active 
searching mechanism.  The model proposes that complexes bound to a 
regulatory element find their target gene through an active process that involves  
“tracking“ of the protein complex bound to the element along the chromatin fiber, 
dragging the regulatory element along.  When an appropriate promoter is 
encountered a more stable complex is formed between regulatory element and 
the target gene. 
An additional attractive aspect of the tracking model is the fact that it also 
provides a possible mechanism of action of insulator elements.  Insulator 
elements are elements that can interfere with long-range gene regulation by 
preventing an enhancer from activating a target gene (Gerasimova and Corces, 
2001; Wallace and Felsenfeld, 2007).  Insulators only block enhancer function 
when located in between the enhancer and the target promoter.  This intriguing 
position-dependent phenomenon is not understood in detail.  The tracking model 
would predict that insulators act as physical barriers that cannot be passed by 
the tracking enhancer complex.  On the other hand, the fact that in some cases 
regulatory elements on one chromosome can regulate genes located on a 
different chromosome is not straightforwardly explained by the tracking model 
and would be more conveniently explained by a looping model.   
Sub-nuclear structures may also play a role in bringing genes and other 
genomic elements together.  For instance, in yeast tRNA genes associate 
transiently with the nucleolus, and therefore come in close spatial proximity to 
each other (Thompson et al., 2003).  Other examples include interactions of 
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genes with transcription factories, which will passively and often non-specifically 
facilitate physical associations between expressed genes (Simonis et al., 2006). 
Recent observations have revealed active and rapid direct movement of 
genomic loci upon gene activation and suggested the movements were 
dependent on nuclear actin (Chuang et al., 2006; Dundr et al., 2007).  These 
results rekindle a long-standing and contentious issue in the field regarding the 
role of nuclear actin and myosin.  Active movement of loci could aid in bringing 
distant genes and regulatory elements together, e.g. at sub-nuclear structures 
such as transcription factories.  Future studies will require detailed analyses of 
chromatin movements using sophisticated imaging methods combined with 
molecular manipulation of the actin and myosin machineries to link relocalization 
of loci to gene regulation at the level of single cells. 
The mechanisms that facilitate long-range interactions and the role of 
nuclear organization in general are only just beginning to be understood and will 
likely be the focus of many studies in the next couple of years. 
 
How could enhancer-gene interactions regulate transcription? 
 
Little is known about the precise molecular mechanisms by which 
interactions between genomic loci modulate the process of transcription.  Most 
models propose that enhancer-gene interactions somehow facilitate recruitment 
and/or stabilization of components of the transcription machinery.  Recent work 
from the Higgs laboratory suggests that long-range interactions in the alpha-
globin locus results in efficient transfer of RNA polymerase and other basal 
transcription factors from the distal elements to the alpha-globin gene promoter 
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(Vernimmen et al., 2007).  Roles for looping interactions in later steps of 
transcription have also been identified.  For instance, studies of the role of the 
LCR in beta-globin gene expression have indicated that the LCR is important for 
enhancing transcription elongation (Sawado et al., 2003), perhaps through 
recruitment of elongation factors.  Whether these phenomena are specific for 
LCRs controlling highly expressed gene clusters, or are more widespread is 
currently not known.   
Enhancers may also act by modulating the sub-nuclear position of their 
target gene and/or by stimulating their association with transcription factories.  
One example is again provided by analysis of the beta-globin locus.  Work by 
Ragoczy et al, has shown that there are changes in localization of the locus upon 
erythroid differentiation (Ragoczy et al., 2006; Ragoczy et al., 2003).  During 
maturation, the locus is localized away from the nuclear periphery and pericentric 
heterochromatin (PCH).  This relocalization also coincides with a decrease in Pol 
II foci (i.e. transcription factories).  These foci are no longer found throughout the 
nucleus, but are now found more towards interior regions of the chromosome 
with some reaching out to the periphery.  Interestingly, the relocalization of the 
locus away from the periphery and its association with actively transcribing 
transcription factories is dependent upon the LCR.  This points to the possibility 
that the LCR, and perhaps enhancers in general stimulate expression of target 
genes, at least in part, by facilitating their colocalization with active transcription 
factories (Ragoczy et al., 2006).  Similar models for enhancer action have been 
proposed by Cook and co-workers (Marenduzzo et al., 2007). 
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Clearly, more studies are needed to unravel the mechanisms by which 
interactions between genes and elements facilitate transcriptional control.  
 
Long-range interactions and gene repression 
Long-range interactions are not only involved in gene activation, but also 
in gene silencing and heterochromatin formation.  One such example is observed 
in Drosophila.  By inserting a large region of heterochromatin into the brown (bw) 
gene, a null mutation, brownDominant allele (bwD), is created. Dernburg et al. were 
able to observe by FISH that the bwD allele now had a tendency to interact with 
centromeric heterochromatin (Figure 1.4).  In addition, in heterozygotes the wild-
type allele associates with the bwD allele and also becomes associated with 
centromeric heterochromatin, which results in silencing of both alleles.  This 
suggests that the silencing of the bw gene is due to its long-range association 
with centromeric heterochromatin (Dernburg et al., 1996). 
Although still very poorly understood, we highlight other examples in which 
silencing and heterochromatin formation involves long-range interactions 
between genomic elements and genes.   
 
Telomere clustering 
 Yeast telomeres are heterochromatic regions that are silenced by a group 
of proteins termed the silent information regulator (SIR) proteins (Huang, 2002).  
After initial recruitment via their interaction with Rap1 at telomeric ends, SIR 
proteins spread in cis resulting in formation of patches of heterochromatin that  
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Figure 1.4:  Long-range interactions involved in repression of transcription.  
A.  Depicted is the linear organization of the locus containing the null mutation, 
brownDominant (bwD) gene (shown in gray). The bwD is found associated with the 
centromeric heterochromatin (depicted as a solid oval).  B.  Depicted is the linear 
organization of a hypothetical locus containing two polycomb response elements 
(PRE) (shown as gray boxes).  PREs localize at PcG bodies (depicted as red 
circles) resulting in a chromatin loop. 
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can be several kilobases in size (Marcand et al., 1996; Moretti et al., 1994). 
Genes that are located near telomeres can become silenced in a SIR-dependent 
manner, a phenomenon that is referred to as telomere position effect 
(Gottschling et al., 1990).  When telomeres are visualized by immunostaining 
using antibodies against SIR proteins, a small set of clusters is observed (Gotta 
et al., 1996).  The number of SIR foci is much smaller than the number of 
telomeres, indicating that each focus contains multiple telomeres.  Consistently, 
direct interactions between telomeres could be detected using 3C (Bystricky et 
al., 2005; Dekker et al., 2002).  Although the functional benefit as to why 
telomeres cluster is still unknown one hypothesis is that clustering of these 
features results in a high local concentration of silencing factors and creates 
nuclear neighborhoods that are enriched in and could help recruit 
heterochromatin proteins that are present in limiting concentrations (Maillet et al., 
1996).  
The mechanisms underlying long-range telomeric interactions are not 
understood in detail but a role for nuclear membrane association has been 
proposed.  Two pathways anchor telomeres to the nuclear envelope.  One 
pathway involves the Ku70/Ku80 dimer (Laroche et al., 1998) while the other 
involves the protein Esc1p (Andrulis et al., 2002; Taddei et al., 2004).  When both 
pathways are impaired the telomeres are completely delocalized from the 
periphery and clustering of telomeres is affected, as is telomeric silencing 
(Andrulis et al., 2002; Gartenberg et al., 2004; Taddei et al., 2004). 
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Although these results suggest that membrane anchoring is essential for 
heterochromatin formation and long-range telomeric interactions, several 
experiments indicate that this is not necessarily the case.  First, membrane 
anchoring is not sufficient for cluster formation because in sir mutants telomeres 
remain associated with the periphery but no longer form clusters (Taddei et al., 
2004).  Secondly, attachment to the nuclear envelope is not essential for 
heterochromatin formation and gene silencing at the silent mating type loci 
(Gartenberg et al., 2004; Mondoux et al., 2007).  Third, in ku70Δ mutants 
telomere clusters can be re-established under conditions when SIR proteins are 
overproduced (Mondoux et al., 2007).  Combined, these observations suggest 
that it is SIR-dependent heterochromatin itself that facilitates long-range 
interactions between heterochromatic loci.  The apparent role of membrane 
anchoring could be indirect, in that proteins involved in tethering (Ku70, Esc1) 
also facilitate recruitment of SIR proteins.  Such a self-associating property of 
SIR-bound chromatin domains would be consistent with other non-deterministic 
models mentioned above that propose that active and inactive chromatin 
domains in higher eukaryotes self-organize in distinct nuclear compartments 
(Misteli, 2001). 
 
Polycomb complex dependent silencing 
Polycomb group (PcG) proteins are highly conserved factors that are 
involved in silencing of various developmental genes (Ringrose and Paro, 2007; 
Schuettengruber et al., 2007).  In Drosophila these proteins form complexes and 
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bind to regulatory elements called PREs (Polycomb response elements) to 
silence nearby genes.  One well-studied PRE is the Fab-7 element. This element 
is involved in gene regulation of the Abdominal-B gene.  Interestingly, when 
multiple copies of Fab-7 are present throughout the genome, they have a 
tendency to interact with each other at so-called PcG bodies, subnuclear bodies 
enriched in PcG proteins (Figure 1.4) and these long-range interactions enhance 
the level of gene silencing of Abdominal B (Bantignies et al., 2003).  The 
mechanism by which PREs affect gene activity and how their interactions 
enhance gene silencing is not understood.  Interestingly, PREs are transcribed to 
generate small non-coding RNAs and it was found recently that interactions 
between PREs are dependent upon the RNAi machinery (Grimaud et al., 2006).  
This is intriguing as small RNAs are also involved in formation of classical 
centromeric heterochromatin in Schizosaccharomyces pombe (Zofall and 
Grewal, 2006).  These exciting observations suggest that RNA may play general 
roles in gene silencing and heterochromatin formation and that they may do so 
through mediating long-range associations.  
The above experiments identified interactions between homologous PRE-
elements.  Lanzuolo and colleagues addressed the question of whether PRE 
interactions also occur between non-homologous PREs (Lanzuolo et al., 2007). 
By using FISH and 3C they studied the bithorax complex (BX-C). The BX-C locus 
contains the Ubx, AdbA and AbdB genes, as well as a set of different PREs 
including the bxd and Fab-7 elements that repress Ubx and AbdB, respectively. 
FISH analysis showed that bxd and Fab-7, that are separated by 130 kb, are 
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frequently co-localized in cells in which these elements repress their target 
genes. In contrast, in tissues where AbdB is expressed and Ubx is silenced the 
two PREs are not co-localized.  They also found that when in a repressed state, 
the PREs colocalize with PcG bodies in more than 80% of the cases.   
Furthermore, 3C studies of the organization of the entire 340 kb region 
encompassing BX-C showed that the AbdA promoter interacted with all PREs 
and boundary elements within this region, as well as with other gene promoters 
and the 3’ ends of all homeotic genes in the region.  Thus, multiple long-range 
interactions were detected between PREs and genes, between PREs, and 
between genes themselves.  These long-range interactions were proposed to 
play a role in stably maintaining the repressed state (Lanzuolo et al., 2007).  
 
Silent mating type loci 
The mating type of S. cerevisiae is dictated by distinct alleles located on 
chromosome III, MATa, a cells, and MATα, α cells (see Figure 1.5 for 
schematic).  Yeast cells have the ability to switch mating type once every cell 
cycle by homologous recombination.  This phenomenon is initiated by the 
endonuclease HO, which creates a double stranded DNA break at the MAT 
locus.  This break is repaired by a gene conversion event between the MAT 
locus and one of two regions of silent mating type information, HML or HMR.   
HML contains α- type information and is located on the left end of chromosome 
III while HMR contains a- type information and is located on the right end of 
chromosome III (Haber, 1998). 
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Figure 1.5:  Schematic of chromosome III.  Schematic of chromosome III in 
Saccharomyces cerevisiae.  HMLα is depicted as a black square; the 
recombination enhancer (RE) is depicted as a blue square; the centromere is 
depicted as a black circle; the mating type locus (MAT) is depicted as a red 
square; HMRa is depicted as a gray square.  The coordinates for each element 
are listed below the schematic.  Underneath both HMLα  and HMRa is a 
representation of their organization.  
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Interestingly, which silent donor a particular yeast cell chooses to recombine with 
depends on its mating type.  MATα cells preferentially use HMR as a donor, 
while MATa cells preferentially use HML as a donor, resulting in the switch of 
mating type (Klar et al., 1982; Strathern and Herskowitz, 1979).  Donor 
preference is independent of sequence; MATa cells prefer to choose HML as its 
donor and MATα cells prefer to choose HMR as its donor regardless of which 
mating type information is present at this location (Weiler and Broach, 1992; Wu 
et al., 1996).  Furthermore, donor preference is independent of the unique 
sequences of HML and HMR, as donor preference is still observed when 
sequences unique to HML and MAT (regions W and Z2) in addition to the mating 
type information are swapped with HMR (Weiler and Broach, 1992). 
 It has been determined that donor preference is mediated by a cis-acting 
element located approximately 29 kilobases from the left end of chromosome III, 
called the recombination enhancer (RE).  The RE is able to activate 
recombination along the entire length of the left arm of chromosome III.  Deletion 
of the RE in MATa cells results in the decrease of using HML as a donor from 85- 
90% to 10%; however, deletion of this element does not affect MATα’s ability to 
use HMR as a donor (Wu and Haber, 1996).  
 In yeast, heterochromatin is found at and near the 32 telomeres, and at 
the two silent mating type loci (Loo and Rine, 1995; Rusche et al., 2003).  These 
34 loci co-localize in 4-8 clusters at the nuclear periphery (Gotta et al., 1996; 
Hediger et al., 2002; Maillet et al., 1996; Palladino et al., 1993; Trelles-Sticken et 
al., 2000).  The silencing of HML and HMR has been studied extensively.  
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Flanking both HML and HMR are cis-acting elements termed silencers (see 
Figure 1.5 for schematic).  HML is flanked by HML-E and HML-I, while HMR is 
flanked by HMR-E and HMR-I (Rusche et al., 2003).  These silencers recruit a 
multitude of trans-acting factors that contribute to its silencing.  Various protein 
complexes such as Rap1p and the Origin Recognition Complex (ORC), bind to 
these silencers elements and help recruit Silent Information Regulator (Sir) 
proteins.  First, Sir1p associates with Orc1p.  Sir4p is then recruited to the 
silencers via its interaction with Rap1p and Sir1p.  Sir4p likely recruits Sir2p and 
is also required to recruit Sir3p to the silencer.  Sir2p is a NAD-dependent 
histone deacetylase that deacetylates H4 K16 at nearby nucleosomes, which 
provides a binding site for additional SIR2-4 complexes (Imai et al., 2000; Tanny 
et al., 1999).  This allows spreading of the complex throughout the mating type 
loci, thus resulting in gene silencing throughout the region.   
The clustering of SIR-bound loci in a limited number of sub-nuclear 
domains has been used as a model to study the processes that drive nuclear 
compartmentalization.  Formation of silent nuclear compartments results in 
limiting Sir proteins to only a small number of locations in the nucleus (Maillet et 
al., 1996).  In that situation, only loci located in these compartments will have 
access to silencer proteins and become heterochromatic, thereby preventing SIR 
complex-mediated silencing at inappropriate locations.  This model is supported 
by several observations.  First, insertion of genes flanked by HM silencers in the 
middle of chromosome arms and far from the silent compartments does not 
result in silencing of the gene suggesting that at these locations the silencers do 
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not have access to SIR complexes (Maillet et al., 1996).  However, when 
telomere clustering and silencing is disrupted, as in a ku70Δ mutant, the 
internally located gene is silenced (Maillet et al., 2001).  This is explained by the 
observation that in the ku70Δ mutant the SIR complexes are released from the 
silent clusters and diffuse apparently freely throughout the nucleus, which 
provides opportunities for internal loci to become silenced.  Further, silencing of 
loci can be stimulated by artificially targeting them to the nuclear membrane, 
which will bring them in close proximity to telomere clusters (Andrulis et al., 
1998).  Silencing of HM loci is further facilitated by their close genomic proximity 
to telomeres, which will by default tend to position them near SIR complex-
enriched telomere clusters (Maillet et al., 1996; Thompson et al., 1994).  
 Interestingly, previous studies have shown that the ends of chromosome 
III are relatively close in three-dimensional space in the yeast nucleus.  
Microscopic analyses of GFP-tagged loci making use of bacterial operator and 
repressor interactions near the ends of chromosome III has revealed that the 
sub-telomeric regions co-localize in ~40% of G1 cells (Bystricky et al., 2005).  
This thesis will further investigate the relationship between HML and HMR and 
the proteins that mediate their interaction, which is described extensively in 
Chapter III. 
 
Does clustering of heterochromatic loci play a role in gene silencing? 
 It has been proposed that formation of heterochromatic clusters 
contributes to the initiation and/or maintenance of the heterochromatic state.  
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Clustering of heterochromatin would result in formation of nuclear neighborhoods 
with high local concentrations of heterochromatin factors (Maillet et al., 1996; 
Sexton et al., 2007).  When a gene is located in a heterochromatic neighborhood 
it would be more efficiently silenced.  The observation that association of the wild 
type bw locus with centromeric heterochromatin is correlated with silencing of the 
gene is consistent with this idea.  However, direct evidence that clustering 
contributes to heterochromatin formation and gene silencing has been difficult to 
obtain.  The reason for this is the fact that factors that mediate clustering are 
often also required for local heterochromatin formation in cis.  Perhaps 
heterochromatin formation is completely dependent on clustering so that any 
condition that affects clustering also affects local formation of heterochromatin 
and gene silencing.  Alternatively, clustering may be an intrinsic property of 
heterochromatin and therefore any mutation or condition that affects 
heterochromatin formation will also disrupt heterochromatic interactions.  One 
possible exception is the case described by Grimaud et al. in which RNAi 
components were found to be important for long-range interactions between 
PREs and effective silencing but not for local recruitment of PcG proteins 
(Grimaud et al., 2006).  
 
Organization of a genome resembles a complex three-dimensional network 
This thesis investigates the relationship between direct physical contact of 
genomic loci and how this interaction may play a role in gene regulation.  
Examples of long-range interactions have been obtained in a variety of 
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organisms, suggesting that gene regulation through direct physical association 
with regulatory elements and/or other genes is a common and conserved 
phenomenon.  Based on these results we have hypothesized that the 
organization of a genome inside a living cell resembles a complex three-
dimensional network of interacting genomic elements (Dekker, 2006, 2008a).  In 
some cases, e.g. in the case of enhancers, chromosomal interactions appear to 
be very specific and require defined proteins to mediate associations between 
particular sets of genomic elements.  In other cases, interactions appear less 
specific.  Examples of the latter include apparently non-specific clustering of 
heterochromatic loci or association of groups of expressed genes in a limited 
number of transcriptionally active nuclear neighborhoods such as in transcription 
factories (Faro-Trindade and Cook, 2006; Iborra et al., 1996; Osborne et al., 
2004; Osborne et al., 2007; Sexton et al., 2007; Simonis et al., 2006).   
 Chapter II of this thesis will describe the powerful technology, 
chromosome conformation capture (3C) in detail for use with both spheroplasted 
yeast cells and human cells.  Previously, 3C in yeast was performed with isolated 
nuclei (Dekker et al., 2002), which may introduce artifacts due to the rough 
nature of the nuclei isolation.  Therefore, to preserve the nature of the chromatin, 
the protocol was adapted for use in spheroplasted yeast cells.  Also described 
thoroughly in this chapter is the proper 3C technique to determine direct physical 
contact of genomic loci to evaluate how chromatin interactions may play a role in 
gene regulation.  
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 Chapter III will analyze the DNA elements and protein complexes that are 
critical for formation of heterochromatic clusters focusing on the heterochromatic 
regions on chromosome III: the two telomeres, as well as the silent mating type 
loci HML and HMR.  Analysis of a panel of mutants showed that several 
complexes known to be involved in silencing are also involved in long-range 
heterochromatic interactions. Our results indicate that formation of 
heterochromatic clusters depends on correctly assembled heterochromatin at the 
silent loci, and points to a step in heterochromatin formation that is not essential 
for gene silencing but is required for long-range interactions between 
heterochromatic loci. 
 Chapter IV will present a novel unbiased technique for analyzing 
chromatin interactions by high-throughput DNA sequencing.  Chromatin 
interaction maps for all 16 chromosomes in yeast are presented.  This chapter 
will describe this technique as well as speculate on how to improve this 
technique in order to obtain a complex three-dimensional network of interacting 
genomic elements for the whole yeast genome. 
Lastly, Chapter V will describe the challenges ahead, and proposes that 
comprehensive study of genome-wide networks of chromosomal interactions 
may reveal new insights in gene regulation and chromosome biology. 
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CHAPTER II 
MAPPING CHROMATIN INTERACTIONS BY CHROMOSOME 
CONFORMATION CAPTURE (3C) 
 
Abstract 
Chromosome Conformation Capture (3C) is one of the only techniques 
which allows for analysis of an intermediate level of chromosome structure 
ranging from a few to hundreds of kilobases, a level most relevant for gene 
regulation.  3C is used to detect physical interactions between sequence 
elements that are either located on the same or on different chromosomes.  For 
instance, physical interactions between distant enhancers and target genes can 
be measured.  The 3C assay uses formaldehyde cross-linking to trap 
connections between chromatin segments that can, after a number of 
manipulations, be detected by PCR. This chapter describes detailed protocols for 
performing 3C with the yeast Saccharomyces cerevisiae and mammalian cells.  
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Introduction 
This chapter describes Chromosome Conformation Capture (3C), a 
polymerase chain reaction (PCR) based method to analyze chromosome 
conformation (Dekker et al., 2002).  This methodology is used to detect the 
frequencies of interactions between chromosomal fragments inside 
spheroplasted yeast cells and is one of only a few techniques that allows for 
high-resolution analysis of chromosome organization.  Specifically, 3C is widely 
and successfully used for detection of looping interactions between sequence 
elements, e.g. between gene promoters and distant regulatory elements such as 
enhancers (Spilianakis and Flavell, 2004; Tolhuis et al., 2002; Vakoc et al., 
2005).  
In this assay (depicted in Figure 2.1), cells are treated with formaldehyde 
to induce both protein-protein and protein-DNA crosslinks, which can result in 
covalently linking interacting chromatin segments.  Crosslinked chromatin is then 
solubilized and digested by a restriction enzyme.  The digestion is followed by 
ligation under dilute DNA concentrations, which strongly promotes intramolecular 
ligation of crosslinked fragments over intermolecular ligation of random 
fragments.  The crosslinks are then reversed and DNA is purified.  The resulting 
3C template contains a large number of ligation products, each representing a 
specific interaction between two genomic loci.  The relative abundance of a 
particular ligation product reflects the frequency with which the two restriction 
fragments interact inside the cell nucleus.    
Ligation products are detected and quantified by semi-quantitative PCR.   
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Figure 2.1:  Representation of the Chromosome Conformation Capture (3C) 
technology.  Cells are treated with formaldehyde to induce a crosslink resulting 
in covalent linkage of interacting chromatin segments (indicated by the oval).  
Crosslinked chromatin is digested and ligated under dilute DNA concentrations.  
After reversal of crosslinks, ligation products can be detected by semi-
quantitative PCR (arrows indicate PCR primers). 
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A control template must also be generated which contains all possible ligation  
products in equal amounts.  The control template is used to correct for 
differences in primer efficiencies.  A ratio is then determined between the amount 
of ligation product of the 3C template versus the amount of ligation product of the 
control template.  This value, the interaction frequency or crosslinking frequency, 
is a measure for how frequently two chromosomal fragments interact inside the 
nucleus.  Once a sufficient amount of interaction frequencies have been obtained 
for a genomic region of interest, its spatial organization can be inferred.  
3C has proven to be exceptionally powerful and is now widely used, at 
least in part because it can be performed in any molecular biology laboratory and 
does not require any special equipment.  The preparation of the assay should 
involve careful thought and planning.  Restriction enzyme selection and primer 
design play pertinent roles and should be considered before the start of the 
experiment.   
 
Restriction enzyme selection 
The restriction enzyme used for digestion can vary.  As mentioned 
previously, 3C can be used to detect looping interactions between sequence 
elements.  It is important that the restriction enzyme cut sites are spaced evenly 
and frequently throughout the region of interest.  For proper analysis, the putative 
looping elements should each be contained in a restriction fragment no larger 
than 10 kilobases and no smaller than 1 kilobase in size, because very large and 
very small fragments result in slightly higher and lower interaction frequencies, 
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respectively. Further, there should be multiple restriction fragments between the 
elements in order to obtain a high-resolution looped structure.  Once a looping 
interaction is found, a different enzyme should be selected to confirm the results. 
 For initial studies a restriction enzyme that cuts every 4 kilobases is 
recommended.  Once a looped structure is detected, a more frequently cutting 
enzyme can be used to obtain a finer map.  
 
Primer design 
Once a restriction enzyme is chosen, primers must be designed 
throughout the genomic region of interest.  Primers are designed unidirectionally 
and ~80-150 base pairs 5’ of the restriction enzyme cut site.  Head-to-head 
ligation of two restriction fragments can then be amplified by two primers 
resulting in a PCR product that will be 160-300 base pairs long. 
Typically, primers are 28 base pairs in length, have a GC content of ~50%, 
and ideally have similar melting temperatures, although primers can be designed 
up to 30 base pairs in length to achieve optimal conditions.  Primer combinations 
should be tested using a control template and primer pairs that do not amplify the 
correct product, amplify multiple products, do not yield equal amounts of PCR 
products when using control template, or produce high levels of primer dimers 
should be omitted and redesigned, if so desired.  Primers should not be designed 
on restriction fragments larger than 10 kilobases or smaller than 1 kilobase in 
size. 
This chapter describes the protocols for generating 3C and control 
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templates for both Saccharomyces cerevisiae and mammalian cells.  Also 
included in this chapter is a description of how to analyze ligation products by 
PCR. 
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Reagents and Solutions 
Use autoclaved deionized water in all recipes. 
Ligation buffer, 10X  
500 mM Tris-HCl pH 7.5  
100 mM MgCl2 
100 mM Dithiothreitol 
Store at –80˚C for up to 1 year. 
Lysing solution I 
0.25 M EDTA 
0.5 M Tris-base 
2.5% (v/v) SDS 
Make fresh on day of experiment. 
Lysing solution II 
10 mM Tris-HCl, pH 8.0  
10 mM NaCl 
0.2% (v/v) Igepal (NP-40) 
Make fresh on day of experiment. 
MES wash buffer 
0.1 M MES 
1.2 M sorbitol 
1 mM EDTA, pH 8.0 
0.5 mM MgCl2 
Adjust pH to 6.4 with NaOH 
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Store at 4 ˚C for up to 6 months. 
PCR buffer for Saccharomyces cerevisiae cell -derived templates, 10X 
 100 mM Tris-HCl pH 8.4 
 500 mM KCl 
 22.5 mM MgCl2 
 Store at -80˚C for up to 1 year. 
PCR buffer for mammalian cell -derived templates, 10X 
 600 mM Tris, adjust to ph 8.9 with H2SO4, 
 180 mM (NH4)2SO4 
 Store at -80˚C for up to 1 year. 
Spheroplasting buffer  I 
 0.4 M sorbitol 
 0.4 M KCl 
 40 mM sodium phosphate buffer, pH 7.2  
 0.5 mM MgCl2 
 Store at 4 ˚C for up to 6 months. 
Spheroplasting buffer II 
 10 mM sodium phosphate buffer pH 7.2  
 10 mM EDTA 
 1% (v/v) beta-mercaptoethanol 
 100 µg/mL zymolyase 100-T  
 Store at 4˚C for up to 6 months. 
Zymolyase 100-T solution 
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 20 mg/mL zymolyase 100-T 
 2% (w/v) glucose 
 50 mM Tris pH 7.5  
 Make solution a day prior to experiment, store at 4 ˚C for up to 1 month. 
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Basic Protocols 
Basic Protocol 1:  Generation of 3C template from yeast cells 
This protocol outlines the method to obtain a 3C template from 
Saccharomyces cerevisiae cells.  In this protocol, yeast cells are spheroplasted 
and the cell wall is digested with zymolyase.  These spheroplasts are crosslinked 
with formaldehyde, chromatin is solubilized, and digested with a restriction 
enzyme.  After digestion, the crosslinked chromatin is ligated, crosslinks are 
reversed, and DNA is purified.  The resulting 3C template consists of a collection 
of ligation products.  The abundance of a given ligation product depends on the 
genomic distance between the two genomic segments (when they are located on 
the same chromosome) and, importantly, also depends on any specific looping 
interactions. 
   
Materials 
Saccharomyces cerevisiae cells of interest  
Spheroplasting buffer I (see recipe) 
20 mg/mL zymolyase 100-T solution (see recipe) 
MES wash buffer (see recipe) 
37% (v/v) formaldehyde 
2.5 M glycine 
10X Restriction enzyme buffer 
1% and 10% (w/v) sodium dodecyl sulfate (SDS) 
10% (v/v) Triton X-100 
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Restriction enzyme 
10X Ligation buffer (see recipe)  
10 mg/mL bovine serum albumin (BSA)  
100 mM adenosine triphosphate (ATP) 
T4 DNA ligase 
10 mg/mL proteinase K in TE buffer, pH 8.0 
1:1 (v/v) phenol/chloroform 
3M NaOAc, pH 5.2  
100% ethanol 
TE buffer, pH 8.0 
10 mg/mL DNase free RNase A  
250 mL disposable conical tubes 
15 mL disposable conical tubes 
Roller drum in 30˚C incubator 
1.7 mL microfuge tubes 
Microfuge 
65˚C water bath 
37˚C water bath 
16˚C water bath 
42˚C water bath 
50 mL disposable conical tubes 
Vortex 
30 mL screw cap centrifuge tubes 
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-80˚C freezer 
Refrigerated tabletop centrifuge 
-20˚C freezer 
Additional reagents and equipment necessary for growth of Saccharomyces 
cerevisiae. 
 
Prepare and crosslink cells 
1. Obtain a 200 mL culture of Saccharomyces cerevisiae cells at OD600 = 1 
2. Centrifuge cells 10 minutes at 2500 rpm in 250 mL disposable conical 
tube and remove supernatant promptly. 
3. Resuspend cells in 10 mL spheroplasting buffer and transfer to 15 mL 
disposable conical tube.  Add 50 µL 20 mg/mL zymolyase 100-T solution 
and gently mix tube. 
Twenty mg/mL zymolyase 100-T will not go into solution.  Make up 
zymolyase solution at least 1 hour prior to use.  Before zymolyase is 
added to the cells be sure the solution is mixed well as a suspension.   
4. Incubate in roller drum for 40 minutes at 30˚C. 
Efficiency of digestion of cell wall should be tested by cell lysis.  This can 
be done by adding water to a small amount of cells on a glass slide while 
observing under a microscope.  Digestion is complete when approximately 
80% of cells burst open and exhibit lysis within 1-2 minutes.   
5. Wash cells two times in 10 mL of MES wash buffer.  Between each wash 
centrifuge cells 5 minutes at 3500 rpm.  
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6. Dissolve in 10 mL MES wash buffer. 
7. Add formaldehyde to 1% (263 µL of 37% stock), mix thoroughly and 
incubate 10 minutes at room temperature. 
8. Add 0.5 mL 2.5 M glycine and incubate for 5 minutes at room temperature. 
Cells can now be stored at –80˚C in 1 mL aliquots or can directly be 
digested. 
 
Digest crosslinked cells 
9. Add 50 µL of crosslinked cells to individual 1.7 mL microfuge tubes. 
Reactions should not be pooled.  Typically 40 tubes, each containing 50 
µL of cells yields the best results although amount of cells used can vary 
depending on need.  When 40 tubes are used, the obtained 3C template 
is sufficient to measure approximately 350 interactions. 
10. Wash cells three times with 100 µL 1X restriction enzyme buffer per tube.  
Between each wash, mix by pipetting up and down and centrifuge for 3 
minutes at 14 krpm.   
Restriction enzyme buffer should correspond with enzyme of choice, as 
recommended by the manufacturer. 
11.Resuspend thoroughly in 36.2 µL 1X restriction enzyme buffer per tube, 
add 3.8 µL of 1% SDS per tube and incubate for 10 minutes at 65˚C. 
This step proves to be essential in template generation.  Care should be   
taken to ensure proper incubation temperature. 
12. Add 4.4 µL 10% Triton X-100 per tube.  Mix well by pipetting up and down. 
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Triton X-100 binds SDS and will thereby effectively remove SDS, which is 
required for subsequent restriction digestion. 
13. Add 60 Units of restriction enzyme per tube, mix well, and incubate 
reactions overnight at 37˚C. 
14. Add 8.6 µL 10% SDS per tube and incubate for 20 minutes at 65˚C. 
SDS is added at high concentrations to inactivate the restriction enzyme. 
 
Ligate crosslinked cells 
15. Add 74.5 µL 10% Triton X-100, 74.5 µL 10X Ligation buffer, 8 µL 10 
mg/mL BSA, 8 µL 100 mM ATP, 596 µL distilled water and 800 Weiss 
Units T4 DNA ligase per tube and incubate for 2 hours at 16 ˚C. 
Due to the large amount of tubes, a master mix of every component is 
typically made for all ligations and distributed amongst the tubes. 
 
Reverse crosslinks and purify 3C template 
16. Add 5 µL 10 mg/mL proteinase K in TE buffer, pH 8.0 and incubate 
overnight at 65˚C to reverse crosslinks.   
17. Add an additional 5 µL 10 mg/mL proteinase K in TE buffer, pH 8.0 and 
incubate at 42˚C for 2 hours. 
An additional proteinase K treatment improves DNA purification. 
18. Combine 10 reactions in 50 mL disposable conical tubes to end up with 4 
larger pooled reactions (if starting with 40 tubes).   
Do not pool more than 10 reactions, as template quality will decrease. 
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19. Add an equal volume of 1:1 phenol/chloroform to each of the ligation 
mixtures, vortex for 30 seconds and centrifuge for 5 minutes at 3500 rpm. 
Aqueous (upper) phase at this step in purification will appear cloudy.  
20. Promptly collect the aqueous (upper) phase taking care not to include any 
of the interface layer. 
21. Repeat phenol/chloroform extraction (step 19) and transfer aqueous 
phase to a 30 mL screw cap centrifuge tube. 
Aqueous phase at this step in the purification should be clear.  If the 
aqueous phase is still cloudy repeat phenol/chloroform extraction until 
aqueous phase is clear. 
22. Precipitate DNA by adding 1/10 volume of 3 M NaOAc, pH 5.2, vortex 
briefly.  Add 2.5 volumes of 100% ethanol and mix gently.  Incubate for 15 
minutes at -80˚C and centrifuge for 20 minutes at 10 krpm at 4˚C. 
23. Remove supernatant and let pellets dry completely before resuspending 
each pellet in 50 µL TE buffer, pH 8.0.  Pool all 4 samples to obtain a 200 
µL DNA solution.  This is the 3C template. 
Two hundred µL of TE buffer, pH 8.0 should be used to resuspend pellet 
when 40 tubes are initially used in step 9.  If less tubes are used, the final 
volume should be adjusted accordingly. 
24. Add 2 µL 10 mg/mL DNase free RNase A and incubate for 15 minutes at 
37˚C. 
25. Store 3C template at -20˚C. 
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Basic Protocol 2:  Generation of control template from yeast genomic DNA 
This protocol outlines the method to obtain a control template from 
Saccharomyces cerevisiae. In this protocol, yeast chromosomal DNA is isolated, 
digested, and randomly ligated. This control template will contain all possible 
ligation products in equal amounts and serves as an excellent control for primer 
efficiencies.  The control template is used in combination with the 3C template to 
determine interaction frequencies (see Basic Protocol 5). 
 
Additional materials needed 
Spheroplasting buffer II (see recipe) 
Lysing buffer I (see recipe) 
20 mg/mL proteinase K in TE buffer, pH 8.0 
5M potassium acetate  
Cold 100% ethanol 
100% isopropanol 
80% (v/v) ethanol 
1 mg/mL bovine serum albumin (BSA) 
10 mM adenosine triphosphate (ATP) 
0.5 M EDTA, pH 8.0 
Refrigerated microfuge 
Additional reagents and equipment necessary to quantitate DNA by absorption 
spectroscopy  
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Isolate yeast chromosomal DNA 
1. Obtain an overnight 200 mL culture of the same Saccharomyces 
cerevisiae strain as used in Basic Protocol 1.  
2. Spin cells 10 minutes at 2500 rpm in 250 mL disposable conical tubes and 
remove supernatant promptly. 
3. Resuspend cells in 20 mL spheroplasting buffer II.  Distribute among 40 
tubes each containing 500 µL of cells. 
Reactions should not be pooled. 
4. Incubate for 40 minutes at 37˚C. 
Solution should appear stringy. 
5. Add 100 µL lysing buffer I to each tube. 
6. Add 10 µL 20 mg/mL proteinase K in TE buffer, pH 8.0 to each tube and 
incubate for 30 minutes at 65˚C. 
Solution should now appear clearer. 
7. Add 100 µL 5M potassium acetate to each tube and incubate for 10 
minutes in ice water. 
8. Centrifuge tubes for 20 minutes at 14 krpm at 4˚C. 
9. Transfer supernatants to fresh 1.7 mL microfuge tubes containing 500 µL 
of ice cold 100% ethanol.  Invert tubes 5 times and centrifuge for 10 
minutes at 14 krpm at room temperature. 
10.  Remove supernatant carefully and let DNA pellet dry completely. 
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11. Add 500 µL TE buffer, pH 8.0 containing 10 µg/mL DNase free RNase A 
and incubate for 30 minutes at 37˚C to dissolve DNA.  Occasionally tap 
tubes gently. 
Depending on amount of DNA isolated, this step may take longer than 30 
minutes.  Incubation should continue until all DNA is dissolved. 
12. Add an equal volume of 1:1 phenol/chloroform, vortex for 30 seconds and 
centrifuge for 5 minutes at 3500 rpm.   
13. Transfer aqueous (upper) phase to fresh 1.7 mL microfuge tubes.  
Precipitate DNA by addition of 500 µL isopropanol and invert tubes 5 
times.  Centrifuge 10 minutes at 14 krpm at room temperature. 
DNA should be visible after isopropanol is added as a string- like ball.   
14. Wash DNA with 500 µL 80% ethanol and centrifuge 10 minutes at 14 krpm 
at room temperature. 
15. Dry DNA pellets before dissolving each in 100 µL TE buffer, pH 8.0.  Pool 
samples. 
16. Determine DNA concentration using absorption spectroscopy.  
 
Digest yeast genomic DNA 
17. Add 10 µg genomic DNA per 20 individual 1.7 mL microfuge tubes. 
Reactions should not be pooled. 
18. Digest in 400 µL reactions using 60 Units of the same restriction enzyme 
and 10X restriction enzyme buffer as used in Basic Protocol 1 and 
incubate for 3 hours at 37˚C. 
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Restriction enzyme buffer should correspond with enzyme of choice, as 
recommended by the manufacturer. 
19. Add an equal volume of 1:1 phenol/chloroform to each reaction, vortex for 
30 seconds and centrifuge for 5 minutes at 3500 rpm. 
20. Transfer aqueous (upper) phase to a fresh 1.7 mL microfuge tube.  
Precipitate DNA by addition of 1/10 volume of 3 M NaOAc pH 5.2, vortex 
briefly.  Add 2.5 volumes of 100% ethanol and mix gently. Centrifuge cells 
for 10 minutes at 14 krpm at 4˚C and carefully remove supernatant. 
21. Resuspend DNA in 0.5 mL 80% ethanol to wash pellet and centrifuge 
tubes 10 minutes at 14 krpm at 4˚C.  Carefully remove supernatant and let 
pellet dry completely. 
22. Dissolve each DNA pellet in 20 µL autoclaved water. 
 
Ligate yeast genomic DNA 
23. Add 3 µL 10X Ligation buffer, 3 µL 1 mg/mL BSA, 3 µL 10 mM ATP and 
800 Weiss Units T4 DNA ligase to each tube and incubate for 1 hour at 
16˚C. 
 
Purify yeast genomic DNA control template 
24. Make two pools of 10 reactions each to end up with two larger reactions 
and stop the reactions by addition of 6 µL 0.5 M EDTA, pH 8.0. 
25. Add an equal volume of 1:1 phenol/chloroform, vortex for 30 seconds and 
centrifuge for 5 minutes at 3500 rpm. 
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26. Transfer aqueous (upper) phase to a fresh 1.7 mL microfuge tube.  
Precipitate DNA by addition of 1/10 volume of 3 M NaOAc pH 5.2, vortex 
briefly.  Add 2.5 volumes of 100% ethanol and mix gently.  Centrifuge cells 
for 10 minutes at 14 krpm at 4˚C and carefully remove supernatant. 
27. Resuspend DNA in 0.5 mL 80% ethanol to wash pellet.  Spin samples for 
10 minutes at 14 krpm at 4˚C.  Carefully remove supernatant and let pellet 
dry completely. 
28.  Dissolve each pellet in 400 µL TE buffer, pH 8.0 and pool them to obtain 
a total volume of 800 µL.  This is the control template. 
29.  Store control template at -20˚C. 
 
Basic Protocol 3:  Generation of 3C template from mammalian cells 
3C analyses in mammalian cells are performed using a modified version 
of the protocol developed for yeast cells (Basic Protocol 1).  In this modified 
version, mammalian cells are crosslinked and lysed.  The lysed cells are then 
digested, ligated under dilute conditions, and the crosslinks are reversed. 
 
Additional materials needed 
Mammalian cells growing in culture  
Culture medium  
Lysing buffer II (see recipe) 
Protease inhibitor cocktail for use with mammalian cells 
70% (v/v) ethanol 
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Dounce homogenizer with pestle B 
250 mL screw cap centrifuge bottles  
 
Prepare and crosslink cells 
1. Grow 108 cells in appropriate medium.  Spin down the cells at 1500 rpm 
for 10 minutes and dissolve in 45 mL fresh medium. 
The number of cells can be reduced or increased depending on need.  In 
the procedure described here, the obtained template is sufficient to 
measure approximately 1000 interactions. 
2. Add formaldehyde to 1% (1.35 mL of 37% stock), mix thoroughly by 
pipetting up and down, and incubate 10 minutes at room temperature. 
3. Add 2.5 mL of 2.5 M glycine.  Mix by pipetting up and down and incubate 
5 minutes at room temperature.   
4. Store on ice for at least 15 min. 
5. Centrifuge cells 10 minutes at 2000 rpm, resuspend in 1 mL ice-cold 
lysing buffer II, supplemented with 0.1 mL protease inhibitor cocktail for 
use with mammalian cells, and incubate 15 minutes on ice. 
6. Dounce homogenize cells on ice with pestle B by gently stroking 15 times, 
followed by incubating 1 minute on ice, and finally stroking 15 more times. 
 
Digest crosslinked cells 
7. Spin cells 5 minutes at 5000 rpm in 1.7 mL microfuge tubes, and wash 
with 0.5 mL 1X of the appropriate restriction enzyme buffer.  Spin again for 
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5 minutes at 5000 rpm and resuspend in 0.5 mL 1X restriction enzyme 
buffer. 
8. Distribute 25 µL of cells to individual 1.7 mL microfuge tubes.  So now 20 
tubes are obtained with each 0.5 x 107 cells. 
9. Centrifuge 5 minutes at 5000 rpm and resuspend each pellet in 362 µL 1X 
restriction enzyme buffer.   
10. Add 38 µL 1% SDS to each tube and incubate for 10 minutes at 65˚C. 
11. Add 44 µL 10% Triton X-100 to each tube.  Mix by pipetting up and down. 
12. Add 400 Units restriction enzyme per tube.  Mix well and incubate 
overnight at 37˚C.   
13. Add 86 µL 10% SDS and incubate for 30 minutes at 65˚C. 
 
Ligate crosslinked cells 
14. Transfer each reaction to a 15 mL disposable conical tube. Add 745 µL 
10% Triton X-100, 745 µL 10X Ligation buffer, 80 µL 10 mg/mL BSA, 80 
µL 100 mM ATP, 5960 µL distilled water and 4000 Weiss Units T4 DNA 
ligase per tube and incubate 2 hours at 16˚C. 
 
Reverse crosslinks and purify 3C template 
15. Add 50 µL 10 mg/mL proteinase K in TE buffer, pH 8.0 and incubate 
overnight at 65˚C. 
16. Add an additional 50 µL 10 mg/mL proteinase K in TE buffer, pH 8.0 and 
incubate at 42˚C for 2 hours. 
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17. Transfer solutions to a 50 mL disposable conical tube and add an equal 
amount of phenol to each of the tubes, vortex for 30 seconds, and 
centrifuge for 5 minutes at 3500 rpm. 
18. Remove the aqueous (upper) phase and transfer to a fresh 50 mL 
disposable conical tube and repeat the phenol extraction (step 17).  
19. Add an equal volume of 1:1 phenol/chloroform, vortex for 30 seconds, and 
centrifuge for 5 minutes at 3500 rpm.  
20. Pool the aqueous (upper) phases into 3 screw cap centrifuge bottles of 
250 mL.  Add 1/10 volume of 3 M NaOAc pH 5.2, vortex briefly, and add 
2.5 volumes of 100% ethanol. 
21. Incubate 30 minutes at –80ºC (or overnight) and centrifuge for 20 minutes 
at 10 krpm at 4˚C. 
22. Aspirate supernatant and resuspend the pellets in a total volume of 1 mL 
TE buffer, pH 8.0.  Transfer DNA to 2 fresh 1.7 mL eppendorf tubes each 
containing 500 µL of DNA solution.     
23. Perform phenol extraction (step 17), followed by 2 1:1 phenol/chloroform 
extractions (step 19) for each tube. 
24. Add an equal volume of chloroform to each tube, vortex for 30 seconds, 
and centrifuge for 5 minutes at 3500 rpm.  Remove the aqueous phase 
and transfer to fresh 1.7 mL eppendorf tubes.  
25. Precipitate DNA by adding 1/10 volume of 3 M NaOAc pH 5.2, vortex 
briefly, and adding 2.5 volumes of 100% ethanol.  Incubate for 15 minutes 
at -20˚C and spin for 20 minutes at 14 krpm at 4˚C. 
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26. Wash the obtained pellets 5 times with 70% ethanol. 
These 5 wash steps are necessary to remove extra salt in the template. 
27. Dry the pellets and dissolve in a total volume of 1 mL TE buffer, pH 8.0.  
This is the 3C template. 
28. Add 1 µL 10 mg/mL DNase free RNase A and incubate for 15 minutes at 
37˚C. 
29. Store 3C template at -20˚C. 
 
Basic Protocol 4:  Generation of control template from mammalian DNA 
This protocol outlines the method to obtain a control template from 
mammalian genomic DNA.  Due to the complexity of the mammalian genome, a 
control template generated from whole genomic DNA does not contain 
detectable levels of any specific ligation product.  Thus, a control template is 
generated from the genomic region of interest only.  In this protocol, a bacterial 
artificial chromosome (BAC) clone, or set of BAC clones containing the genomic 
region of interest is purified, digested, and randomly ligated. This procedure 
generates a control template, i.e. a collection of all possible ligation products that 
are present in equimolar amounts.  This control template is used in combination 
with the 3C template to determine interaction frequencies (see Basic Protocol 5). 
 
Additional materials needed  
70% (v/v) ethanol 
2 mL microfuge tubes 
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Additional reagents and equipment necessary for the modified alkaline lysis 
method for recovery of DNA from BAC clones, for real-time PCR if applicable, 
and for agarose gel electrophoresis 
 
Select, amplify and purify BAC clone(s) 
1. Select one or more BAC clones covering the genomic region of interest.  If 
more than one clone is needed, there should be minimal overlap and 
possibly no gaps between the clones. 
BAC clones are available through various sources including Invitrogen and 
CHORI (http://bacpac.chori.org). 
2. Purify the BAC DNA from 500 mL overnight cultures.  Resuspend BAC 
DNA in 1 mL of TE buffer, pH 8.0. 
3. Estimate DNA concentration by running 1 µL of BAC DNA on a 0.8% 
agarose/0.5X TBE gel beside a molecular weight standard of known 
concentration. The concentration of the BAC DNA should be between 50 
and 100 ng/mL. 
If more than one BAC clone is required to cover the genomic region of 
interest, the clones should be mixed in equimolar ratios before digestion.  
For this, the BAC preparations should be quantified by Real-Time 
Quantitative PCR with SYBR green using universal primers that amplify 
part of the BAC vector backbone. 
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Digest BAC genomic DNA clones 
4. Transfer approximately 20 µg of BAC DNA to a 2 mL microfuge tube. 
If more than one BAC is required, the total amount of BAC DNA should 
equal 20 µg. Do not exceed 200 µL of DNA in the final digestion. If the 
volume is greater than 200 µL, precipitate DNA and resuspend in a more 
suitable volume.  
Reserve 1 µL of undigested material to run on an agarose gel alongside 
the digested BAC DNA and ligated BAC DNA as a control for digestion 
efficiency. 
5. Total DNA volume should represent 10% of the final digestion volume.  
Add appropriate amount of water, 10X restriction enzyme buffer and 10 
mg/mL BSA (if recommended by the manufacturer) to obtain a solution 
containing 1X restriction enzyme buffer and 100 ng/µL BSA.  
6. Add a quantity of restriction enzyme (40 units/µL) corresponding to 8.75% 
of the final digestion volume.  
7. Incubate overnight at 37°C. 
BAC DNA is often difficult to digest to completion. This protocol has been 
optimized and standardized for digestion efficiency. 
8. Add an equal volume of 1:1 phenol/chloroform, vortex for 30 seconds and 
centrifuge for 5 minutes at 14 krpm at room temperature. 
9. Transfer aqueous (upper) phase to a fresh 1.7 mL microfuge tube. 
10. Add 1/10 volume of 3M NaOAc pH 5.2, vortex briefly.   
11. Add 2.5 volumes of cold 100% ethanol and mix gently.  Incubate at -20°C 
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for at least 15 minutes and centrifuge for 20 minutes at 14 krpm at 4°C. 
12. Discard supernatant and wash pellet by resuspending in 1 mL of 70% 
ethanol. Centrifuge for 15 minutes at 14 krpm at 4°C. 
13.  Remove 70% ethanol wash, and briefly air dry. 
Do not let the DNA dry completely as it becomes very difficult to 
resuspend. 
14. Resuspend DNA in 161 µL of water.  Incubate 15 minutes at 37°C to 
 dissolve the DNA completely. 
Reserve a 4 µL aliquot of digested material to run on an agarose gel 
alongside the undigested BAC DNA and ligated BAC DNA as a control for 
digestion efficiency. 
 
 Ligate BAC DNA 
15. Mix 157 µL of digested BAC DNA with 20 µL of 10X T4 Ligation buffer, 2 
µL 10 mg/ml BSA, 2 µL 100 mM ATP, and 7600 Weiss Units T4 DNA 
ligase.  Incubate overnight at 16°C. 
16. Incubate DNA at 65°C for 15 minutes to inactivate the ligase. 
 
Purify BAC genomic DNA control template 
17. Add 200 µL of 1:1 phenol/chloroform, vortex for 30 seconds and centrifuge 
for 5 minutes at 14 krpm at room temperature. 
18. Transfer aqueous (upper) phase to a fresh 1.7 mL microfuge tube without 
touching the interface. 
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19. Repeat 1:1 phenol/chloroform extraction (step 17). 
20. Add 200 µL chloroform, vortex for 30 seconds and centrifuge 5 minutes at 
14 krpm at room temperature. 
21. Transfer aqueous (upper) phase to a fresh 1.7 mL microfuge.   
22. Add 1/10 volume of 3M NaOAc pH 5.2, vortex briefly.  Add 2.5 volumes of 
cold 100% ethanol and mix gently.  Incubate at -20°C for 15 minutes and 
centrifuge for 20 minutes at 14 krpm at 4°C. 
23. Discard supernatant and resuspend the pellet in 1 mL of 70% ethanol.  
Centrifuge for 15 minutes at 14 krpm at 4°C. 
24. Discard supernatant and air dry slightly. 
25. Resuspend pellet in TE buffer, pH 8.0 into a final volume corresponding to 
approximately 100 ng/µL. 
26. Incubate 15 minutes at 37°C to completely dissolve DNA.  This is the 
control template. 
Reserve 1 µL of ligated material to run on an agarose gel alongside the 
undigested BAC DNA and digested BAC DNA as a control for ligation 
efficiency. 
27. Run side-by-side on a 0.8% agarose/0.5X TBE gel, 1 mL of the uncut BAC 
DNA, 4 mL of the cut BAC DNA, and 1 mL of the ligated BAC.  There 
should be a smear after digestion, and part of the smear should disappear 
after ligation. An example is shown in Figure 2.2. 
28. Store control template at -20˚C. 
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Basic Protocol 5:  Analysis of interaction frequencies using 3C and control 
templates by quantitative PCR. 
After generation of 3C and control templates (Basic protocols 1-4), it is 
necessary to roughly determine the amount of template generated.  After a rough 
estimate of DNA concentration is determined, a titration must be performed to 
determine how much of the templates should be used in a PCR reaction to 
accurately quantify ligation products.   
 
Additional materials needed 
10X PCR buffer for Saccharomyces cerevisiae cell -derived templates 
10X PCR buffer for mammalian cell -derived templates 
100 mM dNTPs 
Primers (see Introduction) 
50 mM MgS04 
Taq DNA polymerase 
Automated thermal cycler  
Gel documentation set up with appropriate software for quantifying PCR products  
Additional reagents and equipment necessary for PCR  
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Figure 2.2: Gel Analysis of BAC DNA during generation of mammalian 
control template.  A 1 kilobase ladder is shown in Lane 1 for size reference.  
Lane 2 is undigested BAC DNA which runs on an agarose gel slightly higher than 
10 kilobases in size.  Lane 3 is digested BAC DNA which is smear-like in 
appearance.  Lane 4 is ligated BAC DNA which shows the disappearance of 
most of the smear-like trail.  A Saccharomyces cerevisiae control template at the 
corresponding stages will appear similar. 
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1. Determine DNA concentration of templates by agarose gel electrophoresis 
by running template DNA parallel to a molecular weight standard.    
The template will run as a high molecular weight DNA sample.  The 
template appearance may vary between samples and may contain smear-
like trails.  The appearance of the template may not be an indication of 
template quality and only after titration can the quality of the template be 
accurately determined.  Typically, for yeast the DNA concentration is ~80-
100 ng/µL.  For mammalian cells the concentration is usually between 
~200-250 ng/µL.  Absorption spectroscopy should not be used to measure 
DNA concentration due to a high concentration of salt remaining in the 
templates after purification. 
2. Make a two-fold dilution series of template DNA and include a water 
control.  Typically, 8-10 dilutions are made with the highest concentration 
~250 ng of DNA for mammalian cells (~1 µL).  For yeast cells start 
titrations with ~200 ng (~2 µL) of DNA.  Set up PCR reactions for each 
dilution.  For yeast, PCR is performed in a 50 µL reaction in buffer 
containing 1X PCR buffer for Saccharomyces cerevisiae cell -derived 
templates, 0.5 mM dNTPs, 0.4 µM of each primer and 2.5 Units Taq DNA 
polymerase.  For mammalian cells, PCR is performed in a 25 µL reaction 
in a buffer containing 1X PCR buffer for mammalian cell -derived 
templates, 4 mM MgSO4, 0.2 mM dNTPs, 0.4 µM of each primer, and 1 
Unit Taq DNA polymerase.   
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Titrations are performed with two different primer combinations.  Primers 
to use in titrations should be chosen based on efficiency (i.e. lack of 
primer dimers).  The two primer pairs chosen should also differ in the 
genomic distance that separates the restriction fragments they recognize.  
Preferably, one pair of primers amplifies a ligation product that represents 
an interaction between restriction fragments that are relatively far apart 
(e.g. 50-80 kb) whereas the other pair amplifies a ligation product that 
represents an interaction between two fragments that are located close 
together (i.e. 10 kb) on the genomic map. 
3. Use the following hot start PCR program for quantitative results for yeast 
templates: 1 minute 95˚C, then 32 times: 1 minute 95˚C, 45 seconds 60˚C, 
2 minutes 72˚C; followed by 1 minute 95˚C, 45 seconds 60˚C, 8 minutes 
72˚C.  Use the following hot start PCR program for quantitative results for 
human templates 1 minute 95˚C, then 34 times: 1 minute 95˚C, 45 
seconds 65˚C, 2 minutes 72˚C; followed by 1 minute 95˚C, 45 seconds 
65˚C, 8 minutes 72˚C. 
4. Analyze PCR products by agarose gel electrophoresis.  PCR products 
should be run on a 1.5% agarose gel containing 0.5X TBE and 0.5 µg/mL 
Ethidium bromide.  An example of a titration experiment is shown in Figure 
2.3. 
A loading buffer without bromo-phenol blue is recommended, since this 
dye will run close to the PCR products and will interfere with quantification.  
The use of Ficoll is encouraged.   
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5. Quantify PCR products using a gel documentation set up equipped with 
appropriate software and determine amount of PCR product per reaction.  
An example of gel quantification is shown in Figure 2.3. 
The recommended amount of template that should be used for 
quantitative PCR detection of ligation products (and thus chromatin 
interactions should be in the linear range of PCR amplification (e.g. as 
indicated  in Figure 2.3).  This concentration should be used for all 
subsequent PCR reactions with template.   
6. Use the proper DNA concentration determined by the PCR titration to 
analyze the genomic region of interest.  For each primer pair set up 3 
reactions using the control template and 3 reactions using the 3C 
template. Follow the same PCR conditions and program as described in 
Steps 2 and 3. 
 The control template and 3C template PCRs for each primer pair should 
 always be performed during the same PCR run. 
7. Analyze the PCR products by agarose gel electrophoresis and quantify 
the PCR products using the same conditions as described in Steps 4 and 
5. 
PCR product obtained with the 3C and control templates should be run 
side by side on the same gel, as there is also variation in DNA staining 
between gels. 
      8.  Determine the interaction frequency for each primer pair.  This is done by 
 dividing the amount of PCR product obtained using the 3C template by the  
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Figure 2.3: Titration and quantification of Saccharomyces cerevisiae 3C 
and control template.  The left panels depict titration and analysis of control 
template using two primer pairs.  The right panels depict titration and analysis of 
3C template using the same two primer pairs.  The PCR products were run on 
agarose gels.  PCR products were quantified and the amount of PCR product 
was plotted versus DNA concentration in µg for two primers pairs, one 11 
kilobases apart in genomic distance (closed circles) and one 85 kilobases apart 
(open circles).  For both primer pairs, the control template yields the similar 
amounts of PCR product (left panels).  The 3C template yields lower PCR 
products for the primer pair 85 kilobases apart than the primer pair 11 kilobases 
apart (right panels).  The linear range for PCR amplification for 3C and control 
templates is to the left of the dashed line.  The DNA concentration for use in 
subsequent reactions should be in this range, however, should be high enough 
so that PCR products can accurately be quantified on an agarose gel.  A 
mammalian cell control template and 3C template appear similar. 
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 amount of PCR product obtained using the control template.  As each 
 primer pair using each template was set up in triplicate, 3 different values 
 will be obtained.  These values are averaged to determine the final 
 interaction frequency for a particular primer pair.   
The standard error of the mean of the three values for the interaction 
frequencies should not be more than 15%.   
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 Discussion 
Background Information 
 Chromatin organization has been studied at a very local level, i.e. at the 
level of one or a few nucleosomes.  For instance, crystal structures of single 
nucleosomes and their constituents have been solved at high resolution (Luger et 
al., 1997).  On the other hand, microscopic techniques have allowed analysis of 
whole chromosome organization.  However, very little is known about chromatin 
conformation at a scale ranging from a few kilobases to hundreds of kilobases. 
This intermediate level of chromosome structure is extremely relevant for 
genome regulation as it is the scale at which chromatin affects many aspects of 
gene regulation.  The relatively new 3C technology allows for such structural 
analysis of chromatin, which was not possible with existing techniques (Dekker et 
al., 2002).   
3C has been used to detect and quantify physical interactions between 
sequence elements located on the same chromosome or on different 
chromosomes in Saccharomyces cerevisiae (Dekker et al., 2002) as well as in 
higher eukaryotes (Dekker, 2003; Spilianakis and Flavell, 2004; Spilianakis et al., 
2005; Tolhuis et al., 2002; Vakoc et al., 2005).  Such chromatin interactions can 
result in the formation of chromatin loops, such as those between enhancers and 
promoters, but they will also reflect more general properties of the chromatin fiber 
such as chromatin compaction.  Together, these types of interactions can directly 
provide information about the spatial organization of a genomic region, but 
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careful analysis of 3C data is required to arrive at a correct biological 
interpretation. 
 
Experimental preparation 
Many factors play a role in a successful 3C experiment.  A 3C experiment 
should always involve careful thought and planning.  One of the most important 
factors is the quality of the starting material.  Saccharomyces cerevisiae cells 
should be freshly grown on the appropriate medium and the liquid culture should 
be inoculated from one isolated colony.  Mammalian cells should be 
exponentially growing in the appropriate medium and exhibit healthy growth 
curves appropriate to the cell type.  It is also critical to start with the appropriate 
amount of cells indicated in Basic Protocols 1-4.  Deviations from these 
conditions may result in poor or very low PCR signals. 
As described above, restriction enzyme selection and primer design are 
critical.  An enzyme should be chosen based on multiple criteria.  The enzyme 
should cut evenly and frequently throughout the region of interest.  Once an 
enzyme is chosen primers must be designed carefully.  Primers should be 
designed unidirectionally and should not be designed for large (>10 kb) or small 
(<1 kb) fragments as these may result in slightly higher and lower interaction 
frequencies, respectively.  Primers that do not amplify the correct product, 
amplify multiple products, do not yield equal amounts of PCR products when 
using control template, or produce high levels of primer dimers should not be 
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included in the analysis.  If crucial to the experiment, the primer should be 
redesigned. 
The reagents prepared for use in the 3C experiment should be stored at 
the appropriate conditions, according to the recipes listed in the Reagents and 
Solutions section.  Among the most important reagents is formaldehyde.  The 
efficiency of crosslinking will directly affect the frequency with which ligation 
products are formed and thus will impact the reliability of PCR detection.  
Therefore, the formaldehyde used should be no more than 1 year old. 
 
Template quality 
The most commonly encountered problem during 3C is difficulty in 
identifying the concentration of the 3C template that should be used for 
quantitative PCR detection of ligation products.  This problem is apparent when 
one cannot find a range of template concentrations for which the amount of PCR 
product obtained is linearly related to the template concentration (see Figure 
2.3).  If this situation occurs, it is likely due to a high concentration of salt 
remaining in the template after purification.  This remaining salt will severely 
reduce the quality and intensity of PCR signal.  It is therefore necessary to 
remove salt from the template preparation.  This can be achieved by repeating 
the ethanol precipitation and ethanol wash steps (as described in Basic Protocol 
3), and resuspending in the appropriate volume. This extra wash step should 
improve template titrations. 
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The quality of the control template is also crucial for a successful 3C 
experiment.  As mentioned, a control template should contain equal amounts of 
all possible ligation products (see Figure 2.3 for an example).  If this is not the 
case, a new control template should be generated, as this will compromise the 
reliability of the data obtained.  When generating a control template for 
mammalian cells and the genomic area of interest spans multiple BAC clones, it 
is important that the BAC clones chosen have minimal overlaps and gaps as this 
particular region will be overrepresented or be absent respectively.  If this cannot 
be avoided, the gap or overlap region should never be directly at a putative 
looping element as this may skew results.   
Finally, as a general rule, sites separated by a small genomic distance 
(i.e. separated by less than 10 kb) should exhibit high interaction frequencies.  
The interaction frequencies should decrease as sites are tested that are located 
further apart in genomic distance (i.e. 50-80 kb).  If sites separated by small 
genomic distances do not exhibit high interaction frequencies, a new template 
should be generated as something has gone awry during the course of the 
experiment.  Importantly, the presence of a looping interaction between two 
distant sequences will be apparent when they interact more frequently than one 
would expect for two sequences separated by that particular genomic distance 
(Figure 2.4). 
 
Experimental design and data analysis 
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Figure 2.4: Hypothetical results for a 3C experiment.  A. A 3C dataset with no 
looping interaction between sequence elements x and y (black boxes).  A 
number of interactions have been tested between sequence element x and sites 
located further away from it including sequence element y.  Neighboring sites of 
x, those separated by a small genomic distance, exhibit high interaction 
frequencies.  As genomic distance between sites increases, the interaction 
frequencies decrease progressively.  A low interaction frequency is detected 
between sequence elements x and y.  The exact shape of the curve is dependent 
on flexibility and the level of compaction of the chromatin fiber. B.  A 3C dataset 
with a looping interaction between sequence elements x and y (black boxes). A 
number of interactions have been tested between sequence element x and sites 
located further away from it including sequence element y.  Neighboring sites of 
x, exhibit high interaction frequencies.  When interactions are measured between 
loci separated by larger genomic distances the interaction frequencies decrease.   
However, a local peak of interaction frequencies is observed at around 80 
kilobases.  This peak shows that sequence elements x and y interact more 
frequently than expected, which is indicative of a looping interaction. 
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3C has successfully been used to detect looping interactions between 
sequence elements (Dekker et al., 2002; Spilianakis and Flavell, 2004; Tolhuis et 
al., 2002; Vakoc et al., 2005); however, experimental design is crucial for correct 
interpretation of the data.  When designing an experiment, it is important that 
multiple primer pairs are chosen to detect a loop.  For example, if two putative  
looping elements are located 100 kilobases apart, it will be important to also test 
interactions of each of the two elements with several sites located in between 
them.  These interactions should be less frequent than the interaction between 
the two looping elements (See Figure 2.4 for an example).  In other words, a 
looping interaction is detected as a local peak in interaction frequencies. 
Measuring only the interaction frequency between the two putative looping 
elements does not allow the detection of such a local peak in interaction 
frequency and thus is never sufficient to conclude that a chromatin loop is 
formed.   
As mentioned, 3C is a PCR based method.  PCR reactions themselves 
are a source of noise.  Therefore, PCR reactions using the control template and 
the 3C template should be performed in triplicate as described in Basic Protocol 
5.  From the abundance of PCR product, 3 individual interaction frequencies 
should be determined and the values averaged to obtain one data point. 
Typically, the standard error of the mean of the three interaction frequencies is  
15%.  The average interaction frequency is used for compiling datasets.  In order 
for the control template to be a true control of primer and PCR efficiency, it is 
imperative that the PCR reaction to detect ligation products using both the 3C 
  
77 
and control template are performed during the same PCR run.  PCR product 
obtained with the 3C and control templates should be run side by side on the 
same gel, as there is also variation in DNA staining between gels. 
Lastly, if comparing two 3C datasets, e.g. derived from two cell 
strains/lines or two experimental conditions, it is important that the two datasets 
are normalized with respect to each other.  Normalization will control for non-
relevant differences between the two 3C templates, such as differences in DNA 
concentration.  Normalization is achieved by measuring a number of interaction 
frequencies that are likely to be the same in both cell lines or experimental 
conditions.  Ideally, a set of at least 10-20 interaction frequencies is measured 
(relative to the control template) within a genomic region other than the region of 
interest to serve as an internal control.  Once these interaction frequencies are 
determined the log ratio between the two cell lines for each interaction is 
calculated.  The average of all log ratios will then serve as a factor to normalize 
the two 3C datasets. 
 
Anticipated Results 
Figure 2.4 shows hypothetical results of a typical 3C experiment where 
interaction frequencies are plotted versus the genomic distance (in kb) that 
separates the interacting restriction fragments.  Figure 2.4A shows a dataset 
exhibiting no looping interaction.  Sites separated by a relatively small genomic 
distance exhibit high interaction frequencies.  As genomic distance between sites 
increases, the interaction frequency decreases progressively.  The exact shape 
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of this curve is dependent on flexibility and the level of compaction of the 
chromatin fiber.  However, if a loop is present at a particular genomic region a 
local peak of interaction frequencies will be observed, as shown in Figure 2.4B.  
This peak could be several fold higher than predicted for that particular site 
separation.  For example, a study from Vakoc et al observed a loop in the globin 
locus between the LCR and ß-major gene upon GATA-1 activation that is 
reflected in an interaction frequency that is 3.3 fold higher than expected (Vakoc 
et al., 2005). 
 
Time Considerations 
 Basic Protocols 1 and 3 may be completed in a 3- or 4- day period.  Day 1 
consists of preparation of cells and crosslinking (~3 hrs).  At this stage in the 
protocol, crosslinked cells can be stored at -80˚C or one can proceed directly to 
cell lysis and digestion of chromatin.  Day 2 (or end of Day 1) consists of a series 
of wash steps followed by solubilization of chromatin and addition of restriction 
enzyme (<4 hrs).  The digestion is allowed to proceed overnight.  Inactivation of 
the restriction enzyme and the ligation reactions (~3 hours) are performed on 
Day 3 (or Day 2), followed by reversal of the crosslinks, which is performed 
overnight.  Day 4 (or Day 3) consists of purification of DNA through a series of 
phenol/chloroform extractions and ethanol precipitations.  Purification of DNA for 
yeast 3C templates will take up to 5 hours.  A full day should be reserved for 
purification of DNA for mammalian 3C templates.  Basic Protocol 2 may be 
completed in 2 days.  Isolation of yeast genomic DNA will take one full day.  Day 
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2 consists of digestion (~4 hrs) followed by ligation (~1 hr) and purification of 
DNA (~1.5 hrs).  Basic Protocol 4 may be completed in 4 days.  Day 1 consists of 
purification of BAC DNA.  Day 2 consists of assembling digestion reactions (<1 
hr).  The digestion is allowed to proceed overnight.  Day 3 consists of purification 
of digested BAC genomic DNA clones followed by assembling ligation reactions 
(~2 hrs).  The ligation is allowed to proceed overnight.  Day 4 consists of 
purification of mammalian control template DNA (~3 hrs).  Once all templates are 
generated, titrations must be performed as described in Basic Protocol 5.  This 
protocol will take approximately 5 hours including time for titration set up, the 
PCR program, and gel electrophoresis.  Time to analyze entire genomic region of 
interest will depending on the number of interactions that need to be measured. 
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CHAPTER III 
YEAST SILENT MATING TYPE LOCI FORM HETEROCHROMATIC 
CLUSTERS THROUGH SILENCER PROTEIN-DEPENDENT LONG-RANGE 
INTERACTIONS 
 
Abstract 
The organization of eukaryotic genomes is characterized by the presence 
of distinct euchromatic and heterochromatic sub-nuclear compartments.  In 
Saccharomyces cerevisiae heterochromatic loci, including telomeres and silent 
mating type loci, form clusters at the nuclear periphery.  We have employed live 
cell 3D imaging and chromosome conformation capture (3C) to determine the 
contribution of nuclear positioning and heterochromatic factors in mediating 
associations of the silent mating type loci.  We identify specific long-range 
interactions between HML and HMR that are dependent upon silencing proteins 
Sir2p, Sir3p and Sir4p as well as Sir1p and Esc2p, two proteins involved in 
establishment of silencing.  Although clustering of these loci frequently occurs 
near the nuclear periphery, colocalization can occur equally at more internal 
positions and is not affected in strains deleted for membrane anchoring proteins 
yKu70p and Esc1p.  In addition, appropriate nucleosome assembly plays a role, 
as deletion of ASF1 or combined disruption of the CAF-1 and HIR complexes 
abolishes the HML-HMR interaction.  Further, silencer proteins are required for 
clustering, but complete loss of clustering in asf1 and esc2 mutants had only 
minor effects on silencing.  Our results indicate that formation of heterochromatic 
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clusters depends on correctly assembled heterochromatin at the silent loci, and 
in addition identify an Asf1p, Esc2p, and Sir1p dependent step in 
heterochromatin formation that is not essential for gene silencing but is required 
for long-range interactions. 
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Introduction 
The eukaryotic nucleus tends to be organized so that active and inactive 
sub-nuclear domains are spatially separated (Cremer and Cremer, 2001; Fraser 
and Bickmore, 2007; Miele and Dekker, 2008; Sexton et al., 2007).  For instance, 
active genes co-localize in a limited number of transcription factories, while 
heterochromatic regions are found clustered in silenced nuclear compartments.  
Examples of the latter are found in Drosophila melanogaster and Arabidopsis 
thaliana where the large heterochromatic regions encompassing the centromeres 
associate to form a single “chromocenter”, and in mammalian cells where 
centromeres cluster in a small number of foci (Fransz et al., 2002; Haaf and 
Schmid, 1991; Hilliker and Appels, 1989).  In most cases heterochromatin is 
found clustered near the nuclear envelope (Cremer and Cremer, 2001; Croft et 
al., 1999; Gilbert et al., 2005).  In the yeast Saccharomyces cerevisiae, 
heterochromatin is found at and near the 32 telomeres, and at the two silent 
mating type loci, HML and HMR, located near the left and right telomere of 
chromosome III, respectively (Loo and Rine, 1995; Rusche et al., 2003).  These 
34 loci co-localize in 4-8 clusters at the nuclear periphery (Gotta et al., 1996; 
Hediger et al., 2002; Maillet et al., 1996; Palladino et al., 1993; Trelles-Sticken et 
al., 2000).  A similar phenomenon is observed in Schizosaccharomyces pombe 
in which the heterochromatic centromeres, telomeres, and mating type loci 
cluster in silent foci at the nuclear periphery (Funabiki et al., 1993). 
Heterochromatic clusters are thought to represent nuclear sub-compartments 
that are enriched in silencing proteins, while the rest of the nucleus is depleted in 
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such factors (Andrulis et al., 1998; Maillet et al., 1996; Thompson et al., 1994). 
Although the importance of association of genes with silent compartments in the 
process of silencing is well established, the mechanisms that drive these 
interactions are poorly understood. 
Formation of heterochromatin at HM loci has been characterized in detail, 
[for reviews see (Haber, 1998; Rusche et al., 2003)]. Silencing at HML and HMR 
requires cis-acting silencer elements (Fox and McConnell, 2005; Rusche et al., 
2003).  Protein complexes, such as Rap1p and the Origin Recognition Complex 
(ORC), bind to these silencer elements and help recruit Silent Information 
Regulator (Sir) proteins. Sir1p associates with Orc1p.  Subsequently, Sir4p is 
recruited to the silencers via its interaction with Rap1p and Sir1p.  Sir4p likely 
recruits Sir2p and is also required to recruit Sir3p to the silencer.  Sir2p is a NAD-
dependent histone deacetylase that deacetylates histone 4 lysine 16 at nearby 
nucleosomes, which provides a binding site for additional SIR2-4 complexes 
(Imai et al., 2000; Tanny et al., 1999).  This positive feedback loop allows 
spreading of the SIR2-4 complex throughout the mating type loci, resulting in 
positioned nucleosomes and gene silencing throughout the region (Ravindra et 
al., 1999; Weiss and Simpson, 1998).  Thus, histones and appropriate 
nucleosome assembly contribute to formation of heterochromatin, perhaps due to 
the fact that binding and spreading of the Sir complex occurs through direct 
interactions with histones.  In addition, genetic evidence indicates that the 
histone chaperone Asf1p and the CAF-1 and HIR nucleosome assembly 
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complexes have partially overlapping functions in heterochromatin formation 
(Enomoto and Berman, 1998; Sharp et al., 2001). 
The clustering of Sir-bound loci in a limited number of sub-nuclear 
domains has been used as a model to study the processes that drive nuclear 
compartmentalization.  Formation of silent nuclear compartments results in 
limiting Sir proteins to only a small number of locations in the nucleus (Maillet et 
al., 1996).  In that situation, only loci located in these compartments will have 
access to silencer proteins and become heterochromatic, thereby preventing SIR 
complex-mediated silencing at inappropriate locations.  
A major unanswered question is how compartmentalization is established 
and maintained.  Is clustering of loci driven by association of individual loci to a 
common sub-nuclear structure, e.g. sites on the nuclear envelope, or is 
clustering an intrinsic property of heterochromatin that depends on local 
assembly of silencing complexes at these loci?  Answers to this question can 
have important implications for our understanding of causal relationships 
between nuclear organization and gene regulation.  To address this issue we 
have used chromosome III as a model for clustering of silent loci.  This 
chromosome contains 4 heterochromatic loci: two telomeres and the nearby 
silent mating type loci, HML and HMR.  We employ live cell 3D imaging to show 
that HML and HMR frequently co-localize both at the nuclear periphery as well as 
at more internal locations of the nucleus, indicating that anchoring to the nuclear 
envelope (NE) is not required for HML-HMR interactions.  Using chromosome 
conformation capture (3C) (Dekker et al., 2002) we find that HML and HMR 
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frequently and specifically interact with each other, and that these loci also 
interact with the telomeres of chromosome III, albeit less frequently.  Interactions 
are most frequent around the HML-E and HMR-I silencers.  Analysis of a series 
of mutants reveals that clustering of these loci critically depends on silencer 
proteins, but that it is independent of proteins that contribute to anchoring silent 
loci at the nuclear periphery.  Furthermore, silencing is not sufficient for HM loci 
interactions to occur.  Based on these observations we propose that silent 
compartments are not pre-assembled to facilitate subsequent recruitment of 
heterochromatic proteins.  Instead we propose that long-range interactions 
between HM loci depend on a particular step in heterochromatin assembly, which 
requires at least Asf1p, Esc2p and Sir1p. 
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Materials and Methods 
Yeast Strains Construction and Growth  
HMR, SIR1, SIR2, SIR3, SIR4, CAC1, ASF1, ESC2, KU70, KU80, ESC1, 
HIR1, and RTT109 were replaced with antibiotic resistance markers using a 
standard PCR based gene disruption strategy (Wach et al., 1994).  To generate 
the sir2-345 mutant, plasmid pRS 345 (Imai et al., 2000), which is linked to 
LEU2, was cut with Hpa1 and integrated into chromosome III in a sir2∆ 
background. All strains used for 3C were maintained in a SK1 background (Table 
3.1).  Cells were freshly streaked on YPD medium containing 2% glucose before 
3C analysis.   For microscopic analysis, yeast were grown at 30°C in rich glucose 
media (YPD) unless otherwise indicated.  Strains are listed in Table 3.1.  
Plasmids used to integrate the tet or lac operator arrays and repressors were as 
described (Bystricky et al., 2004).  The following PCR-amplified genomic 
fragments were used for insertion near the respective loci: 15160-15773 for HML, 
294892-295241 for HMR and 197194-196910 for MAT on Chr3. LacI-GFP and 
lacI-CFP or tetR-YFP, and where indicated GFP-Nup49 or CFP-Nup49, were 
introduced as described (Bystricky et al., 2004; Heun et al., 2001). 
 
Image acquisition and manipulation  
For live and intact cell imaging, cultures carrying two color tagged 
integration sites were grown exponentially in YPD to OD600nm<=0.4 (~1 × 107 
cells/ml), and rinsed in complete synthetic medium before imaging.  Microscopy  
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Table 3.1:  Yeast strains used in this study.  Yeast strains used in this study.  
Strains marked with an asterisk have been previously described (Bystricky et al., 
2009). Strain 206R (MRG2253) has been described (Bystricky et al., 2005). 
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was performed at 25°C.  Cells were spread on synthetic complete agarose 
patches containing 4% glucose for acquisition.   
 3D images were captured on a Metamorph driven Olympus IX70 wide-
field microscope equipped with a Coolsnap HQ camera and a Polychrome V (Till 
Photonics).  Alternating the wavelength between 435 nm (CFP) and 512 nm 
(YFP) at every image plane, stacks of 21 images were acquired with a step size 
of 0.2 µm.  A 100X / 1.4 Oil Plan-Apochromat objective from Zeiss was used.  
Position of tagged loci relative to the nuclear rim identified by the Nup49-GFP 
signal were determined as a percentage of fluorescent spots in one of three 
concentric nuclear zones of equal surface in the plane bearing the brightest GFP-
lacI or tetR-GFP focus using the Pointpicker plug-in for Image J (Bystricky et al., 
2009; Hediger et al., 2004).  For 3D distance determination, images were 
automatically analyzed using SpotDistance implemented as a Java plug-in for 
public-domain software ImageJ, and is freely available at: 
http://bigwww.epfl.ch/spotdistance/ (Schober et al., 2008).  The measured 
distances were loaded into R software (www.r-project.org) and the measured 
distance distributions translated into a box plot.  Outliers are defined as 1.5 times 
the Inter Quartile Range (IQR) and are represented as open circles.  Different 
distance distributions (determined as non-normal using a Kolmogorov-Smirnov 
test) were scored for significant difference in R using the Wilcox test. 
2D time-lapse imaging was performed on a Zeiss LSM510 confocal 
microscope using a 100x Plan-Apochromat objective (NA = 1.4).  Live imaging 
was performed as described (Bystricky et al., 2005).  Nine independent 2D time-
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lapse series of 100 confocal images were acquired at 1.5 s intervals of G1-phase 
nuclei, following the tagged foci by adjusting the focal plane.  2D distances were 
measured manually using Metamorph. 
 
3C Analysis  
3C was performed as described by Dekker et al., with modifications 
described in Miele et al. (Dekker et al., 2002; Miele and Dekker, 2008; Miele et 
al., 2006) as described extensively in Chapter II of this thesis.  Cells were freshly 
grown in YPD medium to an OD600 of 1.0.  Cells were then resuspended in buffer 
containing 0.4 M sorbitol, 0.4 M KCl, 40 mM Na(H)PO4, 0.5 mM MgCl2, and 0.1 
mg/mL of zymolyase 100-T and incubated at 30°C for 40 minutes.  Efficiency of 
the digestion of cell wall was tested by observation of lysis within 1-2 minutes.  
Spheroplasts were washed three times in a buffer containing 0.1 MES, 1.2 M 
sorbitol, 1 mM EDTA, and 0.5 mM MgCl2 and then resuspended in the same 
buffer.  Formaldehyde was added to a final concentration of 1% and crosslinking 
was allowed to proceed for ten minutes at room temperature.  The reaction was 
quenched by addition of glycine to a final concentration of 125 mM and 
incubation for 5 minutes at room temperature.  Cells were washed three times 
and resuspended in the restriction enzyme buffer.  Chromatin was solubilized by 
the addition of 0.1% final concentration of SDS and incubation for 10 minutes at 
65°C.  Trition X-100 was added to a final concentration of 1%.  A restriction 
enzyme was added and samples were incubated overnight at the appropriate 
incubation temperature.  The digestion efficiency was determined to be 80% and 
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this percentage did not vary between restriction cut sites (see Figure 3.1).  The 
restriction enzyme was inactivated by addition of SDS to a final concentration of 
1.6% followed by incubation at 65°C for 20 minutes.  Chromatin was diluted for 
ligation to promote intramolecular ligation over intermolecular ligation.  Triton X-
100 was added to 1% and DNA was ligated for 2 hours at 16°C with T4 DNA 
ligase.  The cross-links are reversed overnight by incubation at 65°C in the 
presence of 5 microgram/ml of proteinase K.  After overnight incubation an 
additional 5 microgram/ml of proteinase K was added and incubated for an 
additional 2 hours at 42°C.  DNA was purified by a series of phenol-chloroform 
extractions followed by ethanol precipitation.  The resulting template was then 
treated with RNAse A.  
In addition to the above 3C template a randomized control template was 
also generated which is used to determine PCR amplification efficiency of 
specific 3C ligation products.  This template was created by digesting purified 
non-crosslinked yeast genomic DNA which is then followed by a random 
intermolecular ligation.  The resulting template was purified by a series of phenol-
chloroform extractions and ethanol precipitations.  The resulting template was 
also treated with RNAse A.  
Once both the 3C templates and control templates are generated, a PCR 
titration is performed to determine the amount of template to be used in the 
subsequent PCR reactions as shown in Figure 3.2.  PCR is performed in a 50 µl 
reaction in buffer containing 10 mM Tris-HCl pH 8.4, 50 mM KCl, 2.25 MgCl2, 0.5  
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Figure 3.1:  Cutting efficiency. Cutting efficiency of fragments surrounding, as 
well as, containing HML. EcoRI digestion of cross-linked chromatin was 
calculated as the percentage of digested versus undigested chromatin in a 
fragment upstream of HML, the fragment which contains HML, and a fragment 
downstream of HML. Error bars represent the standard error of the mean (n=3). 
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Figure 3.2: Titrations of control and 3C templates.  The control (A) and 3C (B) 
template panels represent titrations using four primer combinations:  a close 
interaction (primer pair O16/O17; 10.1 kb- open circle), interaction between HML 
and HMR (primer pair O4/O22; filled circle), interaction between HMR and an 
element downstream of HML (primer pair O7/O22; black square); and an 
interaction between HMR and an element upstream of HML (primer pair O1/O22; 
open square).  Primer sequences and positions are listed in Table 3.1.  The 
amount of PCR product is plotted versus the concentration of DNA.  The linear 
range for PCR amplification is found to the left of the gray line.  A template 
concentration is chosen for all templates within the linear range and is used for 
all subsequent PCR reactions. 
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mM dNTPs and 0.4 µM of each primer.  The following PCR program gives 
quantitative results: 32 times: 1 minute at 95°C, 45 seconds at 60°C, 2 minutes at 
72°C.  This is followed by 1 minute at 95°C, 45 seconds at 60°C, and 8 minutes 
at 72°C.  PCR products are quantified semi-quantitatively on 1.5% agarose gels 
in the presence of ethidium bromide.  Previous work displays that semi- 
quantitative PCR and quantitative real-time PCR yield similar results (Hagège et 
al., 2007; Splinter et al., 2004b; Tolhuis et al., 2002).  Multiple primer 
combinations are used that detect highly abundant 3C ligation products as well 
as infrequently formed products to be sure that the amount of template used in 
each reaction is within the linear range.  The subsequent PCR reactions are 
done in triplicate for both the control and 3C template.  The crosslinking 
frequency is then determined by calculating the ratio between the amount of PCR 
product obtained with the 3C template and the control template. The three 
resulting crosslinking frequencies are then averaged together and one value is 
obtained.  This is the value that is plotted in interaction graphs. The  
standard deviation of the mean is determined and is used as the error bars (see 
Table 3.2 for examples of crosslinking frequency determination).  
Restriction enzymes were chosen to create an equal distribution of 
restriction fragment cut sites and also to allow for important elements (i.e. HMR-I, 
HMR-E, HML-E, HML-I, etc) to be on different restriction fragments.  Primers 
were then designed for restriction fragments of interest (see Table 3.3 for 
sequences and Figure 3.3 for diagram of EcoRI primers).   Primers were 
designed unidirectionally unless a unique primer could not be designed on that  
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Table 3.2: Values for 3C graphs of wild-type and mutant strains. Values for 
3C signal strength, control PCR signal strength, crosslinking frequencies, 
averaged crosslinking frequencies, standard error of the mean, normalized 
average crosslinking frequency, and normalized standard error of the mean are 
listed for MATa cells. Values for normalized average crosslinking frequency and 
normalized standard error of the mean are listed for MATα cells and all mutants 
analyzed.  
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Table 3.3:  List of primers used in this study.  List of primers used in this 
study, with their location in the genome for EcoRI, XbaI, AciI.  Any interesting 
elements located within these fragments are indicated.  Primers designed in the 
opposite direction are noted and marked with an asterisk.
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Figure 3.3: Diagram of EcoRI primers.  Restriction cut sites with primers 
designed are marked with a hatch mark.  Primer names for each restriction site 
are labeled above the hatch mark.  HML is depicted as a black box.  The 
centromere is depicted as a black oval and HMR is depicted as a gray box.  
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particular end of the fragment.  They were designed to be approximately 28 base 
pairs long with 50% GC content.  Once designed, the primers were tested on a 
control template and those primers that give aberrant products, multiple products, 
and abundant primer dimers were re-designed.  
 3C analyses for wild type and each mutant described above were 
performed in at least two, and in most cases three independent experiments, with  
each data point quantified in triplicate.  Figure 3.4 displays some examples of 
biological repeats of 3C analyses that illustrate the highly reproducible nature of 
3C interaction profiles in WT and several mutant strains.  
All 3C data are normalized to the wild type (mating type a) dataset so that 
all interactions can be quantitatively compared, as described (Dekker, 2007; 
Gheldof et al., 2006).  Datasets for wild-type (mating type α), hmr∆ fine mapping 
analyses, recombination enhancer mutants, ku70∆esc1∆ and cac1∆hir1∆ 
mutants strains were normalized by calculating the average log ratio of 
crosslinking frequencies between the anchor fragment and neighboring 
fragments measured with in each of the different strains as compared to wild type 
and setting this ratio at zero.  For data normalization with all other mutants, 8 
crosslinking frequencies were determined between pairs of loci located along 
yeast chromosome VI.  Data normalization was performed by calculating the 
average log ratio of the set of 8 crosslinking frequencies measured in each 
mutant as compared to wild type and adjusting the mutant data sets so that this 
ratio becomes zero.  
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Figure 3.4: Analysis of interactions for replicates. Analysis of interactions in 
MATα (A), sir3Δ (B), esc2Δ (C),  and asf1Δ (D) cells examining crosslinking 
frequencies between the EcoRI fragment containing HMR with other restriction 
fragments along the length of chromosome III. 
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Cell Cycle Analysis 
 Cells were freshly grown in YPD medium to an OD600 of 0.8.  Once cells 
reached the proper OD they were each resuspended in 100 mL of YPD alone or 
supplemented with 10 microgram/mL of α-factor, 100 mM hydroxyurea, or 10 
microgram/mL of nocodazole.  Cells were then left to arrest at 30°C for 2 hours.  
Samples were taken for FACS analysis as described by Hasse et al (Haase and 
Reed, 2002). 
 
Digestion efficiency determination  
EcoRI cutting efficiency was determined for a fragment upstream of HML, 
the fragment containing HML, and a fragment at the left telomere of chromosome 
III. Spheroplastedyeast cells were treated with 1% formaldehyde.  Chromatin was 
solubilized and one part was digested with EcoRI while the other part was not.  
Cross-links were reversed and the DNA was purified.  Semi-quantitative PCR 
was done across restriction fragments on both samples and the ratio of PCR 
products was calculated to determine the percentage of loci that were not 
digested upon formaldehyde cross-linking.  The data was normalized for the 
amount of DNA used in each reaction using a pair of primers that amplify a 
region contained within an EcoRI fragment.  Digestion efficiency was comparable 
to that reported previously (Dekker, 2007; Gheldof et al., 2006).  The level of 
digestion was around 75-80%, and was not significantly different for HML as 
compared to other sites (Figure 3.1).  Given that the digestion efficiency is 
linearly related to the level of cross-linking (Dekker, 2007), this result also implies 
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that the level of cross-linking is similar at these locations.  We conclude that the 
peak in crosslinking frequency observed at HML and HMR is not due to 
differences in digestion or cross-linking. 
 
RT-PCR  
 Total RNA was isolated by using the RNeasy Mini Kit (Qiagen, Valencia, 
CA). cDNA was synthesized using the SuperScript First-Strand Synthesis for RT-
PCR protocol including DNAse I treatment as described (Invitrogen.com).  The 
cDNA was synthesized using oligodT12-18 (Invitrogen) and then was amplified 
by PCR. Primer sequences for a1 expression are described by Smeal et al. 
(Smeal et al., 1996).  Primer sequences for ADH1, which was used as the 
internal control, are available upon request. 
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Results 
 Previous studies have shown that the ends of chromosome III are 
relatively close in three-dimensional space in the yeast nucleus (Bystricky et al., 
2005; Dekker et al., 2002).  To explore the spatial relationship of HML and HMR 
in vivo we have differentially tagged the two ends of chromosome III using 
repetitions of the tetop and lacop sequences inserted within unique sequences 
directly adjacent to HML or HMR respectively (Figure 3.5A). Insertions are 
visualized by the binding of CFP- or YFP-fusions to the corresponding bacterial 
repressors.  We extended previous studies, which used the strain to analyze 
HML-HMR distances in G1 cells only, to all interphase cells so that the distance 
data could be directly correlated with 3C analyses of whole yeast cultures as 
described below.  Distances between the resulting fluorescent spots were 
measured on 3D stacks of intact cells in interphase (Figure 3.5A).  The 
distributions of 3D measurements are plotted in incremental 250 nm categories.  
In 21% of wt cells scored (n=459), the distance between HML and HMR is less 
than 250 nm indicating that HML and HMR specifically colocalize in a large 
number of cells.  In an additional 37% of nuclei, the ends of chromosome III are 
juxtaposed with less than 500 nm separating the fluorescent spots.  The mean 
distance scored was 531 nm.  We note that colocalization frequencies reported 
here for cells in interphase are comparable to data in G1 cells alone where in 
39% of cells scored the distance between HML and HMR was less than 400 nm 
(Bystricky et al., 2004). 
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Figure 3.5: Long-range interaction between HML and HMR. A. 3D live cell 
analysis of HML-HMR colocalization in wild-type yeast. Image stacks were 
acquired at 0.2 µm spacing along the z-axis of yeast strains having targeted 
integration of lacop and tetop arrays and expressing LacI-CFP and TetR-YFP. 
Shown are fluorescent images of insertion sites near HML and HMR of the 8 
most central focal planes at the indicated z distance from the bottom plane. The 
distributions of 3D measurements are plotted in incremental 250 nm categories. 
Tetop and lacop insertion sites within unique sequences distal to HML, HMR or 
proximal to MAT loci are schematically represented.  Bar is 2 µm. B. 3C analysis 
of chromosome III in MATa wild-type yeast strains. The chromosome depiction 
portrays HML as a black rectangle, HMR as a gray rectangle, and the black oval 
as the centromere. Crosslinking frequencies are plotted at the midpoint of each 
restriction fragment. Error bar indicates standard error of the mean (n=3). 
Analysis of interactions in MATa cells examining crosslinking frequencies 
between the EcoRI fragment containing HML (indicated by vertical grey bar) with 
other restriction fragments along the length of chromosome III. C. Analysis of 
interactions in MATa cells examining crosslinking frequencies between the EcoRI 
fragment containing HMR (indicated by vertical grey bar) with other restriction 
fragments along the length of chromosome III. D. Fine mapping 3C analysis of 
chromosome III in MATa cells (left two panels) and MATα hmr∆ cells (right two 
panels). 1st panel: Analysis of interactions in MATa cells between the EcoRI 
fragment containing HML with restriction fragments immediately flanking HMR. 
2nd panel: Analysis of interactions in MATa cells between the EcoRI fragment 
containing HMR with restriction fragments immediately flanking HML. 3rd panel: 
Analysis of interactions in MATα hmr∆ cells between the EcoRI fragment 
containing HML with restriction fragments immediately flanking the kanMX4 
cassette. 4th panel: Analysis of interactions in MATα hmr∆ cells between the 
EcoRI fragment containing the kanMX4 cassette with restriction fragments 
immediately flanking HML. Sites marked with an ‘x’ have been deleted from the 
strain. 
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As a control we assessed the 3D distance between tetop and lacop insertion sites 
distal to HML and proximal to MAT respectively.  The genomic distance between 
these sites located on opposite arms of chromosome III is 177 kb versus 280 kb 
for the sites near HML and HMR.  In this strain HML and MAT colocalized in only 
12% of cells scored (Figure 3.5A; n=214) in agreement with the observation by 
Houston and Broach (Houston and Broach, 2006) that HML and MAT regularly 
but transiently contact each other in the absence of HO-mediated cleavage at 
MAT.  Importantly, more than 70% of distances were larger than 500 nm (mean 
distance 916 nm).   
We conclude that although the loci are clearly not co-localized in all cells 
at all times, the high frequency of colocalization between HML and HMR, but not 
between HML and MAT in intact interphase cells shows that HML and HMR are 
preferentially juxtaposed. 
 
3C analysis of HML-HMR association 
Next we employed chromosome conformation capture (3C) to further 
analyze co-localization of the heterochromatic loci HML and HMR in more detail 
and at higher resolution (Dekker et al., 2002).  
Previous 3C analyses of yeast chromosomes used purified nuclei, which 
may result in loss of some interactions due to the rather disruptive nuclei isolation 
protocol.  Therefore, we adapted 3C for use with spheroplasted yeast cells (Miele 
et al., 2006).  In this method, the cell wall is removed by zymolyase treatment 
and intact spheroplasts are treated with formaldehyde to induce cross-links 
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between proteins and DNA and proteins and other proteins thereby trapping 
interacting chromatin fragments throughout the yeast genome.  Cross-linked 
spheroplasts are then solubilized by SDS and Triton X-100.  From here the 
conventional 3C protocol is followed including restriction digestion, DNA ligation, 
and reversal of cross-links.  The identities of interacting fragments are 
determined through detection of 3C ligation products by semi-quantitative PCR 
using locus specific primers.  In addition, a randomized ligation control is 
generated which serves as a control for primer efficiency.  This template is 
generated by digesting purified yeast genomic DNA followed by random 
intermolecular ligation which results in a DNA sample in which every possible 
ligation product is present in equal molar amounts.  
The crosslinking frequency of two loci is determined by PCR using the 3C 
and the control libraries as templates.  Primers are designed that recognize the 
corresponding ligation product and PCR products are quantified by ethidium 
bromide staining of agarose gels.  We have found that this quantification method 
reliably measures the relative abundance of ligation products as long as the PCR 
is performed within the linear detection range (Dekker, 2007, 2008b; Dekker et 
al., 2002; Dostie et al., 2006; Gheldof et al., 2006).  Figure 3.2 shows examples 
of determination of the linear range of PCR by titrating the template 
concentration. 
The ratio of the amount of PCR product obtained with the 3C library and 
the control library is a direct measure (though in arbitrary units) for the frequency 
with which two loci interact (Dekker, 2006; Dekker et al., 2002; Miele et al., 2006; 
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Splinter et al., 2004a).  Each crosslinking frequency is determined in triplicate 
and averaged.  In general, sites that are located close together (within up to 20 
kb) will give relatively high 3C crosslinking frequencies while sites that are 
located far apart will show increasingly lower crosslinking frequencies (Dekker, 
2006; Dekker et al., 2002; Gheldof et al., 2006).  Specific long-range interactions 
between two loci are apparent when their crosslinking frequency is significantly 
over the background level of interaction (Dekker, 2006). 
 
Specific interactions between HML and HMR 
We first determined whether HML and HMR interact more frequently with 
each other than with other loci on chromosome III.  We performed 3C on 
exponentially growing haploid MATa cells and determined crosslinking 
frequencies between the EcoRI fragment that contains HML and a number of 
EcoRI fragments along the length of chromosome III including the fragment 
containing HMR (Figure 3.5B).  Primer sequences and positions of EcoRI 
restriction fragments are listed in Table 3.3 and depicted in Figure 3.3.  As 
expected, we found that HML interacts frequently with sites very close to it and 
that this crosslinking frequency decreases for restriction fragments located 
progressively closer to the right arm of the chromosome (Figure 3.5B), similar to 
what has been observed in other studies (Dekker, 2006, 2007, 2008b; Dekker et 
al., 2002; Gheldof et al., 2006; Tolhuis et al., 2002).  Interestingly, we observed a 
clear peak of crosslinking frequency corresponding to the EcoRI fragment 
containing HMR.  This indicates that the interaction with HML is more frequent 
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than with any other locus in that chromosomal region and thus suggests that the 
interaction is specific.  
To further confirm the interaction between HML and HMR, we performed 
the reverse experiment, in which crosslinking frequencies were determined 
between the EcoRI fragment that contains HMR and the same EcoRI fragments 
including the fragment containing HML (Figure 3.5B).  Again, a peak of 
crosslinking frequency corresponding to the EcoRI fragment containing HML is 
observed.  Furthermore, specific and prominent interactions were also 
determined between HML and HMR in MATα cells (Figure 3.6), indicating the 
HM-interactions are not specific to one mating type.  Further, 3D imaging in 
MATα cells did not reveal a difference in HML-HMR interactions (data not 
shown).  
Next we tested whether the HM loci also interact with the telomeres of 
chromosome III.  We performed 3C with primers annealing immediately adjacent 
to the left or to the right telomere (Figure 3.7).  Interactions between telomeres 
and other EcoRI fragments along chromosome III were generally lower than 
observed for HML and HMR.  Interestingly, the telomeres interacted preferentially 
with the HM loci, although these interactions are clearly less frequent than the 
HML-HMR interaction.  Thus, all 4 heterochromatic loci on chromosome III tend 
to cluster with each other. 
Previously, we performed 3C on purified nuclei and also found relatively 
frequent interactions between the ends of chromosome III, including HML and  
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Figure 3.6:  Analysis of interactions in MATα  cells.  A.  Analysis of 
interactions in MATα examining cross-linking frequencies between the EcoRI 
fragment containing HML with other restriction fragments along the length of 
chromosome III.  B.  Analysis of interactions in MATα cells examining cross-
linking frequencies between the EcoRI fragment containing HMR and other 
restriction fragments along the length of chromosome III. 
  
114 
 
Figure 3.7:  Analysis of telomere interactions.  A.  Analysis of interactions in 
MATa cells examining cross-linking frequencies between the EcoRI fragment 
containing the left telomere with other restriction fragments along the length of 
chromosome III.  B. Analysis of interactions in MATa cells examining cross-
linking frequencies between the EcoRI fragment containing the right telomere 
with other restriction fragments along the length of chromosome III. C.  Analysis 
of interactions in MATα sir1∆ cells examining cross-linking frequencies between 
the EcoRI fragment containing the left telomere with other restriction fragments 
along the length of chromosome III.  D. Analysis of interactions in MATα sir1∆ 
cells examining cross-linking frequencies between the EcoRI fragment containing 
the right telomere with other restriction fragments along the length of 
chromosome III.    
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HMR (Dekker et al., 2002). However, in that analysis the interaction between 
these loci was significantly lower compared to the data presented here and the 
HML-HMR interaction was not more frequent than the interaction between the 
telomeres.  Thus, it appears that the HML-HMR interaction was specifically lost 
during the nuclear isolation procedure, highlighting the importance of analyzing 
spheroplasted cells. 
3C is used to determine the relative cross-linking frequency in a 
population of cells, but 3C does not directly reveal the percentage of cells that  
are engaged in a certain configuration, just like chromatin immunoprecipitation 
experiments do not provide insight in absolute occupancy levels of proteins at 
specific loci.  Our live cell imaging (Figure 3.5A) allows direct comparison of 3C 
crosslinking frequencies to the probability with which loci colocalize in living cells.  
We find that HML and HMR are co-localized in 21% of cells and closely  
juxtaposed in an additional 37% of cells.  In contrast HML and MAT are co-
localized in only 12% of cells and closely juxtaposed in another 17%.  These 
different levels of in vivo co-localization closely correspond to relative 3C 
crosslinking frequencies detected for HML-HMR and HML-MAT (Figure 3.5B). 
Thus, the quantitative agreement between fluorescence microscopy results and 
data obtained by 3C confirm that the HM loci are co-localized in a significant 
fraction of cells at any given moment.  Further, these results indicate that 3C data 
provide an accurate proxy for frequency with which loci are closely juxtaposed in 
vivo. 
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To determine whether this interaction is cell cycle specific, we also 
repeated the 3C analysis at various stages of the cell cycle by arresting with α-
factor (G1), hydroxyurea (S), and nocodazole (G2/M).  As shown by Figure 3.8 
the significant increase in crosslinking frequency between HML and HMR is seen 
through all stages of the cell cycle.   Interestingly, the interaction frequency for 
nocodazole-arrested cells is slightly reduced.  However, this may be expected as 
in G2/M telomere anchoring and clustering is also reduced (Hediger et al., 2002). 
 
Preferred interaction between regions containing the E- and I-silencers 
 To rule out the possibility that the observed interaction between the HM 
loci could be indirectly a consequence of contacts between other sub-telomeric 
elements we used several approaches.  First, we repeated the 3C analysis by 
including additional primers that detect interactions with EcoRI fragments directly 
flanking HML and HMR in MATa cells and find that the peak of crosslinking 
frequency of HML and HMR corresponds to the precise location of these loci. 
The crosslinking frequencies decrease dramatically immediately upstream and 
downstream of the fragment containing the HM loci (Figure 3.5D, left two panels).  
 We also created a strain in which the HMR locus was replaced by the 
reporter gene, kanamycin.  We determined crosslinking frequencies between the 
fragment containing HML and fragments along the length of chromosome III  
including the EcoRI fragments containing and directly flanking the kanamycin 
cassette (Figure 3.5D third panel).  We find that the peak of interaction is no 
longer observed.  Likewise, when we analyzed interactions between the  
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Figure 3.8:  HM interaction throughout the cell cycle. A. Analysis of 
interactions in exponentially growing MATa cells examining cross-linking 
frequencies between the EcoRI fragment containing HMR with other restriction 
fragments along the length of chromosome III. B. Analysis of interactions 
α−factor arrested MATa cells examining cross-linking frequencies between the 
EcoRI fragment containing HMR with other restriction fragments along the length 
of chromosome III.  C. Analysis of interactions hydroxyurea arrested MATa cells 
examining cross-linking frequencies between the EcoRI fragment containing 
HMR with other restriction fragments along the length of chromosome III.  D. 
Analysis of interactions nocodazole arrested MATa cells examining cross-linking 
frequencies between the EcoRI fragment containing HMR with other restriction 
fragments along the length of chromosome III.   
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fragments containing the kanamycin cassette with fragments along chromosome 
III including the fragment containing HML, we no longer detected the peak of 
interaction at HML (Figure 3.5D fourth panel).  These results indicate that the 
frequent interaction at HML observed in wild type cells requires the presence of 
HMR.  In addition, this experiment rules out that the interaction is due to the 
presence of another genomic element in the sub-telomeric region located outside 
HMR but within the interacting EcoRI fragment.  
We then determined the role of specific parts of HML and HMR in 
mediating their interaction.  We analyzed the interaction between the 
heterochromatic loci using a different restriction enzyme, XbaI, as this enzyme 
cuts inside of HML and HMR to create fragments in which the left and right ends 
of HML and HMR are contained on separate restriction fragments. 3C primer 
sequences are listed in Table 3.3.  Interestingly, we find that the XbaI fragment 
containing the 5’ end of HML interacts preferentially with the fragment containing 
the 3’ end of HMR (Figure 3.9A).  Similarly, the fragment containing the 3’ end of 
HML preferentially interacts with the fragment containing the 5’ end of HMR 
(Figure 3.9B).  Furthermore, the interaction between the 5’ end of HML and the 3’ 
end of HMR is clearly the most frequent. 
These results point to the possibility that the interaction between HML and 
HMR involves the E- and I-silencer elements that flank HML and HMR. 
To test this we repeated the 3C analysis with a frequently cutting restriction 
enzyme AciI that cuts at multiple locations within the HM loci.  We find that the 
small 814 bp AciI fragment containing the HMR-I element (genomic position  
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Figure 3.9: Preferred interaction of E- and I- silencers from opposite silent 
loci. Hatch marks represent restriction sites. A. Crosslinking frequencies 
between the XbaI fragment containing 5’ end of HML and either the 5’ end of 
HMR or the 3’ end of HMR in MATa cells. B. Crosslinking frequencies between 
the XbaI fragment containing 3’ end of HML and either the 5’ end of HMR or the 
3’ end of HMR. C. Analysis of interactions in MATa cells between the AciI 
fragment containing HMR-I (position 294510-295324, primer O51; primer 
sequences are given in Table 3.3) with fragments within and immediately outside 
of HML. D. Analysis of interactions between the AciI fragment containing HML-E 
(position 10815-11636, primer O41) with fragments within and immediately 
outside of HMR (open circles). Analysis of interactions between an AciI fragment 
within HML (position 11679-11906, primer O42) with fragments within and 
immediately outside of HMR (black circles). E. Analysis of interactions in MATa 
cells between the AciI fragment containing HML-E with sites within and 
immediately outside of HML. F. Analysis of interactions in MATa cells between 
the AciI fragment containing HMR-E with sites within and immediately outside of 
HMR.   
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294510-295234) most strongly interacts with the 821 bp fragment containing the 
HML-E silencer (genomic position 10815-11636), and significantly less frequently 
with other parts of HML (Figure 3.9C). Conversely the fragment containing the 
HML-E silencer interacts most prominently with the HMR-I fragment, as 
compared to other regions of HMR (Figure 3.9D).  As a control we determined 
crosslinking frequencies between an AciI fragment located in the middle of HML.  
This fragment (genomic position 11679-11906) interacted most prominently with 
the HMR-I fragment, but this crosslinking frequency was lower than that 
observed between HML-E and HMR-I (Figure 3.9D), which is as expected for a  
fragment located just next to site of interaction.  These results strongly suggest 
that the HML-E and HMR-I silencers, or elements located very close to them, are 
the sites of interaction.  Despite intense efforts, we have not been able to 
generate a mutant in which HMR-I was deleted without also creating unexplained 
rearrangements in the locus.  Therefore we cannot unequivocally conclude that 
the interactions between HML and HMR are directly mediated by the silencer 
elements. 
Given the interaction observed between regions containing E- and I-
silencers from opposite loci, we then asked whether E- and I-silencers from the 
same loci also interact (Figure 3.9E and 3.9F).  3C analysis using the AciI 
enzyme indicates that the AciI fragments containing HML-E and HMR-E 
elements interact frequently with nearby sites.  Interestingly, HML-E and HMR-E 
interacted more strongly with sites within the silent loci than with sites located 
outside HML and HMR, despite being separated by comparable genomic  
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distances.  One explanation could be that the silent loci are more compact than 
active chromatin, which can result in increased 3C crosslinking frequencies 
(Dekker, 2007, 2008b; Gheldof et al., 2006).  Alternatively, HML-E and HMR-E 
interact preferentially with a site within HML and HMR respectively.  Interestingly, 
we note that the peak of interaction is near the promoters of HMRa and HMLα.  
Importantly, the interactions of HML-E and HMR-E with HML-I and HMR-I, 
respectively, were significantly less frequent than other interactions throughout 
these regions (Figure 3.9E,F).  These results indicate that although crosslinking 
frequencies are generally increased within regions including the silent loci, there 
is no preferential increase in interaction between the E- and I- silencers of each 
HM locus.  
 
Sir proteins are required for HML and HMR interaction 
To determine whether HML and HMR need to be in a heterochromatic 
state for them to interact, we analyzed mutants that are defective in silencing.  
We first chose to analyze sir4∆, sir3∆, sir2∆ cells, because in these mutants 
silencing at both HML and HMR is completely lost (Aparicio et al., 1991).  Using 
3C, we find that HMR and HML no longer interact in sir4Δ, sir3Δ,  and 
sir2Δ mutant strains (Figure 3.10A).  In agreement with the 3C data, 
colocalization of HML and HMR, as determined by live cell fluorescence 
microscopy, is largely reduced in sir4Δ and sir3Δ  cells, in which only 5% and 7% 
of distances scored are <250 nm respectively (Figure 3.10B).  As compared to 
wild-type where in ~60% of the cells HML and HMR are found colocalized or  
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Figure 3.10: Role of silencing proteins in HM interactions. A. Analysis of 
interactions in sir4∆, sir3∆, sir2∆, sir1∆, esc2∆ and sir2-345 cells examining 
crosslinking frequencies between the EcoRI fragment containing HMR with other 
restriction fragments along the length of chromosome III. B. 3D live cell analysis 
of HML-HMR colocalization in sir4∆, sir3∆, and sir1∆ cells. Image stacks were 
acquired as in Figure 3.5 and analyzed by the SpotDistance plug-in of ImageJ. R 
software was used for the representation of distance distributions as a box plot. 
Outliers are defined as 1.5 times the Inter Quartile Range (IQR) and are 
represented as open circles. Distance distributions were compared using a 
Wilcox test. 
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adjacent to each other, in sir4Δ cells the distance between these loci is less than 
500 nm in only 21% of cells (Figure 3.10B).  Similarly, in sir3Δ cells <35% of cells 
scored show HML and HMR colocalized or immediately adjacent to each other 
(n=500; Figure 3.10B).  The distribution of 3D distances measured in sir3Δ  (n= 
500) and sir4Δ  (n=307) is clearly shifted to greater distances as compared to wt 
(n=459).  These results indicate that the heterochromatic structure established by 
the Sir complex or the Sir4p, Sir3p, and Sir2p proteins themselves are critical for 
the HML-HMR interaction. 
 To extend our study, we asked whether Sir1p, a protein that interacts with 
silencer elements flanking HML and HMR via the Rap1p/ORC complex during 
the establishment of the silent chromatin state (Pillus and Rine, 1989) 
participates in HM loci contacts.  Interestingly, we find that, similar to sir4Δ , 
sir3Δ,  and sir2Δ  mutants, in sir1Δ cells HMR and HML no longer interact as 
shown by 3C and 3D microscopy (Figure 3.10A,B), despite significant residual 
silencing (see below). Interactions between each HM locus and the adjacent 
telomeres of chromosome III are concomitantly reduced (Figure 3.7E,F).  
Given the results obtained with sir1∆ cells we chose to determine the role 
of Esc2p that has been identified as a protein that can functionally substitute for 
Sir1p (Dhillon and Kamakaka, 2000).  Although it is currently not known whether 
Esc2p directly binds the HM loci, there is strong evidence suggesting that Esc2p 
is directly affecting the HM loci.  First Esc2p was identified as a protein that when 
targeted to HML can induce silencing (Cuperus and Shore, 2002).  Second, 
Esc2p has been shown to directly bind Sir2p (Cuperus and Shore, 2002).  Third, 
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overproduction of Esc2p can substitute for Sir1p and aids in the establishment of 
silencing at HM loci (Dhillon and Kamakaka, 2000).  Deletion of ESC2 has only 
minimal effects on silencing (Dhillon and Kamakaka, 2000) and see below. 
Interestingly, as in sir1Δ cells, we find that deletion of ESC2 completely abolished 
the specific interaction between HML and HMR (Figure 3.10A).  We conclude 
that Esc2p plays a critical role in HML-HMR interactions, presumably by directly 
acting on the HM loci, although we cannot formally rule out a more indirect role.  
Furthermore, given the importance of the silencers and silencing proteins 
for the HML and HMR interaction, we chose to analyze a mutant in which 
silencing proteins are recruited (albeit to a lesser extent than in wild-type) and 
assembled at the silencers but the Sir complex fails to spread across the 
silenced loci (Yang and Kirchmaier, 2006).  The mutant sir2-345 contains a point 
mutation at residue 345, which results in an Asn-to-Ala substitution.  This mutant 
lacks deacetylase activity which results in a defect in silencing (Imai et al., 2000).  
In a sir2-345 mutant, an interaction between HML and HMR can no longer be 
detected by 3C (Figure 3.10A).  This indicates that in order for this interaction to 
occur proper heterochromatin must be formed and that the presence of Sir 
proteins at the silencers is not sufficient to promote HM loci interaction.  
A defect in silencing leads to expression of both a- and α- information from 
HMR and HML respectively, as in diploid cells (i.e. they display defects in 
mating).  Therefore, we analyzed a diploid strain to determine whether the loss of 
HML-HMR interaction is due to the Sir mutant cell’s diploid characteristics.  We 
find no significant difference in the crosslinking frequencies between HML and 
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HMR in wild type diploid and haploid strains (Figure 3.11).  We conclude that the 
loss of HML-HMR interactions in sir4Δ, sir3Δ,  sir2Δ,  and sir1Δ mutants is not due 
to the cell’s diploid-like state. 
 
HML-HMR interaction does not require nuclear periphery attachment 
HML and HMR, as well as the telomeres, are clustered in silent 
compartments near the nuclear periphery (Gotta et al., 1996; Palladino et al., 
1993).  We questioned whether anchoring of these loci to the nuclear envelope 
(NE) may facilitate long-range interactions between them.  To address this issue 
we wished to determine whether HML and HMR can interact and colocalize when 
their peripheral localization was disrupted.  Two partially redundant pathways are 
involved in tethering heterochromatic loci such as telomeres to the NE.  The first 
pathway is dependent on the Sir4p and Esc1p proteins.  It has previously been 
shown in G1 cells that anchoring of the HM loci to the NE is reduced in cells 
deleted for Sir complex components (Bystricky et al., 2009; Gartenberg et al., 
2004) and that Sir-dependent anchoring requires Esc1p.  The second pathway 
requires the yKu70p/Ku80p heterodimer.  If either one of these genes is deleted 
most telomeres are partially released from the periphery (Bystricky et al., 2004; 
Bystricky et al., 2009; Hediger et al., 2002; Laroche et al., 1998; Taddei et al., 
2004) although HM loci remain peripherally located (Bystricky et al., 2009). 
Figure 3.12 shows the radial position of the HM loci for WT and mutant 
strains in interphase (and not only G1) cells to be directly comparable with 3C 
studies that involve analysis of non-synchronized cultures (see below).  Nuclear  
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Figure 3.11:  Analysis of interactions in MATα / MATa cells.  Analysis of 
interactions in MATα/ MATa cells examining cross-linking frequencies between 
the EcoRI fragment containing HMR with other restriction fragments along the 
length of chromosome III. 
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Figure 3.12: Preferred peripheral position of HML and HMR. Positions were 
mapped relative to the nuclear envelope in strains of GFP-tagged HML and HMR 
loci in wt, sir3Δ, sir4Δ, yku70Δ and esc1Δ G1 and S phase MATa cells. Data are 
represented in bar graphs as the percentage of spots in 3 concentric zones of 
equal surface. The number of cells analyzed (n) is indicated. * indicates a 
distribution identical to random (33% in each zone; P>0.05) in a 2 analysis. Bar 
is 1 µm. 
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positions of the tetop and lacop tagged silent HML and HMR loci visualized using 
LacI or TetR repressor-GFP fusion proteins in G1 and S-phase cells (Bystricky et 
al., 2009; Hediger et al., 2004).  Data were acquired in three dimensions to 
assign the position of the resulting fluorescent spot relative to the GFP-tagged 
NE (Nup49-GFP) in the focal plane in which it was brightest and in one of three 
concentric nuclear zones of equal surface.  Enrichment of the silent mating type 
loci near the nuclear envelope in WT cells is abolished in a sir4∆ cells (Bystricky 
et al., 2009).  Interestingly, this effect is specific for sir4Δ cells: in sir3Δ mutants 
significant anchoring of both HML and HMR is retained, possibly due to binding 
of Sir4p to the silencer nucleation site (Figure 3.12).  Since in sir3Δ mutant 
strains we no longer detected preferential interaction and colocalization of HML 
and HMR (Figure 3.10), we conclude that proximity to the NE is not sufficient for 
their interaction.  In esc1Δ cells, the HM loci maintain their peripheral localization.  
This suggests that Sir4p containing heterochromatin can associate with the 
nuclear periphery in an Esc1p-independent manner. HML and HMR are also both 
directly associated with the nuclear periphery in a manner that does not require 
yKu70p.  In interphase the position of HMR is unaffected by the absence of 
yKu70p, while HML’s anchoring to the NE is significantly increased (Bystricky et 
al., 2009).  Further, the increase in peripheral localization of the GFP-tagged 
HML locus in yku70∆ cells is dependent on the presence of the HML locus 
(Bystricky et al., 2009).  Similarly, deletion of HMR reduces the peripheral 
localization of the right end of chromosome III (KB, unpublished observations).  
These analyses suggest that peripheral localization of HM loci is not solely due to  
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the close proximity of HM loci to telomeres that are often anchored to the nuclear 
periphery and further indicate that the HM loci strongly contribute to the 
peripheral localization of the ends of chromosome III. 
Next we analyzed strains deleted for both ESC1 and YKU70 in which both 
anchoring pathways are abolished.  Previous studies had found that tethering to 
the NE of an extrachromosomal HMR locus was lost in yku70∆esc1∆ double 
mutants (Gartenberg et al., 2004).  However, we find that peripheral anchoring of 
chromosomal HML and HMR was only slightly but not significantly reduced in 
interphase cells (Figure 3.12).  Anchoring was more reduced in G1 than in S 
phase cells (data not shown).  These observations on the radial position of HMR 
in its native chromosomal location extend those reported by Gartenberg and 
colleagues who found that deletion of both YKU70 and ESC1 results in loss of 
peripheral localization of an extrachromosomal HMR locus (Gartenberg et al., 
2004).  Our results suggest that chromosomal context plays a role in peripheral 
localization.  We conclude that alternative Sir4p-dependent pathways exist that 
anchor HM loci to the nuclear periphery.  One possible pathway that might be 
dependent upon anchoring HM loci to the nuclear periphery may involve the 
nuclear envelope protein, Mps3p, which has been shown to be responsible for 
telomere anchoring at the nuclear periphery through the Sir4p pathway (Bupp et 
al., 2007).    
Next we analyzed HM interactions by 3C.  In yku70Δ and in esc1Δ cells, 
we observed a significant increase in the frequency with which HML and HMR 
interact (Figure 3.13A).  Deletion of YKU80 did not significantly affect the  
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Figure 3.13: HM Interaction is independent of telomere anchorage mutants. 
A. 3C analysis of interactions in yku70∆, yku80∆, esc1∆, and yku70∆esc1∆ cells 
examining cross-linking frequencies between the EcoRI fragment containing 
HMR with other restriction fragments along the length of chromosome III. B. 3D 
live cell analysis of HML-HMR colocalization in yku70∆, esc1∆ and yku70∆esc1∆ 
cells. Image stacks were acquired and analyzed as in Figure 3.5. Distance 
distributions of HML and HMR represented as box plots.  Probabilities were 
calculated in R using the Wilcox test. 
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crosslinking frequency.  In yku70Δ esc1Δ double mutants the HML–HMR 
crosslinking frequency is slightly higher than in either single mutant.  These 
results demonstrate that yKu70p and Esc1p are not required for HML and HMR 
to specifically interact.  
We also analyzed HML–HMR colocalization in these strains by live cell 
fluorescence microscopy (Figure 3.13B).  In esc1Δ cells 51% of cells measured 
exhibit HML and HMR colocalization or juxtaposition (n=391), which is 
comparable to what we observed in wild type cells (P=6.3 e-2 wt vs esc1).  In 
yku70Δ  cells HML and HMR are found colocalized in 16% of the cells and 
adjacent to each other in another 28% of cells (n=407).  The frequency of co- 
localization is comparable to wild type, but the distribution of distances between 
HML and HMR is differs from wild type.  It appears that in the absence of yKu70p 
more nuclei display widely separated loci than in wild type (P=6.1 e-6 wt vs 
yku70Δ).  This may be related to the fact that populations of yku70Δ cells display 
two semi-stable states of silencing: one in which telomeres are delocalized and 
one in which they remain clustered (Maillet et al., 2001).  Finally, we found that 
colocalization of HML and HMR in yku70Δ esc1Δ double mutants was also 
comparable to wild type: 52% of the cells measured still show HML and HMR 
colocalized or immediately adjacent to each other (n=165) (Figure 3.13B).  
We note that the 3C analysis revealed a ~4-fold increase in HML-HMR 
interactions in all three mutants, but that live cell fluorescence failed to detect an 
increase in colocalization of these loci.  The increased crosslinking frequency as 
detected by 3C may be due to loss of interactions of HM loci with telomeres,  
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which could result in an increased chance for HM loci to become ligated in the 
3C assay or due to a more intimate association that is more easily crosslinked 
(see discussion). 
These analyses show that HML-HMR interactions do not require the 
known membrane anchors yKu70p/yKu80p and Esc1p.  However, their 
peripheral localization was also not abolished in the absence of these membrane 
anchors.  Our inability to genetically disrupt peripheral localization of the silent 
mating type loci prevented us from directly assessing the influence of membrane 
anchoring on facilitating HML-HMR interactions.  Therefore, as an alternative 
approach, we set out to follow the positions of HML and HMR in wild type living 
cells over several minutes in order to determine whether HML-HMR interactions 
can be observed in the interior of the nucleus or only at the periphery (Figure 
3.14A).  Figure 3.14A shows a representative movie comprising a series of 50 2D 
images taken at 10 second intervals of interphase cells on a wide-field Olympus 
XI inverted microscope.  HML and HMR tags colocalized either near the NE as  
identified by the nuclear pore component Nup49p fused to CFP, or at the center 
of the nuclei imaged.  In addition, colocalization was a transient event, because, 
after a few minutes, separation of previously colocalized loci was observed 
(compare time points 9 and 12 or time points 4 and 5).  Thus, HML and HMR 
seem to collide and separate both at peripheral and internal nuclear locations.  In 
order to determine whether HML and HMR were more likely to interact at the 
nuclear periphery, we followed their position relative to the nuclear center in 
single nuclei over time taking images in 2D every 1.5 seconds on a confocal  
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Figure 3.14: Interaction between HML and HMR is independent of 
peripheral anchoring. A. Time lapse images of YFP and CFP tagged HML and 
HMR relative to the nuclear rim as identified by Nup49-CFP. Images were 
acquired on a wide-field Olympus XI microscope using a 100X objective 
(NA=1.4) every 10 s for 400 s without changing the focal plane. Acquisition times 
were 400 ms for each wavelength. HML and HMR colocalize transiently near the 
periphery or in the center of selected nuclei (yellow spots). Bar is 1 µm. B. 
Position of HML and HMR relative to the nuclear center inferred from tetR-YFP 
nuclear fluorescence in single nuclei over time taking images in 2D every 1.5 
seconds on a confocal LSM510 microscope plotted against the distance between 
HML and HMR at every time point during 1-3 min time lapse movies. 
Colocalization was assigned for distances <250 nm, juxtaposition for distances 
<500 nm (adjacent). The interior fraction corresponds to a position of HML or 
HMR at less than 720nm from the nuclear center, thus about 2/3 of the positions.  
The percentages represent the fraction of data points in any sector of the graph. 
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LSM510 microscope.  Figure 3.14B summarizes the distances between HML and 
HMR plotted against the distance of either HML or HMR to the nuclear center at 
every time point during nine 1-2 min time lapse movies (n=676).  We found that 
in 2D HML is separated <250 nm from HMR (colocalization) in >45% of the time 
points scored.  Moreover, the probability of colocalization was similar in the 
interior fraction (position of HML or HMR less than 720 nm from the nuclear 
center, about 2/3 of the positions) and the peripheral fraction of the nucleus.  
These movies clearly demonstrate that over long periods, interaction between 
HML and HMR was independent of NE anchoring.  
 
HML and HMR interaction is dependent on two pathways for nucleosome 
assembly 
Histone chaperones and other proteins involved in nucleosome assembly 
play roles in gene silencing, heterochromatin formation and heterochromatic 
clustering in a number of organisms including yeast (Enomoto and Berman, 
1998; Goodfellow et al., 2007; Kaufman et al., 1997; Moshkin et al., 2002; Sharp 
et al., 2001; Zhang et al., 2005).  We determined whether these activities are 
also required for interactions between HML and HMR.  Yeast contains two 
histone assembly complexes.  The chromatin assembly factor 1 (CAF-1) complex 
is involved in nucleosome assembly in S phase (Kamakaka et al., 1996), 
whereas the HIR complex functions primarily outside of S phase (Kaufman et al., 
1998).  The histone chaperone Asf1p stimulates the activity of both complexes 
(Sharp et al., 2001; Tyler et al., 2001).  In addition, the HIR and CAF-1 
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complexes are involved in two parallel, and partially redundant pathways that 
enhance silencing at HML and HMR (Krawitz et al., 2002; Sharp et al., 2001). 
First, we tested a strain in which the CAF-1 complex is disrupted by 
deletion of CAC1, which is largest subunit of the CAF-1 complex and in strains 
lacking Cac1p HML and HMR are weakly derepressed (Enomoto and Berman, 
1998).  We find that deletion of CAC1 did not affect the frequency with which 
HMR and HML interact (Figure 3.15A).  Next we analyzed a strain lacking Hir1p, 
a subunit of the HIR protein complex.  Deletion of HIR1 has also been reported to 
result in slight de-repression of HML and HMR (Kaufman et al., 1998).  As for 
cac1Δ strains we find that deletion of HIR1 has no effect on the frequency of the 
HML-HMR interaction (Figure 3.15A).  Given the known functional redundancy of 
HIR and CAF-1 complexes, we created a double mutant strain in which both 
CAC1 and HIR1 are deleted.  We find that in this case the prominent interaction 
between HML and HMR is no longer observed (Figure 3.15A).  These results 
point to a role of nucleosome assembly in mediating HML-HMR interactions, and 
show that the HIR complex and CAF-1 complex are functionally redundant in this 
process.  Interestingly, in the double mutant interaction frequencies along the 
entire chromosome are two- to three-fold higher than the background interactions 
we observed for all other strains.  This may point to a more flexible chromosome 
organization. 
To further investigate the role of nucleosome assembly, we studied a 
strain lacking the histone chaperone Asf1p which functions with both the CAF-1 
and HIR complex.  Recently a role for Asf1p has been proposed for telomere  
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Figure 3.16: Role of nucleosome assembly factors in HM interactions. A. 
Analysis of interactions in cac1∆, hir1Δ , cac1Δhir1Δ, and asf1Δ cells examining 
crosslinking frequencies between the EcoRI fragment containing HMR with other 
restriction fragments along the length of chromosome III. B. 3D live cell analysis 
of HML-HMR colocalization in asf1Δ cells. Image stacks were acquired and 
analyzed as in Figure 3.5.  Distance distributions of HML and HMR represented 
in box plots.  Probabilities were calculated in R using the Wilcox test. 
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clustering (Hiraga et al., 2008).  Interestingly, we find that in an asf1Δ mutant the 
interaction between HML and HMR is no longer observed (Figure 3.15A).  We 
have also analyzed asf1Δ  cells by live cell fluorescence microscopy (Figure 
3.15B).  As compared to wild-type where in ~60% of the cells HML and HMR are 
found colocalized or adjacent to each other, asf1Δ cells only have 29% of cells 
with HML and HMR colocalized or adjacent to each other (n=129; P=2.2e-16 wt 
versus asf1).   
Asf1p is also required for Histone H3K56 acetylation and its deposition 
(Recht et al., 2006; Tsubota et al., 2007).  H3K56 acetylation and deacetylation 
has been found to play roles in silencing telomeric loci in yeast and tethering of 
telomere XIVL (Hiraga et al., 2008; Xu et al., 2007a).  For this reason we chose 
to analyze strains which lack Rtt109p, the enzyme that acetylates Histone H3K56 
in an Asf1p-dependent manner (Driscoll et al., 2007; Schneider et al., 2006; 
Tsubota et al., 2007).  We find that in this mutant the interaction between HML 
and HMR is still observed albeit with a reduced crosslinking frequency as 
compared to WT (Figure 3.16).  Therefore, the loss of interaction observed in 
asf1Δ mutants is not solely due to a loss of Histone H3K56 acetylation.  Thus, 
incorrect or unstable tetramer incorporation may lead to poorly organized 
chromatin and a chromosome conformation that is unfavorable for 
heterochromatic loci and telomeres to interact. 
 
Relationship between silencing and HM interactions 
In order to determine whether HML-HMR crosslinking frequencies and 
colocalization are related to silencing, we measured the level of silencing in the  
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Figure 3.16: Interaction is independent of H3K56 acetylation.  Analysis of 
interactions in MATα  rtt109∆ cells examining cross-linking frequencies between 
the EcoRI fragment containing HMR with other restriction fragments along the 
length of chromosome III.  
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various mutant strains analyzed in this study.  Previously, varying silencing 
defects were observed for the strains described here that display loss of the 
HML-HMR interactions, sir1Δ, esc2Δ, asf1Δ and cac1Δhir1Δ (Dhillon and 
Kamakaka, 2000; Pillus and Rine, 1989; Sharp et al., 2001). In most cases 
silencing defects could be detected using strains that have a reporter gene 
inserted in one of the HM loci.  Use of a reporter provides highly sensitive assays 
to quantify de-repression of HM loci as expression of the reporter gene can be 
detected even when expressed at very low levels. However, these reporter 
assays do not quantify the level of mRNA production compared to a fully 
expressed or repressed state.  In order to quantify mRNA levels of the 
endogenous genes directly in a population of cells we employed RT-PCR to 
quantify the level of a1 mRNA levels (located at HMR) in MATα strains.  This 
allowed us to analyze silencing levels in the same strain in which colocalization 
and interactions between HM loci were detected.  We observe that the deletions 
of SIR4, SIR3, SIR2, SIR1 or combined deletion of CAC1 and HIR1 as well as a 
sir2-345 point mutation results in significant de-repression of HMR relative to the 
Adh1 gene that was used as a normalization control (Figure 3.17). However, the 
other two mutants that display loss of the HM-interactions (esc2Δ and asf1Δ) had 
no detectable levels of a1 expression, and thus had largely normal levels of 
silencing as determined by RT-PCR experiments.  Experiments employing  
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Figure 3.17: Silencing and HM interactions are distinct processes. RT-PCR 
analysis of a1 transcription in wild-type and mutant MATα strains analyzed by 
3C. Error bar represents standard error of the mean from two independent 
experiments. Expression of ADH1 was used as an internal control and data was 
normalized to level of expression in sir3∆ mutants (set at 1). Inset: Crosslinking 
frequency of HML-HMR interaction is plotted versus the relative mRNA 
expression of a1 for all mutants analyzed to indicate that no clear correlation 
between silencing and HM interactions is detected. 
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reporter genes also revealed only very minor silencing defects in these strains 
(Dhillon and Kamakaka, 2000; Huang et al., 2005). 
We note that all mutants with a significant silencing defect have also lost 
the interaction between the HM loci.  However, we find no clear quantitative 
correlation between silencing and HM interactions (Figure 3.17, inset). 
Interestingly, we find two cases (esc2Δ and asf1Δ) where HM interactions are 
lost, but silencing is mostly unaffected.  We conclude that Sir-mediated silencing 
is not sufficient for clustering of HM loci, and that additional processes in 
heterochromatin formation are specifically required for associations between 
heterochromatic loci.  These processes require at least Asf1p, Esc2p and 
possibly Sir1p. 
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Discussion 
Here we report specific long-range interactions between the two silent HM  
loci that is most prominent around their flanking regions encompassing the HML-
E and HMR-I silencer elements.  This interaction was carefully documented using 
3C and 3D live cell imaging technologies in parallel.  Previously, we performed 
3C on purified nuclei and also found relatively frequent interactions between the 
ends of chromosome III (Dekker et al., 2002).  However in that analysis the 
interaction between these loci was significantly lower compared to the data 
presented here and the HML-HMR interaction was not more frequent than the 
interaction between the two telomeres.  Thus it appears that the HML-HMR 
interaction is specifically lost during the nuclear isolation procedure, highlighting 
the importance of analyzing spheroplasts. 
 The interaction between HML and HMR requires Sir1p, Sir2p, Sir3p, Sir4p 
and Esc2p as well as nucleosome assembly complexes, known to also be 
involved in establishment and maintenance of heterochromatin at these loci.  We 
also detected weaker Sir1p-dependent associations between the HM loci and the 
telomeres of chromosome III.  Our analysis of a series of mutants that display 
defects in silencing to various degrees reveals that HM loci can be silenced 
without clustering and suggests that gene silencing and clustering are distinct 
properties of heterochromatin.  We propose that interaction of heterochromatic 
domains requires proper chromatin conformation that depends on at least Asf1, 
Sir1p and Esc2p.  
 
  
148 
Membrane association and clustering of HM loci are independent 
Our live tracking of the sub-nuclear positions of HML and HMR in wild-
type cells showed that these loci can colocalize equally as frequently when these 
loci are located near the center of the nucleus as when they are near its 
periphery.  Therefore, association with the nuclear envelope is not required for 
HML-HMR interactions.  Further, the results we obtained with the sir3Δ strain 
show that membrane anchoring is also not sufficient for HML-HMR interactions to 
occur.  We conclude that clustering of heterochromatic loci and membrane 
anchoring are two distinct processes that each contribute to nuclear organization. 
Surprisingly, our analyses also reveal that peripheral localization of HM 
loci does not require the two previously defined pathways for membrane 
anchoring of heterochromatin.  Deletion of either YKU70 or ESC1 or both did not 
abolish the preferred association of the silent mating type loci with the nuclear 
periphery.  As shown previously (Bystricky et al., 2009) deletion of YKU70 
increases the peripheral localization of HML in interphase cells, while not 
affecting the positioning of HMR.  In addition, given that in yku70Δesc1Δ double 
mutant cells heterochromatin formation near telomeres is disrupted and Sir4p is 
found uniformly throughout the nucleus (Gartenberg et al., 2004; Taddei et al., 
2004) but HM interactions are retained, these data also indicate that 
sequestration of Sir protein in clusters is not required for interactions between 
HML and HMR.  
We observed that the interaction between HML and HMR, as detected by 
3C, is more frequent in yku70Δ, esc1Δ, and yku70Δesc1Δ  mutant cells than in 
  
149 
wild-type cells.  However, live fluorescence microscopy revealed no increase in 
their colocalization as compared to wild type cells.  This apparent discrepancy 
may be explained in different ways.  First, it is possible that the interaction 
between HML and HMR is more intimate, and thus more effectively crosslinked, 
in these mutants, in a manner that is not microscopically distinguishable from 
wild type.  A more intimate association may be the result of an increase in Sir 
protein occupancy at the HM loci in these mutants.  Sir protein occupancy at the 
HM loci is likely increased in these mutants because telomere silencing and 
clustering are affected (Gartenberg et al., 2004; Laroche et al., 1998).  Loss of 
Sir proteins from telomeres has been found to increase the available pool of Sir 
proteins that are accessible to the HM loci, which may enhance their ability to 
interact (Maillet et al., 1996; Maillet et al., 2001).  An alternative explanation is 
that 3C underestimates the HM crosslinking frequency in wild type cells, or 
overestimates their crosslinking frequency in these mutants. Given that the HM 
loci interact with each other as well as with telomeres, a loss of telomeric 
heterochromatin will reduce the number of interaction partners to which HM loci 
can be cross-linked and ligated during the 3C procedure, resulting in detection of 
relatively more frequent HML-HMR interactions in these mutants.  Although our 
studies clearly found a strong correlation between 3C crosslinking frequency data 
and colocalization of HM loci, future experiments are needed to further quantify 
the relationship between 3C data and data obtained by fluorescence microscopy. 
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HM interactions and silencing are related but mechanistically distinct 
processes 
The pathways that mediate heterochromatin formation at silent mating 
type loci have been studied in detail.  Specifically, the Sir complex and proteins 
that recruit this complex, as well as histones and nucleosome assembly factors 
all cooperate to assemble silenced chromatin domains.  We find that mutants in 
each of these protein complexes display loss of HML-HMR interactions.  Thus 
the pathways that mediate heterochromatin formation and the mechanism(s) that 
drive HM interactions are clearly related and are mediated by overlapping protein 
complexes.  However, several observations indicate that these processes are 
mechanistically distinct as they differentially depend on specific chromatin 
factors.  
First, two mutants (esc2Δ and asf1Δ) that display a complete loss of 
interaction between HML and HMR display only very minor defects in silencing 
as detected by RT-PCR.  Although RT-PCR is likely not sufficiently sensitive to 
detect very small defects in silencing, previous studies using reporter genes 
confirm that in these mutants HML and HMR are highly efficiently silenced 
(Dhillon and Kamakaka, 2000; Huang et al., 2005).  For instance Huang et al. 
used a GFP reporter gene inserted in HMR to detect GFP expression in WT, 
sir3Δ and asf1Δ strains (Huang et al., 2005).  They found that in WT cells HMR is 
silent and only 0.3% of cells expressed GFP, whereas in sir3Δ cells the locus 
was mostly derepressed with 99% of cells expressing GFP.  Deletion of ASF1 
resulted in GFP expression in only 0.9% of cells, indicative of effective silencing.  
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Although we cannot formally exclude the possibility that very small defects in 
silencing are sufficient to cause loss of HML-HMR interactions, we favor the 
interpretation that heterochromatin formation and silencing are not sufficient for 
HM interactions, and conversely that HM interactions are not essential for 
heterochromatin formation.  
Second, genetic evidence indicates that Hir1p and Asf1p act in the same 
silencing pathway (Sharp et al., 2001), but they display very different effects on 
HM interactions, suggesting that for the latter process they act in different 
pathways.  In addition, single deletions of HIR1, CAC1 or ASF1 all result in minor 
silencing defects (Enomoto and Berman, 1998; Huang et al., 2005; Sharp et al., 
2001; Tyler et al., 1999), but only deletion of ASF1 results in loss of HM 
interactions.  Thus, minor defects in heterochromatin formation are not sufficient 
for loss of HM interactions.  Third, the cac1Δhir1Δ double mutant and the asf1Δ 
mutant display the same loss of HML-HMR interactions, but they have 
quantitatively very different effects on silencing (Sharp et al., 2001), again 
pointing to differential dependence of silencing and long-range interactions on 
these chromatin assembly factors.  
The differential effect of deletion of SIR1 on silencing and HM interactions 
is particularly interesting.  In the absence of Sir1p HML and HMR are partially 
derepressed.  This is due to the occurrence of two distinct populations of 
chromatin states: in one subset of cells the loci are completely repressed, 
whereas in the other subset they are fully expressed (Pillus and Rine, 1989).  
Our RT-PCR analysis of HMR expression suggests that ~60% of loci remain 
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repressed, whereas ~40% are expressed.  However, the 3C analysis showed a 
complete loss of HML-HMR interactions and the level of colocalization, as 
determined by live cell 3D imaging was indistinguishable from background levels 
observed in sir4Δ cells.  Although we cannot rule out that our assays are not 
sufficiently sensitive to detect a low level of interaction and colocalization in sir1Δ 
cells, these results at least suggest that Sir1p has a specific role in long-range 
interactions between heterochromatic loci that is distinct from mediating gene 
silencing per se.  A similar ‘uncoupling’ phenomenon is observed in 
Schizosaccharomyces pombe.  RNAi machinery does not play a role in the 
silencing or the length of telomeres, or the localization of Swi6p to telomeres; 
however, it has been shown to play a role in telomere clustering in interphase 
mitotic cells and to a lesser extent in cells undergoing meiosis (Hall et al., 2003).  
Taken together, formation of heterochromatin at HML and HMR is 
essential but not sufficient for long-range interactions between HM loci.  HML-
HMR interactions require Asf1p, Esc2p and possibly Sir1p in a process that is 
distinct from silencing.  Other proteins, such as other SIR complex components 
may also play a role in that process, but their role in HM interactions is more 
difficult to assess, as they are also essential for HM silencing.  
Interestingly, it has recently been shown that deletion of ASF1 shows a 
telomere-positioning defect, and also affects the sub-nuclear positioning of other 
chromosomal loci (Hiraga et al., 2008).  Deletion of ASF1 does not affect 
telomere silencing (Sharp et al., 2001; Tyler et al., 1999), suggesting that 
silencing of telomeres is not sufficient for their positioning.  These results point to 
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a specific Asf1p-dependent process that is required for heterochromatic 
positioning in general and that is distinct from silencing.  
 
Potential role of silencer elements in long-range interactions 
Restriction fragments encompassing HML-E and HMR-I interact most 
frequently compared to other parts of the HM loci.  These restriction fragments 
do not contain the boundary elements that have been identified up and 
downstream of HMR (Donze et al., 1999), suggesting the HM interaction involve 
the HML-E and HMR-I silencer elements specifically.  Interestingly, one protein 
that we identified as critical for long-range interactions, Sir1p, associates with 
replication related complexes bound to the silencer elements (Gardner et al., 
1999; Triolo and Sternglanz, 1996), and another (Asf1p) displays genetic 
interactions with ORC2 (Suter et al., 2004) and physically associates with other 
replication factors such as RF-C (Franco et al., 2005).  Unfortunately, we have 
not been able to precisely delete HMR-I so we have not been able to directly test 
the role of this element in mediating HM interactions.  Deletion of HML-E would 
not address this issue as it would also result in derepression of HML.  The 
association between the regions containing HML-E and HMR-I appears specific 
as no strong interactions were detected between HML-E and HML-I or between 
HMR-E and HMR-I.  Our results are different from those recently described by 
Kamakaka and co-workers, who reported Sir3p-dependent looping interactions 
between the two silencers of HMR, HMR-E and HMR-I (Valenzuela et al., 2008). 
One explanation for this difference could be the fact that they used strains in 
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which HML was deleted, precluding HMR-HML interactions.  However, we did 
not detect HML-E-HML-I interactions when we deleted HMR in our strain 
background (not shown).  An alternative explanation is that we used strains 
derived from the SK1 background, whereas Kamakaka and co-workers used the 
W303 background and a slightly modified HMR that introduced additional Sau3A 
cut sites at MATα2.  
 
Clustering of heterochromatic loci and nuclear compartmentalization 
The HML-HMR association is not essential for silencing, suggesting that 
the role of this interaction in silencing is either highly redundant with other 
pathways that contribute to heterochromatin formation or that it is involved in 
other processes, such as mating type switching or contributing to higher order 
nuclear organization in general.  
Various lines of evidence suggest that HM-interactions are not involved in 
mating type switching.  First, we did not detect any differences in the interaction 
in either MATa or MATα cells, despite well-characterized mating-type-dependent 
differences between the left and right arm of chromosome III with regards to 
mobility and accessibility for recombination complexes [e.g. (Bressan et al., 
2004; Wu and Haber, 1996)].  Second, we tested directly whether any mating 
type switching defect was observable in asf1Δ and esc2Δ mutants.  We analyzed 
the mating proficiency of meiotic products of HO/” asf1Δ/” or HO/” esc2Δ/” strains 
and found that spore colonies did not mate with a tester strain, indicating that 
spores efficiently self-diploidized and thus were fully capable of switching (data 
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not shown).  Thus, it appears that the HM-interaction does not play a critical role 
in mating type switching. 
We propose that the HML-HMR interaction plays primarily a structural role 
by contributing to clustering of heterochromatin and formation of heterochromatic 
sub-nuclear compartments (see Figure 3.18 for model).  In the absence of 
silencing proteins, HM-loci are not silenced and do not interact.  Upon expression 
of silencing proteins, they are recruited to the HM-silencers resulting in 
heterochromatin formation and silencing.  This step requires the presence of SIR 
proteins and the CAF-1/HIR1 complex for proper nucleosome assembly.  Once 
silenced, these loci then engage in long-range interactions, which are dependent 
upon the presence of Asf1p, Esc2p, and Sir1p.  This can be described as a two-
step process in which recruitment of silencing proteins at the HM loci results in 
silencing of HML and HMR.  Clustering then requires Asf1p, Esc2p, and Sir1p. 
As a model for their function, these proteins may result in additional silencing 
proteins being recruited to the silencing region.  This additional level of protein 
recruitment will result in clustering of loci.  This is in agreement with recent work 
showing that multiple Sir-bound chromatin fibers can interact with each other, at 
least at very high Sir protein concentrations (Fabrizio et al., 2009). 
These heterochromatic clusters are a conserved aspect of nuclear 
organization and several reports have shown that their formation contributes to 
spatially restricting access to silencing proteins. Once heterochromatic clusters 
are formed, the nuclear distribution of silencer proteins becomes highly non-
homogeneous with high local concentrations in the silent compartments and  
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Figure 3.18: Clustering of silent chromatin. In the absence of silencing 
proteins, depicted as colored circles, HM-loci (HML- black rectangle; HMR- gray 
rectangle) are not silenced and they do not form clusters. Upon expression, 
silencing proteins are available throughout the nucleus and can become recruited 
to the HM silencers, independent of their sub-nuclear position. Heterochromatin 
is formed and silencing is established. Once these loci are silenced, they obtain 
the ability to form clusters that can also contain telomeres. Silent clusters create 
sub-nuclear compartments in which there is a high local concentration of 
silencing proteins available for recruitment to loci located within the cluster only. 
Membrane association of silenced loci will anchor clusters or unclustered loci to 
the nuclear periphery. Loci located outside these compartments have no access 
to silencing proteins and are not silenced. In this model clustering, membrane 
anchoring as well a genomic proximity of HM loci to telomeres will all contribute 
to formation of sub-nuclear compartments that are enriched in silencing 
complexes, which will facilitate heterochromatin formation at resident loci. 
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depletion in the rest of the nucleus.  Nuclear compartmentalization could be 
advantageous because only loci located within the silent compartments will have 
access to abundant silencer proteins while the rest of the genome is precluded 
from inadvertently gaining access to heterochromatin proteins.  Consistent with 
this model, a  recent study showed that loss of heterochromatic clustering 
resulted in inappropriate Sir-mediated ectopic repression of genes throughout the 
genome (Taddei et al., 2009).
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     CHAPTER IV 
NON-BIASED APPROACH TO MAPPING THE YEAST GENOME BY HI-C 
 
Abstract 
 Recent advances in analyzing chromatin structure have increased the 
knowledge of how chromatin interactions may relate to gene expression.  
Chromosome Conformation Capture (3C), which is able to detect chromatin 
interactions and determine chromosome conformation for a chromosomal region, 
has paved the way for additional 3C-based technologies, such as 4C (3C-on-
Chip or Circular 3C) and 5C (3C-Carbon Copy). Described here is a new 
methodology, Hi-C, which allows for determination of interacting partners 
throughout a genome by labeling of the ligation junctions with biotin. Hi-C is a 
non-biased approach unlike other 3C-based technologies and does not require 
any a priori knowledge of a chromosomal region.  The protocol described in this 
chapter leads to complex two-dimensional heat maps for all 16 chromosomes in 
the yeast, Saccharomyces cerevisiae.  Although it proves to be extremely 
powerful, we speculate on how to improve the technology to gain knowledge of 
the organization of the yeast nucleus. 
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Introduction 
Much is known about chromatin structure and organization on both the 
level of whole chromosomes and single nucleosomes, but little is known about 
intermediate levels of packaging of chromatin.  Studies examining intermediate 
levels of chromosome structure and how it may be related to gene regulation 
have been difficult to study due to a lack of assays.  New techniques have 
emerged that have made this level of study attainable, including Chromosome 
Conformation Capture (3C), which has been described extensively (Dekker, 
2003, 2006; Dekker et al., 2002; Dostie et al., 2007; Hagège et al., 2007; Simonis 
et al., 2007; Splinter et al., 2004a).  By measuring interaction frequencies 
between chromosomal fragments and obtaining a detailed conformation map one 
can determine the conformation of a chromosomal region.  Once a detailed 
conformation map is obtained additional studies investigating the role between 
the structures of these domains and genomic activity can be determined.   
3C makes use of formaldehyde crosslinking to trap interacting fragments.  
Chromatin is then digested in the presence of one common enzyme and then 
subjected to ligation in dilute DNA concentrations to promote intramolecular 
ligation over intermolecular ligation.  After the ligation is performed, the crosslinks 
are reversed and the DNA is purified by a series of phenol chloroform and 
ethanol precipitations. The resulting library contains a number of ligation products 
consisting of fragments that can be far apart in the linear genome but that are 
close in three-dimensional space.  How frequently any two sites interact in the 
genome can be determined by semi-quantitative PCR.  Once a sufficient amount 
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of interactions are determined, the spatial organization of a chromosomal region 
can be inferred.  
3C has proven to be a very successful technique and has proven to be 
able to detect long-range chromosomal interactions.  It was initially used to study 
yeast chromosome III (Dekker et al., 2002).  It has since been applied to a variety 
of mammalian loci such as T-helper type 2 cytokine locus, β-globin locus, and the 
Igf2 imprinted locus (Liu and Garrard, 2005; Palstra et al., 2003; Spilianakis and 
Flavell, 2004; Tolhuis et al., 2002; Vakoc et al., 2005).  3C has also been applied 
to detect trans interactions in both yeast and mammalian cells (Dekker et al., 
2002; Ling et al., 2006; Spilianakis et al., 2005; Xu et al., 2006). 
Since 3C has been developed several newly developed 3C-based 
technologies have added to the analysis of long-range gene regulation. These 
new methods allow high-throughput determination of the composition of 3C 
libraries, which is not attainable by PCR. The 4C technologies (3C-on-Chip or 
Circular 3C) can be used to identify all genomic loci that interact with one given 
genomic locus of interest by utilizing inverse PCR to amplify all DNA fragments 
that have become ligated to it (Lomvardas et al., 2006; Simonis et al., 2006; 
Würtele and Chartrand, 2006; Zhao et al., 2006).  The 5C technology (3C-
Carbon Copy), on the other hand, employs highly multiplexed ligation mediated 
amplification to detect up to millions of ligation products present in a given 3C 
library.  Unlike 4C, 5C is not anchored to one specific fragment and can be used 
to determine all interactions between two large sets of genomic loci, e.g. between 
a set of putative regulatory elements and target genes (Dostie et al., 2006).  
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Here we describe a new technology, which is called Hi-C.  Unlike both 4C 
and 5C, Hi-C is able to detect all interactions between all fragments present in a 
genome and is an unbiased approach that does not require any a priori 
knowledge or preparation involving primer design.  Briefly, ligation junctions are 
marked with a biotinylated linker.  The interacting fragments can be purified 
specifically by streptavidin and can be analyzed by deep sequencing.  Presented 
is the Hi-C technology for yeast, resulting in heatmaps for all 16 chromosomes in 
yeast and improvements that can be applied to the technology.  
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Materials and Methods 
Preparation of non-compatible linker 
Two phosphorylation reactions are prepared, one for each of the following 
oligos: 5’ GCTGCATGA/iBiodT/GTACTAG 3’ and 5’ GCTCTAGTACATCATGC 3’ 
by assembling a 300 µl reaction mix containing 1X polynucleotide kinase buffer, 
1 mM ATP, and 15 Units T4 polynucleotide kinase.  The reactions are then split 
into 6 aliquots containing 50 µl of reaction mix.  The phosphorylation reactions 
are allowed to proceed for 30 minutes at 37°C.  Polynucleotide kinase is then 
inactivated by incubating at 65°C for 10 minutes.  The reactions of both oligos 
are then pooled together and mixed.  The reactions are then split into 4 aliquots 
containing 150 µl of oligo mix and are then placed in 1L of boiling water and 
allowed to remain in the water until the water has cooled to room temperature 
(around 4 hours).  The oligo mix is then analyzed on an agarose gel to determine 
whether the two oligos have annealed by a shift in molecular weight.  
 
Hi-C technology 
Hi-C was performed as follows:  Cells were freshly grown in YPD medium 
to an OD600 of 1.0.  Cells were then resuspended in buffer containing 0.4 M 
sorbitol, 0.4 M KCl, 40 mM Na(H)PO4, 0.5 mM MgCl2, and 0.1 mg/mL of 
zymolyase 100-T and incubated at 30°C for 40 minutes.  Efficiency of the 
digestion of cell wall was tested by observation of lysis within 1-2 minutes.  
Spheroplasts were washed three times in a buffer containing 0.1 M MES, 1.2 M 
sorbitol, 1 mM EDTA, and 0.5 mM MgCl2 and then resuspended in the same 
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buffer.  Formaldehyde was added to a final concentration of 1% and crosslinking 
was allowed to proceed for ten minutes at room temperature.  The reaction was 
quenched by addition of glycine to a final concentration of 125 mM followed by 
incubation for 5 minutes at room temperature.  Cells were washed three times 
and resuspended in the restriction enzyme buffer.  Chromatin was solubilized by 
the addition of SDS to a final concentration of 0.1% followed by incubation for 10 
minutes at 65°C.  Triton X-100 was added to a final concentration of 1%.  The 
restriction enzyme, 3 Units of HindIII, was added and samples were incubated 
overnight at 37ºC.  After overnight digestion, dATP was added to a final end 
concentration of 33 µM followed by addition of 1 unit of Klenow to partially fill in 
restriction sites creating non-sticky overhangs.  This reaction was then incubated 
for 15 minutes at 37ºC.  The reaction was inactivated by addition of SDS to a 
final concentration of 1.6% followed by incubation at 65°C for 20 minutes.  
Chromatin was diluted for ligation to promote intramolecular ligation over 
intermolecular ligation.  Triton X-100 was added to 1% and DNA was ligated in 
the presence of a biotinylated linker for 4 hours at 16°C with T4 DNA ligase.  The 
crosslinks were reversed overnight by incubation at 65°C in the presence of 5 
microgram/ml of proteinase K.  After overnight incubation an additional 5 
microgram/ml of proteinase K was added and incubated for an additional 2 hours 
at 42°C.  DNA was purified by a series of phenol-chloroform extractions followed 
by ethanol precipitation.  The resulting Hi-C library was then treated with RNAse 
A.  
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Once the Hi-C library was generated, a PCR was performed to determine 
whether the biotinylated linker was integrated into the ligation junctions.  PCR 
was performed in a 50 µl reaction in a buffer containing 10 mM Tris-HCl pH 8.4, 
50 mM KCl, 2.25 mM MgCl2, 0.5 mM dNTPs and 0.4 µM of each primer.  The 
following PCR program gives quantitative results: 32 times: 1 minute at 95°C, 45 
seconds at 60°C, 2 minutes at 72°C.  This is followed by 1 minute at 95°C, 45 
seconds at 60°C, and 8 minutes at 72°C.  PCR products are visualized on 1.5% 
agarose gels in the presence of ethidium bromide.  Multiple primer combinations 
are used to detect the presence of the biotinylated linker in multiple ligation 
junctions. 
 
Preparation and analysis of Hi-C library by Solexa sequencing.   
 The DNA is first sonicated (Covartis) to a fragment size of 200-300 base 
pairs.  The ends are then repaired using End-it (Epicentre) kit and incubated at 
room temperature for 45 minutes. Following incubation, the DNA is purified by 
Qiagen Minielute Reaction Clean-up Kit, and dATP is added by the enzymatic 
activity of Klenow.  DNA is purified by QiaQuick Gel Extraction Kit and bound to 
streptavidin beads (Dynabeads MyOne Streptavidin C1), which will specifically 
bind to the biotin labeled internal adaptor.  While still bound to beads, Solexa 
paired end adapters were ligated and the library was amplified with 12 cycles.  
The beads were then retrieved and the PCR product was purified by SPRI beads 
(Agencourt).  
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The library is then subjected to paired-end sequencing using Solexa/ 
Illumina Genome Analyzer.  A total of 9,635,877 reads of 36-bp length were 
obtained; however, only 799,182 had both ends containing alignable reads to the 
Saccharomyces cerevisiae genome.  The aligned reads were then mapped back 
to determine whether they were located near HindIII restriction sites.  After 
alignment two-dimensional heat maps were created in which the number of reads 
between any two fragments was determined.  The maximum read was set at 5 
reads in order to not wash out potential long-range interactions. 
 
Correlation Analysis 
 The data obtained for the heatmaps was then smoothed by windowing by 
25 kb with a step size of 5 kb and determining the average number of reads at 
that particular bin.  A log ratio was then determined between the observed 
number of reads by the expected number of reads.  The expected number of 
reads is based on the assumption that most of the raw data obtained is based on 
background interactions and is therefore dependent on the distance separation 
between two sites.  The average number of reads is determined per bin size (25 
kb in this case) using the raw data.  This value is then assumed to be the 
expected number of reads at that particular bin. The Pearson correlation 
coefficient was then used to determine the correlation between any two regions 
in a datasets which is calculated by dividing the covariance of any two regions by 
the product of their standard deviations.  A red color indicates that any two 
particular regions on the heatmap are correlated while a blue color indicates that 
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any two particular regions on the heatmap are anti-correlated.  A white color 
indicates that there is no correlation between the two regions on the heatmap. 
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Results 
3C has been described in detail in Chapter II and has been published 
elsewhere (Dekker, 2003, 2006; Dekker et al., 2002; Dostie et al., 2007; Hagège 
et al., 2007; Simonis et al., 2007; Splinter et al., 2004a).  Briefly, 3C generates a 
complex library containing all ligation products in the whole genome.  In a 3C 
experiment, one must add individual primers to probe a particular ligation product 
by individual PCR primers.  Interactions are analyzed one by one, which can be 
very laborious to interrogate. In a 4C experiment, one can detect all fragments 
that are found to interact with one particular fragment of interest by use of inverse 
PCR to give the genome wide profile of a single fragment (Lomvardas et al., 
2006; Simonis et al., 2006; Würtele and Chartrand, 2006; Zhao et al., 2006).  In a 
5C experiment, one employs multiplexed ligation-mediated amplification (LMA) 
followed by either deep sequencing or microarray analysis to determine 
interaction maps for a distinct set of primers (Dostie et al., 2006).  5C is able to 
determine all interactions within a previously determined region thus probing 
many fragments versus many other fragments simultaneously.  Hi-C, on the 
other hand, has been designed to determine all interactions between all genomic 
loci throughout the whole genome.  It is a non-biased approach that does not 
require any additional preparation involving primer design, as 3C, 4C, and 5C 
experiments require.  Briefly, Hi-C makes use of a biotinylated linker that joins 
two interacting fragments. Once the ligation products are formed, the Hi-C library 
is purified and fragmented; the ligation junctions containing a biotinylated linker 
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are specifically purified from all DNA using streptavidin.  The purified DNA can 
then be sequenced by Solexa after addition of paired end adaptor sequences. 
 
Hi-C technology    
First, the protocol resembles that of 3C (depicted in Figure 4.1A).  Cells 
were freshly grown in YPD until they have reached the exponential growing 
phase.  The cell wall was digested by use of zymolyase 100-T.  The efficiency of 
the digestion was tested by observation of lysis within 1-2 minutes. The 
spheroplasts were then crosslinked by addition of formaldehyde to a final 
concentration of 1% and crosslinking was allowed to proceed for ten minutes at 
room temperature. Spheroplasts were washed three times and resuspended in 
restriction enzyme buffer.  Chromatin was solubilized by the addition of 0.1% final 
concentration of SDS and incubation for 10 minutes at 65°C.  Triton X-100 was 
added to a final concentration of 1% to sequester SDS.  The restriction enzyme, 
HindIII was added and samples were incubated overnight at 37ºC.  
Once digestion was complete, the Hi-C protocol then deviates from the 3C 
protocol (Figure 4.1A).  After overnight digestion, dATP was added to a final end 
concentration of 33 µM followed by addition of 1 unit of Klenow to partially fill in 
restriction sites and thus create non-complementary sticky overhangs.  In this 
way, unlike a 3C template, the two interacting fragments can no longer be ligated 
to each other, as their ends are no longer compatible with each other (Figure 
4.1B).  This reaction was then incubated for 15 minutes at 37ºC.  The reaction  
  
169 
Figure 4.1: Comparison of 3C and Hi-C technologies. A.  Depicted is the 
schematic for 3C where yeast cells are crosslinked by formaldehyde, digested, 
and ligated in a dilute DNA concentration.  The crosslinks are then reversed and 
the DNA is purified and interacting fragments can be determined by locus 
specific primers (indicated by a small arrow).  Hi-C begins by crosslinking and 
digesting with HindIII.  A ligation is performed in the presence of a biotinylated 
linker (biotin is depicted as a maroon ball), the crosslinks are reversed, and the 
DNA is purified.  A separate fragmentation is then performed and specific ligation 
junctions are purified by use of biotin and the Solexa adapters (green) are 
ligated.  This product can then be amplified for sequencing.  B.  HindIII digestion 
results in compatible overhangs shown in blue.  In Hi-C the overhangs are made 
non-compatible by addition of dATP shown in red.  The ends are no longer 
compatible with each other but compatible with a biotinylated linker (shown in 
black) that is ligated on either end to a fragment of the yeast genome.  
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was inactivated by addition of SDS followed by incubation at 65°C for 20 
minutes.   
Chromatin was then diluted for ligation to promote intramolecular ligation 
over intermolecular ligation.  The chromatin was ligated in the presence of a  
biotinylated linker for 4 hours at 16°C with T4 DNA ligase.  The biotinylated linker 
was made by phosphorylating and annealing the following two oligos: 5’ 
GCTGCATGA/iBiodT/GTACTAG 3’ and 5’ GCTCTAGTACATCATGC  3’ (see 
Figure 4.1B for depiction of linker). The oligo mix is then analyzed on an agarose 
gel to determine whether the two oligos have annealed by a shift in molecular 
weight. 
By making use of the biotinylated linker the interacting fragments can be 
‘linked’ together by ligating in between two fragments.  Because, the ends of the 
interacting fragments have been filled in with dATP they are no longer compatible 
with each other.  Therefore, theoretically the only ligation product that can be 
formed will be two interacting fragments joined by the biotinylated linker (Figure 
4.1B).  In this way, interacting fragments can then be purified using streptavidin 
by means of the biotin labeled linker.  The crosslinks were reversed and the DNA 
was purified by a series of phenol-chloroform extractions followed by ethanol 
precipitation.  
 
Analysis of Hi-C library by PCR 
 Once the two Hi-C yeast libraries were generated, PCR was performed to 
determine whether the biotinylated linker was integrated into the PCR product.  
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The primers were designed in a manner similar to that described in Chapter II 
(see Table 4.1 for list of primers).  In short, primers were designed for two 
interacting pairs.  Primer pair 1 probes for an interaction 1.2 kb apart, while 
primer pair 2 probes for an interaction that is 6 kb apart. Primers were designed  
unidirectionally and ~80-150 base pairs 5’ of the HindIII cut site.  For a typical 3C 
experiment head-to-head ligation of the restriction fragments could be amplified 
resulting in a PCR product that was 189 base pairs long for primer pair 1 and 252 
base pairs long for primer pair 2 (Figure 4.2).  If a linker was ligated between two 
interacting fragments there should be a shift in the molecular weight by 22 base 
pairs thereby increasing the PCR product to 211 bp long (primer pair 1) and 274 
base pairs long (primer pair 2).   As shown in Figure 4.2, this is exactly what we 
observe.  There is a shift in molecular weight showing incorporation of the 
biotinylated linker between two interacting fragments.  The majority of the signal 
comes from Hi-C product containing one biotinylated linker.  Relative 
percentages of Hi-C yeast library 1 shows that the 3C product comprises ~35% 
of the library while Hi-C product comprises ~65% of the library.  Therefore, we 
are able to specifically link two interacting fragments by means of a biotinylated 
linker.  Interestingly, the gels shown in Figure 4.2 also show multimerization of 
the linkers beyond 211 and 274 base pairs for primer pair 1 and primer pair 2, 
respectively.  Sanger sequencing has confirmed that this results from an addition 
of a dATP followed by ligation of one or more linkers (data not shown).  
 
Hi-C template preparation for sequencing 
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Table 4.1: List of primers used in this study.  List of primers used in this 
study.  
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Figure 4.2:  PCR to detect linkers in Hi-C libraries.  PCR can be performed to 
detect the presence of the linker in the Hi-C libraries. Shown are two Hi-C yeast 
libraries in which PCR is performed using two different PCR primer pairs.  PCR 1 
is 1.2 kilobases apart and yields a product that is 189 base pairs long while PCR 
2 is 6 kilobases apart and yields a product that is 252 base pairs long. However, 
when there is a linker ligated between two interacting fragments there was a shift 
in the molecular weight by 22 base pairs thereby increasing the PCR product to 
211 bp long (PCR 1) and 274 base pairs long (PCR 2).  Multimerization of the 
linkers also occurs which is seen as shifts beyond 211 and 274 base pairs.  The 
sequences for each junction are shown for each scenario. 
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Once the insertion of the linker at ligation sites had been validated by PCR, the 
samples were then prepared for Solexa sequencing. The DNA was sonicated to 
a fragment size of 200-300 base pairs, the ends were repaired, and dATP was 
added by Klenow. The DNA was purified using streptavidin beads, which will 
specifically bind to the biotin labeled internal adaptor thus removing the ligation 
junctions from any side products, which may have resulted during the library 
construction. While still bound to beads, Solexa paired end adapters were ligated 
and the library was amplified with 12 cycles.  Following PCR amplification, the 
streptavidin beads were recovered and the PCR products were purified by SPRI 
beads.    
 
Hi-C sequencing by Solexa/Illumina Genome Analyzer 
Hi-C yeast library 1 was then subjected to paired-end sequencing using 
Solexa/Illumina Genome Analyzer which makes use of bridge PCR to create 
DNA ‘colonies’ that are used for sequencing templates (Adessi et al., 2000; 
Fedurco et al., 2006; Turcatti et al., 2008).  A total of 9,635,877 reads of 36-bp 
length were obtained; however, only 799,182 had both ends containing alignable 
reads to the Saccharomyces cerevisiae genome (see below and Figure 4.3). The 
data obtained for all 16 chromosomes in yeast is presented as two-dimensional 
heatmaps in Figure 4.4.   The heatmaps portray the amount of reads that are 
acquired between any given two fragments for all HindIII sites along the length of 
a chromosome.  This data represents intrachromosomal interactions for the 
entire yeast genome.  As expected, a strong diagonal is observed.  This indicates  
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Figure 4.3:  Alignment of reads.  Plotted is the number of reads for the total 
reads, read 1 alignment, read 2 alignment, and reads where both end align. Out 
of the 9,635,877 reads, 799,182 contain reads where both ends align. There are 
3,556,674 reads where the first read aligns uniquely to the yeast genome, and 
2,491,560 reads where the second read aligns uniquely to the yeast genome 
(gray), while 4,182,776 and 3,241,189 of the first and second read, respectively, 
align to the linker (blue).   
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Mitochondrial DNA 
 
Figure 4.4:  Heat maps of the yeast genome.  Shown are two-dimensional 
heatmaps for all 16 chromosomes and the mitochondrial DNA of the yeast 
genome. 9,635,877 reads of 36-bp length were obtained while 799,182 were of 
usable reads.  Plotted are the amounts of reads between any given HindIII 
fragments on a particular chromosome.  Dimensions of heatmaps are based on 
chromosomal size.  
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that neighboring fragments are interacting very frequently as one would expect 
for fragments separated by a small distance.  In addition, fragments located very 
far apart are not interacting as frequently.  Any signal that is found off the 
diagonal is indicative of a long- range interaction.  The off diagonal interactions 
portrayed in the heatmaps represent very few reads; therefore, to gain 
confidence in long-range interactions deeper sequencing needs to be performed.  
The same is observed for interchromosomal interactions (data not shown).  
Although detected, the interactions between chromosomes represent very few 
reads.  Therefore, deeper sequencing needs to be performed to gain confidence 
in long-range interaction both in cis and in trans.  In addition to being mapped 
back to the genome, the reads for all chromosomes were mapped back to HindIII 
sites to be sure that the sequences obtained are true Hi-C products.  Figure 4.5 
presents data for a 2µ plasmid control which shows that the position of the reads 
are located close to HindIII sites. The data presented above show that the Hi-C 
technology is efficient and is able to depict interaction frequency heatmaps for 
the entire yeast genome. 
 
Correlation analysis 
 To determine whether different chromosomal regions display similar 
interaction profiles, the correlation between the interaction profiles was 
determined. The above data was first smoothed by determining the average 
number of reads for every 25 kb window with a step size of 5 kb. The log ratio of 
the observed number of reads divided by the expected number of reads  
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Figure 4.5:  Reads mappable to HindIII sites.  Plotted is the amount of reads 
and their position along the length of a 2µ plasmid.  The dark red dots indicate 
HindIII sites and the red lines indicate the amount of reads.  The two dimensional 
heat-map of the plasmid is shown in the left hand corner of the graph.  
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was determined for each bin and the regions were then correlated using Pearson 
correlation coefficient, as described above.  A positive (red) correlation indicates 
that two particular regions are behaving in similar ways in regards to their 
interacting partners while a negative (blue) correlation indicates that two  
particular regions are not behaving in similar ways.  Further, a white color 
indicates that there is no correlation between the two regions.  Correlation 
analysis for three chromosomes, chromosome III, chromosome VI, and 
chromosome XI are shown in Figure 4.6.  The results show that chromatin 
regions that are non-continuous in the genome can display similar interaction 
patterns, suggesting that they are most likely close to each other in three-
dimensional space and thus forming clusters.  Further, all three chromosomes 
depict a patchwork pattern with blocks of correlated and anti-correlated regions 
which has also been observed for human long-range interaction maps (data not 
shown).  In order to gain insight into the biological significance of these patterns, 
more reads need to be obtained to give higher confidence to the correlation 
maps.  It would be interesting to then compare these types of analyses to 
epigenetic patterns, such as gene expression data and histone modifications to 
determine the biological significance of such clustering patterns.  Although not 
much conclusions can be drawn from these particular datasets due to their 
incompleteness, this method of visualizing data serves as a good tool to easily 
compare regions on a particular heatmap, whether these interactions be intra- or 
inter-chromosomal interactions.  
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             Chr3                Chr6               Chr11 
Figure 4.6:  Correlation Analysis.  The datasets for chromosomes 3, 6, and 11 
have been smoothed by binning the data by 25 kb with a step size of 5 kb.  The 
log ratio of the observed number of reads by the expected number of reads was 
calculated and the Pearson correlation coefficient was determined and plotted 
above.  Blue indicates a negative correlation while red indicates a positive 
correlation thereby indicating which regions of the chromosome behave similarly.  
White indicates no correlation. 
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Analysis of reads 
The Hi-C technology described above generates data for all 16 
chromosomes in yeast and is the first ‘C’ technology that is able to generate data 
for a whole genome.  Although this technique proves to be exceptionally powerful  
there are some flaws with the protocol presented.  As mentioned above, a total of 
9,635,877 reads were obtained.  Out of the total reads only 799,182 were 
alignable on both ends of the paired-end sequencing (see Figure 4.3).  Of the 
799,182 reads, 82% were self loops, where one read comes from the 5' end of a 
HindIII fragment, and the other read comes from the 3' end of the same fragment, 
usually several kb downstream (Figure 4.7).  If a fragment is crosslinked to one 
other fragment, one would expect that the percentage of self-loops would equal 
33% as every end from one fragment has an equal chance of ligating to the other 
end of the same fragment as it has of ligating to the two ends of the other 
fragment.  The high percentage of self-loops might indicate that the chromatin 
was not crosslinked well and may be an area for optimization (see discussion).  
Of the remaining reads, 14% were neighboring HindIII fragments, 2% were from 
fragments two restriction sites apart, .5% were from fragments 3 sites apart, .1% 
were from fragments 4 sites apart, and .05% were from fragments 5 sites apart.  
The remaining percentage, 1.35%, may represent longer-range interactions, 
noise, or interchromosomal interactions. The amount of interchromosomal reads 
although detected were very low.  In order to confirm specific interchromosomal 
interactions, the sequencing needs to be much deeper. 
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Figure 4.7:  Fraction of reads and their distance apart in terms of HindIII 
fragments.  Plotted is the fraction of reads versus distance as a measure of 
HindIII fragments.  Zero fragments apart are self-loops and comprise 82% of the 
reads. Of the remaining reads, 14% were neighboring HindIII fragments, 2% 
were from fragments two sites apart, .5% were from fragments 3 sites apart, .1% 
were from fragments 4 sites apart, and .05% were from fragments 5 sites apart. 
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Out of the 9,635,877 reads, 799,182 contain reads where both ends align 
(Figure 4.3).  There are 3,556,674 reads where the first read aligns uniquely to 
the yeast genome, and 2,491,560 reads where the second read aligns uniquely 
to the yeast genome.  Interestingly 4,182,776 and 3,241,189 of the first and 
second read, respectively, align to the linker (Figure 4.3). Therefore, there  
appears to be an issue with dangling or multimerization of linkers in which one 
end or both ends of the linker do not ligate to another fragment from the yeast 
genome but ligates to nothing or another linker (see discussion).  This is a major 
issue as it is drastically reducing the amount of usable reads.  A new method to 
bring together two interacting fragments without the use of a linker is presented 
in the discussion. 
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Discussion 
The protocol presented above is a valuable technique to map interactions 
between all genomic sites between all chromosomes throughout the genome. 
We have created a yeast Hi-C library by marking the junctions of ligation 
products by addition of a biotinylated linker.  The DNA is sheared by sonication 
and biotin can then be captured by streptavidin. Paired end adaptors can be 
added to ends of the fragments and amplified for sequencing by Solexa.  Initial 
results from the protocol described above look very promising.  We are able to 
detect incorporation of the linker, we are able to specifically purify ligation 
junctions, the reads map back to HindIII restriction sites and we generate 16 
diagonals for all chromosomes in the yeast genome.  By creating correlation 
maps we also show that chromatin regions that are non-continuous in the 
genome can display similar interaction patterns, suggesting that they are most 
likely close to each other in 3-dimensional space and thus forming clusters.  
However, we need to generate better coverage and the protocol is not yet very 
efficient in yielding informative results.  Methods to gain better coverage will be 
covered in this discussion.  A method to correct for these issues is also 
presented below and depicted in Figure 4.8.    
 
High percentage of self-loops 
 As shown in Figure 4.7, there is a high percentage of self-loops.  Of the 
799,182 reads where both ends were alignable to the genome, 82% were 
determined to be self-loops.  Self-loops are defined as when one read comes  
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Figure 4.8:  Schematic representation of improved Hi-C technology.  A.  
Portrayed is a new depiction of the improved Hi-C technology.  Cells are 
crosslinked by addition of more formaldehyde or longer incubation time, the cells 
are digested, and blunt end ligated.  The junctions are marked with biotin 
(maroon circle).  The crosslinks are reversed and the DNA is purified.  A 
sonication step then takes place and the ligation junctions are purified by use of 
biotin and Solexa adapters are ligated. This product can then be amplified for 
Solexa sequencing. B.  HindIII digestion results in compatible overhangs (blue).  
dNTPs (black)  are added in the presence of Klenow however one dCTP 
(maroon) is labeled with biotin.  The ends are filled in and blunt ends are created.  
A blunt end ligation is the performed and a Hi-C product is created with the 
junctions marked with biotin.  
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from the 5' end of a HindIII fragment, and the other read comes from the 3' end of 
the same fragment. Theoretically, one would expect that the percentage of self-
loops would equal 33% as one fragment has an equal change of ligating to itself,  
or to two other fragments on either end (see above).  Therefore, there is a 2.5 
fold increase in the expected amount of self-loops.  The most logical explanation 
for why there might be an increase in self-loops is that the chromatin was not 
crosslinked efficiently.  Thus, after the digestion occurs it is more likely that a 
piece of chromatin will ligate with itself as it is not efficiently crosslinked to other 
pieces of chromatin.   
In the protocol described above, formaldehyde was added to 1% and 
allowed to incubate at room temperature for 10 minutes. The problem with self-
loops will most likely be solved by increasing the amount of formaldehyde that is 
added or alternatively by increasing the incubation time with which the 
crosslinking reaction is allowed to proceed.  Increasing the crosslinking will 
increase the chance with which an end of chromatin will ligate to another end 
other than its own.  Increasing the crosslinking of the chromatin may also directly  
affect the efficiency with which the chromatin is digested.  Therefore, when 
determining the amount of formaldehyde to use in Hi-C, the amount of self loops 
should decrease as compared to the current crosslinking conditions while not 
affecting the cutting efficiency, usually 80% (Dekker, 2007; Gheldof et al., 2006).  
  
Dangling linkers 
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In addition to self-loops, another issue that is present in many of the reads 
is the presence of dangling and multimerization of the linkers.  This may occur 
because the ends of the linkers get filled with dATP by either residual enzymatic 
activity of Klenow.  When this occurs the linker ends are compatible with other 
linker ends, but not with the previously filled in ends from the yeast genome. 
Therefore, there are three situations that may arise.   In one case, the linkers are 
not filled in by residual enzymatic activity, which will allow the formation of a Hi-C 
product by ligation with two fragments from the yeast genome.  Second, some 
linkers can be partially filled in on one end, which will cause a dangling end in 
which one end of the linker is ligated to a fragment from the yeast genome while 
the other end is not.  Lastly, some linkers are filled in on both sides, which may 
cause multimers of the linker to form.    
Figure 4.3 presents data analyzing the number and quality of the 
sequencing reads.  A total of 9,635,877 reads were obtained, while only 799,182 
sequences contain reads where both ends align to the genome.  There are 3.5 
million reads where the first read aligns and 2.5 million reads where the second 
read aligns to the genome.  A total of 4.2 million sequences of the first read and 
3.2 million sequences of the second read align to the linker.  This is a major issue 
as it drastically reducing the amount of usable reads.  The gels presented in 
Figure 4.2 already indicate that there may be an issue with the linkers.  PCR 
experiments would not directly exhibit a problem with dangling linkers; however, 
the 3C signal for both primer pair 1 and 2 is much higher than the signal obtained 
for the Hi-C templates generated. In addition to the descriptions above, there 
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may also be a situation present where DNA ends are not filled with dATP prior to 
ligation of the biotinylated linker resulting in dangling DNA ends.  Thus, many 
DNA ends have not been ligated to each other nor are joined together via a linker 
creating dangling ends.  Therefore, it appears that many of the products 
generated were not true Hi-C products where two interacting fragments are 
ligated together via a biotinylated linker.  
One method to correct for the issue of dangling linkers is to create a 
protocol where a linker is not present (Figure 4.8B).  First, the chromatin can be 
digested as previously done, in the presence of HindIII thus creating compatible 
overhangs.  In the linker protocol, dATP is added in the presence of Klenow to 
add an adenine onto the cut ends thus making them non-compatible and 
available for ligation to the biotinylated linker.  In an alternative method shown in 
Figure 4.8, all dNTPs are added in the presence of Klenow with one dNTP being 
labeled with biotin.  In the instance of Figure 4.8, dCTP is labeled with biotin.  
The compatible ends will be filled in thus creating blunt ends.  A blunt end ligation 
can then be performed.  Because blunt end ligation does not occur as readily and 
efficiently as compatible end ligation, the amount of T4 DNA ligase should also 
be increased.  The end result is similar to the linker protocol, a ligation junction is 
marked with biotin and thus can be purified with streptavidin to purify these 
junctions for all other side products which may have been formed during Hi-C 
library construction.   
Although the dangling linker issue would be corrected for by the 
suggested protocol, an additional problem remains.  Dangling ends can still 
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occur.  Dangling ends can occur when the ends of a HindIII fragment have been 
filled in by dNTPs with one dNTP being biotinylated.  This will create a blunt end; 
however, in some cases the end will not become ligated to another fragment 
from the yeast genome.  One way to solve for this problem is to exonuclease 
treat.  The labeled biotin is always located at the 3’ end of the junction.  
Therefore, 3’ to 5’ exonuclease activity can be used to remove the biotin.  Now 
the dangling ends do not contain any biotin and will not be purified by the 
streptavidin beads in the purification step.  
 
Future Perspectives 
 Hi-C can prove to be an extremely non-biased powerful technique; 
however, some of the details of the protocol need to be improved as outlined 
above.  Once improved some interesting experiments can then be pursued.  The 
experiments outlined above determine the interaction frequencies for the entire 
yeast genome.  Once more reads have been obtained and the self-loops and 
linker problems have been solved, genome-wide interaction and correlation maps 
of Saccharomyces cerevisiae can be determined.  Ideally, Hi-C can determine 
the exact orientation and location of each chromosome relative to each other for 
the whole genome.  Once this is determined, it would be extremely interesting to 
determine how the orientation of the nucleus changes throughout the cell cycle.  
Furthermore, various mutants can be tested to determine how certain genes may 
affect the configuration of chromosomes.  Hi-C can also be adapted for use in 
various model systems, as well.  
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CHAPTER V 
FUTURE PERSPECTIVES 
 
This thesis studies the relationship between direct physical contact of 
genomic loci and how this interaction may play a role in gene regulation.  
Examples of long-range chromosomal interactions have been obtained in many 
organisms, suggesting that gene regulation through direct physical association 
with regulatory elements and/or other genes is a common and conserved 
phenomenon.  This thesis describes Chromosome Conformation Capture (3C), a 
powerful technique which allows for such analysis of long-range chromosomal 
interactions and identifications of novel interactions found in Saccharomyces 
cerevisiae.  Also presented is the next generation of 3C- based technologies, Hi-
C, an un-biased approach in determining genome-wide chromosomal 
organization.   
 
Analysis of heterochromatic clusters 
The research described in this thesis focuses on understanding the 
mechanisms of clustering of heterochromatic regions.  Heterochromatic regions 
are found clustered in silenced nuclear compartments.  Examples include 
clustering of centromeres in both Drosophila melanogaster and Arabidopsis 
thaliana where heterochromatic clustering forms a single “chromocenter” and in 
mammalian cells where centromeres cluster together (Fransz et al., 2002; Haaf 
and Schmid, 1991; Hilliker and Appels, 1989).  In the yeast Saccharomyces 
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cerevisiae, heterochromatin is found at and near the 32 telomeres, and at the two 
silent mating type loci, HML and HMR, located near the left and right telomere of 
chromosome III, respectively (Loo and Rine, 1995; Rusche et al., 2003).  This 
thesis describes an interaction between the two HM-loci and the telomeres of 
chromosome III, which form a silent compartment. This interaction can occur at 
the nuclear periphery and at the interior of the nucleus and is not dependent 
upon attachment to the nuclear periphery.  Further, this interaction has also been 
found to be dependent upon known silencing proteins, such as the silent 
information regulator (Sir) proteins and Esc2p.  In addition, appropriate 
nucleosome assembly plays a role as mutations in proteins that affect this 
process result in the loss of HM-interactions.  Silencing proteins are required for 
clustering, but complete loss of clustering in asf1 and esc2 mutants had only 
minor effects on silencing.  Our results indicate that formation of heterochromatic 
clusters depends on correctly assembled heterochromatin at the silent loci. We 
also identify an Asf1p, Esc2p, and Sir1p dependent step in heterochromatin 
formation that is not essential for gene silencing but is required for long-range 
interactions perhaps by creating a high concentration of silencing factors allowing 
for clustering. 
  Thus, this thesis begins to unravel the question of how 
compartmentalization is established and maintained which has been unanswered 
until now.  Here we asked, is clustering of loci driven by association of individual 
loci to a common sub-nuclear structure, e.g. sites on the nuclear envelope, or is 
clustering an intrinsic property of heterochromatin that depends on local 
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assembly of silencing complexes at these loci?  We find that this clustering is not 
dependent upon association to the nuclear periphery.  Rather, it appears to be an 
intrinsic property of heterochromatin that depends on proper nucleosome 
assembly and the assembly of silencing complexes at these loci.  Answers to this 
question can have important implications for our understanding of causal 
relationships between nuclear organization and gene regulation. 
These heterochromatic clusters are of particular importance and are a 
conserved aspect of nuclear organization. Once such heterochromatic clusters 
are formed, a high local concentration of silencing proteins is available for 
resident loci only.  These create silent compartments and the remainder of the 
nucleus is devoid of silencing factors and thereby precluded from inadvertently 
gaining access to heterochromatin proteins.  Consistent with this model, a recent 
study showed that loss of heterochromatic clustering resulted in inappropriate 
Sir-mediated ectopic repression of genes throughout the genome (Taddei et al., 
2009). 
 
Additional questions remaining in Saccharomyces cerevisiae 
A question which remains to be answered is how yeast cells recognize 
which of the appropriate silent mating type loci to recombine with during the 
process of mating type switching.  Mating type switching exhibits donor 
preference as MATa cells preferentially use HML as its donor while MATα cells 
preferentially use HMR as its donor, which has shown to be dependent upon the 
RE (Klar et al., 1982; Strathern and Herskowitz, 1979; Wu and Haber, 1996). 
  
193 
Current hypotheses exist which suggest that the left arm is somehow 
sequestered away from the rest of the chromosome, which makes it unavailable 
for recombination in MATα cells (Bressan et al., 2004; Haber, 1998).  
Initial studies described in Appendix I of this thesis, begin to dissect how 
the RE might exert its function.  We make use of 3C and determine interactions 
between the HM- loci and the mating type locus with other sites along 
chromosome III in strains with and without the RE.  Although, the HM interaction 
is present in strains without the RE similar to that observed in wild-type (Chapter 
III), this interaction appears to be stronger than wild-type and even stronger than 
interactions observed between neighboring fragments.  Further, when 
interactions between the mating type locus and other sites along the 
chromosome were analyzed, we observe that the mating type locus no longer 
interacts with HML in MATa cells in RE mutants as it does in wild-type strains 
suggesting differences in chromosome III when the RE is or is not present.  
Datasets examining the interaction in MATα are yet to be determined. In these 
initial studies, we also examine interactions between yeast chromosome III and 
the rDNA locus, which located on chromosome XII and is also silenced by the Sir 
proteins, specifically Sir2p (Smith and Boeke, 1997).  Interestingly, we detected 
mating type specific interactions between the two chromosomes although the 
significance of these interactions is not understood. 
As in a single 3C reaction, only one interaction can be determined, it 
would be beneficial to perform a high-throughput experiment to analyze these 
questions further. For example, a 5C experiment could look for differences in the 
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spatial organization between the left and right arm of chromosome III in a way 
that might have been missed by performing the 3C experiments described 
above.  Once the spatial organization of these regions is determined, the 
experiments could be repeated in RE mutants to look for differences between 
wild-type and mutant strains.  Further, various mutants that are known to affect 
mating type switching, such as yKu80, could also be analyzed (Ruan C, 2005).  
Likewise, Hi-C can examine differences in the spatial conformation of the whole 
genome in strains with or without the RE.  Ideally, the above experiments could 
shed light on the mechanism by which yeast cells recognize their donor.  
 
A systems approach to study networks of genomic interactions 
The findings presented in Chapter III along with other studies such as 
those investigating long-range interactions between genes and their regulatory 
elements provide important answers to long-standing questions regarding both 
long-range control of genes and aspects of nuclear organization.  However, 
these new insights also raise many new questions.  How do enhancers find their 
target genes in the context of the crowded nucleus?  How do these interactions 
result in changes in gene expression?  What determines the specificity of long-
range interactions? What protein complexes are involved?  What is the role of 
the apparently less specific associations between heterochromatic regions or 
between expressed genes?  To what extent do these interactions simply reflect 
self-organizing aspects of nuclear organization in which regions with similar 
epigenetic states associate with each other?   
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In order to begin to answer these questions new experimental approaches 
are needed.  In particular, better experimental model systems are needed that 
allow experimental manipulation of looping interactions so that the biochemical 
mechanisms by which long-range interactions mediate gene regulation can be 
directly probed.  Three-dimensional imaging of living cells will be crucial to link 
movement of loci and their associations to gene control.   
In addition to these more traditional approaches, we propose that a 
systems or network analysis approach will add valuable insights into the logic of 
long-range gene regulation.  We believe the genome can be represented as a 
physical network of interacting elements (Dekker, 2006, 2008a) and that mapping 
and analysis of these networks will provide novel insights into the logic of long-
range gene regulation.  For instance, comprehensive analysis of chromosomal 
interactions may reveal whether regulatory elements tend to regulate one or 
more genes, whether regulatory hubs are present (i.e. elements controlling large 
sets of genes, or genes receiving regulatory input from large sets of elements), 
whether there are differences in these connections for different classes of genes, 
and how these interactions change during development (Figure 5.1).  One way to 
represent the intricate web of three-dimensional interactions that occur in cells is 
in the form of the widely used two-dimensional network diagrams of nodes and 
edges.  Such network models have proven to be very helpful to visualize, share 
and analyze these complex data sets. 
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Figure 5.1: Network analysis of chromosomal interactions in the TH2 locus.  
Top panel:  depicted is a linear organization of TH2 locus.  Arrows indicate long-
range interactions between genes and elements detected in naïve T-cells.  Lower 
panel:  long-range interactions can be conveniently presented as a network of 
interacting nodes. 
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   Global analysis of the logic of long-range gene regulation by mapping the 
architecture of the network of chromosomal interactions may well be feasible with 
the advent of several newly developed high-throughput 3C-based technologies. 
These new methods allow comprehensive determination of the composition of 
3C libraries, which is not possible by PCR.  The 4C technologies (3C-on-Chip or 
Circular 3C) can be used to identify all genomic regions that interact with a given 
gene or element of interest (Lomvardas et al., 2006; Simonis et al., 2006; 
Würtele and Chartrand, 2006; Zhao et al., 2006).  4C employs inverse PCR to 
amplify all DNA fragments that have become ligated to a genomic element of 
interest.  The 5C technology (3C-Carbon Copy) is different from 4C in that it 
employs highly multiplexed ligation mediated amplification to detect up to millions 
of unique ligation products present in a 3C library.  In contrast to 4C, 5C is not 
anchored on a single genomic element of interest, but can be used to determine 
all interactions between two large sets of genomic elements, e.g. between a set 
of enhancers and a set of putative target genes (Dostie et al., 2006). 
Initial datasets obtained by 4C and 5C illustrate the power of these 
approaches.  For instance, Zhao et al. who developed the “Circular-3C” variant, 
found that imprinted loci display a tendency to interact with each other (Zhao et 
al., 2006).  Another example is provided by application of the “3C-on Chip”-
variant to analysis of the beta-globin locus (Simonis et al., 2006).  Using 4C, 
interactions between the restriction fragment containing hypersensitive site 2 
within the LCR and the remainder of the genome were determined.  The majority 
of interactions with the locus were with sequences on the same chromosome 
  
198 
regardless of whether the locus was active or inactive.  Interestingly, it was found 
that the locus associated with 66 clusters on chromosome 7 when the locus is 
active and only 45 in brain when the locus is inactive.  When analyzed further, it 
was found that in its active state the locus interacts with actively transcribed 
genes, such Uros, Eraf, and Kcnq1.  In contrast, when the beta-globin locus was 
inactive, it interacted preferentially with other non-transcribed loci.   Finally, 5C 
has been applied to further study the human beta-globin locus.  5C analysis not 
only confirmed interactions that had previously been detected by 3C between the 
LCR and the gamma-globin gene and the 3’ HS1 but has also discovered a new 
chromatin looping interaction, between the LCR and a beta-globin pseudogene, a 
region that has been implicated in developmental control of the locus (Dostie et 
al., 2006). 
The newest 3C-based technology, Hi-C, proves to be exceptionally 
powerful by having a non-biased approach to detecting ligation products 
throughout the genome as described in Chapter IV of this thesis. With a Hi-C 
experiment there is no need for any a priori knowledge of the locus of interest 
beforehand.  All of the 3C technologies published to date, 3C, 4C, and 5C require 
primer and readout design to probe the region of interest, which requires careful 
planning. However, Hi-C by conjugating ligation junction with biotin allows for a 
non-biased approach and all restriction fragments can be mapped in relation to 
each other.  Although, the technique has not been fully optimized yet, it proves to 
be extremely powerful as two-dimensional heatmaps and of all 16 chromosomes 
have been determined.  One interesting avenue to be studied is the organization 
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of all chromosomes in the yeast nucleus and how the location of chromosomes 
and chromosomal regions might change during the cell cycle or in various 
mutants of interest.  In addition to the yeast nucleus, the human nucleus can also 
be mapped by Hi-C and from here experiments involving various cell lines and 
types can be executed. 
 
Complementary strategies 
Although 3C-based technologies are powerful, they only provide static and 
population-averaged insights into the spatial conformations of chromosomes.  
For these reasons, it would be very beneficial to also develop alternative and 
complementary strategies, particularly using single-cell and time-resolved 
imaging, to explore genome organization.  For example, recent work performed 
in the Fraser laboratory combines RNA and DNA FISH with 3C.  They find that 
actively transcribed genes are colocalized in regions enriched for RNAP II 
(transcription factories).  Further, this data was confirmed by 3C (Osborne et al., 
2004).  Also, Chapter III of this thesis describes the analysis of HM interactions, 
which is one of the only studies which contains such an exhaustive comparison 
of 3C and microscopy data.  Using 3D-microscopy we show that this specific 
interaction can occur at the nuclear periphery or away from the nuclear 
periphery.  In addition, another recently developed imaging platform, three-
dimensional structured illumination microscopy (3D-SIM), promises to greatly 
contribute to studies of genome organization at the single cell level (Schermelleh 
et al., 2008).  Information obtained from all these experimental approaches can 
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be integrated to provide a coherent view of the structural and functional 
organization of chromosomes.   
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APPENDIX I 
ANALYZING RECOMBINATION ENHANCER-DEPENDENT INTERACTIONS 
 
Abstract 
 There are multiple regions in Saccharomyces cerevisiae that are silenced; 
the telomeres, the HM loci found on either end of chromosome III, and the rRNA 
encoding DNA (rDNA) locus, found on chromosome XII.  Interestingly, all regions 
share common proteins that are responsible for their silencing, such as the silent 
information regulator (Sir) proteins.  A novel interaction has been identified 
between the HM loci, HMR and HML.  These elements are known to play a role 
in the process of mating type switching, in which yeast cells can switch mating 
type once every cell cycle.  This process has also been shown to exhibit donor 
preference as MATa cells preferentially use HML as its donor while MATα cells 
preferentially use HMR as its donor.  This donor preference is determined by an 
element located on the left arm of chromosome III termed the recombination 
enhancer (RE).  This appendix explores the role of the RE in long-range 
chromosomal interactions on chromosome III and analyzes interactions between 
chromosome III and chromosome XII.  We find that there are RE dependent 
interactions between the mating type locus and HML.  In addition, there appears 
to be mating type dependent trans interactions involving the rDNA with sites on 
chromosome III including the RE.  
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Introduction 
The mating type of Saccharomyces cerevisiae is determined by alleles 
located on chromosome III.  Yeast cells can be one of two mating types, MATa or 
MATα. Yeast cells have the ability to switch mating type once every cell cycle by 
homologous recombination.  This phenomenon is initiated by the endonuclease 
HO, which creates a double stranded DNA break at the mating type locus.  This 
break is repaired by a gene conversion event between the MAT locus and one of 
two regions of silent mating type information, HML or HMR (Haber, 1998). 
Which silent donor a particular yeast cell chooses to recombine with 
depends on its mating type.  MATα cells preferentially use HMRa as a donor 
while MATa cells preferentially use HMLα as a donor, resulting in the switch of 
mating type (Klar et al., 1982; Strathern and Herskowitz, 1979).  This donor 
preference observed between cell types is independent of sequence and a cell 
will choose its corresponding loci regardless of which information is present.  
 Donor preference was found to be mediated by a cis-acting element 
located approximately 29 kilobases from the left end of chromosome III, called 
the recombination enhancer (RE).  The RE is able to activate recombination 
along the entire length of the left arm of chromosome III.  Deletion of the RE in 
MATa cells results in the decrease of using HML as a donor from 85-90% to 
10%, but deletion of this element does not affect MATα’s ability to use HMR as a 
donor (Wu and Haber, 1996). 
The RE binds important factors responsible for the activation of 
recombination on the left arm in MATa cells.  The RE contains binding sites for 
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both the transcriptional activator Mcm1p and for a mating type specific 
transcriptional repressor, Matα2p, termed the Matα2p-Mcm1p Operator (Smith 
and Johnson, 1994).  These two proteins play key roles in donor preference in 
yeast cells.  A working model proposes that in MATa cells, Mcm1p binds to the 
RE thereby activating the left arm for recombination.  In MATα cells, α2 
represses Mcm1p which is bound to the RE inactivating the left arm.  Mutation of 
either Mcm1p or the binding sites for Mcm1p or Matα2p have been found to 
disrupt donor preference (Szeto et al., 1997; Wu et al., 1998).  It has also been 
shown that forkhead proteins regulate donor preference by the discovery of a 13 
base pair consensus binding site for the forkhead family of transcription factors in 
the RE.  Upon deletion of Fkh1p or by mutation of its binding site, donor 
preference in MATa cells is significantly reduced (Sun et al., 2002). 
In addition to the silent mating type loci and the telomeres, the rRNA 
encoding DNA (rDNA), located on chromosome XII, is another silenced region in 
the yeast genome.  These genes are present in 100 to 200 tandem copies (Petes 
and Botstein, 1977).  Studies have shown that reporter genes are expressed at a 
lower level when inserted into these repeats compared to when are at their 
normal chromosomal location (Bryk et al., 1997; Smith and Boeke, 1997).  The 
rDNA also shares silencing proteins with the silent mating type loci and the 
telomeres.  Sir2p has been shown to play a role in the silencing of the rDNA 
locus (Smith and Boeke, 1997).   
This appendix begins to analyze the role of the recombination enhancer in 
modulating chromatin conformation.  Previously, we have shown that the HM loci 
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engage in long-range interactions.  In this appendix, we determine that the RE 
does not appear to be playing a role in this interaction.  We discover 
recombination enhancer dependent interactions between the mating type locus 
and the silent mating type loci.  Further, we also discover mating type differences 
in trans interactions between the rDNA and sites along chromosome III.  Lastly, 
we present future directions on determining the role of the enhancer in long-
range interactions. 
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Materials and Methods 
Yeast Strains Construction and Growth  
To generate the recombination enhancer mutant (RE∆), the sequence 
29017-29799 on chromosome III was replaced with the antibiotic resistance 
marker kanamycin.   All strains used for 3C were maintained in a SK1 
background Cells were freshly streaked on YPD medium containing 2% glucose 
before 3C analysis. 
 
3C Analysis  
3C was performed as described by Dekker et al., with modifications 
described in Miele et al. (Dekker et al., 2002; Miele and Dekker, 2008; Miele et 
al., 2006) as described extensively in Chapters II and III of this thesis.  3C 
analyses for wild type and each mutant described above were performed in at 
least two independent experiments, with each data point quantified in at least 
triplicate. Data was normalized to MATa by calculating the average log ratio of 
crosslinking frequencies between the anchor fragment and neighboring 
fragments for the datasets examining the interaction between HML and HMR.  
Datasets examining the interaction between the mating type locus and sites 
along the chromosome were normalized to each other by calculating the average 
log ratio of crosslinking frequencies between the anchor fragment and 
neighboring fragments.  
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Results 
 As described extensively in Chapter III, we observe a strong interaction 
between the silent mating type loci that is dependent upon various proteins that 
are known to play a role in silencing of these regions.  Since these elements are 
known to play a role in mating type switching, interactions between HML and 
HMR in MATα recombination enhancer mutant strains were analyzed (Figure 
A1.1).  In these cells, HMR interacts with sites that are close to it and this 
interaction decreases progressively as you move away from HMR, however, 
there is a peak of interaction frequency that corresponds to HML similar to what 
is observed in wild-type strains (Chapter III).  Similar results are seen in MATa 
cells, therefore, it does not appear that the interaction frequency that we observe, 
although stronger than WT, between HML and HMR is dependent upon the 
recombination enhancer and thus plays a role in mating type switching. 
We examined interactions with HML and HMR in recombination enhancer 
mutants as these regions are used as donors during mating type switching.  We 
first looked for interactions between the mating type locus with other sites along 
the length of the chromosome III including both HML and HMR in wild-type MATa 
cells (Figure A1.2).  The mating type locus interacts frequently with sites close to 
it.  This interaction frequency decreases progressively as you move either 
upstream and downstream of the locus.  However, there is a slight peak of 
interaction frequency observed between the mating type locus with both HML 
and HMR.  This is what has been observed as presented in Chapter III.   
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Figure A1.1:  Analysis of interactions in recombination enhancer mutants.  
A. Analysis of interactions in RE∆ MATα cells examining cross-linking 
frequencies between the EcoRI fragment containing HMR with other restriction 
fragments along the length of chromosome III. B. Analysis of interactions in RE∆ 
MATa cells examining cross-linking frequencies between the EcoRI fragment 
containing HMR with other restriction fragments along the length of chromosome 
III. 
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Figure A1.2:  Analysis of mating type locus interactions. A. Analysis of 
interactions in MATa cells examining cross-linking frequencies between the 
EcoRI fragment containing the mating type locus with other restriction fragments 
along the length of chromosome III. B. Analysis of interactions in RE∆ MATa cells 
examining cross-linking frequencies between the EcoRI fragment containing the 
mating type locus with other restriction fragments along the length of 
chromosome III. 
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In Chapter III, we display interaction frequencies along the length of chromosome 
III.  Both wild-type and mutant strains display a slight peak of interaction 
frequency between the mating type locus with HML and HMR.  This interaction 
though present is not as strong as the interaction that we observe between the 
silent mating type loci.  We then examined interaction frequencies between the 
mating type locus and sites along the remainder of the chromosome in RE 
mutant MATa cells (Figure A1.2).  Similar to wild-type strains, the mating type 
locus interacts frequently with sites close to it.  This interaction frequency 
decreases progressively as you move away from the locus both upstream and 
downstream.  There is a peak of interaction frequency corresponding to HMR.  
However, there is no longer a peak of interaction frequency corresponding to 
HML.  Therefore, there appears to be a difference in interaction frequencies 
between the mating type locus with HML between wild-type and RE mutant 
strains. 
 Various hypotheses speculate that the left arm might be sequestered in 
MATα cells and is therefore unavailable for recombination (Bressan et al., 2004; 
Haber, 1998).  The rDNA locus located on chromosome XII is similarly silenced 
by Sir2p (Smith and Boeke, 1997).  Therefore, we were interested to see whether 
the rDNA might interact specifically with any elements along chromosome III in a 
mating type dependent manner as silenced regions are known to cluster.  Using 
3C we looked for interactions between the fragment immediately outside of the 
rDNA with sites all along the length of chromosome III.  In MATa strains, the 
rDNA locus appears to preferentially interact with the recombination enhancer, 
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the centromere, and the left telomere (Figure A1.3). In MATα strains, however, 
there are not preferential interactions between these elements rather, there 
appears to be increased interactions throughout.  Therefore, the above 
experiments demonstrate that there are mating type dependent differences seen 
in the interactions between the rDNA and elements along the length of 
chromosome III.  
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Figure A1.3:  Interactions between chromosome III and the rDNA locus. A. 
Analysis of interactions in MATa cells examining cross-linking frequencies 
between the EcoRI fragment immediately outside of the rDNA with other 
restriction fragments along the length of chromosome III including the HML (black 
box), the recombination enhancer (red box), centromere (black oval), and HMR 
(gray box). B. Analysis of interactions in MATα cells examining cross-linking 
frequencies between the EcoRI fragment outside of the rDNA with other 
restriction fragments along the length of chromosome III. 
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Discussion 
 Saccharomyces cerevisiae is able to switch mating type once every cell 
cycle.  This is accomplished by a recombination event between the mating type 
locus and one of two loci containing silent mating type information (Haber, 1998). 
Interestingly, this process exhibits donor preference (Klar et al., 1982; Strathern 
and Herskowitz, 1979).  The above experiments start to analyze the role of the 
RE in long-range interactions on chromosome III and begins to analyze trans 
interactions between chromosome III and chromosome XII.  Although clearly 
more studies need to be performed to fully understand the role of the 
recombination enhancer, there appears to be RE dependent interactions 
between the mating type locus and the silent mating type loci.  Further, there is 
also mating type dependent trans interactions between the rDNA and sites along 
the length of chromosome III including the RE.   
 
Role of recombination enhancer in HM interactions 
 As described in Chapter III of this thesis, we have identified an interaction 
between the silent mating type loci, HML and HMR.  We also find that this 
interaction is dependent upon the known silencing proteins, Sir2p, Sir3p, Sir4p, 
as well as Sir1p and a Sir1-like protein, Esc2p.  Further, this interaction is also 
dependent upon both pathways of nucleosome assembly.  As these two loci are 
known to play a role in the process of mating type switching, we were interested 
to determine whether this interaction was somehow related to this process.  We 
see that the interaction between the HM loci still exists in mutants deleted for the 
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recombination enhancer (Figure A1.1).  This interaction is present in both mating 
types.  Therefore, the interaction between the HM loci does not appear to play a 
role in the process of mating type switching.  This result is consistent with 
additional data discussed in Chapter III of this thesis.  We did not detect any 
differences in the interaction in either MATa or MATα cells, despite well-
characterized mating-type-dependent differences between the left and right arm 
of chromosome III with regards to mobility and accessibility for recombination 
complexes [e.g. (Bressan et al., 2004; Wu and Haber, 1996)].  We also directly 
tested whether any mating type switching defect was observable in asf1∆ and 
esc2∆ mutants.  We analyzed the mating proficiency of meiotic products of HO/” 
asf1∆” or HO/” esc2∆/” strains and found that spore colonies did not mate with a 
tester strain, indicating that spores efficiently self-diploidized and thus were fully 
capable of switching (data not shown). 
 
Interactions between the recombination enhancer and other loci 
We have determined interactions between the mating type locus with sites 
along the length of chromosome III including HML and HMR (Figure A1.2).  In 
wild-type strains we see that the mating type locus interacts frequently with sites 
close to it and this interaction decreases progressively as you move either 
upstream or downstream of this locus.  There are two peaks of interaction 
frequencies corresponding to the locations of HML and HMR.  However, in MATa 
strains deleted for the RE, the mating type locus no longer interacts with HML.  
This experiment performed in MATα is yet to be performed.  Interestingly, in 
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MATa cells HML is used as the primary donor and the RE is responsible for 
activating the left arm for recombination (Wu and Haber, 1996).  Therefore, if the 
recombination enhancer is deleted the left arm is no longer available for 
recombination and is consistent with the 3C data; in MATa cells the mating type 
locus no longer interacts with HML but does interact with HMR.  
The recombination enhancer may play a role in the availability of HML for 
recombination with the MAT locus as shown by the above set of experiments.   
Here we analyze interactions between the rDNA locus with sites along the length 
of chromosome III including the RE, and the silent mating type loci.  The rDNA 
appears to interact with the centromere, the recombination enhancer, and the 
right telomere in MATa cells and not in MATα  cells indicating that there are 
mating type differences between these interactions.   
 
Future directions 
 The above data presents evidence of RE dependent differences between 
interactions on chromosome III and mating type dependent differences in trans 
interactions between chromosome III and chromosome XII.  Additional studies 
are needed to clarify how the RE might be modulating different chromatin 
conformations.  High throughput experiments such as 5C (3C Carbon-Copy) or 
Hi-C (described in Chapter IV) would add to the knowledge of how the RE might 
be exerting an effect.  Once the wild-type conformation is determined by either 
technique, RE mutants and other mutations that are known to affect mating type 
switching can be analyzed. 
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APPENDIX II 
ANALYSIS OF LARGE CHROMOSOMAL DOMAINS IN GCN5 MUTANTS 
 
Abstract 
 Staining of mitotic chromosomes has shown the presence of large, 
structural distinct domains, termed isochores.  These domains have found to 
differ in gene density and base composition as well as in biological functions 
such as meiotic recombination.  Yeast chromosome III contains three isochores, 
two characterized by a high GC-content and one characterized by a high AT-
content.  Chromosome Conformation Capture (3C) has shown that these 
isochores also differ in structure with the GC-rich domains being in a more open 
conformation while the AT-rich domains are in a more condensed conformation.  
Previous studies have investigated the role of the histone deacetylase, Rpd3p, in 
the structure of these regions.  This appendix investigates the role of Gcn5p, a 
histone acetyltransferase, in the organization of these isochores.  We conclude 
that Rpd3p and Gcn5p display opposing effects on the conformation of these 
large chromosomal domains. 
 
  
216 
Introduction 
Staining of mitotic chromosomes has revealed large, structurally distinct 
domains.  In human chromosomes, these domains can be visualized as banding 
patterns in which light staining corresponds to a more open conformation and 
denser staining corresponds to a more condensed chromosome (Holmquist, 
1992; Hurst et al., 2004; Versteeg et al., 2003).  These domains were found to 
differ not only in gene density and base composition, but also in biological 
processes including replication timing, transcription, and meiotic recombination 
(Baudat and Nicolas, 1997; Bernardi, 2000; Holmquist, 1992; Holstege et al., 
1998; Raghuraman et al., 2001).  In addition, highly expressed genes are often 
organized into clusters along the length of the chromosome, such as those seen 
in human chromosome 11 (Caron et al., 2001).  The significance of these 
structurally and functionally distinct, large chromosomal domains remains 
unclear.  How these domains are formed and maintained and what roles they 
may serve in regulating genomic activity are two important and unexplored 
questions. 
Large chromosomal domains are also present in yeast.  They can be up to 
100 kilobases in size and contain dozens of genes, as seen in the domains of 
chromosome III of Saccharomyces cerevisiae (Baudat and Nicolas, 1997; 
Bradnam et al., 1999; Dujon, 1996; Gerton et al., 2000; Sharp and Lloyd, 1993).   
This chromosome encodes the mating type locus, in which the mating type is 
either MATa, a cells, or MATα, α cells (Herskowitz, 1989).  Yeast chromosome III 
also contains three large-scale chromosomal domains, termed isochores.  One 
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domain is characterized by a high AT content.  The two remaining domains are 
characterized by a high GC content and both flank the AT rich domain, one of 
which encompasses nearly the entire left arm (Blat and Kleckner, 1999; Dujon, 
1996).  In addition to differing in base pair composition these three domains also 
differ functionally at the level of transcription (Holstege et al., 1998), replication 
timing (Raghuraman et al., 2001), and meiotic recombination (Baudat and 
Nicolas, 1997).  3C studies suggests that the AT domain differs in spatial 
conformation from the two GC-rich domains, where the AT domain is in a more 
compact chromosomal conformation, higher crosslinking frequencies, than the 
GC-rich domains, lower crosslinking frequencies (Dekker, 2007; Dekker et al., 
2002). 
The large-scale chromosomal domains of chromosome III also show 
differential sensitivity to the histone deacetylase, Rpd3p.  Past studies using 3C 
as a structural readout with deletions in Rpd3p, exaggerate the difference 
between the two types of domains (Dekker, 2007).  This appendix investigates 
the role of Gcn5p in the large chromosomal domains of chromosome III.  We find 
that Gcn5p mutants yield higher interaction frequencies than wild-type strains 
when normalized for interaction frequencies on the AT-rich domain thus 
displaying opposite effects on the GC-rich domain as rpd3∆ mutant strains.    
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Materials and Methods 
Yeast strains construction and growth 
Gcn5p located on chromosome VII from coordinates 996874 to 998193 
was deleted by a standard PCR disruption strategy by replacing the above 
sequence with the kanMX4 marker gene.  All strains were maintained in an 
SK1 background. Cells were freshly streaked on YPD medium containing 2% 
glucose before 3C analysis. 
 
3C Analysis  
3C was performed as described by Dekker et al., with modifications 
described in Miele et al. (Dekker et al., 2002; Miele and Dekker, 2008; Miele et 
al., 2006) as described extensively in Chapter II and III of this thesis.  3C 
analyses for wild type and each mutant described were performed in at least two, 
and in most cases three independent experiments, with each data point 
quantified in triplicate.  Data normalization was performed by calculating the 
average log ratio of the AT-rich domain measured in gcn5∆ as compared to wild-
type and adjusting the data sets so that this ratio becomes zero.  
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Results and Discussion 
Analysis of strains deleted for Gcn5p 
 Previous studies have showed that the three large chromosomal domains 
on chromosome III have varying levels of compaction (Dekker, 2007; Dekker et 
al., 2002).  The AT rich domain is found to contain higher crosslinking 
frequencies as compared to the two GC-rich domains which contain lower 
crosslinking frequencies.  The lower crosslinking frequencies may suggest a 
more open chromatin conformation while the higher crosslinking frequencies may 
suggest a more condensed chromatin conformation.  Further, it has also been 
reported that the difference between these domains is further exaggerated in 
mutants deleted for the histone deacetylase Rpd3p as compared to wild-type 
(Dekker, 2007).  In the mutant strains, the GC-rich domains show lower 
crosslinking frequencies as compared to wild-type when the datasets are 
normalized to the AT-rich domain.  
 We investigated the role of the histone acetyltransferase, Gcn5p, a 
member of the SAGA complex in the spatial organization of the large 
chromosomal domains.  We determined a number of crosslinking frequencies 
contained in the three chromosomal domains (Figure A2.1A) in both wild-type 
and mutant strains.  As shown in Figure A2.1B, C, D, interaction frequencies and 
genomic distance have an inverse relationship.  The more distal two sites are, 
the less likely they will interact and the lower the interaction frequency.  This is 
true for both mutant and wild-type strains.  Interestingly, the GC-domains have 
higher crosslinking frequencies in mutant strains as compared to wild-type  
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Figure A2.1 Effect of gcn5∆ on conformation of chromosome III isochores. 
A.  Yeast chromosome III has three large isochores; two characterized by a high 
GC content and one characterized by a high AT content.  B.  Crosslinking 
frequencies were determined for a set of primers located in the GC left domain in 
both gcn5∆ (open circles) and wild-type strains (closed circles).  C.  Crosslinking 
frequencies were determined for a set of primers located in the AT domain in 
both gcn5∆ (open circles) and wild-type strains (closed circles).  D.  Crosslinking 
frequencies were determined for a set of primers located in the GC right domain 
in both gcn5∆ (open circles) and wild-type strains (closed circles).   
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strains.  This dataset was also normalized to the AT-rich domain setting the log 
ratio between the wild-type and mutant strain equal to zero.   
We conclude that the mutations in Gcn5p and Rpd3p display opposing 
effects on chromosome conformation as would be expected due to opposing 
biological functions.  
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