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INTRODUCTION
The manufacturing system is often affected by various factors such as raw materials shortage, inventory, setup, maintenance, rework, buffer, machine failures and breaks which result in process variability. As a critical performance index, process variabili ty plays an important role on production lines.
In general, production variability increases the cost of operation al processes and produces a negative effect on system performance. That production variability may cause increased process cost is widely recognized (Lee and Billington, 1993) . The impact of variability in process management triangles (capacity utilization, variability and inventory) on productivity has been an important research topic in operations management (Klassen and Menor, 2007) . Hopp and Spearman (1996) believe that increasing variability degrades the performance of a production system. Although many factors may incur variability in production processes, the assumption in previous researches takes people as fixed, unchanging, or exogenous entities (Lee and Tang, 1998; Roubos et al., 2012) . However, worker productivity can change due to psychological and physiological causes.
Therefore, human behavior is also a source of production variability.
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EMPIRICAL ANALYSIS
In this part, data from a test conducted on a manufacturing company is collected in order to study worker productivity change between two adjacent rest breaks. Then, a two-dimensional fixed effect model is utilized for our analysis.
Data, Variables and Model
Data Collection and Processing
This study selects a production line's test of a manufacturing company during 2017.01.01 to 2017.12.31 as our dataset with traits of constant repetition, simple operation, single product and short test time. Worker's standard working hours are from 8:00 am to 20:00 pm. In practice, employees take rest every day at relatively fixed times which are morning rest (10:00 am to 10:15 am), lunch break (12:00 pm to 13:00 pm), afternoon rest (15:00 pm to 15:15 pm) and dinner break (17:00 pm to 18:00 pm). According to responses from firm's managers and front-line employees, the actual rest and meal times are slightly longer than scheduled. Excluding a very small number of recording errors and missing data, we selected an unbalanced panel data with 6,117,317 records, 102 employees and 1680 workdays. Among them, the operator with highest attendance rate worked 110 days while the lowest worked only one day. Figure A1 in appendix A indicates its density distribution. Therefore, each operator works about 16 days on average in this year. In order to describe the productivity change roughly, a one minute interval is adopted to capture each worker's average test time. Figure 1 shows the average test time calculated by one minute of all operators during the work day. The horizontal axis represents the number of one minute interval, from one to 720. The number -1‖ is the time interval 8:00 am-8:01 am and -720‖ represents the time interval 19:59 pm-20:00 pm. In Figure 1 , the average test time during or near the break interruption is apparently larger than in other periods. There are two reasons for this: (1) number of actual production tests around break interruption are less than non-interrupted periods; and (2) the test time has a larger fluctuation either before or after the interruption because of setup time, work delay or other intangible factors.
The dayshift is divided into five consecutive stages of work based on break interruptions as shown in Figure 1 .
As indicated, the standard rest time is 15 minutes, however, in practice, employees' rest time always fluctuates around 15 minutes, especially for the short period following rest breaks. This article selects the period 10:00 am to10:20 am and 15:00 pm to 15:20 pm as the morning rest and afternoon rest respectively. For meal breaks, the tested enterprise adopted a meal-break strategy in which workers have lunch in batches to reduce crowding in cafeteria during the Lunch Break. The three batches for lunch are 11:40 am to12:40 pm, 11:50 am to 12:50 pm and 12:00 pm to13:00 pm, respectively. Generally, the lunch break starts between 11:40 am and 12:00 am. Therefore, the period 11:50 am to 13:00 pm is taken as the lunch break in this study. Conversely, for the dinner break, batches arrangement is not adopted because the demand at dinner time is relatively light, and the scheduled time is between 17:00 pm and 18:00 pm. Frequency of other non-rest and non-dining interruptions are very low in this company. Therefore, it is feasible to define the interruption in a practical situation. In addition, the timeframe of rest breaks and the five stages are shown in Table 1 . From Figure 1 , it is obvious that the starting and ending of the dayshift causes only a small fluctuation in productivity. We excluded the first and last 10 minutes' data from every dayshift. . Test number denotes the quantity of test production within one minute, and Actual test time represents the difference between end time of the last production and start time of the first production during one minute intervals, which is always equal to or less than 60s.
Independent Variable
The independent variable in this paper is time. To study worker productivity change over time, the following definition is adopted. The meaning of our independent variable n id
Time is similar to that of the -Elapsed working © 2019 AESS Publications. All Rights Reserved.
hours‖ of Lu et al. (2014) . Its size represents successive work time stages which measures the time length from the beginning of each work stage per minute. Superscript n represents different stages and its range is   is also employed.
Model
To analyses our unbalanced panel data and to control confounders, a two-dimension fixed effect model which is able to capture the difference across the workers and dates, is implemented in this part because different workers may have inconsistently average productivity levels. Our model explores the productivity trend of each five stages.
According to our unbalanced panel data, the average test time id productivity is taken as the dependent variable which measures the worker productivity per minute. The longer the test time, the lower the productivity is. On top of that, two fixed effects are captured to control for the confounders. The worker fixed effect, denoted as i  , controls for the difference among workers, which the heterogeneity of date is controlled by date fixed effect d  . In this paper, the worker level is utilized for cluster standard errors to control for any other serial correlation and heterogeneities (Bertrand et al., 2004; Cai et al., 2018) . Research from Cai et al. (2018) cluster standard errors at machine level, but, there are only two machines in our study. Those two machines which have almost the same condition would not affect worker productivity, therefore, we select the cluster standard errors at worker level. One minute interval is selected in each work stage. Model (1) is implemented to describe the detail of the n th stage   
Our models are all carried out by the code -reg2hdfe‖ from Stata which is utilized in the research conducted by Cai et al. (2018) .
Empirical Findings
This subpart presents the empirical findings of our model based on test data. We implement model (1) and obtain the results for each stage in Table 2 with two-dimension fixed effect model. Table 2 reports the results of model (1), with each column reporting the results for a corresponding stage. It is apparent that the coefficients of stage1-5 are all statistic significant at 5% level, and the estimation of the © 2019 AESS Publications. All Rights Reserved.
coefficients indicates that there is a quadratic function relationship between worker productivity and successive work time between two adjacent rest breaks. Productivity of stage 1 has a reverse trend compared with other four stages. In stage 1, the work time is 90 minutes in total while the vertex of the quadratic function is located at 1 145 id Time  , therefor, worker productivity is going to increase monotonically. This inconsistence between stage 1 and stage 2-5 may arise from many aspects. For example, after an overnight rest, it is of little possibility for employees to concentrate on their work at the very beginning of the second day. In addition, equipment preparation and worker proficiency accumulation are both time-consuming. Therefore, worker productivity shows a decreasing trend over time in this stage. On the contrary, all of the stage 2-5 have a negative coefficient of   Time , indicating a U-shaped trend of worker productivity will decreases first and then increases during each of stage 2-5. Considering stage 2-4 are all between two adjacent rest breaks, our empirical finding supports that worker productivity displays a U-shaped trend between two adjacent rest breaks.
Robustness Checks
To test the robustness of our analysis results of U-shaped productivity trend in Table 2 , following checks are made. Firstly, we focus on the dependent variable. Our normality tests report that the average test time per minute disobeys a normal distribution. Therefore, the natural log of productivity is taken as new dependent variable, and the regression results are presented in Table 3 . It is noted that the coefficients are basically consistent and significant as with previous findings in Table 2 . The sign of all coefficients are also the same as those in outcomes fell into the range of 34s -420s. As in Table 2 , we took the test times which were less than 420s as the new dependent variable. Table 4 shows that the other four regressions have the same coefficients sign as those in Table 2 , except for stage five. We found that only the coefficient of the quadratic item in stage five is significant at a level of five percent. Then, a linear regression is employed and the coefficient (0.039922) is positively significant at one percent. Two reasons may account for the difference between stage five and stages two to four. At first, more interference factors may appear when employees are about to finish their day's work. In addition, there are relatively fewer test records and larger variances in test times at the end of the work day. Therefore, abnormal test records are more likely to appear at that time. This means that our earlier analysis is still robust even though we enlarged the scope of dependent variable. Thirdly, we divided each of stages two to five into two sides based on the lowest vertex of the U-shaped trend. Table 2 display that the timing for obtaining the worst productivity locates on the 40 th , 57 th , 51 st and 78 th minutes from the beginning of stages two to five. We took these time points as the boundary value and applied two linear models for each stage. The upper half of Table 5 demonstrates the regression results of the left side, while the bottom half shows the regression results of right side in stages two to five. We found that coefficients of left side are all positive even though stages two and four are not significant at a level of 10 percent, and the coefficients of the right side are all negative and significant at 10 percent. This is consistent with U-shaped productivity finding in Table 2 . 
Coefficients of
REST SCHEDULING BASED ON "U-SHAPED" PRODUCTIVITY
Production Setting and Model Assumptions
In many manufacturing companies process variability is a critical factor which deteriorates the system's performance (Hopp and Spearman, 1996) . How to arrange the production line to mitigate the effect of variability is an important consideration. In the company we investigated, there are two workers in each workstation of a production line where they share the supply of parts and materials and pass-on the same product to the next workstation as described by Figure 2 . The circles with solid line represent the workers located on both sides of the production line, while circles with dotted line represent the workstations on a conveyor belt. The parts material flow step-by-step from workstation one to workstation m . Combining our empirical findings and manufacturing practice, a model is thereby built up to determine the optimal work and break plan, and to research the lowest variability of the production line.
Figure-2. Two production line with joint parts material supply.
Source: Developed by authors according to above empirical conclusion.
In order to abstract and simplify our model, we made several assumptions for our realistic production environment. From Figure 2 , we defined several parameters with detailed a description in Table 6 . Then, we integrated the empirical U-shaped trend of worker productivity between two adjacent rest breaks upon which to base the following assumptions. 
Based on above four assumptions, we can describe parameters in Table 6 and find Equation 2 and Equation 3 as follows. Those two equations show the relationships among parameters in Table 6 .
Variability of Two Different Production Styles
This subsection discusses two production style designs based on Figure 2 with the same productivity trend but different production and break plans.
Production style 1: Same work and break rhythms for workers of each workstation. 
Production style 2: Different work and break rhythms with interval i T for each worker of a workstation. 
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In this paper, the unique difference between production styles one and two is the starting work and break interval time i T . It is realized that, for the two workers from the same workstation, at least one of them would work continuously for the entire time period. In other words, each workstation must keep running during a complete shift. This arrangement not only mitigates the crowding of materials supply, but also makes the workstation productivity more stable than that in production style one, with the same work and break rhythms. It is apparent that the average productivity of those two production style designs are equivalent. Does variability make a difference during the successive work and break time ( b Ts  )? The following theorem one compares workstation variability difference measured by variance of worker productivity between production style one and production style two.
Theorem 1: In a successive work and break period b Ts  , workstation of production style 2 has the same productivity mean but lower variability compared with production style 1: Interval
In terms of keeping the output of a production line constant, theorem one demonstrates that a workstation of production style two experiences a lower process variability. Keeping the production line running provides a useful guidance to firms that enables managers to reduce a production line's variability by rearranging the staggered break times. In practice, this finding may provide a simple and feasible method for firms to utilize the U-shaped trend of workers' productivity sufficiently to reduce their production variability.
As for production style two with different rhythms, we take the interval time i T between two workers from the same workstation as the decision variable to explore how the variability of a production line fluctuates. According to Equations 5 and 6, we can obtain the following theorem: Ts  . Based on the conclusions obtained in theorem two, the optimal conditions of the minimum variability that the production line gains are further explored in theorem three. T or a consecutive work time s . The practice implication of Figure 5 suggests that the manager should layout their production line design with the following methods. In order their work when another worker from the same workstation starts their break immediately, or has worked for a half of a completed work and break period.
This conclusion is very simple and feasible to implement in practice, and is able to help manufacturing companies reduce their production variability.
Figure-5.
Two optimal designs with lowest variability of production style 2.
Source: Developed by authors according to different condition of parameters in our model.
CONCLUSION
In this paper, we explored two critical questions. Firstly, utilizing a production test procedure with constant repetitions, simple operation, single product, and short test time from a manufacturing enterprise, the productivity trend between two adjacent rest breaks was analyzed by employing the two-dimension fixed effect model. Empirical findings show that the trend of productivity between two adjacent break interruptions has a U-shaped form. To best of our knowledge, it is the first time that a U-shaped trend of worker productivity during successive work time between two adjacent rest breaks has been discovered within a selected manufacturing environment. Secondly, Science, 58 (6) 
APPENDIX
Appendix B Proof of Theorem 1
In view of the difference of workstation variability between production style 1 and 2, our proof shows that all of the maximum point of . Figure-A2 . The difference of workstation variability between production style 1 and 2 of Case 1. 
