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Abstract. We provide a comprehensive study of interrelations between different
measures of smoothness of functions on various domains and smoothness properties
of approximation processes. Two general approaches to this problem have been de-
veloped: the first based on geometric properties of Banach spaces and the second
on Littlewood-Paley and Ho¨rmander type multiplier theorems. In particular, we ob-
tain new sharp inequalities for measures of smoothness given by the K-functionals
or moduli of smoothness. As examples of approximation processes we consider best
polynomial and spline approximations, Fourier multiplier operators on Td, Rd, [−1, 1],
nonlinear wavelet approximation, etc.
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1. Introduction
The fundamental problem in approximation theory is to find for a complicated
function f in a quasinormed space X a close-by, simple approximant Pn from a subset
of X such that the error of approximation ‖f − Pn‖X can be controlled by a specific
majorant. In many cases, this problem is solved completely and necessary and sufficient
conditions are given in terms of smoothness properties of either the function f or
approximants Pn of f .
We illustrate this by considering the well-known case of approximation of periodic
functions by trigonometric polynomials on T = [0, 2π]. If f ∈ Lp(T), 1 ≤ p ≤ ∞, and
0 < α < r, for the best approximant T ∗n and the modulus of smoothness ωr(f, t)p, the
following conditions are equivalent:
(i1) ‖f − T ∗n‖p = O(n−α),
(i2) ωr(f, t)p = O(tα),
(i3) ‖(T ∗n)(r)‖p = O(nr−α).
See [St], [BS], and [DL, Ch. 7]; for functions on Td see [Jo]. Let us also mention
earlier results by Salem and Zygmund [SZ], Zamansky [Za], and Civin [C]. Similar
results in the case of approximation by algebraic polynomials of functions on [−1, 1]
can be found in [DT, Ch. 8] and [BJS].
Equivalence (i1) ⇔ (i2) easily follows from the classical Jackson and Bernstein
approximation theorems, see, e.g., [DL, Ch. 7], given by
En(f)p . ωr (f, 1/n)p .
1
nr
n∑
k=0
(k + 1)r−1Ek(f)p, 1 ≤ p ≤ ∞,
or their sharper versions for 1 < p <∞, see, e.g., [DDT],
1
nr
( n∑
k=0
(k + 1)rτ−1Ek(f)
τ
p
) 1
τ
. ωr (f, 1/n)p .
1
nr
( n∑
k=0
(k + 1)rθ−1Ek(f)
θ
p
) 1
θ
,
where En(f)p is the error of the best approximation, τ = max(p, 2) and θ = min(p, 2).
The equivalence (i2)⇔ (i3) follows from the inequalities
(1.1) n−r‖(T ∗n)(r)‖p . ωr(f, 1/n)p .
∞∑
k=n
k−r−1‖(T ∗k )(r)‖p, 1 ≤ p ≤ ∞.
The left-hand side estimate is a corollary of the well-known Nikolskii-Stechkin inequal-
ity ‖T (r)n ‖p . nrωr(Tn, 1/n)p. The right-hand side estimate was proved in [ZN].
Jackson and Bernstein approximation theorems as well as the corresponding equiv-
alence (i1) ⇔ (i2) are known to be true in various settings. Surprisingly enough the
results involving the smoothness of approximation processes given in the strong form,
i.e., similar to inequalities (1.1), or, even in the weak form, i.e., similar to equivalence
(i2) ⇔ (i3), are much less known in the literature. It is clear that such results pro-
vide additional information on smoothness properties of approximants and, therefore,
SMOOTHNESS OF FUNCTIONS VS. SMOOTHNESS OF APPROXIMATION PROCESSES 3
they are useful for applications. As an example, we mention that the smooth func-
tion spaces (Lipschitz, Sobolev, Besov) can be characterize in terms of smoothness of
approximation processes.
The main goal of this paper is to present a thoughtful study of interrelations between
smoothness properties of functions on various domains and smoothness properties of
approximation processes. In particular, we extend inequalities (1.1) as follows: for
f ∈ Lp(T), 1 < p <∞,(
∞∑
k=n+1
2−krτ‖(T ∗2k)(r)‖τp
) 1
τ
. ωr
(
f, 2−n
)
p
.
(
∞∑
k=n+1
2−krθ‖(T ∗2k)(r)‖θp
) 1
θ
,
where T ∗2k stands for the best approximants, partial sums of the Fourier series, de la
Valle´e Poussin means, Feje´r means, etc.
In the general form, our main results state that for f ∈ X
(1.2)
(
∞∑
k=n+1
2−kατ‖P2k(f)‖τY
) 1
τ
. Ω(f, 2−nα, X, Y ) .
(
∞∑
k=n+1
2−kαθ‖P2k(f)‖θY
) 1
θ
,
where the parameters τ and θ are related to geometry of the spaceX , and, in particular,
for X = Lp, 0 < p ≤ ∞, are given by
τ =
{
max(p, 2), 1 < p <∞,
∞, otherwise , θ =
{
min(p, 2), p <∞,
1, p =∞ .
Here Y is a smooth function space (Sobolev or Besov spaces), Pn(f) is a suitable
(linear or non-linear) approximation method, and Ω(f, 2−nα, Lp, Y ) is some measure of
smoothness related to the spaces Lp and Y . It is worth mentioning that the classical
modulus of smoothness is equivalent to the K-functional for a couple (Lp,W
r
p ), namely,
K(f, t;Lp(T),W
r
p (T))p ≍ ωr(f, t), see, e.g., [DL, p. 177]. Therefore, as a measure of
smoothness it is natural to consider the K-functional K(f, 2−nα, Lp, Y ) in the case
1 ≤ p ≤ ∞ and either an appropriate modulus of smoothness or a realization of the
K-functional for any 0 < p ≤ ∞.
The rest of the paper is organized as follows. In Section 2, we deal with general
approximation processes {P2n(f)} and abstract measures of smoothness Ω(f, t)X in the
metric space X . We prove that∥∥∥{Ω(P2k(f), 2−k)X}k≥n∥∥∥ℓ∞ . Ω(f, 2−n)X .
∥∥∥{Ω(P2k(f), 2−k)X}k≥n∥∥∥ℓλ ,
where λ is a parameter related to the geometry of X . Let us emphasize that this
result holds under very mild conditions on the approximants P2n(f). Moreover, these
inequalities easily imply the results similar to those given in the equivalence (i2)⇔ (i3).
In Section 3, we consider general (Banach) spaces and investigate smoothness prop-
erties of the best approximants. Using again geometric properties of X , we obtain
inequalities (1.2) for appropriate θ and τ . In more detail, if the space X is θ-uniformly
smooth and τ -uniformly convex, then (1.2) holds.
Section 4 studies the smoothness properties of Fourier means of functions
from Lp,w(D). Our approach is based on Littlewood-Paley-type inequalities and
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Ho¨rmander’s type multiplier theorems. In particular, inequalities (1.2) are obtained
for a wide class of Fourier multiplier operators, which includes partial sums of Fourier
series, de la Vale´e Poussin means, Feje´r means, Riesz means, etc.
In Sections 5–8, we illustrate our main results obtained in Sections 2–4 by several
important examples. In particular, in Section 5, we investigate relationship between
smoothness of periodic functions on Td and smoothness of the best trigonometric ap-
proximants, various Fourier means, and smoothness of interpolation operators. More-
over, we consider approximations in Hardy spaces Hp(D), 0 < p ≤ 1, and smooth
(Lipschitz, Sobolev) spaces. Section 6 is devoted to approximation processes on Rd. In
this case, we study smoothness properties of band-limited functions that approximate
functions from Lp(R
d).
In Section 7, we deal with functions on Lp,w[−1, 1], where w is the Jacobi weight. In
particular, we study smoothness properties of algebraic polynomials and splines of the
best approximation and consider some Fourier means related to Fourier–Jacobi series.
In Section 8, we show that the results of Sections 2 and 3 can be applied to study
smoothness properties of non-linear approximation processes. As examples, we treat
non-linear wavelet approximation and splines with free knots.
Finally, in Section 9, we study the optimality of inequalities (1.2), showing that the
parameters τ and θ cannot be improved in general. Moreover, we define function classes
such that the right-hand side and the left-hand side sums in (1.2) (with appropriate
values of τ and θ) are equivalent to the corresponding modulus of smoothness.
Throughout the paper, we use the notation F . G, with F,G ≥ 0, for the estimate
F ≤ C G, where C is a positive constant independent of the essential variables in F
and G (usually, f , δ, and n). If F . G and G . F simultaneously, we write F ≍ G
and say that F is equivalent to G.
Acknowledgements. The first author was partially supported by DFG project
KO 5804/1-1. The second author was partially supported by MTM 2017-87409-P,
2017 SGR 358, and by the CERCA Programme of the Generalitat de Catalunya. The
authors would like to thank the Isaac Newton Institute for Mathematical Sciences,
Cambridge, for support and hospitality during the programme ”Approximation, sam-
pling and compression in data science” where part of the work on this paper was
undertaken. This work was supported by EPSRC grant no EP/K032208/1.
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2. General approximation processes and measures of smoothness
For a fixed positive λ, we consider a metric space (X, ρ) with the metric ρ : X×X 7→
R+ defined by
ρ(f, g) = ‖f − g‖λX,
where the functional ‖ · ‖X : X 7→ R+ is such that for all f, g ∈ X the following
properties hold:
i) ‖f‖X = 0 if and only if f = 0,
ii) ‖ − f‖X = ‖f‖X ,
iii) ‖f + g‖λX ≤ ‖f‖λX + ‖g‖λX.
Note that the metric ‖ ·‖X = ρ(f, 0) is not a norm in general since the homogeneity
property is not assumed.
Let us consider the following functional, which to some extend, plays a role of a
measure of smoothness (abstract modulus of smoothness)
Ω(f, δ)X : X × (0,∞) 7→ R+,
which satisfies the following conditions: for any f, g ∈ X and δ > 0,
(2.1) Ω(f, δ)X → 0 as δ → +0,
(2.2) Ω(f, δ)X ≤ C1‖f‖X ,
(2.3) Ω(f + g, δ)X ≤ C2 (Ω(f, δ)X + Ω(g, δ)X) ,
(2.4) Ω(f, 2δ)X ≤ C3Ω(f, δ)X ,
where Cj = Cj(X, λ), j = 1, 2, 3.
As an approximation tool, we consider the family of operators Pn : X 7→ X , n ∈ N,
such that the following two properties hold: for any f ∈ X and n ∈ N,
(2.5) ‖f − Pn(f)‖X ≤ ‖f − Pn(P2n(f))‖X
(2.6) ‖f − Pn(f)‖X ≤ C4Ω
(
f, n−1
)
X
,
where C4 = C4(X, λ).
Inequality (2.5) trivially holds when Pn(f) is a best approximant to f in X or
Pn(f) is such that Pn(P2n(f)) = Pn(f), for example, take a de la Valle´e Poussin–type
operator or a projection operator. The second inequality is the Jackson–type theorem.
Theorem 2.1. Let f ∈ X and n ∈ N. Then
(2.7) Ω(P2n(f), 2
−n)X . Ω(f, 2
−n)X .
(
∞∑
k=n+1
Ω(P2k(f), 2
−k)λX
) 1
λ
,
where the left-hand side inequality holds if we assume only (2.2), (2.3), and (2.6).
Note that in the case of the Banach space X , a similar result for K-functionals and
holomorphic semi-groups was obtained in [BB, Lemmas 3.5.4 and 3.5.5].
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Proof of Theorem 2.1. By (2.3),
Ω(P2n(f), 2
−n)X . Ω(P2n(f)− f, 2−n)X + Ω(f, 2−n)X ,
and the left-hand side estimate in (2.7) follows from (2.2) and (2.6).
Let us prove the right-hand side inequality. Denote
I2n := ‖P2n+1(f)− P2n(P2n+1(f))‖X .
Then by (2.6) and (2.4), we have
(2.8) I2n . Ω(P2n+1(f), 2
−n)X . Ω(P2n+1(f), 2
−n−1)X .
At the same time, by (2.5) we get
Iλ2n = ‖P2n+1(f)− f + f − P2n(P2n+1(f))‖λX
≥ ‖f − P2n(P2n+1(f))‖λX − ‖f − P2n+1(f)‖λX
≥ ‖f − P2n(f)‖λX − ‖f − P2n+1(f)‖λX
=: Eλ2n − Eλ2n+1 .
(2.9)
By (2.6) and (2.1), E2k → 0 as k →∞. Thus, (2.8) and (2.9) imply
Eλ2n =
∞∑
k=n
(
Eλ2k − Eλ2k+1
) ≤ ∞∑
k=n
Iλ2k .
∞∑
k=n
Ω(P2k+1(f), 2
−k−1)λX .(2.10)
Then, using properties of the modulus of smoothness, namely (2.4), (2.3), and (2.2),
we obtain
Ω(f, 2−n)λX . Ω(f, 2
−n−1)λX
.
(
Ω(f − P2n+1(f), 2−n−1)λX + Ω(P2n+1(f), 2−n−1)λX
)
. ‖f − P2n+1(f)‖λX + Ω(P2n+1(f), 2−n−1)λX
= Eλ2n+1 + Ω(P2n+1(f), 2
−n−1)λX .
Finally, tacking into account (2.10),
Ω(f, 2−n)λX .
∞∑
k=n
Ω(P2k+1(f), 2
−k−1)λX + Ω(P2n+1(f), 2
−n−1)λX
.
∞∑
k=n
Ω(P2k+1(f), 2
−k−1)λX ,
which is the right-hand side inequality of (2.7). 
As a simply corollary of Theorem 2.1, we have the following version of Jackson’s
inequality written in terms of measure of smoothness of P2k(f).
Corollary 2.1. Let f ∈ X and n ∈ N. Then
‖f − P2n(f)‖X .
(
∞∑
k=n+1
Ω(P2k(f), 2
−k)λX
) 1
λ
.
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Remark 2.1. If we assume the more general condition than (2.6), namely,
‖f − Pn(f)‖X ≤ C4ξ(n)Ω
(
f, n−1
)
X
,
where C4 = C4(X, λ) and ξ is a positive non-decreasing function on [1,∞), then re-
peating the proof of Theorem 2.1 gives the following estimates
(2.11) ξ−1(2n)Ω(P2n(f), 2
−n)X . Ω(f, 2
−n)X .
(
∞∑
k=n+1
ξλ(2k)Ω(P2k(f), 2
−k)λX
) 1
λ
and
‖f − P2n(f)‖X .
(
∞∑
k=n+1
ξλ(2k)Ω(P2k(f), 2
−k)λX
) 1
λ
.
A typical example when Remark 2.1 can be applied is considering the partial sums of
Fourier series Pn(f) = Sn(f) in the case X = Lp(T), p = 1,∞, and ξ(t) = log(t + 1);
for details see Corollary 5.2.
In what follows, we say that ω : R+ → R+ is the modulus a continuity if ω is
a positive non-decreasing function, ω(0) = 0, and ω(x + y) ≤ ω(x) + ω(y) for any
x, y ∈ R+.
Corollary 2.2. For any modulus of continuity ω such that
(2.12)
∞∑
k=n
ω(2−k) . ω(2−n),
the following assertions are equivalent:
(1) Ω(P2n(f), 2
−n)X . ω(2
−n),
(2) Ω(f, 2−n)X . ω(2
−n).
Proof. The proof follows from (2.7) and the simple fact that (2.12) is equivalent
to
(2.13)
(
∞∑
k=n
ω(2−k)λ
) 1
λ
. ω(2−n) for any λ > 0,
see, e.g., [Ti04]. 
For a given modulus of continuity ω, we define the function class
Ξω = {f ∈ X : Ω(f, δ)X ≍ ω(δ), δ → 0} .
The next corollary provides sharpness of Theorem 2.1.
Corollary 2.3. Let f ∈ Ξω and ω satisfy (2.12). Then, for large enough n ∈ N,
(2.14) Ω(f, 2−n)X ≍ Ω(P2n(f), 2−n)X ≍
(
∞∑
k=n+1
Ω(P2k(f), 2
−k)λX
) 1
λ
.
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Proof. First, we prove that
(2.15) Ω(f, 2−n)X ≍ Ω(P2n(f), 2−n)X .
The part & in (2.15) is given by (2.7). To show the part . , we note that by (2.12)
and monotonicity of ω, for any m < n, we have
ω(2−n+m) &
∞∑
k=n−m
ω(2−k) &
n∑
k=n−m
ω(2−k) & (m+ 1)ω(2−n).
Then, using (2.4), (2.3), (2.2), and (2.6) and choosing large enough m ∈ N, we derive
Ω(P2n(f), 2
−n)λX ≥ C−mλ3 Ω(P2n(f), 2−n+m)λX
≥ C−mλ3
(
C−λ2 Ω(f, 2
−n+m)λX − Ω(f − P2n(f), 2−n−m)λX
)
≥ C−mλ3
(
C−λ2 Ω(f, 2
−n+m)λX − Cλ1 ‖f − P2n(f)‖λX
)
≥ C−mλ3
(
C−λ2 Ω(f, 2
−n+m)λX − (C1C4)λΩ(f, 2−n)λX
)
≥ C−mλ3
(
c′ω(2−n+m)λ − c′′ω(2−n)λ)
≥ C−mλ3
(
c′(m+ 1)λ − c′′)ω(2−n)λ
& ω(2−n)λ & Ω(f, 2−n)λX .
To prove the second equivalence in (2.14), we note the part . follows from the
right-hand side inequality of (2.7) and (2.15) while the part & follows from (2.13), the
left-hand side inequality in (2.7), and (2.15),(
∞∑
k=n+1
Ω(P2k(f), 2
−k)λX
) 1
λ
.
(
∞∑
k=n
ω(2−k)λ
) 1
λ
. ω(2−n) . Ω(P2n(f), 2
−n)X .

Remark 2.2. Corollaries 2.2 and 2.3 imply that if ω(δ) = δα, α > 0, then, for any
f ∈ X and n ∈ N, we have
Ω(f, 2−n)X . ω(2
−n) iff Ω(P2n(f), 2
−n)X . ω(2
−n).
If, in addition, f ∈ Ξω, then
Ω(f, 2−n)X ≍ Ω(P2n(f), 2−n)X ≍ ω(2−n).
The results of Remark 2.2 can be extended to Besov-type spaces.
For a given modulus of smoothness Ω, s > 0, and 0 < q ≤ ∞, we define the
Besov-type space as follows:
(2.16) BsX,q =
{
f ∈ X : |f |Bs
X,q
=
(∫ 1
0
(
t−sΩ(f, t)X)
q dt
t
) 1
q
<∞
}
with the usual modification in the case q =∞.
We have the following characterization of BsX,q.
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Corollary 2.4. Let s > 0 and 0 < q ≤ ∞. We have
|f |Bs
X,q
≍
(
∞∑
k=1
2sqkΩ
(
P2k(f), 2
−k
)q
X
) 1
q
.
Proof. The proof easily follows from Theorem 2.1 and the Hardy-type inequality
∞∑
ν=n
2νs
(
∞∑
k=ν
Ak
)q
≍
∞∑
ν=n
2νsAqν ,
where Aν ≥ 0 and s, q > 0. 
3. K-functionals and smoothness of best approximants
Let (X, Y ) be a couple of normed function spaces with (semi-)norms ‖ · ‖X and
‖ · ‖Y respectively and Y ⊂ X . The Peetre K-functional for this couple is given by
(3.1) K(f, t;X, Y ) = inf{‖f − g‖X + t‖g‖Y : g ∈ Y }
for any f ∈ X and t > 0.
Let {Gn}∞n=1 be a family of subsets of Y such that:
i) 0 ∈ G1,
ii) Gn ⊂ Gn+1,
iii) Gn = −Gn,
iv) the closure of {Gn}∞n=1 in X is X .
The best approximation of f ∈ X by elements from Gn is given by
En(f)X = inf{‖f − g‖X : g ∈ Gn}.
Moreover, we suppose that the family {Gn} is such that Jackson and Bernstein
type inequalities are valid. Namely, there are positive constants c1, c2, and α such that
for any n ∈ N we have
(3.2) En(f)X ≤ c1n−α‖f‖Y , f ∈ Y,
(3.3) ‖g1 − g2‖Y ≤ c2nα‖g1 − g2‖X , g1, g2 ∈ Gn.
The latter condition implies that, for every g ∈ Gn,
(3.4) ‖g‖Y ≤ c2nα‖g‖X , g ∈ Gn.
Clearly, if Gn is a linear space, then (3.3) and (3.4) are equivalent.
It is also plain to see that the Jackson-type inequality (3.2) implies the direct
approximation theorem given by
(3.5) En(f)X . K(f, n
−α;X, Y ), f ∈ X, n ∈ N.
Our main goal in this section is to obtain inequalities for K(f, t;X, Y ) in terms of
the best approximation of f by elements from Gn.
In what follows, we denote by Pn(f) an element of the best approximation of f ∈ X
by functions from Gn (assuming it exists), i.e.,
En(f)X = ‖f − Pn(f)‖X ≤ ‖f − g‖X for any g ∈ Gn.
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An element of the near best approximation of f ∈ X by functions from Gn is denoted
by Qn(f), i.e., there exists a constant c > 0 independent of f and n such that
‖f −Qn(f)‖X ≤ cEn(f)X .
One of our main tools is the realization of K-functional given by
(3.6) R(f, n−α;X,Gn) = inf{‖f − g‖X + n−α‖g‖Y : g ∈ Gn}.
Clearly,
K(f, n−α;X, Y ) ≤ R(f, n−α;X,Gn), f ∈ X, n ∈ N,
but for applications it is important to know when
K(f, n−α;X, Y ) ≍ R(f, n−α;X,Gn).
The next proposition describes such cases.
Proposition 3.1. Let inequalities (3.2) and (3.3) hold. Then the following condi-
tions are equivalent:
(i) for every f ∈ X and n ∈ N,
(3.7) R(f, n−α;X,Gn) . K(f, n
−α;X, Y ),
(ii) for every f ∈ X and n ∈ N,
‖f −Qn(f)‖X + n−α‖Qn(f)‖Y . K(f, n−α;X, Y ).
Even though Proposition 3.1 in this form was not mentioned in [HI], its proof
easily follows from [HI, Theorem 2.2] taking into account that by (3.5), for the near
best approximation Qn(f), we have
‖f −Qn(f)‖X . En(f)X . K(f, n−α;X, Y )
for any f ∈ X and n ∈ N.
Remark 3.1. It follows from [HI, Theorem 2.2] that under conditions of Proposi-
tion 3.1, assertions (i) and (ii) are equivalent to the following conditions:
(iii) for every f ∈ X and n ∈ N,
‖Pn(f)‖Y . nαK(f, n−α;X, Y ),
(iv) for every g ∈ Gn and n ∈ N,
‖g‖Y . nαK(g, n−α;X, Y ).
The next lemma is a crucial result of this section.
Lemma 3.1. Let f ∈ X and inequalities (3.2), (3.3), and (3.7) hold.
(A) Suppose that there exist positive constants A and τ such that
(3.8) ‖f − Pn(f)‖τX ≤ ‖f − g‖τX − A‖g − Pn(f)‖τX ,
for any g ∈ Gn. Then, for any n ∈ N, we have
(3.9)
(
∞∑
k=n+1
2−kατ‖P2k(f)‖τY
) 1
τ
. K(f, 2−nα;X, Y ).
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(B) Suppose that there exist positive constants B and θ such that
(3.10) ‖f − g‖θX ≤ ‖f − Pn(f)‖θX +B‖g − Pn(f)‖θX
for all g ∈ Gn. Then, for any n ∈ N, we have
(3.11) K(f, 2−nα;X, Y ) .
(
∞∑
k=n+1
2−kαθ‖P2k(f)‖θY
) 1
θ
.
Proof. (A) Using the representation
P2k(f) =
k∑
l=n+1
(P2l(f)− P2l−1(f)) + P2n(f),
we derive
∞∑
k=n+1
2−kατ‖P2k(f)‖τY
.
∞∑
k=n+1
2−kατ‖
k∑
l=n+1
P2l(f)− P2l−1(f)‖τY + 2−nατ‖P2n(f)‖τY
.
∞∑
k=n+1
2−kατ
(
k∑
l=n+1
‖P2l(f)− P2l−1(f)‖Y
)τ
+ 2−nατ‖P2n(f)‖τY
=: L+ 2−nατ‖P2n(f)‖τY .
(3.12)
Next, by Hardy’s inequality
(3.13)
∞∑
k=n
2−kα
(
k∑
s=n
As
)q
≍
∞∑
k=n
2−αkAqk, Ak ≥ 0, q > 0,
and Bernstein’s inequality (3.3), we obtain
L .
∞∑
k=n+1
2−kατ‖P2k(f)− P2k−1(f)‖τY .
∞∑
k=n+1
‖P2k(f)− P2k−1(f)‖τX .(3.14)
Using (3.8) with g = P2k−1(f) and n = 2
k, we get
(3.15) ‖P2k(f)− P2k−1(f)‖τX ≤
1
A
(‖f − P2k−1(f)‖τX − ‖f − P2k(f)‖τX) .
Thus, combining (3.14) and (3.15) and taking into account that E2k(f)X = ‖f −
P2k(f)‖X → 0 as k →∞, we have
(3.16) L . ‖f − P2n(f)‖τX .
Finally, combining (3.12) and (3.16) and using Proposition 3.1, we obtain (3.9).
(B) By the definition of the K-functional, we have
K(f, 2−nα;X, Y ) ≤ ‖f − P2n+1(f)‖X + 2−nα‖P2n+1(f)‖Y .
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Thus, to prove (3.11) it is enough to show that
(3.17) ‖f − P2n+1(f)‖θX .
∞∑
k=n+1
2−kαθ‖P2k(f)‖θY .
Since E2k(f)X → 0 as k →∞, we derive
(3.18) ‖f − P2n+1(f)‖θX =
∞∑
k=n+2
(‖f − P2k−1(f)‖θX − ‖f − P2k(f)‖θX) .
Next, by the definition of the best approximation,
‖f − P2k−1(f)‖X ≤ ‖f − P2k−1(P2k(f))‖X .
Then, inequality (3.10) with n = 2k and g = P2k−1(P2k(f)) and the Jackson inequal-
ity (3.2) imply
‖f − P2k−1(f)‖θX−‖f − P2k(f)‖θX
≤ ‖f − P2k−1(P2k(f))‖θX − ‖f − P2k(f)‖θX
≤ B‖P2k(f)− P2k−1(P2k(f))‖θX
. 2−(k−1)αθ‖P2k(f)‖θY .
(3.19)
Thus, (3.18) and (3.19) yield (3.17), completing the proof. 
Remark 3.2. (i) It follows from the proof of Lemma 3.1 that conditions (3.8)
and (3.10) can be replaced by the following weaker conditions
‖f − P2n(f)‖τX ≤ ‖f − Pn(f)‖τX − A‖Pn(f)− P2n(f)‖τX
and
‖f − Pn(P2n(f))‖θX ≤ ‖f − P2n(f)‖θX +B‖Pn(P2n(f))− P2n(f)‖θX,
respectively.
(ii) Note that by triangle inequality, estimate (3.10) is always valid with θ = B = 1.
(iii) Lemma 3.1 remains valid without assumption (3.7) with the realization
R(f, 2−nα;X, Y ) in place of the K-functional K(f, 2−nα;X, Y ) in (3.9) and (3.11).
In what follows, we need some terminology from the theory of Banach spaces (see,
e.g., [DGZ, Ch. IV]). Let X be a Banach space with the norm ‖ · ‖ = ‖ · ‖X . The
moduli of convexity and smoothness of X are defined respectively by
δX(ε) = inf
{
1−
∥∥∥∥x+ y2
∥∥∥∥ : ‖x‖ = ‖y‖ = 1 and ‖x− y‖ = ε} , 0 ≤ ε ≤ 2,
and
ρX(t) = sup
{
1
2
(‖x+ y‖+ ‖x− y‖)− 1 : ‖x‖ = 1, ‖y‖ = t
}
, t > 0.
Let τ, θ > 1 be real numbers. Then X is said to be τ -uniformly convex (respectively, θ-
uniformly smooth) if there exists a constant c > 0 such that δX(ε) ≥ cετ (respectively,
ρX(t) ≤ ctθ).
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Theorem 3.1. Let Gn be convex, f ∈ X, and inequalities (3.2), (3.3), and (3.7)
hold.
(A) Suppose X is τ -uniformly convex for some τ > 1. Then, for any n ∈ N, we
have
(3.20)
(
∞∑
k=n+1
2−kατ‖P2k(f)‖τY
) 1
τ
. K(f, 2−nα;X, Y ).
(B) Suppose X is θ-uniformly smooth for some θ > 1. Then, for any n ∈ N, we
have
(3.21) K(f, 2−nα;X, Y ) .
(
∞∑
k=n+1
2−kαθ‖P2k(f)‖θY
) 1
θ
.
Proof. (A) Since X is τ -uniformly convex, then there exists a constant c > 0 such
that for all x, y ∈ X and t ∈ [0, 1]
(3.22) ‖tx+ (1− t)y‖τ ≤ t‖x‖τ + (1− t)‖y‖τWτ (t)c‖x− y‖τ ,
where ‖ · ‖ = ‖ · ‖X and Wτ (t) = t(1 − t)τ + tτ (1 − t) (see the proof of Theorem 1
in [Xu], see also [PS] and [Sm]). Consider the following Gateaux derivative at y in
the direction x− y
gτ (y, x− y) = lim
t→+0
‖y − t(x− y)‖τ − ‖y‖τ
t
.
Dividing both sides of (3.22) by t ∈ (0, 1) and taking limit as t→ +0, we get
gτ (y, x− y) ≤ ‖x‖τ − ‖y‖τ − c‖x− y‖τ .
Now let g ∈ Gn. Replacing x by f − g and y by f − Pn(f), we have that
gτ (f − Pn(f), Pn(f)− g) ≤ ‖f − g‖τ − ‖f − Pn(f)‖τ − c‖Pn(f)− g‖τ .
By the Kolmogorov criterion, see, e.g., [Si, p. 90], we have gτ (f−Pn(f), Pn(f)−g) = 0,
which implies (3.8). Thus, using Lemma 3.1, we get (3.20).
(B) The proof of (3.21) is similar. We only note that by [Xu, Theorem 1′], X is
θ-uniformly smooth if and only if there exists a constant d > 0 such that
(3.23) ‖tx+ (1− t)y‖θ ≥ t‖x‖θ + (1− t)‖y‖θWθ(t)d‖x− y‖θ.
Then, as above, we derive
gτ (f − Pn(f), Pn(f)− g) ≥ ‖f − g‖θ − ‖f − Pn(f)‖θ − c‖Pn(f)− g‖θ
and apply the Kolmogorov criterion. Lemma 3.1 completes the proof. 
Let us give two important examples of Banach space X to illustrate Theorem 3.1,
namely, Lebesgue and Orlicz spaces.
Proposition 3.2. (See [LT, p. 63].) Let X be an abstract Lp space with 1 < p <∞,
i.e. let X be a Banach lattice for which
‖x+ y‖p = ‖x‖p + ‖y‖p,
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whenever x, y ∈ X and min(x, y) = 0. Then there exists a constant c > 0 such that
δX(ε) ≥ cεmin(2,p) for all 0 ≤ ε ≤ 2 and ρX(t) ≤ ctmax(2,p) for all t > 0.
Using Theorem 3.1 and Proposition 3.2, we obtain the following result.
Theorem 3.2. Let inequalities (3.2), (3.3), and (3.7) be valid for X = Lp, 1 <
p <∞, and let Gn be convex. Then, for any f ∈ Lp and n ∈ N, we have(
∞∑
k=n+1
2−kατ‖P2k(f)‖τY
) 1
τ
. K(f, 2−nα;Lp, Y ), τ = max(2, p),
and
K(f, 2−nα;Lp, Y ) .
(
∞∑
k=n+1
2−kαθ‖P2k(f)‖θY
) 1
θ
, θ = min(2, p).
In Section 9, we will see that the parameters τ and θ in Theorem 3.2 are optimal.
Corollary 3.1. Let inequalities (3.2), (3.3), and (3.7) be valid for X = Lp,
1 < p < ∞, and let Gn be convex. Then, for any f ∈ Lp, the following assertions are
equivalent:
(i) for any n ∈ N
K(f, 2−nα;Lp, Y ) ≍ 2−nαθ‖P2n(f)‖Y ,
(ii) for any n ∈ N
∞∑
k=n
2−kαθ‖P2k(f)‖Y . 2−nαθ‖P2n(f)‖Y .
Proof. The proof easily follows from Theorem 3.2 and (2.13). 
Finally, we consider Orlicz spaces. Recall that the Orlicz function M(t) on [0,∞)
is an increasing convex function satisfying M(0) = 0. We assume that M satisfies ∆2-
condition, that is, M(2t) ≤ cM(t) for all t > 0. The Orlicz class of functions X = XM
on some domain D with a positive measure dµ(x) is the class of functions f , for which
(3.24)
∫
D
M(|f(x)|)dµ(x) <∞,
and the (Luxemburg) norm is
(3.25) ‖f‖XM = inf
{
σ > 0 :
∫
D
M(|f(x)|/σ)dµ(x) ≤ 1
}
.
Proposition 3.3. (A) Suppose that M(u) is an Orlicz function such that M(u1/τ )
is concave for some τ , 2 ≤ τ < ∞, and M(lt) ≤ 1
2
M(t) for some l < 1. Then there
exists an Orlicz function N(u) such that C−1N(u) ≤M(u) ≤ CN(u) and δXN (ε) ≥ cετ
with the norm of the space XN given by
(3.26) ‖f‖XN = inf
{
σ > 0 :
∫
D
N(|f(x)|/σ)dµ(x) ≤ 1
}
.
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(B) Suppose that M(u) is an Orlicz function such that M(u1/θ) is convex for some θ,
1 < θ ≤ 2. Then there exists an Orlicz function N(u) such that C−1N(u) ≤ M(u) ≤
CN(u) and ρXN (t) ≤ ctθ with the norm of the space XN given by (3.26).
Proof. The proof of (B) can be found in [DP, Lemma 2.2]. Assertion (A) can be
proved similarly using Theorem 1 from [MT]. 
Using Theorem 3.1 and Proposition 3.3, we obtain the following result.
Theorem 3.3. Let inequalities (3.2), (3.3), and (3.7) be valid for the Orlicz space
X = XM defined by (3.24) and (3.25), and let Gn be convex.
(A) Suppose that the function M and the parameter τ are the same as in Proposi-
tion 3.3 (A). Then, for any f ∈ X and n ∈ N, we have(
∞∑
k=n+1
2−kατ‖P2k(f)‖τY
) 1
τ
. K(f, 2−nα;X, Y ).
(B) Suppose that the function M and the parameter θ are the same as in Proposi-
tion 3.3 (B). Then, for any f ∈ X and n ∈ N, we have
K(f, 2−nα;X, Y ) .
(
∞∑
k=n+1
2−kαθ‖P2k(f)‖θY
) 1
θ
.
4. Smoothness of Fourier multiplier operators
4.1. Realization and Littlewood-Paley-type inequality. First we introduce
basic notations and collect auxiliary results. We follow the discussion in the pa-
per [DDT].
We assume that Q(D) is a self-adjoint operator, that is, 〈Q(D)f, g〉 = 〈f,Q(D)g〉
whenever Q(D)f,Q(D)g ∈ L2,w(D), where
‖f‖Lp,w(D) = ‖f‖p,w =
(∫
D
|f |pw
) 1
p
and 〈f, g〉 = ∫
D
fgw. Let λk be the eigenvalues of Q(D), satisfying
0 ≤ λ0 < λk < λk+1, Gk = {ϕ : Q(D)ϕ = λkϕ},
Gk is finite dimensional, Gk ⊂ Lp,w(D) for 1 ≤ p ≤ ∞ and span ∪k Gk is dense in
Lp,w(D) for 1 ≤ p <∞. Examples of such operators and matching spaces are: −
(
d
dx
)2
for Lp(T); − ddx (1−x2) ddx for Lp[−1, 1]; −∆+|x|2, where ∆ is the Laplacian for Lp(Rd);
and −w−1α,β ddx wαβ(1 − x2) ddx for Lp,wα,β [−1, 1], where wα,β(x) = (1− x)α(1 + x)β with
α, β > −1.
We define
Akf =
dk∑
ℓ=1
〈f, ψk,ℓ〉ψk,ℓ,
where dk is the dimension of Gk and {ψk,ℓ} an orthonormal basis of Gk in L2,w(D).
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For f ∈ Lp,w(D), f ∼
∑∞
k=0Akf, we define Q(D)
γ by
Q(D)γf ∼
∑
k
λγkAkf
and we say that Q(D)γf ∈ Lp,w(D) if there exists g ∈ Lp,w(D) such that λγkAkf = Akg.
In what follows, we suppose that λk ≍ kσ for some positive σ > 0. Note that in the
example above σ = 2 except for the eigenvalues of −∆+ |x|2 where σ = 1 (see [Di98]).
As usual, we define the K-functional Kγ
(
f,Q(D), tσγ
)
p,w
by
(4.1) Kγ
(
f,Q(D), tσγ
)
p,w
:= inf
Q(D)γg∈Lp,w(D)
{‖f − g‖Lp,w(D) + tσγ‖Q(D)γg‖Lp,w(D)}.
In this section, we consider approximation processes, which are defined by means
of the Fourier multiplier operator Tµ given by
Tµf ∼
∞∑
k=0
µkAkf for f ∼
∞∑
k=0
Akf.
We will use the following assumption related to a Ho¨rmander-Mikhlin-type theorem.
Assumption 4.1. For some ℓ0 ≥ 0, the condition
(4.2) |∆ℓµk| ≤ A(k + 1)−ℓ for 0 ≤ ℓ ≤ ℓ0,
where
∆0µk = µk, ∆µk = µk+1 − µk and ∆ℓµk = ∆(∆ℓ−1µk),
implies
‖Tµf‖Lp,w(D) ≤ C
(
A,Lp,w(D), {Gk}
)‖f‖Lp,w(D) , 1 < p <∞.
It is clear that under Assumption 4.1, the de la Valle´e Poussin-type operator
ηNf :=
∞∑
k=0
η
( k
N
)
Ak, f ∼
∞∑
k=0
Akf,
satisfies
(4.3) ‖ηNf‖p,w ≤ A‖f‖p,w.
Here and in what follows, we assume that
η(ξ) ∈ C∞[0,∞), η(ξ) =
{
1, ξ ≤ 1/2,
0, ξ ≥ 1.
Moreover, the following realization result (see [Di98, Theorem 7.1]) holds:
(4.4) Kγ
(
f,Q(D), λ−γN
)
p,w
≍ ‖f − ηNf‖p,w + λ−γN ‖Q(D)γηNf‖p,w.
Denote
(4.5) θ0(f) := η1f and θj(f) := η2jf − η2j−1f for j > 0.
The following Littlewood–Paley-type theorem plays a crucial role in our further
study.
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Theorem 4.1. (See [DD, Theorem 2.1], [DDT, Theorem 3.1].) Let f ∈ Lp,w(D),
1 < p <∞, and Assumption 4.1 be satisfied, then
∥∥∥{ ∞∑
j=0
(
θj(f)
)2}1/2∥∥∥
Lp,w(D)
≍ ‖f‖Lp,w(D).
If, in addition, γ > 0, then
(4.6)
∥∥∥{ ∞∑
j=1
(
2jγσθj(f)
)2}1/2∥∥∥
Lp,w(D)
≍ ‖Q(D)γf‖Lp,w(D).
4.2. Smoothness of the de la Valle´e Poussin means in Lp,w.
Theorem 4.2. Let f ∈ Lp,w(D), 1 < p <∞, γ > 0, τ = max(2, p), θ = min(2, p),
n ∈ N, and Assumption 4.1 hold. Then
(4.7)
(
∞∑
k=n+1
2−σγτk‖Q(D)γη2kf‖τp,w
) 1
τ
. Kγ(f,Q(D), 2
−nγσ)p,w
and
(4.8) Kγ(f,Q(D), 2
−nγσ)p,w .
(
∞∑
k=n+1
2−σγθk‖Q(D)γη2kf‖θp,w
) 1
θ
.
Proof. Denote α = σγ and
Iτ =
∞∑
k=n+1
2−ατk‖Q(D)γη2kf‖τp,w.
Then
Iτ .
∞∑
k=n+1
2−ατk‖Q(D)γ(η2kf − η2nf)‖τp,w + 2−nατ‖Q(D)γη2nf‖τp,w
= J + 2−nατ‖Q(D)γη2nf‖τp,w.
(4.9)
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By (4.6), we have
J .
∞∑
k=n+1
2−kατ
{∫
D
( ∞∑
j=1
22αj (θj(η2kf − η2nf))2
) p
2
w
} τ
p
=
∞∑
k=n+1
2−kατ
{∫
D
( k+1∑
j=n
22αj (θj(η2kf − η2nf))2
) p
2
w
} τ
p
.
∞∑
k=n+1
2−kατ
{
2αn‖θn(η2kf − η2nf)‖p,w + 2α(n+1)‖θn+1(η2kf − η2nf)‖p,w
}τ
+
∞∑
k=n+1
2−kατ
{∫
D
( k−1∑
j=n+2
22jαθj(f)
2
) p
2
w
} τ
p
+
∞∑
k=n+1
2−kατ
{
2kα‖θk(η2kf − η2nf)‖p,w + 2(k+1)α‖θk+1(η2kf − η2nf)‖p,w
}τ
= J1 + J2 + J3.
Let us estimate the first sum J1. By (4.3), we have
‖θj(η2kf − η2nf)‖p,w ≤ 2A‖η2kf − η2nf‖p,w
≤ 2A(‖f − η2nf‖p,w + ‖f − η2kf‖p,w).
Using the fact that
η2k(η2nf) = η2nf for k ≥ n+ 1,
we derive
‖f − η2kf‖p,w = ‖f − η2nf + η2k(η2nf − f)‖p,w
≤ (1 + A)‖f − η2nf‖p,w.(4.10)
Therefore,
‖θj(ηkf − ηnf)‖p,w . ‖f − η2nf‖p,w
and we get
J1 . ‖f − η2nf‖p,w.
Regarding J2, we note that
θj(f) = θj(f − η2nf) for j ≥ n + 2,
and, therefore,
J2 =
∞∑
k=n+1
2−kατ
{∫
D
( k−1∑
j=n+2
22jαθj(f − η2nf)2
) p
2
w
} τ
p
.
Dealing with J3, we observe that θk(η2nf) = η2n(θk(f)). Then
‖θk(η2kf − η2nf)‖p,w ≤ ‖θk(η2kf − f)‖p,w + ‖θk(η2nf − f)‖p,w
= ‖η2k(θk(f))− θk(f)‖p,w + ‖θk(η2nf − f)‖p,w
. ‖θk(η2nf − f)‖p,w,
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where in the last estimate we used (4.10) with θk(f) in place of f .
Combining the above inequalities, we obtain that
J .
∞∑
k=n+1
2−kατ
{∫
D
( k+1∑
j=n
22jα (θj(f − η2nf))2
) p
2
w
} τ
p
+ ‖f − η2nf‖τp,w.
Next, using Minkowski’s inequality with τ
p
≥ 1, Hardy’s inequality (3.13), the inequality
‖{ak}‖ℓτ ≤ ‖{ak}‖ℓ2 , and Theorem 4.1, we get
∞∑
k=n+1
2−kατ
{∫
D
( k+1∑
j=n
22jα (θj(f − η2nf))2
) p
2
w
} τ
p
.
{∫
D
[ ∞∑
k=n+1
2−kατ
( k+1∑
j=n
22jα(θj(f − η2nf))2
) τ
2
] p
τ
w
} τ
p
.
{∫
D
[ ∞∑
j=n
|θj(f − η2nf)|τ
] p
τ
w
} τ
p
.
{∫
D
[ ∞∑
j=n
|θj(f − η2nf)|2
] p
2
w
} τ
p
. ‖f − η2nf‖τp,w.
Therefore,
(4.11) J . ‖f − η2nf‖τp,w.
In light of (4.4), estimates (4.9) and (4.11) imply
Iτ . ‖f − η2nf‖τp,w + 2−nατ‖Q(D)γη2nf‖τp,w
. Kγ(f,Q(D), 2
−nγσ)τp,w,
which proves (4.7).
Let us prove (4.8). By (4.4), we have
(4.12) Kγ(f,Q(D), 2
−nγσ)θp,w . ‖f − η2nf‖θp,w + 2−nαθ‖Q(D)γη2nf‖θp,w.
By Theorem 4.1, taking into account that
(θj(f − η2nf))2 ≤ 4(θj(f))2 + 4(θj(η2nf))2,
θj(η2nf) = 0 for j ≥ n+ 2,
‖θj(η2nf)‖p,w ≤ A‖θj(f)‖p,w,
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and ‖{ak}‖ℓ2 ≤ ‖{ak}‖ℓθ , we derive
‖f − η2nf‖θp,w .
(∫
D
[ ∞∑
j=n
θj(f − η2nf)2
]p
2
w
) θ
p
.
(∫
D
[ ∞∑
j=n
θj(f)
2
] p
2
w
) θ
p
.
(∫
D
[ ∞∑
j=n
|θj(f)|θ
] p
θ
w
) θ
p
=
(∫
D
[ ∞∑
j=n
2−jαθ
(
θj(f)
222jα
) θ
2
] p
2
w
) θ
p
.
(∫
D
[ ∞∑
j=n
2−jαθ
( j∑
k=n
θk(f)
222kα
+ θj+1(η2j+1f)
222(j+1)α + θj+2(η2j+1f)
222(j+2)α
) θ
2
] p
θ
w
) θ
p
=
(∫
D
[ ∞∑
j=n
2−jαθ
( j+2∑
k=n
θk(η2j+1f)
222kα
) θ
2
]p
θ
w
) θ
p
.
Next, Minkowski’s inequality with p
θ
≥ 1 and Theorem 4.1 (see (4.6)), yield
‖f − η2nf‖θp,w .
∞∑
j=n
2−jαθ
(∫
D
[ j+2∑
k=n
θk(η2j+1f)
222kα
] p
2
w
) θ
p
.
∞∑
j=n
2−jαθ‖Q(D)γη2j+1f‖θp,w .
∞∑
j=n
2−jαθ‖Q(D)γη2jf‖θp,w.
(4.13)
Finally, combining (4.12) and (4.13), we derive (4.8). 
4.3. General Fourier multiplier operators. In this subsection, we extend The-
orem 4.2 considering general Fourier multiplier operators given by
Ψnf ∼
∞∑
k=0
ψ
(
k
n
)
Akf,
where a function ψ : [0,∞) → R is such that suppψ ⊂ [0, 1). Together with the
operator Ψn, additionally assuming that ψ(x) 6= 0 for all x ∈ [0, 2−m] for some m ∈ Z+,
we will also use the operator
Ψ˜n ∼
∞∑
k=0
ψ˜
(
k
n
)
Akf, ψ˜(ξ) =
η(ξ)
ψ(2−mξ)
,
which plays a role of the inverse operator to Ψn.
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Theorem 4.3. Suppose that the conditions of Theorem 4.2 are satisfied.
(A) Let the operators Ψ2n be such that, for any f ∈ Lp,w(D) and n ∈ N,
(4.14) ‖Ψ2nf‖p,w ≤ C‖f‖p,w,
where the constant C does not depend on f and n. Then
(4.15)
(
∞∑
k=n+1
2−σγτk‖Q(D)γΨ2kf‖τp,w
) 1
τ
. Kγ(f,Q(D), 2
−nγσ)p,w.
(B) Suppose that there exists m ∈ N such that ψ(x) 6= 0 for all x ∈ [0, 2−m] and the
operators Ψ˜2n are such that, for any f ∈ Lp,w(D) and n ∈ N,
(4.16) ‖Ψ˜2nf‖p,w ≤ C‖f‖p,w,
where the constant C does not depend on f and n. Then
(4.17) Kγ(f,Q(D), 2
−nγσ)p,w .
(
∞∑
k=n+1
2−σγθk‖Q(D)γΨ2kf‖θp,w
) 1
θ
.
Proof. To prove inequality (4.15), it is enough to note that by (4.14) one has
‖Q(D)γΨ2nf‖p,w = ‖Q(D)γΨ2n(η2n+1f)‖p,w ≤ C‖Q(D)γη2n+1f‖p,w.
Thus, (4.7) clearly implies (4.15).
To show (4.17), we note that by (4.16), we have∥∥∥∥ n∑
k=0
η(2−nk)Ak(f)
∥∥∥∥
p,w
=
∥∥∥∥ n∑
k=0
η(2−nk)ψ(2−n−mk)(ψ(2−n−mk))−1Ak(f)
∥∥∥∥
p,w
≤ C
∥∥∥∥ n+m∑
k=0
ψ(2−n−mk)Ak(f)
∥∥∥∥
p,w
,
which gives
(4.18) ‖Q(D)γη2nf‖p,w . ‖Q(D)γΨ2n+mf‖p,w.
This and (4.8) imply
Kγ(f,Q(D), 2
−nγσ)p,w .
(
∞∑
k=n+1
2−σγθk‖Q(D)γΨ2k+mf‖θp,w
) 1
θ
.
(
∞∑
k=n+1
2−σγθk‖Q(D)γΨ2kf‖θp,w
) 1
θ
,
completing the proof. 
Remark 4.1. (i) By Assumption 4.1, condition (4.14) can be replaced by the
condition that the sequence {ψ (k2−n)}k∈Z+ satisfies (4.2). Similarly, condition (4.16)
can be replaced by the condition that the sequence {ψ˜ (k2−n)}k∈Z+ satisfies (4.2).
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(ii) If ψ ∈ Cr([0,∞), then both sequences {ψ (k2−n)}k∈Z+ and {ψ˜ (k2−n)}k∈Z+
satisfy (4.2) with ℓ0 = r.
Example. Many classical Fourier means are covered by Theorem 4.3. In particular,
these cases include the following operators Ψnf ∼
∑n
k=0 ψ
(
k
n
)
Akf :
1) Partial sums of Fourier series, the case ψ(x) = χ[0,1](x);
2) Feje´r means that are generated by the function ψ(x) = (1− x)+;
3) More generally, Riesz means for which ψ(x) = (1− xα)δ+, α, δ > 0;
4) Rogosinskii means that are generated by
ψ(x) =
{
cos
(
πx
2
)
, 0 ≤ x ≤ 1,
0, x > 1;
5) Jackson means, the case ψ(x) = 3
2
(1− |x|)+ ∗ (1− |x|)+.
The precise formulation of the corresponding results in the periodic case will be
given in Corollary 5.1.
5. Smoothness of approximation processes on Td
5.1. Smoothness of best approximants. In this subsection, we give analogues
of Theorems 2.1 and 3.2 for best trigonometric approximants in Lp(T
d) spaces. We
recall some basic notations. Denote the set of all trigonometric polynomials of degree
at most n by
Tn = span {ei(k,x) : |k| ≤ n},
where |k| = (k21 + · · ·+ k2d)1/2. The best approximation by trigonometric polynomials
is given by
En(f)Lp(Td) = inf {‖f − ϕ‖Lp(Td) : ϕ ∈ Tn}.
As above, by Pn(f) we denote the best approximant of a function f in Lp(T
d), that is,
‖f − Pn(f)‖Lp(Td) = En(f)Lp(Td),
where Pn(f) ∈ Tn.
In what follows, we will use the well-known Jackson type inequality, see, e.g., [Tim]
and [SO]:
(5.1) En(f)Lp(Td) ≤ Cωr
(
f,
1
n
)
Lp(Td)
, f ∈ Lp(Td), 0 < p ≤ ∞, r ∈ N,
where ωr(f, h)p is the classical modulus of smoothness,
ωr(f, δ)p = sup
|h|<δ
‖∆rhf‖Lp(Td),
∆hf(x) = f(x+ h)− f(x), ∆rh = ∆h∆r−1h , h ∈ Rd, d ≥ 1,
and the constant C does not depend on f and n.
We will also need the following Stechkin-Nikolskii-type inequality (see [KT, Theo-
rem 3.2]), which states that, for any n ∈ N and 0 < δ ≤ π/n,
(5.2) ‖Tn‖W˙ rp (Td) ≍ δ−rωr(Tn, δ)Lp(Td), Tn ∈ Tn, 0 < p ≤ ∞, r ∈ N,
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where the constants in this equivalence are independent of Tn and δ. Here the homo-
geneous Sobolev norm is given by
‖f‖W˙ rp (Td) =
∑
|ν|1=r
‖Dνf‖Lp(Td).
Using Theorem 2.1 with X = Lp(T
d), 0 < p ≤ ∞, and Ω(f, δ)X = ωr(f, δ)Lp(Td)
for some r ∈ N, one can easily verify that properties (2.1)–(2.6) are valid. Therefore,
applying Stechkin-Nikolskii-type inequality (5.2), we obtain the following result.
Theorem 5.1. Let f ∈ Lp(Td), 0 < p ≤ ∞, and r ∈ N. Then
(5.3) 2−nr‖P2n(f)‖W˙ rp (Td) . ωr(f, 2−n)Lp(Td) .
(
∞∑
k=n+1
2−krλ‖P2k(f)‖λW˙ rp (Td)
) 1
λ
,
where λ = min(p, 1).
The above theorem can be also formulated in terms of the fractional smoothness.
For this, we recall the following assertion from [KT, Corollary 3.1]: Let 0 < p ≤ ∞,
α > 0, n ∈ N, and 0 < δ ≤ π/n. Then, for any Tn ∈ Tn, we have
(5.4) sup
ξ∈Rd, |ξ|=1
∥∥∥∥( ∂∂ξ
)α
Tn
∥∥∥∥
Lp(Td)
≍ δ−αωα(Tn, δ)Lp(Td),
where the fractional modulus of smoothness ωα(f, δ)Lp(Td) is given by
ωα(f, δ)Lp(Td) = sup
|h|≤δ
∥∥∥∥ ∞∑
ν=0
(−1)ν
(
α
ν
)
f
( ·+(α− ν)h)∥∥∥∥
Lp(Td)
,
and
(
α
ν
)
= α(α−1)...(α−ν+1)
ν!
,
(
α
0
)
= 1, see [PST].
Our next goal is to obtain a sharp version of (5.3) in the case 1 < p <∞. For this,
we use Theorem 3.2 with Gn = Tn, X = Lp(Td), and Y = Hαp (Td), where
Hαp (T
d) = {g ∈ Lp(Td) : ‖g‖H˙αp (Td) = ‖(−∆)α/2g‖Lp(Td) <∞}
is the fractional Sobolev space. Recall that
(5.5) K
(
f, tα, Lp(T
d);Hαp (T
d)
)
= inf
{
‖f − g‖Lp(Td) + tα‖g‖H˙αp (Td) : g ∈ Hαp (Td)
}
and
(5.6) R
(
f, tα;Lp(T
d), T[1/t]
)
= inf
{
‖f − T‖Lp(Td) + tα‖T‖H˙αp (Td) : T ∈ T[1/t]
}
(cf. (3.1) and (3.6)). For any f ∈ Lp(Td), 1 < p < ∞, and α > 0 we have (see,
e.g., [KT])
K(f, tα;Lp(T
d), Hαp (T
d)) ≍ R(f, tα;Lp(Td), T[1/t]) ≍ ωα(f, t)Lp(Td),
which, in particular, implies (3.7).
Jackson and Bernstein inequalities (3.2) and (3.3) are given by (5.1) and the fol-
lowing inequality, see, e.g., [Wi],
‖(−∆)α/2Tn‖Lp(Td) . nα‖Tn‖Lp(Td), Tn ∈ Tn, 1 < p <∞, α > 0.
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Thus, Theorem 3.2 implies the following result.
Theorem 5.2. Let f ∈ Lp(Td), 1 < p <∞, and α > 0. Then(
∞∑
k=n+1
2−kατ‖(−∆)α/2P2k(f)‖τLp(Td)
) 1
τ
. ωα(f, 2
−n)Lp(Td)
.
(
∞∑
k=n+1
2−kαθ‖(−∆)α/2P2k(f)‖θLp(Td)
) 1
θ
,
where τ = max(2, p) and θ = min(2, p).
5.2. The case of Fourier multiplier operators. In this subsection, we give an
analogue of Theorem 4.3 in the case D = Td. We start by recalling the multiplier
theorem (Assumption 4.1) and the Littlewood-Paley-type theorem in Lp(T
d) for 1 <
p <∞.
Concerning Assumption 4.1, the well-known Mikhlin-Ho¨rmander multiplier theorem
(see [GrI, p. 224]) states that the condition
(5.7) |∆β1e1 . . .∆βdedm(k1, . . . , kd)| ≤ A|k|−|β|, |β| ≡ β1 + · · ·+ βd < [d/2] + 1,
where ∆eim(k1, . . . , ki, kd) = m(k1, . . . , ki + 1, . . . , kd)−m(k1, . . . , ki, . . . , kd), implies
‖Tmf‖Lp(Td) ≤ C(A, p)‖f‖Lp(Td),
where
(Tmf)
∧(k) = m(k)f̂(k)
and f̂(k) = 1
(2π)d
∫
Td
f(y)e−i(k,y)dy.
We define the de la Valle´e Poussin-type multiplier operator by
(ηnf)
∧(k) = η
( |k|
n
)
f̂(k)
and similarly to (4.5), we set
θ0(f) = η1f and θj(f) = η2jf − η2j−1f for j ≥ 1.
An analogue of the Littlewood-Paley theorem in the case D = Td is given by
the following two inequalities, see, e.g., [DDT, Theorem 4.1] or [GrII, Ch. 6]: for
f ∈ Lp(Td), 1 < p <∞, and α > 0, we have∥∥∥{ ∞∑
j=0
(θj(f))
2
}1/2∥∥∥
Lp(Td)
≍ ‖f‖Lp(Td)
and ∥∥∥{ ∞∑
j=1
22jα
(
θj(f)
)2}1/2∥∥∥
Lp(Td)
≍ ‖(−∆)α/2f‖Lp(Td).
Let us consider the Fourier means given by
Ψnf(x) =
∑
k∈Zd
ψ
(
k
n
)
f̂(k)ei(k,x),
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Ψ˜nf(x) =
∑
k∈Zd
ψ˜
(
k
n
)
f̂(k)ei(k,x), ψ˜(ξ) =
η(|ξ|)
ψ(2−mξ)
,
where the function ψ : Rd → C is such that suppψ ⊂ [−1, 1]d and for some m ∈ Z+,
ψ(x) 6= 0 for all x ∈ [−2−m, 2−m]d.
We derive the following analogue of Theorem 4.3 in the case D = Td.
Theorem 5.3. Let f ∈ Lp(Td), 1 < p < ∞, n ∈ N, α > 0, τ = max(2, p), and
θ = min(2, p).
(A) If {Ψ2k} are uniformly bounded operators in Lp(Td), then(
∞∑
k=n+1
2−kατ‖(−∆)α/2Ψ2kf‖τLp(Td)
) 1
τ
. ωα(f, 2
−n)Lp(Td).
(B) If {Ψ˜2k} are uniformly bounded operators in Lp(Td), then
ωα(f, 2
−n)Lp(Td) .
(
∞∑
k=n+1
2−kαθ‖(−∆)α/2Ψ2kf‖θLp(Td)
) 1
θ
.
Remark 5.1. (i) Note that if ψ ∈ A(Rd) = {f : f = ĝ, g ∈ L1(Rd)} (the
Wiener class of absolutely convergent Fourier integrals), then the operators {Ψn} are
uniformly bounded in Lp(T
d) for all 1 ≤ p ≤ ∞, see, e.g., [SW, Ch. VII]. Various
useful conditions to insure that ψ ∈ A(Rd) can be found in the survey [LST], see
also [TB, Ch. 4 and 6].
(ii) Concerning the uniform boundedness of {Ψ˜n}, one can use following version of
1
f
-Wiener theorem (see [Lo¨, p.102]): Let f ∈ A(Rd). If f(x) 6= 0 on a closed bounded
set V ⊂ Rd, then 1
f(x)
is extendable to a function in A(Rd), i.e., there exists a function
g ∈ A(Rd) such that f(x) ≡ g(x) on V .
(iii) To verify the uniform boundedness of {Ψn} and {Ψ˜n} in Lp(Td) for 1 < p <∞,
one can use the Mikhlin-Ho¨rmander multiplier condition (5.7), which is less restrictive
than the conditions given in parts (i) and (ii) of this remark.
(iv) Under conditions of Theorem 5.3, we have that for any f ∈ Hβp (Td), β > 0,(
∞∑
k=n+1
2−kατ‖(−∆)(α+β)/2Ψ2kf‖τLp(Td)
) 1
τ
. ωα((−∆)β/2f, 2−n)Lp(Td)
and
ωα((−∆)β/2f, 2−n)Lp(Td) .
(
∞∑
k=n+1
2−kαθ‖(−∆)(α+β)/2Ψ2kf‖θLp(Td)
) 1
θ
.
As examples, let us consider the following approximation processes:
1) the ℓq-partial Fourier sums
Sn;qf(x) =
∑
‖k‖ℓq≤n
f̂(k)ei(k,x), 1 ≤ q ≤ ∞;
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2) the de la Valle´e Poussin-type means
ηnf(x) =
∑
k∈Zd
η
( |k|
n
)
f̂(k)ei(k,x);
3) the Riesz spherical means
Rβ,δn f(x) =
∑
|k|≤n
(
1−
( |k|
n
)β)δ
+
f̂(k)ei(k,x), β, δ > 0.
Corollary 5.1. Let f ∈ Lp(Td), 1 < p < ∞, α > 0, τ = max(2, p), and θ =
min(2, p). Then
(5.8)(
∞∑
k=n+1
2−kατ‖(−∆)α/2T2kf‖τp
) 1
τ
. ωα
(
f,
1
2n
)
p
.
(
∞∑
k=n+1
2−kαθ‖(−∆)α/2T2kf‖θp
) 1
θ
,
where T2kf = S2k;qf with q = 1,∞, η2kf , or Rβ,δ2k f with δ > d|1/p− 1/2| − 1/2.
Proof. It is enough to note that these means are uniformly bounded in Lp(T
d),
1 < p < ∞, see, e.g., [SW, Ch. VII] and [We], and to apply the Mikhlin-Ho¨rmander
multiplier condition to show that the corresponding inverse operators {Ψ˜n} are also
uniformly bounded in Lp(T
d). 
Remark 5.2. In the univariate case of the Feje´r means T2kf = R
1,1
2k
f , the right-
hand side of inequality (5.8) was obtained earlier by Zhuk and Natanson in [ZN].
Note that for α ∈ N and 1 < p <∞ inequality (5.8) can be equivalently written as
follows(
∞∑
k=n+1
2−kατ‖T2kf‖τW˙αp (Td)
) 1
τ
. ωα
(
f,
1
2n
)
p
.
(
∞∑
k=n+1
2−kαθ‖T2kf‖θW˙αp (Td)
) 1
θ
.
We give its analogue for the cases p = 1, ∞.
Corollary 5.2. Let f ∈ Lp(Td), p = 1,∞, and α ∈ N. Then
(5.9) 2−nαξ−1q (2
n)‖S2n;qf‖W˙αp (Td) . ωα
(
f,
1
2n
)
p
.
∞∑
k=n+1
2−kαξq(2
k)‖S2k;qf‖W˙αp (Td),
where
ξq(t) =
{
logd(t+ 1), q = 1,∞,
t
d−1
2 , 1 < q <∞, q 6= 1,
and
(5.10) 2−nα‖T2nf‖W˙αp (Td) . ωα
(
f,
1
2n
)
p
.
∞∑
k=n+1
2−kα‖T2kf‖W˙αp (Td),
where T2kf = η2kf or R
β,δ
2k
f with δ > (d− 1)/2.
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Proof. Estimates (5.9) follow from Remark 2.1 with ξ(t) = ξq(t) since
‖f − Sn;qf‖Lp(Td) . ‖Sn;q‖L1→L1Ecn(f)Lp(Td) . ξq(n)ωα(f, n−1)Lp(Td).
For calculation of ξq(t) see, e.g., [Li] and [Dy] for the case 1 < q < ∞ and [TB,
Sec. 9.2], [KL] for the case q = 1,∞.
The proof of (5.10) for T2kf = η2kf follows from Theorem 2.1 and the uniform
boundedness of the de la Vale´e Poussin means in L1(T
d), see also Remark 5.1. The
case T2kf = R
β,δ
2k
f can be proved similarly using the uniform boundedness of Rβ,δ
2k
, see,
e.g., [SW, Ch. VII], the inequality ‖f − Rβ,δ
2k
f‖Lp(Td) . ωα(f, 2−n)p, see [Wi], and
applying the same arguments as in the proof of (4.17). 
5.3. Inequalities in the Hardy spaces Hp(D), 0 < p ≤ 1. For simplicity, we
only consider the analytic Hardy spaces on the unit disc D = {z ∈ C : |z| < 1}. By
definition, an analytic function f on D belongs to the space Hp = Hp(D) if
‖f‖Hp = sup
0<ρ<1
(∫ 2π
0
|f(ρeit)|pdt
) 1
p
<∞.
Set
ηnf(x) =
n∑
k=0
η
(
k
n
)
cke
ikx,
where ck = ck(f) are the Taylor coefficients of f . Then, the realization result is given
as follows (see [KT, Sec. 11]):
‖f − η2nf‖Hp + 2−αn‖(η2nf)(α)‖Hp ≍ ωα(f, 2−n)Hp .
Using the scheme of the proof of Theorem 4.2 and the Littlewood-Paley theorem
in the Hardy spaces Hp(D), 0 < p ≤ 1, see, e.g., [GrII, Ch. 6], we obtain the following
result.
Theorem 5.4. Let f ∈ Hp(D), 0 < p ≤ 1, α ∈ N ∪ (1/p− 1,∞), n ∈ N. Then
(5.11)
(
∞∑
k=n+1
2−2αk‖(η2kf)(α)‖2Hp
) 1
2
. ωα(f, 2
−n)Hp
and
(5.12) ωα(f, 2
−n)Hp .
(
∞∑
k=n+1
2−αpk‖(η2kf)(α)‖pHp
) 1
p
.
Remark 5.3. (i) Note that the restriction α > 1/p−1 is needed to correctly define
the modulus of smoothness ωα(f, δ)Hp.
(ii) Inequalities (5.11) and (5.12) are also valid if we replace the de la Valle´e Poussin
means η2kf by the corresponding means Ψ2kf with the properties similar to those
indicated in Theorem 4.3.
(iii) Inequality (5.12) also follows from Theorem 2.1 and the Stechkin-Nikolskii
inequality (5.4).
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5.4. Approximation in smooth function spaces. We will say that f ∈
Lip(α, p)(T), 0 < p ≤ ∞, α > 0, if f ∈ Lp(T) and
‖f‖Lip(α,p) = ‖f‖Lp(T) + |f |Lip(α,p) <∞,
where
|f |Lip(α,p) = sup
h>0
‖∆rhf‖Lp(T)
hα
= sup
h>0
ωr(f, h)p
hα
, r = [α] + 1.
Let 0 < p ≤ ∞, 0 < α < ℓ, and ℓ, n ∈ N. The best approximation in Lip(α, p)(T)
and the modulus of smoothness are given by
En(f)Lip(α,p) = inf
T∈Tn
‖f − T‖Lip(α,p)
and
ϑℓ,α(f, δ)p = sup
0<h≤δ
ωℓ(f, h)p
hα
.
In light of the Jackson inequality (see [KP])
En(f)Lip(α,p) . ϑℓ,α
(
f,
1
n
)
p
, n ∈ N,
by (5.2), the realization result can be written as follows
(5.13) ϑℓ,α(f, δ)p ≍ ‖f − Tn‖Lip(α,p) + δℓ−α‖T (ℓ)n ‖Lp(T), n = [1/δ],
where Tn ∈ Tn is such that En(f)Lip(α,p) = ‖f − Tn‖Lip(α,p).
Therefore, using Theorem 2.1 with X = Lip(α, p) and Ω(f, δ)X = ϑℓ,α(f, δ)p, α < ℓ,
ℓ ∈ N, and (5.13), we obtain the following result.
Theorem 5.5. Let f ∈ Lip(α, p), 0 < p ≤ ∞, ℓ ∈ N, 0 < α < ℓ, and λ = min(p, 1).
Then
(5.14) 2−n(ℓ−α)‖T (ℓ)2n ‖Lp(T) . ϑℓ,α(f, 2−n)p .
(
∞∑
k=n+1
2−k(ℓ−α)λ‖T (ℓ)
2k
‖λLp(T)
) 1
λ
,
where T2k ∈ T2k is the best approximant of f in Lip(α, p).
In view of Theorem 3.2, we sharpen (5.14) for 1 < p <∞ as follows.
Theorem 5.6. Let f ∈ Lip(α, p), 1 < p <∞, ℓ ∈ N, 0 < α < ℓ, and τ = max(2, p),
θ = min(2, p). Then(
∞∑
k=n+1
2−k(ℓ−α)τ‖T (ℓ)
2k
‖τLp(T)
) 1
τ
. ϑℓ,α(f, 2
−n)p .
(
∞∑
k=n+1
2−k(ℓ−α)θ‖T (ℓ)
2k
‖θLp(T)
) 1
θ
,
where T2k ∈ T2k is the best approximant of f in Lip(α, p).
Remark 5.4. Using the well-known facts about simultaneous approximation of
functions and their derivatives in Lp(T), see, e.g. [CF] and [DL, Ch.7, Theorem 2.7],
it is not difficult to obtain analogues of Theorems 5.5 and 5.6 in the Sobolev spaces
W rp (T), 1 ≤ p ≤ ∞, and r ∈ N, cf. Remark 5.1 (iv).
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5.5. Interpolation operators. In the above sections, we deal with polynomials
of the best approximation and Fourier means. It turns out that Theorem 2.1 can be
also applied for interpolation operators. As an example, let us consider an interpolation
analogue of the de la Valle´e Poussin means:
Vnf(t) =
1
3n
6n−1∑
k=0
f (tk)Kn (t− tk) , tk = πk
3n
, t ∈ T,
where
Kn(t) =
1
2
+
2n∑
k=1
cos kt+
4n−1∑
k=2n+1
4n− k
2n
cos kt.
Recall some basic properties of Vnf (see [Sz]).
Proposition 5.1. The following assertions hold:
(1) deg Vnf ≤ 4n− 1;
(2) Vnf (tk) = f (tk) , k = 0, . . . , 6n− 1;
(3) VnT (t) = T (t) for any T ∈ T2n;
(4) for all f ∈ C(T) and r, n ∈ N, we have
‖f − Vnf‖L∞(T) . ωr(f, 1/n)∞.
Thus, noting that Vn(V2nf) = Vnf and using Theorem 2.1, Proposition 5.1, and
the Nikolskii-Stechkin-type inequality (5.2), we derive the following result.
Theorem 5.7. Let f ∈ C(T) and r, n ∈ N. Then
2−nr‖(V2nf)(r)‖L∞(T) . ωr(f, 2−n)∞ .
∞∑
k=n+1
2−kr‖(V2kf)(r)‖L∞(T).
6. Smoothness of approximation processes on Rd
6.1. Smoothness of best approximants. In what follows, the class of band-
limited functions Bσp , 1 ≤ p ≤ ∞, σ > 0, is given by
Bσp =
{
ϕ ∈ Lp(Rd) : supp ϕ̂(x) ⊂ {x : |x| < σ}
}
,
where
ĝ(x) =
∫
Rd
g(y)e−i(x,y)dy.
Let
Eσ(f)Lp(Rd) = inf
{‖f − ϕ‖Lp(Rd) : ϕ ∈ Bσp}
be the best approximation of f and Pσ(f) ∈ Bσp be a best approximant of f in Lp(Rd),
that is,
‖f − Pσ(f)‖Lp(Rd) = Eσ(f)Lp(Rd).
In contrast to the periodic case, we do not know analogues of Jackson and Nikolskii-
Stechkin inequalities type inequalities for the full range of parameters d ∈ N and
0 < p < 1. Because of this, we restrict ourselves to the case 1 ≤ p ≤ ∞.
We will use the following Jackson and Nikolskii-Stechkin inequalities, see,
e.g., [Tim, 5.3.2] and [Wi, Theorem 3]:
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(6.1) Eσ(f)p . ωr
(
f,
1
σ
)
p
, f ∈ Lp(Rd), σ > 0, r ∈ N,
(6.2) ‖Pσ‖W˙ rp (Rd) ≍ δ−rωr(Pn, δ)Lp(Rd), Pσ ∈ Bσp , σ > 0, 0 < δ ≤ π/σ.
Then, Theorem 2.1 together with inequalities (6.1) and (6.2) imply the following
result.
Theorem 6.1. Let f ∈ Lp(Rd), 1 ≤ p ≤ ∞, and r ∈ N. Then
2−nr‖P2n(f)‖W˙ rp (Rd) . ωr(f, 2−n)Lp(Rd) .
∞∑
k=n+1
2−kr‖P2k(f)‖W˙ rp (Rd).
To sharpen this result in the case 1 < p < ∞, we will use Theorem 3.2 with
Gn = Bnp , X = Lp(Rd), and Y = Hαp (Rd), α > 0, where
Hαp (R
d) = {g ∈ Lp(Rd) : ‖g‖H˙αp (Rd) = ‖(−∆)α/2g‖Lp(Rd) <∞}
is the fractional Sobolev spaces. The corresponding K-functional and its realization
are defined similarly to (5.5) and (5.6) and, moreover, for any f ∈ Lp(Rd), 1 < p <∞,
and α > 0,
K(f, tα;Lp(R
d), Hαp (R
d)) ≍ R(f, tα;Lp(Rd),B1/tp ) ≍ ωα(f, t)Lp(Rd),
see [Wi]. This, in particular, implies
‖(−∆)α/2Pσ‖Lp(Rd) . nα‖Pσ‖Lp(Rd), Pσ ∈ Bnp , 1 < p <∞.
Thus, using Theorem 3.2, we obtain
Theorem 6.2. Let f ∈ Lp(Rd), 1 < p < ∞, α > 0, τ = max(2, p), and θ =
min(2, p). Then(
∞∑
k=n+1
2−kατ‖(−∆)α/2P2k(f)‖τLp(Rd)
) 1
τ
. ωα(f, 2
−n)Lp(Rd)
.
(
∞∑
k=n+1
2−kαθ‖(−∆)α/2P2k(f)‖θLp(Rd)
) 1
θ
.
6.2. The case of Fourier multipliers operators. The Mikhlin-Ho¨rmander mul-
tiplier theorem (cf. Assumption 4.1) states that the condition∣∣∣ ∂β
∂β1x1 . . . ∂βdxd
µ(x)
∣∣∣ ≤ A|x|−|β|, |β| ≡ β1 + · · ·+ βd < [d
2
]
+ 1
(see [GrI, p. 366]) implies
‖Tµf‖Lp(Rd) ≤ C(A, p)‖f‖Lp(Rd),
where (Tµf)
∧(x) = µ(x)f̂(x).
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Setting
(ησf)
∧(x) = η
( |x|
σ
)
f̂(x)
and
θ0(f) = η1f and θj(f) = η2jf − η2j−1f for j ≥ 1,
we have the following analogue of the Littlewood-Paley theorem in the case D = Rd
(see [GrII, p. 20] and [DDT, Theorem 4.1]): for f ∈ Lp(Td), 1 < p <∞, and γ > 0,∥∥∥{ ∞∑
j=0
(θj(f))
2
}1/2∥∥∥
Lp(Rd)
≍ ‖f‖Lp(Rd)
and ∥∥∥{ ∞∑
j=1
22jα
(
θj(f)
)2}1/2∥∥∥
Lp(Rd)
≍ ‖(−∆)α/2f‖Lp(Rd).
We introduce the operators Ψσ and Ψ˜σ as follows:
(Ψσf)
∧(x) = ψ
( |x|
σ
)
f̂(x),
(Ψ˜σf)
∧(x) = ψ˜
( |x|
σ
)
f̂(x), ψ˜(ξ) =
η(|ξ|)
ψ(2−mξ)
,
where a function ψ : Rd → C is such that suppψ ⊂ [−1, 1]d and for some m ∈ Z+,
ψ(x) 6= 0 for all x ∈ [−2−m, 2−m]d.
We are now in a position to give a version of Theorem 4.3 in the case D = Rd.
Theorem 6.3. Let f ∈ Lp(Rd), 1 < p < ∞, α > 0, τ = max(2, p), and θ =
min(2, p).
(A) If {Ψ2k} are uniformly bounded in Lp(Rd), then(
∞∑
k=n+1
2−kατ‖(−∆)α/2Ψ2kf‖τLp(Rd)
) 1
τ
. ωα(f, 2
−n)Lp(Rd).
(B) If {Ψ˜2k} are uniformly bounded in Lp(Rd), then
ωα(f, 2
−n)Lp(Rd) .
(
∞∑
k=n+1
2−kαθ‖(−∆)α/2Ψ2kf‖θLp(Rd)
) 1
θ
.
An analogue of Corollary 5.1 on Rd, namely, inequality (5.8) holds for the following
Fourier means:
1) the ℓq-Fourier means given by
Ŝn,qf(ξ) = χ{ξ∈Rd : ‖ξ‖ℓq≤n}(ξ)f̂(ξ), q = 1,∞;
2) the de la Valle´e Poussin-type means ηnf(x);
3) the Riesz spherical means Rβ,δn given by
R̂β,δn f(ξ) =
(
1−
( |ξ|
n
)β)δ
+
f̂(ξ)
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for β > 0 and δ > d|1
p
− 1
2
| − 1
2
.
At the same time, an analogue of Corollary 5.2 on Rd is valid only for the de la Valle´e
Poussin-type means and the Riesz spherical means. Namely, for any f ∈ Lp(Rd),
p = 1,∞, and α ∈ N, we have
2−nα‖T2nf‖W˙αp (Rd) . ωα
(
f,
1
2n
)
p
.
∞∑
k=n+1
2−kα‖T2kf‖W˙αp (Rd),
where T2kf = η2kf or R
β,δ
2k
f with δ > (d− 1)/2.
Finally in this section, we give a characterization of the classical Besov spaces
Bsp,q(R
d) in terms of best approximants and Fourier means. Using Theorems 6.1, 6.2
and 6.3 and the same arguments as in Corollary 2.4, we derive
Corollary 6.1. Let 1 < p <∞, 0 < q ≤ ∞, and 0 < s < α. We have
(6.3) |f |Bsp,q(Rd) ≍
(
∞∑
k=1
2(s−α)qk‖(−∆)α/2P2k(f)‖qLp(Rd)
) 1
q
,
where P2k(f) stands for the best approximants or the Fourier means Ψ2kf with the
properties given in Theorem 6.3.
In the case p = 1 or ∞ and α ∈ N, s < α, we have
|f |Bsp,q(Rd) ≍
(
∞∑
k=1
2(s−α)qk‖P2k(f)‖qW˙αp (Rd)
) 1
q
,
where P2k(f) stands for the best approximants, the de la Valle´e Poussin-type means
ηnf(x), or the Riesz spherical means R
β,δ
n with δ > (d− 1)/2.
Note that a similar assertion for the Gauss-Weierstrass semi-group Wtf(x) =
(4πt)d/2
∫
Rd
e−
|x−y|2
4t f(y)dy = (e−t|ξ|
2
f̂(ξ))(x), t > 0, was obtained in [BB, Theo-
rem 3.4.6, p. 198] and [Tr, Section 1.13.2, pp. 76–81].
7. Smoothness of approximation processes on [−1, 1]
7.1. Sharp inequalities for algebraic polynomials. Let Lw,p = Lp([−1, 1];w),
0 < p ≤ ∞, be the space of all functions f with the finite (quasi-)norm
‖f‖w,p = ‖f‖Lp([−1,1];w) =
(∫ 1
−1
|f(x)|pw(x)dx
) 1
p
,
where
w(x) = wa,b(x) = (1− x)a(1 + x)b, a, b > −1,
is the Jacobi weight on [−1, 1]. In the unweighted case, w(x) ≡ 1, we write Lp =
Lp[−1, 1], ‖f‖p = ‖f‖Lp[−1,1].
Further, let Pn be the set of all algebraic polynomials of degree at most n. As usual,
the error of the best approximation of a function f ∈ Lw,p by algebraic polynomials is
defined as follows:
En(f)w,p = inf
P∈Pn
‖f − P‖w,p.
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Let f ∈ Lp[−1, 1], 0 < p <∞, r ∈ N, ϕ(x) =
√
1− x2, and σ ≥ 0. Recall that the
Ditzian-Totik modulus of smoothness ωϕr (f, δ)p is given by
ωϕr (f, δ)p = sup
|h|≤δ
‖∆¯rhϕf‖Lp[−1,1],
where
∆¯rhϕ(x)f(x) =

r∑
k=0
(−1)k
(
r
k
)
f
(
x+
(r
2
− k
)
hϕ(x)
)
, x± r
2
hϕ(x) ∈ [−1, 1],
0, otherwise.
The Jackson-type theorem for the Ditzian-Totik moduli of smoothness is given by
En(f)p ≤ Cr,pωϕr
(
f, n−1
)
p
, f ∈ Lp[−1, 1], 0 < p <∞, n > r,
(see [DLY, Theorem 1.1] for the case 0 < p < 1 and [DT, p. 79, Theorem 7.2.1] for
the case p ≥ 1). It is also well know, see, e.g., [DHI], that ωϕr (f, δ)p ≤ Cr,p‖f‖p and
ωϕr (f, 2t)p ≤ Cr,pωϕr (f, t)p. Thus, taking into account the following Nikolskii-Stechkin
type inequality (see [DHI] and [HL])
ωϕr (Pn, δ)p ≍ δr‖ϕrP (r)n ‖p, 0 < p <∞, Pn ∈ Pn, 0 < δ ≤ n−1,
we see that Theorem 2.1 implies the following result (see also [HL]).
Theorem 7.1. For any f ∈ Lp[−1, 1], 0 < p ≤ ∞, and n > r, we have
2−rn‖ϕrP (r)2n ‖Lp[−1,1] . ωϕr (f, 2−n)Lp[−1,1] .
(
∞∑
k=n+1
2−rλk‖ϕrP (r)
2k
‖λLp[−1,1]
) 1
λ
,
where λ = min(1, p) and Pn is a polynomial of the best approximation of f in Lp[−1, 1].
Now, we are going to apply Theorems 3.2 and 4.2 in the case of the weighted Lp
spaces for 1 < p <∞. First, we introduce some notations.
For a, b > −1, denote by P (a,b)k (x), k ∈ Z+, the system of Jacobi polynomials,
orthogonal on [−1, 1], such that P (a,b)k (1) =
(
k+a
k
)
, k ∈ Z+. Let also R(a,b)k be the
normalized Jacobi polynomials, R
(a,b)
k (x) = P
(a,b)
k (x)/P
(a,b)
k (1), k ∈ Z+.
The Fourier-Jacobi series of f ∈ Lw,p, 1 ≤ p ≤ ∞, a, b > −1, is given by
f(x) ∼
∞∑
k=0
c
(a,b)
k (f)µ
(a,b)
k R
(a,b)
k (x),
with the Fourier coefficients
c
(a,b)
k (f) =
∫ 1
−1
f(x)R
(a,b)
k (x)w(x)dx, k ∈ Z+,
and µ
(a,b)
k = ‖R(a,b)k ‖−2Lw,2 ≍ k2a+1.
Note that the Jacobi polynomials are the eigenfunctions of the differential operator
Q(D) = Qα,β(D) =
−1
w(x)
d
dx
w(x)(1− x2) d
dx
,
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Q(D)P
(a,b)
k = λ
(a,b)
k P
(a,b)
k , λ
(a,b)
k = k(k + a+ b+ 1).
Then the corresponding K-functional is given by (4.1) with σ = 2 and D = [−1, 1].
Recall that by (4.4) and [DD, Section 6], we have
Kγ
(
f,Q(D), n−2γ
)
Lp,w[−1,1]
≍ ‖f − ηnf‖Lp,w[−1,1] + n−2γ‖Q(D)γηnf‖Lp,w[−1,1],
where the de la Valle´e Poussin means ηnf are given by
ηnf(x) =
∞∑
k=0
η
(
k
n
)
c
(a,b)
k (f)µ
(a,b)
k R
(a,b)
k (x).
Thus, using Theorem 3.2, Theorem 4.2, and the needed facts from [DD, Section
6], we obtain the following result.
Theorem 7.2. Let f ∈ Lp,w[−1, 1], 1 < p < ∞, γ > 0, τ = min(2, p), and
θ = max(2, p). Then
(7.1)
(
∞∑
k=n+1
2−2γτk‖Q(D)γη2kf‖τLp,w[−1,1]
) 1
τ
. Kγ(f,Q(D), 2
−2nγ)Lp,w[−1,1],
(7.2) Kγ(f,Q(D), 2
−2nγ)Lp,w[−1,1] .
(
∞∑
k=n+1
2−2γθk‖Q(D)γη2kf‖θLp,w[−1,1]
) 1
θ
.
Inequalities (7.1) and (7.2) are also valid if we replace the de la Valle´e Poussin
means η2kf by the best approximants P2k(f), or by the Fourier-Jacobi means Ψ2kf
with the properties similar to those indicated in Theorem 4.3.
Remark 7.1. Note that the results given in Theorems 7.1 and 7.2 essentially im-
prove the corresponding results for the best approximants in Lp,w[−1, 1], 1 ≤ p < ∞,
obtained early in [DT, Theorem 8.3.1], [BJS, Go, HL, L].
7.2. Sharp inequalities for splines. In this subsection, we consider approxima-
tion of functions by splines in the space Lp[0, 1] with the (quasi-)norm ‖·‖p = ‖·‖Lp[0,1].
Denote by Sm,n the set of all spline functions of degree m − 1 with the knots
tj = tj,n = j/n, j = 0, . . . , n, i.e., S ∈ Sm,n if S ∈ Cm−2[0, 1] and S is some algebraic
polynomial of degree m− 1 in each interval (tj−1, tj), j = 1, . . . , n.
Let
Em,n(f)p = inf
S∈Sm,n
‖f − S‖Lp[0,1]
be the best approximation of a function f by splines S ∈ Sm,n in Lp[0, 1].
The Jackson type inequality is given by ([Os, Theorem 1], see also [DL, Ch. 12,
p. 379])
(7.3) Er,n(f)p . ωr(f, n−1)p,
where f ∈ Lp[0, 1], 0 < p ≤ ∞, n ∈ N, and
ωr(f, δ)p = sup
0<h≤δ
‖∆rhf‖Lp[0,1−rh]
is the modulus of smoothness of order r ∈ N.
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Note that any spline Sn ∈ Sr,n can be represented (see [Os]) as follows:
Sn(x) = P (x) +
n−1∑
j=1
aj(x− tj)r−1+ ,
where P ∈ Pr−1, x+ = x if x ≥ 0 and x+ = 0 if x < 0. Moreover, one has
(7.4) C−1n−(1+(r−1)p)
n−1∑
j=1
|aj |p ≤ ωr(Sn, n−1)pp ≤ Cn−(1+(r−1)p)
n−1∑
j=1
|aj|p ,
where C is a positive constant that depends only on r and p. Inequalities (7.4) were
proved in [HY, Lemma 2.1] (see also [Hu]) in the case 1 ≤ p < ∞. It is easy to see
that the same also holds in the case 0 < p < 1.
It is important to mention that (7.4) implies that for any Sn ∈ Sr,n, n, r ∈ N, one
has
(7.5) ωr(Sn, n
−1)p ≍ n−(r−1)−
1
pV (S(r−1)n )p, 0 < p <∞,
where V (f)p denotes the p-variation of the function f , that is,
V (f)p = sup
0=x0<x1<···<xn=1
( n−1∑
k=0
|f(xk+1)− f(xk)|p
) 1
p
.
In its turn, (7.5) implies the following analogue of the Bernstein inequality
(7.6) n−(r−1)−
1
pV (S(r−1)n )p . ‖Sn‖p.
Moreover, by (7.3) and (7.5), for any Sn ∈ Sr,n, n, r ∈ N, such that ‖f − Sn‖Lp[0,1] =
Er,n(f)p, we have
(7.7) ‖f − Sn‖p + n−(r−1+
1
p
)V (S(r−1)n )p ≍ ωr(f, n−1)p.
The above results allow us to apply Theorem 2.1 to obtain the following result.
Theorem 7.3. Let f ∈ Lp[0, 1], 0 < p <∞, r, n ∈ N, and λ = min(1, p). Then
2−n(r−1+
1
p
)V (S
(r−1)
2k
)p . ωr(f, 2
−n)p .
(
∞∑
k=n+1
(
2−k(r−1+
1
p
)V (S
(r−1)
2k
)p
)λ) 1λ
,
where S2k ∈ Sr,2k is such that ‖f − S2k‖Lp[0,1] = Er,2k(f)p.
In the case 1 < p <∞, using (7.5), (7.6), and (7.7) and Theorem 3.2, we arrive at
the next statement.
Theorem 7.4. Let f ∈ Lp[0, 1], 1 < p < ∞, r, n ∈ N, and τ = max(2, p), θ =
min(2, p). Then(
∞∑
k=n+1
2−k(r−1+
1
p
)τV (S
(r−1)
2k
)τp
) 1
τ
. ωr(f, 2
−n)p .
(
∞∑
k=n+1
2−k(r−1+
1
p
)θV (S
(r−1)
2k
)θp
) 1
θ
,
where S2k ∈ Sr,2k is such that ‖f − S2k‖Lp[0,1] = Er,2k(f)p.
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8. Nonlinear methods of approximation
8.1. Nonlinear wavelet approximation. We restrict ourselves to the case of
compactly supported biorthogonal wavelets and follow the discussion in [De, Section 7].
Let ϕ and ϕ˜ be two refinable compactly supported functions and let ψ and ψ˜ be their
corresponding wavelets. Suppose that ϕ and ϕ˜ are in duality as follows∫
R
ϕ(x− j)ϕ˜(x− k)dx = δjk,
where δjk is the Kronecker delta. Then each function f ∈ Lp(R) has the following
wavelet decomposition:
f =
∑
I∈D
cI,p(f)ψI,p, cI,p(f) = 〈f, ψ˜I,p/(p−1)〉,
see, e.g., [CDF] and [Da]. In the above formula, D is the set of all dyadic intervals in
R, I denotes the dyadic cube I = 2−k(j + [0, 1]) associated with j, k ∈ Z and
ψI,p(x) = |I|−1/pψ(2kx− j).
Let Σwn denote the set of all functions
S =
∑
I∈Λ
aIψI ,
where Λ ⊂ D is a set of dyadic intervals of cardinality #Λ ≤ n. Thus Σwn is the set of
all functions which are a linear combination of n wavelet functions. We define
σwn (f)p = inf
S∈Σwn
‖f − S‖Lp(R).
Let Brp,q(R), r > 0, 0 < p, q ≤ ∞, be the classical Besov spaces. The Jackson
and Bernstein type inequalities are given in the following two propositions (see [CDH,
Corollary 4.1 and Theorem 4.3]).
Proposition 8.1. Let 1 < p <∞, r > 0, and f ∈ Lp(R), 1/γ = r+ 1/p. If ψ has
m vanishing moments with m > r and ψ is in Bργ,q(R) for some q > 0 and some ρ > r,
then
σwn (f)p . K
(
f, n−r;Lp(R), B
r
γ,γ(R)
)
, n ∈ N.
Proposition 8.2. Let 1 < p <∞, r > 0, 1/γ = r + 1/p. If S =∑I∈Λ cI,p(f)ψI,p,
with #Λ ≤ n, then
|S|Brγ,γ(R) . nr‖S‖Lp(R).
We will also use the fact that there exists Qnf ∈ Σwn such that ‖f − Qnf‖Lp(R) .
σwn (f)p and
K
(
f, n−r;Lp(R), B
r
γ,γ(R)
) ≍ ‖f −Qnf‖Lp(R) + n−r|Qnf |Brγ,γ(R)
(see for details [CDH]). This realization result in particular implies the Nikolskii-
Stechkin-type inequality
K
(
S, n−r;Lp(R), B
r
γ,γ(R)
) ≍ n−r|S|Brγ,γ(R), S ∈ Σwn .
Thus, using Theorem 3.2, Propositions 8.1 and 8.2, we obtain the following result.
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Theorem 8.1. Under conditions of Proposition 8.1, we have(
∞∑
k=n+1
2−rτk|P2kf |τBrγ,γ(R)
) 1
τ
. K
(
f, 2−rn;Lp(R), B
r
γ,γ(R)
)
.
(
∞∑
k=n+1
2−rθk|P2kf |θBrγ,γ(R)
) 1
θ
,
where P2kf ∈ Σw2k is such that ‖f − P2kf‖Lp(R) = σw2k(f)p and τ = max(2, p), θ =
min(2, p).
As a corollary, we obtain the characterization of the Besov space BrX,q (interpolation
space) given in (2.16) with X = Lp(R) and Ω(f, 2
−k)X = K(f, 2
−rk, Lp(R), B
r
γ,γ(R)).
Corollary 8.1. Under conditions of Proposition 8.1, if 0 < σ < r and 0 < q ≤ ∞,
then
|f |Bσ
X,q
(R) ≍
(
∞∑
k=1
2(σ−r)qk|P2kf |qBrγ,γ(R)
) 1
q
,
where P2kf ∈ Σw2k is such that ‖f − P2kf‖Lp(R) = σw2k(f)p.
8.2. Free knot piecewise polynomial approximation. Let r ∈ N be fixed and
for each n = 1, 2, . . . , let Σr,n be the space of piecewise polynomials of degree r with
n pieces on [0, 1]. That is, for each element S ∈ Σr,n there is a partition Λ of [0, 1]
consisting of n disjoint intervals I ⊂ [0, 1] and polynomials PI ∈ Pr such that
S =
∑
I∈Λ
PIχI .
For each 0 < p <∞, we define the error of the best approximation by
σr,n(f)p = inf
S∈Σr,n
‖f − S‖Lp[0,1].
Recall the well-known Jackson-type inequality (see [Pe, Theorem 2.3]).
Proposition 8.3. Let f ∈ Lp[0, 1], 0 < p <∞, r > 0, k ∈ N, and 1/γ = r + 1/p.
Then
(8.1) σr,n(f)p . K
(
f, n−r;Lp[0, 1], B
r
γ,γ;k[0, 1]
)
, n ∈ N,
where Brγ,γ;k[0, 1] is the non-periodic Besov space, which consists of f ∈ Lγ [0, 1] such
that
|f |Br
p,q; k
[0,1] =
(∫ 1/k
0
(
t−rωk(f, t)Lγ [0,1]
)γ dt
t
)1/γ
<∞.
Now using (8.1) and Theorem 2.1, we derive the following result.
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Theorem 8.2. Under conditions of Proposition 8.3, we have
K
(
S2n , 2
−rn;Lp[0, 1], B
r
γ,γ;k[0, 1]
)
. K
(
f, 2−rn;Lp[0, 1], B
r
γ,γ;k[0, 1]
)
.
(
∞∑
k=n+1
K
(
S2k , 2
−rk;Lp[0, 1], B
r
γ,γ;k[0, 1]
)λ) 1λ
,
where S2k ∈ Σr,2k is such that ‖f − S2k‖Lp[0,1] = σr,2k(f)p and λ = min(p, 1).
Finally, we characterize the Besov space BrX,q given in (2.16) with X = Lp[0, 1] and
Ω(f, 2−k)X = K
(
f, 2−rk, Lp[0, 1], B
r
γ,γ;k[0, 1]
)
.
Corollary 8.2. Let 0 < σ < r and 0 < q ≤ ∞. We have
|f |Bσ
X,q
[0,1] ≍
(
∞∑
k=1
2σqkK
(
S2k , 2
−rk;Lp[0, 1], B
r
γ,γ;k[0, 1]
)q) 1q
,
where S2k ∈ Σ2k,r is such that ‖f − S2k‖Lp[0,1] = σr,2k(f)p.
9. Optimality
In the previous sections, we derived the following inequalities:
(9.1)
(
∞∑
k=n+1
2−kατ‖P2k(f)‖τY
) 1
τ
. K(f, 2−nα;Lp, Y ) .
(
∞∑
k=n+1
2−kαθ‖P2k(f)‖θY
) 1
θ
,
where f ∈ Lp, 1 ≤ p ≤ ∞,
τ =
{
max(p, 2), 1 < p <∞,
∞, otherwise , θ =
{
min(p, 2), p <∞,
1, p =∞,
Y is an appropriate smooth function space, and Pn(f) is a suitable approximation
method. In this section, we show that the parameters θ and τ are optimal.
For this, we restrict ourselves to the case of D = T and approximation of periodic
Lp-functions by Sn(f), the n-th partial sums of the Fourier series of f , and the de la
Valle´e Poussin means ηnf .
Recall that if f ∈ Lp(T), 1 < p <∞, then inequality (9.1) in particular implies
(9.2)
(
∞∑
k=n+1
2−kατ‖S(α)
2k
(f)‖τp
) 1
τ
. ωα
(
f,
1
2n
)
p
.
(
∞∑
k=n+1
2−kαθ‖S(α)
2k
(f)‖θp
) 1
θ
.
If f ∈ Lp(T), p = 1,∞, and Pn(f) = ηnf, estimate (9.1) can be written by
2−αn‖(η2nf)(α)‖Lp(T) . ωα(f, 2−n)Lp(T) .
∞∑
k=n
2−2αk‖(η2kf)(α)‖Lp(T).
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9.1. Optimality of (9.1) in the case 1 < p < ∞. In this subsection, we deal
with not only sharpness of the parameters τ = max(2, p) and θ = min(2, p) but we
also show that for the classes of functions with lacunary and general monotone Fourier
coefficients, inequality (9.1) becomes an equivalence with τ = θ = 2 and τ = θ = p,
respectively.
We start with lacunary series and first give a simple proof of Zygmund’s theorem
in Lp, 1 < p < ∞, based on the Littlewood–Paley technique given in Section 4.1. We
deal with the general case of functions represented by
f ∼
∞∑
k=0
Akf, Akf =
dk∑
ℓ=1
〈f, ψk,ℓ〉ψk,ℓ.
For convenience, we suppose that the dimension dk = 1 for all k ∈ Z+.
We will say that the Fourier expansion of f ∈ Lp,w(D) is lacunary, written f ∈ Λ,
if f ∼∑∞j=0A2jf, i.e., Akf = 0 for k 6= 2j, j ∈ Z+.
Let us first derive an analogue of Zygmund’s theorem.
Lemma 9.1. Let 1 < p < ∞, f ∈ Λ, and Assumption 4.1 hold. Suppose that
w ∈ L1(D) and the functions ψk = ψk,1 are such that
(9.3) 0 < ξ2 ≤ ‖ψk‖p,w ≤ ξ1 <∞ for any k ∈ Z+.
Then
‖f‖p,w ≍
(
∞∑
k=0
c2k(f)
2
) 1
2
, ck(f) =
∫
D
fψk w.
In particular, ‖f‖p,w ≍ ‖f‖2,w.
Proof. First, let us prove the estimate from above. Let 1 < p ≤ 2. Then
by Ho¨lder’s inequality and Parseval’s inequality, we obtain ‖f‖p,w . ‖f‖2,w ≍
(
∑∞
k=0 c2k(f)
2)
1
2 . If p ≥ 2, noting that
θj(A2kf) = (η2j − η2j−1)(A2kf) =
{
A2j−1f, j = k + 1,
0, j 6= k + 1,
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and using the Littlewood–Paley decomposition (Theorem 4.1), Minkowski’s inequality,
and (9.3), we derive
‖f‖p,w ≍
∥∥∥∥( ∞∑
k=0
θk(f)
2
) 1
2
∥∥∥∥
p,w
=
∥∥∥∥( ∞∑
k=0
A2k(f)
2
) 1
2
∥∥∥∥
p,w
=
∫
D
(
∞∑
k=0
(c2k(f)ψ2k)
2
) p
2
w
 1p
≤
(
∞∑
k=0
(∫
D
|c2k(f)ψ2k |pw
) 2
p
) 1
2
≤
(
∞∑
k=0
|c2k(f)|2
) 1
2
max
k
(∫
D
|ψ2k |pw
) 1
p
.
(
∞∑
k=0
|c2k(f)|2
) 1
2
.
To show the inverse inequality for p ≤ 2, we similarly obtain
‖f‖p,w &
∫
D
(
∞∑
k=0
(c2k(f)ψ2k)
2
)p
2
w
 1p
≥
(
∞∑
k=0
(∫
D
|c2k(f)ψ2k |pw
) 2
p
) 1
2
≥
(
∞∑
k=0
c2k(f)
2
) 1
2
min
k
‖ψ2k‖p,w &
(
∞∑
k=0
c2k(f)
2
) 1
2
.
If p ≥ 2, Ho¨lder’s inequality implies ‖f‖2,w . ‖f‖p,w, which proves the lemma. 
Remark 9.1. As an example of the system {ψk} in Lemma 9.1, one can take
the trigonometric system, the Walsh system, systems of the Chebyshev polynomials
and, more generally, the system of normalized Jacobi polynomials for specific range of
parameters α, β > −1 indicated in [ABD].
Theorem 9.1. Under all assumptions of Lemma 9.1, we have for f ∈ Lp,w(D)∩Λ(
∞∑
k=n+1
2−2γσk‖Q(D)γη2kf‖2p,w
) 1
2
≍ Kγ(f,Q(D), 2−nγσ)p,w, γ > 0.
Proof. Using the realization result (4.4) and Lemma 9.1, we get
Kγ(f,Q(D), 2
−nγσ)p,w ≍ ‖f − η2nf‖p,w + 2−γσn‖Q(D)γη2nf‖p,w
≍
(
∞∑
k=n−1
c2k(f)
2
) 1
2
+ 2−γσn
(
n−1∑
k=1
22γσkc2k(f)
2
) 1
2(9.4)
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and
2−2γσk‖Q(D)γη2kf‖2p,w ≍ 2−2γσk
k−1∑
l=1
22γσlc2l(f)
2.
Then
∞∑
k=n+1
2−2γσk‖Q(D)γη2kf‖2p,w ≍
∞∑
k=n+1
2−2γσk
k−1∑
l=1
22γσlc2l(f)
2
=
∞∑
k=n+1
2−2γσk
(
n∑
l=1
+
k−1∑
l=n+1
22γσlc2l(f)
2
)
≍ 2−2γσn
n∑
l=1
22γσlc2l(f)
2 +
∞∑
l=n+1
22γσlc2l(f)
2
≍ Kγ(f,Q(D), 2−nγσ)2p,w.

In particular, for the classical Fourier series on D = T we obtain
(9.5) ωα(f, 2
−n)Lp(T) ≍
(
∞∑
k=n
2−2αk‖(S2kf)(α)‖2Lp(T)
) 1
2
, f ∈ Lp(T) ∩ Λ,
where 1 < p <∞ and α > 0; cf. (9.2).
Remark 9.2. It is clear that (9.5) gives the sharpness of the parameter θ for p ≥ 2
and τ for p ≤ 2 in inequality (9.2).
Proof. Assume that p ≥ 2 and there holds
(9.6) ωα(f, 2
−n)Lp(T) .
(
∞∑
k=n
(
2−αk‖(S2kf)(α)‖Lp(T)
)2+ε) 12+ε
with some ε > 0. Consider f(x) =
∑∞
n=1 a2n cos 2
nx, where a2n = 1/n. Then f ∈
Lp(T) ∩ Λ and, by (9.4), one has
ωα(f, 2
−n)Lp(T) ≍
(
∞∑
k=n
a22k
) 1
2
+ 2−αn
(
n∑
k=1
22αka22k
) 1
2
≍ 1
n1/2
,
2−αk‖(S2kf)(α)‖Lp(T) ≍
1
k
,
(
∞∑
k=n
2−(2+ε)αk‖(S2kf)(α)‖2+εLp(T)
) 1
2+ε
≍ n− 1+ε2+ε ,
which contradicts (9.6). Similarly, if p ≤ 2, then the inequality
ωα(f, 2
−n)Lp(T) &
(
∞∑
k=n
(
2−αk‖(S2kf)(α)‖Lp(T)
)2−ε) 12−ε
with some ε ∈ (0, 2) does not hold for f(x) = ∑∞n=1 a2n cos 2nx ∈ Lp, where a2n =
n−1/(2−ε). 
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Now, let us consider the case of the classical Fourier series with general monotone
coefficients. In what follows, we say (see [Ti07]) that a (complex) sequence {dn} is
general monotone, written {dn} ∈ GM , if
2n∑
k=n
|dk − dk+1| ≤ C|dn|,
where C does not depend on n. Note that any monotone (quasi-monotone) sequences
are general monotone. We denote by ĜM the class of integrable functions such that
f(x) ∼∑∞n=1(an cosnx+ bn sinnx) with {an}, {bn} ∈ GM .
Theorem 9.2. Let f ∈ Lp(T) ∩ ĜM , 1 < p <∞, and α > 0. Then
(9.7) ωα(f, 2
−n)Lp(T) ≍
(
∞∑
k=n
2−pαk‖(S2kf)(α)‖pLp(T)
) 1
p
.
Proof. First, we recall the following Hardy–Littlewood theorem:
‖f‖Lp(T) ≍
(
∞∑
n=1
(|an|+ |bn|)pnp−2
) 1
p
, f ∈ Lp(T) ∩ ĜM, 1 < p <∞.
This is a well-known fact for functions with monotone coefficients, see [Z, Ch. XII]. For
the class ĜM (in fact for a more general class and for Lorentz spaces) this has been
recently proved in [DMT]. Moreover, it is also shown in [DMT] that
ωα(f, n
−1)Lp(T) ≍ n−α
(
n∑
k=0
(|ak|+ |bk|)pkpα+p−2
) 1
p
+
(
∞∑
k=n
(|ak|+ |bk|)pkp−2
) 1
p
.
Now we note that the sequences {d1, · · · , dn, 0, 0, · · · } and {nαdn} belong to GM
whenever {dn} ∈ GM , which implies that the Hardy–Littlewood theorem can be ap-
plied for the partial Fourier sums of f . Moreover, since any general monotone sequence
{dn} satisfies the following property, see [Ti07]: |dk| ≤ C|dn| for n ≤ k ≤ 2n, we have
‖(S2nf)(α)‖Lp(T) ≍
(
n∑
k=0
(|a2k |+ |b2k |)p2k(pα+p−1)
) 1
p
.
Thus, we derive
ωα(f, 2
−n)Lp(T) ≍ 2−αn
(
n∑
k=0
(|a2k |+ |b2k |)p2k(pα+p−1)
) 1
p
+
(
∞∑
k=n
(|a2k |+ |b2k |)p2k(p−1)
) 1
p
≍
(
∞∑
k=n
2−pαk
k∑
l=0
(|a2l |+ |b2l |)p2l(pα+p−1)
) 1
p
≍
(
∞∑
k=n
2−pαk‖(S2kf)(α)‖pLp(T)
) 1
p
,
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completing the proof. 
Remark 9.3. Similarly to Remark 9.2, equivalence (9.7) provides the sharpness of
the parameter θ for p ≤ 2 and τ for p ≥ 2 in (9.2).
9.2. Optimality of the right-hand inequality in (9.1) for p = 1 and p =∞.
We start by obtaining two simple results for lacunary Fourier series.
Theorem 9.3. Let f ∈ L1(T) ∩ Λ and α > 0. Then
ωα(f, 2
−n)L1(T) ≍
(
∞∑
k=n
2−2αk‖(η2kf)(α)‖2L1(T)
) 1
2
.
Proof. The proof repeats the one of Theorem 9.1 since by Zygmund’s theorem
(see [GrI, Theorem 3.7.4]), we have
ωα(f, 2
−n)L1(T) ≍
(
∞∑
k=n
|c2k |2
) 1
2
+ 2−αn
(
n∑
k=1
22αk|c2k |2
) 1
2
,
where {ck} are the Fourier coefficients of f . 
Theorem 9.4. Let f ∈ L∞(T) ∩ Λ and α > 0. Then
ωα(f, 2
−n)L∞(T) ≍
∞∑
k=n
2−αk‖η(α)
2k
f‖L∞(T).
Proof. By Stechkin’s theorem, see [GrI, Theorem 3.7.6], we have
∞∑
k=n
2−αk‖(η2kf)(α)‖L∞(T) ≍
∞∑
k=n
2−αk
n−1∑
s=1
2αs|c2s |+
∞∑
k=n
2−αk
k∑
s=n
2αs|c2s|
≍ 2−αn‖(η2nf)(α)‖L∞(T) +
∞∑
k=n
|c2k |
≍ 2−αn‖(η2nf)(α)‖L∞(T) + E2n(f)∞ ≍ ωα(f, 2−n)L∞(T).

Note that Theorem 9.4 shows that in the case p =∞, the right-hand inequality (9.1)
is sharp for θ = 1, in other words this inequality cannot be improved for some θ > 1 in
the general case. At the same time, we remark that Theorem 9.3 only shows that in
the case p = 1, the right-hand inequality (9.1) is sharp for θ = 2, that is, (9.1) cannot
be sharpen with any θ > 2.
Now we show that (9.1) is in fact sharp for θ = 1.
Theorem 9.5. Let α ∈ N. Then for any q > 1 there exists a function f ∈ L1(T)
such that
(9.8) ωα(f, 2
−n)L1(T) ≤ C
(
∞∑
k=n+1
2−qαk‖(η2kf)(α)‖qL1(T)
) 1
q
is not valid with a constant C independent of n and f .
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Proof. We will use the following well-known Kolmogorov’s estimates for the L1-
norms of trigonometric series:
(9.9)
∫ π
0
∣∣∣∣∣
∞∑
k=1
ak cos kx
∣∣∣∣∣ dx .
∞∑
k=1
k|∆2ak|,
(9.10)
∫ π
0
∣∣∣∣∣
∞∑
k=1
ak sin kx
∣∣∣∣∣ dx .
∞∑
k=1
k|∆2ak|+
∞∑
k=1
|ak|
k
,
where ∆2ak = ak+2 − 2ak+1 + ak. Inequality (9.9) was obtained in [K], see also [Te];
for inequality (9.10) see [Te].
We will also need the following estimate for the error of the best approximation
given by (see [Ge, Lemma 2])
(9.11) En(g)L1(T) &
∣∣∣∣∣
∞∑
k=n+1
ak
k
∣∣∣∣∣ , g(x) ∼
∞∑
k=1
ak sin kx ∈ L1(T).
Now consider the function
fN (x) =
N∑
k=1
sin kx
logγ(k + 1)
,
where N > 2n and 0 < γ < 1/q. By the Jackson inequality and (9.11), we obtain
ωα(fN , 2
−n)L1(T) & E2n(fN)L1(T)
&
N∑
k=2n+1
1
k logγ(k + 1)
≍ log1−γ N − log1−γ 2n.(9.12)
Next, if α is odd, using (9.9), we derive
‖(η2mfN )(α)‖L1(T) =
∥∥∥∥∥η2m
(
N∑
k=1
kα
logγ(k + 1)
cos kx
)∥∥∥∥∥
L1(T)
.
2m∑
k=1
kα−1
logγ(k + 1)
.
2αm
mγ
.
Similarly, if α is even, (9.10) implies that
‖(η2mfN)(α)‖L1(T) .
2αm
mγ
.
Thus, for all α ∈ N, we have
∞∑
m=n
(
2−αm‖(η2mfN)(α)‖L1(T)
)q
.
[logN ]∑
m=n
1
mγq
+
∞∑
m=[logN ]+1
2−αqm
Nαq
(logN)γq
.
logN
(logN)γq
.
(9.13)
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Combining (9.12) and (9.13), it is easy to see that inequality (9.8) is not valid for
f = fN with sufficiently large N .

9.3. Optimality of the left-hand inequality in (9.1) for p = 1 and p = ∞.
In this subsection, we show that the left-hand inequality in (9.1) cannot be improved
in general. In particular, for p = 1 or p = ∞, the following inequality is not valid for
any q > 0
(9.14)
(
∞∑
k=n+1
2−qαk‖(η2kf)(α)‖qLp(T)
) 1
q
≤ Cωα(f, 2−n)Lp(T).
Theorem 9.6. Let p = 1 or ∞ and α ∈ N. Then for any q > 0 there exists a func-
tion f ∈ Lp(T) such that inequality (9.14) is not valid with a constant C independent
of n and f .
Proof. Let p =∞. We take
f(x) =
∞∑
m=1
am sinmx, am =
1
m logγ(m+ 1)
, γ > 1.
Since am ց 0 and mam → 0, we have f ∈ C(T), see, e.g., [Z, Ch. V].
By [Ti08], we get
(9.15) En(f)L∞(T) ≍ max
ν≥1
νaν+n ≍ max
ν≥1
ν
(ν + n) logγ(ν + n+ 1)
≍ 1
logγ n
.
Next,
‖(η2kf)(α)‖L∞(T) =
∥∥∥∥∥η2k
(
∞∑
m=1
mα−1 cos(mx+ απ)
logγ(m+ 1)
)∥∥∥∥∥
L∞(T)
.
If α is even, we obviously have
(9.16) ‖(η2kf)(α)‖L∞(T) ≍
2k∑
m=1
η
(m
2k
) mα−1
logγ(m+ 1)
≍ 2
αk
kγ
.
For odd α, using Bernstein’s inequality, we derive
‖(η2kf)(α)‖L∞(T) ≥
1
2k
‖(η2kf)(α+1)‖L∞(T)
=
1
2k
∥∥∥∥∥η2k
(
∞∑
m=1
mα cosmx
logγ(m+ 1)
)∥∥∥∥∥
L∞(T)
≍ 2
αk
kγ
.
(9.17)
Due to (9.15), (9.16), and (9.17), and using the realization result, we have
ωα(f, 2
−n)L∞(T) ≍
1
nγ
.
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At the same time, by (9.16) and (9.17), we derive(
∞∑
k=n+1
2−qαk‖(η2kf)(α)‖qL∞(T)
) 1
q
≍ n
1
q
nγ
.
The last two formula imply that inequality (9.14) is not valid in the case p =∞.
Now, let us consider the case p = 1. We put
f(x) =
∞∑
m=1
am cosmx, am =
1
logγ(m+ 1)
, γ > 1.
Since am ց 0 and ∆2am ≥ 0, we have f ∈ L1(T), see, e.g., [Z, Ch. V].
Recall that if a convex sequence {am} is the sequence of cosine Fourier coefficients
of an even function f ∈ L1(T), then using Theorem 1 from [Al], we have
(9.18) ωα(f, 2
−n)L1(T) .
1
2αn
2n∑
m=1
mα−1am .
1
nγ
.
Next, since for any g ∈ L1(T) and k ∈ N, one has ‖g‖L1(T) ≥ 2π|ĝ(2k)|, it follows that
‖(η2kf)(α)‖L1(T) =
∥∥∥∥∥η2k
(
∞∑
m=1
mα cos(mx+ απ)
logγ(m+ 1)
)∥∥∥∥∥
L1(T)
&
2αk
kγ
and, therefore,
(9.19)
(
∞∑
k=n+1
2−qαk‖(η2kf)(α)‖qL1(T)
) 1
q
&
n
1
q
nγ
.
Finally, combining (9.18) and (9.19), we obtain contradiction to (9.14). 
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