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Abst rac t - -We consider a multiserver retrial queueing model with applications in service indus- 
tries, in which customers arrive according to a Markovian arrival process (MAP). Any admitted 
customer either 
(a) gets service and leaves the system as a satisfied primary customer; or 
(b) gets service and becomes a secondary customer. 
The secondary customers leave the system either as satisfied or unsatisfied with their services. In this 
paper, we perform the steady state analysis of the model and also study the algorithmic aspects of 
this queueing model including an optimization problem. (~ 2005 Elsevier Ltd. All rights reserved. 
Keywords - -Markov ian  arrival process, Retrials, Loss probability, Multiserver queue, Tandem, 
Asymptotically quasi-Toeplitz Markov chain. 
1. INTRODUCTION AND MODEL DESCRIPT ION 
The motivation for studying this queuing model came from a real-life application experienced 
by one of the authors. The laptop computer owned by this author had a problem for which 
the computer manufacturer was contacted. After waiting for a random amount of time, he went 
over the problem with the expert who then advised to do a scanning test on the hard drive first 
and get back with the test results. With a few tries the author was successful in reaching an 
expert to report the test results. The service person, after analyzing the test results, told the 
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author that a replacement hard drive would probably solve the problem. Thus, the author had 
to go through a primary service (reaching a service person to discuss the problem), a secondary 
service (to perform a scanning test on the hard drive) and another primary service (to report the 
test results based on the secondary service) before the problem was resolved. In this paper, we 
consider a queueing system that closely models the above mentioned real-life application. While 
the model is based on this specific application, there are other service industries where such a 
model will be useful. 
Before we list the basic assumptions of the model, we set up some notations. By e, we will 
denote a column vector (of appropriate dimension) of 1 and I, an identity matrix (of appropriate 
dimension). When needed, we will identify the dimension of this matrix with a suffix. For 
example, I~ will denote an identity matrix of dimension r. By A(CI , . . . ,  Cn), we denote the 
diagonal (block) matrix whose ith diagonal (block) element is given by Ci. Oaxb will denote a 
rectangular matrix of dimension a x b with all entries equal to zero. We will denote the case when 
a = b by O or Oa. The latter symbol will be used when appropriate. The symbol ® denotes the 
Kronecker product of matrices. For details and properties on Kronecker products, we refer the 
reader to [1]. 
2. MODEL DESCRIPT ION 
• Arrivals occur according to a Markovian arrival process (MAP) with parameter matrices 
(D0, D1) of order m. Let Q* = Do + D1 denote the generator of the Markov process 
governing the MAP process with @Q* = 0 and ~e = 1. Note that Do governs transitions 
in the continuous time Markov chain that correspond to no arrivals, and D1 governs 
transitions that correspond to arrivals. These arrivals are referred to as primary customers. 
Any arrival finding an idle server gets into service immediately, otherwise, the arrival is 
considered lost. The constant A = v ~ Die, referred to as the fundamental rate gives the 
expected number of arrivals per unit of time in the stationary version of the MAP. For 
details on MAP and their usefulness in stochastic modelling, we refer to [2-4] and for a 
review and recent work on MAP, we refer the reader to [5]. 
• The service system is divided into two groups: main and self-service. In the main sys- 
tem, there are c homogeneous exponential servers. There is no bound on the number of 
customers in the self-service system. 
• The primary customers are served in the main system at a rate #1, 0 < #1 < co. 
• Upon completion of a service in the main system, a primary customer may move to the 
self-service system with probability 7, 0 <_ U < 1; and with probability ~ = 1. - 7, the 
primary customer will leave the system. That is, with probability r] a primary customer 
needs to do a self-test. 
• The service time of a customer in the self-service system is assumed to be exponentially 
distributed with parameter n, 0 < ~ < c~. Upon completion of a service in this system, 
the customers need to get served again in the main system. These customers will be 
referred to as secondary customers. 
• A secondary customer finding an idle server in the main system will get into service 
immediately. However, if all the main servers are busy, then this customer will try to get 
into an orbit of finite buffer size (M) from where the customers will try to access the main 
system. If at the time of getting into the orbit the buffer is full, the secondary customer 
will be lost with probability q, 0 _< q __G 1, and with probability 1 - q the customer will 
wait for an exponential amount of time with parameter ~ before trying to get into the 
orbit. 
• While in orbit, each (secondary) customer will try to access a free server in the main system 
at random times that are exponentially distributed with parameter ~, 0 < ~ < oo. That 
is, if there are k customers in the orbit then the duration of a retrial time is exponential 
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with parameter ka. 
• The service time of a secondary customer in the main system is assumed to be exponen- 
tially distributed with parameter #2, 0 < p2 < 00. Upon completing a service in the main 
system, the secondary customer will leave the system. 
3. MARKOV PROCESS DESCRIPTION 
The queueing model outlined in Section 1 can be studied as a continuous-time Markov chain, 
{~(t) : t > 0}, with a large state space. Defining 
• ~1 (t) = number of customers in the self-service system at time t, 
• ~2(t) - number of secondary customers in the orbit at time t, 
• ~a (t) = number of busy (main) servers at time t, 
• ~4(t) = number of secondary customers in main service group at time t, 
• ~5(t) = phase of the arrival process at time t, 
the 5-tuple process {~(t) -- (~l(t),~2(t),~3(t), ~4(t), ~s(t)) : t > 0} is a continuous-time Markov 
chain with state space given by {( i , j ,n ,k ,v ) ,  i >_ O, 0 <_ j <_ M,  0 <_ n <_ c, O<_k<_n, 
l<v<m}.  
Denoting by level i, for i > O, the set of states given by {( i , j ,n ,k ,v ) ,  0 <_ j <_ M, 0 < n < c, 
0 < k < n, 1 < u < m}, the generator of the Markov chain, {~(t) : * > 0}, is given by 
Al,1 Ao 
Q= A2,2 A2,1 Ao . (1) 
As,2 A3,1 Ao 
In the sequel, we set K = 0.5(c + 1)(c + 2). The square matrices A~j of dimension K(M + 1)m, 
partitioned into smaller blocks of dimension Km,  are defined to be 
A,,2 (r,r) = ix (/~(1) ® Ira),  (2) 
Ai,2 (M,M)  = ix (~(1) + q~)  ® ira, (3) 
A,,: (r, r + 1) = ia (/~ ® Ira), (4) 
A0 (r,r) ® Ira), (5) 
Ai,i(r,?._X)-~_rol(E(l'®Im), i~0 , (~(2  1 <(r <~ M, (6) 
i_>1, 0<r<M-1 ,  
i_>1, 
i_>1, 0<r<M-1 ,  
0<r<M,  
+/~(2)  ® D1 - ra (I  - E )  - i ra ,  0 < r < M - 1, 
Ai,1 (M,M)= C -]- ~/~1 (.~(1)®/to,) '+/../,2 (.,~(2)~ ../rn) + .~(2)® D1 
-Ma  ( I  - E) ®Im - ix ( I  - £ )  ®Im - qix (£  ® Ira), i >_ O, 
and the entries of the above matrices are defined as follows. 
• E(/)(a+l), is a rectangular matrix of dimension a x (a + 1) defined by 
def(Oa×l I~) E (~) def(Ia Oaxl) E(l:(a+l) = , a×(a+l) : " 
• ~(r) is a square matrix of order K defined as 
01 ~1x2 ~'(~) 
-L~2x 3
, r = 1 ,2 .  
~:(r) 
"~cx (c+l) 
Oc+l 
j~(r) clef____. 
(8) 
(9) 
(10) 
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• /~ is a square matrix of order K whose only nonzero (block) entry is the last diagonal 
block. That is, 
de.~f ( OK-c-1 O(K--c--1)x(c-kl)) (11) 
\ O(c-kl) × (K-c- 1) I¢+1 " 
• /~(~), is a square matrix of order K which in partitioned form is defined as (ol ) 
/~(r) def H~ ~) 
= H~) 
H (r) Oc+l 
where the matrices H (r), r = 1, 2 of dimension (n + 1) x 
n- -1  
, H(2)= 2 
r = 1,2, (12) 
n are defined by 
n ) '  l<n<c.  
(13) 
• C (n) = A(C0(~),..., C~(')), 0 < n < c, and C = A(C(°),... ,  C (c)) with 
C(~) de_f D0 - [k#2 + (n - k)/Zl] I q- (1 - 6~,c) D1, 0 < k < n, 0 < n < c, (14) 
where (in,c is the Kronecker delta. 
3. STEADY STATE ANALYS IS  
First, observe that the Markov chain {~(t) : t _> 0} is a level dependent quasibirth and death 
process and such processes have been studied in the literature (see, e.g., [6-10]) using a number of 
techniques. Here, we will use the results for the multidimensional asymptotically quasi-Toeplitz 
Markov chains (AQTMC) as presented in [11,12], to show that the Markov chain, {~(t) : t  _ 0}, 
under study is always stable. 
Let Ri be the diagonal matrix obtained by taking the diagonal entries of the matrix Ai,i, i >_ 0. 
It is well known that the block matrix P, having the structure like (1) with blocks Pi,z = R[1AiJ, 
l = i - 1, i + 1, and P~,i = R~lAi,i + I, i >_ O, is the one-step transition probability matrix of 
the embedded (or jump) discrete-time Markov chain, {~(t) : t > 0}, corresponding to the original 
continuous-time Markov chain {~(t) : t _> 0}. It is easy to verify that, 
(i) this discrete-time Markov chain is AQTMC (see [11,12]) and 
(ii) if this chain is positive recurrent then the Markov chain {~(t) : t > 0} is also ergodic. 
It is easy to see that the limits given by Y)¢ = lim~-~oo Pi,i+k-1, for k = 0, 1, 2, exist for all 
values of the system parameters for the model under study. Specifically, the expressions for these 
limits derived by considering two cases, 
(a) q>0,  and 
(b) q = 0, 
are given in the following two laminas. In the following, the matrices Yk will be displayed in block 
partitioned form and we denote the (r,j) th block of Yk by Yk(r,j). 
LEMMA 1. For q > O, we have Y1 = ]/2 = O, and the nonzero blocks of the matrix Yo are given 
by ( ~(1) ® Ira, j = r, O < r < M-1 ,  
(.~(1) _[_ /~) @ I ra ,  j ~-- r =- M, (15) Y0(r, j)  
( E®Im,  j=r+l ,  0<r<M-1 .  
PROOF. Follows immediately from the definition of the limits. 
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LEMMA 2. For q = O, the nonzero btocks of the matrices Yk, k = 0, 1, 2, are given by 
{$ (1)®zm, j=T ,  0<T<M,  Yo(r,j)= E®Im, j=r+l ,  0<r<M-1 ,  (16) 
Y1 (M,M)= (E ® Ira)il~ 1 [C ~c ~1 (j~(1)] ® Ira) + #2 (/~(2)® Zm) (17) 
- Me (z - ~)  ® Imj + IKm, 
Y2(M,M) =7#1 (E® I,~) ~-(1 (~r(1) ® Im), (18) 
where ~:1 = R;I(M, M). 
PROOF. Follows immediately from the definition of the limits. 
REMARK. It is easy to verify that (since q = 0) the matrix (E ® Im)R.~ 1does not depend on i 
and so the matrices Yk(M, M), k = 1, 2 also do not depend on i. 
In order to establish the stability condition along the lines of [11,12], we first define the matrix 
generating function Y(z) = ]1"o + Ylz + Y2 z2, lz] <_ 1. 
When Y(1) is a reducible matrix with stochastic irreducible blocks, Y(0(1), 1 < 1 < N, of its 
normal form and Y'(1) < cx~, the Markov chain {~(t) : t >_ 0} is stable if the following conditions 
are fulfilled (see [11,12]), 
dV~z(Z) l~=le ul < 1, 1 < n < N, (19) 
where ul is the unique solution of the equations, 
unY('~)(1) -- u , ,  u~e = 1, 1 < n < N. (20) 
Now, we are ready to establish the following theorem. 
THEOREM 1. The Markov chain {~(t) : t >_ 0} is stable. 
PROOF. In the case when q > 0, from Lemma 1, we see that Y'(z) is equal to zero for any z. So, 
the condition in (19) always holds good. 
In the case when q =- 0, it follows from Lemma 2 that the nonzero blocks of the matrix 
generating function Y(z) are given by 
{ /~(t) ® Im, j = r, 0 < r < M - 1, 
Y(r,j)(z)= E®Im, j=r+l ,  0<r<M-1 ,  (21) 
~(1) ®Im + y(M,M) (Z), j = r = M, 
where the square matrix y(M,M)(z) of order K is such that the only nonzero block entry occurs 
in the last (c + 1)m rows which is given by 
[ O(c+l)m×(K_2c_l)r~ R -1 (2~Ac Yz) z R-1C(C)z -~- zX(c+l)m ] ,
and the diagonal (block) entries of the diagonal matrix R -1 are the (c + 1)m diagonal entries of 
the matr ix/~-1 and the matrices .A and B are defined by 
.~: ([~l~g(cl)Ac.2g~2))~Im, B:.I~(H(1) ~Im). 
Transforming the matrix Y(1) into the normal form (see, e.g., [13]), it is easy to verify that the 
unique irreducible (stochastic) block of this matrix is 
{ ~_1~c) + ~ ~_lc~ 2
y(1) (1) = \ /m om/  ' 
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where the diagonal entries of the diagonal matrix/~-1 are given by the last m diagonal entries 
of the matrix R -1. 
The corresponding block in the matrix Y(z) has the form, 
y(1)(z)= (z[~-lC(ciC) +zI z[~-1c#2) = (zR-l(Q*-clz2I)+ zI z/~-;c#2) 
0 I ' 
It can be verified that the vector ul, which is the solution of system (20), is calculated as ul = O 
(recall that OQ* -- 0 and Oe = 1), and consequently, inequality (19) has the form, 
0 ( -Q* + c#2Im) e > O, 
and this reduces to 
c#2 > O, 
a fact that is always true. Hence, the Markov chain {~(t) : t >_ 0} is always stable. 
REMARK. We formally proved the existence of the stationary distribution of the Markov chain 
{~(t) : t > 0}. However, we can intuitively explain this existence. With respect o the primary 
customers the system is like a multiserver loss system in that an arriving (primary) customer 
finding all servers is considered lost. With a certain probability a primary customer becomes a
secondary customer. When all secondary customers compete (the worst case scenario by taking 
q = 0) with primary customers for an additional service in the main system, the system will be 
stable as these secondary customers will have a very high probability of occupying a free (main) 
server once the number in self-service system becomes relatively large. 
Let x, partitioned as x = (x(0),x(1),x(2), . . . ) ,  denote the steady-state probability vector 
of Q. That is, x satisfies 
xQ = 0, xe = 1. (22) 
We further partition x(i) as x(i) = (y0(i) , . . . ,  yM(i)), where 
yj (i) = (Yj,o,o (i),Yj, I,o (i), Yj,I,1 ( i ) , . . . ,  Yj,~,o ( i ) , . . . ,  yj,~,~ (i)), 
and each one of yj&r(i), 0 < j < M, 0 < k < c, 0 < r < k, i >_ 0, is of dimension m. Note that 
yj,k,~(i) gives the steady state probability that there are i customers in the self-service system, 
j customers in the retrial orbit, and out of k servers who are busy in the main system r are 
serving the secondary customers. 
The system of equations given in (22) can be solved either by 
(a) a direct truncation method; 
(b) generalized truncation method; 
(c) truncation method using level dependent quasi-birth-and-death processes (LDQBD); 
(d) using matrix-geometric approximation; or
(e) using AQTMC. 
It is not our purpose to discuss and compare these methods here. We will only describe the 
method, namely, the direct truncation method, that is used in this paper. 
3.1. Direct Truncation Method  
In this method, one can truncate the system of equations in (22) for sufficiently large value of 
the number of customers in the self-service unit, L. That is, the number in the self-service unit is 
restricted to L such that the probability of a secondary customer finding L self-service customers 
at the time of completing a service in the primary unit is less than a prespecified infinitesimal 
number, say, e. Due to the intrinsic nature of the system in (22), the only choice available for 
studying L is through algorithmic methods. The cut-off point L is obtained such that x(L)e < e. 
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In the direct truncation method, the generator Q as given in (1) is modified as follows. 
= 
Ao,1 Ao 
A1,2 AI,1 Ao I 
A2,2 A2,1 Ao 
A3,2 A3,1 Ao 
AL-L2 AL-I,1 Ao 
AL,2 AL,1 + AoJ 
(23) 
The steady-state probability vector, X (L) , is now partitioned as x (L) = (x(0), x(1), . . ,  x(L)) and is 
solved exploiting the special structure of the coefficient matrices. There are a variety of methods 
such as (block) Gauss-Seidel, aggregate/disaggregate available for this and one can refer to [14] 
for full details• Since there is no clear cut choice for L, we may start the iterative process by 
taking, say, L = 1 and increase it until the x(L)e < e. 
Before we proceed with listing some key system performance measures, we will display the 
steady-state equations which exploit the structure of the coefficient matrices• Defining 
(24) 
11 ] I F~(i) = F - ja 
I 
0 
Fu(i) = F - Ma [I 
the steady state equations atisfying 
iaI, 0 <_ j < M - 1, (25) 
][i]i 
- -  i~  
I I 
0 qI 
(26) 
x(/)(~ =0,  x(L)e -- 1, (27) 
can now be rewritten as 
yo (0)/~o (0)+ ~yl (0)[/~(1)® I] + gyo (1)[E(1)® I ] - -0 ,  (28) 
yj (0)/~j (0)T (j + 1) -y j+l  (0)[/~(1)® I] + t~yj_l (1)[E ® I] + ayj (1)[~(1)® I] = 0, (29) 
yM(O)[2M(O)WgyM_l(1)[~'J®][]÷i~yM(i)[(E (1) +qE)®I ]  =0,  (30) 
and fo r l< i<L-1 ,  
~?ttlYo ( i -  1)[/~(1)@I 1 + yo(i)Fo(i)÷ayl(i)[/~(1)®i] 
+( i+ 1) ,y0( i  + 1)[/~(1)@i] =0,  
(31) 
+ (i + 1)~yj-1 (i + 1)[~ ® I] + (i + 1)~yj (i + 1)[~(1)® ~] = 0, 
(32) 
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~/#lYM (i -- 1) [E(') ® I] + YM (i)/~M (i) + (i -F 1) aYM-1 (i + 1) [E ® I] 
+(i+l) ayM(i+l)[([2,(')+qE)®I] =0, (33) 
r ] , l y0(L -1 )  [/~(1)®1] +y0(L)/~0(L)_ i_o~y 1 (n ) [ /~(1)®/]  q_ r / , ly0 ( / )  [~(1) ® i] --- 0, (34) 
??#lYj (L - 1)[~(1)® I] + yj (L)/~j (L )+ (j + 1)ayj+l  (L)[j~(1)® I] 
+~/#lY~ (L)r[/~O)® ij1 = 0, 1 _< j _< i -  1, 
~#lyM(L-1) [E(1) ®I] + yM(L) FM(L)-F71#1YM(L) [E(1) ®I] =0, (36) 
with the normalizing condition, 
L M 
E EYJ (i) e= 1. (37) 
i=0 d=o 
Further exploitation of the coefficient matrices appearing in equations (28)-(37) will result in 
equations whose coefficient matrices are of dimension m only. For example, equation (28) will be 
decomposed into many equations of which the first one is given by 
Y0,0,0 (0) Do + r]#lY0,1,0 (0) + #2Y0,1,1 (0) = 0. 
All other equations are similarly written and details are omitted. 
3.2. Selected System Performance Measures 
With the knowledge of the steady-state probability vector, x, we can compute a variety of 
system performance measures to study the qualitative behavior of the model. Here, we will list a 
few measures along with their formulas. These are given in general and should be modified when 
using the direct truncation method or any other truncation method. 
• The probability, p(1) that a primary customer will be lost is calculated as * 1OSS~ 
M c 
p(1) = .L_~ 
~los. E E E yi .... (i)Dle. 
i=O j=O r=O 
(38) 
• The probability, p(2), that a self-service (or secondary) customer will be lost is calculated loss 
as 
.P(2)loss = q E E YM,c,r (i)e. (39) 
i=l  r=O 
• The probability mass function, f~o  and the mean, #NO, of the number of customers in 
the orbit are obtained as 
k 
fNO=~EYj ,k ,r ( i )e ,  
i=0 k=0 r=0 
M 
.No =  JS7 °. 
j=O 
O<_j~M, 
(40) 
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• The probability mass function, fss,  and the mean, ttss, of the number of self-service 
customers in the system are obtained as 
M k 
Z s= E ~ E yj,k,~(i)e, 
j=0  k=0 r=0 
OO 
.ss = E iZ  S. 
i=0 
i>0 ,  
(41) 
• The probability mass function, Bs fk , and the mean, #BS, of the number of busy servers in 
the system are obtained as 
M k 
fBS= E E yj,k,r (i)e' 
i=0 j=0 r=0 
C 
. , s= Eks  s 
k=0 
O<k<c,  
(42) 
• The fraction, fSFO, of customers uccessfully capturing a free server from the orbit is 
calculated as 
M ~a c--1 k 
a y~j y~. Z ~yj ,k , r ( i )e  
fSFO ---- j~ l  i=0 k=0 r=0 (43) 
a#NO + ~#ss 
• The fraction, fsss, of customers uccessfully capturing a free server from the self-service 
system is calculated as 
oo M c--1 k 
aE i E E Eyzk,,-(i)e 
fsss = ~=1 j=o k=o ~=o (44) 
O~ptNO -}-/~#SS 
* The fraction, fsPc, of time the main system is busy with the primary customers i calcu- 
lated as 
~M~k- lk - - r  
fsPc = E E ~y j ,k :  (i) e. (45) 
i=0 j=0 k=l  r=0 
. The fraction, fssc, of time the main system is busy with the secondary customers is 
calculated as 
oo M c k 
:sso -- E E E E" ~Yj,k,~ (i) e. (46) 
i=0 j=0 k=l  r= l  
. The rate (or throughput), % of satisfied customers leaving the system is given by 
"y )~(1- p(1)'~ (1_~,~(2)" ~ (47) 
4. ILLUSTRATIVE NUMERICAL EXAMPLES 
In this section, we discuss ome interesting numerical examples that qualitatively describe the 
model under study. The correctness and the accuracy of the code are verified by a number of 
accuracy checks. For example, we obtained the numerical solution for the Poisson arrivals in 
its simple form. Next, we implemented the general algorithm, but using the following MAP 
representation. Let Do be an irreducible, stable matrix with eigenvalue of maximum real part 
-~- < 0. Let ~ denote the corresponding left eigenvector, normalized by ~e = 1. Taking D1 = 
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-Doe  g, the MAP representation reduces to the Poisson arrival process with intensity rate ~-. 
The general algorithm does not utilize this fact in any manner, but the numerical results agreed 
very much. Also, letting c -~ c~, the results should approach those that involve only parameters 
of the model. For example, we can use the following results (where the limits are as c --, ee), 
~tNO --4 0, 
~SS "--~ - -  
~BS --* - -  + - - ,  
#i #2 
/SFO ~ 0, 
fsss ~ 1. 
In this section, we discuss some interesting numerical examples that qualitatively describe the 
performance of the queuing model under study. For the arrival process, we consider the following 
five sets of values for Do and D1. 
1. Er lang (ERL)  
D0 
-5  5 
-5  5 
-5  
D 1 
2. Exponent ia l  (EXP)  
Do = ( -1 ) ,  D1 = (1) .  
3. Hyperexponential (HEX) 
D0= (-1090 0 ) D I= ~1.710 0.190~ 
-0.19 ' \0.171 0.019]" 
4. MAP wi th  Negat ive  Corre lat ion  (MNC)  
(1F100 00)(0 00/ 
Do = -1.00222 , D1 = 0.01002 0 0.9922 . 
0 -225.75 223.4925 0 2.2575/ 
5. MAP wi th  Posit ive Corre lat ion (MPC)  
( 100222 10022 0) (000) 
Do = 0 -1.00222 0 , D1 = 0.9922 0 0.01002 . 
0 0 -225.75 2.2575 0 223.4925 
All these five MAP processes are normalized so as to have an arrival rate of one. However, these 
are qualitatively different in that they have different variance and correlation structure. The first 
three arrival processes, namely, ERL, EXP, and HEX, correspond to renewal processes and so the 
correlation is 0. The arrival process labelled MNC has correlated arrivals with a correlation value 
of -0.4889, and the arrivals corresponding to the process labelled MPC has a positive correlation 
with a value of 0.4889. The ratio of the standard eviations of these five arrival processes with 
respect o ERL are, respectively, 1.0, 2.236068, 5.019353, 3.151781, and 3.151781. 
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Figure 1. Mean number of customers in the orbit. 
4.1. Example  1 
The purpose of this example is to study the effect of the parameters  ~/, M ,  c, and the type of 
arrival process, on some selected performance measures. Here, we fix 
)~ = 1, # i  = 2, #2 = 5, a = 1, n = 1, 0 = 0.1, 
and vary M,  ~, and c. F igures 1-8 contain graphs of various per formance measures. In the 
following, we will list some key observations for each one of these performance measures. 
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(b). Hyperexponential arrivals. 
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(d). Positively correlated arrivals. 
Figure 2. Mean number of customers in self-service station• 
4.1.1.  The  mean number  o f  cus tomers  in  the  orb i t  
• As is to be expected, the mean number decreases as e increases, and increases as M 
increases, in all eases. 
• Whi le  the rate of decrease going from c = 1 to c = 2 is signif icantly large in the case of 
all except the MNC arrivals, this rate seems to be small  for the MNC case. 
4.1.2.  The  mean number  o f  cus tomers  in  the  se l f - serv ice  un i t  
• When the orbit  size is 0, it is interest ing to note that  the ERL  arrivals show no significant 
difference in the mean number in self-service as c is increased. Wi th  respect to HEX 
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(b). Hyperexponential arrivals. 
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(c). Negatively correlated arrivals. 
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(d). Positively correlated arrivals. 
Figure 3. Mean number of busy servers. 
arrivals, we notice a difference in this performance measure as c is increased from 1 to 2 
and the differences become smaller as c is increased further. More noticeable differences 
are seen for MNC arrivals when c is changed from 1 to 2. It should be pointed out that the 
offered load to the system is small and when this is increased we did see more pronounced 
differences in this measure for all arrivals (graphs are not attached here). In all cases, we 
noticed MNC arrivals showing the most increase when going from c -- 1 to c = 2. 
• However, when M is increased to 10, we see noticeable differences in this measure as c 
increases for large values of U. Again, this is not surprising as more primary customers 
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(b). Two-server case. 
Figure 4. P(an arriving customer is lost)• 
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(a). Single-server case. 
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(b). Two-server case. 
Figure 5. P(a self-service customer is lost). 
will be admit ted  when c is increased, and due to a high value for ~/, we see an increase 
in #ss- 
4 .1.3.  The  mean number  o f  busy  servers  
• In the case of ERL  and HEX arrivals, when c = 1, the mean number  of busy servers does 
not  seem to vary signif icantly as r / i s  increased. However,  for c > 1, we see significant 
increase as ~7 increases. As expected, the measure approaches the l imit value of ),/#1 + 
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F igure  6. P ract ion  of cus tomers  uccessful  f rom orb i t  to  reach  a free server.  
• In the case of correlated arrivals, there appears to be a significant change in /zBS as c is 
increased, and this measure approaches A/#I + Ar//#2 as c ~ oo. However, the rate of 
approach is very small (i.e., need a large value for c) for MPC arrivals as compared to all 
others including MNC. 
4.1.4. P (an  arrival is lost) = P (a  pr imary customer is lost) 
• As is to be expected for all arrivals, we see that this measure appears to decrease either 
when c or M is increased. 
1266 V . I .  KLIMENOK et al. 
Fraction successful from self-service 
M=0 
0.01 0.10 0.50 0.00 0.95 ~7 
Fraction successful from self-service 
M=IO 
0,01 0.10 0.50 0,90 0.95 77 
(a). Erlang arrivals. 
Fraction successful from self-service 
M=O 
Fraction successful from self-service 
M=fO 
0.01 0.10 0.50 
(,-~-- HEX~2 
I ..... HEX_3 
I ,,,~,, HEX_4 
I -~-- "Ex-9 I 
I - * -  HEX_10i 
090 095 ~1-~-~151 
(b). Hyperexponential rrivals. 
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(d). Positively correlated arrivals. 
Figure 7. Fraction of customers successful from self-service unit to reach a free server. 
• Wi th  respect o renewal arrivals, this measure appears to increase with increasing variance 
of the arrival times. 
• However, when compared with correlated arrivals~ this measure appears to be the largest 
in the case of positively correlated arrivals. Note that when c = 1 both MPC and MNC 
produce the same results. More oil this will be discussed later. 
4.1.5. P (a  self-service customer is lost) 
• Here, the orbit size appears to make a significant effect on this measure. 
• Furthermore, MPC arrivals yield the smallest value. 
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Figure 8. Comparison of various performances measures for MNC and MPC arrivals• 
4.1.6. The  f rac t ion  successfu l  f rom orb i t  
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• It is interesting to note that for all arrival processes, this measure appears to approach 0
as c increases. Intuitively, it can be explained as follows• As the number of available 
servers increases there is less need for the orbit and hence, the fraction goes to zero. 
• As expected this fraction increases when M is increased. 
• Among the renewal arrivals, we notice that this fraction appears to increase with increasing 
variance of the interarrival times. 
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• We notice a very significant drop in this fraction in the case of MPC arrivals when going 
from c = 1 to c = 2. 
4.1.7. The  f ract ion  successful  f rom self -service un i t  
For all arrival processes, we see that this fraction appears to decrease as M increases. 
This is as is to be expected since a decrease in the buffer size will make the secondary 
customers to try more often (from self-service unit) to capture a free server. 
This fraction appears to increase as c increases, which is again very intuitive as the chances 
of capturing a free server are higher for both types of customers. 
For MPC arrivals, this measure appears to approach one faster than for any other case 
aS C---~ OO. 
4.1.8. Compar i son  of  MNC and MPC arr ivals 
The purpose of this comparison is to see how both positively and negatively correlated arrivals 
behave when all other parameters axe fixed. Note that these two arrival processes have the same 
mean and variance. 
• When c = 1, these two arrival processes have identical values for all system performance 
measures. This is due to the fact that these two arrival processes having the same Do 
matrix produce identical steady state probability vector x for all the examples we ran 
so far. This is an interesting fact worth proving mathematically and currently we are 
investigating this. 
• For c > 1, we see the differences in these two arrival processes. For example, with respect 
to the performance measures: #NO, #SS~ #BS, and fSFO MNC arrivals tend to produce 
p(1) a large value as compared to MPC arrivals. For the other performance measures: . loss, 
Pl~Js, fsss, and P(all servers are idle), MPC arrivals produce a large value. 
• The above observations indicate the vital role played by correlation among the interarrival 
times which is largely ignored in the literature. 
4.1.9. An  opt imizat ion  prob lem 
One of the challenges facing any service industry is to determine how many service people 
(or technical experts) need to be hired so that the customers can be serviced (and be made 
happy) as efficiently as possible. Apart from judging the quality of the products, customers are 
interested in the quality of service they get from the manufacturer. The quality of semrice may 
be measured in a number of ways and it is not our purpose to review or summarize all aspects 
of quality. Ideally, if any customer can access a service person when needed, the customer will 
be happy. However, when a customer cannot access a service person due to all service people 
busy serving other customers, the customer will have a negative feeling and may consider the 
quality of service to be poor. This will drive customers away from the current manufacturer to 
its competitor(s). This will result in a reduced market share for the manufacturer. But at the 
same time, the manufacturer wants to minimize the number of service people (due to costs of 
hiring them) hired. Thus, here, we will propose an optimization problem that takes into account 
various costs and arrive at an optimum value for c. Specifically, we define 
• dl = cost per service person per unit of time, 
• d2 = cost per lost primary customer per unit of time, 
• d3 = cost per lost secondary customer per unit of time. 
The optimization problem of interest is to find the optimum number of service person to hire so 
that the total expected cost per unit of time is minimized. That is, 
[ .~ .o(1) ( D (I}~ ~D(2)I (39) mix cdl + ~2,'~-~-loss -Jr d3A 1 - . loss] 'l ~ lossJ ' 
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• where p(1) and 0(2) • ioss " 1o~s are as defined in (31) and (32). Wi thout  loss of generality, we will take 
dl = 1 and rewr i te  equat ion (39) as 
minc [c + d2APl~)s +d3A (1 - " loss]P(1)'~ /-~P(2) llossj • (40) 
4.2. Example  2 
In this example  we will look at the effect of A, d2, d3, and the type of arrival processes on 
the opt imum value, c*, of the opt imizat ion  problem (40). We fix all other  parameters  as follows, 
M- -  10, #1 = 1,/z2 = 2, a = 1, n = 1, z 1=0.9 ,  andq- - -  0.1. Fur thermore ,  we taked2 =d3.  
Table 1 contains values of c* for various combinat ions.  An  examinat ion  of the table reveals the 
following observat ions.  
• As expected,  c* is a nondecreas ing funct ion of )~ for all arrival processes. 
• Wi th  respect  to renewal arrivals, it is interest ing to note  a pat tern  in c* as a funct ion 
of d2. For d2, up to a certa in value, c* appears  to increase wi th  decreasing variance of the  
arrival t imes. After this cut-off  value, c* appears  to increase wi th  increasing variance of 
the  arrival t imes. 
• In the case of corre lated arrivals, c* for MPC arrivals is always smal ler as compared to 
MNC arrivals. 
Table 1. Values of c* when M = 10, #1 ----- 1, It2 = 2, c~ = 1, ~ = 1, 71 = 0.9, q ----- 0.1. 
d2 ~- d3 Arrival A = 1 ,k = 2 )~ = 5 .k = 10 d2 = d3 ARRIVAL ,k = 1 A = 2 A = 5 ,~ = 10 
ERL 1 1 1 1 ERL 1 3 8 16 
EXP 1 1 1 1 EXP 1 3 8 16 
0.5 HEX 1 1 1 1 3 HEX 1 2 7 16 
MNC 1 1 1 1 MNC 1 3 8 16 
MPC 1 1 1 1 MPC 1 1 4 8 
ERL 1 1 1 1 ERL 2 3 9 17 
EXP 1 1 1 1 EXP 2 3 9 17 
1 HEX 1 1 1 1 3.5 HEX 1 3 9 17 
MNC 1 1 1 1 MNC 2 4 9 17 
MPC 1 1 1 1 MPC 1 2 4 9 
ERL 1 1 1 1 ERL 2 4 9 17 
EXP 1 1 1 1 EXP 2 4 9 18 
1.5 HEX 1 1 1 1 4 HEX 2 4 10 19 
MNC 1 1 1 i MNC 2 4 9 18 
MPC 1 1 1 1 MPC 1 2 5 9 
ERL 1 1 5 12 ERL 2 4 9 18 
EXP 1 1 5 11 EXP 2 4 10 18 
2 HEX 1 1 2 8 4.5 HEX 2 4 10 20 
MNC 1 1 4 11 MNC 2 4 10 18 
MPC 1 1 2 5 MPC 1 2 5 10 
ERL 1 2 7 14 ERL 2 4 10 18 
EXP 1 2 7 14 EXP 2 4 10 19 
2.5 HEX 1 1 5 13 5 HEX 2 5 11 20 
MNC 1 2 7 14 MNC 2 5 10 19 
MPC 1 1 3 7 MPC 1 2 5 10 
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