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ABSTRACT
It has been demonstrated that the time variability of a star’s brightness at different frequencies can be
used to infer its surface gravity, radius, mass, and age. With large samples of light curves now available
from Kepler and K2, and upcoming surveys like TESS, we wish to quantify the overall information
content of this data and identify where the information resides. As a first look into this question we
ask which stellar parameters we can predict from the brightness variations in red-giant stars data and
to what precision, using a data-driven, non-parametric model. We demonstrate that the long-cadence
(30-minute) Kepler light curves for 2000 red-giant stars can be used to predict their Teff and log g.
Our inference makes use of a data-driven model of a part of the autocorrelation function (ACF) of the
light curve, where we posit a polynomial relationship between stellar parameters and the ACF pixel
values. We find that this model, trained using 1000 stars, can be used to recover the temperature Teff
to < 100 K, the surface gravity to < 0.1 dex, and the asteroseismic power-spectrum parameters νmax
and ∆ν to < 11 µHz and < 0.9 µHz (. 15%). We recover Teff from range of time-lags 0.045 < Tlag <
370 days and the log g, νmax and ∆ν from the range 0.045 < Tlag < 35 days. We do not discover any
information about stellar metallicity in this model of the ACF. The information content of the data
about each parameter is empirically quantified using this method, enabling comparisons to theoretical
expectations about convective granulation.
1. INTRODUCTION
Over the last decade, the numbers of spectroscopic
and photometric time-domain observations of stars have
increased by many orders of magnitude. Single ground-
based spectroscopic surveys now observe on the order
of 105 - 106 stars. These surveys obtain measurements
of stellar Teff , log g and surface chemical compositions
([Fe/H], [X/Fe]). Such data provide insight into the
large-scale formation of the Milky Way as well as test
stellar physics on small scales (e.g. Freeman & Bland-
Hawthorn 2002). Concurrently, high-cadence and long-
baseline time-domain surveys have observed on the order
of a few 105 stars and the TESS mission (Ricker et al.
2014) will observe around 0.5 × 106 stars. Time-domain
surveys, such as Corot (De Ridder et al. 2009) and Ke-
pler (Bedding et al. 2010), which take high-cadence, pre-
cision photometry over a number of years, have pro-
duced critical information about stellar physics and in-
melissa.ness@columbia.edu
teriors. This has been enabled by the precision measure-
ments of log g, radii and and mass – which implies a sub-
sequent stellar age (e.g. Chaplin et al. 2014; Casagrande
et al. 2016; Silva Aguirre et al. 2018), which can be made
using these data. The availability of large data volumes
has motivated the development of new (and automated)
tools and approaches to make parameter measurements
from both spectra and multi-epoch photometry.
Using high-cadence stellar photometry, the asteroseis-
mic parameters νmax (Brown et al. 1991; Belkacem et al.
2011) and ∆ν (Ulrich 1986) can be precisely measured
from the frequency comb in the power spectrum. These
parameters relate directly to the stellar mass through
scaling relations (e.g. Kjeldsen & Bedding 1995; Stello
et al. 2009; Huber et al. 2011). Automated approaches
applying Bayesian inference and neural network classifi-
cation have had success in extracting these modes from
the power spectrum (e.g. Davies et al. 2016; Lund et al.
2017b; Janes 2017).
Given the stellar Teff , which is typically sourced from
external photometry or spectroscopy, precise surface
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2gravities can be determined from the measured νmax and
∆ν using the scaling relations. Additionally, log g can
be inferred from the low frequency convective granula-
tion signature (which stochastically drives the excitation
of the higher frequency modes, see Houdek & Dupret
(2015) for a recent review). The granulation signature
is propagated to the observed signal as this is the ac-
tivity arising from the top of the convection zone. The
8-hour Flicker method (Bastien et al. 2013, 2016; Cran-
mer et al. 2014) uses this relation which arises between
the log g value and the time scale of the granulation
(Kallinger et al. 2016). Surface gravity can similarly be
inferred from the imprint in the autocorrelation function
(ACF) of the power spectrum (Janes 2017). Recalibrat-
ing the 8-hour Flicker approach of Bastien et al. (2013)
to correlate with the mean stellar density, this method
has also shown to be relevant for planet characterization
(Tingley et al. 2010; Kipping et al. 2014).
In the power spectrum, the granulation signal has
a characteristic shape which is typically parameterised
as a sum of power-laws centered on zero frequency.
From the first proposed pure Lorentzian form by Har-
vey (1985), the adopted prescription for the granula-
tion background has since taken different, slightly mod-
ified forms (e.g. Aigrain et al. 2003; Karoff et al. 2013;
Kallinger et al. 2014). Common to these parameter-
izations is the possibility of obtaining a characteristic
time-scale and rms amplitude for the respective granu-
lation components. The relation between these parame-
ters and global seismic parameters is well established
(Kallinger et al. 2014), and can be used to estimate
global seismic parameters even when oscillations cannot
be detected (Campante et al. 2014).
Theoretical predictions have set the expectation that
granulation should also contain information on Teff and
be correlated with the asteroseismic parameters (e.g.
Kjeldsen & Bedding 1995; Mathur et al. 2011; Samadi
et al. 2013). Given these theoretical expectations, we
are motivated to test, empirically, what parameters we
can derive from the time domain photometry and to
what precision. Temperature is of particular interest
to attempt to derive from the time-domain data. This
is currently an external parameter input from spec-
troscopy, where possible (which provides higher preci-
sion estimates than photometry), into the νmax and ∆ν
scaling relations (e.g. Silva Aguirre et al. 2012; Huber
et al. 2017). Therefore, it would be useful to derive pre-
cise temperatures self-consistently from the multi-epoch
photometric data.
Complementary spectroscopy is delivering not only
Teff but chemical compositions for a subset of the stars
that have been observed with multi-epoch photometry.
Combining the asteroseismic data with the spectroscopic
data, where stars observed in both regimes, Martig et al.
(2016) and Ness et al. (2016) were able to generate
ages for ≈ 70,000 red giant stars in the apogee survey
across galactic radii 4–16 kpc, by learning from the Ke-
pler observations where mass information resided in the
apogee stellar spectra. There is an opportunity to fur-
ther build upon this data-driven approach, that enables
us to learn how stellar labels correlate with stellar spec-
tra, in the time-domain. In this work, we therefore take
the data driven methodology as developed in Ness et al.
(2015) of The Cannon and implement this approach on
the Kepler time-domain photometry. We choose four
stellar parameters, or labels, of Teff , log g, νmax and ∆ν
to infer from the Kepler data for this first look at this
prospect of data-driven inference. This is motivated by
investigating: (i) if Teff can be recovered from the Kepler
data, given that it is typically externally sourced (ii) the
precision to which labels can be recovered using a very
simple data-driven model (iii) the inference of νmax and
∆ν without using the frequency comb itself. We also
look at the recoverability of stellar metallicity, [Fe/H].
In Section 2 we present a summary of our data. In
Section 3 we detail our method including all steps to re-
produce our results, (with a link to the code). In Section
4 we present our results and we discuss and conclude in
Sections 5 and 6, respectively.
2. DATA
We use the ∼4-year long-cadence Kepler data (85% of
our sample have a baseline of > 3.5 years), downloading
the unweighted power spectrum of 2000 red giant stars
from the catalogue of Yu et al. (2018) from the KASOC
database (Handberg & Lund 2014).
These stars have a Teff and log g available from
apogee, measured from H-band stellar spectra (Majew-
ski et al. 2017; Pinsonneault et al. 2014) and a νmax and
∆ν from the asteroseismic measurements of Yu et al.
(2018).
We divide these 2000 stars evenly up into a reference
and test set of 1000 stars each. The reference set of stars
is used to train our model (see Section 3) and the test
set of stars is used to validate our model and test the
precision of our results.
The uncertainty on the measured input parameters
for the reference stars is < 100K in Teff and < 0.1 dex
in log g, from the spectroscopic measurements (Garc´ıa
Pe´rez et al. 2016). The asteroseismic parameters have
typical uncertainties of < 1.6% in νmax and < 0.6% in
∆ν (Yu et al. 2018). These stars have typical apparent
magnitudes of H≈10.
The Teff -log g plane of the 1000 reference stars is
shown in Figure 1. In this figure, the marker size cor-
responds to the ∆ν value of the stars, with smallest
∆ν values corresponding to the lowest log g values. The
range of parameters for these reference stars is: Teff=
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Figure 1. The Teff -log g plane of our training data, where
the data is coloured by the [Fe/H] of the star and the size of
the data points is the ∆ν, which ranges from ∆ν = 0.6 to 30
µHz. The dashed lines show the iso-νmax contours, marked
with their corresponding values in µHz, following the relation
from Campante et al. (2014).
3960 to 5226 K, log g= 1.5 to 3.3 dex, νmax= 5 to 244
µHz and ∆ν= 0.85 to 18 µHz.
3. METHOD
We use The Cannon almost directly as first outlined
in Ness et al. (2015). The Cannon is a data-driven ap-
proach and relies on a reference set of stars with known
‘labels’ that describe the stellar flux. This reference set
of stars and their associated labels is used to build a
model. The model, which we assert as a simple poly-
nomial function of the labels at each value (or pixel) of
our amplitude function (described below), is then used
to return the stellar labels for new stars at test time (see
Ness 2018, for some examples of applications of this ap-
proach).
In this case, rather than infer our labels from the spec-
troscopic data (as per Ness et al. 2015), we infer labels
from the autocorrelation function (described below) of
the Kepler power spectra. Here we are first interested
in four labels: Teff , log g, νmax and ∆ν.
3.1. Processing of the Kepler data for The Cannon
(i) We download the unweighted power spectrum from
the KASOC database for our 2000 stars.
(ii) The first processing step is to interpolate the data
to a common grid. We select frequencies 3-270µHz and
interpolate in 0.009µHz steps. We found empirically
that slightly improved precision was obtained by remov-
ing the first few µHz. The first few µHz will typically be
affected by the light curve correction, and may contain
signal from stellar activity – it is therefore not expected
that the lowest frequencies correlate cleanly with stel-
lar parameters. Our upper limit of 270µHz is slightly
higher than the largest νmax value in our stellar sample,
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Figure 2. Sample smoothed unweighted power spectrum of
three stars from our set of 2000 stars, spanning the range
in for νmax of these objects. Each spectrum is offset by a
constant value, k, to separate the flux on the y-axis. The
dashed line indicates the value of 3µHz, which is the lower
bound of the frequency range used to build our model. The
upper frequency bound of our model is the upper limit in the
figure.
and near the Nyquist frequency limit, at ∼283µHz of
the KASOC generated power spectra. Three examples
of the downloaded power spectra, for stars across the
range of νmax values are shown in Figure 2.
For The Cannon as presented in Ness et al. (2015) to
be applied to the time-domain data, the following must
hold true: (a) stars with the same labels must have the
same spectra and (b) stellar flux at a given wavelength
must vary smoothly with stellar labels. However, the
power spectra from which the asteroseismic parameters
νmax and ∆ν are typically determined (e.g. Yu et al.
2018) do not satisfy condition (b) of The Cannon. In
the power spectrum, the changes with the labels occur
sharply and not smoothly as a function of amplitude,
because oscillation modes appear as extremely narrow
peaks in the power spectrum. Since oscillation modes of
giant stars are so coherent and therefore produce narrow
peaks in Fourier space, slight shifts in the positions these
peaks produce very large changes in power at a given
frequency. We must therefore work with the data in the
time domain, where the labels correlation if present is
a function of amplitude (in part, they may also be a
function of time).
(iii) Our second processing step is then to transform
the power spectrum in the frequency domain, f , from
the KASOC database back into the time domain, t,
using the inverse Fourier transform of the power spec-
trum function g(f) (using the numpy function ifft in
python). The discrete inverse fourier transform of our
power spectrum P (f) is then;
g(t) =
1√
N
N−1∑
f=0
e(2piitf/N)P (f) (1)
4Where N = FFT size, t = time step, f = frequency
step, for f = 0,1..N-1.
This inverse Fourier transformation step essentially
re-factors information in the data to be smoothly vary-
ing with amplitude. The signal, which is sparse in the
frequency domain, becomes dense in the time-domain.
In the time-domain, the information at each frequency
point is distributed across all pixels. This transformed
signal is the autocorrelation function (ACF) of the time-
series data. We could work with the light curve data
directly, however the ACF has the advantage that it
quantifies the time correlation of the observed brightness
fluctuations (see Kallinger et al. 2016) and is a contin-
uous function of the generated power spectrum. The
autocorrelation essentially characterises the amplitude
of periodic signals in the data, so will quantify any reg-
ular surface brightness fluctuations, which we can then
test for label correlation. The ACF has been very effec-
tive in automated determination of the rotation period
of stars and has been shown to be robust to systematic
effects in the data (McQuillan et al. 2013).
We take the absolute value of the ACF (|g(t)|), which
we find correlates with our labels. We work with the
logarithm of this amplitude due to the large range in its
magnitude:
G(t) = ln(|g(t)|) (2)
this enables us to use the a simple quadratic model, as
per our spectroscopic analyses in Ness et al. (2015).
An example of the label correlation for the Teff , log g,
νmax, ∆ν and [Fe/H] labels of the reference stars, in four
pixels of the ACF amplitude, G(t), is shown in Figure 3.
There are clear correlations between the Teff , log g, νmax,
∆ν labels and individual pixels. In addition to showing
the correlation between the amplitude and the labels we
infer, we also show the metallicity, [Fe/H] of the stars
in the last panel of Figure 3. This demonstrates that
there is no metallicity information in these pixels (nor
any other pixels in the ACF). Subsequently, when added
as a label to the model, metallicity can not be inferred
from the data.
3.2. Generating The Cannon’s model from the ACF
amplitude
With the conditions for The Cannon now satisfied and
a clear correlation between the ACF amplitude and la-
bels established (and shown for a few sample single pix-
els in Figure 3), we can now build our model from the
reference objects for training.
We take our n = 1000 reference objects with their
known labels `n. The spectral model is characterized
by a coefficient vector θt that allows the prediction of
the function G(t) amplitude which is Gnt at every time
step, t, of the ACF for a given label vector:
Gnt = function(`n|θt) + noise (3)
This relates stellar labels `n to the ACF function am-
plitude Gnt at each time step.
This model leads to the single-pixel log-likelihood
function:
ln p(Gnt |θTt , `n, s2t ) =−
1
2
[Gnt − θTt · `n]2
s2t +
σ2nt
gnt
(4)
− 1
2
ln(s2t +
σ2nt
gnt
) .
The noise term here is an rms combination of the as-
sociated uncertainty variance σ2n of each of the pixels
of the ACF from finite photon counts and instrumen-
tal effects and the intrinsic variance or scatter of the
model at each time-lag pixel of the fit, s2. Here, as our
data is transformed to a logarithmic amplitude, a term
of 1/gnt appears in the denominator as the propagated
amplitude error. Deviating from the original implemen-
tation of The Cannon, we do not include any error model
for σn for our data. We did tests incorporating the
errors, sourced and propagated to the ACF from the
original light curve data, however they did not improve
(but, rather, marginally degraded) the precision of our
inferred labels.
At training time, the coefficient vector is solved for (at
every pixel, or time-lag step of the ACF). In the func-
tional form of equation (3), there are fifteen coefficients
at each pixel, such that ln = [1, Teff , log g, νmax, ∆ν,
(Teff · log g), (Teff · νmax), (Teff · ∆ν), (log g· νmax),
(log g · ∆ν), (νmax· ∆ν), Teff2, log g2, νmax2, ∆ν2].
These correspond to the terms of a quadratic model
θt (i.e. the single label terms, squared label terms and
cross label products of a second order model) as well as
the scatter, s2t in the noise term.
The Cannon’s first order coefficients from the training
step are shown in Figure 4. This time-lag range of 0.045
< Tlag < 370 days (-1.3 < log(Tlag (days)) < 2.6) was de-
termined from empirical tests to be the range we needed
for our model, so as to infer Teff to the highest precision.
Our model extends to a shorter time-lag range of 0.045
< Tlag < 34 days (-1.3 < log(Tlag (days)) < 1.5) to in-
fer the other three labels, again the necessary range for
the best precision we could achieve. These first order
coefficients that are shown are scaled to their respec-
tive maximum absolute values, so the anti-correlations
and relative behaviors can be compared. Large positive
or negative values indicate where the ACF amplitude is
most sensitive to the label. Note the largest amplitudes
are in the lower time-lag regime. For the Teff label there
is an overall continuum shape across the full time-lag
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Figure 3. This Figure shows the information content in single pixels. Each row corresponds to a single pixel with the period
indicated in the first sub-panel of each row. These pixels correspond to the arrows marking their location in the Figure 4. The
G(t) amplitude is shown on the y-axis and and the four labels we infer, of Teff , log g, νmax, and ∆ν is shown for each pixel
on the x-axis. The [Fe/H] result is also shown in the last panel, indicating there is no correlation between metallicity and the
amplitude G(t). This Figure illustrates why The Cannon can work to infer the four labels of Teff , log g, νmax and ∆ν using a
polynomial model that relates the function G(t) to the labels.
period range not seen for the other labels (an overall
decrease at log(Tlag (days)) ≈ 2.
The coefficients quantify where the information with
respect to the labels is contained in the data, as a func-
tion of the time-lag. This can be used to compare to
theoretical expectations and also to search for the in-
formation content with respect to any other labels (see
the Discussion, we attempted to learn metallicity and
found no [Fe/H] correlation). There are interesting fea-
tures in the first order coefficients. For example, we
see two clear peaks in the νmax and ∆ν coefficients
that are anti-correlated. These peaks may be a con-
sequence of the different granulation components (from
different convective scales). These different granulation
components have different characteristic amplitudes and
timescales (although are fixed with respect to each other
for different stars, i.e., you always find the same ratio be-
tween timescales and amplitudes). Therefore, it would
make sense that the amplitude sensitivity would vary as
these different components are encountered in the time-
log representation. Figure 4 also shows that the log g
information is not directly correlated with that of νmax
and ∆ν. An investigation of the behaviour of the coeffi-
cients is worthy of follow up, but a detailed explanation
is beyond the scope of this paper.
We select four time-lag pixels from Figure 4, which
are indicated by the arrows in this Figure. Figure 3
shows the amplitude of the ACF of the reference stars
at these for these four pixels, as a function of their Teff ,
log g, νmax, ∆ν and [Fe/H] values. These four pixels
are indicated in Figure 4 by the arrows. All pixels show
correlations in Teff , log g, νmax and ∆ν, but there is no
correlation with [Fe/H]. Figure 3 demonstrates that the
different time-lag values show different forms of correla-
tion with the labels (which is quantified overall, in the
coefficients). For example, the first time-lag pixel we se-
lect, at log(Tlag (day)) = -1.06 (or ∼ 2 hours), has the
smallest first order coefficient of Teff , of the four pix-
els. Figure 3 shows that this pixel also has the least
correlated temperature dependence of the four pixels.
This particular value of the time-lag also shows rela-
tively small first-order coefficients of log g, νmax and ∆ν
(compared to other time-lag values). However, we still
see striking correlations in these labels at this pixel. We
emphasize, that we show here only part of The Cannon’s
model; e.g. the squared terms also quantify and contain
the correlation terms. Therefore, it is important in any
quantified analysis of the information content at a given
pixel to consider the model as a whole. Here we select
the first order coefficients as a qualitative illustration.
At the inference step, or the test step, we use the coef-
ficients solved for in training as inputs in the same equa-
tion as in the training. Thus, we learn the four labels
given the test data (see Ness et al. 2015, for details).
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Figure 4. The first order coefficients of our (polynomial) model corresponding to our four inferred labels, scaled to the absolute
maximum value of each coefficient. The time-lag is shown in logarithm scaling in order to better show the structure present at
the smallest time-lag values. This reveals that νmax and ∆ν are oppositely correlated and the log g information is coming from
regions that are not entirely correlated with the two asteroseismic parameters. The dashed line represents the cutoff period for
the model to infer log g, νmax and ∆ν. The full extent of the period shown on the x-axis is the full model used to infer Teff .
The convection zone and acoustic oscillation zone (which is stochastically driven by turbulent convection) are indicated, (where
the convection zone is the region used by the 8-hour Flicker method). The four arrows within the sub-panels correspond to the
pixels selected to demonstrate the correlation of the labels and the amplitude, shown in Figure 3.
Our code can be found at the github repository:
https://github.com/mkness/ACFCannon
4. RESULTS
We show the performance of The Cannon at test time
using the 1000 red giants which have not been used in
our reference set to create our model. Their known
external labels compared to The Cannon’s model are
shown in Figure 5. For this Figure we make a χ2 cut to
remove poor fits to the model, selecting stars with 150
< χ2 < 1000, after which 850 stars remain of the orig-
inal 1000. Figure 6 demonstrates that it is the regions
that are sparsely populated with training data where the
χ2 values are large. However, we also find that what is
driving the higher χ2 at lower log g values is the removal
of the first few µHz of the power spectrum for our data
modeling. The νmax value is highly correlated with the
log g shown in this Figure. For the highest νmax values
in our sample, the removal of the first 3µHz of the power
spectrum removes more of the granulation background
containing information correlated with our labels. The
3 µHz cut is effectively tuned for this subset of param-
eter space, and therefore optimal around the median of
the labels. Although our model works to the precision
of spectroscopy for log g and Teff label inference, this is
indicative that we could come up with a better model,
that works across a broader Teff -log g parameter space.
This Figure shows that the uncertainty on the Teff and
log g is on the order of that of the input labels them-
selves (which is < 100K and < 0.1 dex respectively).
The νmax and ∆ν uncertainties (of . 15%) are however
significantly higher than the input uncertainties on these
labels (of about 1.6% and 0.6% respectively), presum-
ably as these are not being measured from the discrete
modes themselves but from the long-period granulation
signature: we note again that these asteroseismic pa-
rameters are being inferred from the mode-exciting con-
vective granulation at an ACF time-lag of Tlag < 34
days. While not providing precise measurements from
the convection pattern themselves, these can still pro-
vide a useful starting point for a more detailed mea-
surement from the mode frequencies (e.g. Huber et al.
2010; Hekker et al. 2011; Mosser et al. 2012; Stello et al.
2017; Serenelli et al. 2017). That the information is
available from the granulation signal agrees with theo-
retical expectations: the acoustic modes from which the
asteroseismic parameters are defined are stochastically
driven by the turbulent convection in the outer regions
of the star. The observed granulation signal is the sur-
face manifestation of this turbulent convection, hence a
causal relation can be expected between this signal and
the asteroseismic parameters.
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Figure 5. The performance of our combined model on the test stars (that were not used for training of the model). We remove
≈ 150 test stars with poor model fits using the χ2 selection of 150 > χ2 > 1000 (calculated over the 780 pixels used for our
model for log g, νmax and ∆ν.). Output labels represent our results and input labels are from apogee (for Teff and log g) and
Yu et al. (2018) (For νmax and ∆ν). We can infer Teff precise to < 100 K , log g precise to < 0.10 dex, νmax precise to < 10.5
µHz and ∆ν precise to < 0.9 µHz. Periods of Pacf < 370 days are used for the Teff determination and periods of Pacf < 34 for
the other labels.
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Figure 6. The 1000 test stars, coloured by the χ2 of the
model fit. The marker size corresponds to the absolute dif-
ference of the log g value between the inferred (output) value
and input (reference) value, for that star.
In Figure 7 we show The Cannon’s best fit model to
two example stars that have different labels. This fig-
ure shows that The Cannon’s model is learning not the
detailed response of the ACF but the overall amplitude
pattern. The model represents the underlying noise-free
limit-spectrum of the data. Under the assumption that
the stars are drawn from some underlying true distribu-
tion, the model is analogous to a de-noised version of the
data. The high value of our scatter term implies that our
uncertainties can be reduced with a more sophisticated
choice of model (beyond a polynomial function) – if in-
deed additional information is physically present. An
advantage and choice motivating the polynomial form
here is that it is interpretable (see the Discussion) and
very fast to test for the information content in the data
so provides a very good starting point for this data-
driven analysis.
Empirical testing demonstrated that no precision gain
was obtained by going to a time-lag beyond 370 days in
the ACF amplitude G(t) for inferring Teff . The preci-
sion was in fact marginally higher when restricting to a
time-lag of ≤ 34 days for learning the other three labels.
We note again that we also found slightly higher preci-
sion from removing the first few µHz of the data before
calculating the ACF, meaning our minimum period is
0.045 days.
5. DISCUSSION
We have taken a first look at data-driven inference
of parameters using a simple polynomial description of
the time-lag amplitude function, the ACF of the Kepler
power spectra. We determine the ACF directly from the
inverse Fourier transform of the KASOC power spec-
trum. Beyond our cuts in the initial frequency selec-
tion of the power spectrum (3-270 µHz) and then the
time-lag of the generated ACF, we require no additional
processing nor filtering of the data in our approach.
We find that it is possible to infer Teff and log g, at the
precision of spectroscopy and relatively imprecise νmax
and ∆ν for red giant stars. We attempted to infer the
[Fe/H]; this label is available from the apogee spec-
troscopy for our stars. However, this label failed and on
inspection, no pixels correlated with [Fe/H]. Therefore,
contrary to the findings by Corsaro et al. (2017), we find
that there is no information with respect to [Fe/H] in the
granulation signal from the Kepler multi-epoch photom-
etry. We note that corrections to scaling relations be-
tween ∆ν and fundamental stellar parameters include
both Teff and [Fe/H] (White et al. 2011; Guggenberger
et al. 2016; Sharma et al. 2016). Furthermore, Viani
et al. (2017) showed, in the case of νmax, a dependence
on mean molecular weight. While we do not find the sig-
nature in the ACF amplitude, this does indicate that a
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Figure 7. Two sample stars with dissimilar parameters showing the data (blue) and best fit model from The Cannon (black).
The scatter term representing the uncertainty of the model shown in the gray shaded regions around the black model line. The
panel at left shown the full region of the model used to infer Teff and the right hand panel shows the region used to infer log g,
νmax and ∆ν. The model reproduces the overall amplitude response of the data and does not capture the detailed structure
across period. Nevertheless, this overall amplitude information is sufficient to determine the four labels at high precision, in
fact on the order of the input label precision for Teff and log g. The respective parameters of the two stars are Teff =4000 and
5550K, log g = 1.6 and 3.3 dex, ∆ν = 1.0 and 3.3 µHz and νmax = 5.5 and 104.7 µHz, respectively. χ
2 = 9991 and 6811 for the
two stars, respectively, across 8500 pixels.
[Fe/H] dependence might be expected, as also suggested
by 3D hydrodynamical simulations of convection (Collet
et al. 2007; Ludwig & Steffen 2016).
The data-driven approach has the advantage that po-
tential unknown influences on the adopted labels are
automatically taken into account. An example could
be a potential effect from magnetic suppression of con-
vection as discussed in Cranmer et al. (2014) based on
the theoretical scaling relation of Samadi et al. (2013).
Cranmer et al. (2014) adopted a parametric correction
to the granulation variability as a function of Teff in
the data-driven approach such a correlation will be au-
tomatically included without the need for specifying a
parametric relationship.
We emphasize that this work is a first look at this
data-driven approach. This generalized approach can be
extended directly to other evolutionary states, including
main sequence and turn-off stars. Additional labels may
be able to be inferred, such as stellar radius and mass
directly, given a more sophisticated model. The poly-
nomial function is only suitable for labels that show the
correlations similar to those seen in Figure 3.
A primary original motivation of The Cannon was to
enable all spectroscopic surveys to be put directly on
the same label (stellar parameter and abundance) scale,
given stars in common between different surveys. Here
an internal determination of temperature is particularly
relevant to this goal, in that all time domain data can
be placed on a common temperature scale, which is im-
portant for consistent estimates of stellar mass, radii
and age (e.g. Epstein et al. 2014; Tayar et al. 2017;
Silva Aguirre et al. 2018).
The time-lag periods of the ACF that we selected for
the inference of parameters were determined empirically,
as marginally providing the highest precision parame-
ters. We therefore want to first see if we can now in-
terpret these ranges in the context of expectations from
theoretical models. Mathur et al. (2011) show that the
period is theoretically a function of the νmax; Pgran ≈
ν1.90max, which is consistent with the theoretical predic-
tions. This value ties in very well with the range of
time-lag that we find is required for the red giants. Fur-
thermore, Mathur et al. (2011) find that granulation
timescales of stars that belong to the red clump are sim-
ilar, while the timescales of stars in the red giant branch
are spread across a wider range. We expect this is why
in Figure 5 we do not resolve the log g of the red clump
as well as the red giant (see the pile up in the vertical
direction at the clump logg around 2.5). Our lower pre-
cision on νmax corresponds to the expected theoretical
precision on the granulation power from which we derive
this value, estimated in Mathur et al. (2011) to be σgran
= 8.6%. Figures 3 and 4 demonstrate the information
from the brightness fluctuations is present across a mul-
titude of individual amplitude values of the data, with
different correlations at different pixels, that ultimately
tie back to the convective patterns of the stars. This
highlights that using a model of each data point, more
9information can be captured than in scaling relations,
which are essentially integrated properties of the signal.
6. CONCLUSION
Our paper is a first investigation into a data-driven
approach for the inference of parameters from multi-
epoch spectra. Using the long-cadence observations of
2000 Kepler red giant stars, we found we could infer Teff
and log g to the same precision as spectroscopy (< 100
K and < 0.1 dex, respectively). Furthermore, we recover
the asteroseismic parameters νmax and ∆ν, precise to <
11 µHz and< 0.9 µHz, respectively (approx< 15%). We
do not infer these four parameters from the frequency
comb of the power spectra, but from the light curve
ACF time-lag amplitudes. These amplitudes quantify
the convection driven brightness variations that excite
the high-order resonant acoustic modes of the star (e.g.
Goldreich et al. 1994). We attempted to learn [Fe/H],
but found no indication of information on this parameter
in the multi-epoch data.
The inference of Teff directly from the time-domain
data enables a consistent temperature scale for stars
within and also between surveys (assuming stars ob-
served in common between the time-domain surveys).
This homogeneous temperature scale enables the stars
to be placed on a consistent stellar radii and mass scale.
Furthermore, although simple, our polynomial model
enables an empirical quantification of the data content
with respect to derived parameters. Thus, enabling
comparisons to theoretical expectations of the convec-
tive granulation. The method we demonstrate here on
the red giant stars using the Kepler data is readily trans-
ferable to other evolutionary states, additional labels
and future surveys. A fast delivery of Teff and log g
values and estimates of global asteroseismic parameters
for a large number of stars will be extremely valuable
for the recently launched TESS mission (Ricker et al.
2014), which will provide light curves for thousands of
red giants across the entire sky (Lund et al. 2017a).
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