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Multi-Lag Term Structure Models with Stochastic Risk Premia
The purpose of this paper is to propose discrete-time term structure models where the historical
dynamics of the factor (xt) is given, in the univariate case, by a Gaussian AR(p) process, and,
in the multivariate case, by a Gaussian n-dimensional VAR(p) process. The factor (xt) is con-
sidered as a latent or an observable variable and, in the second case, (xt) is given by the short
rate (in the scalar setting) or by a vector of several yields (in the multivariate setting). We con-
sider an exponential-aﬃne stochastic discount factor (SDF) with a stochastic factor risk correction
coeﬃcient deﬁned, at time t, as an aﬃne function of Xt = (xt,...,xt−p+1)0 and, consequently,
the yield-to-maturity formula at time t is an aﬃne function of the p most recent lagged values
of xt+1. We study the Gaussian AR(p) and the Gaussian VAR(p) Factor-Based Term Structure
Models. We investigate, under the risk-neutral and the S-forward probability, the Moving Average
(or discrete-time Heath, Jarrow and Morton) representation of the yield and short-term forward
rate processes. This representation gives the possibility to exactly replicate the currently-observed
yield curve. We also study the problem of matching the theoretical and currently-observed market
term structure by means of the Extended AR(p) approach.
Keywords : Discrete-time Aﬃne Term Structure Models, Stochastic Discount Factor, Gaussian
VAR(p) processes, Stochastic risk premia, Moving Average or discrete-time HJM representations,
Exact Fitting of the currently-observed yield curve.
JEL number : C1, C5, G1.
R´ esum´ e
Mod` eles de Structure par Terme ` a Plusieurs Retards et Primes de Risques
Stochastiques
Let but de ce papier est de proposer une famille de mod` eles en temps discret, pour la construction
de la courbe de taux d’int´ erˆ et, dans laquelle les dynamiques historique et risque-neutre du facteur
(xt) sont repr´ esent´ ees par un processus autoregressif Gaussien d’ordre p > 1. Le facteur peut une
variable latente ou une variable observable : dans ce deuxi` eme cas le facteur sera un vecteur de
taux de diﬀ´ erentes maturit´ es. On pr´ esente le Mod` ele de Structure par Terme AR(p) Gaussien, dans
lequel le facteur d’escompte stochastique pour la p´ eriode (t,t + 1) est une fonction exponentielle-
aﬃne du facteur xt+1, le coeﬃcient d’ajustement pour le risque du facteur est stochastique, et la
formule des taux ` a la date t est une fonction aﬃne du vecteur Xt = (xt,...,xt−p+1)0. On propose
la caract´ erisation Moyenne Mobile (ou Heath, Jarrow and Morton) des processus des taux et des
taux forwards ` a court terme : cette repr´ esentation donne la possibilit´ e de r´ epliquer exactement
la courbe des taux observ´ ee dans le march´ e. On ´ etudie aussi le probl` eme de la r´ eplication de la
courbe de taux du march´ e ` a l’aide de l’approche Extended AR(p). On ´ etudie egalement le Mod` ele
de Structure par Terme VAR(p) Gaussien, en g´ en´ eralisant au contexte multivari´ e les r´ esultats
pr´ ec´ edemment mentionn´ es.
Mots Cl´ es : Mod` eles Aﬃnes en temps discret pour la courbe de taux d’int´ erˆ et, facteur d’escompte
stochastique, processus VAR(p) Gaussien, Prime de Risque Stochastique, repr´ esentations Moyenne
Mobile ou HJM, R´ eplication exacte de la courbe de taux du march´ e.
JEL number : C1, C5, G1.
1Non-technical summary :
One of the most important Aﬃne Term Structure Models was the one proposed by Vasicek
(1977) in a famous paper where the factor driving the speciﬁcation of the entire interest rate curve
was the instantaneous spot interest rate r = (rt, t ≥ 0). The model was deﬁned in a continuous-
time framework and the dynamics of (rt) was described, under the historical probability, by an
Ornstein-Uhlenbeck process with constant coeﬃcients [the continuous-time equivalent of a discrete-
time Gaussian AR(1) process]. The limits of this model are well-known: for each time t, rt can
be negative with positive probability and only a limited number of possible shapes of yield curves
can be replicated by the term structure formula [monotone increasing, monotone decreasing and
humpshaped].
The ﬁrst drawback is compensated by the analytical tractability, induced by the Gaussian
(historical and risk-neutral) dynamics of the factor, which is hardly achieved when other conditional
distributions are considered for the process (rt). Indeed, the success of this model, along with the
Cox, Ingersoll and Ross (1985) model, comes from the possibility to provide explicit or quasi explicit
pricing formula for zero-coupon bonds and interest rate derivatives.
As far as the second drawback is concerned, the continuous-time approach can generalize the
yield-to-maturity formula only by the introduction of other (observable or latent) factors [see,
among the others, Pennacchi (1991), Duﬃe and Kan (1996), Chen (1996), Dai and Singleton
(2000, 2003), Duﬀee (2002), Brandt and Chapman (2002), Duarte (2004), Cheridito, Filipovic and
Kimmel (2006)].
The discrete-time approach we follow in this paper is characterized by an additional degree of
freedom: the possibility to specify an autoregressive of order p > 1 dynamics for the factor driving
the term structure shapes. We propose discrete-time term structure models where the historical
dynamics of the factor (xt) is given, in the univariate case, by a Gaussian AR(p) process, and, in the
multivariate case, by a Gaussian n-dimensional VAR(p) process. The factor (xt) is considered as a
latent or an observable variable and, in the second case, (xt) is given by the short rate (in the scalar
setting) or by a vector of several yields (in the multivariate setting). We consider an exponential-
aﬃne stochastic discount factor (SDF) with a stochastic factor risk correction coeﬃcient deﬁned,
at time t, as an aﬃne function of Xt = (xt,...,xt−p+1)0 and, consequently, the yield-to-maturity
formula at time t is an aﬃne function of the p most recent lagged values of xt+1.
We investigate, under the risk-neutral and the S-forward probability, the Moving Average (or
discrete-time Heath, Jarrow and Morton) representation of the yield and short-term forward rate
processes. This representation allows to exactly replicate the currently-observed yield curve. We
also study the problem of matching the theoretical and currently-observed market term structure
by means of the Extended AR(p) approach. This methodology consists in replacing one of the
parameters in the model by a deterministic function of time.
2R´ esum´ e non technique :
Un des mod` eles aﬃnes pour la courbe de taux d’int´ erˆ et parmi les plus importants est celui
propos´ e par Vasicek (1977) dans lequel le facteur qui d´ etermine la structure par terme des taux
est le taux sans risque instantan´ e r = (rt, t ≥ 0). Le mod` ele est d´ eﬁni en temps continu et
la dynamique de (rt) est d´ ecrite, sous la probabilit´ e historique, par un processus de Ornstein-
Uhlenbeck ` a coeﬃcients constants [l’´ equivalent en temps continu d’un processus AR(1) Gaussien].
Les limites de ce mod` ele sont bien connues : ` a toute date t, rt peut prendre des valeurs n´ egatives
avec une probabilit´ e positive et seulement un nombre limit´ e de formes possibles de courbe de taux
d’int´ erˆ et peut ˆ etre g´ en´ er´ e par la formule de la structure par terme [monotone croissante, monotone
d´ ecroissante, avec une bosse vers le haut].
La premi` ere limite est compens´ ee par la simplicit´ e analytique, induite par la dynamique (his-
torique et risque-neutre) Gaussienne du facteur, qui est diﬃcilement atteinte quand d’autres lois
conditionnelles sont choisies pour caract´ eriser le processus (rt). En fait, le succ` es de ce mod` ele,
et du mod` ele de Cox, Ingersoll et Ross (1985), d´ erive de la possibilit´ e de fournir de formules de
valorisations explicites ou quasi explicites pour des z´ ero-coupons et des d´ eriv´ es sur taux d’int´ erˆ et.
Concernant la deuxi` eme limite, l’approche en temps continu peut g´ en´ eraliser la formule des taux
seulement par l’introduction d’autres facteurs (observables ou inobservables) [voir, par exemple,
Pennacchi (1991), Duﬃe et Kan (1996), Chen (1996), Dai et Singleton (2000, 2003), Duﬀee (2002),
Brandt et Chapman (2002), Duarte (2004), Cheridito, Filipovic et Kimmel (2006)].
L’approche en temps discret que nous suivons dans ce papier est caract´ eris´ ee par un degr´ e de
libert´ e suppl´ ementaire : la possibilit´ e de sp´ eciﬁer une dynamique autor´ egressive d’ordre p > 1 pour
les facteurs d´ eterminant les formes de la courbe. Nous proposons des mod` eles pour la courbe de
taux en temps discret o` u la dynamique historique du facteur (xt) est, dans le cas univari´ e, du type
AR(p) Gaussien et, dans le cas multivari´ e, du type VAR(p) Gaussien. Le facteur (xt) est consid´ er´ e
comme latent ou observable et, dans le deuxi` eme cas, il est constitu´ e du taux court (dans le cas
scalaire) ou bien par de taux de diﬀ´ erentes maturit´ es (dans le cas multivari´ e). On consid` ere un
facteur d’escompte stochastique exponentiel-aﬃne avec un coeﬃcient d’ajustement pour le risque
d´ eﬁni, ` a la date t, comme une fonction aﬃne de Xt = (xt,...,xt−p+1)0 et, par cons´ equent, la
formule des taux ` a la date t est une fonction aﬃne de p valeurs retard´ es de xt+1.
On ´ etudie, sous la probabilit´ e risque-neutre et S-forward neutre, la repr´ esentation Moyenne
Mobile (repr´ esentation de Heath-Jarrow-Morton en temps discret) du processus de taux et du taux
forward ` a court terme. On ´ etudie aussi le probl` eme de la r´ eplication exacte de la courbe des
taux pr´ esente par la courbe th´ eorique ` a l’aide de l’approche AR(p) Etendue. Cette m´ ethodologie
consiste ` a remplacer un des param` etres du mod` ele par une fonction d´ eterministe du temps.
31 Introduction
One of the most important Aﬃne Term Structure Models was the one proposed by Vasicek (1977)
in a famous paper where the factor driving the speciﬁcation of the entire interest rate curve was
the instantaneous spot interest rate r = (rt, t ≥ 0). The model was deﬁned in a continuous-
time framework and the dynamics of (rt) was described, under the historical probability, by an
Ornstein-Uhlenbeck process with constant coeﬃcients [the continuous-time equivalent of a discrete-
time Gaussian AR(1) process]. The limits of this model are well-known: for each time t, rt can
be negative with positive probability and only a limited number of possible shapes of yield curves
can be replicated by the term structure formula [monotone increasing, monotone decreasing and
humpshaped].
The ﬁrst drawback is compensated by the analytical tractability, induced by the Gaussian
(historical and risk-neutral) dynamics of the factor, which is hardly achieved when other conditional
distributions are considered for the process (rt). Indeed, the success of this model, along with the
Cox, Ingersoll and Ross (1985) model, comes from the possibility to provide explicit or quasi explicit
pricing formula for zero-coupon bonds and interest rate derivatives. As far as the second drawback
is concerned, the continuous-time approach can generalize the yield-to-maturity formula only by
the introduction of other (observable or latent) factors [see, among the others, Pennacchi (1991),
Duﬃe and Kan (1996), Chen (1996), Dai and Singleton (2000, 2003), Duﬀee (2002), Brandt and
Chapman (2002), Duarte (2004), Cheridito, Filipovic and Kimmel (2006)].
The discrete-time approach we follow in this paper is characterized by an additional degree of
freedom: the possibility to specify an autoregressive of order p > 1 dynamics for the factor driving
the term structure shapes. We propose discrete-time term structure models where the historical
dynamics of the factor (xt) is given, in the univariate case, by a Gaussian AR(p) process, and, in the
multivariate case, by a Gaussian n-dimensional VAR(p) process. The factor (xt) is considered as a
latent or an observable variable and, in the second case, (xt) is given by the short rate (in the scalar
setting) or by a vector of several yields (in the multivariate setting). We consider an exponential-
aﬃne stochastic discount factor (SDF) with a stochastic factor risk correction coeﬃcient deﬁned,
at time t, as an aﬃne function of Xt = (xt,...,xt−p+1)0 and, consequently, the yield-to-maturity
formula at time t is an aﬃne function of the p most recent lagged values of xt+1.
Compared with the continuous-time aﬃne case, our approach proposes a more general speciﬁ-
cation of the conditional historical mean of the factor, gives the possibility to price the factor risk
taking into account its p most recent realizations, and not only the most recent one, and proposes
a more general term structure formula. This extension enlarges considerably the set of possible
shapes of the yield curve.
We investigate, under the risk-neutral and the S-forward probability, the Moving Average (or
discrete-time Heath, Jarrow and Morton) representation of the yield and short-term forward rate
processes. This representation allows to exactly replicate the currently-observed yield curve. We
also study the problem of matching the theoretical and currently-observed market term structure
by means of the Extended AR(p) approach. This methodology consists in replacing one of the
parameters in the model by a deterministic function of time.
The plan of the paper is as follows. In Section 2 we present the Gaussian AR(p) Factor-
Based Term Structure Model, and we specify the zero-coupon bond return process under the
historical and risk-neutral probability. In Section 3 we study the dynamic properties of the system
of diﬀerence equations determining the yield-to-maturity formula, and we study the eﬀect of an
increasing autoregressive order p on the possible shapes of term structures that this model is able
to replicate. In Section 4 we consider, under the risk-neutral measure, the Moving Average (or
4discrete-time Heath, Jarrow and Morton) representation of the yield and short-term forward rate
processes, while, in Section 5, we present the Extended AR(p) approach. In Section 6 we specify
the zero-coupon bond, yield and short-term forward rate processes under the S-forward probability.
In Section 7 we present the observable factor case, in which the scalar factor is the (predetermined)
short rate process (rt+1). Here, we specify the associated yield-to-maturity formula, we study the
problem of propagation of short rate shocks on the yield surface, and we investigate the problem of
exact replication of the observed term structure using the Extended AR(p) approach. In Section
8 we study the Gaussian VAR(p) Factor-Based Term Structure Model, and we generalize to the
multivariate framework the results of Sections 2, 4 and 6. Section 9 concludes and appendices
gather the proofs.
2 Gaussian AR(p) Factor-Based Term Structure Models
2.1 Historical Dynamics
Let us assume that the (scalar) exogenous factor xt+1 characterizing the speciﬁcation of the term
structure is an AR(p) process of the following type:
xt+1 = ν + ϕ1xt + ... + ϕpxt+1−p + σεt+1
= ν + ϕ0Xt + σεt+1 ,
(1)
where εt+1 is a gaussian white noise with N(0,1) distribution, ϕ = [ϕ1,...,ϕp]0, Xt = [xt,...,xt+1−p ]0,
and where σ > 0, ν and ϕi, for i ∈ {1,...,p}, are scalar coeﬃcients. This model can also be rep-
resented in the following multivariate AR(1) form :
Xt+1 = ˜ ν + ΦXt + σ˜ εt+1 , (2)








ϕ1 ... ... ϕp−1 ϕp
1 0 ... 0 0












is a (p × p)-matrix.
2.2 The Stochastic Discount Factor
The development of the zero-coupon bond (no arbitrage) pricing model is characterized, after
the historical distribution assumption presented above, by the speciﬁcation of a positive stochastic
discount factor (SDF) Mt,t+1, for the period (t,t+1), in order to guarantee the absence of arbitrage
opportunities. The price at t of a derivative paying g(xt+H) at t + H is:
Ct(g,H) = E [Mt,t+1 · ... · Mt+H−1,t+Hg(xt+H)|It]
(3)
= Et [Mt,t+Hg(xt+H)] ,
5where Et denotes the expectation, under the historical probability P, conditional on the information
It = xt = (xt,xt−1,...) given by the current and the lagged values of the state variable. We choose
a SDF which is exponential-aﬃne in the state variable3 xt+1:
Mt,t+1 = exp
￿







where the coeﬃcients α = [α1,...,αp]0 and β are path independent, and where Γt = Γ(Xt) = (γo+
γ0Xt) is a stochastic risk correction coeﬃcient which allows to introduce time variations in assets’
risk premia [see sections 2.3 and 2.5]. The absence of arbitrage restriction on the discount bond
with unitary residual maturity requires Et(Mt,t+1) = exp(−rt+1), where rt+1 is the (predetermined)
short-term interest rate. This condition implies the relation rt+1 = β + α0Xt. This means that,
under the absence of arbitrage opportunities, the SDF can be written as:
Mt,t+1 = exp
￿








In order to give an interpretation of the risk-correction coeﬃcient Γt, we consider the following
deﬁnition of risk premium [see also Dai, Singleton and Yang (2006)].
Deﬁnition 1 : If we denote by Pt the price at time t of a given asset, its risk premium between t







= logEt exp(yt+1) − rt+1 ,
(6)
where yt+1 = log(Pt+1/Pt) denotes the one-period geometric return of the asset.
We can interpret λt as the excess growth rate of the expected price with respect to the present
price. Now, starting from this deﬁnition of the risk premium we obtain interpretations of the
function Γt, appearing in the SDF, by means of the following example.
Example : If we consider an asset providing the payoﬀ exp(−bxt+1) at t+1, its price in t is given
by:





















= exp[−b(ν + ϕ0Xt)]Et {exp[−bσεt+1]}
= exp
￿
−b(ν + ϕ0Xt) + 1
2(bσ)2￿
.
3See also Ang, Piazzesi and Wei (2006), Cochrane (2005), Gourieroux and Monfort (2006), Gourieroux, Monfort
and Polimenis (2003, 2006), Gourieroux and Sufana (2003), Pegoraro (2006), Polimenis (2001).
6Finally, the risk premium is:
λt = bσΓt . (7)
Therefore, b, Γt and σ can be seen respectively as a risk sensitivity of the asset, a risk price and a
risk measure.
2.4 The Aﬃne Term Structure
With the speciﬁcation of the SDF, and applying formula (3), we determine the price of a zero-
coupon bond in the following way :
B(t,h) = Et [Mt,t+1 · ... · Mt+h−1,t+h] , (8)
where B(t,h) denoted the price at time t for a time to maturity h.
Note that, for arbitrary real constants µ1 and µ2, we obtained the same SDF dynamics if we





µ2γ0e, α by α
µ2 and β by β −
µ1
µ2α0e. Therefore, if xt is not directly observed, we can assume
for instance, as far as the term structure is concerned, that ν = 0 and σ = 1, or β = 0 and α1 = 1.
Proposition 1 : The price at date t of the zero-coupon bond with time to maturity h is :
B(t,h) = exp(c0
hXt + dh), h ≥ 1, (9)
where ch and dh satisﬁes the recursive equations :
ch = −α + Φ0ch−1 + c1,h−1σγ
= −α + Φ∗0
ch−1 ,
dh = −β + c1,h−1(ν + γoσ) + 1
2c2









ϕ1 + σγ1 ... ... ϕp−1 + σγp−1 ϕp + σγp
1 0 ... 0 0











and where the initial conditions are c0 = 0,d0 = 0 (or c1 = −α,d1 = −β); c1,h is the ﬁrst component
of the p-dimensional vector ch. [Proof : see Appendix 1.]













, h ≥ 1,
and they are aﬃne functions of the factor Xt, that is of the p most recent lagged values of xt+1.
72.5 Excess Returns of Zero-Coupon Bonds
In our framework (with B∗(t,T) = B(t,T − t)), we have the following speciﬁcation for the zero-
coupon bond return process.
Proposition 2 : Under the absence of arbitrage opportunity, and for a ﬁxed maturity T, the one-
period geometric zero-coupon bond return process ρ = [ρ(t,T),0 ≤ t ≤ T ], where ρ(t + 1,T) =
log[B∗(t + 1, T)] −log[B∗(t, T)], is given by:
ρ(t + 1, T) = rt+1 − 1
2 ω(t + 1, T)2 + ω(t + 1, T)Γt − ω(t + 1, T)εt+1 , (12)
where ω(t + 1, T) = −(σc1,T−t−1) [Proof : see Appendix 2].
This means that the process ρ is such that, conditionally to xt, ρ(t + 1,T) is normally distributed
with mean µ(t+1, T) = rt+1−1
2 ω(t+1, T)2+ω(t+1, T)Γt and variance ω(t+1, T)2 = (σc1,T−t−1)2.
The associated risk premium between t and t + 1, denoted by λt(T), is:
λt(T) = logEt exp[ρ(t + 1, T)] − rt+1 = ω(t + 1, T)Γt . (13)
We note that Γt = (γo + γ0Xt) plays for any T the role of a risk premium per unit of ”risk”
ω(t + 1, T). In particular, the variability of λt(T) is driven, for a ﬁxed γ diﬀerent from zero, by
the p most recent lagged values of xt+1. If we assume γ = 0 (i. e., Γt = γo), the risk correction
coeﬃcient and the risk premium of the zero-coupon bond become constants. Also note that, if
T = t + 2 and xt = rt+1 , we have ω(t + 1, T) = σ and we get the result of the example presented
in Section 2.3 for b = 1.
2.6 Risk-Neutral Dynamics
In the previous sections we have presented the Gaussian AR(p) Factor-Based Term Structure Model
under the historical probability P. Now, it is well known from asset pricing theory that, under
the absence of arbitrage opportunity, there exist equivalent (to P) probability measures under
which asset prices, evaluated with respect to some numeraire Nt, are martingales4. This change
of measure is important in an asset pricing perspective if it leads to convenient closed-form or
numerically tractable pricing formulas. The most used choices of numeraire are the money-market
account, presented in this section, and the zero-coupon bond choice, presented in the following
section.
If we consider as numeraire the money-market account Nt = exp(r1 + ... + rt) = (A0,t)−1,
where A0,t = E0(M0,1)···Et−1(Mt−1,t), the associated equivalent probability Qt has a one-period










In a general (T −t)-period horizon, the conditional (to It) density of the risk-neutral probability
QT
t with respect to the historical probability PT






Mt,t+1 · ... · MT−1,T
Et(Mt,t+1) · ... · ET−1(MT−1,T)
, (14)
4A numeraire is deﬁned as a non-dividend-paying price process N = (Nt, t ≥ 0) with N0 = 1. In other words,
N is a stochastic process such that, for every T > t, Nt = Et[Mt,TNT] and E0[M0,TNT] = 1, where Mt,T =
Mt,t+1 ·...·MT−1,T. The process N
∗ = (NtM0,t, t ≥ 0) is therefore a P-martingale with unitary value in t = 0, and
if Q is the probability deﬁned by the sequence of conditional densities
Nt+1Mt,t+1
Nt with respect to P, a price process
St is such that St/Nt is a Q-martingale.
8and the associated risk-neutral pricing formula for a derivative paying g(xT) at T is:
C∗(t,T) = E
Q
t [Et(Mt,t+1) · ... · ET−1(MT−1,T)g(xT)]
= E
Q
t [exp(−rt+1 − ... − rT)g(xT)] .
(15)
The one-period transition from the historical world to the risk-neutral one is given, in our frame-












Moreover, for any asset, the price Pt at t is equal to exp(−rt+1)E
Q
t (Pt+1) and, therefore, the risk
premium λt presented in Deﬁnition 1 is equal to logEt(Pt+1) − logE
Q
t (Pt+1).
The risk-neutral Laplace transform of xt+1, conditionally to xt, is given by:
E
Q









(γo + γ0Xt)εt+1 − 1




u(ν + ϕ0Xt) − 1
2(γo + γ0Xt)2￿
Et[exp(γo + γ0Xt + uσ)εt+1]
= exp
￿
u[(ν + σγo) + (ϕ + σγ)0Xt] + 1
2u2σ2￿
,
where ϕ = [ϕ1,...,ϕp]0. Therefore, we get the following result.
Proposition 3 : Under the risk-neutral probability Q, xt+1 is an AR(p) process of the following
type:
xt+1 = ν∗ + ϕ∗
1xt + ... + ϕ∗
pxt+1−p + σ∗ηt+1 , (17)
with
ν∗ = (ν + σγo)
ϕ∗
i = (ϕi + σγi) fori ∈ {1,...,p}
σ∗ = σ ,
where ηt+1
Q
∼ IIN(0,1). Note that εt+1 = ηt+1 + Γt.
This model can be represented in the following vectorial form :
Xt+1 = ˜ ν∗ + Φ∗Xt + σ∗˜ ηt+1 , (18)
where ˜ ν∗ = [ν∗,0,...,0]0 and ˜ ηt+1 = [ηt+1,0,...,0]0 are p-dimensional vectors, and where Φ∗ has
been introduced in Section 2.4.
We observe that, given the stochastic speciﬁcation of the risk-premium, in the risk-neutral world
xt+1 has not only a diﬀerent constant term, but also diﬀerent autoregressive coeﬃcients.
9With regard to the zero-coupon bond return process, under the risk-neutral probability we have
the following speciﬁcation.
Proposition 4 : In the risk-neutral framework, for a ﬁxed maturity T, the one-period geometric
zero-coupon bond return process satisﬁes the relation:
ρ(t + 1, T) = rt+1 − 1
2 ω(t + 1, T)2 − ω(t + 1, T)ηt+1 , (19)
with a risk premium equal to :
λ
Q
t (ρ,1) = logE
Q
t exp[ρ(t + 1, T)] − rt+1 = 0.
[Proof : see Appendix 3].
3 Term Structure Shapes
3.1 General Results
The diﬀerent shapes that the yield curve relation (11) is able to reproduce depend crucially on the
system of diﬀerence equations (10). Taking into account the result presented in Proposition 1, the






dh = −β + c1,h−1ν∗ + 1
2c2
1,h−1σ2 + dh−1 ,
(20)
with initial conditions c0 = 0 and d0 = 0. In this case, it is well known that the steady state
C = [c1,...,cp ]0 of the system ch is given, I denoting the (p × p) identity matrix, by:
C = −(I − Φ∗0
)−1α, (21)
under the (stability) condition that the p eigenvalues (λ1,...,λp) of Φ∗0
are all smaller than unity
in modulus, or, equivalently, that the risk-neutral dynamics of (xt) is stationary, or that the roots
of the risk-neutral autoregressive polynomial (of degree p) Ψ∗(L) = 1 − ϕ∗
1L − ... − ϕ∗
pLp have a
modulus larger than one (given that these roots are the inverse of the eigenvalues). More precisely,
the system of equations ch can be rewritten as:

         
         
c1,h = ϕ∗
1c1,h−1 + c2,h−1 − α1
c2,h = ϕ∗
2c1,h−1 + c3,h−1 − α2
. . .
cp−1,h = ϕ∗
p−1c1,h−1 + cp,h−1 − αp−1
cp,h = ϕ∗
pc1,h−1 − αp ,
and if we substitute the pth equation in the (p −1)th for cp,h−1, and then the (p− 1)th equation in
the (p−2)th for cp−1,h−1, and so on till the ﬁrst one, we ﬁnd that c1,h is described by the following





10where Ψ∗(L) = 1 − ϕ∗
1L − ... − ϕ∗








p−ic1,h−j+i−1 , j ∈ {0,...,p − 2}.
Given the risk-neutral stationary assumption on the process (xt), the relations cp−j,h, for j ∈














p−i , j ∈ {0,...,p − 2}.
Note that Ψ∗(1) > 0 because of the stability conditions. In the observable factor framework, with
xt = rt+1, α = e1 and β = 0 because of the absence of arbitrage restrictions [see Section 7.1],
we have c1 = −Ψ∗(1)−1 < 0. In the latent factor setting we can always assume
Pp
i=1 αi > 0 and
therefore c1 < 0 also.
With regard to dh, its equation gives the speciﬁcation of the long-term yield R(t,∞) as a
function of the steady state c1. Indeed, the diﬀerence equation dh can be written (assuming the
identiﬁcation condition β = 0) as:
dh =

   
   











1,j , ∀h ≥ 2,
(22)































The shape of ch, for h varying, depends on whether the eigenvalues (λ1,...,λp) of Φ∗0
are real
or complex, single or multiple, larger or smaller than one in modulus.
The purpose of the following examples is to study the (quantitative and qualitative) properties
of the recursive relations (10) and to represent, with some numerical examples, the associated
possible shapes of the term structures. The values of the parameters are initially ﬁxed on the basis
of estimation results presented in Pegoraro (2006), and then, variations on each parameter are
applied in order to study the richness of shapes the models are able to replicate. The short rate is
the yield with time to maturity equal to one month [rt+1 = R(t,1)], and the parameter values are
expressed (along with the short rate itself) on a monthly basis.
Let us study the solutions of ch and dh in the case of p = 1 [Section 3.2.1] and p = 2 [Section
3.2.2], and the term structure shapes the AR(p) Factor-Based Models are able to replicate when
p ∈ {1,...,4}.
113.2 Gaussian AR(p) Factor-Based Term Structure Shapes
3.2.1 The case p = 1
When the scalar observable factor xt = rt+1 follows a Gaussian AR(1) process, the associated
term structure model is the discrete-time equivalent of the Vasicek model, with a stochastic risk
premium. In this case ch satisﬁes the ﬁst-order diﬀerence equation:
ch = −1 + (ϕ + σγ)ch−1 ,





1 − (ϕ + σγ)
￿













under the condition |ϕ∗| < 1, where ϕ∗ = (ϕ + σγ) is the unique eigenvalue of the (scalar) matrix
Φ∗0
. This condition implies c(h) < 0 for every h > 0. In addition, if 0 < ϕ + σγ < 1 (respectively,
−1 < ϕ + σγ < 0), the function c(h) converges in decreasing (respectively, oscillating) towards c.





























































Observe that, in the classical continuous-time Vasicek model, the market risk premium is con-
stant (γ = 0).
Examples of the term structures are provided in Figures 1 to 4. For a value of ϕ∗ = 0.99,
rt+1 = 0.003 and σ2 = 0.00000039, we observe in Figure 1 that a value of ν∗ increasing from
0.00005 to 0.00030 induce the term structure to move from an almost ﬂat shape to a monotone
increasing one. In Figure 2 we study once more the eﬀect of variations in ν∗ on the term structure
with ϕ∗ = 0.99 and rt+1 = 0.003, but now we ﬁx σ2 = 0.000008 and ν∗ increases from 0.00010
to 0.00015 : in this case the yield curve became humpshaped. In Figure 3 we observe the eﬀect
on the yield curve of a value of ϕ∗ increasing from 0.87 to 0.99, with ϕ = 0.95, rt+1 = 0.003,
σ2 = 0.00000039 and ν∗ = 0.00007 : starting from a monotone decreasing shape, the yield curve
ﬁnd the Vasicek case for ϕ∗ = ϕ = 0.95 (dashed line) and ends with a monotone increasing shape
12for ϕ∗ = 0.99. Figure 4 presents the eﬀect on the term structure of σ2 increasing from 0.0000004
to 0.0000024: the shape moves from a monotone increasing case to a humped one.
These numerical examples show the shapes the classical one-factor, Markovian of order one,
term structure models [Vasicek (1977), Cox, Ingersoll and Ross (1985), Pearson and Sun (1994)]
are able to reproduce: monotone increasing, monotone decreasing, ﬂat and humpshaped term
structures [see Figure A]. Instead, we also observe yield curves with diﬀerent shapes like, for
instance, J-shaped (when the yield curve has an interior minimum), L-shaped (when the yield
curve, starting from rt+1 at h = 1, takes a decidedly lower value at the following maturities, and
then it remains at an almost constant level), inverted L-shaped (when the yield curve, starting from
rt+1 at h = 1, takes a decidedly higher value at the following maturities, and then it remains at
an almost constant level) or J-humpshaped (when the yield curve has, ﬁrst, an interior minimum,
and then an interior maximum) term structures [see Figures B, C and D].
The scalar Gaussian AR(p) Factor-Based Term Structure Model, for p > 1, is theoretically
able to overcome these limits and, in particular, is able to replicate the observed term structures
presented in Figures B, C and D. We present here below, the Gaussian AR(2) case and we give
examples of yield curves for p ∈ {2,3,4}.
3.2.2 The case p = 2
If the factor xt = rt+1 is a Gaussian AR(2) process, the recursive equation for ch is described by a







ϕ1 + σγ1 1











substituting the ﬁrst equation into the second, we ﬁnd for c1,h+1 the following second-order linear
diﬀerence equation:




1 = (ϕ1 +σγ1) and ϕ∗
2 = (ϕ1 +σγ2); under the condition that the two eigenvalues (λ1,λ2)
of Φ∗0
(or the inverse of the roots of 1−ϕ∗
1L−ϕ∗
2L2) are not equal and less than unity in modulus,
and regardless of their real or complex nature, the limit of c1,h is given by:
c1 = −
1
(1 − λ1)(1 − λ2)
;
these conditions can equivalently be expressed in the following way : ϕ∗
1 + ϕ∗




2| < 1. If we substitute c1 into the second equation of system (23) we ﬁnd, consequently,




(1 − λ1)(1 − λ2)
.
The recursive equation characterizing dh is given by (22).
Examples of the yield curves that the Gaussian AR(2) model is able to replicate are presented in
Figures 5 to 8. In Figure 5 we consider ϕ∗
1 = 0.74, ϕ∗
2 = 0.24, σ2 = 0.00000039, with rt+1 = 0.0036
and rt = 0.0030, and we observe what happens when ν∗ increases from 0.00005 to 0.00030; the
curve start from an L-shape and then, as ν∗ increases, the long-term yield increases towards larger
values with the term structure taking a J-shape. In Figure 6 we study what happens when ϕ∗
2
13increases from 0.04 to 0.24, with ϕ∗
1 = 0.74, ν∗ = 0.00008, σ2 = 0.00000039, and with rt+1 = 0.0030
and rt = 0.0036. The term structure is initially humpshaped, with an interior maximum for a short
maturity (h = 2 months), and with a long rate much lower than the short rate; then, as ϕ∗
2 increases,
the long rate increases till levels larger than the short rate; here, for ϕ∗
2 = 0.24, the curve takes an
inverted L-shape.
In Figure 7 we ﬁx ϕ∗
1 = 0.74, ϕ∗
2 = 0.24, σ2 = 0.000008, with rt+1 = 0.0032 and rt = 0.0036,
and we study the eﬀect of ν∗ increasing from 0.00010 to 0.00015 : the curves are humpshaped as
in Figure 2 [Gaussian AR(1) case], but now we have a strong increment in the yield levels when
we move from h = 1 to h = 3. In Figure 8 we have ϕ∗
1 = 0.74, ϕ∗
2 = 0.24 and ν∗ = 0.00007, with
rt+1 = 0.0036 and rt = 0.0032; we study the eﬀect on the term structure of σ2 increasing from
0.0000004 to 0.0000024: the curve is always J-shaped, with an interior minimum for h = 2, but
when σ2 increases, the long rate (h = 60 months) moves from values larger to values lower than
the rt+1, and a hump forms at intermediate maturity yields.
3.2.3 Term Structure Shapes for p = 3 and p = 4
In Figures 9 to 12 we present the yield curves associated to the Gaussian AR(3) speciﬁcation: we
observe that this model is able to replicate the same kind of shapes as the Gaussian AR(2) case, but
with curves which are smoother in the short term part as we frequently observe [see the inverted
L-shaped curves in Figures C and D].
The Gaussian AR(4) case further enrich, with respect to the previous cases, the family of term
structure shapes [see Figures 13 to 16] : more precisely, this model is able to replicate term structure
with two interior local maxima and an interior local minimum [see Figure 14], or two interior local
minima and an two interior local maxima [see Figure 15] concentrated at short maturities, or yield
curves with several changes in the slope around short maturities [see Figures 13 and 16].
The examples presented above show that our (discrete-time) multi-lag approach allows to re-
produce, with a scalar factor, yield curves that Markovian of order one univariate models are not
able to replicate. In particular, we have seen that the introduction of several lags allow the model
to theoretically reproduce J-shaped, L-shaped, inverted L-shaped and J-humpshaped yield curves
we observe on the data. Monfort and Pegoraro (2007) have shown, with an empirical study on U.S.
interest rate data, that the bivariate VAR(2) Factor-Based Term Structure Model ﬁts the observed
yield curves (in terms of absolute pricing errors) better than the 2-Factor and 3-Factor CIR models,
the 3-Factor aﬃne A1(3) model (in the nomenclature of Dai and Singleton (2000)) and the VAR(1)
Factor-Based Term Structure Model, and as well as the 2-Factor (discretized square-root) Regime
Switching-CIR model proposed by Bansal and Zhou (2002). Thus, these empirical results reinforce
the intuition given by the above presented numerical exercises about the important role played by
the introduction of lagged factor values for yield curves ﬁtting [see also Ang and Piazzesi (2003)].
4 Moving Average or discrete-time HJM Representations
4.1 Risk-Neutral Moving Average Representation of the Yield Process
The purpose of this section is to derive the joint risk-neutral dynamics of the yield-to-maturity
process R∗(·,T) = [R∗(t,T), 0 ≤ t ≤ T ] (with R∗(t, T) = R(t, T − t)), driven by the factor (xt)
introduced above, conditionally to the initial market yield curve R∗
M = {R∗
M(0,τ), τ ≥ 0}.
More precisely, we start in this section with the derivation of the joint risk-neutral dynamics of
the processes {R∗(·,T)}, based on the representation of the log-price zero-coupon bond process in
14terms of the conditional variances of the bond return process ρ(t,T). In the next section we will
represent the process R∗(·,T) in terms of the forward-rate volatility structure.
Starting from the identity
log[B∗(t, T)] =
Pt
j=1 ρ(j, T) + log[B∗(0,T)], (25)
we have in the risk-neutral world, using (19):
log[B∗(t, T)] = −
Pt
j=1 ω(j, T)ηj +
Pt
j=1 rj − 1
2
Pt
j=1 ω(j, T)2 + log[B∗(0, T)], (26)
and, consequently, we ﬁnd :
Proposition 5 : For every ﬁxed maturity T, the zero-coupon bond price process B∗(·,T) =
[B∗(t,T), 0 ≤ t ≤ T ], under the risk-neutral probability Q, has the following representation:












Q ∼ IIN(0,1), with j ∈ {1,...,t}.




j=1 ω(j, t)ηj + 1
2
Pt
j=1 ω(j, t)2 − log[B∗(0, t)] (28)
that we can substitute in (26) to ﬁnd the following alternative representation for the bond price
process :
Proposition 6 : For every ﬁxed maturity T, the zero-coupon bond price process B∗(·,T) =







j=1[ω(j, T) − ω(j, t)]ηj − 1
2
Pt
j=1[ω(j, T)2 − ω(j, t)2]
￿
. (29)
Relation (29) leads to the following proposition:
Proposition 7 : For every ﬁxed maturity T, the yield process R∗(·,T) = [R∗(t,T), 0 ≤ t ≤ T ]
has, under the risk-neutral probability Q, the following representation:















j=1[ω(j, T)2 − ω(j, t)2].
(30)
Conditionally to the information x0, and for every maturity T, the processes {R∗(·,T)} are, under
the risk-neutral probability Q, joint MA processes with time-varying coeﬃcients, driven by the
same white noise ηt, and the past information appears through the term structure at date t = 0.
If we identify the term structure at date t = 0 with the market yield curve R∗
M, the yield
process R∗(·,T) exactly replicates the term structure observed at the current time t = 0. We will
see in Section 5 a diﬀerent approach able to guarantee the exact ﬁtting of R∗
M.
154.2 The Risk-Neutral MA Representation of Short-Term Forward Rates: the
HJM Framework
It is possible to translate the results we have presented above in terms of short-term forward rates
as in the Heath, Jarrow and Morton (1992) (henceforth HJM) approach5. In particular, if we
denote the one-period forward rate as f(t, T) = log[B∗(t, T)] − log[B∗(t, T + 1)], and if we use
relation (29) we have :
Proposition 8 : For any ﬁxed maturity T, the forward rate process f(t, T) satisﬁes, under the
risk-neutral measure:
f(t, T) = f(0, T) +
Pt
j=1[ω(j, T + 1) − ω(j, T)]ηj + 1
2
Pt
j=1[ω(j, T + 1)2 − ω(j, T)2],
(31)






Proposition 9 : The one-period forward rate increment ∆f(t, T) = f(t+1, T)−f(t, T) satisﬁes:
∆f(t, T) = µQ(t + 1, T) + σQ(t + 1, T)ηt+1 , (32)
where
σQ(t + 1, T) = ω(t + 1, T + 1) − ω(t + 1, T),
µQ(t + 1, T) = 1
2 [ω(t + 1, T + 1)2 − ω(t + 1, T)2]
= σQ(t + 1, T)
"PT
τ=t+1 σQ(t + 1, τ) +
PT−1




[Proof : see Appendix 4].
For every maturity T, the process f(·,T) = [f(t, T),0 ≤ t ≤ T ] has, therefore, risk-neutral
independent increments and a dynamics fully speciﬁed by the conditional volatilities of these in-
crements. Relation (31) can be rewritten in the following way:
Corollary 2 : For any ﬁxed maturity T, the forward rate f(t, T) risk-neutral dynamics is given
by:













We observe that, as for the yield processes {R∗(·,T)}, conditionally to the information x0, and
for every maturity T, the processes {f(·,T)} are, under the risk-neutral probability Q, joint MA
processes driven by the same white noise ηt, and the past information appears through the forward
rates at the date t = 0 [see Filipovic and Zabczyk (2002) for a presentation of Markovian (discrete-
time) term structure models in which a ﬁnite subset or the entire forward curve follows a time-
homogeneous Markov chain].
5In their paper, which generalizes the discrete-time Ho and Lee (1986) model, HJM (1992) proposed the instanta-
neous forward rate as the factor to model, and, under the absence of arbitrage, they derived the stochastic evolution
of the yield curve, with the forward-rates dynamics fully speciﬁed by their instantaneous volatility structures.
16If we consider f(0, T) ≡ fM(0, T), where fM(0, T) is the market forward rate at t = 0, the
process f(·,T) exactly ﬁts the currently observed forward rate. With the speciﬁcation of the risk-
neutral dynamics of the forward-rate process in terms of its volatility structure, we can represent
the short-term rate process (rt) in the following alternative way:
Proposition 10 : Under the risk-neutral probability Q the short-term interest rate rt+1 = f(t, t)
is given by the expression:
rt+1 = f(0, t) +
Pt










One may observe that formulas (32), (33) and (34) presented above are discrete-time equivalent
of classical HJM formulas [see chapter 13 in Musiela and Rutkowski (2005)] in which the conditional
risk-neutral variance σQ(t+ 1, T)2 = σ2(c1,T−t − c1,T−t−1)2 is a deterministic function of the time
to maturity (T − t) and of the parameters (σ,ϕ0,γ0,α0).
The results presented in Sections 4.1 and 4.2 (risk-neutral MA representation of the yield
and forward rate processes) can be transposed in the historical probability (P) setting if the risk
premium is constant (Γt = γo) [see Appendix 5].
5 Exact Fitting of the Initial Term Structure : Extended AR(p)
Approach
In the Gaussian AR(p) Factor-Based Term Structure Model derived in Sections 2 and 3 the theo-
retical term structure may produce a poor ﬁt of the market yield curve R∗
M = {R∗
M(0,τ), τ ≥ 0},
while the need of an exact ﬁtting is important in order to well price derivative securities like
zero-coupon bonds and coupon bonds written on options, or caps, ﬂoor and swaptions.
We have seen in the previous section that the risk-neutral MA approach leads to the exact
replication of R∗
M when we identify the term structure at t = 0 with the market yield curve.
Matching the theoretical and the market term structure of interest rates, at the current time
t = 0, is also possible if we replace one of the parameters in the model by a deterministic function
of time6, and consequently, the resulting model, named Extended Gaussian AR(p) Factor-Based
Term Structure Model, will be time-non-homogeneous. In particular, if we consider the time-
homogeneous model speciﬁcation (in the latent factor setting) and if we replace the parameter β, in
the SDF Mt,t+1, by a time-dependent function β(t), the historical and risk-neutral dynamics of the
factor (xt) are the same, while the short rate process, under the absence of arbitrage opportunities,
is given by :
rt+1 = β(t) + α0Xt ∀ t ≥ 0, (35)
and it is, consequently, characterized by a non-homogeneous historical and risk-neutral dynamics.
The introduction of the function β(t) induces also the recursive equation dT−t = dh in (10) to take
a non-homogeneous speciﬁcation, denoted d(t,T). More precisely, following the same steps as in
the proof of Proposition 1, we easily obtain that, for each maturity T > 0, the yields to maturity









6This approach is proposed in the continuous-time literature, for instance, by Ho-Lee (1986) and Dybvig (1988)
[extended Merton (1970) model], Hull-White (1990, 1994) [extended Vasicek model], Hull-White (1990) and Jamshid-
ian (1995) [extended CIR model], and by Black-Karasinski (1991) [extended log-normal Vasicek model].




c(t,T) = cT−t = Φ∗0
cT−t−1 − α
d(t,T) = −β(t) + c1,T−t−1ν∗ + 1
2c2
1,T−t−1σ2 + d(t + 1,T),
(37)
with terminal conditions c(T,T) = 0 and d(T,T) = 0, for each T > 0. Observe that the new
speciﬁcation of d(t,T) does not create any problem for the derivation of the solution of the system
(c(t,T),d(t,T)) : ﬁrst, we solve the (time-homogeneous) diﬀerence equation for c(t,T) = ch, as
indicated in Section 3, and then we substitute backward its solution in d(t,T) starting from the
terminal condition d(T,T) = 0 7.
The function β(t), able to guarantee the exact ﬁtting of R∗
M, can be chosen by means of the
following two propositions.
Proposition 11 : In the univariate Extended Gaussian AR(p) Factor-Based Term Structure








o(0,T), ∀ T > 0 (38)
where R∗
o(0,T) is obtained from (11) with β = 0, and for any value of the other parameters and
X0. [Proof : see Appendix 6].
Then, if we denote by fM = {fM(0,τ),τ ≥ 0} the market term structure of forward rates
observed at date t = 0, and by fo(0,t) = logB∗
o(0,t) − logB∗
o(0,t + 1), where B∗
o(0,t) is obtained
from (9) with β = 0, we can ﬁnd the function β(t) permitting an exact ﬁtting.
Proposition 12 : The univariate Extended Gaussian AR(p) Factor-Based Term Structure model
ﬁts the currently-observed yield curve R∗
M if and only if :
β(t) = fM(0,t) − fo(0,t),
= fM(0,t) + µo,t + µ0
tX0 , ∀t ∈ [0,T − 1],
(39)
where










[Proof : see Appendix 7].
One may observe that, by choosing β(t) as in (39), the extended model exactly ﬁts the observed
yield curve for each possible value of X0 and of the parameters of the model.
6 S-Forward Dynamics
In many ﬁnancial applications, a convenient numeraire is the zero-coupon bond whose maturity
S is the same as the derivative to price. More precisely, the equivalent martingale measure is
7The result presented above, about the yield-to-maturity formula associated to the extended model, can be
generalized to the case where all the parameters in the model are deterministic functions of time. In this case the
backward solution approach is applied to both recursive relations in (37).
18determined in this case, for every date t ∈ [0,S], by the numeraire Nt =
B∗(t,S)
B∗(0,S), and it is referred
to as S-forward probability and denoted by QS. The one-period conditional (to It) density of the
S-forward probability Qt,S with respect to the historical probability Pt, and to the risk-neutral





















Therefore, in a (T − t)-period horizon (where T ≤ S), the S-forward probability QT
t,S has a















exp(−rt+1 − ... − rT),
and the pricing formula (15) takes, for S = T, the following useful representation:
C∗(t,T) = E
Q





in which the problem of derivative pricing reduces to calculating an expectation of the payoﬀ g(xT).
Proposition 13 : The S-forward dynamics of xt+1 has an AR(p) representation of the following
type:
xt+1 = νS + ϕ∗
1xt + ... + ϕ∗
pxt+1−p + σ∗ξt+1 , (42)
with
νS = ν∗ − σ∗ω(t + 1,S),
and where ξt+1 ∼ IIN(0,1) under QS [Proof : see Appendix 8]. Observe that εt+1 = ξt+1−ω(t+
1,S) + Γt.
This model can be represented in the following vectorial form :
Xt+1 = ˜ νS + Φ∗Xt + σ∗˜ ξt+1 , (43)
where ˜ νS = [νS,0,...,0]0 = ˜ ν∗ − σ∗ω(t + 1,S)e1 and ˜ ξt+1 = [ξt+1,0,...,0]0 are p-dimensional
vectors; e1 denotes the ﬁrst element of the canonical basis of Rp.
Proposition 14 : In the S-forward framework, the one-period geometric zero-coupon bond return
process is described by the relation:
ρ(t + 1, T) = −ω(t + 1, T)ξt+1 + rt+1 − 1
2 ω(t + 1, T)2 + ω(t + 1, T)ω(t + 1, S), (44)
with a one-period risk premium given by :
λ
QS
t (T) = logE
QS
t exp[ρ(t + 1, T)] − rt+1 = ω(t + 1, T)ω(t + 1, S).
[Proof : see Appendix 9].
19Consequently, under the T-forward probability, the one-period risk premium per unit of ω(t+1, T)
is given by the ω(t + 1, T) itself.
Proposition 15 : For every ﬁxed maturity T, the yield process R∗(·,T) = [R∗(t,T), 0 ≤ t ≤ T ],
under the S-forward probability QS, has the following representation:


















j=1[ω(j, T)2 − ω(j, t)2].
(45)
For every maturity T, and conditionally to the information x0, the processes {R∗(·,T)} are, also
under the S-forward probability QS, joint MA processes, driven by the same white noise ξt, and
the past information is summarized by the term structure at date t = 0. [Proof : see Appendix
10.]
Corollary 3 : The zero-coupon bond price process B∗(·,T) = [B∗(t,T), 0 ≤ t ≤ T ] is, for every





j=1[ω(j, t) − ω(j, T)]ξj + 1
2
Pt
j=1[ω(j, t) − ω(j, T)]2
￿
. (46)
Proposition 16 : For any ﬁxed maturity T, the forward rate f(t, T) = log[B∗(t, T)]−log[B∗(t, T+
1)] satisﬁes, under the S-forward probability, the following relation:
f(t, T) = f(0, T) +
Pt
j=1[ω(j, T + 1) − ω(j, T)]ξj + 1
2
Pt
j=1[ω(j, T + 1)2 − ω(j, T)2]
−
Pt
j=1 ω(j, S)[ω(j, T + 1) − ω(j, T)]
(47)
[Proof : It follows immediately from the deﬁnition of forward rate and from Proposition 15].
Conditionally to the information x0, and for every maturity T, the processes {f(·,T)} are, also
under the S-forward probability QS, joint MA processes and the past information appears through
the forward rate at the date t = 0.
If we consider S = T + 1, relation (47) becomes :
f(t, T) = f(0, T) +
Pt
j=1[ω(j, T + 1) − ω(j, T)]ξj − 1
2
Pt
j=1[ω(j, T + 1) − ω(j, T)]2
= f(0, T) +
Pt





and, therefore, the process
B∗(t,T)
B∗(t,T+1) = expf(t, T) is, for every t ≤ T, a QT+1-martingale.
Corollary 4 : Under the S-forward probability QS, the one-period forward rate increment
∆f(t, T) = f(t + 1,T) − f(t,T) is given by:
∆f(t, T) = µQS(t + 1, T) + σQS(t + 1, T)ξt+1 , (49)
20where
σQS(t + 1, T) = σQ(t + 1, T) = ω(t + 1, T + 1) − ω(t + 1, T),
µQS(t + 1, T) = 1
2[ω(t + 1, T + 1)2 − ω(t + 1, T)2]
−ω(t + 1,S)[ω(t + 1, T + 1) − ω(t + 1, T)]
= 1
2σQ(t + 1, T)
hPT
τ=t+1 σQ(t + 1, τ) +
PT−1
τ=t+1 σQ(t + 1, τ)
i
−σQ(t + 1, T)
PS−1
τ=t+1 σQ(t + 1, τ)
Under the S-forward probability, the process f = (f(t, T), t ≥ 0) has independent increments
and a dynamics fully speciﬁed by its conditional risk-neutral volatilities. In the particular case
S = T + 1, we have:
σQT+1(t + 1, T) = σQ(t + 1, T),
µQT+1(t + 1, T) = −1
2[ω(t + 1, T + 1) − ω(t + 1, T)]2 = −1
2σQ(t + 1, T)2 ,
coherently with the martingale property of expf(t,T) under QT+1.
With the speciﬁcation of the (T + 1)-forward dynamics of the forward-rate process in terms of
its volatility structure, we can represent the short-term rate process (rt) in the following way:
Proposition 17 : Under the (T + 1)-forward probability QT+1, and for any maturity T, the
short-term interest rate rT+1 = f(T, T) is given by the expression:








σQ(j, T)2 . (50)
We observe from (50) that E
QT+1
0 (exprT+1) = expf(0,T), that is, the linear short-term forward
rate F(0,T,T + 1) spanning the interval (T,T + 1) is, under the QT+1-forward probability, an
unbiased predictor of the future linear short-term interest rate, denoted L(T,T +1), spanning the
same period.
7 The Observable Factor Case
7.1 The Term Structure
In what we have presented above, the factor xt was latent. In the term structure literature several
models are speciﬁed assuming xt = rt+1: the shape and the dynamics of the yield curve is driven
by the short-rate process. This is a convenient framework, given that we can specify the historical
dynamics of the factor starting from the observed stylized facts on the short-rate.
In this case, the results presented in the previous sections remain valid, except for the absence
of arbitrage opportunity restriction for rt+1, which requires α = e1 and β = 0, with e1 denoting
the ﬁrst element of the canonical basis of Rp. Consequently, the initial conditions in the recursive
equations presented in Proposition 1 become c1 = −e1 and d1 = 0.
In addition, the observable factor framework is useful to study how a shock on the short rate
rt+1 = R(t,1) is propagated on the surface RT ,H = [R(t + τ,h), τ ∈ T , h ∈ H], where T =
{0,...,T − t − 1} and H = (1,...,H).
217.2 Propagation of Short Rate Shocks on the Yield Surface
The result presented in Proposition 1 describes, conditionally to Xt, the yields as a deterministic
function of the time to maturity h, for a ﬁxed date t. In many ﬁnancial and economic contexts
one needs to study which is the propagation of a shock, on the short-term interest rates, in the
yield curve at diﬀerent dates and for several maturities (e.g.: a Central Bank that needs to set
a monetary policy). This means that we are interested in the dynamics of the process RH =
[R(t,h), 0 ≤ t < T, h ∈ H], for a given set of residual times to maturity H = (1,...,H).
If we consider a ﬁxed time to maturity h, the process R = [R(t,h), 0 ≤ t < T ] can be described
by the following proposition.
Proposition 18 : For a ﬁxed time to maturity h, the process R = [R(t,h), 0 ≤ t < T ] is an
ARMA(p, p − 1) process of the following type :
Ψ(L)R(t,h) = σCh(L)εt + Ch(1)ν + Ψ(1)δh , (51)
where Ch(L) = −(c1,h + c2,hL + ... + cp,hLp−1)/h is a polynomial of degree (p − 1) in the lag
operator L, δh = −(dh/h), and where the AR polynomial, applying to t, is given by Ψ(L) =
(1 − ϕ1L − ...ϕpLp). [Proof: see Appendix 11.]
We observe that the AR polynomial is independent of h, while the MA polynomial is not.
Proposition 19 : For a given set of residual time to maturities H = (1,...,H), and for any status
of the factor, the stochastic evolution of the yield curve process RH = [R(t,h), 0 ≤ t < T, h ∈ H]









































In our observable factor setting, with xt = rt+1, the yield curve process RH is described by relation
(52), with R(t,1) = rt+1, α0e = 1, C1(L) = 1 and δ1 = 0. Consequently, in the observable factor
setting the short rate process is conditionally Markovian (of order p) by deﬁnition, while, in the
latent factor framework, the short rate dynamics is non-Markovian because of its ARMA(p, p−1)
speciﬁcation.
In order to study how a shock on the short rate is propagated on the surface RT ,H we need to
determine, for every maturity h ∈ H, the inﬁnite moving average [MA(∞)] representation of the
process R.
Proposition 20 : Under the condition that the polynomials Ch(·) and Ψ(·) have no common
roots, and that Ψ(z) 6= 0 for each complex number z such that |z| ≤ 1, the process R = [R(t,h),
0 ≤ t < T ] has, for each maturity h ∈ H, the following MA(∞) representation:






For each τ ∈ T and h ∈ H, the eﬀect on R(t+ τ,h) of a unit shock on εt is therefore measured by
the MA coeﬃcient σθτ,h.
227.3 Exact Fitting of the Initial Term Structure in the Observable Factor Case
In Section 5 we have presented the problem of matching the theoretical and the market term
structure of interest rates in the case where a latent factor (xt) drives the term structure shapes.
In particular, the fact to consider the parameter β as the deterministic function of time derived in
Proposition 12, guarantee the exact ﬁtting of the currently-observed yield curve R∗
M.
In the observable factor setting, because of the absence of arbitrage opportunities (β = 0),
the above mentioned approach must be applied to a diﬀerent parameter. In particular, the exact
ﬁtting of R∗
M is possible if we replace the parameter ν in the historical dynamics of rt+1 by a
time-dependent function ˜ ν(t).
Let us denote by {B∗
o(t,T),t ≥ 0,T ≥ t} the term structure corresponding to any ﬁxed values
of (ν,ϕ,σ,γo,γ) and to the observed initial values of the short rate (r0,r−1,...,r−p+1). This term
structure is thus deﬁned by the historical dynamics :
Ψ(L)rt+1 = ν + σεt , t ≥ 0, εt+1 ∼ IIN(0,1), (54)
where Ψ(L) = (1 − ϕ1L − ...ϕpLp), the initial values (r0,r−1,...,r−p+1), and the SDF in (5) or,
equivalently, by the risk-neutral dynamics :
Ψ∗(L)rt+1 = ν + γoσ + σηt , t ≥ 0, ηt+1 ∼ IIN(0,1), (55)
where Ψ∗(L) = (1−ϕ∗
1L−...ϕ∗
pLp), with ϕ∗
i = ϕi+σγi, and the initial values (r0,r−1,...,r−p+1).
Let us now consider the ”extended” term structure {B∗
e(t,T),t ≥ 0,T ≥ t} corresponding to
the time varying deterministic parameter ν + ˜ ν(t), to the same parameters (ϕ,σ,γo,γ) and the
same initial values (r0,r−1,...,r−p+1). This new term structure is thus deﬁned by the historical
dynamics :
Ψ(L)rt+1
Pe = ν + ˜ ν(t) + σεt , t ≥ 0, εt+1 ∼ IIN(0,1), (56)
with the same initial values, and the same SDF, or, equivalently, by the risk-neutral dynamics :
Ψ∗(L)rt+1
Qe = ν + ˜ ν(t) + γoσ + σηt , t ≥ 0, ηt+1 ∼ IIN(0,1) (57)
and the same initial values [Qe denotes the risk-neutral probability associated to the extended
historical dynamics Pe].
If we consider now the process
zt = rt − ζ(t − 1) witht ≥ −p + 1, (58)
where ζ(t) is the sequence of real numbers deﬁned by :
ζ(−1) = ... = ζ(−p) = 0 and
Ψ∗(L)ζ(t) = ˜ ν(t), t ≥ 0,
(59)
the risk-neutral dynamics of the process zt is deﬁned by :
Ψ∗(L)zt+1
Qe = ν + γoσ + σηt , t ≥ 0, ηt+1 ∼ IIN(0,1),
with z0 = r0,...,z−p+1 = r−p+1 .
(60)




































So, using the same method as in Proposition 12, we can adjust B∗
e(0,T) to the initial market term
structure B∗
M(0,T), by choosing
ζ(t) = fM(0,t) − fo(0,t), with t ≥ 0, (62)
where fM(0,t) is the observed forward rate and fo(0,t) the forward rate associated with B∗
o(0,t)
[i.e., fo(0,t) = logB∗
o(0,t) − logB∗
o(0,t + 1)], or, equivalently :
˜ ν(t) = Ψ∗(L)ζ(t), t ≥ 0,
with ζ(t) = fM(0,t) − fo(0,t), t ≥ 0,
and ζ(−1) = ... = ζ(−p) = 0.
(63)
Note that fo(0,t) = r1 = fM(0,t) and, therefore, ζ(0) = ˜ ν(0) = 0.
The result is summarized in the following proposition.
Proposition 21 : For any values of the parameters (ν,ϕ,σ,γo,γ), the extended term structure
associated with the SDF (5) and with the historical dynamics :
Ψ(L)rt+1
Pe = ν + ˜ ν(t) + σεt , t ≥ 0, εt+1 ∼ IIN(0,1),
where
˜ ν(t) = Ψ∗(L)ζ(t), t ≥ 0,
ζ(t) = fM(0,t) − fo(0,t), t ≥ 0,
ζ(−1) = ... = ζ(−p) = 0,
(64)
ﬁts exactly the observed term structure at t = 0, if fM(0,t) is the observed forward rate and fo(0,t)
the theoretical forward rate obtained from the ”non extended” dynamics in which ˜ ν(t) is replaced
by 0 (we also have ˜ ν(0) = 0).
Example : If we consider the Extended Gaussian AR(1) Factor-Based Term Structure Model, we
have the discrete time equivalent of the (continuous-time) Extended Vasicek model.
Under the risk-neutral measure Q, the dynamics of the istantaneous rate is given, for the Vasicek
model, by :
drt = a(b − rt)dt − σdWt , r0 = r > 0, (65)
24where a, σ and b are positive scalar coeﬃcients, and where Wt is a standard Brownian motion
under Q. It is well known that the risk-neutral extended dynamics is :
drt =
h
∂tfM(0,t) + afM(0,t) + σ2
2a(1 − exp(−2at))
i
− artdt − σdWt . (66)
where ∂tfM(0,t) denotes the derivative of the market forward rate observed at t = 0 [see Chapter
3 in Brigo and Mercurio (2006)].
With regard to the observable factor Extended Gaussian AR(1) Factor-Based Term Structure
Model, the one-period increment is given, under Q, by :
∆rt+1 = ν∗ + ˜ ν(t) + (ϕ∗ − 1)rt + σηt , ηt+1 ∼ IIN(0,1), (67)
and we know, from Proposition 21, that :
˜ ν(t) = (1 − ϕ∗L)[fM(0,t) − fo(0,t)]
= fM(0,t) − fM(0,t − 1) + (1 − ϕ∗)fM(0,t − 1) − [fo(0,t) − ϕ∗fo(0,t − 1)],
(68)
with :
fo(0,t) − ϕ∗fo(0,t − 1) = [(ct − ct+1) − ϕ∗(ct−1 − ct)]r1 + (dt − dt+1) − ϕ∗(dt−1 − dt)
= (dt − dt+1) − ϕ∗(dt−1 − dt)





































− (1 − ϕ∗)rt + σηt ,
(70)
which is similar to (66).
258 Gaussian VAR(p) Factor-Based Term Structure Models
8.1 Historical Dynamics, SDF and Aﬃne Term Structure
Let us assume that the latent factor xt+1 = (x1,t+1,...,xn,t+1)0 driving the term structure is an
n-dimensional VAR(p) process of the following type:
xt+1 = ν + ϕ1xt + ... + ϕpxt+1−p + σεt+1
= ν + ϕXt + σεt+1 ,
(71)
where εt+1 is an n-dimensional gaussian white noise with N(0,I) distribution [I denotes the (n×n)
identity matrix]; σ and ϕj, for each j ∈ {1,...,p}, are (n×n) matrices [σ can be chosen, for instance,
lower triangular], and ϕ = [ϕ1,...,ϕp] is an (n × np) matrix; ν is an n-dimensional vector, while
Xt = (x0
t,...,x0
t+1−p)0 is an (np)-dimensional vector. This model can equivalently be represented
in the following (np)-dimensional AR(1) form :
Xt+1 = ΦXt + [ν + σεt+1]e1 , (72)
where e1 is a vector of size np, with all entries equal to zero except for the ﬁrst n elements which







ϕ1 ... ... ϕp−1 ϕp
In×n 0n×n ... 0n×n 0n×n











is a (np×np) matrix, with In×n the (n×n) identity matrix and 0n×n the (n×n) matrix of zeros.
Using the notation :
Γt = [Γ1,t,...,Γn,t]
0 ,
where Γi,t = γo,i + ˜ γi
0Xt, i ∈ {1,...,n}, and Γt = γo + γXt, with γo = [γo,1,...,γo,n]0 an n-
dimensional vector and γ = [ ˜ γ1,...,˜ γn]0 an (n × np) matrix, the SDF is deﬁned as :
Mt,t+1 = exp
￿
−β − α0Xt + Γ0





Moreover, assuming the absence of arbitrage opportunities for rt+1 we get rt+1 = β + α0Xt. It is
also easy to verify that the risk premium, for an asset providing the payoﬀ exp(−b0xt+1) at t + 1,
is λt = b0σΓt.
The term structure of zero coupon-bond prices is given by the following proposition :
Proposition 22 : In the Gaussian VAR(p) Factor-Based Term Structure Model, the price at date
t of the zero-coupon bond with time to maturity h is :
B(t,h) = exp(c0
hXt + dh), (74)
where ch and dh satisﬁes, for h ≥ 1, the recursive equations :
26
    
    
ch = −α + Φ
0
ch−1 + (σγ)0c1,h−1
= −α + Φ∗0
ch−1 ,
dh = −β + c0
1,h−1(ν + σγo) + 1
2c0
1,h−1σσ0c1,h−1 + dh−1 ,
(75)







ϕ1 + σγ1 ... ... ϕp−1 + σγp−1 ϕp + σγp
In×n 0n×n ... 0n×n 0n×n











is a (np × np) matrix,
with initial conditions c0 = 0,d0 = 0 (or c1 = −α,d1 = −β); c1,h indicates the vector of the ﬁrst n
components of the (np)-dimensional vector ch. [Proof : see Appendix 13.]













, h ≥ 1,
and they are aﬃne functions of the factor Xt, that is of the p most recent lagged values of the
n-dimensional factor xt+1.
With regard to the one-period geometric zero-coupon bond return process ρ = [ρ(t,T),0 ≤
t ≤ T ], with ρ(t + 1,T) = log[B∗(t + 1, T)] −log[B∗(t, T)], it is easy to verify that :
ρ(t + 1, T) = rt+1 − 1
2 ω(t + 1, T)0ω(t + 1, T) + ω(t + 1, T)0Γt − ω(t + 1, T)0 εt+1 , (77)
where ω(t+1, T) = −(σ0c1,T−t−1) is an n-dimensional row vector [the proof is a generalization, to
the multivariate setting, of the proof in Appendix 2]. The associated risk premium, between t and
t + 1, is given by :
λt(T) = ω(t + 1, T)0 Γt =
Pn
i=1 ωi(t + 1, T)Γi,t , (78)
where ω(t + 1, T) = [ω1(t + 1, T),...,ωn(t + 1, T)]0. One may notice that, in this multivariate
setting, the magnitude of λt(T) is given by a linear combination of the n scalar risk premia Γi,t =
γo,i + ˜ γ0
iXt. Moreover, for a given matrix γ diﬀerent from zero, λt(T) is function of the p most
recent lagged values of the n-dimensional factor xt+1.
278.2 Risk-Neutral Dynamics
The Laplace transform of the one-period (conditional to It = xt) risk-neutral distribution of xt+1
is given by :
E
Q



























Therefore we get :
Proposition 23 : Under the risk neutral probability Q, xt+1 is an n-dimensional VAR(p) process
of the following type:
xt+1 = ν∗ + ϕ∗
1xt + ... + ϕ∗
pxt+1−p + σ∗ηt+1
= ν∗ + ϕ∗Xt + σ∗ηt+1 ,
(79)
with
ν∗ = (ν + σγo)
ϕ∗





where ηt+1 is (under Q) an n-dimensional gaussian white noise with N(0,I) distribution, and I
denotes the (n × n) identity matrix.
This model can be represented in the following vectorial form :
Xt+1 = Φ∗Xt + [ν∗ + σ∗ηt+1]e1 , (80)
where e1 is the vector of size np, with all entries equal to zero except for the ﬁrst n elements which
are all equal to one, and where Φ∗ is deﬁned in Proposition 22.
With regard to the one-period zero-coupon bond return process, under the risk-neutral proba-
bility we have that :
ρ(t + 1, T) = rt+1 − 1
2 ω(t + 1, T)0ω(t + 1, T) − ω(t + 1, T)0 ηt+1 , (81)
with a risk premium λ
Q
t (T) = 0 [the proof is a generalization, to the multivariate setting, of the
proof in Appendix 3].
288.3 Risk-Neutral Moving Average or discrete-time HJM Representations in
the Multivariate Framework
The purpose of this section is to generalize the results presented in Section 4 to the case where
the factor (xt) is the n-dimensional process deﬁned in (71). Following the same steps as in the
univariate setting, and using relation (81), we have :
Proposition 24 : In the Gaussian VAR(p) Factor-Based Term Structure Model, for every ﬁxed
maturity T and under the risk-neutral probability Q:
- the yield process R∗(·,T) = [R∗(t,T), 0 ≤ t ≤ T ] has the following representation:



















∼ IIN(0,I). Conditionally to the information x0, and for every maturity T, the
processes {R∗(·,T)} are, under the risk-neutral probability Q, joint MA processes, driven by
a n-dimensional gaussian white noise, with time-varying coeﬃcients, and the past information
appears through the term structure at date t = 0;
- the forward rate process f(t, T) = log[B∗(t, T)] − log[B∗(t, T + 1)] satisﬁes :
f(t, T) = f(0, T) +
Pt




j=1[ω(j, T + 1)0ω(j, T + 1) − ω(j, T)0ω(j, T)]
= f(0, T) +
Pt

















and σQ(j, τ) = ω(j, τ + 1) − ω(j, τ), for each j ≤ τ ≤ T.
As for the yield processes {R∗(·,T)}, conditionally to the information x0, and for every ma-
turity T, the processes {f(·,T)} are, under the risk-neutral probability Q, joint MA processes
and the past information appears through the forward rates at the date t = 0;
- the one-period forward rate increment ∆f(t, T) = f(t + 1, T) − f(t, T) is give by:
∆f(t, T) = µQ(t + 1, T) + σQ(t + 1, T)0ηt+1 , (84)
where
σQ(t + 1, T) = ω(t + 1, T + 1) − ω(t + 1, T),
µQ(t + 1, T) = 1
2 [ω(t + 1, T + 1)0ω(t + 1, T + 1) − ω(t + 1, T)0ω(t + 1, T)]
= 1
2σQ(t + 1, T)0 ×
hPT
τ=t+1 σQ(t + 1, τ) +
PT−1
τ=t+1 σQ(t + 1, τ)
i
;
29- the short-term interest rate rt+1 = f(t, t) is given by the expression:
rt+1 = f(0, t) +
Pt












The S-forward dynamics of the n-dimensional factor xt+1 has an VAR(p) representation of the
following type:
xt+1 = νS + ϕ∗
1xt + ... + ϕ∗
pxt+1−p + σ∗ξt+1 , (86)
with
νS = ν∗ − σ∗ω(t + 1,S),
and where ξt+1 ∼ IIN(0,I) under QS [the proof is a generalization, to the multivariate setting,
of the proof in Appendix 8].
This model can be represented in the following vectorial form :
Xt+1 = Φ∗Xt + [νS + σ∗ξt+1]e1 , (87)
where e1 denotes the vector of size np, with all entries equal to zero except for the ﬁrst n elements
which are all equal to one.
Moreover, the one-period geometric zero-coupon bond return process is given by:
ρ(t + 1, T) = rt+1 − ω(t + 1, T)0 ξt+1 − 1
2 ω(t + 1, T)0ω(t + 1, T)
+ω(t + 1, T)0ω(t + 1, S),
(88)
with one-period risk premium given by :
λ
QS
t (T) = logE
QS
t exp[ρ(t + 1, T)] − rt+1 = ω(t + 1, T)0ω(t + 1, S).
Starting from relations (87) and (88), we can determine the generalizations, to the multivariate
S-forward framework, of the results presented in Section 6. More precisely, we have :
Proposition 25 : In the Gaussian VAR(p) Factor-Based Term Structure Model, for every ﬁxed
maturity T and under the S-forward probability QS:
- the yield process R∗(·,T) = [R∗(t,T), 0 ≤ t ≤ T ] has the following representation:



















j=1[ω(j, T)0ω(j, T) − ω(j, t)0ω(j, t)];
(89)
for every maturity T, and conditionally to the information x0, the processes {R∗(·,T)} are,
also under the S-forward probability QS, joint MA processes, driven by a n-dimensional
gaussian white noise, and the past information is summarized in term structure at date
t = 0;
30- the forward rate f(t, T) = log[B∗(t, T)] − log[B∗(t, T + 1)] satisﬁes the following relation:
f(t, T) = f(0, T) +
Pt




j=1[ω(j, T + 1)0ω(j, T + 1) − ω(j, T)0ω(j, T)]
−
Pt
j=1[ω(j, T + 1) − ω(j, T)]0ω(j, S);
(90)
Conditionally to the information x0, and for every maturity T, the processes {f(·,T)} are,
also under the S-forward probability QS, joint MA processes and the past information appears
through the forward rate at the date t = 0.
If we consider S = T + 1, relation (90) becomes:
f(t, T) = f(0, T) +
Pt




j=1[ω(j, T + 1) − ω(j, T)]0[ω(j, T + 1) − ω(j, T)]
= f(0, T) +
Pt





and, therefore, the process
B∗(t,T)
B∗(t,T+1) = expf(t, T) is, for every t ≤ T, a QT+1-martingale;
- the one-period forward rate increment ∆f(t, T) = f(t + 1,T) − f(t,T) is given by:
∆f(t, T) = µQS(t + 1, T) + σQS(t + 1, T)0ξt+1 , (92)
where
σQS(t + 1, T) = σQ(t + 1, T) = ω(t + 1, T + 1) − ω(t + 1, T),
µQS(t + 1, T) = 1
2[ω(t + 1, T + 1)0ω(t + 1, T + 1) − ω(t + 1, T)0ω(t + 1, T)]
−[ω(t + 1, T + 1) − ω(t + 1, T)]0ω(t + 1,S)
= 1
2σQ(t + 1, T)0 ×
hPT
τ=t+1 σQ(t + 1, τ) +
PT−1
τ=t+1 σQ(t + 1, τ)
i
−σQ(t + 1, T)0 PS−1
τ=t+1 σQ(t + 1, τ);
the process f = (f(t, T), t ≥ 0) has independent increments and a dynamics fully speciﬁed
by its conditional risk-neutral volatilities. In the particular case S = T + 1, we have:
σQT+1(t + 1, T) = σQ(t + 1, T),
µQT+1(t + 1, T) = −1
2 σQ(t + 1, T)0σQ(t + 1, T);
coherently with the martingale property of expf(t,T) under QT+1.
- for S = T + 1, the short-term interest rate rT+1 = f(T, T) is given by the expression:








σQ(j, T)0σQ(j, T). (93)
318.5 The Observable Factor Case
In the multivariate observable factor setting, the n-dimensional factor (xt) can be considered as a
vector of yields at diﬀerent maturities in which the ﬁrst component is assumed to be the short rate















where R(t,h1) = R(t,1) = rt+1 and h1 < h2 < ... < hn. In this case, the absence of arbitrage
conditions for the n yields in (94) imply :
(i) c1 = −e1 , d1 = 0,
(ii) chj = −hj ehj , dhj = 0, ∀ j ∈ {2,...,n},
(95)
where ehj denotes the hth
j element of the canonical basis in Rnp. The ﬁrst set of conditions is
used as initial value in the recursive equations (75). The second set of (n − 1) conditions imply
restrictions on the parameters (Φ∗,ν∗,σ∗) which must be taken into account at the estimation
stage 8.
9 Conclusions
In this paper we have generalized the Gaussian family of discrete-time aﬃne term structure models
by the introduction of lags in the historical and risk-neutral factor dynamics, and in the speciﬁcation
of the stochastic factor risk correction coeﬃcient.
We have studied the Gaussian AR(p) and VAR(p) Factor-Based Term Structure Models, and
we have veriﬁed the important role played by the autoregressive order in the replication of term
structure shapes coherent with observations. Moreover, several characterizations of the yield and
short-term forward rate processes, under the risk-neutral and S-forward probability, are proposed
(the Moving Average representations). We have also studied the problem of exact ﬁtting of the
initial term structure by means of the Extended AR(p) approach. These results are given for a
latent factor, and for an observable factor. In the second case the factor is the short rate (scalar
setting) or a vector of several yields (multivariate framework).
8Observe that conditions (95) are equivalent to the conditions (written for log-prices) presented by Cochrane and
Piazzesi (2005), in the Appendix of their paper, to guarantee a ”self-consistent” term structure model.
32Appendix 1 : Proof of Proposition 1




= Et[Mt,t+1B(t + 1,h − 1)]
= exp
￿












−β − α0Xt − 1
2Γ2
t + dh−1 + c0
h−1(ΦXt + ˜ ν)
￿
× Et[exp(Γt + σc1,h−1)εt+1)]
= exp[(−α + Φ0ch−1 + c1,h−1σγ)0Xt
+(−β + c1,h−1ν + 1
2c2




and by identifying the coeﬃcients we ﬁnd the recursive relation presented in Proposition 1. ￿
Appendix 2 : Proof of Proposition 2
ρ(t + 1, T) = log[B∗(t + 1, T)] − log[B∗(t, T)]
= c0
T−t−1Xt+1 + dT−t−1 − c0
T−tXt − dT−t
= c0
T−t−1 [Xt+1 − ΦXt − ˜ ν] + (β + α0Xt) − σc1,T−t−1(γo + γ0Xt) − 1
2c2
1,T−t−1σ2




Now, we have that, under the absence of arbitrage rt+1 = (β + α0Xt) and, consequently, the
Proposition 2 is proved. ￿
Appendix 3 : Proof of Proposition 4
ρ(t + 1, T) = log[B∗(t + 1, T)] − log[B∗(t, T)]
= c0
T−t−1Xt+1 + dT−t−1 − c0
T−tXt − dT−t
= c0
T−t−1Xt+1 − (−α0 + c0




T−t−1 [Xt+1 − Φ∗Xt − ˜ ν∗] + rt+1 − 1
2c2
1,T−t−1σ2
= rt+1 − 1
2ω(t + 1,T)2 − ω(t + 1,T)ηt+1 . ￿
(A.3)
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The conditional risk-neutral mean of the one-period forward rate increment
∆f(t, T) = µQ(t + 1, T) + σQ(t + 1, T)ηt+1
can be written in the following way:
µQ(t + 1, T) = 1
2 [ω(t + 1, T + 1)2 − ω(t + 1, T)2]
= 1
2σQ(t + 1, T)[ω(t + 1, T + 1) + ω(t + 1, T)],
(A.4)
and, given that ω(i, i) = 0, we can write
ω(t + 1, T + 1) =
PT
τ=t+1 σQ(t + 1, τ) ∀t ≤ T ;
consequently, relation (A.4) can be represented in the following way:
µQ(t + 1, T) = 1
2σQ(t + 1, T)
hPT
τ=t+1 σQ(t + 1, τ) +
PT−1
τ=t+1 σQ(t + 1, τ)
i
,
and Proposition 9 is proved. ￿
Appendix 5 : Historical MA or discrete-time HJM representations
A.5.1 MA representation of the historical yield process
In this appendix we want to determine the conditions under which the joint historical dynamics
of the yield processes R∗(·,T) = [R∗(t,T), 0 ≤ t ≤ T ], with R∗(t,T) = − 1
T−t logB∗(t, T) and
R∗(t,T) = R(t,T − t), can be represented under a Moving Average form. The derivation of the
joint dynamics of the processes R∗(·,T) is based on the representation of the log-price stochastic
process in terms of the conditional variances of ρ = [ρ(t,T),0 ≤ t ≤ T ], where ρ(t + 1,T) =
log[B∗(t + 1, T)] −log[B∗(t, T)]. Starting from relation (12) we can write the log-price as :
log[B∗(t, T)] =
Pt
j=1 ρ(j, T) + log[B∗(0,T)]
= −
Pt








j=1 ω(j, T)2 + log[B∗(0, T)],
(A.5)
and, consequently, we can give the following proposition.
Proposition A.1 : For every ﬁxed maturity T, the zero-coupon bond price process B∗(·,T) =
[B∗(t,T), 0 ≤ t ≤ T ], under the historical probability P, has the following speciﬁcation:
















j=1 ω(j, t)εj −
Pt
j=1 ω(j, t)(γo + γ0Xj−1) + 1
2
Pt
j=1ω(j, t)2 − log[B∗(0, t)]
(A.7)
34that we can substitute in (A.5) to ﬁnd, for every date t and maturity T > t:







j=1[ω(j, T) − ω(j, t)]εj
+
Pt
j=1[ω(j, T) − ω(j, t)](γo + γ0Xj−1) − 1
2
Pt
j=1[ω(j, T)2 − ω(j, t)2].
(A.8)
Conditionally to the information x0, and for every maturity T, the processes {R∗(·,T)} are, under
the historical probability P, joint MA processes with time-varying coeﬃcients (driven by the same
white noise εt) only if we assume γ = 0.
A.5.2 The discrete-time HJM representation of historical short-term forward rates
Starting from the one-period forward rate f(t, T) = log[B∗(t, T)]−log[B∗(t, T +1)], if we use
relation (A.8) we have :
Proposition A.2 : Under the historical probability P, and for any ﬁxed maturity T, the forward
rate f(t, T) satisﬁes the following relation:
f(t, T) = f(0, T) +
Pt
j=1[ω(j, T + 1) − ω(j, T)]εj
−
Pt
j=1[ω(j, T + 1) − ω(j, T)](γo + γ0Xj−1) + 1
2
Pt
j=1[ω(j, T + 1)2 − ω(j, T)2],
(A.9)






Corollary A.1 : The one-period forward rate increment ∆f(t, T) = f(t+1, T)−f(t, T), is given
by :
∆f(t, T) = µP(t + 1, T) + σP(t + 1, T)εt+1 , (A.10)
where
σP(t + 1, T) = [ω(t + 1, T + 1) − ω(t + 1, T)] = σQ(t + 1, T)
µP(t + 1, T) = 1
2[ω(t + 1, T + 1)2 − ω(t + 1, T)2] − σP(t + 1, T)Γt
= µQ(t + 1, T) − σP(t + 1, T)Γt







−σQ(t + 1, T)Γt .
(A.11)
We observe that, as for the historical yield processes {R∗(·,T)}, conditionally to the information x0,
and for every maturity T, the processes {f(·,T)} are, under the probability P, joint MA processes
(driven by the same white noise εt) only in the case Γt = γo.
35Appendix 6 : Proof of Proposition 11
Denoting B∗























M0,1 · ... · MT−1,T
Et(M0,1) · ... · ET−1(MT−1,T)


























0,1 · ... · Mo
T−1,T
i
is the price at date t = 0 of the zero-coupon bond
maturing in T and obtained with the pricing kernel (4) in which we assume β = 0. The result in
Proposition 11 follows from R∗
e(0,T) = −log(B∗
e(0,T))/T. ￿
Appendix 7 : Proof of Proposition 12
We are searching for the values of β(t) such that R∗
e(0,t) = R∗
M(0,t) for all t. From the result of
Proposition 11, we can equivalently rewrite the above matching condition in the following way :
fM(0,t) = fe(0,t)
= logBe(0,t) − logBe(0,t + 1) = β(t) + fo(0,t),
and consequently, for each date t, we can always choose the matching function β(t) = fM(0,t) −
fo(0,t). Now, from formula (9), with β = 0, we obtain:
β(t) = fM(0,t) − [(ct − ct+1)0X0 + (dt − dt+1)]
= fM(0,t) + (Φ
0∗ct − ct − α)0X0 + (c1,tν∗ + 1
2c2
1,tσ2)
= fM(0,t) + µo,t + µ0
tX0 ,
with






ct − ct − α
￿0
X0
and the result in Proposition 12 is proved. ￿
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t [exp(−rt+1 − ... − rS + uxt+1)] .
(A.12)
From relation (28), we have that, under the risk-neutral measure Q, the sum of short-term rates













































































































































Consequently, Proposition 13 is proved. ￿
Appendix 9 : Proof of Proposition 14
ρ(t + 1, T) = log[B∗(t + 1, T)] − log[B∗(t, T)]
= c0
T−t−1Xt+1 + dT−t−1 − c0
T−tXt − dT−t
= c0








˜ ξt+1 − ω(t + 1,S)e1
￿i
+ rt+1 − 1
2c2
1,T−t−1σ∗2
= rt+1 + ω(t + 1,T)ω(t + 1,S)
− 1
2ω(t + 1,T)2 − ω(t + 1,T)ξt+1 . ￿
(A.14)
Appendix 10 : Proof of Proposition 15
Let us consider the S-forward probability QS determined by the numeraire Nt =
B∗(t,S)
B∗(0,S), with
t ≤ T ≤ S. We have seen in Proposition 14 that :
ρ(t + 1, T) = rt+1 − 1
2ω(t + 1,T)2 + ω(t + 1,T)ω(t + 1,S) − ω(t + 1,T)ξt+1 , (A.15)
and, consequently, the log-price zero-coupon bond process is given by :
log[B∗(t, T)] = −
Pt
j=1 ω(j, T)ξj +
Pt






j=1 ω(j, T)2 + log[B∗(0, T)].
(A.16)




j=1 ω(j, t)ξj −
Pt
j=1 ω(j, t)ω(j, S) + 1
2
Pt
j=1ω(j, t)2 − log[B∗(0, t)], (A.17)
that we can substitute in (A.16) to ﬁnd :







j=1[ω(j, t) − ω(j, T)]ξj
−
Pt




j=1[ω(j, t)2 − ω(j, T)2]. ￿
(A.18)
38Appendix 11 : Proof of Proposition 18
We write relation (11) in the following way:
R(t,h) = Ch(L)xt + δh ,
where Ch(L) = −(c1,h+c2,hL+...+cp,hLp−1)/h is the (p−1)th degree polynomial in the backward
shift operator L, and where δh = −(dh/h). Now, if we apply on the right-hand and left-hand side
of this relation the operator Ψ(L) = (1 − ϕ1L − ...ϕpLp) operating on t, we can write :
Ψ(L)R(t,h) = Ch(L)Ψ(L)xt + Ψ(1)δh
= Ch(L)[ν + σεt] + Ψ(1)δh = σCh(L)εt + Ch(1)ν + Ψ(1)δh . ￿
(A.19)
Appendix 12 : Proof of Proposition 22




= Et[Mt,t+1B(t + 1,h − 1)]
= exp
￿













−β − α0Xt − 1
2Γ0





















and by identifying the coeﬃcients we ﬁnd the recursive relation presented in Proposition 22. ￿
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