This work concerns a method for identifying an optimal basis for linear programming problems in the setting of interior point methods. To each iterate xk generated by a primal interior point algorithm, say, we associate an indicator vector qk with the property that if xk converges to a nondegenerate vertex x*, then qk converges to the 0-1 vector sign( x*). More interestingly, we show that the convergence of qk is quadratically faster than that of xk in the sense that jjqk -q*II = O(jjxk -x*jj 2 ). This clear-cut separation and rapid convergence allow one to infer at an intermediate stage of the iterative process which variables will be zero at optimality and which will not.
Introduction
This paper concerns linear programs in the standard form: m1n1m1ze subject to Ax= b, X ~ 0, (1.1) where c,x E Rn, b E Rm, A E Rmxn(m < n) and A has full rank m. The dual linear program of ( 1. 1) is max1m1ze bT y, subject to AT y + z = c,
where z E Rn is the vector of dual slack variables.
( 1.
2)
The simplex method for linear programming can be viewed as an active set method that utilizes the combinatorial structure of linear programs and has an exponential worst-case complexity. On the other hand, interior-point methods such as the ellipsoid algorithm and the Karmarkar algorithm do not rely on the combinatorial structure and possess polynomial complexity. Recent developments have demonstrated that interior-point algorithms have the real potential to be competitive in practice with the simplex method.
Theoretically, with integer data an interior-point algorithm can be terminated when the current iterate is sufficiently close to an optimal solution and then is rounded to the nearby optimal solution. However, theoretical termination criteria of this kind are difficult to define and are usually inefficient.
A promising approach for improving the efficiency of Karmarkar-type interior point algorithms seems to be the development of reliable techniques for identifying optimal basic and nonbasic variables in the early stages of an interior point iterative process. In this way either an early termination or a reduction in problem size can be obtained. In other words, the efficiency of interior point methods may be improved by utilizing the combinatorial structure of linear programs.
Suppose that an interior point method is generating a sequence { xk} that is converging to an optimal solution of the linear program ( 1. 1). For simplicity, let us assume that x* is a nondegenerate basic feasible solution. At the k-th iteration, for example, if one can partition, using some identification technique, the current iterate xk into a set of m likely basic variables and a set of n -m likely nonbasic variables with a reasonable certainty, then one may want to set the nonbasic variable candidates to zero in the constraint equations Ax = b and solve the resulting square system for the basic variable candidates. If the solution obtained in this manner is indeed a basic feasible solution and tlie corresponding reduced costs are all nonnegative, then the optimal solution has been obtained and the algorithm can be terminated. Otherwise, one proceeds with the interior point algorithm to the next iteration. In a procedure of this kind, the identification technique plays the central role. In order to successfully terminate the interior point algorithm as early as possible, the identification technique must be reliable, inexpensive, and most importantly, able to identify an optimal basis in an early stage of the iterative process.
In the presence of degeneracies, the situation becomes more complicated. For example, it is no longer a straightforward matter to determine an optimal basis or even to check the optimality of a basic feasible solution in the case of primal degeneracy (i.e., when there are more than n -m zero variables) even after the zero and nonzero variables have been correctly identified. Nevertheless, any information telling us which variables are zero and which are nonzero at optimality is still of some value and may be used to improve the efficiency of interior point methods. For instance, once it has been determined that some variables are zero at optimality, they may be eliminated from the problem, yielding a reduction in the problem size. Also inequality constraints may be removed if their corresponding slack variables are identified as nonzero at optimality. For large scale problems, these reductions in problem size may result in savings in computational effort.
Working primarily with the Karmarkar algorithm or one of its variants the optimal basis identification problem has been considered in recent years by several authors, including Kojima [9) , Ye and Todd [19) , Asic et al. [2) , Todd [13) , Ye [17) and Gay [6] .
In this paper, we will propose and study a new identification technique using an indicator to identify the optimal basis. This indicator will be shown to possess several elegant mathematical properties. However, its practical applicability seems to be limited because it requires nondegeneracy assumptions, and for highly sparse problems the added expense incurred in calculating the indicator may dominate any gain obtained from its use.
This paper is organized as follows. In Section 2, we define our indicator and study its
properties. The applications of the indicator to primal, dual and primal-dual algorithms for identifying an optimal basis are developed in Section 3. Section 4 deals with the numerical computation of the indicator. Ye and Todd [19] were probably the first to observe that the diagonal elements of such a matrix contain valuable information. In a primal-dual context, they developed an interesting criterion which was guaranteed eventually to identify the optimal basis for a nondegenerate vertex. Their criterion involved several quantities including the diagonal of a matrix of the form (2.1). However, they did not consider the diagonal as an indicator and did not study the properties of the diagonal.
As the first step towards showing that q( d) has several interesting properties, we offer the following lemma. 
the m by m submatrix of A consisting of columns correspondin5 to the components in
Sa. is nonsingular. 
Then, as d converges to d*
Since d* may have infinite components, we will define the derivatives of q at d* by continuity. Now we show that q(d) has continuous second-order partial derivatives even at an infinite d*. (Since we will only make use of second derivatives in our analysis, we will not concern ourselves with derivatives of order higher than 2.) Obviously, our definition of derivatives at d* guarantees that if a derivative exists at d*, then it is also continuous at cl*.
Lemma 2.3 Let q(d) be given as in (2.2) and d* satisfy the conditions in Lemma 2.2. Define the derivatives of q( d) at the point d* as the limits of corresponding derivative values at d E Rn as d converges to d*. Then q( d) is at least twice continuously differentiable at d*. !If oreover, the Jacobian matrix of q( d) vanishes at d*; or equivalently,
Let the matrix-valued function P be defined as Dividing the right-hand side by E and letting E go to zero, we obtain
It follows from (2. 7) and (2.8) that
where 8ij is the Kronecker delta. 
where the convention 1/oo = 0 is used. Clearly, P(d*) is finite.
To prove (2.6), we look at the following two different cases. 
Applications of the Indicator
In this section, we show how the indicator developed in the previous section can be used in a primal, dual or primal-dual interior point algorithm to identify an optimal basis ( under appropriate non degeneracy assumptions).
Primal Algorithms
Our first result concerns primal algorithms. In the context of a primal algorithm Barnes [3] used a matrix, not exactly of the form of (2.1) but quite similar, to construct estimates of the Lagrange multipliers associated with the constraints Ax = b. He demonstrated that these estimates converge to the true multipliers quadratically faster than the the nonbasic variables converge to zero. While this result is not directly related to our result, it does have a similar flavor. Indeed, Barnes suggested using these multiplier estimates to identify an optimal basis.
Dual Algorithms
In the dual affine algorithms developed by a number of authors as variants of Karmarkar Proof: The proof given below was suggested by an anonymous referee. It is considerably shorter than our original proof.
Let B E R(n-m)xn have full row rank and be such that its rows are orthogonal to those of A. For any positive diagonal matrix D, the rows of BD-1 are othogonal to those of AD.
It is straightforward to verify that where Z = diag(z) = n-
. Let
It can be shown that the nondegeneracy assumption implies that z* has n -m nonzero 
Primal-Dual Algorithms
Our technique is also applicable to primal-dual algorithms (see Kojima et al. [10] The second assumption in the above theorem basically assumes that if both Xi and Zi converge to zero, then they do so at the same rate. This assumption seems to be quite reasonable.
Basis Identification Criterion
Our optimal basis identification criterion based on the previous theorems is defined as follows:
Given a small positive number t, if 
Extension to Degenerate Problems
In general, the indicator as defined in (2.2) is not directly applicable to degenerate problems.
However, we will show in this section that for primal interior point algorithms (i.e., d = x) a modified primal indicator can be devised to handle problems with only primal degeneracy, or more precisely, primal problems that have a unique solution. We will focus on the primal indicator for primal algorithms only, though the results obtained also apply to the dual indicator for dual algorithms.
We consider a sequence { xk} that converges to a degenerate basic feasible solution x* with r nonzero components, where r < m. We first assume that the first r rows of AX* are linearly independent, i.e., ArX* has full row rank, where Ar is the matrix that consists of the first r rows of A. The cost is still 0( mn) for dense matrices.
The assumption that the first r rows of AX* are linearly independent can be removed in the following way. Let Xk AT pk = Uk Rk, where Uk is an orthonormal basis of Xk AT, Rk is upper triangular and pk is a permutation matrix which forces the diagonal elements of Rk to appear in descending order by absolute value (this can be done during the QR decomposition). Then as xk converges to x*, the last m -r diagonal elements of Rk will tend to zero and the first r rows of pk AXk will be linearly independent for all sufficiently large k. If we denote u: as the first r columns of Uk, then
The indicator q(r)(xk) can be computed recursively using (4.1).
We state the above discussion formally as a theorem. 
Moreover,
Proof:
The proof is essentially the same as that of Theorem 3.1, so we omit it. D
It is worth observing from (4.1) that once q;j 0 \x*) = 1 for some j 0 < m, then q;j)(x*) = 1 for all j 0 < j :S m. This is so because of the monotonicity of q;j) ( x) with respect to j and the fact that q( x) :S 1.
It is unfortunate that for problems with both primal and dual degeneracy, our indicator is incapable of identifying all the zero and nonzero variables as xk --+ x* ( or zk --+ z*) because some components of the indicator vector may not have limits at optimality. This drawback undoubtedly limits the practical usefulness of the indicator because most real-world problems do have both primal and dual degeneracies.
Numerical Behavior of the Indicator
To corroborate our theory, we have performed some numerical experiments to explore the numerical behavior of the indicator. In our experiments we used randomly generated problems, fully aware that they are by no means representative of real-world problems. We stress that the numerical results have not demonstrated the effectiveness of our indicator approach, but have corroborated our theoretical convergence results.
Both nondegenerate problems and degenerate problems with only primal degeneracy are constructed. The methods of construction are described below.
To generate the cost vector c and the first m -1 rows of the constraint matrix A, we use the Matlab M-file "rand" to obtain uniformly distributed random numbers in the unit interval (0,1) and then use the tangent function tan(1r(x-1/2)) to map (0,1) onto the entire real line (-oo,+oo). For them-th row of A, we apply the mapping tan(1rx/2)) to make all the elements of that row strictly positive so that the feasible set will be bounded.
The In our tests, we implemented the so-called standard form variant of the Karmarkar projective algorithm, a primal algorithm, developed independently by a number of authors. In this implementation we use the procedure suggested by de Ghellinck and Vial [4] and by Ye and Kojima [18] (both based on an earlier work of Todd and Burrell [14] ) which uses duality to construct and update lower bounds 'T/ for the objective function so the duality gap is minimized. In our numerical experiments, we set the initial lower bound ry 0 to -10 6 , which happens to be adequate for our experiments. We have observed that the performance of the algorithm is not sensitive to the values of the initial lower bound.
Instead of trying to minimize the Karmarkar potential function in the search direction at each iteration by a line search, we used a simple back-tracking technique to ensure that the potential function was reduced by a fixed amount at each iteration. The initial step length was set to 0.95 times the step length that takes the iterate to the boundary of the simplex. The stopping criterion used in our tests was that the duality gap be less than 10-s, i.e., (5.2) We tested the optimal basis identification criterion (3.2) for E = 0.1 on 10 randomly generated nondegenerate problems with n ranging from 20 to 200. We also tested the modified identification procedure using the recursive search as prescribed by ( 4.1) for 10 randomly generated primal degenerate problems. The numerical results are included in the following two tables. In the tables, the iteration numbers at which an optimal basis is identified and the stopping criterion is satisfied, respectively, are given in the fourth and Tables 1 and 2 , we see savings of about 30% to 70% in the number of iterations.
Although these numerical experiments have confirmed our convergence analysis, the computational efficiency of the indicator approach depends on how effectively the indicator can be calculated and used. For dense matrices, the cost of computing the indicator, given a Cholesky factor, is comparable with the cost of forming AD 2 Ar, which is acceptable. However, recently David Gay [7] demonstrated that for sparse problems, the computation of the indicator was the dominant work in an iteration and in some cases this cost was prohibitively high. His results suggest that despite its fast convergence, the indicator may not lend itself to efficient implementations for solving sparse problems in the framework of Cholesky In this paper, we have studied an indicator for identifying optimal bases in the setting of interior point linear programming algorithms. This indicator has the theoretical properties of being problem-independent and rapidly convergent for linear programming problems with unique solutions. It is applicable to primal, dual and primal-dual algorithms. Our randomly generated numerical examples have confirmed our theoretical analysis, showing that the use of the indicator can reduce the number of iterations by a large percentage.
From a theoretical point of view, we believe that the main result of this work is the establishment of the convergence properties of the indicator on problems without general degeneracy. However, the practical applicability of the indicator to real-world problems is severely limited by two factors. First, it is not applicable to problems with both primal and dual degeneracies. Second, the relative cost of computing the indicator can be very high for large sparse problems. Although it is still possible that the method may find application in some very special problems, at this point it seems to be mainly of theoretical interest.
