In many problems of mathematical physics we are led to the question of whether or not it is possible to represent an arbitrary function by a series of the form in which h and I are any constants not both zero. In most cases we find that we have a solution of our problem if the A"s can be so determined that : (a) The series (1) converges uniformly to f{x) throughout any closed interval lying in the interval 0 = x = 1 and not including a point of discontinuity of f{x), or, in some instances, the origin or the point x = 1, and (b) The sum of the first n terms of the series remains finite for all values of n and all values of x lying in the interval 0 = x = 1.
The ordinary formal method of determining the coefficients of an expansion of an arbitrary function in terms of normal functions, gives us the following value for A'n \ xf(x)Jv(\x)dx (3) ¿:-^i--,
where \ is the rath positive root of equation (2). This determination of the A"a is found on investigation to give the desired expansion of f(x) except in the case (4) lv + h^0, when an extra term is required in order that the series may have the proper value.
* Presented to the Society, October 30, 1909 and February 25, 1911. 181
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That the case in which (4) is satisfied is really not an exceptional case at all, but only seems so on account of the notation employed, has been pointed out in a previous paper by the writer.* Moreover, as was also brought out in the previous paper, the appearance of an exceptional case can be avoided by introducing the notation where the \'s are the successive roots, positive or zero, of the equation (7) [líF*(X' x) + hF^X' x)]i_i = °'t arranged in increasing order of magnitude. This series is identical with the series (1) where the X's are the successive positive roots of (2), except in the case where (4) is satisfied, and in that case only differs from it by having an extra term at the beginning.
This extra term is finite and continuous, and hence in all questions involving merely convergence or the remaining finite of the sum of n terms of the series, we may deal with series (1), and it is only necessary to consider series (6) when we come to the question of the value of the development.
It has been shown by several writers J that the series (6) will, under very broad restrictions upon f(x), converge uniformly to f(x) throughout any closed interval, lying in the interval 0<a;<;l and not including a point of discontinuity of f{x).
The question of whether or not, under certain restrictions upon f(x), the series (6) will converge to /"(O) at the origin, § and will converge uniformly to f (x) in an interval including the origin and in an inter-*Cf. these Transactions, vol. 10 (1909) , p. 420. That the exceptional case was such only on account of the notation employed, and that it would cease to be exceptional if we adopted the proper notation, was pointed out to me by Professor Bôchkr, to whose valuable suggestions I. owe many ideas that have been of great use in this as well as in the preceding investigation.
t The positive roots of this equation are obviously identical with the positive roots of equation (2).
{Cf. Dini, Serie di Fourier (Pisa, 1880), pp. 246-269; Kneseb, Mathematische Annalen, vol. 63 (1906-07) , p. 505; Hobson, Proceedings of the London Mathematical Society, ser. 2, vol. 7 (1909) , p. 359. § It is only in the case v -0 that this question is anything but a trivial one, since for v > 0 every term of the series vanishes when x = 0 and the value of the series is obviously zero for this value of x. val including the point x = 1 has not been settled in the papers referred to ; neither has it been shown that, under suitable restrictions upon f(x), the sum of n terms of the series will remain finite for all values of ra and all values of x in the interval 0 = x = 1. Hilbert has shown * for the particular case where i>=0 and the I of equation (7) is zero that if f{x)
vanishes for x = 1 and satisfies the rather stringent conditions of being continuous, together with its first and second derivatives, throughout the interval 0 Si x = 1, the series (6) will converge uniformly to/'(a;) throughout the interval 0=ï = 1. For most of the applications to mathematical physics it is essential to know something about the behavior of the series (6) in the neighborhood of the origin, of the point x = 1, and of points of discontinuity of _/(x), when such exist, in order to be sure that we really have a solution of the physical problem we are discussing.
In the majority of these cases, conditions like Hilbeet's are too binding, and it is necessary to remove the restriction that the function should have no discontinuity; it is also necessary, even in the particular case that Hilbert treats, to determine the behavior of the series in the neighborhood of the point x = 1 when f ( 1 ) =j= 0.
The object of the present paper is to show that in case f(x) is made up of a number of pieces in each of which f(x) and its derivative ./"(a;) are continuous, while f" (x) exists, and is finite and integrable, the series (6) will possess the desired properties.
These conditions on f(x) are usually met with in the applications ; in a later paper the writer proposes to discuss the uniform summability of the series in the neighborhood of x = 0 and x = 1, thus showing the existence of a solution of the physical problem under extremely broad conditions, f Lemma 1. If in the interval 0=z = l, the function f{x) is continuous, save at a finite number of points at which it has a finite jump, if in each interval of continuity it has a first derivative that is continuous, save at a finite number of points at which it has a finite jump, and if finally in each interval of continuity of the first derivative the function has a second derivative that is finite and integrable, the coefficient A 'n of the general term of the series (1) may be xoritten in the form , vol. 7 (1904), pp. 123-133.) t Cf. the introduction to the paper in these Transactions referred to above.
Trans. Am. Math. Soc. 13 where the M's and IT are constants, the c'a are the points of discontinuity of f(x), and rn is the general term of an absolutely convergent series.
We have * (9) r»K(\»)]^-#+*4H
where A is a constant, and -^r, (Xn) is used to represent any function of\ that remains finite when \ increases indefinitely.
Hence it follows from (3) that if we subtract from A'n the term We will show first that (11) is the general term of an absolutely convergent series.
Then, that by subtracting from (10) quantities that are the general terms of absolutely convergent series, we can reduce it to the sum of the first three terms in (8).
Our lemma will thus be established. Let us use <f>m(x) to represent a function that is continuous in the interval 0 = x = cm+1, that has in this interval a first derivative that is continuous, save at a finite number of points at which it has a finite jump, and a second derivative that is finite and integrable, and furthermore is such that (12) <t>m(x)=Ax) (*«S*S<Wi;* = 0,l,2,-,k),
where for the sake of uniformity we have set co = °> «Wl»1'
Then we may write
But if c is a constant lying in the interval 0 < x < 1, and <f>(x) is a function that is continuous in the interval 0 = x = c and has a first derivative that is continuous in this interval save at a finite number of points, we have,f if we set X x = y and integrate by parts, *Cf. equation (46) 
jr (\x) where we use ^(x) to represent any function of x that is continuous for all values of x > 0, remains finite for all such values of x, and approaches a finite limit when x approaches zero.
From (14) and (15) 193-196. and hence, in view of (17), is less in absolute value than JT3/\l, where K^ is a positive constant. Consequently, since a positive constant C exists such that * (18) X">(7n, it follows that (11) is the general term of an absolutely convergent series. It remains to consider the term (10) which was subtracted from A'n to produce (11).
We must first, however, discuss the last two terms on the right hand side of equation (14).
The asymptotic expansion of t/"+1(x) gives Substituting this value in the integral of the third term on the right hand side
of (14), we obtain
where for simplicity we have used A and a in place of V2fir and (2i/-f 3)7r/4. If 4>(x) is a function whose first derivative is continuous in the interval 0 = x = c, except at a finite number of points at which it has a finite jump, and whose second derivative is finite and integrable there, we have from an integration by parts
where &,, &2, • • •, \ are the points of discontinuity of <j>'(x), and for the sake of uniformity we have set
Combining (20) and (21), we have
If we set (23) ,(,)_íití=ííü, *Cf. equation (23) of the writer's article in these Transactions, referred to above.
we obtain for the integral in the second term on the right hand side of (14) (24) fV,+1(X"aO*(9J)<fo_*(0) r«/r+1(X,a)<fe+ f'xF(x)Jy+l(\x)dx.
If we substitute in the second term on the right hand side of (24) the value of J,+A\x) siven by (19)'we gefc
where again, for the sake of simplicity, we have introduced A and a in place of -V2/7T and (2v + 3)tt/4. By means of an integration by parts, the integral in the first term on the right hand side of (25) reduces to the form
Substituting this expression in (25), we obtain for the second term on the right hand side of (24) (27) £xF{x)Jv+l{Xnx)dx = ^à.
If we set \x = y, we get for the integral in the first term on the right hand side of (24) (28) f°J"+1(\x)dx = -£ J"+1(y)dy, where the integral on the right hand side may be written
since these integrals converge. Making use of (19), we obtain for the second term in (29) Jck Jck, vy "Jck y where this reduction is legitimate since the two integrals on the right hand side of (30) Combining (31) and (32) with (30), we obtain (33) rJ,+l(y)dy = ^^-■/«A.
Substituting (33) in (29), and remembering that (29) is only another way óf writing the integral on the right hand side of (28), we get (34) £ J^(\«)* -^ + *j^.
where for the sake of simplicity we have used K' in place of the first term in (29).
Combining (24), (27), and (34), we obtain
From (14), (22), and (35), we get (36) jfo(.WK.)». *wy«o+--gp+tgj.
Finally from (13) and (36), we obtain
It follows from (37) that by subtracting from (10) a quantity that is the general term of an absolutely convergent series, we may reduce it to the form 2 "*""* 2 m=,i vKf(G\
where we have replaced 2K'/A2 by K.
If, now, we can show that by subtracting from (38) a quantity that is the general term of an absolutely convergent series we may reduce it to the sum of the first three terms in (8), our lemma will be proved.
We have [loc. cit., equation (58)
Combining (39) with (19) and (18), we obtain (40) 
Combining (40) and (42), we obtain
'-4 J + ^.
7TV/nc w* It follows at once from (43) that by subtracting from (38) a quantity that is the general term of an absolutely convergent series, we can reduce it to the sum of the first three terms in (8). Our lemma is therefore established.
Before beginning the proof of the next lemma, we shall state a few formulae connected with Bessel functions, which will be useful in the course of that proof.
We have [loc. cit. equation (58)]
where Xn is the nth positive root of equation (2) and (45) \yft(x,\)\<Kl (03S*21;«=1,9,3,.. 
Vn Vn is the general term of a series that is uniformly convergent in the interval (49), our lemma will be proved. Let us consider the series whose general term is the first expression in (51) ; the proof for the series whose general term is the second expression in (51) is entirely analogous.
Since 0 < c < 2, the series that we are discussing converges for x = 0 ;* it remains to be shown that it converges uniformly in the interval 0 <ccSx0<c. Given h, positive and arbitrarily small, let us choose m such that f Three cases must be considered : The general term of the first series on the right hand side of (58) By the use of the other inequalities in (62) and Abel's lemma, we can obtain inequalities analogous to (63) (66) and (52) we have (Ti) ki*i
Combining (67) with (68), (69), (70), (71) 
îi cosn7rct/"(X)ix) <(1+CI + C,)!» = 8 (0<zrS*.).
By a discussion precisely analogous to that of ßl in Case (.4), we get for (76), we see that the series whose general term is the first expression in (51) converges uniformly for all values of x lying in the interval 0 < x = x0. Since the series is also convergent for x = 0, it follows that it is uniformly convergent in the interval 0 = x = x0. As we have pointed out before, the discussion of the series whose general term is the second expression in (51), is entirely analogous, and hence our lemma is to be regarded as completely established. By means of (46), (48) 
+ -L-=-J-Vn(\xf
The second term of (79) is obviously the general term of a series that is uniformly convergent in the interval (78); if then, by subtracting from the first term a number of quantities that have the same property, we can reduce it to an expression which is equal to the first term in (77), our lemma will be established.
From (44) Since the second term of (80) is obviously the general term of a series that is uniformly convergent in the interval (78), it only remains to consider the first term. By means of (42) Here again the second term is obviously the general term of a series that is uniformly convergent in the interval (78) ; if we can show further that the first term is equal to the first term of (77), our lemma will be proved.
By means of a well known trigonometric formula the first term of (81) 
The right hand side of (82) is identical with the first term of (77), and consequently our lemma is completely established. Lemma 4. The quantity (48) is the general term of a series for which the sum of the first n terms remains finite for all values of n and all values of x tying in the interval 0 = x = 1.
That the sum of the first n terms of this series remains finite for all values of n and all values of x lying in the interval 0 =rx= x0 <.c, is an immediate consequence of Lemma 2. It remains to be shown that this sum remains finite for all values of n and all values of x lying in the interval (78).
We know from Lemma 3 that when the expression (48) is written in the form (77), vn(x) is the general term of a series that is uniformly convergent in the interval (78) and for which therefore the sum of the first n terms remains finite for all values of n and all values of x in the interval (78).
It only remains to be shown then that the first term of (77) is the general term of a series for which the sum of the first n terms remains finite for all values of n and all values of x lying in the interval (78).
We will prove this by showing that each term of the quantity in brackets in (77) ,Áz)mm ^£U-«rríJ8,n-2-z + ra
2. z sm2
. z sins and hence we have for the sum of the first ra terms of the series whose general term is the fourth term of the expression in brackets in (77) \s(x)\-\«in9.(x-c)\ It follows from the last inequality that the sum of the first ra terms of this series remains finite for all values of ra and all values of x lying in the interval (78).
We have finally to consider the series whose general term is the first term of the expression in brackets in (77).
In view of (85) we have for the first n terms of this series
In order to assure ourselves that sn(x) remains finite for all values of ra and all values of x lying in the interval (78) we must examine the values that q may take on. We havef ■"" 2* + 1 , 2v + 1 (87) ?=2 + -4-7r + *i7r or ? = -4-,"" + «2'r» * Cf. the writer's paper, these Transactions, vol. 10 (1909), p. 406, equation (66) . t Loo. oit., p. 415. The a in these values of q was used, for the sake of simplicity, in place of the quantity ( 2v -)-1 )jt/4 . where k¡ and k2 are positive or negative integers or zero. Consequently, even for c = 1, the expression on the right hand side of (86) remains finite for all values of x lying in the interval (78), and hence the same is true of sn(x).
We have now shown that each term of (he expression in brackets in (77) is the general term of a series for which the sum of the first n terms remains finite for all values of n and all values of x in the interval (78). Hence the whole first term of (77) is the general term of such a series and our lemma is proved. Lemma 5. The expression (48) is, for the case c < 1, the general term of a series that is uniformly convergent in any interval (88) c < as, S x ^ 1 ;
for the case c = 1, tí is the general term of a series that is uniformly convergent in any interval (89) 0 < x, S x =i 1, provided the I of equation (2) is not zero. Let us consider first the case where c < 1. We know from Lemma 3 that when (48) is written in the form (77), vn(x) is the general term of a series that is uniformly convergent in the interval (88). It remains to be shown that the first term of (77) is also the general term of a series that is uniformly convergent in this interval.
The series Jí, sin nz J^ cos nz n converge uniformly * throughout the interval where 8, and 82 are fixed positive quantities, which may be taken as small as we please. Hence each term of the quantity in brackets in (77) is the general term of a series that is uniformly convergent in the interval (88). Therefore the whole first »term is the general term of such a series, and our lemma is proved for the case where c < 1.
We turn now to the case c = 1, I 4= 0. As in the previous case, we may, by the use of Lemma 3, reduce the proof of our lemma to the proof of the fact that the first term of (77) is the general term of a series that is uniformly convergent in the interval in question.
We will now establish this fact by showing that for the values that c and I have in the case we are considering, this term is identically zero. Thus our lemma will be completely proved. *Cf. BÔCHBR, loo. oit., p. ill. [April Since the I of equation (2) is not zero, we have for q [cf. the footnote to (87)] 2v +1 (90) q = kiir + -?-Tr.
t Moreover, we saw in the course of the proof of Lemma 3 that the first term in (81) was identical with the first term in (77). If we substitute in the first term of (81) the value c = 1 and the value of q given by (90), we find that the first factor in the numerator of this term vanishes identically.
Hence the first term of (77) We have from (96) (loo) |A!|<Ex-g<-èExi(^-v1)-where y is the lower limit of the distances between two successive positive roots of equation (2).* But since X x < k for values of x in the interval (98), and since p is the greatest integer such that X x < k, it follows that p = q, and we have from (95) (loi) Siix.-^xf *< «_-« ^< » Combining (100) and (101), we obtain, since Xp+1x = k, "nns ,«, JV"-2» 2*iV / k\ yVXp+lx yVk V T he discussion of #, is slightly different in the two cases v > 1 and 0 < v = 1. Consider first the case v > 1.
We have
But since, for i>> 1, the function Jy(y)/y is positive and steadily increases in the interval 0 < y < k, where k has the same meaning as above, we have m=l m*' Jo y j0 y
Combining (103) and (104), we obtain (105) 0<Sx<1-£^Mdy (v>l;0<*<*).
* That such a lower limit exists and is different from zero is easily inferred from the fact that the limit of the distance between the nth and the ( n -j 1 )th roots of (2) exists and is equal to it.
Trans. Am. Math. Soc. 14 Taking up next the case 0 < v = 1, we have (l06) *" S -Ki~x<% 5 T^(X"~Vl)ï' where we have set X0 = 0 for the sake of uniformity, and have used 7, to represent the smaller of the two quantities 7 and \.
But since, for 0 < v = 1, the function Jv(y)fy is positive and steadily decreases in the interval 0 < y < k, where k has the same meaning as above, we have and hence, combining (107) with (106), (108) o<Ä1<ijTi^% (o<v2Él;0<*<£).
From (105) and (108) 4), and consequently we may infer that the sum of the first ra terms of the series remains finite for all values of ra and all values of x in the interval (98). Hence, as was pointed out before, our lemma is proved. Theorem I. If f(x) satisfies the conditions of Lemma 1, the series (6) will,provided v = 0 orf(Q) = 0, converge uniformly tof(x) throughout any interval (111) 0Sx^x0<Cl, where ct is the smallest value of x for which f(x) has a discontinuity ; provided the I of equation (7) is not zero or f(l) is zero, it will converge uniformly <o/(x) throughout any interval (112) %<«ii«sil where ck is the largest value of x for which f(x) has a discontinuity ; finally\ the sum of ra terms of the series will remain finite for all values of ra and all values of x lying in the interval (113) OSxSl.
third and fourth terms of (114) are the general terms of series that are uniformly convergent in the interval (112) ; it follows from Lemma 5 that the first term of (114) and, since the I of equation (7) is not zero, the second term of (114) are the general terms of series that are uniformly convergent in this interval.
Hence the whole expression, (114) is the general term of such a series, and since (114) is only another way of writing the general term of (6), it follows that (6) is uniformly convergent in the interval (112), provided the I of equation (7) is not zero.
Considering next the case oîf(\ ) = 0, we see that the second term of (114) is zero for this case, and is therefore the general term of a series that is uniformly convergent in the interval (112), whether the I of equation (7) is or is not zero. Hence, in this case also, (6) is uniformly convergent in the interval (112).
That the series (6) has the value f(x) in this interval, under the conditions prescribed, was proved by Hobson in the paper already quoted.
We come finally to the proof of the third part of our theorem, namely that the sum of ra terms of the series (6) remains finite for all values of ra and all values of x lying in the interval (113).
Since rn is the general term of an absolutely convergent series, the fourth term of (114) is obviously the general term of a series that is absolutely and uniformly convergent in the interval (113), and for which therefore the sum of ra terms remains finite for all values of ra and all values of x lying in this interval.
It follows at once from Lemma 4 that the first and second terms of (114) are also the general terms of such series, and from Lemma 6 that the third term is the general term of such a series.
Hence the whole expression (114), or its equivalent the general term of (6), is the general term of such a series.
Our theorem is, therefore, completely established. The preceding theorem establishes the uniform convergence of the series (6) toy (x) throughout the interval (111) only when v= 0 or/"(0) = 0. That (6) could not possibly converge uniformly to f(x) in the interval (111) in case neither of these restrictions was fulfilled is easy to see, since when v > 0 the value of (6) for x = 0 is always zero. However, in the case i> > 0, y( 0 ) =J= 0, it is possible to obtain a development off (x) that is uniformly convergent in the interval (111), in the form of a constant term plu\a series of the type (6). To do this, we have only to develop the function çS(x) =y(x) -f(0) in a series of the form (6), and precede this development by the constant term^O).
The reasoning in Theorem I is also immediately applicable to proving that under the given conditions on f(x) the series (6) will converge uniformly in any closed sub-interval of 0 < x < 1 that does not include a point of discontinuity of f (x).
This uniform convergence has been previously established,* * By Kneser for developments in terms of J0 ; by Hobson for developments in terms of Jv ( "=0 ). Cf. the references given above.
but it seems worth while to point out the fact that it can be obtained indepen
