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Abstract
The goal of this paper is to establish the uniqueness of limit cycles of the predator–prey systems
with Beddington–DeAngelis functional response. Through a change of variables, the predator–prey
system can be transformed into a better studied Gause-type predator–prey system. As a result, the
uniqueness of limit cycles can be solved.
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1. Introduction
Generally, a predator-dependent predator–prey model takes the form [1,2]

x ′(t)= xg(x)− yP(x, y),
y ′(t)= εyP (x, y)−µy,
x(0)= x0 > 0, y(0)= y0 > 0,
(1.1)
where x(t), y(t) represent the population density of prey and predator at time t , respec-
tively. g is the growth rate of prey and it is assumed that g(0) > 0 and has exactly one
positive zero, say K, which is called the carrying capacity of prey. In most cases (also in the
following), the prey is always assumed to grow logistically, i.e., g(x)= r(1 − x/K). The
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prey by a predator or the functional response of the predator. The constants ε,µ are the con-
version rate and the death rate of the predator, respectively. A functional response is called
of Beddington–DeAngelis type if it takes the form P(x, y)=mx/(a+by+ cx). This type
of functional response was introduced by Beddington [3] and DeAngelis et al. [6]. The
term by measures the mutual interference between predators. A unified mechanistic ap-
proach was provided by Cosner et al. [5]. Based on principle of mass action and the spatial
grouping effect of predation, several types of functional response in predator–prey models
are derived in their paper (see [5] for more details).
The main purpose of this paper is to study the uniqueness of limit cycles of predator–
prey system with Beddington–DeAngelis type functional response [3–6]

x ′(t)= rx(1− x/K)−mxy/(a+ by + cx),
y ′(t)= y(−µ+ εmx/(a + by + cx)),
x(0)= x0 > 0, y(0)= y0 > 0,
(1.2)
where r,K,m,a, b, c,µ, ε are positive constants.
For simplicity, we nondimensionalize the system (1.2) with the following scaling:
t → rt, x→ x/K, y→ by/cK
and then obtain the form

x ′(t)= x(1− x)− sxy/(x + y +A),
y ′(t)= δy(−d + x/(x + y +A)),
x(0)= x0 > 0, y(0)= y0 > 0,
(1.3)
where
s = m
br
, δ = mε
cr
, d = cµ
mε
, A= a
cK
. (1.4)
It is known [4] that the solutions of system (1.3) are positive and bounded for all t  0
and if d  (1+A)−1 then the equilibrium (1,0) is globally asymptotically stable. This is
the intuitive outcome of the extinction of the predator. So, in the following discussion, we
assume that
(A1) 0 < d < (1+A)−1.
Under the assumption (A1), there exist three equilibria (0,0), (1,0) and (x∗, y∗), where
x∗ and y∗ are positive and satisfy{
1− x∗ − sy∗x∗+y∗+A = 0,
x∗
x∗+y∗+A = d.
(1.5)
From the first equation in (1.5), we have s > sy∗/(x∗ + y∗ +A) = 1 − x∗. Hence, y∗
can be solved in terms of x∗. Substituting the expression into the second equation in (1.5)
yields{
(1−x∗)(x∗+A)
x∗+s−1 = y∗,
2
(1.6)x∗ + (s − 1− ds)x∗ − dAs = 0.
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Fig. 1. Here d = 1/4, δ = 1. (a), (b) and (c), (d) show the global behaviors for systems (1.3) and (2.1), respec-
tively. The positive equilibrium attracts all positive solutions in (a) and (c), and there is an exactly one limit cycle
in (b) and (d).
Notice that from the second equation in (1.6), we have the following inequality that
will use several times later:
x∗ + s − 1 > x∗ + s − 1− ds = dAs
x∗
> 0. (1.7)
The variational matrix of the system (1.3) is given by
J (x, y)=
[
1− 2x − sy
x+y+A + sxy(x+y+A)2 −sxx+y+A + sxy(x+y+A)2
δy(y+A)
(x+y+A)2
δx
x+y+A − δxy(x+y+A)2 − dδ
]
. (1.8)
From the local stability analysis, we have that if tr(J (x∗, y∗)) < 0 then (x∗, y∗) is locally
asymptotically stable and if tr(J (x∗, y∗)) > 0 then (x∗, y∗) is an unstable node or focus.
Hence, the existence of limit cycle follows from Poincaré–Bendixson theorem. Moreover,
by using the divergence criterion, the author [8] proved that for system (1.3), the local and
global asymptotic stability of the positive equilibrium coincide. Thus, in the rest of the
paper, we assume that
(A2) tr(J (x∗, y∗)) > 0 or equivalently
s − δ
x∗ + y∗ +A >
x∗ + y∗ +A
y∗
.
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have
(s − δ)(x∗ + s − 1)
s(x∗ +A) > 1.
Hence, we get the restrictions on the parameters
s > max{δ,1+A}. (1.9)
The main result is to show that under the assumptions (A1) and (A2), the system (1.3)
has exactly one limit cycle in R2+ (see Fig. 1).
The rest of the paper is organized as follows. In Section 2 a transformation will be
introduced to engender system (1.3) into a generalized Gause type predator–prey system,
to which a wealth of existing methods and results are applicable [7,9]. Taking advantage
of this, we can prove the uniqueness of limit cycles for the system (1.3). Finally, some
biological implications will be discussed in Section 3.
2. Main result
Under the assumptions (A1) and (A2) and through the change of variables dt = (x +
y +A)dτ , u= σ(x)y, system (1.3) becomes

x ′ = ϕ(x)[h(x)− u],
u′ =ψ(x)u,
x(0)= x0 > 0, u(0)= u0 > 0,
(2.1)
where
σ(x)=
(
x + s − 1
x
)θ
, θ = dδ
s − 1 > 0,
ϕ(x)= x(x + s − 1)
σ (x)
,
h(x)= (1− x)(x +A)
x + s − 1 σ(x),
ψ(x)= δ x
2 + (s − 1− ds)x − dAs
x + s − 1
= δ
[
(1− d)x − dA− d (1− x)(x +A)
x + s − 1
]
. (2.2)
Conversely, the change of variables y = u/σ(x), dt = (x + y + A)dτ converts system
(2.1) to (1.3). Hence, system (1.3) has a unique limit cycle in R2+ if and only if (2.1) does.
Notice that the set Ω = (0,1)× R+ ⊆ R2+ is positively invariant and any trajectory must
intersect it from the exterior to the interior provided x(0) 1. So, the limit cycles must lie
in Ω.
From (1.6) and (1.7), we have ψ(x∗)= 0 and, consequently, ψ can be written as
ψ(x)= δ (x − x∗)(x + x∗ + s − 1− ds) . (2.3)x + s − 1
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h′(x)= σ(x)
x(x + s − 1)
(
x
(
(1− x)− (x +A))− (x + dδ) (1− x)(x +A)
x + s − 1
)
. (2.4)
Since h(1) = 0, system (2.1) has equilibria E1 = (1,0) and E∗ = (x∗, h(x∗)). The local
stability of E1 and E∗ are determined by the eigenvalues of the matrix J¯ (E1) and J¯ (E∗),
respectively, where J¯ (x, u) is the variational matrix of the system (2.1) and is given by
J¯ (x, u)=
[
ϕ′(x)
(
h(x)− u)+ ϕ(x)h′(x) −ϕ(x)
ψ ′(x)u ψ(x)
]
. (2.5)
At E1, we have
J¯ (E1)=
[−(1+A) −s1−θ
0 ψ(1)
]
.
This gives E1 is a saddle point. At E∗, we have
J¯ (E∗)=
[
ϕ(x∗)h′(x∗) −ϕ(x∗)
ψ ′(x∗)h(x∗) 0
]
.
Since the determinant of J¯ (E∗) is positive, the trace of J¯ (E∗) is ϕ(x∗)h′(x∗) and from
assumption (A2), (1.5)–(1.7) and (2.4), we have
h′(x∗)= σ(x∗)(x∗ + y∗ +A)
x∗(x∗ + s − 1) tr
(
J (x∗, y∗)
)
> 0. (2.6)
So, E∗ is unstable. Now we are in a position to state the main theorem.
Theorem 2.1. Under the assumptions (A1) and (A2), the system (2.1) has at most one
limit cycle in Ω. Moreover, if it exists then it is stable.
Proof. According to Hwang [7], it suffices to show that
d
dx
(
ϕ(x)h′(x)/ψ(x)
)
< 0
for x ∈ (0,1)− {x∗}. From (2.2), one obtains
ϕ(x)h′(x)= x(1−A− 2x)− (x + dδ) (1− x)(x +A)
x + s − 1
= x(1−A− 2x)− (x + dδ)
(
1− d
d
x −A
)
+ 1
dδ
(x + dδ)ψ(x)
=−1+ d
d
x2 + [1− δ(1− d)]x + dAδ+ 1
dδ
(x + dδ)ψ(x) (2.7)
≡ p(x)+ 1
dδ
(x + dδ)ψ(x). (2.8)
Note that p(x) is defined by (2.7) and (2.8). So, from (1.7), (2.6) and (2.3), we have
p(x∗)= ϕ(x∗)h′(x∗) > 0 (2.9)
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p(x)− p(x∗)= (x − x∗)
(
−1+ d
d
(x + x∗)+ 1− (1− d)δ
)
= (x − x∗)
(
−1+ d
d
(x + x∗ + s − 1− ds)
+ 1+ d
d
(s − 1− ds)+ 1− (1− d)δ
)
=−1+ d
dδ
ψ(x)(x + s − 1)
+
(
1+ d
d
(s − 1− ds)+ 1− (1− d)δ)(x − x∗
)
.
Division of ϕ(x)h′(x) by ψ(x)/dδ yields
dδ
ϕ(x)h′(x)
ψ(x)
= dδ
ψ(x)
(
p(x)− p(x∗)+ p(x∗)+ ψ(x)
dδ
(x + dδ)
)
= dδ
ψ(x)
(
−1+ d
dδ
ψ(x)(x + s − 1)
+
[
1+ d
d
(s − 1− ds)+ 1− (1− d)δ
]
(x − x∗)
)
+ dp(x∗) x + s − 1
(x − x∗)(x + x∗ + s − 1− ds) + x + dδ
=−dx + dδ− (1+ d)(s − 1)
+ dp(x∗) x + s − 1
(x − x∗)(x + x∗ + s − 1− ds)
+ ((1+ d)(s − 1− ds)+ d − dδ(1− d)) x + s − 1
x + x∗ + s − 1− ds
=−dx − d(1+ d)s + d + d2δ
− (x∗ − ds)[(1+ d)(s − 1− ds)+ d − dδ(1− d)]
x + x∗ + s − 1− ds
+ dp(x∗)
(
x∗ + s − 1
2x∗ + s − 1− ds ·
1
x − x∗
+ x∗ − ds
2x∗ + s − 1− ds ·
1
x + x∗ + s − 1− ds
)
=−dx − d(1+ d)s + d + d2δ+ dp(x∗)(x∗ + s − 1)
2x∗ + s − 1− ds ·
1
x − x∗
+ x∗ − ds
2x∗ + s − 1− ds ·
D
x + x∗ + s − 1− ds ,
where
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(
(1+ d)(s − 1− ds)+ d − dδ(1− d))
=−(1+ d)x2∗ − 2(1+ d)(s − 1− ds)x∗ − d
(
1− (1− d)δ)x∗ + d2Aδ
− (1+ d)(s − 1− ds)2 − (s − 1− ds)(d − d(1− d)δ)
=−(1+ d)(x∗ + s − 1− ds)2 − d
(
1− (1− d)δ)(x∗ + s − 1− ds)+ d2Aδ
=−(x∗ + s − 1− ds)2 − dx∗(x∗ + s − 1− ds)
− d(s − 1− ds)(x∗ + s − 1− ds)
− d(1− (1− d)δ)(x∗ + s − 1− ds)+ d2Aδ
=−(x∗ + s − 1− ds)2 − d2A(s − δ)− d(1− d)(s − δ)(x∗ + s − 1− ds).
Now from (A1), (1.7) and (1.9), we have D < 0. Since (ds + s − 1)ψ(ds) = dsδ(s −
1−A) > 0, hence from (1.7), (1.9) and (2.3), we obtain x∗ − ds < 0. This implies
dδ
d
dx
(
ϕ(x)h′(x)
ψ(x)
)
=−d − x∗ + s − 1
2x∗ + s − 1− ds ·
dp(x∗)
(x − x∗)2
− x∗ − ds
2x∗ + s − 1− ds ·
D
(x + x∗ + s − 1− ds)2 < 0
for x ∈ (0,1)− {x∗}. This proves the theorem. ✷
3. Discussion
For completeness, we summarize global results (Theorem 3.1 in [4], Corollary 2.1 in
[8] and Theorem 2.1) for system (1.3) in Table 1.
To facilitate the discussion, we need a lemma.
Lemma 3.1. Assume that 0 < d < (1+A)−1.
(a) If s max{δ, dδ/(1+ d)+ 1/(1− d2)} then tr(J (x∗, y∗)) 0.
(b) If s > max{δ, dδ/(1+ d) + 1/(1− d2)} then there exists 0 < A∗ < (1− d)/d ≡ A1
such that tr(J (x∗, y∗)) < (>)0 if and only if A> (<)A∗.
Proof. From (1.8) and (1.5), we have
tr
(
J (x∗, y∗)
)=−x∗ + (s − δ)x∗y∗
(x∗ + y∗ +A)2 . (3.1)
Table 1
Complete global results of system (1.2)
Conditions Results
(1) d  (1+A)−1 (1,0) is globally asymptotically stable
(2) d < (1+A)−1, tr(J (x∗, y∗)) 0 (x∗, y∗) is globally asymptotically stable
(3) d < (1+A)−1, tr(J (x∗, y∗)) > 0 There is an exactly one limit cycle
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tr
(
J (x∗, y∗)
)=−(1+ (s − δ)d
s
)
x∗ + (s − δ)d
s
=
(
1+ (s − δ)d
s
)(
(s − δ)d
s + (s − δ)d − x∗
)
(3.2)
≡
(
1+ (s − δ)d
s
)
(C − x∗). (3.3)
Note that C is defined by (3.2), (3.3) and C ∈ (0,1). Moreover, C + s − 1− ds  0 if and
only if s  dδ/(1+ d)+ 1/(1− d2).
Now for part (a), if s  δ then from (3.1), tr(J (x∗, y∗)) < 0. If δ < s  dδ/(1+ d)+
1/(1− d2) then C(C + s − 1 − ds)  0 < dAs = x∗(x∗ + s − 1 − ds). From (1.7), we
have C  x∗ for all A ∈ (0,A1). Consequently, tr(J (x∗, y∗)) 0.
For part (b), let A∗ = C(C+ s−1−ds)/ds.Hence, 0<A∗ < 1 · (1+ s−1−ds)/ds =
A1 and x∗(A∗)(x∗(A∗)+s−1−ds)= dA∗s = C(C+s−1−ds). This gives x∗(A∗)= C.
From the second equation in (1.6), we can solve x∗ in terms of A and give
x∗(A)= 12
(
1− s(1− d)+
√(
s(1− d)− 1)2 + 4dAs ).
Differentiation x∗ with respect to A and using (1.7), yields
∂x∗
∂A
= ds
2x∗ + s − 1− ds > 0.
Thus, from (3.3), we have A< (>)A∗ if and only if tr(J (x∗, y∗)) > (<)0. This completes
the proof. ✷
Recall that s =m/br , δ =mε/cr , d = cµ/mε, A= a/Kc. Since µKmε/(Kc+ a)
is equivalent to d  (1 + A)−1 and the first assertion in Table 1, we conclude that while
the death rate of predator is larger than its maximum growth rate then the predator will go
extinction.
Next, assume d < (1 +A)−1. This is equivalent to 0 <A< A1. From Lemma 3.1, we
know that the global behavior of solutions of system (1.3) are determined by the following
two cases.
Case 1. s max{δ, dδ/(1+ d)+ 1/(1− d2)} or equivalently
b min
{
c
ε
,
m2ε2 − c2µ2
µε(mε− cµ)+mrε2
}
.
It follows from the second assertion in Table 1 that (x∗, y∗) is globally asymptotically
stable. In other words, while the death rate of predator is less than its maximum growth
rate and the product of b is large enough then the prey and predator coexist in the form of
equilibrium.
Case 2. s > max{δ, dδ/(1+ d)+ 1/(1− d2)} or equivalently
b < min
{
c
,
m2ε2 − c2µ2
2
}
.ε µε(mε− cµ)+mrε
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Fig. 2. In (a), the parameter region for the existence of A∗ given by Lemma 3.1, when d = 1/4. The unbounded re-
gion, denoted by ∆, is bounded by the s-axe and the two lines defined by s = δ and s = ds/(1+ d)+1/(1− d2).
The graphs of A=A∗(s) are given in (b)–(d) with d = 1/4 and different δ.
Let K∗ = a/cA∗ and K1 = a/cA1. Then from the assertions (2) and (3) in Table 1, we
obtain that the prey and predator will coexist in equilibrium form if K1 <K <K∗ and the
prey and predator populations exhibit periodic oscillation if K >K∗.
From the above discussion, we know that when the interference between predators is too
weak then the scenario of system (1.2) is similar to the corresponding system with b = 0.
On the other hand, if the interference between predators is strong enough then the system
(1.2) is stable (i.e., the stability of the positive equilibrium will not change no matter how
large the carrying capacity K is).
Acknowledgment
The author would like to thank the referees for their helpful suggestions that improved the presentations in
this paper.
References
[1] P.A. Abrams, L.R. Ginzburg, The nature of predation: prey dependent, ratio-dependent or neither?, Trends
Ecol. Evol. 15 (2000) 337–341.
122 T.-W. Hwang / J. Math. Anal. Appl. 290 (2004) 113–122[2] R. Arditi, L.R. Ginzburg, Coupling in predator–prey dynamics: ratio-dependence, J. Theor. Biol. 139 (1989)
311–326.
[3] J.R. Beddington, Mutual interference between parasites or predators and its effect on searching efficiency, J.
Animal Ecol. 44 (1975) 331–340.
[4] R.S. Cantrell, C. Cosner, On the dynamics of predator–prey models with the Beddington–DeAngelis func-
tional response, J. Math. Anal. Appl. 257 (2001) 206–222.
[5] C. Cosner, D.L. DeAngelis, J.S. Ault, D.B. Olson, Effects of spatial grouping on the functional response of
predators, Theor. Pop. Biol. 56 (1999) 65–75.
[6] D.L. DeAngelis, R.A. Goldstein, R.V. O’Neill, A model for trophic interaction, Ecology 56 (1975) 881–892.
[7] T.W. Hwang, Uniqueness of limit cycle for Gause-type predator–prey systems, J. Math. Anal. Appl. 238
(1999) 179–195.
[8] T.W. Hwang, Global analysis of the predator–prey system with Beddington–DeAngelis functional response,
J. Math. Anal. Appl. 281 (2003) 395–401.
[9] Y. Kuang, H.I. Freedman, Uniqueness of limit cycles in Gause-type predator–prey systems, Math. Biosci. 88
(1988) 67–84.
