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Abstract 
The field of automotive electronics is growing exponentially in terms of devices re-
lated to safety, driver assistance and a variety of other nodes connected to infotainment 
systems which become standards with every automobile. Networking protocols con-
nect these systems to provide assistance to drivers. However, the demand of high-
bandwidth to serve applications lead to the necessity of a more flexible communication 
network within the vehicle 
This thesis proposes using optical wireless links in intra-vehicle applications where 
different parts of the vehicle can form signal transferring media. A vehicle chassis can 
be represented as an optical wireless waveguide, where Line-of-sight (LOS) or a dif-
fuse optical wireless link exists.  
In order to predict the validity of the idea, optical wireless channel characteristics 
should be determined. This thesis describes the design of a modified Monte Carlo sim-
ulation tool for modelling a waveguide optical wireless channel. The simulator has the 
ability to determine the channel characteristics, and it can also be used more generally 
for indoor systems. The simulator studies the effect of purely diffuse and purely re-
flective materials as well as mixed diffuse-specular materials. The program was vali-
dated by comparing it with other indoor simulation studies and with a laboratory ex-
periment for straight waveguide. 
Emphasis was placed on understanding the requirements of LOS and diffusing optical 
wireless communication links. Results are presented for straight and bent waveguides 
received power, path loss and bandwidth for a series of receiver areas and fields-of-
view. Studying the coupling effect between two waveguides which are different in di-
mensions has been assessed for series of transmitter directions. All studies have been 
undertaken for two types of materials (scattered and reflective) and two kinds of trans-
mitters (omnidirectional and directional).  
The study shows that the waveguides are plausible candidates to convey signals with 
high bandwidth, but a high power transmitter or an array of Light Emitting Diodes 
(LEDs) is needed due to power limitations.
xvii 
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1. Chapter 1: Introduction 
1.1 Introduction 
Optical Wireless Communications (OWC) have turned out to be more mainstream in 
current correspondence frameworks, with numerous applications in various media. 
Few but not all of the advantages which OWC systems carry, compared to Radio Fre-
quency (RF) system, include the license-free high bandwidth as the RF spectrum is 
currently experiencing congestion. Besides, optical links in both the infrared and the 
visible spectrum are not regulated, which has recently allowed to demonstrate Visible 
Light Communication (VLC) system at speeds in excess of3 Gb/s utilizing single LED 
[1]. OWC systems are recognized to have a high level of security for indoor applica-
tions where the optical beam stays within the room and does not pass through wall. 
Another point of preference is the ease of the framework since it benefits from modest 
Infrared (IR) components which can be utilized for enlightenment at the same time.  
Although practically OWC will not totally supplant RF frameworks such as fourth-
generation (4G) wireless networks which can serve 100 Mb/s download data rate for 
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high mobility and it can reach 1Gb/s for low-versatility, during the last decade OWC 
technology proved its capability for handling short-range communication applications 
such as indoor environment and proceeded onward to Optical Wireless Links for Intra-
Satellite communications (OWLS) [2].  
1.2 Optical wireless communication systems 
OWC systems cover Ultra-Violet (UV), Visible Light (VL) and Infrared (IR) commu-
nication systems each with better performance in a specific application. Figure 1-1 
presents the basic components in an OWC system. For example, recently, VL commu-
nication is proposed to be an alternative to IR systems for indoor applications where 
white LEDs are used for both illumination and data transmission. In hospitals, where 
using RF devices is critical due to the probability of interference with other medical 
equipment, OW can be implemented with interference being risk-free. This idea can 
be expanded to any environment where RF interference can cause problems. However, 
a number of challenges should be considered: the high data rate required for transfer-
ring big data which might be limited by LEDs, the effect of the artificial light in the 
room which might cause Inter Symbol Interference (ISI) and the eye and skin safety 
regulations which might limit the value of the transmitted power. 
Terrestrial Free Space Optics (FSO) communication is an outdoor communication sys-
tem used for various applications. Basically, it is a LOS link which can be established 
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between buildings, between buildings and optical fibre networks and the last-mile ac-
cess network [3]. Usually, lasers are used in FSO instead of LEDs. A full duplex FSO 
system between two nodes, which operates in different weather conditions, is becom-
ing more popular in the market, for example [4] proposes a high speed system (80 
Gb/s) using wavelength division multiplexing. The main challenge which OWC sys-
tems face in FSO lies basically in the weather conditions such as rain and fog which 
cause signal attenuation. It is important to keep the LOS link between the transmitter 
and the receiver in order to receive signal successfully with low error probability. 
Modulator Light source
Optical 
system
Optical signal
Electrical 
signal
Amplifier
Light 
detector
Optical 
system
Optical signal
Electrical 
signal
Transmitter
Receiver
 
Figure 1-1  Basic components in an OWC system (adapted from [2]) 
Underwater OWC systems become an interesting domain for research and exploration 
[6]. Wire-line systems might offer real-time communications but with high cost and 
less flexibility, which open the window for light to be an important candidate as a 
communication medium [3]. Absorption and scattering affect the quality of the link 
where absorption tends to attenuate the signal and weaken it while the scattering might 
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distort and deviate the signal from its original path which results in poor received sig-
nal. 
Another application domain where OW can perform well is Intelligent Transportation 
System (ITS). Two vehicles can communicate with each other and/or with road infra-
structure using traffic lights, street lamps and vehicles light to send real time infor-
mation to avoid accidents, help in detecting blind spots and connect to the internet for 
example.  
1.3 Research motivation and contributions 
The main application which drives this work is intra-vehicle communication and inte-
grating OWC within this domain. Intra-vehicle communication is considered as one of 
the ongoing developed domains. The demand for high bandwidth links in order to 
serve multimedia and video signals in addition to the importance of secure connections 
has increased. Generally, the trend is towards replacing the mechanical mechanism 
with electronics and integrated circuits. The main parts of electronics for the car are: 
power-train management, body electronics, infotainment and communications with the 
outside world [7]. The sensors and processors can be connected through wires or wire-
lessly using RF signals. 
As stated before, the transportation systems take place in OW applications, however, 
integrating OW into the body of the vehicle to transmit and receive different control 
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and multimedia signals has not been investigated widely. Other research which pro-
poses using OW within the vehicle limits the application to use OW in the vehicle 
cabin [8] which offers a number of advantages, such as avoiding the RF interference, 
getting the benefit of high bandwidth availability and decreasing the necessity of using 
wires through the vehicle.  
However, other vehicle parts can be used as a medium to transmit the OW signals 
through, an aspect that has not been reported yet. A vehicle chassis can be considered 
as a series of hollow waveguides which allow the light to travel through. Using the in-
built material to transfer different signals will help in lowering the complexity of the 
overall vehicle system. 
No work in the literature has investigated light transmission inside confined environ-
ments in vehicle; therefore, the fundamental goal of this work is to investigate another 
medium for OWC frameworks, in particular waveguides. Channel demonstrating will 
prompt better comprehension of OW channel which helps in designing and building 
reliable communication system. 
The contribution of the thesis can be summarised as follows: 
 It explores a new application area for OWC systems and fill a research gap in 
vehicular communication systems. It introduces new systems which can fulfil 
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different applications requirements within the vehicle. 
 This thesis designs and validates a modified Monte Carlo simulation tool for 
waveguide-based OWC systems which can be used particularly for vehicular 
application. The simulation tool can be also used more generally for other sys-
tems with different configurations. The program takes into account the Phong 
model [9] where both scattered and specular components of reflected rays are 
considered, which adds to previous indoor OWC research where either of these 
components is measured. 
Emphasis was placed on understanding the requirements of waveguide media to trans-
mit OW signals. Therefore, results are presented for different parameters, namely re-
ceived power, path loss, root mean square delay spread and bandwidth for a series of 
receiver areas, receiver FOVs and transmitter directions. Impulse response and fre-
quency response of specific channels based on specific configurations are also pre-
sented. The effect of the material type is explored beside the transmitter level of di-
rectivity within the following environments: 
 The OWC link through a straight waveguide has been studied in addition to 
studying the effect of the bent, and how it shifts the system from a LOS system 
to a diffusing system. 
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 Coupling two waveguides with different dimensions is explored in detail. 
 An analytical study of connecting two waveguides without the use of a coupler 
is provided, including a study of transmitter directivity. 
1.4 Thesis outline 
The thesis consists of three parts: Introduction to Intra-Vehicle Communication (IVC) 
systems and to OWC systems and how it can be implemented in transportation sys-
tems. Building a simulator in order to study and model OW channels through the pro-
posed environment is the second part. The last part simulates various scenarios and 
studies the effects of parameters on channel performance. 
Chapter 2 reviews current IVC systems both wired and wireless systems, with an em-
phasis on technologies’ physical layer. Within this chapter lies the motivation to con-
duct the research in detail. It concentrates on the IVC requirements and current systems 
drawbacks. Then, a new technology, the OWC systems, is proposed to complement 
the current systems. 
Chapter 3 presents an up-to-date detailed study about various channel models devel-
oped for indoor OWC links. For diffused system, where non-line-of-sight (NLOS) ex-
ists between the transmitter and the receiver, reflections play the key role in conveying 
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the signal resulting in multipath behaviour. The studied models investigate the multi-
path and its effect on the system accuracy and computational efficiency. The chapter 
illustrates the theory behind OWC channel modelling which will be the basis for build-
ing the simulator needed to undertake the research. 
Chapter 4 discusses the methodology used for the subsequent chapters along with the 
Monte Carlo Algorithm (MCA) in more detail to build the simulator. This simulator is 
programmed to cover all the scenarios that have been studied over in this research. It 
also provides all the fundamental equations required to study the channel performance. 
The simulation is based on ray tracing theory to capture the light travel from the trans-
mitter to the receiver through the environment. Within the chapter, the primary results 
are presented by comparing the simulation results with a simple experiment study for 
a simple case. 
Chapter 5 analyses the first group of scenarios. It studies the effect of curvature on 
OWC link performance in waveguides. To begin with, since most of the links are 
NLOS, It has been proved that a high number of reflections is essential, which differs 
from other indoor OW channels where normally 3-5 reflections are applied. Then the 
main characteristics of the channel (power distribution, RMS delay spread distribution 
and bandwidth distribution) over the end of the waveguide have been studied. The 
research moves on to study different parameters affects which are the receiver FOV 
and receiver aperture. The study is divided into four groups where two waveguides 
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material and two types of transmitter are used. 
Chapter 6 presents the validity of connecting two waveguides which have different 
dimensions. The coupler behaviour on the light transmission is studied by defining the 
channel characteristics when using short and long couplers and how it affects the re-
ceived power and bandwidth. The transmitter direction plays an important role in the 
quality of the received signal; therefore, it is included in the study. 
Chapter 7 concludes the exploration and reveals insights into conceivable future 
work. Imperative results obtained from previous chapters are condensed and the fea-
sible outcomes for future bearings are discussed. 
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2. Chapter 2: Background and  
Literature Review1 
2.1 Introduction 
Various sectors, from electronic systems through to communication technologies, au-
tomotive control systems or network topology developers, are finding vehicular com-
munications attractive. Current protocols integrate different systems, for example Ad-
vanced Driver Assistance Systems (ADAS), infotainment devices and Antilock Brak-
ing Systems (ABS), into the vehicle. However, different requirements such as high-
bandwidth and more secure and privacy connections make more reliable and flexible 
communication systems vital. 
This chapter deals with the intra-vehicle network technologies presently employed, 
essentially wired and wireless systems. First, it highlights the technologies’ physical 
layer, and second, it looks into the shortcomings in the current systems. This is fol-
lowed by an overview of Optical Wireless (OW) communication systems, which ex-
plores the system configurations together with their components plus the fundamentals 
                                                         
1 This chapter was partly published in [72] and [118]  
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of the channel theory. The chapter ends with a debate on the issue of the possible im-
plementation of OW links replacing or complementing the designs now existing in 
intra-vehicle networks.  
2.2 Intra-Vehicle Communication System Overview 
The upgrading of automobile design has brought with it noticeable increase in vehicle 
electronics. The trend today is for cars to be equipped with electronic systems, which 
are becoming an integral part of the entertaining system, rather than mechanical and 
hydraulic ones. Along with controlling the movements of a car, they set up global con-
nections with the help of a range of network technologies [7][10]. 
Generally, the applications in a vehicle can be divided into five subsystems or fields 
as shown in Figure 2-1, [11][12][13][14][15]. The powertrain subsystem has an intri-
cate and fixed timed set of mechanisms controlling the engine and transmission. A 
remarkably consistent network with a high bandwidth is a prerequisite for this occur-
rence of frequent data transmission so that this real-time information can be commu-
nicated accurately. 
Vehicular system
Powertrain Chassis Body and comfort Safety
Infotainment and 
Telematics  
Figure 2-1 The five embedded vehicular subsystems (adapted from [16]) 
Real-time, high bandwidth and safety critical networks are also present within the 
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chassis domain, and they are generally thought of as encompassing the suspension, 
steering and brakes.  
The body and comfort subsystem includes electronics such as lighting, cruise control, 
air-conditioning, wipers, and locking mechanisms. Although it is important that the 
functionality of these components should be reliable, it is not of critical safety and thus 
does not require a high bandwidth network for which there are a number of elements 
thought of as lesser with respect to cost.   
The safety subsystem is created when a sensor network is connected to impact and 
rollover zones, airbags and seatbelts. The success of a vehicle in delivering quality in 
this network is ultimately a factor into the overall success of its ability to provide the 
driver and/or passengers with information from any unpredictable and perhaps severe 
events. Even though the bandwidth is not an issue (because some of the actuators and 
the sensors are relatively simple), its high availability is of great importance.  
The infotainment and telematics subsystem handles the multimedia and communica-
tions devices such as GPS or computer consoles and audio visual units. Yet, this sub-
system differs from the chassis subsystem since many vehicle manufacturers do not 
consider several of the devices mandatory/compulsory, or they are installed and main-
tained by third parties. It is expected that a network subsystem will mostly require a 
high bandwidth for video and music streaming. Keeping in mind the advancement of 
entertainment and data requirements, which are developing faster than the time be-
tween the purchase of vehicles, subsystems will have to be dependable and to a large 
extent upgradable. 
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2.2.1 Physical Layer Technologies 
Many years ago, there were typically up to 70 Electronic Control Units (ECUs) ex-
changing data in a vehicle [11]. Newer vehicles came with increased functionalities 
giving rise to greater demand on vehicular networks. The need of the hour was higher 
network bandwidth and more reliability but at a lower cost, which is true even today. 
From an engineering point of view, it became clear that with the reduction of the com-
plexity of the network/s and the size, this problem could be solved. This would have 
to be achieved by maintaining or enhancing the capabilities of the requirements of the 
overall network given above [12][15]. In recent years, there have been some proposals 
for wired and wireless solutions or candidate solutions. A broad view of the various 
technologies is shown in Figure 2-2 [16]. 
Intra vehicle networks
Wired Wireless
Electrical Bus Optical bus
CAN
LIN
MOST
TTCAN
TTP
IDB-1394
FlexRay
MOST
Byteflight
IDB-1394
Wi-Fi
UWB
ZigBee
Bluetooth
RFID
Optical Wireless
 
Figure 2-2 Intra-vehicle networks 
Looking at Figure 2-2, one can observe that the names of the wired networks seem to 
be specific to the vehicular markets, which only vehicular engineers can understand. 
On the other hand, the names that the wireless networks have are commonplace names, 
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often widely recognized by the public. A short account of each of the matured wired 
technologies is provided below.   
2.2.1.1. Intra-Vehicle Wired Networks 
Controller Area Network (CAN) 
Robert Bosch GmbH created the CAN protocol, an event driven communication pro-
tocol, in the mid 1980’s [11]. It works at the physical and data link layer of the Open 
System Interconnection (OSI) Reference model. There are different data rates for the 
different versions of CAN, 125 kbps and 1 Mbps, normally 500 kbps, (low and high 
speed CAN protocols respectively) with the two-wire balanced signalling method be-
ing applied [17]. The Society of Automotive Engineers (SAE) classifies the third ver-
sion of CAN as utilizing a single-wire plus-ground as a physical layer. CAN is mainly 
applied in non-automotive applications such as engine management, door and roof, air 
conditioning and lighting (power train applications). It seems to be the most popular 
in-vehicle network protocol. There have been a series of upgrades and advancements 
[18], one of the most important is the Time Triggered CAN protocol TTCAN. This 
lays emphasis on safety critical applications such as fly-by-wire sensors and actuators. 
It uses a bus network topology that operates at 1Mbps [10]. 
Local Interconnect Network (LIN) 
A time-triggered network, the LIN protocol was created in 1999. It employs the mas-
ter/slave mechanism. It is a low speed serial bus in-vehicle communication network 
(25 kbps) resulting in a low cost network. It is primarily used in body applications. 
Being a physical medium, the LIN protocol makes use of a single conductor wire to 
form a 12-V bus [17] and can be made a substitute to CAN when a low data rate is 
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adequate [19]. Basically, the use of LIN exists in simple applications in the body and 
in the comfort electrical subsystems joining the simple sensors and actuators over a 
single wire. Based on a master-slave protocol, LIN can take on unconditional, random, 
event triggered, diagnostic or under defined frame specifications [11]. The Ford Motor 
Company builds network architectures for next generation vehicles of multi levels: 
level one buses are usually for low data rate where LIN can be used, and level two 
buses connect level one buses [20]. 
Media Oriented Systems Transport (MOST) 
In the car manufacturing sector, multimedia has evolved from a plain radio to refined 
entertainment systems that call for the interconnection of CD player, rear-view camera, 
and the navigation display [21]. MOST and CAN may be used together to realise an 
integrated in-vehicle audio and video communication [22]. 
MOST was built so that fast and short-delay networking with high bandwidth for in-
fotainment applications would be possible. It aimed at providing real-time networking 
for safety applications and adopted a logical ring as its topology, which could be in-
strumental on physical or star networks [23].  
MOST versions  
MOST 25: Employing three channels (asynchronous, synchronous and control infor-
mation) this version can reach maximum data rate of 25 Mbps. MOST 25 uses optical 
physical layer: Plastic Optical Fiber (POF) [24], which has resistance against Electro-
magnetic Interference (EMI), is lightweight and has low heat emission. 
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MOST50: This has more flexibility in channel assignment than MOST25, reaching the 
maximum data rate of 50 Mbps. Unlike MOST25, it employs the electrical transmis-
sion over Unshielded Twisted Pair (UTP). 
MOST150: Being the latest version of MOST protocol, its maximum data rate is 150 
Mbps. Like MOST25, MOST150 uses the same physical layer (POF) thus making 
MOST150 the new version of MOST25. MOST150 fully supports real time radio, 
compressed video and asynchronous data to transport simultaneously [25][26].  
FlexRay 
The first version of this protocol was published in 2004. It is a general purpose, high 
speed and fault tolerant protocol developed for time-sensitive and safety critical appli-
cations. It is sometimes deployed with CAN when there is need for a larger data rate 
of up to 20 Mbps, although it is flexible enough to be extended across all subsystem 
applications within the vehicle. The high point of the flexibility of the protocol is the 
capacity to configure a bus, star or multiple star topologies over copper or optical lay-
ers [27]. It consists of event-triggered and time-triggered communications. The proto-
col is used for safety applications and can be said to be the backbone that connects 
heterogeneous networks. 
Time-Triggered Protocol (TTP) 
TTP was developed for those devices that needed time-triggered event solutions. It has 
two versions, TTP/A and TTP/C. While the former is based on a Time Division Mul-
tiple Access (TDMA) master-slave topology, the latter is based on a fully distributed 
TDMA topology. TTP/C has been the most popular variant in recent years. It is set up 
17 
 
with a star bus for fault tolerant applications up to 10Mbps [19][28]. 
IDB – 1394 
The ITS Data Bus employing IEEE 1394 (IDB-1394) technology has been designed 
as a high performance bus useful in multimedia applications. It is presently able to 
transfer at rates of up to 400 Mbps with a possible 1600 Mbps version on the horizon. 
It is capable of both isochronous and asynchronous modes, with the former designed 
for use with high speed cameras and video streaming [29]. 
Byte flight 
Designed by BMW, this 10Mbps optical data bus is meant for applications that com-
bine time sensitive or safety critical operations, for example, airbags. Its flexibility 
makes it deployable in less safety critical electronics within the body and comfort sub-
system [30]. It is, in part, also used in the FlexRay protocol as the protocol can incor-
porate both time and event driven mechanisms and is based upon single point to point 
links [31]. 
Table 2-1 summarizes some information on the physical layer specifications of specific 
intra-vehicle wired networks 
Table 2-1 Some Automotive Physical Layer Technologies (adapted from [14]) 
Protocol Bitrate Medium 
LIN 19.2 kbps Single Wire 
CAN 1 Mbps Twisted Pair 
FlexRay 20 Mbps Twisted Pair/Optical Fibre 
MOST 150 Mbps Optical Fibre 
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2.2.1.2. Intra-Vehicle Wireless Networks 
Looking at the maturity of the wired networks above, researchers are now also focus-
ing their studies upon wireless methods for a number of reasons. Firstly, with the rise 
in the degree of complexity of the vehicles, with more sensors and actuators present, 
more wires are required. At this simple level, the wider audience sees this vehicle as 
both heavier and harder to manufacture; its making and working will cost more. Sec-
ondly, end users today are more involved in interactions with wireless networks and 
so wish to have these included in the vehicular experience too. 
Researchers are focusing on general purpose technologies such as Bluetooth [32], spe-
cific technologies such as a full ZigBee stack [33] and the latest works on the use of 
Ultra-wide band UWB links [34]. 
Bluetooth 
Bluetooth, which is the most commonly used standard today [32], is cheap and capable 
of transmitting voice and data. Its power requirements are low and it can penetrate 
obstacles. However, it cannot handle high data rates making it ineffective for video 
transfer. 
ZigBee 
ZigBee provides high-performance short-range communication with low power con-
sumption. This is the reason why it is a good candidate for automotive applications. 
However, working in the same frequency range as Bluetooth (the ISM Band), there is 
a possibility that these two networks will interfere with each other in the vehicle net-
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work. De Francisco et al. [35] studied how a ZigBee network can simultaneously co-
exist with Bluetooth. Unfortunately, ZigBee is not capable of transmitting video sig-
nals as it can only transfer signals at low to medium data rates. 
Ultra-Wide Band (UWB) 
UWB technology shows promises of a worthy candidate with a capacity of solving 
multipath fading and also with its available spectrum [34]. It is mostly used in indoor 
or confined spaces being of utility in short range applications that have low transmis-
sion power requirements. 
UWB can be used for telematics, multimedia and infotainment applications within the 
vehicle. It is also employed in vehicular radar systems [36][37]. The restrictions of 
UWB arise from the challenge of designing an antenna and a receiver for the different 
applications knowing that UWB is particularly vulnerable to the interference of noise 
coming from other vehicular elements, especially from the engine [38]. 
Radio Frequency ID (RFID) 
RFID networks are formed by tagging objects within the vehicle that need to be 
acknowledged such as safety harnesses and spare wheels. It is possible to communicate 
via a radio frequency signal to the tag on the system the object to be detected by a 
transponder. Even though there have been several ideas proposed in the past, the lim-
itations of power efficiency and the locations of tags within the vehicle cannot be over-
looked [39]. 
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2.2.2 Discussion 
In 1994, the SAE published a classification of in-vehicle networks. It stated that net-
works are only categorized based on bandwidth (data rate) and functions of networks 
[40]. The first category includes low speed/low cost networks with data rates less than 
10 kbps (LIN as an example). The applications of this group are mostly committed to 
the body domain. The second category networks are those operating at data rates of 
between 10 and 125 kbps and are used for general information exchange (low speed 
Controller Area Network (CAN-B) [41] as an example). Differing from the above, the 
third and fourth groups of networks require high speed communication. The data rates 
of the third group of networks range from 125 kbps to 1Mbps. They are used in a wide 
range of applications, especially in powertrain and chassis domains. On the other hand, 
data rates in the fourth group are up to or more than 1 Mbps. They are primarily used 
for telematics (MOST and Bluetooth as wireless communication [42] are the main ex-
amples of networks for telematics data transmission). Furthermore, there are networks 
that provide high data rates (greater than 1 Mbps) such as the TTP/C, FlexRay [43] 
and Byteflight [42][44] protocols  mainly applied to in-vehicle safety applications.  
The cost and weight of a modern automobile’s cable harness is substantial as it may 
weigh up to 30kg.  Also, cable connections need space, and this has to be taken from 
either the doors, columns or the firewall between the engine and the passenger com-
partment [45]. 
The system performance becomes limited due to some shortcomings of intra-vehicle 
networking systems. Some examples are: electrical buses are prone to electromagnetic 
disturbances, the bus line must not be very long, only low signal quality is available 
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and electrical buses are generally unsuitable for high speed data transmission. This 
results in the use of an optical data bus, which is generally insensitive to electromag-
netic disturbances and cross talk effect between lines, significantly higher transmission 
speeds, and also cost and weight savings by the reduction of wiring [24]. 
On the other hand, the radio frequency (RF) wireless medium overcomes few of the 
mentioned disadvantages; however, RF susceptibility restricts the system perfor-
mance.  
2.3 OW Communication System Overview 
The physical layer of an OW communication system depends on optical signals in the 
400-3000 nm band [46]. In communication systems based on RF, the carrier frequency 
ranges from 30 MHz to 5 GHz, while it can go up to 300 GHz for satellite and other 
pointed communication systems [47]. 
An OW communication system making use of an IR carrier is a technology capable of 
bringing together the high bandwidth opportunities within optical fibre systems. Such 
systems have the added benefit of mobility which is a characteristic within RF systems. 
The difference between the RF and OW systems is that the latter has the benefit of 
high speed short to medium range communications operating within a theoretically 
unlimited and unregulated bandwidth spectrum with lower cost components. Table 2-
2 compares radio and IR indoor wireless communications [48]. 
Moreover, OW systems are capable of secure deployments with immunity to adjacent 
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communication cell interference as a result of light’s inability to pass through many 
obstacles [49]. 
Table 2-2 Properties of Radio and IR Wireless (adapted from [48]) 
Property Radio IR Implication for IR 
Bandwidth regulated Yes No 
Approval not required 
Worldwide compatibility 
Passes through walls Yes No 
Inherently secure 
Carrier reuse in adjacent rooms 
Multipath fading Yes No Simple link design 
Multipath dispersion Yes Yes Problematic at high data rates 
Path loss 
High (fre-
quency de-
pendent) 
High Short range 
Dominant noise 
Other users 
(EMI) 
Background 
light 
Short range 
Average power pro-
portional to 
∫|𝑓(𝑡)|2 𝑑𝑡 ∫𝑓(𝑡)𝑑𝑡 
F(t) is the input signal with high 
peak-average ratio 
 
However, the capabilities of OW are not without limitations. It does have some disad-
vantages. With the carrier unable to pass through opaque barriers, it becomes important 
to have a potentially larger number of base stations as they can avoid issues in shad-
owing. In general, the photodetectors are greatly susceptible to concentrated levels of 
background light from the sun or ambient lighting. Another important issue is the need 
to operate a transmitter within an Acceptable Exposure Limit (AEL) so that the users’ 
sight is not affected [50]. 
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2.3.1 Link types in IR systems 
Links can be classified based on two parameters: the angle of the transmitted beam 
and the receiver field of view (FOV), and the relative positions of the transmitter and 
receiver. A directed transmitter comprises a narrow-beam radiation pattern and a di-
rected receiver has a narrow FOV. Similarly, non-directed transmitter consists of a 
broad-beam radiation pattern, whereas non-directed receiver has a wide FOV. A LOS 
exists between them if the receiver gets direct radiation from the transmitter. If this 
direct radiation is not obtained from the transmitter, the receiver gets the radiation from 
reflecting objects, then it is non-LOS [51]. Figure 2-3 illustrates OW link configura-
tions in a room.  
Directed LOS link is used for point-to-point communication links in outdoor environ-
ments, but in certain instances it is used in the indoor environment, too. The source 
transmits an intense narrow beam displaying low power requirements and also creating 
a high-power flux density at the photo detector. Moreover, the LOS link has the ability 
to provide the high data rate (hundreds of Mbps) for up to 5 km distance [52]. In a 
directed LOS link, the noise emitted from the ambient light sources is to a great extent 
rejected when used with a narrow FOV receiver [52] and the signal distortion due to 
multipath dispersion is almost neglected.  Thus, the data rate is restricted by free-space 
path loss [52][53][54]. Turning now to the disadvantages: the coverage area of a signal 
channel could be very small for indoor applications; therefore, it can pose a problem 
while providing area coverage and roaming. As receiver and transmitter modules have 
to be aligned, directed LOS links cannot support mobile users when using wide FOV 
receiver, the configuration is called hybrid configuration. 
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Figure 2-3 OW Link configurations (a) Directed LOS, (b) Non directed LOS, (c) 
Diffused, (adapted from [48]) 
Non-directed LOS links which are widely known as the most flexible configuration 
for indoor applications use wide beam transmitters and wide FOV receivers. The beam 
scatters from surfaces within the room (indoor environment) for a wider coverage area, 
consequently giving an optical medium similar to RF, offering data rates in excess of 
150 Mbps. Non-directed links are appropriate for point to multipoint broadcast appli-
cations providing the ability to overcome shadowing and blockage; not needing any 
alignment or tracking. Most of the received power comes from reflections from object 
surfaces within rooms, which allows the photodetector to detect the transmitted light 
from diverse directions. On the other hand, they face a high optical path loss (thus 
higher transmit power is needed) and must also cope with multipath-induced disper-
sion. Multipath propagation gives rise to (ISI); however, as a result of the large detector 
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sizes when compared with the wavelength, it does not lead to multipath fading in in-
door IR systems resulting in limiting the data rate to around a few Mbps in a normal 
size room.  
A diffuse configuration is also identified as nondirected NLOS proposed in [55]. In the 
indoor environment, the transmitter direction is straight towards the ceiling emitting a 
wide IR beam. It does not require perfect alignment of the transmitter and receiver 
modules. Neither does it require a LOS path to be maintained being almost immune to 
blockage of the transmission path.  Besides, it is also very flexible and can be effi-
ciently used for both infrastructure and ad hoc networks [52][55]. 
Unfortunately, diffuse links have to withstand high path loss, usually 50–70 dB for a 
horizontal separation of 5 m [56]. This path loss can be even more if a temporary ob-
struction (for example a person) obscures the receiver blocking the main signal path; 
this situation is known as shadowing [56]. Furthermore, a wide FOV photodetector 
normally gathers signals that have undergone one or more reflections from ceilings, 
walls and other room objects. The received signal may have to experience severe mul-
tipath dispersion with the transmitted pulses spreading out across alternative routes of 
varied lengths. 
2.3.2 OW system hardware 
Transmitter: The transmitter converts the electrical signal into an optical signal. It 
comprises an interface circuit and source drive circuit where the drive circuit trans-
forms the electrical signal into an optical one with the help of light source. There are 
two options in practical circuits for a light source, Light Emitting Diodes (LEDs) and 
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Laser Diodes (LDs). Both are useful in specific systems [57]. 
Broad bandwidths and high launch powers make LDs fit for outdoor applications. As 
they produce narrow optical beams, they may need a diffuse lens if a wide beam is 
required. LDs provide a larger modulation bandwidth and higher optical power output 
than LEDs. Also, LDs that are commercially available have a fairly linear and efficient 
electrical to optical conversion (conversion efficiency ranges from 30-70%) above the 
lasing threshold [58]. This allows multilevel modulation schemes to be applied in the 
indoor OW link. Yet, for obtaining a wider scale employment the following issues have 
to be considered: cost, the need to render the LDs eye safe and further requirements of 
threshold and temperature control [2]. The consideration of safety issues is of im-
portance as LDs emit high power making it imperative to consider the LED alternative. 
Normally, LEDs are inexpensive and not easily damaged [59]. Safety standards uphold 
the use of all indoor applications with Class 1 eye safe, and so LEDs are mainly used 
in indoor systems rather than LDs.  
The choice between these two light sources actually depends on the particular appli-
cation requirements.  
Receiver: The receiver comprises an optical detector and signal conditioning circuit. 
Its role is that of converting the transmitted optical power into electrical signals.  
The two options for a photodetector are PIN diodes and Avalanche Photodiodes APD. 
A PIN is often preferred as it has good quantum efficiency and is low-cost whereas an 
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APD 10-15 dB is more sensitive but has little tolerance to temperature fluctuations 
[60].  
While designing an OW system, apart from the safety issues, noise is another important 
factor that has to be taken into consideration. Out of the many sources of noise, the 
ones having the greatest impact are the thermal noise or receiver noise and the back-
ground noise. Sunlight and light from incandescent and fluorescent lamps are the 
sources of background noise. These are known to be the major sources of noise due to 
their radiation being in the same wavelength as the IR data signal. Thermal noise is 
generated at the receiver’s side and depends on the type of preamplifier used. 
Channel: In nearly all short range and confined deployments, such as indoors, or as 
will be seen, in-vehicle, the single practical transmission technique is intensity modu-
lation direct detection (IM/DD), as shown in Figure 2-4. 
Optical Wireless 
Channel h(t)
+
Input signal 
(optical) s(t)
Output signal 
(photocurrent) y(t)
Noise n(t)
 
Figure 2-4  IM/DD Equivalent Baseband Model of an OW System (adapted from [49]) 
This has a suitable device such as an LD or LED for emitting an instantaneous optical 
power s(t) that propagates through a linear channel with impulse response h(t) until 
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the time it is incident upon an optical detector at the receiver. The photodetector nor-
mally has a surface area of between 106 and 108 square wavelengths, and this makes it 
is possible to assume optical incoherence. Thus, the received signal y(t) is nothing but 
the integration of the detected optical power over the surface of the detectors, multi-
plied by its responsivity, R. Besides, if one assumes that the system is operating in the 
presence of intense IR and possible background radiation, y(t) will also comprise an 
additive white Gaussian noise term n(t) such that: 
𝑦(𝑡) = 𝑅 𝑠(𝑡) ∗ ℎ(𝑡) + 𝑛(𝑡) (2.1) 
where * denotes convolution. As s(t) is a power quantity, it cannot be negative, such 
that the average transmitted optical power, Pt , is proportional to the time integral of 
s(t): 
𝑃𝑡 = lim
𝑇→∞
1
2𝑇
∫ 𝑠(𝑡)𝑑𝑡
𝑇
−𝑇
   𝑓𝑜𝑟 𝑡 ≥ 0 (2.2) 
Assuming h(t) is known, the total optical path gain is given by: 
𝐻(0) =  ∫ ℎ(𝑡)𝑑𝑡
∞
−∞
  (2.3) 
Such that the received power is given by 
𝑃𝑟 = 𝐻(0)𝑃𝑡 (2.4) 
where from Equation 2.4 it is possible to see that the aim should be to maximise Pr by 
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a combination of minimising the path loss and increasing the average transmitted 
power, yet remaining within the maximum permissible AEL. An OW system designer 
finds it very challenging to determine or predict the impulse response, h(t) since this 
is unique to a given source and receiver configuration within the environment in which 
they are deployed. Thus, the position and orientation of the transmitter and receiver, 
and its respective properties of radiation emission pattern, FOV and active collection 
area, are all factors of h(t). There is an endless number of potential responses when 
one combines these with the dimensions of the environment and any object enclosed, 
together with their respective reflectivity properties. 
2.4 OW applications in automotive Systems 
OW communication systems have found their way into aerospace applications, air 
craft environment and transportation systems and are considered to be strong candi-
dates to be applied in both Unmanned Air and Underwater Vehicles (UAV and UUV) 
after intensive improvements to optoelectronic parts, circuits and front-end electronics  
reported by Arruego et al. [61]. Their study reports ten years of research and develop-
ments in OW Links to intra-Spacecraft communications (OWLS) which took place in 
the early 2000s. Several communication protocols were adapted to OWLS (for exam-
ple, CAN). Another study presents OW link performance between Low Earth Orbit 
satellites [62]. 
Several studies have been performed to evaluate the availability of OW links in aircraft 
cabins [63]-[66]. Such links benefit from the freedom of interference with avionics. 
However, eye safety regulations should be considered while designing the system. 
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Moving towards vehicle communication systems, OW links have been found useful in 
terms of vehicle to vehicle (V2V) networks, Vehicle to Infrastructure networks (V2I) 
and Infrastructure to Vehicle networks (I2V) [67]-[70]. Visible Light Communications 
(VLC) has been integrated into Intelligent Transportation Systems (ITS) using LEDs 
existing in vehicles while it offers both safer and faster systems in vehicles.  
2.4.1 OW application in intra vehicle environment 
Looking at all the constraints on an OW communication system, one might wonder 
how it would be feasible for it to compete with the conventional methods described 
earlier for intra-vehicle communications 
In effect, [71] and [72] suggested building OW links within the vehicle to take ad-
vantage of their positive characteristics; high security, high bandwidth, low-cost sys-
tem and immunity to EMI. Higgins et al. [73] provides an initial analysis into the fea-
sibility of implementing an OW communication system for IVC. The study shows the 
possibility of offering a high bandwidth system within an empty car cabin with negli-
gible delay. The study is improved to incorporate passenger presence [74] and all re-
sults support the possibility of employing OW in intra-vehicle applications. 
Other vehicle parts can be used as pathways for the OW signal; for example, the vehi-
cle frame or the engine compartment. Both the doors and the vehicle frame form po-
tential waveguiding structures that are free of sun and ambient light. Concentrating on 
the vehicle frame as a transmission medium, a waveguide in a vehicle can be defined 
by a sequence of tubes with different shapes; straight, bent and T- shaped, with rectan-
gular and circular cross sections as shown in Figure 2-5. The metal structure is assumed 
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to be clean with smooth polish inner surfaces so manufacture faults are not affecting 
the optical transmission 
 
Figure 2-5 Vehicle chassis (a) general vehicle frame (b) BMW X5 frame 
This application in particular drives the motivation of this study. An OW infrastructure 
can be built within vehicles in order to benefit from the free-space propagation of light 
waves in the near IR band as a transmission medium for communication. As the dis-
tance between transmitter and receiver is relatively short, high data rates can be easily 
achieved in cars. Furthermore, if OW is going to be used in the car structure (doors or 
engine compartment), then eye safety constraints should not be a limiting factor. How-
ever, the nature of the vehicle frame as a sequence of waveguides might not allow for 
LOS system which decreases the maximum data rate the system can serve. Another 
challenge OW system faces in this environment is signal-to-ratio (SNR) value which 
depends on the optical signal power. 
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2.5 Conclusions 
In this chapter, an overview study of intra-vehicle communication system and OW 
communications have been presented. Protocols presently used in vehicles have been 
studied emphasising on the physical layer used and the requirements for each protocol. 
Wires (electrical and optical) or a wireless medium (RF domain) are used to transfer 
the signals.  
The general OW communication system has been studied starting from the link con-
figurations via a transmitter/receiver overview to end with a presentation of the OW 
channel. This leads to the next chapter, where an intensive review of OW channel 
models is presented.
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3. Chapter 3: Indoor Optical 
Wireless Channel Models  
3.1. Introduction 
In the previous chapter, the concept of an OWC system as well as the fundamentals of 
relevant transmitters and receivers were discussed. The main and proposed applica-
tions of an OWC system in transportation systems have been addressed. 
Since the main application which drives the motivation of this work is studying the 
possibility of integrating OW communication systems in intra-vehicle networks, then 
we need to model the channel through which the OW signal is passing. As discussed 
earlier, the vehicle frame potentially constitutes a series of optical waveguides due to 
its structure. The light can be transmitted from one end, travelling through the frame 
until it reaches the receiver in the other end of the frame. The frame can be considered 
as hollow tubes with specific shapes; straight, bent, and T-shaped with rectangular and 
circular cross sections. 
In order to build the channel model, firstly in this chapter, an intensive up-to-date study 
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of different OW channel models is presented. This study is quite important because of 
the significance the channel impulse response has in evaluating the performance of the 
system. Several algorithms have been suggested to calculate the impulse response and 
its related characteristics (Root Mean Square (RMS) delay, bandwidth, received 
power, and data rate) which define the link performance. 
Channel models are compared in terms of computation speed, complexity and accu-
racy. 
3.2. System model 
A vehicle frame constitutes a structure which can be viewed as an optical waveguide. 
An optical beam will reach the receiver after undergoing quite a number of reflections. 
Therefore, a relatively high power is required at the transmitter. The signal is dispersed 
in time due to multipath propagation which results in reduced pulse amplitude and 
increased delay spread and causes ISI. 
The vehicle frame environment is similar to an indoor environment, as it forms a 
closed medium. In addition, it benefits from the absence of sun and ambient light, 
which leaves the noise sources to be only the component noise. The channel configu-
ration mainly consists of non-directed diffused links, where LOS and NLOS paths ex-
ist. 
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3.3. System characterization 
In order to study channel models, first, we need to define the system elements. Source, 
detector and reflector (environment) mathematical characteristics are explained in the 
following subsections. 
3.3.1. Source model 
An optical source may be represented mathematically by a number of factors: a unit-
length orientation vector ?̂?𝑆, a position vector pS, a transmitted power Ps, and an emis-
sion pattern I(ϕ,θ), where ϕ and θ are azimuth and polar angles respectively. The emis-
sion pattern refers to the light strength in any direction from the light source.  
In a conventional OWC channel, the source follows a Lambertian radiation pattern 
model, where it has uniaxial symmetry and it means that it is independent of ϕ and 
proportional to the viewing angle: 
𝐼(𝜃) =  
𝑛+1
2𝜋
  𝑃𝑠 𝑐𝑜𝑠
𝑛(𝜃)      𝑓𝑜𝑟 𝜃 𝜖 [−
𝜋
2
,
𝜋
2
]  (3.1) 
where n is the mode number of the radiation lobe, which specifies the directionality of 
the source. The higher the n, the higher the directionality. n=1 corresponds to a con-
ventional Lambertian source: 
𝑛 =  − 
0.693
𝑙𝑛[𝑐𝑜𝑠(℧)]
   (3.2) 
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where Ʊ is the LED half power transmission angle. 
Commercial LEDs such as the NSPW345CS from Nichra and the LUXEON Rebel 
from Lumileds/Philips, have rotational asymmetries appearing in the emission pattern. 
Therefore, a more general mathematical model is needed. The radiation pattern can be 
modelled by using analytical approximations or Monte Carlo ray tracing [75][76][77], 
or by using a more recent analytical model whereby emitting surfaces are taken into 
consideration [78]. The sum of two or three Gaussian or cosine-power functions [79] 
represents the LED radiation pattern. For the aforementioned LEDs the radiation pat-
terns are illustrated in Figure 3-1, and can be expressed respectively [80]: 
𝐼(𝜃, 𝜙) =  ∑ 𝑔1𝑖 𝑒𝑥𝑝 [−(|𝜃| − 𝑔2𝑖)
2  (
𝑐𝑜𝑠2𝜙
(𝑔3𝑖)2
+ 
𝑠𝑖𝑛2 𝜙
(𝑔4𝑖)2
)]𝑖   (3.3) 
where g11= 0.13, g21 = 45˚, g31= g41 =18˚, g12 = 1, g22= 0, g32 =38˚, g42 =22˚, and ϕ 
is the azimuth angle off the initial direction within the plane that is parallel to the emit-
ting surface of LED, and 
𝐼(𝜃) =  ∑ 𝑔1𝑖 𝑒𝑥𝑝 [− (
|𝜃|− 𝑔2𝑖
𝑔3𝑖
)
2
]𝑖      (3.4) 
where g11 = 0.76, g21 = 0˚, g31 =29˚, g12 = 1.10, g22 =45˚, and g32 = 21˚.  
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Figure 3-1 2-D radiation pattern of (a) Lambertian; n=1, (b) NSPW345CS from Nichia, 
(b) LUXEON Rebel from Lumileds Philips [80] 
The optical source has a direct effect on the indoor OWC channel performance and by 
optimizing the source Lambertian order the transmission bandwidth will be improved 
in an NLOS OWC system [81]. In addition, using a tuned elliptical Lambertian beam 
model instead of a conventional circular Lambertian beam offers higher transmission 
bandwidth [82]. An IR source is modelled by a Lambertian model which will be used 
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in this work. 
3.3.2. Detector model  
At the receiver side, the receiver is defined mathematically by four of parameters; the 
orientation vector ?̂?𝑅, the position vector 𝒑𝑅, the area AR, and the FOV. The receiver 
senses the light whose angle of incidence is less than FOV: 
𝐷(𝜃, 𝐹𝑂𝑉) =  {
𝐴𝑅 𝑐𝑜𝑠(𝜃)          𝑓𝑜𝑟  𝜃 ≤ 𝐹𝑂𝑉
0                          𝑓𝑜𝑟  𝜃 > 𝐹𝑂𝑉
   (3.5) 
3.3.3. Reflector model 
Reflectors are points within environments receiving light rays which either absorb or 
reflect them. Therefore, they act as a receiver when the light hits the surface, and then 
they act as a transmitter if they reflect the light. The area of a reflector element is dA. 
Reflections can contain specular and diffusive components. When the specular com-
ponent is dominant the reflection pattern is approximated by the model of Phong [9]. 
When the diffusive component is dominant, the reflection pattern is approximated by 
a Lambertian model. 
The reflection characteristics of any surface depend on several factors, such as the 
surface material, the wavelength of the incident radiation, and the angle of incidence. 
Specular reflection results from a smooth surface, whereas diffuse reflection results 
from a rough surface. The roughness is determined according to the Rayleigh criterion 
39 
 
[9]: 
𝜁 <  
𝜆
8 𝑠𝑖𝑛𝜃𝑖
  (3.6) 
where 𝜁 is the maximum height of the surface irregularities, 𝜆 is the wavelength of the 
incident radiation and 𝜃𝑖 is the angle of incidence. For IR radiation with 𝜆 = 800 𝑛𝑚 
and for normal incidence, a surface is rough for 𝜁 > 0.1 𝜇𝑚. 
Lambertian model: The reflection pattern for rough surfaces is modelled using a Lam-
bertian model which is defined by: 
𝐸(𝜃0) =  𝜌 𝐸𝑖
1
𝜋
cos(𝜃0)  (3.7) 
where ρ is the surface reflection coefficient,  Ei is the incident optical power and θo is 
the observation angle. 
Phong model: The reflection pattern for smooth surfaces is approximated using the 
Phong model by: 
𝑅(𝜃𝑖, 𝜃0) = 𝜌 𝑅𝑖   [
𝑛+1
2𝜋
 𝑟𝑑 𝑐𝑜𝑠
𝑛(𝜃0) + (1 − 𝑟𝑑) 
𝑚+1
2𝜋
 𝑐𝑜𝑠𝑚(𝜃0 − 𝜃𝑖)] (3.8) 
where 𝑟𝑑 is the percentage of incident signal that is reflected diffusely (𝑟𝑑𝜖 [0,1]), and 
m represents the directivity of the specular component. 
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3.4. Channel models 
3.4.1. Gfeller model 
The first OW link was described by Gfeller et al. [55] in 1979. The authors proposed 
a wireless broadcast/multi-access channel in an empty rectangular room in an in-house 
environment. The transmission medium used of radiation at 950nm wavelength and 
the study showed that using an optical wireless channel is feasible for low-to-medium 
speed at low error rates for a range of up to 50m.  
Both theoretical analysis and experimental demonstrations were presented in the work. 
A bandwidth-distance product was approximated in the presence of multipath propa-
gation for a specific room size and specific system configuration taking into account 
single reflections only. It was shown that for a small room (5m diameter), the trans-
mission speed could reach 52 Mbit/s and the bandwidth-distance product was 260 
Mbit.m/s. The experiments used digital links for baseband PCM and PSK modulations 
at 125 Kbit/s and 64 Kbit/s respectively. 
Gfeller et al. simulated a basic diffuse OW channel in an office room as illustrated in 
Figure 3-2. The transmitter was an LED and its radiation characteristics were modelled 
by a generalized Lambertian law: 
𝑑𝑃ς = 
𝑛+1
2 𝜋
 𝑐𝑜𝑠𝑛(𝜃)𝑃𝑠 𝑑ς  (3.9) 
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where Ps represents the total transmitted power, 𝑑𝑃ς is the power radiated into the solid 
angle dϛ, n is the mode number and θ is the polar angle. 
The power transmitted from the LED hit the surface A (with reflection coefficient ρ) 
and was reflected from the surface element dA which emits radiation E, given by: 
𝐸 =  
𝑑𝑃𝐴
𝑑𝐴
= 
𝑛 +1
2𝜋𝐷1
2  𝑃𝑠 𝜌 𝑐𝑜𝑠
𝑛(𝜃𝑖)cos (𝛽)  (3.10) 
where: 
𝑑ς =  
𝑑𝐴
𝐷1
2  , 𝐷1
2 ≫ 𝑑𝐴  (3.11) 
 
Figure 3-2  Simulation model of the diffuse optical channel (adapted from [55]) 
The receiver was a photodiode with a photosensitive area AR, and FOV. The collected 
power dPRA from dA is: 
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𝑑𝑃𝑅𝐴 = 𝐸 
𝐴𝑅
𝐷2
2 𝜋
  cos(𝛾) cos(𝛿𝑖) 𝑟𝑒𝑐𝑡(𝛿𝑖)𝑑𝐴 (3.12) 
where 
𝑟𝑒𝑐𝑡(𝛿𝑖) =  {
1,   𝑖𝑓 |𝛿𝑖|  ≤ 𝐹𝑂𝑉
0,   𝑖𝑓 |𝛿𝑖|  > 𝐹𝑂𝑉
 (3.13) 
To find the total received power from the first and only reflections, the equation (3.12) 
is integrated over the reflecting area A: 
𝑃𝑅𝐴 =  
𝑛+1
2 𝜋2
 𝑃𝑇  ∫ 𝜌 𝑐𝑜𝑠
𝑛(𝜃𝑖) cos(𝛽) cos(𝛾) cos(𝛿𝑖) 𝑟𝑒𝑐𝑡(𝛿𝑖) 
𝐴𝑅
𝐷1
2 𝐷2
2  𝑑𝐴 (3.14) 
If the transmitter is located within the receiver FOV then the power which reaches the 
photodiode through LOS is given by: 
𝑃𝑅𝑑 =  
𝑛+1
2 𝜋
 𝑃𝑇 𝑐𝑜𝑠
𝑛(𝜃𝑑) cos(𝛿𝑑) 𝑟𝑒𝑐𝑡(𝛿𝑑) 
𝐴𝑅
𝐷3
2  (3.15) 
The total received power is: 
𝑃𝑅 = 𝑃𝑅𝐴 +  𝑃𝑅𝑑  (3.16) 
The Gfeller model can be used to predict the total received power in order to analyse 
the link budget, but getting further useful results (such as: bandwidth, data rate and 
RMS delay spread) is not possible. 
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3.4.2. Recursive model 
The previous model is not enough to analyse the impulse response of an OW channel 
due to the limitation of the number of reflections. The signal which undergoes several 
reflections will experience multipath propagation, which causes a spread of the trans-
mitted pulse over time. This temporal spread could cause ISI and signal distortion. 
Therefore, after presenting experimental measurements [83] [84], Barry et al. proposed 
a general computational method which theoretically can cover any number of reflec-
tions for the OW channel. 
Similar to the Gfeller model, Barry et al limited the model to that for an empty rectan-
gular room [85], where the transmitter and receiver were arbitrarily placed in fixed 
positions and reflecting surfaces (ceiling, walls and floor) were purely diffusive; an 
ideal Lambertian situation. Simulation and experimental results were compared in or-
der to verify the reliability of the proposed algorithm.  
The system elements: source, detector and reflectors are defined in section 3.1. The 
radiation pattern of the source and the reflectors followed a Lambertian model, where 
n=1 which made the reflected radiation independent of the angle of the incident radi-
ation. Each surface in the room was divided into N numbers of reflectors, each with an 
area = dA.  
When an LOS link between the transmitter and receiver exists, Figure 3-3, the signal 
44 
 
will reach the receiver virtually instantly. The impulse response is given by: 
ℎ0(𝑡; 𝑆; 𝑅) ≈  
𝑛+1
2𝜋
 𝑐𝑜𝑠𝑛(𝜙) cos(𝜃)
𝐴𝑅
𝐷2
 𝑟𝑒𝑐𝑡 (
𝜃
𝐹𝑂𝑉
) 𝛿(𝑡 −
𝐷
𝑐
)  (3.17) 
where the distance between the transmitter and receiver is D, the rectangular function 
is defined in equation 3.13 and c is the speed of light. 
 
Figure 33-3 Geometry of LOS link between source and receiver (adapted from [85]) 
When light reaches the receiver after a number of reflections, it suffers from path loss 
and multipath dispersion. Barry et al derived the impulse response for an infinite num-
ber of reflections as 
ℎ(𝑡; 𝑆, 𝑅) =  ∑ ℎ𝑘(𝑡; 𝑆, 𝑅) 
∞
𝑘=0   (3.18) 
where hk(t) is the response of the light undergoing k reflections: 
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ℎ𝑘(𝑡; 𝑆, 𝑅) ≈
𝑛+1
2𝜋
∑
𝜌𝑖𝑐𝑜𝑠
𝑛(𝜙)𝑐𝑜𝑠 (𝜃)
𝐷2
 𝑟𝑒𝑐𝑡 (
2𝜃
𝜋
) ℎ𝑘−1 (𝑡 −
𝐷
𝑐
; {𝒓, ?̂?, 1}, 𝐷)  𝑑𝐴𝑁𝑖=1   (3.19) 
Figure 3-4 shows both frequency and impulse responses for diffused configurations. 
The accuracy of the algorithm increases by increasing the number of reflectors, which 
leads to decreases in the reflector area dA. This spatial discretization causes temporal 
discretization, too. Therefore, the time is divided into time bins of width ∆t: 
∆𝑡 =  
√𝑑𝐴
𝑐
 (3.20) 
From the point of view of the computational complexity, the total number of basic 
calculations needed to find the impulse response is Nk, while the number of unique 
basic calculations is (N+1)2. Despite the algorithm’s ability to find the impulse re-
sponse for an infinite number of reflections, only 3 reflections can be considered prac-
tically, because of the running time required to run the simulation. 
 
Figure 3-4 Experimental and simulated frequency response and impulse response for 
a diffused configuration [85] 
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This model was improved to implement the effect of furniture and people in a room 
[86]. The furniture was assumed to have a rectangular shape and the surface areas were 
parallel with room walls. All surfaces which cannot receive any light were eliminated 
from calculations. It was found that the existence of furniture had a great impact on 
the impulse response. It might make it better or worse depending on the relative posi-
tions of source, receiver and furniture. People were represented by rectangular-shaped 
boxes with appropriate dimensions in the model. In order to simulate an irregular room 
shape, the author replaced any irregularity with large boxes which also had a rectan-
gular shape and modelled the room in the same manner. Another method to simulate 
asymmetrical rooms was proposed in [87]. Lomba et al. developed a simulation which 
evaluated and optimized the power distribution by selecting the appropriate parameters 
for the transmitter and receiver [88]. Other studies based on the Barry model approach 
are [89][90][91][92]. 
3.4.3. Ceiling bounce model 
The main approach when characterising an infrared link in an indoor environment is 
to define the average transmitted power required to achieve a certain bit-error rate for 
a specific modulation scheme. [93] shows that the normalized delay spread and optical 
path loss are enough parameters to predict the channel performance.  
For a channel with impulse response h(t), the optical gain Go is: 
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𝐺𝑜 =  ∫ ℎ(𝑡)𝑑𝑡
∞
−∞
 (3.21) 
and the optical path loss is: 
𝑂𝑃𝐿 = −10 log10 𝐺𝑜 (3.22) 
RMS delay spread is calculated from the impulse response: 
Γ =  [
∫(𝑡−𝜇)2ℎ2(𝑡)𝑑𝑡
∫ℎ2(𝑡)𝑑𝑡
]
1 2⁄
 (3.23) 
where μ is the mean delay: 
𝜇 =  
∫ 𝑡 ℎ2(𝑡)𝑑𝑡
∫ℎ2(𝑡)𝑑𝑡
  (3.24) 
Carruthers et al. in [93] used a ceiling-bounce model to derive a comparatively simple 
equation to represent the impulse response for a specific indoor environment. The 
transmitter and receiver were located in the same horizontal plane at a distance H from 
the ceiling, which is the sole Lambertian-reflector surface in the system. The time 
origin is shifted by b=2H/c, which is the minimum time required for the light to reach 
the receiver after one reflection from the reflector surface. Assuming an optical gain 
Go=1, the OWC channel impulse response and RMS delay spread are:  
ℎ𝑐(𝑡, 𝑏) =  
6𝑏6
(𝑡+𝑏)7
 𝑝(𝑡)  (3.25) 
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where p(t) is a unit step function. 
Γ(ℎ𝑐(𝑡, 𝑏)) =  
𝑏
12
 √
13
11
  (3.26) 
This model is simple and shows the effect of multipath dispersion in spite of the inac-
curacy of the impulse response. However the power requirement for a specific modu-
lation scheme can be predicted. 
3.4.4. DUSTIN algorithm 
In 1997, Lopez-Hernandez developed a new algorithm named DUSTIN to calculate 
the impulse response for an IR wireless channel in an indoor environment [94]. This 
algorithm is faster than previous methods because it uses a smaller number of calcula-
tions, and most calculations can be done in parallel. In addition, it can handle more 
than one receiver. The main concept of the algorithm is that instead of dividing the 
process into specific number of reflections it defines time steps. 
Before starting calculations, the basic parameters are defined. The environment (walls, 
ceiling and floor) is divided into small square cells (with dimensions d×d) and Nx, Ny, 
Nz are the number of cells along the x, y, z axis. The total number of cells is N: 
𝑁 = 2 (𝑁𝑥. 𝑁𝑦 + 𝑁𝑥. 𝑁𝑧 + 𝑁𝑧. 𝑁𝑦) (3.27) 
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Figure 3-5 Room configuration (adapted from DUSTIN algorithm [94]) 
The shortest delay between the cells centres is: 
𝛿 =  
𝑑
√2 𝑐
 (3.28) 
where c is the speed of light. 
The longest delay in the environment is: 
𝑡𝑚𝑎𝑥 =
𝐷
𝑐
= 
√𝑊𝑥
2+𝑊𝑦
2+𝑊𝑧
2 𝑑
𝑐
 (3.29) 
where D is the distance between the far corners in the room, as shown in Figure 3-5. 
Any interaction between cells will take less than M time slots, where M is the lowest 
integer number larger than the ratio between D and d. 
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The workspace is defined as M×N matrix. The element (q,b) represents the power im-
pinging on the bth cell during qth time slot. 
The algorithm is divided into three stages: 1- initialisation, 2- wall processing, 3- cal-
culation of the photodiode response. 
The first stage fills the first row of the workspace with the value of the power reaching 
the cells from the emitter. 
 
Figure 3-6 Impulse response comparison (Barry model and DUSTIN model) [94] 
The second stage fills the rest of the workspace matrix and works basically with the 
cells. We have the initial value for each cell in the first row. The contribution of each 
cell to another is calculated in this stage and saved in the workspace matrix (in the row 
51 
 
given by the delay normalised to δ and in the column of the target cell). 
The third stage calculates the received power to each receiver.  
After filling the workspace matrix properly, another matrix is generated with the num-
ber of columns equal to the number of receivers and the number of rows equal to the 
number of time slots. For each time slot, the power contribution from all cells is known 
from the workspace matrix and the contribution from each cell to the receiver can be 
calculated and summed in order to find the channel impulse response. 
The method is faster than the recursive model and less complex, and a comparison 
with the Barry model is shown in Figure 3-6. 
3.4.5. Statistical model 
Because of the computational complexity of Barry’s method, Perez-Jimenez et al. pro-
posed a statistical model to estimate the impulse response of an optical wireless chan-
nel [95]. The model estimates the delay parameters (τrms and τm), then these values are 
used to fit the h(t) shape with Rayleigh or Gamma distributions and finally the received 
power is calculated using a power budget approximation. The studied indoor environ-
ment is a square room and similarly to the previous study the reflectors are assumed 
to be Lambertian reflectors, as in Figure 3-7. 
52 
 
 
Figure 3-7 Link configuration [95] 
Several channel configurations were tested with total of 1400 measures for the fitting 
process considering two cases: first, the emitter and receiver are pointing to the centre 
of the ceiling and second, the emitter and receiver are pointing vertically. The study 
showed a dependence of the delay parameters with the propagation characteristics (es-
pecially the emitter-reflector-receiver distance derr, the angle between transmitter and 
receiver θ, and the mode number n of the infrared LED radiation pattern). The general 
expression for the delays is: 
𝜏 (𝑛𝑠) = 𝑎 + 𝑏 cos(𝑐𝜃 + 𝑑) (3.30) 
For the first case, the delays can be expressed as: 
𝜏 𝑟𝑚𝑠(𝑛𝑠) = −0.82 𝑛
0.03 + 0.58 𝑛−0.11𝑑𝑒𝑟𝑟 + (−0.54 + 0.19 𝑑𝑒𝑟𝑟) cos(0.019 𝜃 − 0.32) (3.31) 
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𝜏 𝑚(𝑛𝑠) = −0.46 𝑛
0.28 + 0.33 𝑛−0.17𝑑𝑒𝑟𝑟 + (−0.17 𝑛
0.41 + 0.18 𝑛0.26𝑑𝑒𝑟𝑟) cos(0.018 𝜃 − 0.012)
 (3.32) 
 
Figure 3-8 Comparison of measured and estimated normalised impulse response [95] 
While for the second configuration case: 
𝜏 𝑟𝑚𝑠(𝑛𝑠) =  −2.37 + 0.007𝑛 + (0.8 − 0.002 𝑛)𝑑𝑒𝑟𝑟 (3.33) 
𝜏 𝑚(𝑛𝑠) = −3.26 𝑛
−0.04 + (1.12 𝑛−0.03) 𝑑𝑒𝑟𝑟 (3.34) 
The estimated parameters are compared with known distribution functions (Rayligh 
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and Gamma) to fit the shape of the impulse response.  
3.4.6. Monte Carlo and modified Monte Carlo algorithms 
All previous simulation studies are sliced either into the number of reflections or into 
time steps. Both of which require relatively long times in which to perform the com-
putational operations and reflectors are assumed to be purely Lambertian. The Monte 
Carlo algorithm overcomes these negative points [96]. 
The method basically generates random rays from the emitter which follow the radia-
tion pattern, then the rays pass through several reflections and a particular ray might 
be captured by the receiver. The algorithm keeps tracing the ray until it either reaches 
the receiver or misses it, as Figure 3-9 illustrates. 
In a similar way to the DUSTIN algorithm, it is first important to define and save all 
basic parameters (environment configuration, emitter, receiver and reflectors parame-
ters). Additionally, a new ratio is defined: Diffuse-to-Mirror Ratio (DMR) which spec-
ifies whether the incident ray will be secularly reflected or scattered depending on the 
incident angle. The algorithm is divided into three stages: ray generation, wall pro-
cessing and calculation of the photodiode response. For a Lambertian radiation profile, 
if n = 1, a unitary ray-direction vector is defined (x1, y1, z1). If the mode number >1 
then the random unitary vector (x2, y2, z2) follows the radiation pattern cosnφ, after 
finding (x1, y1, z1): 
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𝑧2 = √𝑧1
𝑛  , 𝑥2 = 𝑘. 𝑥1, 𝑦2 = 𝑘. 𝑦1  (3.35) 
where: 
𝑘 = ((1 − 𝑧2
2) (1 − 𝑧1
2)⁄ )  (3.36) 
 
Figure 3-9 IR link (Monte Carlo algorithm) [96] 
In the second phase; the intersection point between the ray and an obstacle is studied 
whether it is on the receiver or on a wall. If it is on a wall a decision should be made 
as to whether it will be reflected or scattered. The output power is calculated by mul-
tiplying the input power by ρ. If the ray is reflected the output direction is strictly 
defined, whereas if it is scattered the new direction will be defined in the same proce-
dure explained above.  
56 
 
In the last phase the matrix with number of columns equals the number of receivers, 
and the number of rows equals the number of time slots defined and filled with the 
power contributions for each ray. The ray simulation runs until the delay is longer than 
the specified simulation time. 
Later on this method was modified to make it faster and more accurate [97]. The main 
improvement in the modified Monte Carlo Algorithm (MMCA) is by calculating the 
contribution to the receiver from each ray after each rebound or reflection as Figure 3-
10 represents. Figure 3-11 compares the Barry model with the MMCA for two config-
urations. Both MC and MMC methods have been used widely to calculate the channel 
impulse response for different indoor environments [98][99][100]. 
 
Figure 3-10 IR link (modified Monte Carlo algorithm) [97] 
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Figure 3-11 Comparison of simulated impulse response for the Barry and the modified 
Monte Carlo algorithm [97] 
3.4.7. Sphere model 
In this model individual photons are sent from the transmitter to the receiver [101]. 
Their path is tracked until the photon either is absorbed by the room surface or has 
reached the receiver. The path loss a is defined: 
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𝑎 =  −10 log
𝑁𝑅𝑥
𝑁0
 (3.37) 
where N0 is the number of the transmitted photons, and NRx is the number of received 
photons. 
The impulse response for a diffuse link is very similar to one for Integrating Surface 
and the transfer function is defined as: 
𝐻𝑑𝑖𝑓𝑓(𝑗𝑓) =  
𝜂
1+𝑗
𝑓
𝑓0
  (3.38) 
with: 
𝑓0 =  
1
2𝜋𝜏
  (3.39) 
and the optical power efficiency is related to the path loss by: 
𝑎 =  −10 log 𝜂  (3.40) 
The total received signal amplitude: 
| 𝐻𝑑𝑖𝑓𝑓 + 𝐻𝐿𝑂𝑆 | =  √𝐴𝑑𝑖𝑓𝑓
2 (𝑓) + 𝐴𝐿𝑂𝑆
2  + 2 𝐴𝑑𝑖𝑓𝑓(𝑓)𝐴𝐿𝑂𝑆 cos [2𝜋𝑓Δ𝑇 + Φ𝑑𝑖𝑓𝑓 (3.41) 
where  
59 
 
Φ𝑑𝑖𝑓𝑓 =  −arctan (
𝑓
𝑓0
) (3.42) 
Based on this model, work has been done to determine the degree of directivity re-
quired to achieve the optimum data rate [102] [103]. 
3.4.8. Iterative site-based model 
This model was reported in 2002 [104] by Carruthers. It defines the transmitter and 
receiver with the same parameters defined by Barry. The difference is in the way in 
which Carruthers has modelled the environment.  He modelled it as a set of W rectan-
gular boxes {B1, B2, …. , 𝐵𝑊}, Figure 3-12. The first box B1 represents the universe 
box which contains all other boxes, emitters and receivers. Other boxes define the ob-
jects in the room. Each box is defined by one corner position vector 𝑝𝐵𝑖⃗⃗ ⃗⃗  ⃗ and a size 
vector {𝐿𝑥,𝐵𝑖 , 𝐿𝑦,𝐵𝑖 , 𝐿𝑧,𝐵𝑖}. Only the interior surfaces of the universe box and the exte-
rior surfaces of all other boxes receive and reflect the light so only these surfaces are 
considered in the calculations.  
The LOS impulse response ℎ0(𝑡; 𝑆; 𝑅) is given by: 
h0(t; S; R) = V(rs,⃗⃗⃗⃗  rr,⃗⃗⃗⃗  E)T(ϕ)(Ar  g(θ) D
2⁄ ) δ(t − D c)⁄  (3.43) 
where 𝐷 = |𝑟𝑠⃗⃗ − 𝑟𝑟⃗⃗  | is the distance between the source and the receiver. The visibility 
function 𝑉(𝑟𝑠,⃗⃗  ⃗  𝑟𝑟,⃗⃗  ⃗  𝐸) is 1 when the LOS path between S and R is unobstructed, and is 
zero otherwise. 
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Figure 3-12 Environment configuration (Iterative site based model) [104] 
The impulse response due to reflections is approximated by: 
ℎ𝑘(𝑡; 𝑆, 𝑅)  ≈  ∑ 𝜌𝜀𝑗
𝑟  ℎ𝑘−1(𝑡; 𝑆, 𝜀𝑖
𝑟) ∗  ℎ0(𝑡; 𝜀𝑗
𝑠 , 𝑅)𝑊𝑗=1  (3.44) 
where εir and εis represent element i acting as a receiver and a source respectively.  
ℎ𝑘(𝑡; 𝑆, 𝜀𝑖
𝑟) ≈ ∑𝜌𝜀𝑗
𝑟  ℎ𝑘−1(𝑡; 𝑆, 𝜀𝑖
𝑟) ∗ ℎ0(𝑡; 𝜀𝑗
𝑠 , 𝜀𝑖
𝑟)
𝑊
𝑗=1
= ∑αij ℎ𝑘−1(𝑡 − τij; 𝑆, 𝜀𝑖
𝑟)
𝑊
𝑗=1
 
where: 
αij = V(r εj
r , n̂εj
r , E) 
ρ
εj
r  T(ϕij)g(θij)
P2 Dij
2   (3.45) 
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where: 
τij = Dij c⁄   (3.46) 
W impulse responses ℎ1(𝑡; 𝑆, 𝜀𝑗
𝑟) will be calculated and used to calculate ℎ2(𝑡; 𝑆, 𝜀𝑗
𝑟) 
and so forth until ℎ𝑘−1(𝑡; 𝑆, 𝜀𝑗
𝑟) is found, and then they will be applied in the equation 
for the intended receiver. Figure 3-13 compares impulse responses produced from the 
Barry model and the Iterative site-based model. 
 
Figure 3-13 Comparison of channel impulse responses for the Barry model and the 
Iterative site-based model [104] 
This method allows for less computational complexity and less simulation time. The 
4-bounce impulse response can be calculated in 90.7s using 1992-vintage Sun Sparc 
station. Using this model, complex reflection environments can be modelled. This 
method is used to demonstrate empty and complex rooms with furniture and people 
and where multiple receivers are used [105]. 
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3.4.9. Photon model 
In 2009, a new direction towards simulating optical wireless links was introduced. In-
stead of simulating the light as bundle of rays, it was simulated as group of photons. 
In [106] the photon mapping method was adopted. The emitter is defined by the num-
ber of photons and their angular distribution. 
The emitted photons travel from the source until they hit an object, and either a given 
photon will be absorbed or it will be reflected. If the object surface is specular, the 
reflected photon direction is specified, whereas if it is diffuse then one reflected direc-
tion will be chosen according to the distribution function of the diffuse light, which 
relates to the surface material and property, the function being called the Bidirectional 
Reflectance Distribution Function (BRDF). Unless the photon is absorbed, the number 
of photons stays constant during the process. As a result, the number of computational 
processes is the product of the number of generated photons multiplied by the number 
of reflections. 
To model the emitter, it is necessary to define the spectrum and radiation patterns of 
the source. Then the light intensity is defined from the photon density by counting the 
number of photons which intersect a reception sphere, Figure 3-14. 
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Figure 3-14 Calculation of light intensity using a reception sphere [106] 
The number of photons M1 which follow an LOS path, is given by: 
𝑀1 = 
𝑟𝑅
2
4 𝑅1
2  𝑁 (3.47) 
Where R1 is the distance between the transmitter and the reception sphere, rR is the 
receiver diameter, and N is the number of the transmitted photons. 
The power received from one photon: 
𝑃𝑅1 = 𝑀1
𝑃𝑇
𝑁
= 
𝑟𝑅
2
4 𝑅1
2  𝑃𝑇   (3.48) 
where PT is the transmitted power. 
 After one reflection from a surface with reflectivity ρ, the photon power is: 
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𝑃𝑅2 = 𝜌(𝜃) 
𝑟𝑅
2
4 𝑅2
2  𝑃𝑇   (3.49) 
where θ is the angle between the incident direction and the normal vector of the sur-
face. 
 
Figure 3-15 Impulse response comparison between the Barry model [85]and the pho-
ton model [104] 
3.4.10. Photon tracing model 
One year later, another model was defined [107]. It is based on sending photons instead 
of rays. The main difference with the modified Monte Carlo algorithm is in the reflec-
tion stage. In this model, when the photon reaches the object, instead of reflecting with 
power reduction, it has two cases: either (a) it will be reflected (with a probability of 
ρ) with its full power, or (b) it will be absorbed (with a probability of [1-ρ]).  
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The transmitter, receiver and reflector are defined in Chapter 3, section 3.1. The line-
of-sight impulse response is given by: 
ℎ(0)(𝑡; 𝑆, 𝑅) ≈  
𝑚+1
2𝜋
(cos(𝜃))𝑚
𝐴𝑅
𝑑2
 cos(𝛹)  𝑟𝑒𝑐𝑡 (
Ψ
𝐹𝑂𝑉
)  𝛿 (𝑡 −
𝑑
𝑐
)  (3.50) 
At the kth reflection, the number of photons arriving to one reflector is M/ρ at a time 
Tpl. After the reflection, the number of reflected photons is M. The contribution from 
one photon in this reflection is: 
ℎ𝑖
(0)(𝑡; 𝑑𝐴, 𝑅) ≈  
1
𝜋𝑁
cos(𝜃)
𝐴𝑅
𝑑2
 cos(𝛹)  𝑟𝑒𝑐𝑡 (
Ψ
𝐹𝑂𝑉
)  𝛿 (𝑡 − 𝑇𝑃𝐼 −
𝑑
𝑐
)  (3.51) 
and the contribution from all photons is in the kth reflection: 
ℎ(𝑘)(𝑡; 𝑆, 𝑅) =  ∑ ℎ𝑖
(0)(𝑡; 𝑑𝐴, 𝑅)𝑖𝜖𝑃(𝑘)   (3.52) 
 
Figure 3-16 Impulse response obtained from (a) modified Monte Carlo algorithm and 
(b) photon tracing method [107]  
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3.4.11. Training sequence 
In [108] an optimal Training-Sequence (TS) based channel estimation was introduced 
for the first time in OWC systems. Data frame consist of precursor, training sequence 
and the data as illustrated in Figure 3-17. J-1 symbols are required in the beginning of 
the preamble and they are followed by the TS data (N symbol) directly before the 
transmitted data. 
 
Figure 3-17 The structure of the data frame with a TS [108] 
The signal on the receiver side is expressed by: 
𝑦(𝑡) = 𝑎(𝑡) ∗ ℎ(𝑡) + 𝑛(𝑡)   𝑡 ≥ 0  (3.53) 
where * represents convolution, a(t) represents the instantaneous optical power in the 
transmitter, h(t) is the channel impulse response, and n(t) refers to the optical channel 
noise. After sampling: 
𝑡(𝑖𝑇𝑠) =  ∑ ℎ(𝑚𝑇𝑠) 𝑎(𝑖𝑚 𝑇𝑠 − 𝑚𝑇𝑠) + 𝑛(𝑖𝑇𝑠)  (3.54) 
To simplify the previous expression: 
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𝑦𝑖 = ∑ ℎ𝑚 𝑎𝑖−𝑚 + 𝑛𝑖𝑚   (3.55) 
From the known information, and by analysing the relationship between the received 
signal and the training sequence, the channel impulse response can be estimated. In 
[109] three methods have been used for the estimation (correlation method, the least 
square method and the minimum square error) and a further study was undertaken to 
find the optimal training sequence using the Cramer-Rao Bound in [108]. 
3.4.12. Ray gathering 
For systems with multiple sources, [110] presents an optimised simulation algorithm 
to calculate the impulse response. The algorithm is based on the MC method but by 
reversing the ray directions where they are reflected back from the receiver towards 
the transmitter, this idea reduces the computation time about 100 times for the systems 
where there are multiple sources and single receiver. The authors use only three reflec-
tions.  
𝐸𝑘(𝑡) =  
|𝜔0⃗⃗⃗⃗  ⃗. 𝑛0⃗⃗⃗⃗ |
𝑝0(𝑥0, 𝜔0⃗⃗⃗⃗  ⃗)
. 𝐴𝑅𝑥 ∑(𝐿𝑖(𝑥𝑖 , 𝜔𝑖⃗⃗⃗⃗ , 𝑡)∏
𝑓𝑟(𝑥𝑗 , 𝜔𝑗⃗⃗⃗⃗ → 𝜔𝑗−1⃗⃗ ⃗⃗⃗⃗ ⃗⃗  ⃗). |𝜔𝑗⃗⃗⃗⃗ . 𝑛𝑗⃗⃗  ⃗|
𝑝𝑗(𝑥𝑗 , 𝜔𝑗⃗⃗⃗⃗ )
𝑖−1
𝑗=1
)
𝑙
𝑖=1
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Figure 3-18 OW link in the ray gathering algorithm [110] 
3.4.13. Combined deterministic and modified Monte Carlo method 
The most recent method proposed to find the impulse response in an indoor environ-
ment was proposed by Chowdhury et al. in 2014 [111]. This combines both the Barry 
model and the MMC algorithm to benefit from their particular advantages in order to 
reach less relative estimated errors in less computational time. The method takes a 
large number of reflections into account in order to calculate the impulse response. 
The contribution of the first reflection is calculated by using the Barry model, whereas 
for the contributions of the second, and the rest of the reflections all are calculated 
using the MMC algorithm.  
This combination has advantages over the MMC for NLOS links and when there are 
multiple sources where less relative estimated error can be achieved. For single source 
configurations, more rays are needed to calculate the impulse response in Combined 
Deterministic and Modified Monte Carlo (CDMMC). 
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Another advantage of CDMMC is the ability of implementing it for parallel computa-
tion which reduces the simulation running time. Only the MMC part of the algorithm 
takes advantage of multi-core computer processors. 
3.5. Comparison of models 
The channel modelling started with a simple configuration in an empty rectangular 
room by implementing a single reflection. Then it was improved by considering a 
number of reflections. The number of reflections was restricted by the computational 
efficiency. In some environments with a low required data rate, high order reflections 
can be ignored because there is no useful information carried by the signals after a 
specific number of bounces. In contrast, for high speed channels, high order reflections 
have a direct impact and should be considered in calculations [112]. The earlier algo-
rithms were based on the concept of slicing, either the space into a number of reflec-
tors, or the time into time steps. The main drawback of these algorithms is the compu-
tational complexity and the memory required for the calculations. Another improve-
ment has been achieved by considering more complex environments and by taking 
furniture and people effects into consideration. 
Models which are classified under this category are the Gfeller model, the Barry 
model, the DUSTIN algorithm, and the iterative site-based model. 
In the Barry model there are Nk elementary computations and the memory required to 
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run the simulation is 8N2. The model can handle practically up to 3 reflections because 
the run time is exponential in k. In comparison, the DUSTIN algorithm is less complex 
in terms of the computation process, and the memory required handling the simulation 
is N2. It can be used with several emitters and receivers in the environment. The sim-
ulation takes less time because the algorithm has parallel processes. 
Another type of OW channel modelling was introduced later. This type depends on the 
ray tracing concept. Instead of tracking all possible paths for rays in the indoor envi-
ronment, only a bundle of rays would be generated. This bundle would follow the 
transmitter radiation pattern. At this stage, implementing the Phong model, which rep-
resents specular reflection, was possible. This model allows for higher computational 
efficiency and less time consumption for running the simulation. 
Models classified under this category are: the Monte Carlo algorithm, the modified 
Monte Carlo algorithm, the sphere model, ray gathering and CDMMC. 
In the Monte Carlo algorithm specular reflections can be considered beside diffuse 
reflections. In terms of the required memory, only N2 is needed. In terms of computa-
tional complexity, it is only kNNs, where k is the number of reflections, N is the number 
of generated rays and Ns is the number of surfaces in the environment. Ray gathering 
and CDMMC perform more accurately than other algorithms under specific condi-
tions.  
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Later on, models depending on simulating transmitted photons from the emitter instead 
of rays were proposed. Models under this category differ from each other in the way 
the photons are processed. This type includes the following models: the photon and 
the photon tracing model.  
In the photon model, the computation time increases linearly with the number of re-
flections. In photon tracing the computational complexity equals ?̃?𝑁𝑁𝑠 where ?̃? is 
constant.  A comparison between the modified Monte Carlo algorithm and the photon 
tracing algorithm in terms of error analysis and computational efficiency has been 
demonstrated in [113].  
3.6. Conclusions 
An extensive review regarding the channel modelling of indoor optical wireless com-
munication systems has been presented. Since the accuracy of the channel model is 
important in order to build a reliable system, the mathematical model, which is con-
sidered the first step in modelling, behind each method, was explained. In addition, a 
comparison between the most applied methods from different points of views was 
drawn. 
Recursive and ray tracing methods are widely used for channel modelling because of 
the accuracy of the former and the practicality of the latter. While training sequence, 
photon tracing and ray gathering methods are less used because of the lack of optimal 
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training sequence, higher error of photon tracing method compared to MC and the 
complexity of ray gathering method.
73 
 
4. Chapter 4: Simulation of the OW 
Waveguide Channel 
4.1. Introduction 
In the previous chapter, the different models for indoor OW channels have been dis-
cussed. Using recursive models can give relatively accurate results but at the price of 
computational complexity. It is not practical to use such methods when a high number 
of reflections (three or more) is essential to assess the system performance. On the 
other hand, the MC and MMC algorithms are able to deal with this high number of 
reflections in practical time with reduced accuracy results depending on the number of 
rays generated from the source. 
In this chapter, a simulator is built to predict the OW channel performance in wave-
guides. Models have been implemented and improved for indoor OW channels (room 
and office size) [92] and for fibre optic media [114]. However, waveguides lie in the 
research area between these two applications.  
An MMC simulation is presented with the aim of filling some gaps which are left by 
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the existing channel models. This starts with a definition of the environment and sys-
tem model, and then moves on to explain the algorithms used to build the simulator 
and present detailed steps for simulation. This is followed by comparing the simulator 
with different configurations studied previously, and with experimental results. 
4.2. System Model 
Random sampling is used to extract an answer to the problem. This is called MMCA 
which is based on MC numerical simulation. Ray tracing methods trace rays of light 
transmitted from the source to the receiver. 
For modelling the OW communication channel, the first step is to define the input and 
output variables.  
The input variables are:  
Environmental parameters, i.e. the sequence of the waveguide structure, namely math-
ematical equations, normal vectors and dimensions.  
Waveguide material parameters, which are the reflection coefficient, percentage of in-
cident ray reflected diffusely and the directivity.  
Simulation parameters, i.e. time resolution and number of time bins which form the 
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total simulation time.  
Source parameters, namely the position vector, direction vector, mode number and 
transmitted power.  
Receiver parameters, given by position vector, direction vector, receiver area and re-
ceiver FOV.  
The output parameters are contained in the impulse response table which is a table 
where the number of rows is equal to the maximum reflections that the ray undergoes, 
and number of columns equals the number of time bins. This table is the key to get the 
rest of output parameters which help in identifying the channel performance. The pa-
rameters studied are: 
Total received power: is the summation of the impulse response quantities which is the 
power received over the time 
𝑃𝑅 = ∫ ℎ(𝑡)𝑑𝑡
∞
−∞
  (4.1) 
Path loss: is the reduction in power density as the light propagates through the medium: 
𝑝𝑎𝑡ℎ 𝑙𝑜𝑠𝑠 =  −10 log10
𝑃𝑅
𝑃𝑇
  (4.2) 
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RMS delay spread: multiple reflections lead to multipath which causes ISI. To measure 
multipath effect, RMS delay spread is calculated from Equation 3.23.  
Bandwidth: can be derived from the Fourier transform of the impulse response, which 
is the frequency where the magnitude has dropped by 3dB from its maximum value. 
In order to insert all the mentioned inputs correctly in the system here, it is necessary 
to define the coordinate system to assure that all defining positions and directions are 
connected correctly. 
The system environment is considered to be a rectangular cross section waveguide or 
sequence of waveguides connected to each other. The boundaries of the waveguide are 
defined to be walls while the entrance and exit are opened as illustrated in Figure 4-1. 
The parts of the car are mostly made out of steel and perhaps aluminium.  The former 
follows the Phong model as its radiation pattern while the latter follows Lambertian 
model. 
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Figure 4-1 Environment structure 
Section 3.3 in Chapter 3 discussed the source and reflector types and how to present 
them mathematically. This concentrates on their in-depth simulation. 
4.2.1. Source simulation 
In order to generate rays following a Lambertian radiation profile from the source, a 
Monte Carlo algorithm is applied [115]; a uniformly distributed random point inside a 
circle with radius 1 in the x,y plane is taken as follows: 
𝑥1 = 𝑟 ∗ cos(2 𝜋 𝜃)     𝑦1 = 𝑟 ∗ sin(2 𝜋 𝜃)  (4.3) 
78 
 
where and r are random numbers between 0 and 1. The z coordinate is calculated 
assuming the that the ray direction is unity: 
𝑧1 = √1 − (𝑥1
2 + 𝑦1
2)  (4.4) 
If the source mode number is n > 1, then the same steps are followed and after finding 
(x1,y1,z1) the new direction (x2,y2,z2) is generated which follows a 𝑐𝑜𝑠𝑛(𝜃) radiation 
pattern by applying the following equations: 
𝑧2 = √𝑧1
𝑛    𝑘 =  
1−𝑧2
2
1−𝑧1
2   𝑥2 = 𝑘𝑥1   𝑦2 = 𝑘𝑦1 (4.5) 
Ray direction = (x2,y2,z2). See Figure 4.2.  
If the source normal vector (normal) is different from the z axis (zaxis), then the ro-
tated ray direction can be found using rotation matrix which is calculated via the Ro-
drigues formula [2] using the following method. Find the new axis direction (axis) by 
calculating the normalized cross product between z axis and the source normal vector: 
𝒂𝒙𝒊𝒔 =
𝒛𝒂𝒙𝒊𝒔×𝒏𝒐𝒓𝒎𝒂𝒍
|𝒛𝒂𝒙𝒊𝒔×𝒏𝒐𝒓𝒎𝒂𝒍|
  (4.6) 
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Figure 4-2 Illustration of ray rotation 
A skew symmetric (axis skewed) representation of the normalized axis is: 
𝑎𝑥𝑖𝑠 𝑠𝑘𝑒𝑤𝑒𝑑 =  [
0                 − 𝑎𝑥𝑖𝑠(3)          𝑎𝑥𝑖𝑠(2)
𝑎𝑥𝑖𝑠(3)              0             − 𝑎𝑥𝑖𝑠(1)
−𝑎𝑥𝑖𝑠(2)       𝑎𝑥𝑖𝑠(1)                      0
]  (4.7) 
x 
y 
z 
zaxis 
normal 
(x1,y1,z1) 
(a,b,c) 
𝛽 
transmitter 
ϒ 
ϒ 
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Rodrigues formula [116] for the rotation matrix: 
𝑅 = 𝐼 + sin(𝛽) ∗ (𝑎𝑥𝑖𝑠 𝑠𝑘𝑒𝑤𝑒𝑑) + (1 − cos(𝛽)) ∗ (𝑎𝑥𝑖𝑠 𝑠𝑘𝑒𝑤𝑒𝑑)2  (4.8) 
where 𝛽 is the rotation angle. The process is illustrated in Figure 4-2 and the final ray 
direction components (x,y,z) are: 
[
𝑎
𝑏
𝑐
] = 𝑅 [
𝑥2
𝑦2
𝑧2
]  (4.9) 
4.2.2. Reflector simulation 
To generate a reflected ray following the Lambertian model, the steps mentioned ear-
lier are followed to generate a ray from a pure Lambertian source. 
To generate a new ray that follows the Phong model, the reflected ray normal vector, 
?̂?𝑜, is defined:  
?̂?𝑜 = ?̂?𝑖 − 2(?̂?𝑖. ?̂?𝑠) ∗  ?̂?𝑠  (4.10) 
where ?̂?𝑖 is the incident direction and ?̂?𝑠 is the surface normal; this is shown is Figure 
4-3. Then a ray -with (𝑥𝑃, 𝑦𝑃, 𝑧𝑃) direction- is generated using the procedure explained 
above taking into account that the normal vector is ?̂?𝑜and the Lambert mode number 
is m>1.  
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Figure 4-3 Source, receiver and reflector geometry 
To generate a ray reflected from surface which follows the general Phong model, a ray 
that follows the Lambertian model with n =1 is generated and related to the surface 
normal (xL,yL,zL) along with another ray which is generated from the specular compo-
nent with m>1 and related to the normal vector ….. (xP,yP,zP); the final ray direction 
is:  
(𝑥, 𝑦, 𝑧) =  rd(𝑥𝐿, 𝑦𝐿, 𝑧𝐿) +
(m+1)
2
 (1 − rd)(𝑥𝑃, 𝑦𝑃, 𝑧𝑃)  (4.11) 
The reflected ray carries power which is equal to the power of the incident ray multi-
plied by ρ the reflection coefficient. 
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4.3. Determining Impulse Response from Simulation 
4.3.1. Impulse response for LOS and multiple reflections 
When there is a free unobstructed path between transmitter and receiver (the distance 
between transmitter and receiver is R), the whole signal will reach the receiver at ap-
proximately the same time. The impulse response is: 
ℎ(0)(𝑡; 𝑆; 𝑅) ≈  
𝑛+1
2𝜋
 𝑐𝑜𝑠𝑛(𝜃) d𝛺 𝑉(𝜓)𝛿(𝑡 − 𝑅 𝑐⁄ )  (4.12) 
where dΩ is the solid angle subtended by the receiver's differential area (assuming 
AR << R2) 
d𝛺 ≈ cos(𝜓)𝐴𝑅 𝑅
2⁄   (4.13) 
The function 𝑉(𝜓) is the visibility function which will be explained in the next section. 
To find the impulse response results from multiple reflections, the MMC algorithm is 
applied [97]. The method basically generates random rays from the emitter which fol-
lows the radiation pattern. The rays then undergo several reflections and, after every 
reflection, contribute to the total impulse response. The algorithm keeps tracing each 
ray until either it reaches the receiver or the ray power goes below a defined threshold. 
When a ray impinges on a surface, the impact point is calculated using the intersection 
algorithm explained later. After finding the intersection point, the LOS path between 
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the intersection point and the receiver is studied; if it exists, the contribution to impulse 
response is calculated depending on the surface material: 
h(0)(t; Ref; Rec) ≈  𝐸(𝜃). dΩ rect(ψ FOV⁄ )δ(t − d c⁄ )  (4.14) 
where 𝐸(𝜃) is the surface radiation pattern and d is the distance between the reflector 
and the receiver. 
 A new ray will be generated using either the Lambert or Phong models as explained 
previously. The reflected ray power is calculated by multiplying the input power by ρ.  
The ray journey continues until it either leaves the environment or has experienced a 
predefined number of reflections. 
4.3.2. Intersection algorithm 
While the rays travel from the emitter to the receiver through the waveguides, they 
undergo several reflections. To find the correct path which the ray follows, it is neces-
sary to study the ray propagation between the emitter and the reflectors, between the 
reflectors, and between the reflectors and the receiver. The ray is defined by its origin 
point ro (xo,yo,zo) and unit direction vector rd (xd,yd,zd). It is presented mathematically 
by the equation: 
𝑟(𝑡) =  𝑟𝑜 + 𝑡. 𝑟𝑑 (4.15) 
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where t represents the distance the ray travels. 
After generating the ray from the emitter, it travels until it reaches the environment 
surface. To find the impact point location and the normal of the surface to which the 
impact point belongs, the ray equation is substituted into each surface equation which 
forms the current waveguide the ray travels through and the entrance and exit of the 
surface. The surface equation is: 
𝑎𝑥 + 𝑏𝑦 + 𝑐𝑧 + 𝑑 = 0  (4.16) 
where a,b,c,d are constants. 
This process produces four values from (rectangular, rhombohedrum, pyramid) wave-
guide surfaces, one value from the entrance surface and one value from the exit sur-
face. The smallest positive value of t represents the first surface the ray would hit. To 
find the intersection point, t value is substituted in ray equation, and the appropriate 
normal vector is assigned. Figure 4-4 provides an illustration of the ray tracing algo-
rithm.  
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Figure 44-4 Flowchart showing the basic process for transmitting rays of light from 
transmitter to receiver through waveguide 
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Figure 4-5 Flowchart showing visibility algorithm applied in the simulator 
4.3.3. Visibility algorithm 
It may be noticed that Figure 4-4 includes a visibility algorithm, shown in detail in 
Figure 4-5. As a result of the irregular shape of the sequence of waveguides, some 
points may not be visible to the receiver. In order to confirm the existence of LOS or 
not, the directed ray between the reflector and the receiver is considered to find 
whether the receiver surface is the first surface that this ray hits. If it is and the ray falls 
within the receiver FOV, then the reflector is visible to the receiver.   
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4.3.4. Steps of simulation 
1- Define the environment (waveguide or sequence of waveguides) dimensions, 
planes equations, planes normal vectors and reflection coefficient. 
2- Define transmitter characteristics (position, orientation unit vector, mode number, 
transmitted power) and receiver characteristics (position, orientation unit vector, FOV 
angle, detection area). 
3- Define impulse response table where the raw represents number of reflection and 
the column represents time bin. 
4- Calculate LOS impulse response from transmitter to receiver (LOS received 
power and LOS time delay) after applying the visibility algorithm to ensure LOS path 
between transmitter and receiver.  
5- Generate a sufficient number of rays having random directions following a Lam-
bertian radiation profile; a single ray has power 𝑃𝑟𝑎𝑦 =
𝑃𝑡
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑎𝑦𝑠
 
6- Each ray travels from the transmitter inside the waveguide until it reaches its 
boundary. Calculate the intersection point by applying the intersection algorithm. The 
distance between the transmitter and the intersection point (𝑑𝑇𝑥−𝑅𝑒𝑓) is recorded in 
order to find the delay time (𝑑𝑒𝑙𝑎𝑦 = 𝑑/𝑐) when needed. Define 𝑡𝑜𝑡𝑎𝑙 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =
 𝑑𝑇𝑥−𝑅𝑒𝑓 . 
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7- The power transmitted from the intersection point = 𝜌𝑃𝑟𝑎𝑦,  where 𝑃𝑟𝑎𝑦 is the re-
ceived power at the intersection point and 𝜌 is the reflection coefficient of the surface. 
8- If the surface follows a Phong model radiation pattern, define the new reflector 
normal based on the incident ray direction and the surface normal. If the surface fol-
lows a Lambertian model radiation pattern, then skip this step. 
9- Apply the visibility algorithm between the intersection point and the receiver in 
order to confirm a LOS path between the intersection point and the receiver. If LOS 
exists, find the received power and the distance between the intersection point and the 
receiver 𝑑𝑅𝑒𝑓−𝑅𝑥. Find the delay time given by   (𝑡𝑜𝑡𝑎𝑙 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 + 𝑑𝑅𝑒𝑓−𝑅𝑥) 𝑐⁄ . 
10-  Add the received power to the impulse response table in the row equal to the 
reflection number and the appropriate time bin. Add the current contribution to previ-
ous contributions if they exist in the table. 
11- Generate another ray from the impact point which follows either the Phong or the 
Lambertian model depending on the surface material. 
12- Propagate the ray until it hits the surface. Find the new intersection point by ap-
plying the intersection algorithm. Find the distance between the two intersection points 
𝑑𝑅𝑒𝑓−𝑅𝑒𝑓 and update  𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 = 𝑡𝑜𝑡𝑎𝑙 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 + 𝑑𝑅𝑒𝑓−𝑅𝑒𝑓 . 
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13- Repeat steps 7-12 to calculate the impulse response contributions until the ray has 
experienced the predefined reflection number or reaches the exit surface of the wave-
guide. 
14- If the number of reflections reaches the threshold, then terminate the process. 
15- If the ray reaches the exit surface of the sequence of waveguides, terminate the 
process. 
16- If there is a following waveguide, find the intersection point between the ray and 
the cross section of the current waveguide (exit surface). This conjunctive point is 
identified as the point of entry to the next waveguide. 
17- Do not find the impulse response between the conjunctive point and the receiver. 
Find the intersection point between the ray and the new waveguide. Find the distance 
between the conjunctive point and the new intersection point (𝑑𝑐𝑜𝑛−𝑅𝑒𝑓) and update 
𝑡𝑜𝑡𝑎𝑙 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 = 𝑡𝑜𝑡𝑎𝑙 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 + 𝑑𝑐𝑜𝑛−𝑅𝑒𝑓. 
18- Repeat steps 7-17.  
4.4. Testing the Simulation Model 
It is imperative to make comparisons between the simulation, previous models and 
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experiments carried out in the laboratory. This is to test the simulation validation and 
to make predictions about the system performance. 
The simulation is tested against previous studies. These have a LOS configuration and 
a diffusive configuration; both have reflectors that follow Lambertian model. Follow-
ing this, there is comparison with lab experiments for waveguide dimensions. 
For the indoor environment, the received power will be compared, while for wave-
guide experiment path loss will be compared 
4.4.1. Comparison with Recursive Model 
The proposed simulator is compared with the Barry study [85] configuration A which 
represents a LOS link, and with configuration D which represents a diffusive link. 
Both environmental parameters are shown in Table 4-1 
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Table 4-1 Parameters for testing against simulation 
Parameter LOS configuration Diffusive configuration 
Room: dimension 5×5×3 m 7.5×5.5×3.5 m 
ρNORTH 
ρSOUTH 
ρEAST 
ρWEST 
ρCEILING  
ρFLOOR 
0.8 
0.8 
0.8 
0.8 
0.8 
0.3 
0.58 
0.56 
0.30 
0.12 
0.69 
0.09 
Source: mode 
position 
Elevation 
Azimuth 
1 
2.5,2.5,3 
-90˚ 
0 
1 
3.75,2.75,1 
90˚ 
0 
Receiver: area 
FOV 
position 
Elevation 
Azimuth 
1 cm2 
85˚ 
0.5,1,0 
90˚ 
0 
1 cm2 
70˚ 
6,0.8,0.8 
90˚ 
0 
Resolution 
Number of reflections 
0.2 ns 
3 
0.2 ns 
3 
Figures 4-6 to 4-9 show the impulse responses for the original study and the proposed 
method. The significant numerical outputs are found in Table 4-2. High similarity in 
received power values is shown in the Table 4-2 between the recursive method and the 
proposed method with less than 1% difference in LOS environment, and less than 
0.05% difference in diffuse environment. 
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Figure 4-6 Comparison of the impulse response between: (a) Barry model configura-
tion A; (b) simulator model. 
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Figure 4-7 Comparison of the impulse for the first three reflections between: (a) Barry 
model configuration A; (b) simulator model. 
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Figure 4-8 Comparison of overall impulse response between: (a) Barry model config-
uration D; (b) simulator model. 
95 
 
 
Figure 4-9 Comparing reflections impulse response between (a) Barry model config-
uration D (b) simulator model 
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Table 4-2 Summary of testing results 
 
LOS link 
(Barry) 
Proposed 
method 
Diffuse 
link 
(Barry) 
Proposed 
method 
Total received power 2.47 μW 2.4 μW 0.69 μW 0.68 μW 
LOS link 1.23 μW  1.23 μW  0 0 
Percentage 50.6% 51.25% - - 
First reflection received 
power  
0.505 μW  0.507 μW  0.549 μW  0.549 μW  
Percentage 20.7% 21.1% 79.7% 79.5% 
Second reflection  0.43 μW   0.43 μW  0.09 μW  0.091 μW  
Percentage 17.7% 17.9% 13.4% 13.3% 
Third reflection  0.269 μW  0.258 μW  0.046 μW  0.044 μW  
Percentage 11% 11.2% 6.8% 6.4% 
4.4.2. Comparison with Experimental Measurement 
Experimental support for the study was provided by power measurements of the trans-
mission of light from a VLSY5860 IrLED (radiant intensity of 11.8 mW cm-2) through 
a straight Aluminium rectangular guide to a resistor-amplifier receiver with an 
SFH205F photodiode. 
The environment and simulation parameters are shown in Table 4-3 and Figure 4-10 
compares the simulated and measured system path losses up to 1m with good agree-
ment obtained.  It is noted that the model differs from the experiment because the 
model studies the path loss caused by the channel solely, while the experiment detects 
the signal affected from the whole system limitations.  
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Table 4-3 Parameters for testing against experiment 
Parameter Value 
Waveguide: dimensions 4 x 4 x 50 cm 
𝜌 0.88 
𝑟d 0.3 
𝑚 250 
Source: mode 
Position 
Elevation 
Azimuth 
505 
2,2,0 cm 
90˚ 
0 
Receiver: area 
FOV 
Position 
Elevation 
Azimuth 
7 mm2 
60˚ 
2,2,25 cm 
90˚ 
0 
Resolution 
Number of reflections 
2 ps 
15 
 
Figure 4-10 Path loss and optical received power vs transmitter-receiver distance 
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4.5. Conclusions 
In this chapter, the operation of a simulator to predict the channel characteristics of 
OW links in waveguides has been described. This modelling approach helps system 
design engineers to propose better designs prior to practical experiments. 
The simulator was tested by comparing it with calculated results from the literature 
and with experimental measurements. Good agreement between the model described 
and the other methods was obtained.
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5. Chapter 5: Simulating Various Sce-
narios for Waveguide Optical Com-
munication I (Straight and Curved 
Waveguides) 
5.1. Introduction 
In chapter 4, the simulator developed in this work has been presented and tested. This 
chapter examines the results produced from the consideration of different waveguide 
conditions, source conditions and receiver conditions. Every parameter has a potential 
impact on the general measured quantities, which, for optical correspondence, are typ-
ically the total received optical power and the temporal spread of the data pulses. Both 
of these deliberate amounts specifically influence the capacity to dependably impart 
information from the transmitter to the receiver. 
5.2. Define the simulation variables 
As a system of communication, the transmitter, receiver and environment influence 
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the system performance; it is very difficult to separate their effect. The technique uti-
lised here is to characterise cases systematically, with each concentrating on specific 
simulation variables in order to analyse the data. 
5.2.1. Waveguide parameters 
A detailed theoretical study of light in indoor environment and waveguides has been 
provided in Chapter 4. The environment material which will be considered in the rest 
of the thesis is divided into two types. The first is a scattering waveguide where the 
light scatters randomly when it hits the boundary of the waveguide; plastic is typical 
of this behaviour and the radiation pattern follows the Lambertian model discussed in 
Chapter 3. The second waveguide material is considered as a reflective surface where 
the reflected light contains a specular component in addition to scattered component. 
Aluminium is a typical material with this behaviour and the radiation pattern follows 
Phong model discussed in Chapter 3. The list of material specifications are represented 
in Table 5.1, while Figure 5-1 illustrates the radiation pattern for both materials.  
In this chapter, both straight and bent waveguides will be investigated. Bends affect 
the link performance as any LOS link might be blocked, and the light itself may not 
have the capacity to traverse the bend. The waveguide dimensions and list of bending 
angles are displayed in Table 5-2. The bend occurs after 50 cm of the waveguide 
length, as illustrated in Figure 5-2.  
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Table 5-1 Waveguide parameters 
Coefficient Plastic waveguide (scat-
tering environment) 
Aluminium waveguide 
(reflective environment) 
Reflection coefficient ρ 0.6 0.88 
Scattering coefficient 1 1 
Percentage of incident 
signal that is reflected dif-
fusely rd 
1 0.3 
Directivity of the specular 
component m 
0 250 
 
Figure 5-1 Waveguide reflective radiation pattern 
Table 5-2 Waveguide dimensions and bending angles 
Waveguide dimensions 10 × 10 × 110 (cm) 
Bending angle {0° (straight waveguide), 10°, 25°, 40°, 55°, 70°, 90° 
(right angled waveguide)} 
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Figure 5-2 Waveguide configurations 
5.2.2. Source parameters 
As a source, the transmitter has been divided into two cases: pure Lambertian LED 
(where n=1) and directive LED (where n=505). The radiation patterns for both sources 
are presented in Figure 5.3. The transmitter is located in the centre of the waveguide 
entrance and directed vertically with transmitted power PT=1W. 
 
Figure 5-3 Source radiation pattern 
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5.2.3. Simulation variables 
5.2.3.1. Receiver parameters 
Notwithstanding distinctive environmental conditions and sources, simulation results 
are likewise delivered for a range of receiver openings and FOVs. This division pro-
duces forecasts concerning different connection setups and helps the system designer 
to design the receiver front-end effectively. 
The minimum receiver area was chosen to be 1 mm2 while the maximum value was 
set to 10 mm2. The receiver FOV was simulated to cover the range from 10˚ to 90˚. 
The full arrangement of receiver FOV’s and receiver apertures is recorded in Table5-
3. 
Table 5-3 Receiver variables 
Receiver area = 1 mm2 
Receiver FOV 10° 30° 50° 70° 90° 
Receiver FOV = 70° 
Receiver area 1 mm2 7 mm2 10 mm2 - - 
The receiver was located in the centre of the waveguide exit unless stated, and it was 
directed parallel to the bended part of the waveguide. 
The summary of the simulated configurations is shown in Figure 5-4. 
Other simulation variables which should be characterized before applying all cases are 
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time resolution, the number of simulated rays transmitted from the source and the num-
ber of reflections which contribute to the channel impulse response. A time resolution 
of Δt = 2 ps has been utilized to ensure that the ray does not contribute more than once 
to the total received power within one time bin Δt. The number of rays was 106 which 
was large enough to get accurate results. 
 
Figure 55-4 Simulated configurations 
For indoor applications, it was sufficient to consider only three reflections because of 
the high computational time required with no significant improvement in accuracy. 
However, due to the waveguide dimensions, three reflections did not here convey the 
greater part of the transmitted power.  In scattered environments where the light re-
flects arbitrarily with pure Lambertian transmitter, the effect of reflections has thus 
been studied as follows. 
System configuration
Scattered environment Reflective environment
Lambertian LEDDirective LED
Receiver area = 1 mm^2
Receiver FOV = {10°, 30°, 
50°, 70°, 90°}
Receiver FOV = 70°
Receiver area = {1, 7, 10} 
mm^2
Lambertian LED Directive LED
Receiver area = 1 mm^2 Receiver FOV = 70°
Receiver FOV = {10°, 30°, 
50°, 70°, 90°}
Receiver area = {1, 7, 10} 
mm^2
105 
 
A set of 25 uniformly distributed receivers over the waveguide exit surface were placed 
in a pure diffusive environment with a reflection coefficient of  0.6. The propagation 
of rays through pipes with the bending angles shown in Figure 5-2 with a receiver FOV 
of 70° and receiver area of 1 mm2 was simulated. Figure 5-5 demonstrates the cumu-
lative percentage of contribution made by the reflections. As shown in the figure, LOS 
channels are very unlikely except for straight and small bending angles. The simulation 
of the 175 channels shows that for the channels where LOS exists, the first three re-
flections constitute more than 95% of the total received power on average, while for 
non-LOS channels they contribute between 50% and 80% of the final value. Based on 
these results, 15 reflections have been considered in the remainder of the work. 
 
Figure 5-5 Cumulative reflection contributions for scattering environment with a Lam-
bertian source 
The following subsections will be divided as follows: the study will start with scatter-
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ing environment with Lambertian source, followed by scattering environment with di-
rective source, reflective environment with Lambertian source and, finally, reflective 
environment with directive source. The effect of receiver FOV for specific receiver 
areas and the effect of the receiver area for specific receiver FOVs will be studied. 
More emphasis will be on right-angle waveguides for the first configuration of a scat-
tering environment with a Lambertian source. Received power, path loss, channel 
bandwidth and RMS delay spread (Drms) will be examined in addition to temporal and 
frequency responses that will be presented for some cases. 
5.3. Scattering environment with Lambertian source 
This combination is such that the Lambertian radiation model makes the light reflect 
completely randomly through the waveguide producing a channel performance that is 
very hard to predict. 
5.3.1. Receiver area effect 
The results presented in Figures 5-6 to 5-9 show the simulated received power, path 
loss, channel bandwidth, and RMS delay spread versus bending angle.  The smaller 
the receiver area is, the less the power which can be received, as expected. The power 
drops around 95% directly after the LOS is blocked, and the power deviation for each 
receiver area case is around 99%. 
It can be seen that the larger the bending angle, the higher the path loss, but, for a right 
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angle waveguide, the path loss is less compared to the 70° bend, due to the bigger 
space that exists in the former case at the junction. The bend in the studied cases is 
sharp and it prevents the light from travelling smoothly to the next waveguide. The 
points where the bandwidth is not determined imply that the bandwidth at these loca-
tions is beyond capabilities of the simulator using the sampling time of 0.2 ps. As it 
can be seen from Figure 5-8, receiver area does not have a significant effect on the 
channel bandwidth. The minimum bandwidth is found in the 70° bend, and equals 130 
MHz while it increases for the right angle waveguide to 220 MHz.  
 
Figure 5-6 Received power versus bending angle for several values of receiver area in 
a scattering environment with Lambertian source 
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Figure 5-7 Path loss versus bending angle for several values of receiver area in scat-
tering environment with Lambertian source 
 
Figure 5-8 Bandwidth versus bending angle for several values of receiver area in scat-
tering environment/ with Lambertian source 
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Figure 55-9 RMS delay spread versus bending angle for several values of receiver area 
in scattering environment with Lambertian source 
5.3.2. Receiver FOV effect 
Figures 5-10 to 5-13 show the receiver FOV effect over different bending angles and 
it is clear that this does not affect the channel characteristics. Since the minimum stud-
ied value of FOV is 10°, it is able to cover most parts of the inner surfaces of the 
waveguide, and because of the random movement of light in this environment, it is 
believed that the receiver FOV affects neither the path loss nor the bandwidth. 
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Figure 55-10 Received power versus bending angle for several values of receiver FOV 
in scattering environment with Lambertian source 
 
Figure 5-11 Path loss versus bending angle for several values of receiver FOV in scat-
tering environment with Lambertian source 
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Figure 5-12 Bandwidth versus bending angle for several values of receiver FOV in 
scattering environment with Lambertian source 
 
Figure 5-13 RMS delay spread versus bending angle for several values of receiver 
FOV in scattering environment with Lambertian source 
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5.3.3. Right angled waveguide 
A more detailed study was undertaken for the right angled waveguide, known structure 
that exists within the vehicle. Figure 5-14 demonstrates the power distribution through 
the right angle bend waveguide. Prior to the bend, the maximum power is in the centre, 
while after the bend it shifts towards the inner part of the waveguide as one would 
expect. This distribution is maintained after the bend with a drop in the value of the 
received power since the LOS component has been lost. At the waveguide exit, the 
total received power varies between approximately 6 nW and 8 nW, a deviation of 25% 
from the peak. It can be seen that the bandwidth is almost constant over the exit plane 
with a value equal to 225 MHz.  
Figure 5-15 illustrates the channel impulse response at two different locations in the 
right-angle pipe exit (the corner and the centre). For the former, the impulse response 
tail is long in contrast to the latter one where the pulse is received within shorter time. 
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Figure 55-14 Power distribution in right angle bend waveguide: (a) before bend; (b) 
after bend; (c) at waveguide exit; (d) bandwidth distribution at pipe exit; (e) Drms at 
pipe exit 
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 Figure 55-15 Impulse response and frequency response at the exit of the right angle 
bend waveguide in scattering environment with Lambertian source (a) impulse re-
sponse, corner (b) impulse response, center source (c) frequency response, corner (d) 
frequency response, center 
5.4. Scattering environment with directive transmitter 
5.4.1. Effect of receiver area 
Figures 5-16 to 5-19 show the channel performance through a scattering environment 
using a directive transmitter at the centre of the waveguide entrance surface. Similarly, 
to the previous configuration, the receiver area does not affect the channel bandwidth 
while it has an impact over the received power. The path loss drops rises by around 10 
dB between 1 mm2 and 10 mm2 receiver area. For a straight waveguide, the received 
power is approximately 0.66 mW and 66 μW for 10 mm2 and 1 mm2 receiver area 
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respectively, while it drops to 3 μW and 0.3 μW for a right angled waveguide. 
The minimum bandwidth which the channel can deliver is circa 158 MHz. 
As can be seen, the main limitation in the environment is the power, but it is possible 
to increase the source power without eye and skin safety concerns in the closed pipe 
environment. 
 
Figure 5-16 Received power versus bending angle for several values of receiver area 
in scattering environment with directive source 
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Figure 5-17 Path loss versus bending angle for several values of receiver area in scat-
tering environment with directive source 
 
Figure 5-18 Bandwidth versus bending angle for several values of receiver area in 
scattering environment with directive source 
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Figure 5-19 RMS delay spread versus bending angle for several values of receiver area 
in scattering environment with directive source 
5.4.2. Receiver FOV effect 
Figures 5-20 to 5-23 show the effect of the receiver FOV. This does not alter the path 
loss and received power except for in the right angle waveguide case, where for 10˚ 
receiver FOV the bandwidth is 330 MHz which decreases to 255 MHz for the 90˚ 
receiver area case. The path loss difference between the 70˚ bend and the straight 
waveguide is 30 dB, with the actual received power dropping from 66 μW for the 
straight waveguide to circa 60 nW for the 70˚ bend. 
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Figure 5-20 Received power versus bending angle for several values of receiver FOV 
in scattering environment with directive source 
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Figure 5-21 Path loss versus bending angle for several values of receiver FOV in scat-
tering environment with directive source 
 
Figure 55-22 Bandwidth versus bending angle for several values of receiver FOV in 
scattering environment with directive source 
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Figure 5-23 RMS delay spread versus bending angle for several values of receiver 
FOV in scattering environment with directive source 
In general, in a scattered waveguide, it is advantageous to have a LOS link between 
the transmitter and receiver so that their relative position affects the performance, pro-
ducing an increase of at least 10 dB in the path loss when the bend blocks the direct 
path. Using a directive transmitter has advantages in terms of received power, since 
the path loss of 65-85 dB observed when using a Lambertian decreases to 30-71 dB 
when using a directive source.  
5.5. Reflective environment with Lambertian source 
This case covers metal materials in general which form most of the vehicle chassis. 
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5.5.1. Receiver area effect 
Figures 5-24 to 5-27 show the channel characteristics (received power, path loss, band-
width and RMS delay spread) for a reflective environment where a Lambertian source 
is utilised and the receiver area is varied while the receiver FOV is set to 70˚. 
 The receiver area affects the received power as for 10 mm2, the received power is 150 
μW while it drops to 107 μW and 15 μW for 7 mm2 and 1 mm2 respectively. The power 
deviations for each receiver area case are: 92%, 91% and 91% for the 1mm2, 7 mm2 
and 10 mm2 cases respectively. 
The receiver area does not affect the channel bandwidth, which varies from 200 MHz 
to 330 MHz with the bending angle regardless of the receiver area value. 
 
Figure 5-24 Received power versus bending angle for several values of receiver area 
in reflective environment with Lambertian source 
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Figure 5-25 Path loss versus bending angle for several values of receiver area in re-
flective environment with Lambertian source 
 
Figure 5-26 Bandwidth versus bending angle for several values of receiver area in 
reflective environment with Lambertian source 
123 
 
 
Figure 5-27 RMS delay spread versus bending angle for several values of receiver area 
in reflective environment with Lambertian source 
5.5.2. Receiver FOV effect 
Figures 5-28 to 5-31 illustrate the receiver FOV impact on the received power, path 
loss, bandwidth and RMS delay spread. In contrast to the previous cases, the receiver 
FOV affects all outputs. 
The received power increases with receiver FOV where it is increased from 1.8 μW to 
15 μW (87%) for straight waveguides for 10˚ and 90˚ receiver FOVs respectively, 
while for right angle waveguide, the received power increases from 76.6 nW to 3.67 
μW. 
However, for the 70˚ bend, the receiver FOV (except 10˚ FOV) does not affect the 
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received power which equals 1.1 μW (equivalent to a 59 dB path loss). 
Regarding bandwidth, for small bending angles the receiver FOV affects the band-
width value, whereas this influence diminishes as the bending angle increments. 
Regarding RMS delay spread, for small receiver FOV values (10˚ and 30˚) the delay 
increases with the bending angle. While it tends to reduce for higher receiver FOV 
values with the bending angle until it reaches specific value where it changes the be-
havior and it starts to increase when bending value increases. 
 
Figure 5-28 Received power versus bending angle for several values of receiver FOV 
in reflective environment with Lambertian source 
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Figure 55-29 Path loss versus bending angle for several values of receiver FOV in 
reflective environment with Lambertian source 
 
Figure 5-30 Bandwidth versus bending angle for several values of receiver FOV in 
reflective environment with Lambertian source 
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Figure 5-31 RMS delay spread versus bending angle for several values of receiver 
FOV in reflective environment with Lambertian source 
5.6. Reflective environment with directive source 
The last case represents the reflective environment whilst using directive source. The 
next subsections analyse the channel performance while the receiver parameters are 
changed. It is important to note that the bandwidth is high and was not found in most 
points due to sampling time limitation as explained earlier in this chapter; therefore it 
will not be plotted on figures for the points where it is found but rather in tables where 
possible. 
5.6.1. Receiver area effect 
Figures 5-32 to 5-34 demonstrate the received power, path loss and RMS delay spread 
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for the last case where the waveguides are made of reflective material and the source 
is directive. 
The value of the receiver area affects the amount of the received light, where at its 
highest value (for a 25˚ bending angle), it decreases from 3.6 mW in the 10 mm2 con-
figuration to 0.35 mW in the 1 mm2 configuration. 
For the right angled waveguide, the received power varies from 0.24 μW (10 mm2 
receiver area) to 24.8 nW (1 mm2 receiver area) which is still higher than in all previous 
cases. 
Figure 5-33 displays the path loss and it can be seen that a bending angle of 25˚ can 
result in better performance since part of the light may reach the exit in contrast to a 
slightly or sharply bent waveguide.  
The bandwidth is found only for the 50˚ bending angle, and it is the same over the 
three values of receiver area. The medium can serve up to 1.5 GHz signals. 
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Figure 5-32 Received power versus bending angle for several values of receiver area 
in reflective environment with directive source 
 
Figure 5-33 Path loss versus bending angle for several values of receiver area in re-
flective environment with directive source 
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Figure 5-34 RMS delay spread versus bending angle for several values of receiver area 
in reflective environment with directive source 
5.6.2. Receiver FOV effect 
The effects of FOV are presented in Figures 5-35 to 5-37. From Figure 5-35, it is shown 
that the received power does not change with FOV for the situations where LOS link 
exists (straight and 10˚ bending angle). While for larger bending angles, the received 
power depends on receiver FOV for a small value (10˚ FOV), whereas the path loss 
(Figure 5-36) increased substantially (33 dB) while it is decreases for higher receiver 
FOV (2dB).  
For the right angled waveguide, the received power does not change for different re-
ceiver FOVs, with the received power remaining at 24 nW, a 76 dB path loss. 
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The bandwidth was found for only a limited number of cases, shown in Table 5-4. for 
 
Figure 5-35 Received power versus bending angle for several values of receiver FOV 
in reflective environment with directive source 
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Figure 5-36 Path loss versus bending angle for several values of receiver FOV in re-
flective environment with directive source 
 
Figure 5-37 RMS delay spread versus bending angle for several values of receiver 
FOV in reflective environment/directive source 
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Table 5-4 Bandwidth for bending angle for several values of receiver FOV in 
reflective environment with directive source 
Bending angle 0˚ 10 ˚ 25 ˚ 40 ˚ 55 ˚ 70 ˚ 90 ˚ 
Receiver FOV 
10 ˚ - 5.3 GHz 1.24 GHz 450 MHz - - - 
30 ˚ - - 3.2 GHz 590 MHz - - - 
50 ˚ - - - 1.07 GHz - - - 
70 ˚ - - - 1.52 GHz - - - 
90 ˚ - - - 1.55 GHz - - - 
5.7. Conclusions 
This chapter has presented the results of the simulations conducted, and accompanying 
them is the analysis for a variety of communication situations in waveguides. A rela-
tively high number of reflections have been considered (10-15 reflections) because of 
LOS absence in most of the cases, which leads to the high power being reflected to the 
receiver. For example, for right angle waveguide, the first five reflections carry only 
70% of the total received power. There are four different cases in this situation, namely, 
scattering material with Lambertian transmitter, scattering material with directive 
transmitter, reflective material with Lambertian transmitter, and reflective material 
with directive transmitter. The chapter deals with the aspects of: power received, path 
loss, delay spread and channel bandwidth in all the aforementioned cases. For scatter-
ing material, whether Lambertian or directive source is used, the path loss for each 
case follows one pattern regardless the value of the receiver FOV and receiver area, 
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but all cases agree that 70˚ bending angle attenuates the transmitted signal. The band-
width for a reflective material with Lambertian source does not change with the re-
ceiver area, and it has the highest value at 55˚ bending angle. Using directive source 
with reflective material leads to different behaviour, where light does not travel ran-
domly and it is controlled by the level of transmitter directivity and the material re-
flective intensity pattern. Figure 5-32 shows that slightly bent waveguide allows for 
better reception, where the system benefits from the LOS link and the reflections which 
carry some of the transmitter power. However, it will be at the cost of a reduced band-
width where the signal takes longer time to reach the receiver. 
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6. Chapter 6: Simulating Various Sce-
narios for Waveguide Optical Wire-
less Communication II  
(Coupling Waveguides) 
6.1. Introduction 
In Chapter 5, an in-depth study regarding straight and bent waveguides, which are very 
common structure in vehicle frames, has been presented. This introduced the received 
power, path loss, bandwidth and RMS delay spread for various framework setups and 
diverse receiver characteristics. In this chapter, coupling between two waveguides of 
different dimensions is investigated. 
The channel performance will be surveyed for two sorts of environment and two types 
of transmitter. The impact of transmitter direction on received power and bandwidth 
will be explored.  
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6.2. Simulation variables 
6.2.1. Waveguide parameters 
The study concerns the coupling between two square cross section waveguides of di-
mensions (𝑎 × 𝑎 × 𝐿) cm and  (𝑏 × 𝑏 × 𝐿) cm, where 𝑎 = 2𝑏. Both waveguides and 
coupling are assumed to follow either the Lambert model (plastic) or the Phong model 
(Aluminium) as explained in Chapter 5 section 5.2.1, material parameters are recorded 
in Table 5.1 and radiation patterns are illustrated in Figure 5-1.  
The coupling is specified by the dimensions 𝑎 and 𝑏, and the angle made by the tilted 
faces of the coupling with the optical axis. The waveguides measurements and rundown 
of coupling angles are displayed in Table 6-1. The transmitter is situated at the centre 
of the entrance of the larger tube as illustrated in Figure 6-1. 
Table 6-1  Waveguide dimensions and coupling agles 
1st waveguide dimensions 50 x 50 x 60 (cm) 
2nd waveguide dimensions 25 x 25 x 60 (cm) 
Coupling angle {0˚ (no coupler),5˚, 10˚,30˚, 50˚, 70˚, 80˚} 
Putting the transmitter directing upwards creates a LOS link for different configurations 
with various coupling angles, and different receiver characteristics, This makes receiv-
ing a strong signal very likely for any receiver FOV and any receiver area. Therefore, 
in this chapter, the transmitter direction effect will be contemplated, and the channel 
characteristics will be determined for different transmitter angles through different cou-
pling angles. 
136 
 
 
Figure 6-1 System configurations (a) 0˚coupling angle (b) 50˚ coupling angle (c) 80˚ 
coupling angle 
6.2.2. Source parameters 
Both pure Lambertian LEDs and directive LEDs are being utilized as a part of the study. 
The radiation pattern for both sources is that presented previously in Figure 5-3. The 
transmitter is located in the centre of the waveguide entrance with transmitted power 
PT=1W. The simulation results are found for a set of transmitter directions. The trans-
mitter direction is changed in the x,z plane only with different qualities as plotted in 
Figure 6-2. The list of transmitter direction angles in shown in Table 6-2. 
Table 6-2 List of transmitter direction angles 
Transmitter direction angle {5˚, 20˚,40˚,60˚, 80˚, 90˚} 
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Figure 6-2 3D and 2D representation for transmitter direction 
6.2.3. Receiver parameters 
The receiver element is situated in the centre of the waveguide exit unless other-
wise stated, and it is directed downwards. The receiver FOV is chosen to be 70˚ and its 
area is 1 mm2. The rest of the simulation variables are listed in Table 6-3. 
Table 6-3 List of simulation variables 
Number of transmitted rays 610 
Time resolution 2 ps 
Number of reflections 15 
The summary of the configurations simulated is shown in Figure 6-3 
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Scattered environment
Lambertian LED Directive LED
Transmitter direction 
angle = {5˚, 
20˚,40˚,60˚, 80˚, 90˚}
Reflective environment
Lambertian LED Directive LED
Transmitter direction 
angle = {5˚, 
20˚,40˚,60˚, 80˚, 90˚}
Transmitter direction 
angle = {5˚, 
20˚,40˚,60˚, 80˚, 90˚}
Transmitter direction 
angle = {5˚, 
20˚,40˚,60˚, 80˚, 90˚}
System configuration
Coupling angle = {0˚,5˚, 
10˚,30˚, 50˚, 70˚, 80˚}
 
Figure 6-3 Configurations simulated  
6.3. LOS effect over the configurations 
A LOS link improves the channel performance in terms of received power and band-
width. The system configurations will be classified according to the OWC link config-
urations which were explained in Chapter 2, Section 2.3.1. 
Because the receiver FOV is wide, the configurations are either hybrid or non-directed, 
depending on the transmitter type and direction. The coupling angle will affect the dis-
tance between the transmitter and receiver, and will therefore affect the value of the 
LOS received power not the type of the configuration. Table 6-4 shows the system con-
figuration for the Lambertian transmitter and Table 6-5 shows the system configuration 
for the directive source. 
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Table 6-4 System configuration type and LOS received power for Lambertian 
transmitter 
Transmitter direc-
tion 
System configura-
tion 
LOS received power in nW (min and max 
values depending on coupling angle) 
5˚ Non-directed LOS 7.6 nW  18.9 nW 
20˚ Non-directed LOS 30 nW   76 nW 
40˚ Non-directed LOS 56 nW  142 nW 
60˚ Non-directed LOS 76 nW  191 nW 
80˚ Non-directed LOS 86 nW  218 nW 
90˚ Non-directed LOS 87 nW 221 nW 
Table 66-5 System configuration type and LOS received power for directive transmit-
ter 
Transmitter 
direction 
System configuration LOS received power (min and max val-
ues depending on coupling angle) 
5˚ Diffuse (Non-directed NLOS) 0 0 
20˚ Diffuse (Non-directed NLOS) 0 0 
40˚ Diffuse (Non-directed NLOS) 0 0 
60˚ Diffuse (Non-directed NLOS) 0 0 
80˚ Hybrid LOS 9.7 nW 24 nW 
90˚ Hybrid LOS 22 W  56 W 
(no reflections in this system) 
6.4. Simulation results: Scattering environment with Lam-
bertian source 
Figures 6-4 to 6-7 demonstrate the OWC channel characteristics (received power, path 
loss, bandwidth and RMS delay spread) versus coupling angles for different transmitter 
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directions. As expected the best signal is received when the transmitter is directed up-
wards towards receiver with strong LOS link regardless of coupling angle value. The 
maximum received power is 0.3 μW for 90˚ transmitter direction with 0˚ coupling an-
gle. For small transmitter direction angles (the transmitter is almost parallel to the en-
trance plane), it is noted that the received power is almost constant (37.2 nW) except 
for an 80˚ coupling angle where it drops to 18.4 nW.  
The received power for different transmitter directions follows the same pattern through 
the coupling angle values; the maximum value occurs where the two waveguides are 
connected directly without coupler (coupling angle = 0˚), then when the coupler exists, 
the received power starts to decrease and the path loss increases.  
Figure 6-6 shows the bandwidth versus coupling angle relationship for different trans-
mitter direction angles. For long couplers the bandwidth could not be defined due to 
time resolution restrictions as explained in Chapter 5. However, the minimum band-
width that can be reached is 100 MHz for a 5˚ transmitter direction.  
RMS delay spread is related to maximum bit rate that can be transmitted through a 
channel without introducing ISI and without using an equalizer at the receiver by the 
equation [117]: 
𝑅𝑏 =
1
10𝐷𝑟𝑚𝑠
 
Thus, since for a 5˚ transmitter direction and a 60˚ coupling angle, Drms equals 56.2 ps 
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this can support a bit rate of 1.7 Gbps. 
 
Figure 6-4 Received power versus coupling angle for several values of transmitter di-
rection in scattering environment with Lambertian source 
 
Figure 6-5 Path loss versus coupling angle for several values of transmitter direction 
in scattering environment with Lambertian source 
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Figure 6-6 Bandwidth versus coupling angle for several values of transmitter direction 
in scattering environment with Lambertian source 
 
Figure 6-7 RMS delay spread versus coupling angle for several values of transmitter 
direction in scattering environment with Lambertian source 
143 
 
6.5. Simulation results: Lambertian material with directive 
source 
Figures 6-8 to 6-11 show the channel characteristics for a scattering material while us-
ing a directive source. The performance of the hybrid LOS system (transmitter direction 
= 90˚) is distinguished where the received power ranges from 56 μW to 22.1 μW for 
short couplers and long couplers respectively. The path loss increases by at least 20 dB 
when the LOS link is not perfect as shown in Figure 6-9, while for the rest of the cou-
plers the path loss ranges between 62 dB and 78 dB which is equivalent to 0.61 μW and 
13.5 nW of received power respectively. The effect of transmitter direction becomes 
less for angles less than 60˚.  
As for bandwidth, it ranges between 95 MHz and 144 MHz in general. For a 90˚ trans-
mitter direction the bandwidth is not defined due to the time resolution limitation. For 
the other hybrid LOS configuration (80˚ transmitter direction angle) the bandwidth 
value drops after a 30˚ coupling angle. 
RMS delay spread is small for non-directed LOS links which allows for high data rate 
signals transmission. For non-directed NLOS configurations the RMS delay spread in-
creases significantly. Notwithstanding, the coupler assumes an essential part that every 
transmitter direction has a particular coupling angle where the RMS delay spread is 
greatly reduced. This means that for specific combinations of transmitter direction and 
coupling angle the light travels smoothly and rapidly to the receiver.  
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Figure 6-8 Received power versus coupling angle for several values of transmitter di-
rection in scattering environment with directive source 
 
Figure 6-9 Path loss versus coupling angle for several values of transmitter direction in 
scattering environment with directive source 
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Figure 6-10 Bandwidth versus coupling angle for several values of transmitter direction 
in scattering environment with directive source 
 
Figure 6-11 RMS delay spread versus coupling angle for several values of transmitter 
direction in scattering environment with directive source 
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6.6. Simulation results: Phong material with Lambertian 
source 
The outcomes appearing in Figures 6-12 to 6-15 demonstrate the received power, path 
loss, bandwidth and RMS delay spread for an environment which contains reflective 
material but where the source is omnidirectional. 
The LOS link performs well where 1.6 μW is received when no coupler is used while 
just 1 μW is received in a long coupler for a transmitter direction angle of 90˚. As can 
be seen in Figure 6-12, the relationship between the received power and coupling angle 
follows almost the same pattern as in the first case (Lambertian material with Lamber-
tian source) with distinction in power gain value. 
However, the bandwidth and RMS delay spread behaviour is totally different as shown 
in Figures 6-14 and 6-15. A 70˚ coupling angle allows for the best performance in terms 
of bandwidth, regardless the transmitter direction value. It offers at least 140 MHz of 
bandwidth.  
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Figure 6-12 Received power versus coupling angle for several values of transmitter 
direction in reflective environment with Lambertian source 
 
Figure 6-13 Path loss versus coupling angle for several values of transmitter direction 
in reflective environment with Lambertian source 
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Figure 6-14 Bandwidth versus coupling angle for several values of transmitter direction 
in reflective environment with Lambertian source 
 
Figure 6-15 RMS delay spread versus coupling angle for several values of transmitter 
direction in reflective environment with Lambertian source 
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6.7. Simulation results: Phong model with directive source 
Figures 6-16 to 6-18 show the results for an environment which contains reflective ma-
terial but where the source is directional. This case is the most critical as both the ma-
terial and the source are directive so the random movement of the rays is less. 
As is illustrated in Figure 6-16 there is no power received for short couplers (0˚, 5˚) 
when the transmitter direction equals 5˚, 40˚ and 60˚, because of the high reflectivity 
of the material. The light is reflected back in the first waveguide and does not pass the 
coupler to the second waveguide. However, for transmitter direction angle of 60˚ the 
received power changes significantly with the coupling angle. The highest received 
power is at 30˚ coupling angle (0.21 mW) while it drops to 0.38 μW when the coupling 
angle is 70˚. A particularly clear representation of the amount of received power is il-
lustrated in Figure 6-17 where the path loss (dB) is plotted against coupling angle for 
different values of transmitter direction. The path loss fluctuates with no smooth pattern 
as the light follows the directive radiation pattern for both waveguide material and 
transmitter. 
The bandwidth was found for just a set number of cases, appearing in Table 6-6.  
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Figure 6-16 Received power versus coupling angle for several values of transmitter 
direction in reflective environment with directive source 
 
Figure 6-17 Path loss versus coupling angle for several values of transmitter direction 
in reflective environment with directive source 
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Figure 6-18 RMS delay spread versus coupling angle for several values of transmitter 
direction in reflective environment with directive source 
Table 6-6 Bandwidth for coupling angle for several values of transmitter direction in 
reflective environment with /directive source 
Bending an-
gle 
0˚ 5˚ 10˚ 30˚ 50˚ 70˚ 80˚ 
Transmitter 
direction 
0˚ - - - 151 MHz 710 MHz 101 MHz 152 MHz 
20˚ 208 MHz 214 MHz 242 MHz 410 MHz - 210 MHz 122 MHz 
40˚ - - - 292 MHz - - 215 MHz 
60˚ - - - - - 650 MHz - 
80˚ - - - - - - - 
90˚ - - - - - - - 
6.7.1. 0˚ coupling angle analysis 
This configuration will be studied analytically, as using material which follows the 
152 
 
Phong model with high reflectivity and high directional source makes the random ray 
movement rare and it can be calculated. 
The 2D representation of the system configuration is illustrated in Figure 6-19. 
 
Figure 6-19 2D representation for coupling two waveguides at 0˚ coupling angle with 
two rays 
  The first waveguide length is L and width is a, the transmitter direction angle is u 
(0<u<90˚), the second waveguide width is b. The first reflection hits the surface at dis-
tance w/2 from the waveguide entrance, where: 
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𝑤
2
=
𝑎
2
+ tan(𝑢)   (6-1) 
The second reflection happens at distance 1.5w from the waveguide entrance. The num-
ber of reflections the rays experiences in the first waveguide: 
𝑞 = 𝑖𝑛𝑡 (
𝐿
𝑤
)    (6-2) 
where q is the nearest integer number to L/w. The last point the ray hits the waveguide 
has coordinate (x0,,z0) where 
𝑧0 = (𝑞 −
1
2
)𝑤     (6-3) 
𝑥0 = {
𝑎    𝑞 odd
0    𝑞 even
   (6-4) 
And the ray equation after the last hit point is: 
{
𝑧 − 𝑧0 =  
−𝑤
𝑎
 (𝑥 − 𝑥0)     𝑞 odd
𝑧 − 𝑧0 = 
𝑤
𝑎
 (𝑥 − 𝑥0)       𝑞 even
   (6-5) 
Then the point where the last ray intersects with the upper waveguide surface is found 
by substituting z=L in (6-5) and finding x. If this is within the second waveguide en-
trance then the ray travels into the second waveguide and thence to the receiver. Other-
wise it will reflect back to the first waveguide and it will not proceed. 
For example: 
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Applying the simulation parameters with transmitter direction angle u = 5˚, a = 50 cm 
and b = 25 cm. L = 60 cm. Then: 
𝑤 = 4.37 𝑐𝑚 
and the ray will undergo q =13.71 ≈ 14 reflections (even number). 
𝑧0 = 58.995 𝑐𝑚 
𝑥0 = 0 
By substituting these values in equation (6-5) with L = 60 cm 
𝑥 = 11.49 𝑐𝑚 
This point does not correspond gepmetrically to the second waveguide entrance and the 
ray will reflect back. Figure 6-19 illustrates one ray path where the blue part represents 
the forward ray while the red part represents the ray after reflecting back in the wave-
guide. 
For transmitter direction angles 20˚, 50˚, 60˚ the ray will hit the exit surface of the first 
waveguide at the points x = 10 cm, 24.64 cm, 40.35 cm. 
This means that the beam of light transmitted from the source with transmitter direction 
angle = 50˚ will reach the receiver, while for transmitter direction angles of 20˚ and 60˚ 
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it will not reach the receiver. However, because of the transmitter beam divergence and 
the scattering part of environment radiation pattern (Phong model), part of it might pass 
through, which explains the received power and path loss values in section 6.7. 
6.8. Discussion 
The connection of two waveguides may be achieved through various couplers with dif-
ferent coupling angles. Long couplers might give smooth passage for the light to travel 
from the transmitter to the receiver but the direct path length between them will in-
crease. Furthermore, the waveguide material affects the way the light is reflected which 
might change the ray path. In general, and from the results presented, several insights 
are obtained; higher power is acquired from a reflective material which follows the 
Phong model with a directive transmitter, but the transmitter direction should be chosen 
carefully. While using scattering material, whether with a Lambertian transmitter or 
directive transmitter, the received power follows a consistect pattern: the received 
power decreases with the coupling angle increment and it increases with increases in 
the transmitter direction angle. 
Regarding the bandwidth value, a high bandwidth is realisable through any configura-
tion. The smallest bandwidth found is 71 MHz in a reflective material with a directive 
source when it is directed with 5˚ and the coupling angle is 50˚. 
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6.9. Conclusions 
In this chapter an analysis of the OWC channel of various waveguide configurations 
has been conducted in order to connect two waveguides efficiently. There are four dif-
ferent cases in this situation, namely, scattering material with Lambertian transmitter, 
scattering material with directive transmitter, reflective material with Lambertian trans-
mitter, and reflective material with directive transmitter. The chapter deals with the as-
pects of: power received, path loss, delay spread and channel bandwidth in all the above 
mentioned cases. After presenting the simulation results, particular attention has been 
taken paid to one specific case (reflective material with directive transmitter) which has 
been studied analytically in order to understand the light movement through the wave-
guide.
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7. Chapter 7: Conclusions and future 
work 
7.1. Introduction 
This Chapter summarises the main findings of this research and presents the conclu-
sions. It also includes suggestions for further future research.  
7.2. Summary 
The main idea behind this research has been to introduce a new environment for OWC 
systems beside indoor and outdoor environments. Waveguides are considered as po-
tential media to transfer information through light. The main application which drove 
the work is to integrate OW with RF systems in the IVC network. 
The cost and weight of a modern automobile’s cable harness is substantial as it may 
weigh up to 30kg.  With many modern bus systems still using redundant connections, 
link breaks are always a concern. On the other hand, the RF wireless medium over-
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comes few disadvantages, RF susceptibility restricts the system performance. In addi-
tion, using the RF spectrum requires frequency preallocation which adds to the system 
cost.  
OWC with all its advantages, including high bandwidth, immunity to EMI and a high 
security level it provides, suggests its use in IVC networks. Despite initial interest in 
defining OW links in the vehicle cabin [74], other vehicle parts can be used as path-
ways for the OW signal; for example, the vehicle frame or the engine compartment. 
Both the doors and the vehicle frame form potential waveguiding structures that are 
free of sun and ambient light. This work explores the validity of using the light through 
waveguides in general and vehicle frame in particular. 
Chapter 2 covers recent studies regarding IVC systems with their requirements, ad-
vantages and drawbacks. Then, it moves to discuss OWC systems, comparing it with 
RF systems and how it started to be employed in transportation systems in various 
domains. However, applying OWC systems in IVC has been proposed recently within 
the vehicle cabin only. Therefore, the idea which drives this interesting research has 
been identified, namely applying OWC link within the vehicle frame, i.e. confined 
space which has been defined as waveguides through the thesis. 
Chapter 3 discussed in detail different indoor OWC channel models which have been 
proposed until now. The theory behind each algorithm has been criticized in addition 
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to detailed comparison among these algorithms in order to build the simulator which 
will be used through the work.  
In Chapter 4, a specific simulator has been developed in order to satisfy the proposed 
environment. The simulator determines all parameters needed to analyse the channel 
performance. It covers LOS, non-LOS and diffuse links. The simulator has been tested 
against previous studies and against a basic experiment. The novelty of the simulator 
is its ability to study materials which follow Phong model. All previous studies either 
concerned Lambertian model which assumes that the light scatters after hitting a sur-
face or the surface is completely reflective where the reflected light contains only the 
specular component. In reality, however, the reflected light contains both scattering 
and specular components depending on the material specifications. Besides, the simu-
lator handles a high number of reflections in contrast to the original indoor OWC chan-
nels where 3-5 reflections are studied. This increment in the number of reflections 
costs computational time. Therefore, an improvement has been made in order to keep 
the computational time to a minimum. 
After defining the environment and building the simulator, the implementation part 
starts; Chapter 5 studies the possibility of sending OW signals through waveguides, 
starting with straight waveguides and then moving to sharp waveguide bends. Two 
waveguide materials have been studied (scattering and mixed scattering-reflective ma-
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terials) with the use of 2 types of transmitters (Lambertian, and directional). The re-
ceiver effect has been studied as well where different receiver FOVs were imple-
mented besides different receiver apertures. A more detailed study has been conducted 
regarding right angle bend waveguide where the channel characteristics distribution 
over different planes have been analysed. One of the interesting results has shown that 
when the material radiation pattern follows the Lambertian model then the graph rep-
resents the normalized path loss versus the bending angle follows the same pattern for 
each case through different values of the measured variable (receiver FOV or area). In 
the same environments, LOS link existence makes a considerable difference on the 
received power value where it drops ten times when it disappears. 
In reflective material, it has been shown that when using Lambertian source, the link 
performance degrades with bending angle increase except for 90˚ because of the bend-
ing shape chosen for this application. When using directive source, it has been shown 
that a slightly bending waveguide performs better than a straight one. It is believed 
that the existence of LOS link beside other reflections caused by the bend will increase 
the received power at the cost of bandwidth. 
In Chapter 6, a different set of links have been studied. Another common structure 
which might be found in vehicle structure is connecting two waveguides which have 
different dimensions. The effect of the connection at different coupling angles has been 
explored for different environments. It has been shown that the coupling angle affects 
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the quality of the received signal. However, this system benefits from the LOS link 
between the transmitter and the receiver in contrast to the first set where the bending 
eliminates the existence of LOS link. Therefore, the concentration has been made on 
the transmitter direction instead of receiver characteristics. 
Higher power is acquired from a reflective material which follows the Phong model 
with a directive transmitter, but the transmitter direction should be chosen carefully. 
While using scattering material, whether with a Lambertian transmitter or a directive 
transmitter, the received power follows the same pattern: the received power decreases 
with the coupling angle increment and it increases when the transmitter direction angle 
increases. 
Regarding the bandwidth value, a high bandwidth is realisable through any configura-
tion. The smallest bandwidth found is 71 MHz which it allows for multimedia com-
munications. 
7.3. Future work 
As new research, a window is opened to carry more ideas and investigations in new 
applications for the OW domain. 
7.2.1. Improved scenarios 
To begin with, more scenarios can be investigated, namely T-shape and circular cross 
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section waveguides. Although it is specific application software, it could be applied to 
other similar purposes by changing the parameters, and running the software. T-shape 
configuration is presented in Figure 7-1. While circular cross section is found in Figure 
7-2, finding the intersection point between the ray and the circular cross section wave-
guide consumes higher computational time which makes the current simulator less 
efficient in modelling the OWC system, and improved intersection algorithm will be 
desirable. 
The maximum number of waveguides per case was three in the thesis, and as a pro-
posal for future work; a more complicated set of waveguides can be implemented in 
order to design a full intra-vehicle communication system. Other aspects which should 
be studied are the effect of paint, fluids in different vehicle parts and corrosion on the 
optical transmission. 
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Figure 7-1 T-shape configuration 
 
Figure 7-2 Circular cross section waveguide 
Introducing this research into practical experiments will have interesting outcomes. 
Even though it has a relatively clear idea about how light works in waveguides, but 
going further to the experiment side will be interesting as a first step into proposing 
the idea to be a transportation standard. 
Future further work in this research would target the different modulation schemes and 
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use it for transmitting the signals. The three major modulation schemes in the optical 
wireless channel will be studied: On-off keying (OOK), pulse amplitude modulation 
(PAM), and pulse position modulation (PPM), according to their power and bandwidth 
requirements. 
In addition to vehicular applications, OW through waveguides can be implemented in 
other applications, for example, connecting rooms through light pipes instead of using 
fibres. Medical devices can benefit from the idea where the wires can be replaced by 
light traveling through the device frame. 
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