Despite developments in error modeling in discrete objects and continuous fields, there exist substantial and largely unsolved conceptual problems in the domain of nominal fields. This article explores a novel strategy for uncertainty characterization in spatial categorical information. The proposed strategy is based on discriminant space, which is defined with essential properties or driving processes underlying spatial class occurrences, leading to discriminant models of uncertainty in area classes. This strategy reinforces consistency in categorical mapping by imposing class-specific mean structures that can be regressed against discriminant variables, and facilitates scale-dependent error modeling that can effectively emulate the variation found between observers in terms of classes, boundary positions, numbers of polygons, and boundary network topology. Based on simulated data, comparisons with stochastic simulation based on indicator kriging confirmed the replicability of the discriminant models, which work by determining the mean area classes based on discriminant variables and projecting spatially correlated residuals in discriminant space to uncertainty in area classes.
Introduction
Categorical information about land cover, soil, and other properties is important for environmental modeling and various applications. Maps of spatial classes are usually represented as discrete polygons associated with class labels or contiguous groups of class-coded raster cells. This kind of map is known as an area-class map (Mark and Csillag 1989) , a term which is used interchangeably with categorical map in this article. Developments in remote sensing and statistics have led to the proliferation of spatial categorical information at a range of scales and over time, with multi-source data being integrated using increasingly sophisticated algorithms (Goodchild 1994 , Lambin and Strahler 1994 , Richards 1996 , Tso and Mather 2001 , Foody and Mathur 2004 .
Despite progress made in remote sensing for resource inventory, ecosystem modeling, and global change research (Skole and Tucker 1993 , DeFries and Townshend 1994 , Bruzzone and Serpico 1997 , Muchoney and Strahler 2002 , information derived from remote sensing often suffers from various uncertainty because many biophysical processes underlying landscape dynamics cannot be remotely monitored with adequate accuracy due to the difficulties of separating one class from another when both show similar spectral signatures and, in a changing environment, discriminating real changes from natural variations such as plant phenology Ehrlich 1996, Coppin et al. 2004) . Besides, remote sensor data are subject to measurement error and man-machine limitations. Inaccuracy in remote sensing information will have profound implications on the resultant models concerning landscape and ecosystem processes, as uncertainty enters and creates weak links in the chain of information extraction and knowledge construction. As thematic mapping based on remote sensing has been extended from local, regional, national, to global scale, it is required that error in remotely sensed information and its propagation in derivative products be quantified and handled correctly (Stehman et al. 2003) .
Uncertainty in categorical maps can be approached from inaccuracy in position, i.e. area-class boundary placement, and class labeling, respectively (Hunsaker et al. 2001 , Foody 2002 . Positional errors are handled by identifying and removing sliver polygons, i.e. misfits between versions of polylines or polygon boundaries (Chrisman 1989) . Sliver removal is often facilitated by carefully setting the tolerance of positional errors. Errors in classification are analyzed by using confusion or error matrices where classification maps and their reference are compared and the hits and misses between them are crosstabulated on samples of pixels or parcels. Error matrices provide the basis for computing percent correctly classified pixels located randomly over specific domains, and kappa coefficients of agreement that take account of the so-called chance correctness in labeling pixels (Congalton 1991) . Methods for estimating variance of classification accuracy are well established (Stehman et al. 2003) , and recent research has explored the use of spatially varying probabilities of misclassification evaluated at individual locations, usually grid cells, to paint spatially varied pictures of uncertainty in mapped classes (Steele et al. 2003) .
It is common to apply the law of variance and covariance propagation to quantify errors in derivatives given knowledge of the input variables' variance and covariance and the functions involved. For error modeling with spatial data, however, simple applications of the law of variance and covariance propagation assuming spatial and cross-variable independence will lead to biased quantification of standard errors in derivatives. This is because geo-processing often operates over certain neighborhoods and with multi-source data, as exemplified by simple summation of grid cells labeled with certain land cover types and differencing of percent tree cover maps for change detection, implying that spatial dependence is often induced in spatial analysis and modeling, which must be accounted for in quantification of uncertainty. Therefore, stochastic simulation utilizing an indicator transform has been widely applied as a non-parametric technique for quantifying spatial uncertainty in categorical information and process models. Unfortunately, indicator stochastic simulation does not produce replicable results for error modeling as stochastic simulation does in the domain of continuous fields (Goodchild 2003) . This deficiency originates from a flaw in indicator techniques: realizations are drawn from kriged probability vectors of potentially arbitrary class orders, resulting in non-invariant moments in simulated maps.
A more fundamental issue in thematic mapping of land cover and other nominal fields concerns how spatial classes are defined. As different classifications are performed using different criteria and to serve different purposes, it is rare for classifications derived from different systems, as different generalizations, to be comparable, even if the same classification schemes (e.g. Anderson et al. 1976) , the same classifiers, and the same analysts are employed with the same raw data and ancillary information. To achieve greater consensus in thematic mapping and to make the process of categorical mapping more uncertainty-informative, a certain logic must be followed to ensure meaningfulness in the resultant products (Whittaker 1973 , Robinove 1981 , Laut and Paine 1982 . For delineation of vegetation, canopy structures are often used: perennial versus annual biomass (to separate forests and woody-stemmed shrubs from annual crops and grass), leaf longevity (to detect evergreen versus deciduous canopy), and leaf type (needle-leaved, broadleaved, and grass). Soils are classified on the basis of observable or measurable properties affecting or resulting from soil genesis, with underlying processes providing a framework for understanding the soil taxa, as it is believed that different soils originate from different external environmental conditions, primarily of climate and vegetation (Jenny 1941) . Goodchild and Dubuc (1987) proposed a logic for categorical mapping based on what they termed phase space, by which land cover types may be differentiated into zones of unique combinations of precipitation and temperature. Recently, along similar lines, Busby (2002) reported a test using a tool known as BIOCLIM that estimates distributions of species such as temperate rainforest trees and bats based on climate data.
It is important to develop classifications based on simple, observable, unambiguous predictors that are remotely sensible and field-measurable, with the defined classes directly translatable to desirable parameters. In this article, we introduce the concept of a discriminant space , as it is in this space defined by the environmental variables, or covariates, that individual locations are mapped into class codes. The discriminant-space model emphasizes the importance of understanding the process that has shaped the landscape, as spatial classes are mathematically related to covariates in this model, which are themselves interacting spatial processes. This is significant as area-class occurrences are spatially and temporally varied and heterogeneous, and a process perspective makes the process of categorical mapping and error analysis more objective and tractable.
The major contribution of this process-based methodology is its capability of decoding the logic of categorical mapping and making the information process more accountable. In process-based models for land classification, the deterministic components © 2009 Blackwell Publishing Ltd Transactions in GIS , 2009 are parameterized by biophysical variables and other environmental factors (both natural and built) which have driven the evolution of landscape, while stochastic error terms refer to residuals that cannot be described neatly by the models (Carre and Girard 2002) . The predictive models of classes help to maintain consistency across observers, as the deterministic components are described statistically, perhaps as generalized linear models (Moisen and Edwards 1999 , Miller and Franklin 2002 , McBratney et al. 2003 .
The error components are responsible for the differences between realizations of categorical maps. The discriminant-space-based strategy will meet all the requirements for a model of error in area-class maps, because of its flexibility to emulate the variation found between observers, who will vary classes, boundary positions, and also numbers of polygons and boundary-network topology (Goodchild 2003) . In this model, class definition, biophysical parameterization, scaling, and error modeling are carried out in the space spanned by discriminant variables. Geostatistics can be utilized for mapping spatial classes and modeling their uncertainty as they propagate from measurement to categorical information, providing a unified strategy for both quantitative remote sensing and predictive modeling of landscape dynamics (Journel and Huijbregts 1978) .
The next section will discuss how area classes are defined and parameterized in the discriminant space of dimension b via analysis of the deterministic components in the discriminant models. Simple thresholding is described for univariate cases, i.e. b = 1, while generalized linear models are introduced to handle multivariate cases where b > 1, although there is no straightforward extension from b = 1 to b > 1. Section 3 will discuss both linear and indicator geostatistics for propagating error in measurement to uncertainty in area classes. It will be seen that indicator stochastic simulation suffers from non-replicability in realized categorical maps due to class ordering in probability vectors. This problem is solved by performing stochastic simulation in the discriminant space before labeling a location by referring to the mean class models. Section 4 presents empirical results with simulated data, where non-invariant behaviors of indicator stochastic simulation are demonstrated in contrast to replicability of the discriminant model. This is followed by some concluding remarks, outlining topics for further research, in section 5.
Demarcating Area Classes in the Discriminant Space
Suppose a domain is discretized into locations denoted by x , which takes values in a chosen coordinate system that may be 2-dimensional, 3-dimensional, or 4-dimensional if a spatiotemporal frame is assumed. Let Z ( x ) = ( Z 1 ( x ), . . . , Z b ( x )) be a vector field of multi-variables defined on a discriminant space of dimension b with b being a positive integer. At location x , the prevailing class is denoted C ( x ), which takes values in a set of class codes {1, . . . , K } where K stands for the total number of classes under consideration, or may be a vector of length K , with individual components pertaining to some measures of class likelihood or membership.
Let η denote a classification rule and η ( Z ( x )) a prediction of C ( x ) obtained by applying the classification rule to a measurement vector Z ( x ) at a location (e.g. pixel) x . The process of categorical mapping whereby layers of discriminant variables (measurements) are converted into categorical information can be expressed as:
where the F k are measures of class proximity or similarity to an ideal or stereotype of class k , with the prevailing class at location x taking the maximum value. The dimensionality b of the discriminant space deserves serious study. It makes sense to start the discussion with b = 1 where class labeling can be furnished by thresholding. By Tobler's First Law, a univariate surface of Z will be continuous. Thresholding a continuously varying Z surface gives rise to contours. If area classes are defined by a series of Z intervals, they will take zones between contour lines, implying that area-class maps will resemble contour maps with no three-valent nodes, which are typical for area-class maps and can be constructed in higher-dimensioned discriminant space. In addition, imposition of constraints on the discriminant space is possible when b > 1, such as by requiring class definitions to be rectangles or ellipsoids. Therefore, there is no simple extension from b = 1 to b > 1, as is reflected in the following discussion about class modeling in the discriminant space.
Assume that measurement has been carried out with location x taking a value z ( x ), with the lower case letter z distinguished from the upper case letter Z and denoting a variable. Given a set of K − 1 threshold values z k , k = 1, . . . , K − 1, it is possible to label the class type at x by simply finding the appropriate interval z ( x ) falling in:
Parallelepiped classifiers can be considered as extensions of thresholding of univariate quantities. For the example of using temperature and precipitation to map land cover, one might be able to define classes as sets of rectangles in the discriminant space.
Thematic mapping can also be considered as regression analysis where response variables, e.g. land cover, are statistically associated with certain combinations of explanatory or predicator variables, e.g. radiance measurements and biophysical variables. In multiple linear regression, the expected value of the response variable is statistically modeled as a linear combination of the explanatory variables. With categorical response variables, the problem of nonlinearity is handled through link functions that transform the expected values of the categorical variable into linear functions of the explanatory variables (McCullagh and Nelder 1989, Gotway and Stroup 1997) . Generalized linear models provide a unified framework which can be applied to various linear models. Generalized linear models take the form:
where the regionalized variable η k ( x ) may come from any exponential family, and g (·) is the link function, which is often a logit function, logit( π k ) = log( π k /(1 − π k )), for categorical variables. In linear regression, the distribution family is Gaussian and the link function is identity, i.e. g(E(η k )) = E(η k ). The mapping logic by Equation (3) is to label location x as belonging to class i, if g(E(η i (x)) > g(E(η j (x)) for all j ≠ i. The response C(x) may be predicted by the inverse of Equation (3):
In principle, any compositions of discriminant variables fit well in such a framework, which may come from remote sensor measurement, biological surveys, climate and GIS, 2009, 13(1) environment monitoring, where ancillary information concerning categorical distributions in the form of prior probabilities or domain knowledge may also be utilized. A key issue, though, is to make inferences about class definition from maps, i.e. estimating class models from combined uses of measurement and ancillary data, such as elevation, soil, biome, and multitemporal normalized difference vegetation index (NDVI) statistics (Brown et al. 1993 , Running et al. 1995 , Muchoney and Strahler 2002 . It is, therefore, important to explore non-parametric techniques for class modeling in the discriminant space so that area classes may be defined through irregular networks of samples. In addition, reduction of dimensionality of discriminant space may become sensible in the light of adequate accuracy and improved interpretability of the resultant class models.
Propagating Error from Measurement to Area Classes
After discussion about deterministic components, we now address the stochastic components (i.e. errors) of discriminant space models. As noted earlier, conventional methods for error handling, i.e. epsilon bands and confusion matrices (Chrisman 1989) , do not lead to the successful emulation of variation often encountered in area-class maps in terms of class labeling and boundary geometry/topology (Goodchild 2003) . Better models of uncertainty can be built upon the discriminant-space model, with the mean of Z representing the mean class "signature" and the error δZ reflecting stochastic but often spatially dependent deviates from the mean. In the following discussion, a particular discriminant variable Z is considered, although generalization to a measurement vector Z and b > 1 should be pursued where necessary. The discriminant-space model proposes that each variable has a true value at every location, and that individual realizations are distortions of this true value using an error model of the type Z = m z + δZ. This can be generalized to measurement vector Z:
which states that measurement Z(x) is the true or mean vector m z (x) corrupted by an error vector δZ(x). Outcomes vary from realization to realization, but there is strong persistence between realizations as well, which is implied by the mean m z (x), the distortion δZ(x), and the class semantics and labeling rule embedded in the discriminant space. Consider the observed version of localized mean class response E(η k ) in Equation (3) at location x, which is regressed against discriminant variables Z. The linear model in Equation (5) may be transformed to one concerning class responses: (6) where is the observed class response, p k (x) is the mean class response, and ε k (x) is the error term, with subscript k indicating a class code.
In geostatistical analysis of a regionalized variable Z, it is usual to assume a constant local mean and a stationary covariance between places separated by a given distance and direction. Spatial covariance, cov Z (h), is defined as the expectation of the product of a variable's deviates from local means for locations separated by a lag h:
where Z(x 1 ) and Z(x 2 ) are the values of variable Z at locations x 1 and x 2 respectively, which are separated by lag h.
Given a set of samples, a kriged estimate for a variable Z at location x may be pursued as the linear combination of data values at sampled locations. With knowledge of m Z (x), a simple-kriging estimate for an unsampled location x is obtained as: (8) where λ i stands for the weight attached to the sample located at x i (i =1, 2, . . . , n) within the search neighbourhood. The weights, in turn, are determined by: (9) where the elements cov z (x j , x i ) denote the covariance between sampled locations x j and x i , and cov z (x, x i ) stands for the covariance between the unsampled location x and location x i .
Consider discretising the underlying variable of known range
, as in Equation (2). For each class-defining interval, i.e. a class, it is possible to define an indicator transform i k (x) for any location x. Indicator variables can also be derived from analysis of the discriminant function in Equations (3) and (4). By analogy to Equations (8) and (9), it is possible to determine the local probability of occurrence of each class k, O k (x), conditioned to existing data, using simple indicator kriging: (10) where i k (x s ) represents the indicator transform of a sample point x s (s = 1, 2, . . . , n) to class k, λ s is the weight associated with the sample point x s , and p k (x) is the local prior probability of class k inferred from sample data or, better, obtained from Equation (4).
To model uncertainty in joint computing at multiple locations, stochastic simulation is used (Goodchild et al. 1992) . Working with indicators, stochastic simulation proceeds by building a conditional cumulative distribution function (ccdf) as: (11) where the conditional probabilities p k′ (x | (data)) are estimated from indicator kriging as defined in Equation (10), and the conditioning data consist of neighbouring original indicator data and previously simulated indicator values, the former being withheld for unconditional simulation. Draw a random number p uniformly distributed between 0 and 1. The category simulated at location x, c(x) (l) , is the category that corresponds to the probability interval including p, i.e.
c(x)
Add that simulated value to the conditioning data set, and continue the previous four steps for the next node along the random path until the problem domain is exhausted. However, to avoid the non-invariant behaviour of sequential indicator simulation due to class ordering, as can be seen from the algorithm in Equation (12), some special treatment is needed. One can apply conditional simulation to generate equal-probable GIS, 2009, 13(1) realizations of the error vector in Equation (5), which are then added to the mean class response using Equation (6). Lastly, realized area-class maps are derived from applying the rule shown in Equation (1). As the variations in discrimnant space are smooth, only classes adjacent in Z space can be adjacent, overcoming the setback in indicator simulators. Obviously, variogram modeling becomes explicitly and solely associated with the Z space rather than the transformed space of indicators. It should be noted, though, that joint simulation of multiple variables is not trivial (Christakos 1987) . This implies that the invariant property of the discriminant space model comes at a price.
Nevertheless, there are cases where class ordering makes sense. For example, in land cover change modeling, it is necessary to have some specific ordering, at least partially, in class labels, e.g. urban invasion of agricultural land, so that sequential class assignment in indicator simulation may be implemented (Goodchild 2003) . In such cases, indicator simulation generates realized maps that meet specific requirements. A robust strategy in stochastic simulation concerning area-class maps is, thus, a combination of both indicator and discriminant space models so that the simulators work accurately and flexibly.
Results from Simulated Data
To show the drawbacks of indicator stochastic simulation and to demonstrate the effectiveness of the proposed strategy for error modeling in nominal fields, an experiment was implemented with simulated data sets. A univariate discriminant space was considered for its simplicity, as generalization to b > 1 is not trivial and needs further research.
First, a mean or true surface of continuous variable Z was simulated using the GSLIB software system, given variogram models (Deutsch and Journel 1998) . Gaussian sequential simulation was performed with a variogram model of 1.0 * Sph(10), run over a grid system of 100 × 100, with each cell being a unit square. To make it resemble the typically smooth appearance of a map, the simulated Z field was smoothed using averaging over a 7 by 7 moving window, resulting in a total variance of 0.60. Four threshold values (−0.918, −0.469, −0.063, 0.368) were taken from the smoothed Z's cumulative distribution, giving rise to five classes of approximately equal proportions. The mean map is shown in Figure 1 , where the class codes 1 through 5 are depicted in grey scale, lighter to darker. Clearly, the map shown in Figure 1 does not resemble a typical area-class map where three-valent nodes are common, because thresholding of a continuous Z surface (b = 1) generates a contour map.
Next, 200 samples were selected from the Z field. These sample points had Z values near the middle of the individual class Z-intervals to ensure their relative class-purity. From these samples, indicator variogram models for five classes were fitted: 0.166 Sph(14.0), 0.141 Sph(8.7), 0.148 Exp(2.0), 0.199 Exp(4.0), and 0.138 Exp(4.5), for classes 1 through 5, respectively. Indicator simulation was applied to generate 100 realizations of area-class maps. Two realizations are shown in Figures 2a and c . These equal-probable maps were post-processed to derive a map of probability vectors and, hence, an area-class map with corresponding probabilities in class labeling, with the former shown in Figure 2e . To see the non-invariant behaviour of indicator-based simulation, class labels 4, 1, 3, 5, and 2 were substituted for class labels "1" through "5" in indicator simulation, and were subsequently reconstituted to the labels as numbered. Again, indicator simulation was run to generate 100 realizations of area-class maps. Two examples are shown in Figures 2b and d . These realizations were post-processed to derive a map showing the labels with the maximum per-cell probability of occurrence, as depicted in Figure 2f . There are huge differences between the maps derived from indicator stochastic simulation due to the non-invariant behaviour of indicator-based simulation to the order of class labels in computing. Also notable are the differences between the indicator-simulated maps and the assumed true map, shown in Figure 1 .
For the proposed method based on the discriminant space, simulation was carried out to generate 100 realizations of error surfaces to be commensurate with the smoothed Z field, applying a spherical variogram model (zero nugget, unit sill, range of 10 grid cells). Conditional data were the set of zeros co-located with the pure samples to ensure that they would not be perturbed. Each simulated error field multiplied with a factor of 0.33 was imposed upon the smoothed Z field to emulate a noisy Z field, which was further processed through thresholding to generate an error-contaminated area-class map. This process resulted in a total of 100 realizations of area-class maps, with two examples shown in Figures 3a and c , which boiled down in a "mean" area-class map, as shown in Figure 3e . It is visually obvious that Z-field-based error modeling is able to map the simulated landscape as shown in Figure 1 accurately.
The main reason for the inaccuracy in indicator simulation-derived area-class maps lies in their "void" of mean-class structures. To fix this, indicator simulation with collocated probability vectors was applied. The probability vectors were derived from summarizing the 100 versions of area-class maps simulated via the discriminant space, as shown in Figures 3a and c . In the Markov-Bayes implementation of indicator simulation with soft data, a value of 0.67 was specified for the parameter B(z), reflecting the factor of 0.33 in the linear model Z = m z + δZ. The resultant realizations are shown in Figures 3b and  d , with the mean map shown in Figure 3f .
The discrepancy of the three versions of maps derived from stochastic simulation from the assumed true map can be analyzed through cross-tabulation. Such statistics are shown in Table 1 , where percent correctly classified (PCC) grid cells, kappa coefficients of agreement, and standard errors of kappa estimates are reported for mean maps derived from indicator-based and Z-field-based stochastic simulation (Fleiss et al. 1969) . Very low agreements between indicator-based maps and the true map are in sharp GIS, 2009, 13(1) contrast with the high accuracy obtained by Z-field-based simulation. Indicator simulation with colocated probability vectors registers a significant improvement over the results obtained with simulation with hard indicators alone, although it is a little bit below the PCC obtained with Z-field-based simulation.
As the non-invariant behaviour due to alternative class orderings was singled out as a key pathology of indicator simulation previously, it is interesting to check the extent of (dis)agreement or (non)replicability observed with the hypothetical data set used in this test. Map comparison was performed between the two mean maps derived from summarizing the two sets of indicator-simulated realizations, generated by applying different class orders. The resultant confusion matrix is reported in Table 2 , recording significant differences (almost 20%) between indicator simulators using alternative class orders.
As understood, stochastic simulation can provide statistics about mean and standard deviation for areal extents of different class types, which would otherwise be extremely difficult to compute due to the complications of multi-point spatial correlation. With stochastic simulation, this becomes straightforward so that samples of per-class areal extents can be assembled and summarized from individual map realizations. Results are reported in Table 3 , where headers indicator I and indicator II refer to indicator simulation with different class orders, while header indicator III stands for indicator simulation with colocated probability vectors. Interpretation of Table 3 suggests that methods of indicator I and indicator II underestimate classes 1 and 2 while severely overestimating class 4 (by more than 60%). Z-field-based simulation provides the best overall estimates, while indicator III underestimates class 4 by over 10%, and overestimates class 5 by just under 10%. It is arguable that Markov-Bayes indicator simulation with soft indicator data will produce results closer to those generated by Z-field-based simulation, as the parameter B(z) is closer to 1.0. This suggests that Markov-Bayes indicator simulation will provide a viable alternative to Z-field-based simulation for replicable uncertainty modeling. It is of further interest to examine the effects of scaling, i.e. either averaging or taking the commonest classes over larger grid cells when post-processing realizations generated by the Z-field-based and indicator simulation, respectively. Means and standard deviations of different class types when up-scaling the original 100 by 100 grid cells are reported in Figure 4 , where dots denote the original scale, triangles denote twice the original grid cell size, and squares denote four times the original cell size. In Figure 4 , solid lines are for results with Z-field-based simulation and dashed lines for indicator simulation. As shown in Figure 4 , almost-linear and stable patterns are observed with the per-class areal extents derived from Z-field-based simulation, while non-linearity is obvious with the results obtained by the indicator approach. The error bars pertaining to the results obtained by Z-field-based simulation tend to be narrower than those by indicator simulation. 
Discussion and Conclusions
This article has described a new method for categorical mapping and error modeling, which is based on the definition and analysis of a discriminant space and variables therein. Such a method will have great significance for uncertainty-informed categorical mapping, overcoming the drawback of approaches built on error matrices, epsilon error bands, and indicator stochastic simulation. It will enhance consistency, compatibility, and interoperability in the collection and manipulation of area-class information. It will also facilitate scale change as process variables are analyzed using geostatistical downscaling and upscaling to transform originally discrete maps of land cover with minimized loss of inherent variations (Woodcock and Strahler 1987 , Thomlinson et al. 1999 , Kyriakidis 2004 , Atkinson 2005 . Further investigations should be directed towards measurement, analysis, and error modeling for area-class maps at multiple scales. While only a univariate case study (b = 1) is considered in this article, real-world applications may well involve multiple discriminant variables, i.e. b > 1. It is important to develop stochastic simulation in multi-dimensional discriminant space, with error modeling in area-class maps posing as a familiar task of error propagation (Arbia et al. 2003, Van Niel and Austin 2007) . As there is no simple extension from b = 1 to b > 1, discriminant class model-constructing methods, especially non-parametric ones, such as decision trees and kernel density estimators, are important and should be further examined, while stochastic simulation integrating linear and indicator geostatistics will lead to avenues of fruitful research. As multi-scale data sets and multi-support application objectives are often encountered in the real world, the interactions of multiple variables and scales pose challenging topics for research. The proposed discriminant models provide a powerful logic and feasible techniques for integrative categorical information and uncertainty analysis.
From a practical perspective, it may be useful to reduce the dimensionality of a discriminant space through principal component analysis if the resultant class models meet accuracy requirements, as easier interpretation of area classes in the discriminant space provides better insights into their signatures and clues for incorporating extra discriminant variables. Clearly, simplified discriminant models will encourage implementation with real data sets, and widespread applications of discriminant models for improved thematic mapping are foreseeable, although some challenges remain in implementing them. Successful applications that produce better information and decision support than conventional practice will say more than mere arguments. 
