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Abstract—We consider the beamformer design for zero-forcing
dirty paper coding (ZF-DPC), a suboptimal transmission tech-
nique for MISO broadcast channels (MISO BCs). Beamformers
for ZF-DPC are designed to maximize a performance mea-
sure, subject to some power constraints and zero-interference
constraints. For the sum rate maximization problem under a
total power constraint, the existing beamformer designs in the
literature are based on the QR decomposition (QRD), which is
used to satisfy the ZF constraints. However, the optimality of
the QRD-based design is still unknown. First, we prove that
the QRD-based design is indeed optimal for ZF-DPC for any
performance measure under a sum power constraint. For the
per-antenna power constraints, the QRD-based designs become
suboptimal, and we propose an optimal design, using a convex
optimization framework. Low-complexity suboptimal designs are
also presented.
I. INTRODUCTION
Multiple-input multiple-output (MIMO) transmission tech-
niques exploit spatial dimensions provided by multiple anten-
nas at both ends of a wireless link to increase the channel
capacity without the need of additional bandwidth or power
[1], compared to single-antenna systems. In this paper, we
consider the downlink or broadcast channel (BC) of a single
cell, where a multi-antenna base station (BS) wants to send
data to multiple receivers simultaneously. Recent information
theoretic studies have proved that dirty paper coding (DPC) is
the capacity-achieving transmission technique for MIMO BCs
[2]. Although this multiuser coding strategy is optimal, ﬁnding
the resulting optimal transmit covariances faces computational
complexity. Thus, there has been a large interest in developing
suboptimal solutions to DPC.
Zero-forcing dirty paper coding (ZF-DPC), introduced in
[3] for downlink channels with single-antenna receivers, i.e.,
for multiple-input single-output (MISO) BCs, is a suboptimal
alternative to DPC, combining the ZF technique with DPC.
Speciﬁcally, the data of the kth user in ZF-DPC is multiplied
with a beamformer wk, which is designed such that hHj wk =
0 for all j < k, where hj is the channel vector of the jth
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user. These ZF constraints, combined with the use of DPC
to cancel the non-causal interference term, decompose a BC
into a group of parallel interference-free channels. The goal
of the beamformer design is to ﬁnd wk’s that satisfy the ZF
constraints, and optimize a performance measure, subject to
some power constraints such as sum power constraint (SPC)
or per-antenna power constraints (PAPCs).
For the sum power constraint, a beamformer design was
proposed in [3] based on the QR decomposition (QRD). This
design is motivated by the fact that the ZF constraints force
the product HW to be a lower triangular matrix, where
H =
[
h1 h2 · · · hK
]H
, W = [w1w2 · · ·wK ], and K is
the number of users. Accordingly, one possibility is to obtain
W by applying a QRD to H as proposed in [3]. It is worth
noting that this QRD-based design is just one of many feasible
designs that meet the ZF constraints. Thus, a natural question
to ask is whether the QRD-based method is optimal for ZF-
DPC. In fact, the QRD-based design is also used in other
related works [4], [5] without investigating its optimality. In
this paper, we show that the QRD-based design is indeed
optimal for ZF-DPC under a SPC. The work in this paper
is motivated by [6], where the pseudo-inverse was proved to
be optimal for zero-forcing beamforming under the SPC.
In practice, PAPCs are usually more realistic than the SPC,
since each antenna is typically equipped with its own power
ampliﬁer. The optimal beamformer design for ZF-DPC with
PAPCs has not been extensively addressed. Generally, the
beamformer design with the PAPCs is more difﬁcult to solve
because closed-form or water-ﬁlling solutions may not exist.
For these cases, numerical algorithms are needed to ﬁnd the
optimal solution. In this paper, we formulate the beamformer
design as an optimization problem with rank-1 constraints
on the transmit covariance matrices. To solve this problem,
we temporarily drop the rank-1 constraints, and consider a
relaxed problem, which turns out to be a convex optimization
problem. The relaxed problem can be easily solved using
general purpose convex optimization packages, e.g., CVX
[7]. Particularly, we show that the relaxed problem always
yields rank-1 solutions, which are also optimal for the original
problem.
The rest of the paper is organized as follows. The system
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model and ZF-DPC are introduced in Section II. In Section III,
we consider the beamformer design for ZF-DPC with a SPC
based on QRD, and prove its optimality. Section IV addresses
the optimal and suboptimal beamformer designs for ZF-DPC
with PAPCs. Numerical results are provided in Section V, and
concluding remarks are drawn in Section VI.
Notation: Standard notations are used in this paper. Bold
lower and upper case letters represent vectors and matrices,
respectively; HH and HT are Hermitian and standard trans-
pose of H , respectively; diag(x) denotes a diagonal matrix
with elements x;
II. ZERO-FORCING DIRTY PAPER CODING
Consider a single-cell downlink channel with an N -antenna
base station and K single-antenna users. Let hk ∈ CN×1
be the vector channel between the BS and the kth user. The
received signal at the kth user is given by
yk = h
H
k xk +
∑
j =k
hHk xj + nk, (1)
where yk and xk ∈ CN×1 denote the received and transmitted
signals for the kth user, respectively, and nk is assumed to be
the white complex-Gaussian noise with zero mean and unit
variance. We can further write
xk = wkuk, (2)
where wk ∈ CN×1 is the beamforming vector and uk (scalar-
valued) is the information-bearing symbol intended for kth
user. Substituting (2) into (1) gives
yk = h
H
k wkuk +
∑
j<k
hHk wjuj +
∑
j>k
hHk wjuj + nk (3)
It is well known that DPC is a capacity achieving transmission
strategy for MIMO BCs [2]. In fact, DPC is a coding technique
that pre-cancels known interference without loss of informa-
tion. For the kth user, the BS views the interference term∑
j<k h
H
k wjuj as known non-causally, and can be perfectly
eliminated. As a result, the sum capacity is given by
Rdpc =
K∑
k=1
log2
(1 +
∑K
j≥k |hHk wj |2)
(1 +
∑
j>k |hHk wj |2)
. (4)
Several numerical algorithms have been proposed to ﬁnd
optimal beamformers that maximizes Rdpc in (4), which are
based on a duality between a BC and the resulting multiple
access channel (MAC), i.e., BC-MAC duality [8], [9]. How-
ever, these iterative algorithms suffer from high computational
complexity.
ZF-DPC, derived from DPC, combines DPC and the zero-
forcing technique. Speciﬁcally, the non-causal interference is
canceled by DPC, while the interference
∑
j>k h
H
k wjuj is
eliminated by designing wj such that
hHk wj = 0 for all j > k. (5)
Consequently, the sum rate of ZF-DPC reduces to
Rzf-dpc =
K∑
k=1
log2(1 + |hHk wk|2). (6)
Stack the channel vectors of all users in a matrix H deﬁned
as
H =
[
h1 h2 · · · hK
]H ∈ CK×N , (7)
and all beamforming vectors in a matrix W given by
W =
[
w1 w2 · · · wK
] ∈ CN×K . (8)
Then, the zero interference constraint is equivalently written
by
HW =
⎡
⎢⎢⎢⎢⎢⎢⎣
√
q1
× √q2
× × . . .
× × × . . .
× × × × √qK
⎤
⎥⎥⎥⎥⎥⎥⎦ = L(
√
q) (9)
where
√
q =
[√
q1
√
q2 · · · √qK
]T
and L(
√
q) rep-
resents a lower triangular matrix whose arguments are the
diagonal elements. The beamformer design problem for ZF-
DPC is to ﬁnd W that maximizes a performance measure
under the ZF constraints in (5). In this paper, we mainly place
a focus on maximizing Rzf-dpc under the sum power and per-
antenna power constraints.
III. SUM POWER CONSTRAINT
In this section, we address the sum rate maximization
problem for ZF-DPC under a sum power constraint P , which
is formulated as
maximize
wk,q
∑K
k=1 log2(1 + |hHk wk|2)
subject to HW = L(
√
q)
tr(WWH) ≤ P.
(10)
Existing works regarding the design of beamformers for ZF-
DPC are based on the QRD proposed in [3]. Speciﬁcally, by
abuse of notation, let H = GQ be a QRD of H , where G
is a lower triangular matrix and Q is a unitary matrix. We
assume that N ≥ K such that all diagonal entries of G are
strictly larger than zero. To satisfy the ZF constraints in (9),
the beamformer matrix W is designed as
W = QHdiag(1/g) diag(
√
q) (11)
where gi = [G]i,i. To maximize the sum rate, q is found to
be the solution of the following problem
maximize
q
∑K
k=1 log2(1 + qk)
subject to
∑K
k=1 qk/g
2
k ≤ P
, (12)
which can be easily solved by the water-ﬁlling algorithm.
Apparently, (11) is just one of many feasible designs for W
satisfying (9). Thus, a question that naturally arises is whether
(11) and (12) constitute an optimal solution to (10). In the
following, we will show that the QRD-based design is indeed
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optimal for ZF-DPC under a SPC. In fact, we consider a more
general optimization problem, which is given by
maximize f(q)
subject to HW = L(
√
q)
tr(WWH) ≤ P
(13)
where f(q) is an arbitrary objective function of interest. The
following theorem proves the optimality of the QRD-based
design for ZF-DPC under the total power constraint.
Theorem 1. The optimal solution to the optimization problem
in (13) is W  = QHdiag(1/g) diag(
√
q), where q is the
solution of the following problem
maximize f(q)
subject to
∑K
k=1 qk/g
2
k ≤ P
(14)
Proof: The key idea of the proof is to show that (14) is
a relaxation of (13) which yields an upper bound, and this
bound is tight. To see this, we need the following lemma,
which describes the general structure of W that satisﬁes the
constraint (9) (refer to Appendix A for the proof).
Lemma 1. The general form of W to the zero-forcing
constraints in (9) is given by
W = QH
[
diag(
√
q/g) +GL diag(
√
q) +G−1L
]
+U ,
(15)
where diag(
√
q/g) = diag(
√
q1/g1,
√
q2/g2, . . . ,
√
qK/gK),
L is strictly lower triangular matrix, U ∈ CN×K is an
arbitrary matrix that lies in the null space of Q, i.e., QU = 0,
and GL is a strictly lower triangular matrix consisting of off-
diagonal entries of G−1, i.e.,
GL = G
−1 − diag(1/g). (16)
We now proceed to prove Theorem 1. First, the sum power
in (13) becomes
tr(WWH) =
K∑
k=1
qk/g
2
k + tr
{
(GL diag(
√
q) + L˜)
× (diag(√q)GHL + L˜
H
)
}
+ tr(UUH) ≤ P, (17)
where L˜ = G−1L. In (17), we use the fact that
tr
{
diag(
√
qi/gi)(L˜
H
+ diag(
√
q)GHL )
}
= 0, and QU = 0.
Since (GL diag(
√
q) + L˜)(diag(
√
q)GHL + L˜
H
)  0 and
UUH  0, (14) is a relaxation of (13), and generates an
upper bound on its optimal value. However, this bound can
be achieved by setting L = −GGL diag(√q), and U = 0,
which completes the proof.
IV. PER-ANTENNA POWER CONSTRAINT
As mentioned earlier, the PAPC is more realistic since each
antenna has its own power ampliﬁer [10], [11]. In this section,
we are interested in the problem of sum rate maximization
under PAPCs, which is expressed as
maximize
∑K
i=1 log2(1 + qi)
subject to HW = L(
√
q)
[WWH ]n,n ≤ Pn, n = 1, 2, . . . , N
(18)
where Pn is the power constraint for the nth antenna at the
BS. Obviously, the beamformer design derived from the QRD
becomes suboptimal under PAPCs.
A. Optimal design
Now, we present a numerical algorithm to ﬁnd an optimal
solution to the sum rate maximization in (18). In [6], a convex
optimization-based design for zero-forcing beamforming was
presented, which can be applied to solve (18). First, let Sk =
wkw
H
k be the covariance matrix of the kth user. Then (18) is
equivalent to
maximize
∑K
k=1 log2(1 + h
H
k Skhk)
subject to hHi Skhi = 0 ∀i < k∑K
k=1[Sk]n,n ≤ Pn ∀n
Sk  0 ∀k
rank(Sk) = 1 ∀k,
(19)
Recall that the rank-1 constraints in (19) are non-convex, and,
thus, it is generally NP-hard to solve (19). The method in
[6] is based on a relaxation method. Speciﬁcally, the relaxed
problem is formed by dropping the rank-1 constraints in (19),
resulting in
maximize
Sk
∑K
k=1 log2(1 + h
H
k Skhk)
subject to hHi Skhi = 0 ∀i < k∑K
k=1[Sk]n,n ≤ Pn ∀n
Sk  0 ∀k.
(20)
Problem (20) is a convex optimization problem, and thus can
be solved efﬁciently using standard optimization packages,
e.g., CVX [7] or YALMIP [12]. If the optimal solution Sk
of (20) is a rank-1 matrix, then it is also optimal for (19).
If Sk has a rank larger than 1, then consider the following
optimization problem
maximize
t
(hHk t)
subject to hHi t = 0 ∀i < k
|[t]n|2 ≤ [Sk]n,n,
(21)
where (x) is the real part of x. Let tk be the optimal solution
to the above problem. Then, it is proved that Sk = tktHk is
the rank-1 optimal solution to (20), which is also optimal to
(19). The proof can be found in [6].
In fact, our experimental results with numerical optimization
packages to solve (20) always yield rank-1 solutions. Actually,
we can prove that the optimal solutions of (20) are always
rank-1. To prove this, we ﬁrst reformulate (20) as
maximize
S˜k
log2
∣∣∣I + diag(h˜H1 S˜1h˜1, . . . , h˜HKS˜Kh˜K)∣∣∣
subject to
∑K
k=1[V kS˜kV
H
k ]n,n ≤ Pn ∀n
S˜k  0 ∀i.
(22)
where Sk = V kS˜kV Hk , and V k ∈ CN×(N−k+1) is a
basis of the null space of a matrix deﬁned as Hk =[
h1 h2 · · · hk−1
]H ∈ C(k−1)×N , and h˜i = V Hi hi.1
1V k can be computed efﬁciently using QRD or singular value decompo-
sition of Hk .
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Note that solving (22) is more computationally efﬁcient than
solving (20) since S˜k in (22) has a lower dimension than Sk
in (20). Now, it is sufﬁcient to show the following lemma.
Lemma 2. The optimal solutions S˜

k to (22) satisfy
rank(S˜

k) ≤ 1 for all 1 ≤ k ≤ K.
Proof: See Appendix B.
B. Suboptimal designs
In practice, it is of particular interest to ﬁnd a suboptimal
design for ZF-DPC that performs close to the optimal solution,
but requires lower complexity. Herein, we present a two
suboptimal designs which are easier to solve. The ﬁrst one
is derived from the QRD-based design for the total power
constraint. The second one is based on an approximation of
the sum rate in the high SNR regime.
1) Suboptimal design I: The ﬁrst suboptimal design is
obtained by ﬁrst setting L = −GGL diag(√q) and U = 0
in (14), i.e., W = QHdiag(1/g) diag(
√
q), and then ﬁnd the
power allocation vector q to meet the PAPCs. With W =
QHdiag(1/g) diag(
√
q), the constraint [WWH ]n,n ≤ Pn is
equivalent to
[WWH ]n,n =
∑
k
|Qk,n|2qk/g2k ≤ Pn (23)
Deﬁne a matrix A ∈ RN×K as [A]i,j = |Qj,i|2/g2j , and
p = [ P1 P2 . . . PN ]
T , then (23) can be rewritten in a
more compact form as
Aq ≤ p. (24)
The power allocation vector is found to be the solution of the
following problem
maximize
q≥0
∑K
i=1 log2(1 + qi)
subject to Aq ≤ p.
(25)
The complexity of solving (25) is greatly lower than that of
solving (22) since the number of optimization variables in (25)
is only K, while that in (22) is
∑K
k=1
1
2 (N − k + 1)× (N −
k+2). Let RsubI , RPAPC and Rsum denote the optimal value
of (25), (19), and (14), respectively. Assume the total power
constraint in (14) is the sum of all PAPCs in (19), i.e., P =∑N
n=1 Pn. Then we immediately have
RsubI ≤ RPAPC ≤ Rsum. (26)
Assuming equal power constraints at each antenna, i.e., Pn =
P/N for all n = 1, 2, . . . , N , we can bound the gap Rsum−
RsubI by
Rsum −RsubI ≤ N(
P
max γn + P
)
[
max
k
g2k max
n
γn − K
N
]
P→∞−→ N
[
max
k
g2k max
n
γn − K
N
]
, (27)
where γn =
∑
k[A]n,k. The proof follows similar arguments
as those in [6], and is omitted here for brevity.
2) Suboptimal design II: The second suboptimal design is
derived from maximizing an objective function which is pro-
portional to the sum rate of ZF-DPC. Interestingly, the second
suboptimal design can be solved efﬁciently using second-order
cone programing (SOCP). In the high SNR regime, we can
approximate log2(1+qi) ≈ log2 qi, and consider the following
optimization
maximize
∏K
k=1 |hHk wk|
subject to hHi wk = 0, i < k∑K
k=1 |[wk]n|2 ≤ Pn, n = 1, . . . , N.
(28)
Removing the ZF constraints in (28) generates an equivalent
problem as
maximize
w˜k
∏K
k=1 |h˜
H
k w˜k|
subject to
∑K
k=1 |[V kw˜k]n|2 ≤ Pn, ∀n
(29)
where h˜k = V Hk hk, and wk = V kw˜k. Without loss of
optimality we can assume that h˜kw˜k is real2, and reformulate
(28) as
maximize (
∏K
k=1 pk)
subject to h˜
H
k w˜k ≥ pk∑K
k=1 |[V kw˜k]n|2 ≤ Pn, ∀n
(30)
An efﬁcient way to solve (30) is to recast it as a SOCP prob-
lem, which can be efﬁciently solved via specialized interior-
point methods. For example, considering the case K = 4, and
using hyperbolic constraints [13], we obtain
maximize t
subject to
∥∥∥∥∥
[
2t1
h˜
H
1 w˜1 − h˜
H
2 w˜2
]∥∥∥∥∥ ≤ h˜H1 w˜1 + h˜H2 w˜2,∥∥∥∥∥
[
2t2
h˜
H
3 w˜3 − h˜
H
4 w˜4
]∥∥∥∥∥ ≤ h˜H3 w˜3 + h˜H4 w˜4,∥∥∥∥
[
2t
t1 − t2
]∥∥∥∥ ≤ t1 + t2,
K∑
k=1
|[V kw˜k]n|2 ≤ Pn, n = 1, 2, . . . , N.
(31)
The extension to other values of K is straightforward using
the concept of second-order cone representable functions [13].
Solving (31) is more computationally efﬁcient than solving
(22), since the number of variables in (31) is much smaller
than that of (22), especially when N is large. Recall that S˜k
in (22) is an (N − k + 1) × (N − k + 1) Hermitian matrix,
while w˜k in (31) is an N × 1 vector.
V. NUMERICAL RESULTS
In this section, we provide numerical examples to demon-
strate the results in this paper. In Figs. 1 and 2, we draw
the average sum rate of optimal and suboptimal beamformer
2If h˜iw˜i is a complex number, we can write h˜iw˜i = |h˜iw˜i|ejθi , and
let w¯i = w˜ie−jθi . Obviously, {w¯i} satisfy all the constraints and achieve
the same objective value as that in (28).
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Fig. 1. Sum rate comparison of optimal and suboptimal designs for ZF-DPC
with equal power constraints, N = K = 4.
design methods for ZF-DPC schemes as a function of P , the
total transmit power. A quasi-static fading model is used in our
simulation, where independent realizations of hk are generated
as zero mean and unit variance complex Gaussian random
variables for each snapshot. We consider a system model with
N = K = 4. The power constraint for the nth antenna in Fig.
1 is Pn = P/N , i.e., equal power constraints, and in Fig. 2 is
Pn =
P∑N
k=1 k
n, i.e the power constraint at the nth antenna is
proportional to n (unequal power constraints).
For equal power constraints shown in Fig. 1, we can see that
the optimal beamformer design with PAPCs yields almost the
same sum rate as that with the sum power constraint, especially
as P increases since the equal power allocation is proved to
be optimal in the high SNR regime. Moreover, Fig. 1 indicates
that suboptimal design I is slightly better than suboptimal
design II, and and both of them achieve a signiﬁcant fraction
of sum rate of the optimal design. This is partly due to the fact
that the PAPCs are likely to be active at the optimum in both
suboptimal designs (recall that in this case the matrix A in
(24) is invertible). The results with unequal power constraints
in Fig. 2 reveal a remarkable difference between the sum
rate with the SPC and that with PAPCs. When the power
at each antenna is constrained differently from each other,
the suboptimal design I becomes inferior to other designs.
However, this suboptimal design requires signiﬁcantly lower
complexity than other design methods.
VI. CONCLUSIONS
We have addressed the beamformer design for ZF-DPC un-
der a sum power constraint and per-antenna power constraints.
For the SPC, we prove that the QRD-based design, introduced
in [3], is optimal. For PAPCs, the QRD-based design is no
longer optimal and we propose an optimal beamformer design
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Fig. 2. Sum rate comparison of optimal and suboptimal designs for ZF-DPC
with unequal power constraints, K = 4.
based on a convex-optimization framework, which involves
a relaxation technique. The relaxed problem is shown to be
equivalent to the original problem. Numerical results indicate
that the sum rates of ZF-DPC under a SPC and PAPCs are
almost the same with equal power constraints at each antenna,
and remarkably different with unequal power constraints. In
addition, we present two suboptimal beamformer designs
for ZF-DPC, one based on the QRD and the other based
on maximizing the product of the effective channel gains.
The future research items include the decomposition of the
computation to enable distributed implementation in the CoMP
context with limited antenna cooperation.
APPENDIX A
PROOF OF LEMMA 1
First, from (9) and the fact that G is invertible, the ZF
constraints can be rewritten as
QW = G−1L(
√
q)
= G−1(diag(
√
q) +L) (32)
= G−1 diag(
√
q) + L˜,
where L and L˜ = G−1L are strictly lower triangular matrices.
Since G is a lower triangular matrix, G−1 is also lower
triangular and
G−1 = diag(1/g) +GL, (33)
where GL is a strictly lower triangular matrix. Plugging (33)
into (32) yields
QW = diag(
√
q/g) +GL diag(
√
q) + L˜. (34)
The general form of a solution for (34) is given by
W = QH(diag(
√
q/g) +GL diag(
√
q) + L˜) +U , (35)
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where U ∈ CN×K is an arbitrary matrix that lies in N (Q),
i.e., QU = 0.
APPENDIX B
PROOF OF LEMMA 2
In this appendix, we prove that the rank of optimal solutions
to (22) is less than or equal to 1. The proof follows similar
arguments to those in [14]. We begin by reformulating (22) as
maximize
S˜k
∑K
k=1 log(1 + h˜
H
k S˜kh˜k)
subject to
∑K
k=1 tr(S˜kA
(n)
k ) ≤ Pn, ∀n
S˜k  0, ∀k,
(36)
where h˜k = V Hk hk ∈ C(N−k+1)×1, and A(n)k is deﬁned as
A
(n)
k  V
H
k diag(0, . . . , 0︸ ︷︷ ︸
n−1
, 1, 0, . . . , 0︸ ︷︷ ︸
N−n
)V k.
The Lagrangian function of (36) is given by
L(S˜k,λ,Φk) =
K∑
k=1
log(1 + h˜
H
k S˜kh˜k)
−
N∑
n=1
λn
( K∑
k=1
tr(S˜kA
(n)
k )− Pn
)
+ tr(ΦkS˜k), (37)
where λ are dual variables associated with the PAPCs, and
Φk  0 is the dual variable for the positive semideﬁ-
nite constraint. Denote P = diag(P1, P2, . . . , PN ), Λ =
diag(λ1, λ2, . . . , λN ), and Λk = V Hk ΛV k. We can then
rewrite (37) as
L(S˜k,λ,Φk) =
K∑
k=1
log(1 + h˜
H
k S˜kh˜k) (38)
− tr(ΛkS˜k −ΛP ) + tr(ΦkS˜k).
We now show that the dual optimal variables of (22) are
strictly positive, λn > 0 for all 1 ≤ n ≤ N . As proof, consider
the dual objective of (22), which can be expressed as,
g(λ,Φk) = max L(S˜k,λ,Φk). (39)
By contradiction, suppose λi = 0 for some 1 ≤
i ≤ N . We construct a set of S˜k such that S˜1 =
diag(0, . . . , 0︸ ︷︷ ︸
i−1
, α, 0, . . . , 0︸ ︷︷ ︸
N−i
), and S˜k = 0 for 2 ≤ k ≤ K. Then,
the objective function in (39) becomes
L(S˜k,λ,Φk) = log(1 + α|h1,i|2) + tr(Φ1S˜1). (40)
We can see that the objective function in (40) is unbounded
above if α → ∞.
Since we are only interested in the case where g(λ,Φk) is
ﬁnite, we conclude that λi > 0 for all 1 ≤ i ≤ N . We continue
with the proof of Lemma 2. At the optimum, we have
1
1 + h˜
H
k S˜kh˜k
h˜kh˜
H
k −Λk +Φk = 0. (41)
Using the complementary slackness property ΦkS˜k = 0, we
obtain
1
1 + h˜
H
k S˜kh˜k
h˜kh˜
H
k S˜k = ΛkS˜k. (42)
Since Λ must be positive deﬁnite, Λk is invertible. It follows
from (42) that rank(S˜

k) ≤ rank(h˜k) = 1, which completes
the proof.
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