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Abstract 
Different light field cameras (traditional and focused) are considered for the flame temperature 
measurement in recent years. But it is crucial to investigate which light field camera can provide better 
reconstruction accuracy for the flame temperature. In this study, numerical simulations were carried out to 
investigate the reconstruction accuracy of the flame temperature for the different light field cameras. The 
effects of flame radiation sampling of the light field cameras were described and evaluated. A novel concept 
of sampling region and sampling angle of the light field camera was proposed to assess the directional 
accuracy of the sampled rays of each pixel on the photosensor. It has been observed that the traditional light 
field camera sampled more rays for each pixel, hence the sampled rays of each pixel are approached less 
accurately from a single direction. The representative sampled ray was defined to obtain the direction of 
flame radiation. The radiation intensity of each pixel was calculated and indicated that the traditional light 
field camera sampled less radiation information than the focused light field camera. A non-negative least 
square (NNLS) algorithm was used to reconstruct the flame temperature. The reconstruction accuracy was 
also evaluated for the different distances from microlens array (MLA) to the photosensor. The results 
obtained from the simulations suggested that the focused light field camera performed better in comparison 
to the traditional light field camera. Experiments were also carried out to reconstruct the temperature 
distribution of ethylene diffusion flames based on the light field imaging, and to validate the proposed model.  
 
Keywords²Focused light field camera; Traditional light field camera; Radiation sampling; 3-D 
reconstruction; Flame temperature 
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1. Introduction  
Flame temperature and its distributions are the most important parameter closely linked to the furnace 
safety, combustion efficiency, and pollutant emissions formation process. To improve understanding of the 
combustion phenomena and make consequent optimization of the combustion process, three-dimensional (3-
D) distributions of the flame temperature have become increasingly important to combustion engineers [1-
3]. Recently, the light field camera originated from the light slab parameterization [4] is proved a promising 
sensing device for the 3-D flame temperature measurement [5] where the radiation intensity and direction of 
ray can simultaneously be recorded through a single light field camera in a single exposure [6-8]. As a light 
field sampling detector, the light field camera is divided into focused and traditional light field camera due 
to different distances from MLA to the photosensor [9]. In traditional light field camera, the MLA is focused 
on the main lens. In contrast, a plane behind the main lens is focused by the MLA in the focused light field 
camera. But both of them can be used to sample the flame radiation as well as to reconstruct the 3-D flame 
temperature [5]. However, it is significantly important to investigate which light field camera can provide 
better reconstruction accuracy and reliability for the flame temperature measurement. Because the accurate 
and reliable 3-D measurements of the flame temperature are crucial for improving the combustion efficiency 
and controlling the combustion products such as NOx and particulate matter [10, 11]. 
Over the past few years, a number of techniques have been developed to reconstruct the 3-D flame 
temperature [1-2, 12-24]. They are mainly categorized into laser-based diagnostics [1, 2, 12], acoustic 
techniques [13] and image-based techniques [14-Error! Reference source not found.]. The sampled signal 
(image or spectrum) such as hyperspectral absorption spectroscopy [2] rely on the participation of laser in 
the laser-based techniques. Although the laser-based techniques [1- 2, 12] are effective in combustion studies, 
they are mainly applied in the laboratory due to the complex setup and high-cost of the system. In acoustic 
techniques, the signal (acoustic propagation speed) is sampled by acoustic transmitters and receivers around 
the flame [13]. However, the spatial resolution of the sampled signal is very limited due to the number of the 
acoustic transmitters and receivers. In image-based techniques [14-20], mostly complementary metal-oxide-
semiconductor (CMOS) or charge coupled device (CCD) cameras are utilized to capture flame images and 
to sample the flame radiation. The flame temperature is then reconstructed using optical emission 
tomographic techniques [e.g., filtered back-projection (FBP) and algebraic reconstruction techniques (ART)] 
[15]) and inverse algorithms (e.g., Least square QR-factorization (LSQR) [5], Truncated singular value 
decomposition, (TSVD) [16]). The image-based techniques do not require imposing external signal (laser) 
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and hence they are simple in the sampling system in comparison to the laser-based and the acoustic 
techniques. In the image-based techniques, the temporal and spatial resolution of the sampled flame radiation 
can be improved by integrating highly configured CCD or CMOS sensor. However, as the image-based 
techniques use the conventional cameras [14-Error! Reference source not found.], they cannot directly 
sample the 3-D flame radiation and thus limited to two-dimensional (2-D) images. So, the image-based 
technique with a single conventional camera can only be applied to the flame with a high level of axis 
symmetry [14]. For unstable and highly turbulent flames, the multi-cameras system is required [15-Error! 
Reference source not found.] and yet their installation is too complex. To address the above issues, recently 
proposed a single focused light field camera system to reconstruct the 3-D flame temperature [5, 24]. Niu et 
al. [24] also utilized the light-field image of ethylene diffusion flame with the Al2O3 particle to reconstruct 
the temperature field and radiative properties of the flame. However, in their studies, the effects of flame 
radiation sampling and distances from MLA to the photosensor were not considered and which light field 
camera is more suitable for the flame temperature measurement was not investigated [5, 24]. 
Except for the flame temperature measurement, the light field cameras were used in various studies such 
as face recognition and 3-D dose reconstruction [25-29]. Studies were also undertaken [30-32] to investigate 
the resolution of refocusing images in the field of image rendering where the authors clearly addressed that 
the different light field cameras have different ratios of spatial to directional resolutions [30-31]. Georgiev et 
al. [30] also addressed that it is advantageous to use the focused light field camera for improving the 
resolution of resultant refocusing images, particularly for the image rendering process. Therefore, different 
light field cameras with different ratios of spatial to directional resolutions will lead to different sampling 
patterns of the flame radiation which can affect the reconstruction accuracy of the flame temperature.  
Measurement of the flame temperature using the light field cameras would basically be different in three 
aspects from the image rendering. Firstly, the light field distributions of targets are different. For the image 
rendering, the targets of the light field camera are generally not transparent and self-radiative such as trees, 
houses and people [30-32]. But a flame is translucent and self-radiative [8], and the flame image sampled by 
the light field camera is generated by the integral of all the radiation along the propagation path instead of 
the flame surface. Where each sampled ray not only samples the radiation information of corresponding 
object point on the surface but also samples the radiation information of all object points along the 
propagation path, and each sampled ray includes the radiation information from more than one objects point. 
Therefore, it is difficult to determine the radiation information of all the object points along the propagation 
path of one sampled ray and hence more sampled rays are required for an in-depth understanding the internal 
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structure of the flame. Secondly, the purpose of the application is different. The light field cameras are used 
to reconstruct the flame temperature accurately instead of rendering high-resolution images. Even though the 
resolution of refocused images is high, the reconstruction accuracy may not be high. The lower resolution of 
the refocused flame image would also be acceptable if the flame temperature reconstructed with higher 
accuracy. Finally, for the temperature measurement and the image rendering, potential influence factors such 
as ratios of spatial to directional resolutions would be different. The measurement accuracy of the flame 
temperature is also related to other factors such as the number of sampled rays of each pixel on the 
photosensor and the distribution of sampled rays. However, it is very scarce to find the studies on the radiation 
sampling of the light field cameras with distinct distances from MLA to the photosensor in the field of flame 
temperature measurement. Therefore, there is a need of investigating the radiation sampling of the different 
light field cameras along with distances from MLA to the photosensor for the flame temperature 
measurement. 
The main contribution of this study is to investigate the effects of the radiation sampling of the different 
light field cameras with different distances from MLA to the photosensor for the flame temperature 
measurement. An innovative concept of sampling region (SR), sampling angle (SA) of the light field camera 
is proposed to characterize the flame radiation sampling. A radiative imaging technique is also modeled for 
the flame temperature measurement. The distribution of the representative sampled rays of the light field 
camera is analyzed. Numerical simulations are performed to reconstruct the axisymmetric flame temperature 
using a non-negative least square (NNLS) algorithm [33]. Results obtained from the numerical simulations 
are presented and discussed. Experiments are also carried out to validate the proposed NNLS algorithm for 
realistic flames. 
 
Nomenclature  
dp        Side length of each pixel [mm] 
Nm      Number of pixels on the diameter of each sub-image 
Ns       Number of microlenses in a row or column 
Ȧ       Magnifying factor of the aperture 
fm        Focal length of the microlens [mm] 
dm       Diameter of each microlens [mm] 
f          Focal length of the main lens [mm] 
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d         Diameter of each sub-image [mm] 
D        Diameter of the main lens [mm] 
Do       Diameter of aperture [mm] 
Lix       Distance from intermediate image plane to MLA [mm] 
Lux       Distance from main lens plane to MLA [mm] 
Lxp       Distance from MLA to the photosensor [mm] 
Lou       Distance from object plane to main lens plane [mm] 
b          Beam of sampled rays 
SR       Sampling region [mm] 
SAPU  Sampling angle per unit [°/mm] 
SA       Sampling angle [°] 
SNR    The signal-to-noise ratio 
To        True value of flame temperature [K] 
Tr        Reconstructed value of flame temperature [K] 
R         Radius of the flame [mm] 
Z         Height of the flame [mm] 
Zr        Axial direction of the flame 
Rr        Radial direction of the flame 
Cr        Circumferential direction of the flame 
Ip        Vector comprised of the radiative intensity of each pixel on the photosensor [W/m2/sr] 
Ib        Vector comprised of the blackbody radiation of each voxel of the flame [W/m2/sr] 
A        Coefficient matrix related to the optical thickness 
Ni        Noise value of the i-th pixel of the flame image on the photosensor [W/m2/sr] 
k         Number of the pixels of the flame image on the photosensor. 
ı         Stefan±Boltzmann constant [5.670373 × 10-8 W/m2/K4] 
įT        Relative error of the reconstructed temperature of each voxel [%] 
ǻT       Mean value of the relative error įT of the reconstructed temperature of flame voxels [%] 
 
 
2. Radiation sampling  
2.1 Parameter settings of the light field camera  
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To investigate the radiation sampling of the different light field cameras, numerical simulations are carried 
out. Figure 1 shows the structure of the light field cameras applied for the radiation sampling of a flame. The 
light field cameras have real components of MLA, photosensor and main lens. The main lens has a focal 
length f = 50 mm. The MLA with Ns×Ns microlenses is assembled in front of photosensor with a distance of 
Lxp and each microlens covers Nm×Nm pixels. Each pixel has the size of dp. For the traditional light field 
camera, the distance of Lxp is equal to the focal length of microlens (i.e., Lxp =  fm), and yet Lxp  fm for the 
focused light field camera. Based on the distance of Lxp, object plane and intermediate image plane are defined 
for the both light field cameras to analyze the radiation sampling. For the traditional light field camera, the 
object plane is the conjugate plane of MLA for the main lens whereas for the focused light field camera it is 
the conjugate plane of the intermediate image plane for the main lens. The flame center is located in the 
object plane of the light field camera to ensure the light field camera focuses the flame. The intermediate 
image plane is the conjugate plane of the photosensor for the microlens in the focused light field camera. 
There is no intermediate image plane in the traditional light field camera.  
 
Fig. 1. The structure of the light field camera applied for the radiation sampling of a flame. 
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The input parameters (dp, Nm, Ns, fm and f) used in the simulation are selected from the commercial focused 
light field camera of Raytrix (R29) and the parameters are listed in Table 1. Variation of distances from MLA 
to the photosensor (Lxp) satisfies the Eq. (1) so that each point on the virtual object point is imaged by at least 
two different microlenses [34]. For the traditional light field camera, Lxp is set to 1.0fm. Without loss of 
generality, eight different distances (i.e., Lxp = 0.6fm, 0.7fm, 0.8fm, 0.9fm, 1.1fm, 1.2fm, 1.3fm, and 1.4fm) from 
MLA to the photosensor are chosen for the focused light field camera. 
1 3
2 2m xp m
f L f 
                                                                    (1) 
The distance (Lux) between the main lens and the MLA is calculated using Eq. (2). The constant 1.11 is 
the ratio of the image distance to the focal length of the main lens, named as imaging factor in this study. It 
is mainly selected based on the experiment described in Ref. [5]. The distance (Lix) between the virtual image 
and the MLA is determined based on the conjugate relation of the microlens and expressed by Eq. (3). The 
objective distance (Lou) is also calculated based on the conjugate relation of the main lens and defined by Eq. 
(4). In this study, sub-image (black square box in Fig.1) refers to a group of pixels that covered by each 
microlens. A factor (Ȧ) is introduced in Eq. (5) to make sure two arbitrary sub-images have at least one pixel 
that cannot sample the radiation on their boundary. The aperture diameters (Do and D) are set based on 
matching F-number of the microlens and the main lens [6] and then calculated by the Eq. (5). The diameter 
(dm) of the microlens is determined by Eq. (6) as the images covered by the microlenses are maximal in size 
without overlapping.  
1.11 1/ (1/ 1/ )ux m xpL f f L u                                                           (2) 
1/ (1/ 1/ )ix m xpL f L                                                              (3) 
1/ (1/ 1/ )
1/ [1/ 1/ ( )]
ux xp m
ou
ux ix xp m
f L L f
L
f L L L f
  ­ ®   z¯                                      (4) 
ux ux
o m p
xp xp
L LD D d N d
L L
Z Z Z u  u u  u u u
                                            (5) 
/ ( )m ux xp xpd D L L L  u                                                               (6) 
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Table 1ˊ Parameters of the light field camera  
 
2.2 Sampling region (SR) and sampling angle (SA) 
In the light field camera, basically one single pixel represents a unit of sampling radiation and it is 
necessary to investigate the characteristics of the sampled radiation of the unit. Various rays of the flame 
radiation can be projected on the single unit from different directions. The intensity of the unit is the averaged 
radiation intensity of all the directions. The radiation intensity from a single direction is required to obtain 
for the flame temperature reconstruction [5, 24]. Therefore, the sampled radiation of the unit has to be 
determined from a single direction. It is worth mentioning that for the less number of sampled rays, the 
sampled radiation of the unit can be approached more accurately from a single direction in comparison to a 
large number of sampled rays. The sampled rays of the pixels on the photosensor are from the object plane 
inside the flame. For each pixel, the number of sampled rays depends on the (a) number of radiation points 
on the object plane, (b) a number of sampled rays from each radiation point. Therefore, the location of the 
sampled rays has to be determined to investigate the two parameters [(a) and (b)] on the object plane. To 
evaluate the two parameters, the sampling region and sampling angle/unit were defined and described. 
Figure 2 shows a schematic diagram of the sampled rays of the light field cameras for a single pixel. To 
detect the location of the sampled rays inside the flame, the sampled rays of each pixel are traced from the 
photosensor to the object plane based on the geometrical optics described in Ref. [35]. Then the sampling 
dp 
(mm) 
Nm Ns 
fm  
(mm) 
f 
(mm) 
Lxp 
( ×fm) 
Lux 
(mm) 
Lix 
(mm) 
Lou 
(mm) 
Ȧ 
D 
(mm) 
Do 
(mm) 
dm 
(mm) 
0.008 12 60 0.6 50 0.6 54.6 -0.9 505 0.45 14.6 6.55 0.095 
0.008 12 60 0.6 50 0.7 54.1 -1.4 505 0.55 12.4 6.80 0.095 
0.008 12 60 0.6 50 0.8 53.1 -2.4 505 0.65 10.7 6.90 0.095 
0.008 12 60 0.6 50 0.9 50.1 -5.4 505 0.75 8.9 6.68 0.095 
0.008 12 60 0.6 50 1.0 55.5 0.0 505 0.85 8.9 7.55 0.095 
0.008 12 60 0.6 50 1.1 62.1 6.6 505 0.75 9.0 6.77 0.095 
0.008 12 60 0.6 50 1.2 59.1 3.6 505 0.65 7.9 5.12 0.095 
0.008 12 60 0.6 50 1.3 58.1 2.6 505 0.55 7.2 3.93 0.095 
0.008 12 60 0.6 50 1.4 57.6 2.1 505 0.45 6.6 2.96 0.095 
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region (SR) is obtained to represent the region which emits rays of flame radiation on a single pixel. To 
explain the sampled rays of each pixel, three beams (b1, b2 and b3) of rays are assigned and traced backwards 
from three uniformly distributed points [e.g. Points 1, 2 and 3, refer to Fig. 2(a)] for each pixel. Basically, 
the three beams represent the all sampled rays of each pixel. For the traditional light field camera, it can be 
seen that the beam is diverging from the main lens to the object plane, as shown in Fig. 2(a). Whereas for the 
focused light field camera, it is convergent from the main lens to the object plane, as shown in Fig. 2(b). This 
is due to fact that the conjugate points of the starting points (e.g. Points 1 and 8) are located on different 
planes for the microlens. In the traditional light field camera, the conjugate point (Point 5) of the starting 
point (Point 1) for the microlens are on the main lens plane [refer to Fig. 2(a)] and the beam b1 from Point 5 
is then diverged by the main lens. In the focused light field camera, the conjugate point (Point 9) of the 
starting point (Point 8) for microlens are on the intermediate image plane [refer to Fig. 2(b)] and the beam b1 
from Point 9 is then converged to Point 10 by the main lens. So the different light field cameras have different 
radiation sampling characteristics for the translucent flame. 
 
(a) Lxp IP7UDGLWLRQDOOLJKWILHOGFDPHUD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ELxpIP)RFXVHGOLJKWILHOGFDPHUD 
Fig. 2. Schematic of the sampled rays of a single pixel of the light field cameras. 
 
Despite that, all the sampled rays of each pixel can be considered to comprise a series of beams (refer to 
Fig. 3) from the radiation points on the SR such as Points 6 and 7, as shown in Fig. 3. This figure further 
illustrates the sampled beams of rays on the SR for the 3-D [Fig.3 (a)] and 2-D cases [Fig.3 (b)] without loss 
of generalization. In order to evaluate the number of sampled rays of each pixel, the sampling angle/unit 
(SAPU) is defined as a solid angle of the beam from the radiation point on the SR. It is assumed that the 
distributions of sampled rays are uniform in the 3-D space. In other words, the number of rays in each 
direction is constant from an arbitrary radiation point in the 3-D space. The number of sampled rays of a 
single radiation point is in proportion to the SAPU. The greater SAPU means more sampled rays from the 
single radiation point. The number of radiation points on the SR is in proportion to the area (3-D case) or 
length (2-D case) of the SR. The total number of rays on the SR is then evaluated by the product of SR and 
SAPU. The product of SR and SAPU is defined as a sampling angle (SA) in this study. The total number of 
sampled rays of each pixel in SR is in proportion to the SA. The smaller SA is the less number of sampled 
rays of each pixel and thus the sampled rays of each pixel are accurately approached from a single direction. 
It means that the direction of the sampled rays for each pixel in the light field camera with the smaller SA can 
be more accurate. 
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(a) 3-D case                                                                   (b) 2-D case 
Fig. 3. Schematic of the sampling region (SR) and the sampling angle/unit (SAPU). 
 
For the 2-D case, the SR can be expressed by Eqs. (7) - (8) for the both light field cameras. The SR can 
also be generalized for the 3-D case by converting dm and dp by Eqs. (7) - (8) into the areas of the microlens 
and pixel. Similar to the SR, the SAPU of the pixels can be expressed by Eqs. (9) - (10) in the 2-D case. Eq. 
(9) is for the traditional light field camera, and Eq. (10) is for the focused light field camera. The SAPU can 
be generalized for the 3-D case by calculating the solid angle of the SAPU. 
1 /ou m uxSR L d L                                                                  (7) 
2 / /ou ix p xp uiSR L L d L L                                                          (8) 
 1 arctan / /p ux xp ouSAPU d L L L                                                  (9) 
 2 arctan / /m ui ix ouSAPU d L L L                                                 (10) 
SA SR SAPU u                                                                    (11) 
 
The variation of SR with the different distances of Lxp is shown in Fig. 4. From this figure, it can be seen 
that the SR increases and then decreases with increasing of Lxp. The peak is obtained at Lxp =1.0fm, indicating 
that the traditional light field camera provides the greater SR compared to the focused light field camera, and 
so has the lower spatial resolution. 
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Fig. 4. The variation of SR with different Lxp. 
 
Figure 5(a) shows the variation of SAPU with the distances of Lxp. It can be seen that the SAPU firstly 
decreases and then increases with increasing Lxp and the lowest is at Lxp =1.1fm. This indicates that the 
traditional light field camera provides the lowest SAPU and so has the least number of sampled rays of a 
single point (e.g. Point 10) on the SR. To investigate the total number of sampled rays of each pixel with Lxp, 
the variation of SA with the distances of Lxp are then calculated and illustrated in Fig. 5 (b). From this figure, 
it has been observed that the SA decreases with the increasing of Lxp. As a consequence, for each pixel, the 
number of sampled rays decreases with the increasing of Lxp and the directional accuracy of the sampled UD\V¶
increases with the increasing of Lxp. The focused light field camera with Lxp =1.4fm provides the least number 
of sampled rays and hence the sampled rays of each pixel are approached from a single direction more 
accurately. Consequently, it is more advantageous for the flame temperature reconstruction.  
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Fig. 5. The variation of SAPU and SA with different Lxp. 
 
2.3 Representative sampled rays  
As described in the previous section, the sampled rays projecting on a single pixel have to be determined 
from a single direction. In the conventional CMOS or CCD cameras, the principal ray (i.e., the ray crossed 
the center of the main lens) is considered as the direction of the sampled radiation of the pixel. In the light 
field cameras, the direction of the sampled radiation of the pixel is not the same with the conventional cameras. 
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In this study, a representative sampled ray is defined to describe the direction of the sampled radiation of the 
pixel for the following two cases; 
Case 1: The sampled rays of the pixel are from the whole microlens: As shown in Fig. 6, all the sampled rays 
(red polygon) of the central pixel are from the whole microlens and the main lens aperture. So, the ray crossed 
the center of the microlens and the center of the pixel is defined as the representative sampled ray (refer to 
the enlarged view of Fig.6).  
Case 2: The sampled rays of the pixel are not from the whole microlens: All the sampled rays (green polygon) 
of the edge pixel are not from the whole microlens but from a partial region (e.g. the region between Points 
a - b) of the microlens as shown in Fig. 6. The rays marked by grey polygon cannot be sampled because of 
the diaphragm. In this case, the ray crossed the center (e.g. Point c) of the partial region and the center of the 
pixel is defined as the representative sampled ray. 
 
 
Fig. 6. The schematic of the representative sampled ray of the pixel in the sub-image. 
 
By this way, the radiation sampling of the whole flame can be characterized by all representative sampled 
rays with known intensity. The distribution of the representative sampled rays reflects the overall sampling 
characteristics of the light field camera. The distribution of the representative sampled rays for the different 
light field cameras is investigated based on the input parameters as listed in Table 1. Figure 7 shows the 
distribution of the representative sampled rays in the x-z directions. Figure 7 (b) illustrates the schematic of 
the distribution of the representative sampled rays. In Fig .7 (b), the green rectangle is from 10 mm to 18 mm 
in the z-axis and from -8 mm to 8 mm in the x-axis and it represents a flame region of the light field camera. 
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In Fig. 7 (a) and (c) - (j), the red horizontal lines depict the representative sampled rays of the pixels covered 
by the two adjacent microlenses. The center of each representative sampled ray is on the object plane (i. e., 
x =  0 mm). For each Lxp, only twenty representative sampled rays are selected and plotted in the figure and 
the other representative sampled rays have the similar distribution along the z-axis. It has been found that for 
the focused light field camera, the uniformity of the representative sampled rays is almost similar at Lxp > fm 
and Lxp < fm except for the Lxp IP. In contrast, the representative sampled rays are much non-uniform for 
the traditional light field camera (Lxp  IP) compared to the focused light field camera. Because the 
traditional light field camera has a least spatial resolution [27] and thus the representative sampled rays are 
emitted from less number of points [the intersection points of the rays on the virtual focal plane, such as red 
point in Fig 8 (e)]. Therefore, the effective radiation information of the flame obtained by the traditional light 
field camera is less compared to the focused light field camera. Also, the distribution of representative 
sampled rays by the traditional light field camera is disadvantageous for the flame radiation sampling.  
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Fig. 7. The distributions of the representative sampled rays for the different Lxp. 
 
3. Methodology   
In order to investigate the reconstruction accuracy of the flame temperature, numerical simulations are 
carried out for the different light field cameras by varying distances from MLA to the photosensor. In this 
study, a cylindrical flame is considered for the numerical simulation where the boundaries of the flame are 
assumed as transparent. The radius R and height Z of the cylindrical flame are set 8 mm and 30 mm, 
respectively based on the size of the photosensor. The flame absorption coefficient of 3 m-1 [29, 36, 37] is 
considered, and the scattering effect is not considered in this study because the scattering capacity of soot 
particles in the flame is much smaller than the absorption capacity [38]. In this simulation, flame geometry, 
the spectral and spatial dependency of the absorption coefficients of the flame has been simplified to enable 
the effective analysis of the optical effects such as sampling angle, distributions of the representative sampled 
rays for the temperature reconstruction. The whole flame is divided into 100 (10×10×1) voxels in the axial 
(Zr), radial (Rr) and circumferential (Cr) directions. For the simulation, the axisymmetric temperature 
distributions T0 is defined and it is assumed to be the function of z and r as given by Eq. (13).  The temperature 
distribution is shown in Fig. 12(a). The input parameters for the different light field cameras and the flame 
are initialized and described in Section 2.1. The size of the flame should satisfy the Eq. (12) to ensure the 
size of the light field flame image is less than that of the size of the photosensor.  
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where R and Z are the radius and height of the cylindrical flame, respectively. Ns is the number of microlenses 
(or sub-images) in a row or column and d is the diameter of each sub-image. So d×Ns is equal to the side 
length of the sensor. r and z are the radials and axial coordinates along axial (Zr), radial (Rr) directions of the 
cylindrical flame. In the simulation, it is required to calculate the intensity of the sampled rays to acquire the 
flame intensity of each pixel. The sampled rays of each pixel are generated and traced from the photosensor 
to the flame.  
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Fig. 8.  Flow chart of the numerical simulation. 
 
The implementation of the numerical simulation of the flame image formation and temperature 
reconstruction are performed according to the following procedure: 
Step 1.  Rays generating: To generate a ray of each pixel, two points on the photosensor plane and the 
microlens plane are initially defined. For instance, Points 1 and 4 in Fig. 2 are defined to obtain a ray. In this 
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way, all the points on the photosensor and the microlens plane are uniformly defined to obtain all the rays of 
each pixel.  
Step 2.  Rays tracing: The generated rays are then traced from the photosensor to the flame using thin lens 
equation as described in Ref. [35]. However, when tracing the rays from MLA to the main lens, some of the 
rays are blocked by the main lens aperture (refer to Fig. 6). These blocked rays cannot be used to determine 
the intensity of each pixel. But, the remaining rays passing through the main lens aperture are employed as 
sampled rays to calculate the intensity of each pixel. For the blocked rays, the ray tracing is stopped and the 
simulation starts to generate another ray of the pixel from Step 1. 
Step 3.  Intensity calculation: After tracing the ray from the photosensor to the flame, it is crucial to determine 
whether the traced ray crossed the flame or not. Flame radiation cannot be obtained if the ray does not cross 
the flame. Then the simulation starts to generate another ray on the pixel from Step 1. But if the ray crossed 
the flame, a radiative transfer equation can be applied to calculate the intensity of the sampled ray and 
expressed by Eq. (14) [5].  
 
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where In is the radiative intensity of the ray passing through the flame. Ib and Ĳ are the intensity of blackbody 
radiation and the optical thickness of the voxel, respectively. 
Step 4.  Image formation: If the generated rays of all pixels are not traced, the simulation starts to generate 
another ray using Step 1. When the generated rays of all pixels are traced, the intensity of the rays is then 
calculated. The intensity ܫ ҧ of each pixel is achieved by averaging the intensities of the sampled rays of the 
pixel by applying Eq. (15). In this way, the intensity of the total number of pixels of the flame are obtained 
and the final light field image is formed. After that the image is converted to gray level and then normalized 
by minimum to the maximum intensity of each image in the range of 0 to 1. 
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where n is the number of the voxels of the flame and m is the number of sampled rays of the pixel. Ii is the 
radiative intensity of i-th ray of each pixel. și denotes the angle between the i-th ray and the normal vector of 
the photosensor.  
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Step 5.  Determination of representative sampled ray: After tracing all the rays of each pixel, the sampled 
rays of the pixel obtained only for the rays are passed through the main lens aperture. These sampled rays of 
each pixel covered a region on the corresponding microlens of the pixel. Then the ray crossed the center of 
the region covered by the sampled rays and the center of the pixel is defined as the representative sampled 
ray (refer to Fig. 6 in Section 2.3). The intensity of the representative sampled ray is regarded as the intensity 
of the pixel which was calculated in Step 4.  
Step 6.  Temperature reconstruction: A linear equation is derived for the representative sampled rays and 
expressed by Eq. (15). An inverse non-negative least square (NNLS) algorithm is applied to solve the Eq. 
(15) for the temperature reconstruction of the simulated flame. The detailed procedures of the NNLS 
algorithm can be found in Ref. [33]. For the inverse problem of the flame temperature reconstruction, the 
sampled flame radiation generally has noises caused by the measurement set-up. So the Gaussian noises with 
a signal-to-noise ratio (SNR) of 15dB and 20dB are added to the intensity of each pixel as measurement errors. 
In this study, the SNR is obtained by Eq. (17). The monochromatic intensity of the blackbody radiation Ibi of 
each voxel is then obtained by solving the Eq. (16) using the NNLS algorithm. Finally, the temperature Ti of 
each voxel is calculated by using Eq. (18) based on the Stefan±Boltzmann law [39]. 
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where Ipi is the radiative intensity of the representative sampled ray of ith pixel of the flame image on the 
photosensor, Ip is the vector comprised of the radiative intensity of each pixel. Ib is the vector comprised of 
the blackbody radiation of all voxels. A is the coefficient matrix related to the optical thickness and it is 
determined by the Eq. (14). Ni is the noise value of the ith pixel of the flame image. k is the number of pixels 
of the flame image and ı is the Stefan±Boltzmann constant.  
Step 7.  Relative error calculation: To evaluate the reconstruction accuracy, the relative error ǻT between the 
reconstructed temperature Tr and the true temperature To of each voxel is calculated by Eq. (19).   
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The detailed flow chart of the numerical simulations of the flame temperature reconstruction is presented in
 Fig. 8. 
 
4. Results and discussion 
4.1 The simulated flame image 
Figure 9 shows the simulated images of the flame obtained by light field camera with the different 
distances of Lxp. From Fig. 9, macroscopically the light field flame image looks like the image normally taken 
by a conventional camera, and yet they have some dark and bright sub-images. The dark pixel in the light 
field image means that the predetermined ray of the pixels does not pass through the flame and so no radiation 
is detected by the pixel of sub-image. On the contrary, the bright pixel receives the radiation from the flame. 
Obviously, the structure of the flame image of the focused light field camera is different from that of the 
traditional light field camera. In the edge of the flame image, the bright sub-images of the flame are mostly 
circular at Lxp = 1.0 fm in Fig. 9 (e) while for other distances of Lxp, the sub-images are mostly non-circular 
[refer to Fig. 9 (f)]. Additionally, the non-circular sub-images have different shapes (i. e., the orientation of 
circular arcs) [refer to Fig. 9 (d)] and numbers with different Lxp. Macroscopically, in each flame image, the 
direction of the circular arcs of the non-circular sub-images is either toward the center of the flame [i. e., 
inward, refer to Fig. 9 (d)] or toward the edge of the flame [outward, refer to Fig. 9 (f)].  For Lxp <= fm [Fig. 
9 (a)-(d)], the direction of the circular arcs is inward while for Lxp > fm [Fig. 9 (f)-(i)], the direction is outward. 
The number of the non-circular sub-images increases when Lxp became closer to the fm, and yet reaches the 
least at Lxp = 1.0fm.  
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Fig. 9 Simulated flame images with the different distances of Lxp for T2. 
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Further to illustrate the non-circular and circular sub-images in the edge of the flame, the schematic of the 
sampled rays with different Lxp is drawn and shown in Fig. 10. In the figure, for the sub-image, the sampled 
rays of two boundary pixels are plotted to illustrate how the sampled rays crossed the flame cross-section. 
The representative sampled rays (marked by red lines) crossed the flame cross-section indicate that the flame 
radiation is sampled of the pixels. So, the corresponding pixels on the photosensor are appeared as bright 
(marked red). When the representative sampled rays are originated from outside the flame cross-section, no 
flame radiation is received by the pixels. The representative sampled rays (red lines or grey lines) are 
presented according to the conjugate relations in each type of light field camera. In Fig. 10, the conjugate 
relations in the light field cameras are expressed as follows, the conjugate points are in the same chief ray 
(dashed lines cross the lens center) and marked in the same color (black or blue) and the grey polygons denote 
the imaging beam of rays from one point to its conjugate point. It is clearly seen that the different distances 
of Lxp correspond to the different conjugate relations and different crossings between the sampled rays with 
the flame cross-section. This results in the differences in shape and a number of non-circular sub-images with 
the different Lxp. 
It can be seen that two boundary pixels in the sub-images sampled the flame radiation [Fig. 10 (b)] at Lxp
 IP and so all the pixels in the sub-image received the flame radiation. As a result, the sub-image is 
circular (red circle). For the Lxp < fm, the pixels are close to the flame center can sample the flame radiation 
while the pixels are far away from the flame center cannot receive the flame radiation [Fig. 10 (a)]. 
Nevertheless, for the Lxp > fm, the sampling characteristics of the pixels in the sub-images are opposite [Fig. 
10 (c)]. Due to this the sub-images on the photosensor are not completely circular and have opposite 
orientations in the two cases [(Lxp < fm) and (Lxp > fm)] on the edge of the flame. In the sub-image, the circular 
sub-images indicate that the sampled radiation of the pixels is from the same point inside the flame compared 
to the non-circular sub-images. For the same source point, lower sampled information can be achieved in 
comparison to different source points. For the traditional light field camera, the sampled radiation information 
of the pixels is close to each other in the circular sub-images, and the sampled radiation information is less 
than that of the focused light field camera. This less sampled radiation information is disadvantageous for 
the flame temperature reconstruction. 
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Fig. 10. Schematic of the sampled rays of the pixels in the sub-image under different Lxp.  
 
 
 
 
27 
 
4.2 Results of simulated flame  
Based on the above discussion, it is clearly shown that the different light field cameras have different 
sampling characteristics of the flame radiation. Therefore, it is crucial to investigate the performance of the 
different light field cameras for the flame temperature reconstruction. The flame temperature is reconstructed 
for different light field cameras with different distances of Lxp using the NNLS algorithm. The relative errors 
ǻT of the reconstructed temperature of each voxel are then calculated for the different distances of Lxp. The 
maximum and mean relative errors ǻT are also obtained from all flame voxels and shown in Fig.11. It 
indicates that the reconstruction error increases with the decrease of the SNR value. For the maximum relative 
error, the highest value is observed about 15.76% for the SNR = 15dB and the highest mean relative error is 
3.44% for the SNR = 15dB. 
As discussed in Sections 2.2 and 2.3, the focused light field camera at Lxp=1.4fm has more accurate sampled 
rays of each pixel and the representative sampled rays are more uniform at Lxp IP. Hence, the focused 
light field camera at Lxp=1.4fm should have least error of ǻT. Instead, the lowest relative errors [maximum: 
5.97% and 8.97% for SNR = 20dB and 15dB respectively), mean: 0.95% and 1.85% for SNR =  20dB and 
15dB, respectively)] have been observed at the distance of Lxp= 0.7fm.  In addition, variations of the ǻT have 
also been seen at different SNRs for the focused light field cameras. This indicates that temperature 
reconstruction of the flame with a focused light field camera (Lxp > fm and Lxp < fm) is not sensitive to the 
sampling characteristics of the flame radiation caused by the Lxp. For each SNR, it is also clearly shown that 
the error ǻT is greater at Lxp = 1.0fm than the other distances of Lxp. This is due to fact that the less effective 
sampled radiation information obtained by the traditional light field camera as discussed in Sections 2.3 and 
4.1.  
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(a) The maximum relative error 
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(b) The mean relative error 
Fig. 11. The relative error of the reconstructed temperature of different light field cameras. 
 
It has been realized that the relative errors of the flame voxels are insufficient to describe the 
reconstruction results and to conclude which light field camera is better for the flame temperature 
measurement. So further to verify the performance of the light field cameras, the temperature distribution of 
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the flame voxels are presented and described. Figure. 12 shows the reconstructed temperature distribution 
and the relative errors over the flame longitudinal sections with the different distances of Lxp. It has been 
observed that the flame temperature is reconstructed less accurately for the SNR = 15dB in comparison to the 
SNR = 20dB. Similar results are also found for the different SNRs with different Lxp. For each SNR, the 
distributions of the reconstructed temperature of the focused light field camera (Lxp > fm and Lxp < fm) are very 
similar to each other, as shown in Fig 12 (b) - (c). It further illustrates that for the focused light field camera, 
the reconstruction accuracy of the flame temperature is insensitive to the sampling characteristics of the flame 
radiation caused by the Lxp. 
It has been found that the traditional light field camera has less sampling angle (SA) than the focused light 
field camera at Lxp < fm [Fig. 5 (b)]. It means that the traditional light field camera has the more accurate 
direction of sampled rays of each pixel than the focused light field camera at Lxp < fm. In this case, the 
traditional light field camera should perform better than the focused light field camera at Lxp < fm. However, 
since the traditional light field camera provides non-uniform representative sampled rays, it is obviously 
shown that the temperature is reconstructed poorly than the focused light field camera (Lxp < fm) for the each 
SNR. Therefore, it indicates that the flame temperature measurement with a traditional light field camera is 
more sensitive to the uniformity of the representative sampled rays than the accuracy of the VDPSOHGUD\V¶
direction of each pixel. Finally, the results obtained from the numerical simulation suggested that the focused 
light field camera performed better for the flame temperature measurement compared to the traditional light 
field camera. 
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(b) The reconstructed temperature, SNR=20 dB         (c) The relative errors, SNR = 20 dB 
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(d) The reconstructed temperature, SNR=15 dB        (e) The relative errors, SNR =15 dB  
Fig. 12. The reconstructed temperature and relative error distributions over a longitudinal 
section of the cylindrical flame with different distances of Lxp. 
 
5. Experimental research 
To validate the proposed NNLS algorithm, experiments were carried out to reconstruct the temperature 
distribution of ethylene diffusion flames based on the light field imaging. The experimental setup is 
shown in Fig. 13. In this figure, the combustion supporting components are used to supply the 
compressed air and ethylene (C2H4) to the burner. The burner is comprised of an inner tube (12 mm) 
for fuel (ethylene) flow and an external tube (50 mm) for air flow [5], as shown in Fig. 14. The co-
flow of air is used to stabilize the fuel flow in the inner tube for the steady flame. A focused light field 
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camera (Raytrix, R29, the number of the microlenses of the microlens array is 207×160) is placed 
inside a shield to avoid the hot environment and the light field camera is used to capture the flame 
images. The light field flame images are captured under three different combustion operating 
conditions [40] which are shown in Table. 2. In the table, air to fuel equivalence ratio (AFER) is 
defined as the ratio of the actual air/fuel ratio to the stoichiometric air/fuel ratio.  
 
 
Fig. 13. Experimental setup of flame temperature measurement using the focused light field 
camera. 
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Fig. 14. Schematic of the co-flow burner. 
 
Table 2. Operating conditions 
Condition AFER Air (mL/s) C2H4 (mL/s) 
Oxygen content 
(%) 
1 11.1 713.3 4.60 21 
2 13.2 713.3 3.85 21 
3 22.2 713.3 2.30 21 
 
Figure 15 shows the flame images captured under the three different conditions and the reconstructed 
temperature distributions of the ethylene diffusion flames using the proposed NNLS algorithm 
described in Section 3. It has been observed that the height of the flame becomes smaller when the 
AFER is increased due to the lower ethylene flow rate from condition 1 to condition 3. It can be seen 
that the flame temperature varies from 800 K - 1950 K for those conditions. For each condition, it can 
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be seen that the flame temperature increases and then decreases along the diffusion path (i.e., from 
the outlet of the burner to the surroundings, refer to Fig. 14) of the fuel.  
Experimental results have also shown agreement with the results obtained by the Ref. [39]. It has 
been observed that the peak temperatures of the flame are about 100K- 150K lower in comparison to 
Ref. [39]. Since the empirical constant absorption coefficient (3 m-1) is used in this study [36, 37] and 
in reality is not constant for the realistic flames, which can lead to some measurement errors. The 
measurement errors can also be caused by other factors such as geometric calibration error, the error 
of mathematical model caused by ignoring scattering inside the flame. The geometric calibration error 
is investigated in details in our previous research [41]. To eliminate the error of considering constant 
absorption coefficient, further research will focus on the simultaneous reconstruction of the 
absorption coefficient and temperature. Finally, the results obtained from the experiments suggested 
that the proposed NNLS algorithm has proved to be applicable for the realistic flame to reconstruct 
the temperature distributions.  
 
 
(a) Condition 1  
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(b) Condition 2 
 
 
(c) Condition 3  
Fig. 15. The reconstructed temperature distributions over five longitude-sections of ethylene 
diffusion flames. 
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6. Conclusions  
In this paper, the effects of radiation sampling of the different light field cameras have been investigated 
for the flame temperature reconstruction. Numerical simulations were carried out to investigate the 
reconstruction accuracy of the flame temperature. The sampling region and sampling angle of the light field 
cameras have been defined to evaluate the number of sampled rays and the directional accuracy of the 
sampled rays for each pixel. A representative sampled ray is considered to illustrate all the sampled rays of 
each pixel and to determine the direction of the flame radiation. The uniformity of the representative sampled 
rays has been presented and analyzed. A non-negative least square (NNLS) algorithm was used to reconstruct 
the temperature distribution of simulated and experimental flames. The concluding remarks obtained from 
the numerical simulations are summarized as follows; 
(1) It has been found that the focused light field camera at the distance of 1.4×fm has the lowest sampling 
angle and thus least number of sampled rays of each pixel. The sampled rays of each pixel can approach 
more accurately from a single direction in comparison to the traditional light field camera and it is useful 
for the flame temperature reconstruction. 
(2) The traditional light field camera has the least uniform representative sampled rays than the focused light 
field cameras. It has also been observed that in the circular sub-image, the sampled radiation of the pixels 
is closer to each other compared to the focused light field camera and it can sample the radiation 
information less effectively than the focused light field camera. 
(3) The relative errors obtained from the reconstruction are 2.39% and 3.44% respectively for the signal-to-
noise ratios of 15dB and 20dB. It has been illustrated that for each signal-to-noise ratio, the relative error 
is higher for the traditional light field camera than the focused light field camera. The distribution of the 
temperature reconstruction is also better for the focused light field camera. 
(4) For the focused light field camera, the results suggested that the reconstruction accuracy of the flame 
temperature is insensitive to the characteristics of the radiation sampling caused by distances from 
microlens array to the photosensor. It also indicates that the reconstruction accuracy of the flame with the 
light field camera mostly depends on the uniformity of the representative sampled rays than the 
directional accuracy of the sampled rays of each pixel. 
(5) Experimental results indicated that the proposed reconstruction model is applicable for reconstructing the 
temperature distributions of practical flames. 
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Further study will focus on the effects of radiation sampling of the different light field cameras with non-
axisymmetric true temperature distribution. The effects of different absorption and scattering coefficients 
will also be investigated for the flame temperature reconstruction. 
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