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Abstract
Automotive collision avoidance systems help the driver to avoid or mitigate a collision. The main
objective of this project is to find a methodology to improve the performance of Volvo’s automotive
collision avoidance system by optimizing its configurable parameters. It is important that the pa-
rameter setting is chosen in such a way that the automotive collision avoidance system is not too
sensitive to uncertainties. However, finding an optimal parameter setting is an overwhelmingly com-
plex problem. Therefore, our approach is to make the problem tractable, by choosing specific and
realistic uncertainties, defining performance, and choosing a fundamental algorithm that describes
and mimics Volvo’s automotive collision avoidance system. This approach preserves the foundation
of the problem.
The idea behind the methodology that solves this tractable problem is to find, and exclude,
all the parameter values that can cause undesired assistance intervention and, out of the remain-
ing parameter values, find the ones that prevent collision in the best way. This is done under the
condition that the chosen realistic uncertainties can occur. To evaluate a parameter setting, data
simulation is used. Due to the complexity of the simulation, efficient optimization tools are not
available. Therefore, we have created a surrogate model that mimics the behaviour of the simula-
tion as closely as possible by using a response surface, in this case accomplished by a radial basis
function interpolation. Through this surrogate model we have found a satisfying parameter setting
to the tractable problem. The methodology has laid a promising foundation of finding the optimal
parameter setting to Volvo’s automotive collision avoidance system.
Keywords: Simulation-based optimization, response surface methodology, radial basis func-
tions, multi-objective optimization, Pareto optimal solutions, trigger edge, tunable parameters, false
intervention, robustness, positive and negative performance scenarios.
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Chapter 1
Introduction
1.1 Background
Volvo Car Corporation is a leading company in developing collision avoidance systems for passenger
cars. Each new car model is equipped with high-tech devices combined with state-of-the-art au-
tomotive collision avoidance algorithms. The car itself provides safety by continuously monitoring
the surroundings and using that information to avoid dangerous situations. The car automatically
triggers an avoidance maneuver if a certain threat metric exceeds some predefined threshold values.
However, it is important that the car does not take action when the driver has full control over the
situation, because that can lead to dire consequences. The threshold values have during a long period
of time been developed and tuned by experts and through extensive field collection. The aim of this
project is to investigate a more mathematical approach of finding the threshold values. Moreover,
the collected information from the surroundings contains noise and therefore the threshold values
need to be such that the automotive collision avoidance system is not too sensitive to this noise.
1.2 Limitations
Volvo’s automotive collision avoidance system is very extensive, mainly since it has to deal with a
large number of different situations with potential threat that can occur in traffic. This makes the
system difficult to process and analyze. Therefore we make the problem more tractable by replacing
the automotive collision avoidance algorithm with an analytical counterpart. Moreover, a number
of traffic scenarios are carefully chosen to reflect the fundamental behavior of a driver. Realistic
uncertainties that can occur are included as well. From the tractable problem we are able to gain
analytical results and a deeper understanding of the real problem. In this thesis we process and solve
only the tractable problem. However, we develop some generalizations of the solution methodology
to make it more applicable to Volvo’s automotive collision avoidance system.
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1.3 Outline
In Chapter 2 we describe how to make the problem more tractable; this is done in three parts. In
the first part we describe a fundamental algorithm including all its tunable parameters, developed
by Volvo, that mimics well Volvo’s automotive collision avoidance system. In the second part we
define a performance measure for the evaluation of parameter settings. In the third part we define all
dominant uncertainties that are assumed to occur. In Chapter 3 we present the essential optimization
theory that is needed to understand the methodology developed. Three areas are concerned: global,
multi-objective and simulation-based optimization. Global optimization is about finding an optimal
solution, multi-objective optimization is used if more than one optimization goal is considered, and
simulation-based optimization is about optimizing results modeled by a simulation. In Chapter 4
we introduce the deeper but necessary theory of radial basis functions. In Chapter 5 we present
our robust methodology, discuss our definition of a robust solution, and present the algorithms
developed. In Chapter 6 we discuss the methodology and present conclusions about what new doors
this work has opened and what future work may involve.
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Chapter 2
The problem description
2.1 The original problem description
For about ten years Volvo Car Corporation have developed cars that actively help to reduce and
prevent collisions by utilizing an automotive collision avoidance system. The concept is that the car
constantly monitors various factors, such as distance and speed, of the objects in its surroundings
and by using that information the car can help in averting potential threats if the driver does not
seem to handle the situation appropriately. Figure 2.1 illustrates how the car collects information
through the use of a sensor. There are several options for the car to avoid the danger, such as full
braking or steering in the appropriate direction and, of course, a combination of these. In this thesis
we only focus on full braking. The decision on whether the car should take action or not depends
on whether certain threshold values, determined by tunable parameters, are exceeded. Moreover,
these thresholds can be exceeded also when braking assistance is not desirable, then called false
intervention. There is always some degree of noise from the sensors; since Volvo Car Corporation
want reliable performance of their cars it is important that the automotive collision avoidance system
is not too sensitive to these uncertainties. We can hence state the problem to tackle:
Definition 2.1.1 (Original problem). Find a parameter setting in the automotive collision avoidance
system which results in low collision speed and, at the same time, minimizes the risk for false
intervention. The parameter setting has to be chosen in such a way that the automotive collision
avoidance system is not too sensitive to uncertainties
The stated problem is a so-called robust optimization problem ([1]).
2.2 The approach of making the problem tractable
It is hard to get a grip on the problem described in Definition 2.1.1, since it seems overwhelmingly
complex, due to endless variations of scenarios and countless numbers of rows of data code in
the automotive collision avoidance system. Our approach is to make the problem tractable by
concretizing it into a smaller problem but still preserve its foundation. If we can find a satisfying
approach to solve the smaller problem the general idea of that approach is likely to be applicable to
the original problem as well.
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Figure 2.1: An illustration of how the car is collecting information such as distance and speed.
Source [2].
To get a graspable overview of the problem we will use a fundamental algorithm of Volvo’s
automotive collision avoidance system. The fundamental algorithm, which is developed by Volvo,
is a lot less complex—it includes fewer parameters and fewer expressions. However, the concept is
still the same and it mimics well Volvo’s automotive collision avoidance system, which means that
it constitutes a good foundation. The fundamental algorithm is presented in Section 2.3.
We define performance (to be detailed in Section 2.4) through the selection of representative
scenarios. Both positive and negative performance scenarios are selected. In the positive ones the
car should prevent collision as well as possible, and in the negative ones the risk for false intervention
should be as low as possible. To evaluate different parameter settings, the fundamental algorithm
will be used to simulate the car’s reaction for each parameter setting and scenario.
The final step to make the problem tractable is choosing the uncertainties considered to be the
most dominant, as well as their range (detailed in Section 2.5). These uncertainties are the only
ones that can arise in the performance scenarios.
We can now state the tractable problem:
Definition 2.2.1 (Tractable problem). Find a parameter setting in the fundamental algorithm which
results in low collision speed in the positive performance scenarios, and at the same time, minimizes
the risk for false intervention in the negative performance scenarios. The parameter setting has to
be chosen in such a way that the fundamental algorithm is not sensitive to uncertainties within the
defined range.
8
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2.3 The fundamental algorithm
Volvo provided a Matlab-script where the fundamental algorithm is compiled. From this script
we have derived all relevant equations in the fundamental algorithm; this gave an insight into their
meaning as well as possible modifications of them. Our findings are presented below.
The sensors of the car that collect information from the surroundings can filter information with
a frequency of 0.02 seconds. Therefore, it is convenient to use this frequency in the simulations.
The car that is our reference point, i.e., the car equipped with an automotive collision avoidance
system, we call the host car and the car that is in view of the sensor of the host car we call the target
car.
In each time step in a simulation the amount of longitudinal acceleration, denoted alongreq , required
by the host car in order to avoid a crash is computed. Since there are unpredictable factors in
real life, such as the road condition and the temperature of the tires, it is necessary to have some
longitudinal precaution margins to compensate for the uncertainties. Moreover, it takes some time
to build up the pressure in the break system of the car to enable full braking. This time depends
on the longitudinal acceleration of the host car. Together with the relative longitudinal velocity of
the host and the target cars, this needed time determines the required increase of the longitudinal
margins. This modified longitudinal distance, denoted xmod, between the host car and the target
car is defined as
xmod := xrel − xmargin + tpressure(alongh ) · vlongrel , (2.1)
where xrel := xtar−xh is the relative longitudinal distance between the target and the host car, xmargin
is the precaution margin, tpressure is the time needed to build up the pressure to enable breaking,
alongh is the acceleration of the host car, and v
long
rel := v
long
tar − vlongh is the relative longitudinal velocity
between the target and the host car. If the following inequality holds for all times t ≥ 0, then no
crash will occur:
alongtar · t2
2
+ vlongtar · t+ xmod ≥
alongreq · t2
2
+ vlongh · t, ∀t ≥ 0, (2.2)
where alongtar is the longitudinal acceleration of the target car, v
long
tar is the longitudinal velocity of the
target car, and vlongh is the longitudinal velocity of the host car. If a
long
req = a
long
tar and the inequality
(2.2) is satisfied, then it implies that vlongtar ≥ vlongh . However, if we assume that alongreq 6= alongtar , then
we can conclude that alongtar > a
long
req whenever the inequality (2.2) is fulfilled. In that case inequality
(2.2) can be rewritten as
t2 + 2
(
vlongtar − vlongh
alongtar − alongreq
)
· t+ 2 · xmod
alongtar − alongreq
≥ 0, ∀t ≥ 0. (2.3)
Now we search for the roots for the polynomial of the second degree in the left-hand side of the
inequality (2.3) by completing the square, which yields the equation(
t+
vlongtar − vlongh
alongtar − alongreq
)2
=
(
vlongtar − vlongh
alongtar − alongreq
)2
− 2 · xmod
alongtar − alongreq
. (2.4)
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If the right-hand side of equation (2.4) is less than or equal to zero we have that inequality (2.2) is
fulfilled, i.e., (
vlongtar − vlongh
alongtar − alongreq
)2
− 2 · xmod
alongtar − alongreq
≤ 0⇔
1
alongtar − alongreq︸ ︷︷ ︸
>0
(
(vlongtar − vlongh )2
alongtar − alongreq
− 2 · xmod
)
≤ 0.
Assuming that xmod > 0, which reflects the relevant situations, it follows that
alongreq ≤ alongtar −
(
vlongtar − vlongh
)2
2 · xmod .
We want alongreq to be as high as possible, which reflects how a
long
req is computed in the fundamental
algorithm, and which is a sufficiently good way for all the scenarios in this thesis, i.e.,
alongreq := a
long
tar −
(
vlongrel
)2
2 · xmod . (2.5)
The relation (2.5) is used for any real values on alongtar , v
long
rel and xmod. However, for the case when
xmod = 0 we use the following natural limits:
1. If vlongrel 6= 0 and xmod = 0, we set areq := −∞. We handle −∞ as in the extended real number
system; see [3].
2. If vlongrel = xmod = 0, we set a
long
req := a
long
tar .
Now we present the first tunable parameter, the maximum available longitudinal acceleration,
denoted alongavail(xrel), which is dependent on the relative longitudinal distance, i.e, xrel, between the
target car and the host car. The boundaries on this tunable parameter, derived from realistic usage,
are −10 ≤ alongavail ≤ −1. Before stating the first threshold we need to define the braking threat number,
denoted TBTN, as
TBTN :=
alongreq
alongavail(xrel)
.
In each time step, TBTN is computed and if TBTN > 1 a threshold value is exceeded and we say that
the BTN-condition is true. Once the BTN-condition is true it remains true until the host car has
passed the target car.
In each time step the required amount of lateral acceleration, denoted alatreq, to avoid a crash, i.e.
to steer aside, is computed. To be able to compute alatreq in each time step we need a prediction of
the time until the relative longitudinal distance is equal to zero. We call it time-to-collision, denoted
tttc. The computation of the time-to-collision depends on the relative longitudinal acceleration,
alongrel := a
long
tar − alongh , and the relative longitudinal velocity, vlongrel ; we distinguish this between three
different cases:
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1. If |alongrel | > 0, proceed from (2.2) with some minor changes: change xmod to xrel and change
the inequality to an equality. Once again we want to find the roots and we find them to be
t = −v
long
rel
alongrel
±
√√√√(vlongrel
alongrel
)2
− 2 · xrel
alongrel
. (2.6)
The time-to-collision is defined as the smallest positive root. However, if none of the roots are
positive then no collision will occur and we have that tttc := +∞.
2. If alongrel = 0 and v
long
rel < 0, the host car has a higher longitudinal velocity than the target car,
in which it holds that
tttc := − xrel
vlongrel
. (2.7)
3. Otherwise tttc := +∞.
We can use tttc to make a prediction on the relative lateral position of the cars when the relative
longitudinal distance is zero. This is denoted ypredrel and is calculated as:
ypredrel = yrel + v
lat
rel · tttc +
alattar · t2ttc
2
, (2.8)
where yrel := ytar− yh is the relative lateral distance, vlatrel := vlattar− vlath is the relative lateral velocity
and alattar is the lateral acceleration of the target car. Note that ytar and yh are the lateral positions
of the target car and host car, respectively, and vlattar and v
lat
h are the corresponding respective lateral
velocities. Note that the lateral acceleration of the host car is not included in (2.8), since we
want to compute the total required lateral acceleration of the host, regardless of the current lateral
acceleration.
Now we introduce the second tunable parameter, called safety zone, denoted ysafe(v
long
h ), which
is the lateral margin depending on the velocity of the host car. However, safety zone may be a
misleading name, since the boundaries of ysafe is given by −1 ≤ ysafe ≤ 0. The reason why the safety
zone can take negative values is that it may be favorable to ”shrink” the width of the target car in
order to avoid false intervention while compensating for sensor noise. Figure 2.2 shows an overview
of the orientation of the coordinate system and the safety zone representation.
Now we present the last components, the accelerations of steering right or left, needed to compute
alatreq. We have the following relations:
aleftreq =
2ypredrel − wtar − wh − 2ysafe
t2ttc
, (2.9)
arightreq =
2ypredrel + wtar + wh + 2ysafe
t2ttc
, (2.10)
where wtar and wh are the widths of the target car and the host car, respectively. There are two
possible outcomes:
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Figure 2.2: An overview of the coordinate orientation and the tunable parameter safety zone.
1. If sign(aleftreq) = sign(a
right
req ), then the target car is not in the path of the host car, so it holds
that alatreq := 0.
2. Otherwise
alatreq = min
{∣∣∣aleftreq∣∣∣ , ∣∣∣arightreq ∣∣∣} . (2.11)
Now we present the last tunable parameter called maximum available lateral acceleration, de-
noted alatavail(v
long
h ), which depends on the velocity of the host car. The boundaries on this tunable
parameter, derived from realistic usage are given by the inequalities 1 ≤ alatavail ≤ 10. The steering
threat number, denoted TSTN, is then defined as
TSTN :=
alatreq
alatavail(v
long
h )
.
In each time step TSTN is computed, and if TSTN > 1 then a threshold value is exceeded and we say
that the STN-condition is true. Automatic full braking is applied whenever both the STN- and the
BTN-conditions are true. Table 2.1 summarizes the tunable parameters.
Table 2.1: A compilation of the tunable parameters.
Tunable parameters Notation
Maximum available longitudinal acceleration alongavail(xrel)
Maximum available lateral acceleration alatavail(v
long
h )
Safety zone ysafe(v
long
h )
The fundamental algorithm also includes computations, such as filtering of sensor information.
Since none of these computations concern any of the tunable parameters, there is no need to describe
them in detail.
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2.4 Defining performance scenarios
Volvo has a number of cars around the world that constantly collect data from situations on the
road. The variation of scenarios that can occur is almost endless, but we have identified five fun-
damental scenarios—see Figure 2.3—which capture the trade-off between minimizing the risk for
false intervention and avoiding collisions as well as possible. We categorize these five scenarios into
two groups, positive performance scenarios, and negative performance scenarios. In the negative
performance scenarios no breaking is desired. In the positive performance scenarios the host car is
going to collide unless it breaks sufficiently, so an as high velocity reduction as possible is desired.
We define the term offset which describes how the target car is positioned relative to the host car
when the relative longitudinal distance is zero. If the offset is 0% then the target car is not in the
path of the host car; if the offset is 100% the target car is completely in the front of the host car.
1- The first negative performance scenario is defined by the host car driving straight with a certain
velocity with 0% offset and the target car being stationary.
2- The second negative performance scenario is defined by the host car driving with a certain
velocity and turning tightly past the stationary target car. In this scenario the car steers with
a certain lateral acceleration, which is dependent on the velocity of the host car.
1+ The first positive performance scenario is defined by the host car driving straight with a certain
velocity with 100% offset and the target car being stationary.
2+ The second positive performance scenario is defined by the host car driving straight with a
certain velocity with 50% offset and the target car being stationary.
3+ The third positive performance scenario is defined by the host car and the target are driving
straight with same velocity, with 100% offset, and the target car immediately starts to fully
break.
In all the positive scenarios the host car is able to turn either right or left in order to avoid a
collision.
2.5 Uncertainties
The dominant uncertainties assumed to occur are uncertainties from the sensor, since there is almost
always some degree of noise. Table 2.2 lists the errors considered. Furthermore, we assume that the
range of each error is given and all errors are independent. We make this assumption because the
distribution of sensor errors are out of the scope of this thesis. However, Volvo have good knowledge
of the spread of the errors.
We collect all the errors in Table 2.2 in a vector ξ = (ξxrel , ξvlongrel
, ξ
alongtar
, ξyrel , ξvlatrel
, ξalattar
, ξwtar)
T .
We let bi be the assumed range for error ξi for i = 1, . . . , 7, so −bi ≤ ξi ≤ bi.
13
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Figure 2.3: An overview of the negative and the positive performance scenarios.
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Table 2.2: All assumed errors from the sensor.
Sensor uncertainties Notation of Error
Relative longitudinal distance ξxrel
Relative longitudinal velocity ξ
vlongrel
Longitudinal acceleration of the target car ξ
alongtar
Relative lateral distance ξyrel
Relative lateral velocity ξvlatrel
Lateral acceleration of the target car ξalattar
Width of the target car ξwtar
15
Chapter 3
Optimization background
In this chapter we present an introduction of the scientific areas concerned in this thesis. We start
with essential theory and terminology in global optimization—see Section 3.1—which lays the the-
oretical foundation for this thesis. After that we present multi-objective optimization, the theory
concerning more than one objective function—see Section 3.2. We conclude this chapter with a
description of simulation-based optimization—see Section 3.3.
3.1 Global optimization
All the definitions and theorems in this section are taken from [4].
Consider the problem to
minimize f(x), (3.1)
subject to x ∈ Ω,
where x is the decision variable, Ω ⊆ Rd is a nonempty set and f : Rd → R is a given function.
Definition 3.1.1 (Global minimum). Consider the optimization problem (3.1) and let x∗ ∈ Ω. We
say that x∗ is a global minimum of f over Ω if f attains its lowest value over Ω at x∗.
h In other words x∗ ∈ Ω is a global minimum of f over Ω if
f(x∗) ≤ f(x), x ∈ Ω,
holds.
The goal of the optimization problem (3.1) is to find an optimal solution, i.e., a global minimum,
x∗ ∈ Ω, of the objective function f over the feasible set Ω. The field regarding the search for a
global minimum is called global optimization; see [5] for a more comprehensive introduction. Note
that if the function is to be maximized it is equivalent to minimize −f .
However, there is another type of minimum that we also present, namely the local minimum.
Let Bε(x
∗) := {y ∈ Rd : ‖y − x∗‖ < ε} be the Euclidean ball centered at x∗ with radius ε.
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Definition 3.1.2 (Local minimum). Consider the problem (3.1) and let x∗ ∈ Ω.
h a) We say that x∗ is a local minimum of f over Ω if there exists a small enough Euclidean ball
intersected with Ω around x∗ such that x∗ is a global optimal solution in that smaller set.
h In other words, x∗ ∈ Ω is a local minimum of f over Ω if
∃ε > 0 such that f(x∗) ≤ f(x), x ∈ Ω ∩Bε(x∗), (3.2)
h b) We say that x∗ ∈ Ω is a strict local minimum of f over Ω if the inequality in (3.2) holds
strictly for x 6= x∗.
Now we define some desirable properties of the feasible set Ω and the objective function f .
Definition 3.1.3 (Convex set). Let Ω ⊆ Rd. The set Ω is convex if
x1,x2 ∈ Ω
λ ∈ (0, 1)
}
=⇒ λx1 + (1− λ)x2 ∈ Ω
holds.
Definition 3.1.4 (Convex function). Assume that Ω ⊆ Rd. A function f : Rd → R is convex at
xˆ ∈ Ω if
x ∈ Ω
λ ∈ (0, 1)
λxˆ+ (1− λ)x ∈ Ω
 =⇒ f(λxˆ+ (1− λ)x) ≤ λf(xˆ) + (1− λ)f(x).
The function f is convex on Ω if it is convex at every xˆ ∈ Ω.
Assuming that the objective function f and the set Ω are both convex, the following property
regarding local and global minimum can be established.
Theorem 3.1.5 (Fundamental Theorem of global optimality). Consider the problem (3.1), where
Ω is a convex set and f is convex on Ω. Then every local minimum of f over Ω is also a global
minimum.
Proof. Assume that x∗ is a local minimum but not a global one. Then consider a point x¯ ∈ Ω with
property that f(x¯) < f(x∗). Let λ ∈ (0, 1). By the convexity of the set Ω and the function f ,
λx¯+(1−λ)x∗ ∈ Ω, and f(λx¯+(1−λ)x∗) ≤ λf(x¯)+(1−λ)f(x∗). By choosing λ > 0 small enough
it leads to contradiction to the local optimality of x∗.
This means that if an optimization problem fulfills the convexity conditions it is sufficient to
apply a local optimization algorithm to find the global minimum. This is desirable since, in general,
local optimization algorithms have a low computational complexity.
If the objective function f and the set Ω are both convex, then the following theorem provides
a tool to verify if a point x ∈ Ω is a global minimum of f over Ω.
Theorem 3.1.6. Assume that Ω ⊆ Rd is nonempty and convex. Let f : Rd → R be convex and C1
on Ω. Then,
∇f(x∗)T (x− x∗) ≥ 0 =⇒ x∗ is a global minimum of f over Ω. (3.3)
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Proof. Take x∗,x ∈ Ω and λ ∈ (0, 1). Then,
λf(x) + (1− λ)f(x∗) ≥ f(λx+ (1− λ)x∗) ⇐⇒
f(x)− f(x∗) ≥ (1/λ)[f(λx+ (1− λ)x∗)− f(x∗)]. (3.4)
Let λ→ 0. Then, the right-hand side of the inequality (3.4) tends to the directional derivative of f
at x∗ in the direction of (x− x∗), so that in the limit it becomes
f(x)− f(x∗) ≥ ∇f(x∗)T (x− x∗) =⇒
f(x) ≥ f(x∗) +∇f(x∗)T (x− x∗) ≥ f(x∗).
Typically the feasible set Ω is determined by inequality and/or equality constraints. If that is
the case, the optimization problem (3.1) can be expressed as
minimize f(x), (3.5)
subject to gi(x) ≤ 0, i ∈ I, (inequality constraints)
gi(x) = 0, i ∈ E , (equality constraints)
x ∈ Rd,
where gi(x) : Rd → R define the constraint functions, and I and E are finite index sets. If, in
addition, the functions f and gi are continuous the problem (3.5) is called a continuous optimization
problem.
Proposition 3.1.7 (Convex intersection). Assume that Ωk, k ∈ K, is any collection of convex sets.
Then the intersection
Ω :=
⋂
k∈K
Ωk
is a convex set.
Proof. Let both x1 and x2 belong to Ω. (If two such points cannot be found then the results holds
vacuously). Then, x1 ∈ Ωk and x2 ∈ Ωk for all k ∈ K. Take λ ∈ (0, 1). Then, λx1 + (1 − λ)x2 ∈
Ωk, k ∈ K, by the convexity of the sets Ωk. So, λx1 + (1− λ)x2 ∈
⋂
k∈KΩk = Ω.
If the objective function f is convex, the functions gi, i ∈ I, are convex and gi, i ∈ E , are
affine, then the problem (3.5) is called a convex problem. From Proposition 3.1.7 it follows that the
constraints in a convex problem form a convex set and thereby Theorem 3.1.5 can be applied.
In nonconvex optimization problems we have to expect multiple local minima, and the objective
function value in some local minima can be far from the minimum value. These problems can
be extremely difficult to solve. For a general nonconvex global optimization problem, where the
evaluation of the objective function is sufficiently time efficient, we can apply algorithms that vary
between a local and a global phase. During the global phase the idea of the algorithm is to explore
roughly the whole feasible set while during the local phase it is restricted to explore in a local portion
of the feasible set. The intention with the local phase is to refine the currently best solution found.
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3.2 Multi-objective optimization
Often more than one optimization goal is desired, for instance in product and process design. A good
design usually involves multiple criteria such as capital investment, profit, quality and/or lifespan,
efficiency, process safety, operation time, and so on. We want to optimize all these multiple criteria
and this section describes the mathematics needed to analyze such problem settings. All the theory
in this section is taken from [6].
Consider the problem to
minimize {f1(x), f2(x), . . . , fn(x)}, (3.6)
subject to x ∈ Ω,
with n (≥ 2) objective functions fi : Rd → R, i = 1, . . . , n, and Ω ⊆ Rd denoting the feasible set.
The problem (3.6) is a so-called multi-objective optimization problem. The objective functions fi
are likely to be in conflict, which means that there does not exist a single solution x ∈ Ω that is
optimal for all n objective functions. However, if the objective functions fi are in conflict in the
problem (3.6) then the problem is actually not well-defined, because there is no hierarchy between the
functions. We have to present a definition of optimality for multi-objective optimization problems.
Let Z := {z ∈ Rn : zi = fi(x), for all i = 1, . . . , n and x ∈ Ω}. We say that a point x ∈ Ω is a
decision point and that a point z ∈ Z is an objective point.
Definition 3.2.1 (Pareto optimality). A decision point x∗ ∈ Ω is Pareto optimal if there does not
exist another decision point x ∈ Ω such that fi(x) ≤ fi(x∗) for all i = 1, . . . , n and fj(x) < fj(x∗)
for at least one index j.
h An objective point z∗ ∈ Z is Pareto optimal if there does not exist another objective point z ∈ Z
such that zi ≤ z∗i for all i = 1, . . . , n and zj < z∗j for at least one index j; or equivalently, z∗ is
Pareto optimal if the decision point corresponding to it is Pareto optimal.
Note that there may be an infinite number of Pareto optimal points. The set of Pareto optimal
objective points Z∗ ⊆ Z is called the Pareto optimal set. Figure 3.1 illustrates the variable space
and the objective space.
From a mathematical point of view every Pareto optimal point is an equally acceptable solution
to the multi-objective optimization problem (3.6). However, in general only one point is desired as
a solution. Therefore, we need a so-called decision maker to select one solution out of the set of
Pareto optimal solutions, since the information that is needed to make the selection is not contained
in the objective functions. The decision maker is a person, or a group of persons, who has better
insight into the problem and who can formulate preferences among the Pareto optimal points.
Similarly to the case with one objective function, we can define some desirable properties.
Definition 3.2.2 (Convex problem). The multi-objective optimization problem (3.6) is convex if
all the objective functions fi and the feasible set Ω are convex.
The methods used in multi-objective optimization are typically divided into four classes based
on whether a decision maker is available or not (e.g., [6, 7]).
• If no decision maker is available then no-preference methods are used, where a neutral com-
promise Pareto optimal solution has to be selected.
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Figure 3.1: An illustration of the Pareto optimal set for a bi-objective optimization problem with
the feasible set Ω ⊂ R3. Left: the variable space. Right: the objective space.
• Another class of methods is used if the decision maker formulates hopes. Then the closest
solution to those hopes is found. Those methods are denoted a priori methods. However, it
may be difficult to express preferences without deep knowledge about the problem.
• In a posteriori methods a representation of the Pareto optimal set is found before the decision
maker chooses one solution.
• The final class of methods are the interactive methods, which iteratively search through the
Pareto optimal set in guidance of the decision maker.
To exemplify one no-preference method we first have to define the ideal objective point.
Definition 3.2.3 (Ideal objective point). The components z∗i of the ideal objective point z
∗ ∈ Rn
are obtained by minimizing each of the objective functions individually subject to the constraints,
that is, by solving the problem to
minimize fi(x),
subject to x ∈ Ω,
for i = 1, . . . , n.
Now we consider a so-called Lp-problem, which is the optimization problem to
minimize
(
n∑
i=1
|fi(x)− z∗i |p
)1/p
, (3.7)
subject to x ∈ Ω,
where z∗i are the components of the ideal objective point z
∗ and 1 ≤ p <∞.
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Theorem 3.2.4. The solution to the Lp-problem (3.7) is Pareto optimal in (3.6).
Proof. Let x∗ ∈ Ω be a solution to problem (3.7) with 1 ≤ p < ∞. Assume that x∗ is not Pareto
optimal to (3.6). Then, there exists a point x ∈ Ω such that fi(x) ≤ fi(x∗) for all i = 1, . . . , n and
fj(x) < fj(x
∗) for at least one j. Now, the inequality (fi(x) − z∗i )p ≤ (fi(x∗) − z∗i )p holds for all
i = 1, . . . , n, and the strict inequality (fj(x)− z∗j )p < (fj(x∗)− z∗j )p holds. We have
n∑
i=1
(fi(x)− z∗i )p <
n∑
i=1
(fi(x
∗)− z∗i )p.
Raising both sides of the inequality to the power 1/p yields reach a contradiction to the assumption
that x∗ is optimal in (3.7).
Another possible approach to solving multi-objective optimization problems is to weigh all the
objective functions into one objective function and then apply suitable single objective global op-
timization methods. However, there may not always exist information to base the weight decision
on.
We conclude this section with an a posteriori method, called the weighting method, which is
based on the weighting idea. Consider the weighted problem, which is the optimization problem to
minimize
n∑
i=1
wifi(x), (3.8)
subject to x ∈ Ω,
where it holds that wi ≥ 0 for all i = 1, . . . , n and
∑n
i=1wi = 1.
Theorem 3.2.5. The solution to the weighted problem (3.8) is Pareto optimal if all the weighting
coefficients are positive, that is wi > 0 for all i = 1, . . . , n.
Proof. Let x∗ ∈ Ω be an optimal solution to (3.8) with positive weighting coefficients. Assume that
x∗ is not Pareto optimal. This means that there exists a solution x ∈ Ω such that fi(x) ≤ fi(x∗)
for all i = 1, . . . , n and fj(x) < fj(x
∗) for at least one j. Since wi > 0 for all i = 1, . . . , n we have
that the inequality
∑n
i=1wifi(x) <
∑n
i=1wifi(x
∗) holds. This contradicts the assumption that x∗
is an optimal solution to the weighted problem (3.8).
3.3 Simulation-based optimization
A frequently used tool to evaluate outputs from models of real systems is computer simulation.
Its applications appear in many different areas, such as portfolio selection ([8]), manufacturing
([9]), engineering design ([10]), and bio medicine ([11]). By choosing optimal parameter settings
for the simulation an extensively improved results can be achieved. However, finding the optimal
parameter values is a challenging problem and this is where the field of simulation-based optimization
has emerged. In simulation-based optimization the assumption is that the objective function, the
simulation-based function, is not directly available due to the complexity of the simulation. Thereby,
many mathematical tools, e.g., derivatives, are not available.
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To avoid confusion we need to clarify that we want to find the optimal set of parameters for
a computer simulation (see Section 2.3) which means that the parameters will act as variables in
the optimization problem. Precisely as [12], we are treating the computer simulations as black-box
functions.
There exist many continuous simulation-based optimization methods, but none of them can
guarantee finding an optimal solution in finitely many steps. This is due to the fact that the
objective function is not directly available, and thereby no strong convergence analysis can be made.
The methods can be categorized into various groups, for instance gradient based search methods,
metaheuristics and response surface methodology ([13, 14]).
Gradient based search methods estimate the gradient of the black-box function and employ
deterministic mathematical programming techniques.
Metaheuristics are methods that interact between local improvement procedures and effective
strategies of escaping from local optima and performing an efficient search in the solution space.
Three of the most popular are tabu search, simulated annealing and genetic algorithms ([15, 16]).
Usually the metaheruistics include strategies to handle multiple objective functions; see [17] for a
tutorial of multi-objective optimization using genetic algorithms.
The idea of the response surface methodology is to construct a surrogate model, also known
as a response surface, that mimics the behavior of the black-box function as closely as possible.
Then global optimization algorithms are applied to the surrogate model. The advantage is that
more efficient algorithms can be applied to the surrogate problem, as it is typically explicitly stated.
Typically, response surface methods are used when the evaluation of the simulation-based function
is very time consuming. The general procedure (see [7]) for a response surface method is detailed in
Algorithm 1.
In this thesis we present one response surface method, namely radial basis function interpolation
(RBF); see [18]. The RBF interpolation is independent of the dimension of the variable space, which
is a desirable property for the problem studied in this project.
Algorithm 1 General response surface method
Step 0:
Create an initial set of sample points and evaluate them through a simulation.
Step 1:
Construct a surrogate model of the simulation-based function by using the evaluated points
and their corresponding function values.
Step 2:
Select and evaluate a new sample point, and balance local and global search, to refine
the surrogate model.
Step 3:
Return to Step 1 unless a termination criterion is fulfilled.
Step 4:
Solve the simulation-based optimization problem where the objective function is replaced by
the constructed surrogate model.
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Chapter 4
Radial basis functions
The theory presented in Sections 4.1 and 4.2 is mainly taken from [18] and complemented with
theory from [7] and [12]. In Section 4.1 we present the inspiration and background of radial basis
functions. In Section 4.2 we present theory of radial basis functions, and we conclude in Section 4.3
with error estimation, which presents convergence properties of radial basis functions. We state and
prove Theorem 4.2.5, inspired from theorems and proofs in [18].
4.1 Background of radial basis functions
Interpolation is the task of determining a continuous function s : Rd → R such that each point in a
given finite set X := {x1, . . . ,xn} ⊂ Rd as well as the unknown function f : Rd → R satisfy
s(xi) = f(xi), i = 1, . . . , n. (4.1)
If the dimension d is equal to 1 and s ∈ C0, i.e., s is from the space of continuous functions, then
the problem (4.1) has multiple solutions. However, if we consider a specific finite dimensional linear
subspace then the problem (4.1) has a unique solution. An intuitive choice of space for n points
in one dimension is the space of polynomials of degree at most n − 1, denoted pin−1(R). Then,
the existence of a unique solution to the system of equations (4.1) is guaranteed, but the utility of
polynomials is limited, because the required degree of the polynomials increases with the number
of evaluated points. The result of using higher degree polynomials is often strongly oscillating
interpolating functions (see Figure 4.1), which is an undesired effect. However, this can be avoided
by partitioning the one-dimensional space into intervals between the data points, and then utilizing
a polynomial interpolation of lower degree m, such as cubic, where m = 3, in each interval. The
function values and the values of the first m−1 derivatives of these polynomials have to agree at the
points where they join. These piecewise polynomials are called splines. We summarize this problem
in the following way: Let the data points be ordered according to
a < x1 < . . . < xn < b.
Define x0 := a, xn+1 := b, and the function space of cubic splines by
S3(X) :=
{
s ∈ C2([a, b]) : s|[xi,xi+1] ∈ pi3(R), i = 0, . . . , n
}
.
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The task is to find s ∈ S3 such that the equations (4.1) are fulfilled. Figure 4.1 shows a comparison
between spline and polynomial interpolation.
Figure 4.1: An illustration of the differences between the spline and polynomial interpolations.
There is no guarantee that there is a unique interpolation s ∈ S3 that fulfills (4.1), but it is
possible to enforce uniqueness through the concept of natural cubic splines according to
NS3(X) :=
{
s ∈ S3(X) : s|[a,x1], s|[xn,b] ∈ pi1(R)
}
.
Unfortunately, interpolating multivariate functions is much more complicated. Therefore, we
introduce Haar spaces to understand the complication.
Definition 4.1.1 (Haar space). Assume that Ω ⊆ Rd contains at least n points. Let V ⊆ C(Ω) be
an n-dimensional linear space. Then V is called a Haar space of dimension n on Ω if for arbitrary
distinct points x1, . . . ,xn ∈ Ω and arbitrary f1, . . . , fn ∈ R there exists exactly one function v ∈ V
with v(xi) = fi, 1 ≤ i ≤ n.
For instance, V = pin−1(R) is a n-dimensional Haar space for any set Ω ⊆ R that contains at
least n points, as we noted above. We now present a theorem which provides the insight into the
problem of interpolation when the dimension of the domain is higher than 1. Its proof is found in
[18, Thm. 2.3].
Theorem 4.1.2 (Mairhuber–Curtis). Assume that Ω ⊆ Rd, d ≥ 2, contains an interior point. Then
there exists no Haar space on Ω of dimension n ≥ 2.
Fortunately, there exists a field with multi-variable settings which takes its inspiration from the
one-dimensional natural cubic splines. We introduce radial basis functions.
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4.2 Radial basis functions
If we still want to interpolate some data values f1, . . . , fn ∈ R at some given data points X :=
{x1, . . . ,xn} ⊂ Rd, for any positive integer d, despite Theorem 4.1.2 one simple way is to choose a
fixed function Φ : Rd → R and form the interpolant as
sf,X(x) =
n∑
i=1
αiΦ(x− xi), (4.2)
where the values of the coefficients αj are determined by the interpolation conditions
sf,X(xi) = fi, i ∈ {1, . . . , n}. (4.3)
The desirable property would be that the function Φ could be chosen for all kinds of data point sets,
i.e., for any number n ∈ N and any possible combination X := {x1, . . . ,xn} ⊂ Rd. An equivalent
formulation of the interpolant (4.2) and interpolation conditions (4.3) is asking for an invertible
interpolation matrix
AΦ,X := (Φ(xi − xj))1≤i,j≤n,
We know that any real symmetric matrix that is positive definite is also invertible; see Appendix B.
This makes it natural to introduce the following definition.
Definition 4.2.1 (Positive definite function). A continuous function Φ : Rd → C is called positive
definite if, for all n ∈ N, all sets of pairwise distinct points X = {x, . . . ,xn} ⊆ Rd, and all
α ∈ Cn\{0n} it holds that
n∑
i=1
n∑
j=1
αiαjΦ(xi − xj) > 0, (4.4)
where α is complex conjugation of α. The function Φ is called positive semi-definite if the left-hand-
side of (4.4) is nonnegative for all α ∈ Cn.
As can be seen in Definition 4.2.1 a more general definition for complex-valued functions have
been used; the reason is that it allows more natural for techniques such as Fourier transforms. Next
we introduce the term radial basis function which is the foundation of the interpolation theory to
be presented.
Definition 4.2.2 (Radial basis function, RBF). A function Φ : Rd → R is called a radial basis
function if there exists a univariate function φ : [0,∞)→ R such that
Φ(x) = φ(‖x‖), x ∈ Rd,
where ‖ · ‖ denotes the Euclidean norm.
We link radial basis functions and positive definite functions by the following definition.
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Definition 4.2.3. A univariate function φ : [0,∞) → R is said to be positive definite on Rd if the
corresponding multivariate function Φ(x) := φ(‖x‖),x ∈ Rd, is positive definite.
However, using an interpolant of the form described in (4.2) is not the only approach possible.
A more general is to start with a function Φ : Rd × Rd → C and form the interpolant as
sf,X(x) =
n∑
j=1
αjΦ(x,xj).
Furthermore, if we are only interested in some points x1, . . . ,xn that belong to a certain subset
Ω ⊆ Rd then we only need a function Φ : Ω × Ω → C. This kind of function Φ will be called a
kernel, to mark the difference from functions defined on Rd × Rd.
Definition 4.2.4 (Positive definite kernel). A continuous kernel Φ : Ω × Ω → C is called positive
definite on a non-empty set Ω ⊆ Rd, if for all n ∈ N, all sets of pairwise distinct points X :=
{x1, . . . ,xn} ⊆ Ω, and all α ∈ Cn\{0n} it holds that
n∑
j=1
n∑
k=1
αjαkΦ(xj ,xk) > 0.
This definition is not precise due to the fact that the set Ω is not specified, so the set might be
finite. If this is the case it would be impossible to find for all n ∈ N pairwise distinct points in Ω.
However, if the set is finite the only values of n ∈ N that would have to be considered are those that
allow the choice of n pairwise distinct points.
The radial basis function φ : [0,∞)→ R fits into this generalization of introducing the kernel by
defining Φ(x,y) := φ(‖x − y‖). The univariate function φ is called positive definite on Ω ⊆ Rd if
the kernel Φ(x,y) is positive definite on Ω.
The restriction to real coefficients for a positive definite kernel, i.e., α ∈ Rn instead of α ∈ Cn,
in Definition 4.2.4, is explained in the following theorem.
Theorem 4.2.5. Assume that Φ : Ω × Ω → R is continuous. Then Φ is positive definite on
Ω ⊆ Rd if and only if Φ is symmetric and, for all n ∈ N, all sets of pairwise distinct points
X := {x1, . . . ,xn} ⊆ Ω, for all α ∈ Rn\{0n} it holds that
n∑
j=1
n∑
k=1
αjαkΦ(xj ,xk) > 0. (4.5)
Proof. [=⇒]: Assume that Φ is positive definite on Ω. First we prove that Φ(x,x) > 0, for all
x ∈ Ω. Choose n = 1 and α1 = 1 in Definition 4.2.4 and let x1 = x, where x ∈ Ω and the
desired result is obtained. Further we prove that Φ is symmetric, i.e., Φ(x,y) = Φ(y,x) for all
x,y ∈ Ω. Assume there are at least two distinct points in Ω (otherwise the result is trivial). Choose
n = 2, α1 = 1, α2 = c,x1 = x, and x2 = y, where x,y ∈ Ω. If we let c = 1 and c = i, respectively,
we have that the inequalities
Φ(x,x) + Φ(y,y) + Φ(x,y) + Φ(y,x) > 0,
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and
Φ(x,x) + Φ(y,y) + i
(
Φ(y,x)− Φ(x,y)) > 0
holds. Since Φ(x,x) > 0 and Φ(y,y) > 0, both Φ(x,y) + Φ(y,x) and i
(
Φ(y,x)− Φ(x,y)) must be
real. This is only possible if Φ(x,y) = Φ(y,x). Since Φ is positive definite on Ω the inequality (4.5)
is obviously satisfied.
[⇐=]: Now assume that Φ satisfies the given conditions. Let αj = aj + ibj , where aj , bj ∈ R. Then
it holds that
n∑
j=1
n∑
k=1
αjαkΦ(xj ,xk) =
n∑
j=1
n∑
k=1
(ajak + bjbk)Φ(xj ,xk) + i
n∑
j=1
n∑
k=1
(
akbjΦ(xj ,xk)− ajbkΦ(xk,xj)
)
.
The second sum on the right-hand side, resulting from the symmetry of Φ, is equal to zero. The first
sum on the right-hand side is nonnegative because of the assumption and vanishes only if aj = bj = 0,
j = 1, . . . , n.
Next we present a theorem to verify when a function is positive definite, but first we need to
introduce the following definition.
Definition 4.2.6 (Completely monotone). A function φ is called completely monotone on (0,∞) if
φ ∈ C∞(0,∞) and
(−1)lφ(l)(r) ≥ 0,
for all l ∈ N ∪ {0} and all r > 0. The function φ is called completely monotone on [0,∞) if it is in
addition in C[0,∞).
The proof of Theorem 4.2.7 is found in [18, Thm. 7.14].
Theorem 4.2.7. The function φ : [0,∞) → R is positive definite on every Rd if and only if φ(√·)
is completely monotone on [0,∞) and not constant.
We now present two radial basis functions, and verify that they are positive definite. The first
radial basis function that we present is the Guassian radial basis function defined by
Φ(x) := φ(r) := e−αr
2
,
where r = ‖x‖ and α > 0. By Theorem 4.2.7 the Gaussian function is positive definite on every Rd
due to the following: Set f(r) := φ(
√
r); then f is completely monotone, since
(−1)lf (l)(r) = (−1)2lαle−αr ≥ 0.
Since f is not constant, φ must be positive definite.
The second radial basis function that we present is the inverse multiquadrics radial basis function,
defined as
Φ(x) := φ(r) := (c2 + r2)−β,
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where r = ‖x‖, β > 0 and c > 0. Again by Theorem 4.2.7 the inverse multiquadrics function is
positive definite on every Rd according to the following: Set f(r) := φ(
√
r); then f is completely
monotone since
(−1)lf (l)(r) = (−1)2lβ(β + 1) · · · (β + l − 1)(r + c2)−β−l ≥ 0.
Since f is not constant, φ must be positive definite.
Next we will relax the condition of positive definiteness to allow a wider range of radial basis
functions.
Definition 4.2.8 (Conditionally positive definite function). A continuous function Φ : Rd → C is
said to be conditionally positive definite of order m if, for all n ∈ N, all sets of pairwise distinct
points X := {x1, . . . ,xn} ⊆ Rd, and all α ∈ Vm\{0n} it holds that
n∑
j=1
αjαkΦ(xj − xk) > 0,
where
Vm =
α ∈ Cn :
n∑
j=1
αjp(xj) = 0, p ∈ pim−1(Rd)
 .
If instead
∑n
j=1 αjαkΦ(xj − xk) ≥ 0 the function is said to be conditionally positive semidefinite of
order m in Rd.
Note that if m > l, then a conditionally positive definite function of order l is also conditionally
positive definite of order m since Vm ⊆ Vl. Furthermore, note that if the order m = 0 the function
is positive definite.
Definition 4.2.9. A univariate function φ : [0,∞) → R is called conditionally positive definite of
order m on Rd, if Φ(x) := φ(‖x‖) is conditionally positive definite of order m.
We now present a theorem that verifies when a function is conditionally positive definite. The
proof can be found in [18, Thm. 8.19].
Theorem 4.2.10. Suppose that φ ∈ C[0,∞) ∩ C∞(0,∞) is given. Then the function Φ = φ(‖ · ‖2)
is conditionally positive semi-definite of order m ∈ N ∪ {0} on every Rd if and only if (−1)mφ(m) is
completely monotone on (0,∞).
Corollary 4.2.11. Assume that φ ∈ C[0,∞) ∩C∞(0,∞), and that it is not a polynomial of degree
at most m. Then φ(‖ · ‖) is conditionally positive definite of order m on every Rd if (−1)mφ(m) is
completely monotone on (0,∞).
Now we present three additional radial basis functions, and verify that they are conditionally
positive definite. The third radial basis function that we present in this thesis is the multiquadrics
radial basis function defined by
Φ(x) := φ(r) := (−1)dβe(c2 + r2)β,
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where ‖x‖ = r, c, β > 0, β /∈ N, and d·e denotes the ceiling function. The multiquadrics is
conditionally positive definite of order m = dβe on every Rd, which can be verified by using Corollary
4.2.11: If we let fβ(r) := (−1)dβe(c2 + r)β then we have that
(−1)dβef (dβe)β (r) = (−1)2dβeβ(β − 1) · · · (β − dβe+ 1)(c2 + r)β−dβe,
which is completely monotone, and m = dβe is the smallest possible choice that makes (−1)mf (m)β
completely monotone. Thus, φ is conditionally positive definite of order m = dβe on every Rd, since
φ /∈ pim(R).
The fourth radial basis function that we present is the powers radial basis function, defined as
Φ(x) := φ(r) := (−1)dβ/2erβ,
where ‖x‖ = r, and β > 0, β /∈ 2N. The powers is conditionally positive definite of order m = dβ/2e
on every Rd which can be verified by using Corollary 4.2.11: If we define fβ(r) := (−1)dβ/2erβ/2 then
we get
(−1)dβ/2ef (dβ/2e)β (r) = (−1)2dβ/2eβ/2(β/2− 1) · · · (β/2− dβ/2e+ 1)rβ/2−dβ/2e,
which is completely monotone, and m = dβ/2e is the smallest possible choice that makes (−1)mf (m)β
completely monotone. Hence φ is conditionally positive definite of order m = dβ/2e on every Rd,
since φ /∈ pim(R).
The fifth and final radial basis function that we present is the thin-plate or surface splines radial
basis function defined by
Φ(x) := φ(r) := (−1)k+1r2k log(r),
where ‖x‖ = r, and k ∈ N. The thin-plate spline is positive definite of order m = k + 1 on
every Rd, which can be verified by Corollary 4.2.11. Since 2φ(r) = (−1)k+1r2klog(r2), we define
fk(r) := (−1)k+1rklog(r), and achieve
f
(l)
k (r) = (−1)k+1k(k − 1) · · · (k − l + 1)rk−l log(r) + pl(r), 1 ≤ l ≤ k,
where pl is a polynomial of degree k − l. This means that f (k)k (r) = (−1)k+1k! log(r) + c, where c is
a constant. Finally we have that (−1)k+1f (k+1)k (r) = k!r−1, so f is clearly completely monotone on
(0,∞). Hence, φ is conditionally positive definite of order m = k+ 1 on every Rd, since φ /∈ pim(R).
Note that the thin-plate spline is not defined at r = 0 since log(r) is not defined there. A radial ba-
sis should be defined on [0,∞) so we need to extend it. Since it holds that limr→0+(−1)kr2k log(r) =
0, for all k ∈ N it follows naturally that
φ(r) :=
{
(−1)kr2k log(r), if r > 0,
0, if r = 0.
All the presented radial basis functions, for this thesis, are compiled in Table 4.1.
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Table 4.1: A compilation of the radial basis functions presented in this thesis with their correspond-
ing order of conditionally positive definiteness.
Name Φ(x) = φ(r), r = ‖x‖ Conditionally positive definite of order
Guassians e−αr2 , α > 0 0
Multiquadrics (−1)dβe(c2 + r2)β, β > 0, β /∈ N 0
Inverse multiquadrics (c2 + r2)β, β < 0 dβe
Thin-plate splines (−1)k+1r2k log r, k ∈ N dβ/2e
Powers (−1)dβ/2erβ, β > 0, β /∈ 2N k + 1
Now we have all the necessary tools to define the interpolation problem and how to solve it. Let
pim(Rd) denote the space of all polynomials of degree at most m in Rd. The points X := {x1, . . . ,xn}
with corresponding function values f1, . . . , fn, the task is to find α ∈ Rn and β ∈ RQ such that:
sf,X(x) :=
n∑
j=1
αjφ(‖x− xj‖) +
Q∑
k=1
βkpk(x), (4.6)
sf,X(xi) = fi, i = 1, . . . , n, (4.7)
n∑
j=1
αjpk(xj) = 0, k = 1, . . . , Q, (4.8)
where Q = dim(pim−1(Rd)) and {pk}Qk=1 is a basis of pim−1(Rd). Therefore α satisfying the equations
(4.8) is equivalent to α ∈ Vm (from Definition 4.2.8). Solving this interpolation problem is equivalent
to solving the linear system (
A P
P T 0Q×Q
)(
α
β
)
=
(
f
0Q
)
, (4.9)
where
Aij := φ(‖xi − xj‖), i, j = 1, . . . , n,
Pik := pk(xi), i = 1, . . . , n, k = 1, . . . , Q.
For convenience we use the notation
A˜ :=
(
A P
P T 0Q×Q
)
. (4.10)
Assuming suitable condition on the points in the set X, we can establish the existence and
uniqueness of a solution to the system (4.9).
Definition 4.2.12. The points X := {x1, . . . ,xn} ⊆ Rd, with n ≥ dim(pim(Rd)), are called pim(Rd)-
unisolvent if the zero polynomial is the only polynomial from pim(Rd) that vanishes at all of the
points in X.
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To provide an example from Definition 4.2.12, we assume that we are given some points X that
are pi1(Rd)-unisolvent. This means that not all points in X belong to a common hyperplane. We
can now present following theorem.
Theorem 4.2.13. Assume that the radial function φ is conditionally positive definite of order m
and the points X := {x1, . . . ,xn} are pim−1(Rd)-unisolvent. Then the linear system (4.9) is uniquely
solvable.
Proof. Assume that (αT ,βT )T lies in the null space of the matrix A˜. Then we have that
Aα+ Pβ = 0n, (4.11)
P Tα = 0Q. (4.12)
The equation (4.12) means that α ∈ Vm (see Definition 4.2.8). By multiplying equation (4.11) by
αT from the left, it follows that 0 = αTAα+ (P Tα)Tβ = αTAα. Since φ is conditionally positive
definite of order m, we have that α = 0 and hence Pβ = 0n holds. Since X is pim−1(Rd)-unisolvent
and the vectors{pk}Qk=1 are linearly independent we can conclude that β = 0Q. Thus, the only
vector in the null space of A˜ is the null vector, which implies that A˜ is invertible.
4.3 Error estimation for radial basis functions
In this section we discuss error estimation of radial basis functions. We begin by introducing repro-
ducing kernels and the spaces generated by them, and in time we will see that a positive definite
kernel can be identified as a reproducing kernel. Relevant definitions and theorems needed for the
theory in this section can be found in Appendix B.
Definition 4.3.1 (Reproducing kernel). Let F be a real Hilbert space of functions f : Ω → R. A
function Φ : Ω×Ω → R is called a reproducing kernel for F if it fulfills the following two properties:
(1) Φ(·,y) ∈ F for all y ∈ Ω, and
(2) f(y) = (f, Φ(·,y))F for all f ∈ F and all y ∈ Ω,
where (·, ·)F denotes the inner product of the Hilbert space F .
Note that the reproducing kernel of a Hilbert space is uniquely determined. Assume that there
exist two reproducing kernels Φ1 and Φ2. From property (2) in Definition 4.3.1 we have that
(f, Φ1(·,y))F − (f, Φ2(·,y))F = (f, Φ1(·,y) − Φ2(·,y))F = f(y) − f(y) = 0 for all f ∈ F and
all y ∈ Ω. By letting f = Φ1(·,y) − Φ2(·,y) for a fixed y, it follows from the definition of a norm
that Φ1 and Φ2 are identical.
Definition 4.3.2 (Point evaluation functional). Let F be Hilbert space of functions f : Ω → R.
A linear functional δy : F → R is called the point evaluation functional for a fixed y ∈ Ω on F if
δy(f) = f(y) for all f ∈ F .
Now we present a connection between the reproducing kernel and the point evaluation functional.
31
4 Radial basis functions 4.3 Error estimation for radial basis functions
Theorem 4.3.3. Assume that F is a Hilbert space of functions f : Ω → R. Then the following
statements are equivalent:
(1) all the point evaluation functionals are continuous, i.e., δy ∈ F∗ for all y ∈ Ω,
(2) F has a reproducing kernel,
where F∗ denotes the dual space of F .
Proof. (1) ⇒ (2): Assume that the point evaluation functionals are continuous. By the Riesz
Representation Theorem, see Theorem B.17 in Appendix B, we have that for every y ∈ Ω there
exists a unique element Φy ∈ F such that δy(f) = (f, Φy) for all y ∈ Ω. Hence, Φ(x,y) := Φy(x) is
the reproducing kernel of F .
(2)⇒ (1): Assume that F has a reproducing kernel Φ. This means that δy(f) = f(y) = (f, Φ(·,y))F
for y ∈ Ω and for all f ∈ F . Since the inner product is continuous, so is δy.
A reproducing-kernel Hilbert space posses several special properties; a few of them are presented
in Theorem 4.3.4.
Theorem 4.3.4. Assume that F is a Hilbert space of functions f : Ω → R with reproducing kernel
Φ. Then, the following hold:
(1) Φ(x,y) = (Φ(·,x), Φ(·,y))F = (δx, δy)F∗ for x,y ∈ Ω.
(2) Φ(x,y) = Φ(y,x) for x,y ∈ Ω.
Proof. From the Riesz Representation Theorem we have that F : F∗ → F , which reduces for point
evaluations to F (δy) = Φ(·,y) due to the definition of a reproducing kernel. This means that
(δx, δy)F∗ = (F (δx), F (δy))F = (Φ(·,x), Φ(·,y))F
hold. Furthermore, it holds that
Φ(x,y) = δx(Φ(·,y)) = (Φ(·,y), Φ(·,x))F = (Φ(·,x), Φ(·,y))F .
Hence, property (1) is proven; property (2) follows immediately from property (1), since the inner
product is symmetric.
We can now disclose the connection between positive definite kernels and reproducing-kernel
Hilbert spaces.
Theorem 4.3.5. Assume that F is a reproducing-kernel Hilbert function space with reproducing
kernel Φ : Ω ×Ω → R. Then Φ is positive semi-definite. Moreover, Φ is positive definite if and only
if the point evaluation functionals are linearly independent in F∗.
Proof. Since the kernel Φ is symmetric and real-valued it follows from Theorem 4.2.5 that we can
restrict ourselves to real coefficients in the quadratic form. For pairwise distinct points x1, . . . ,xn ∈
Ω ⊆ Rd and c ∈ Rn\{0} we have that
n∑
j=1
n∑
k=1
cjckΦ(xj ,xk) =
 n∑
j=1
cjδxj ,
n∑
k=1
ckδxk

F∗
=
∥∥∥∥∥∥
n∑
j=1
cjδxj
∥∥∥∥∥∥
2
F∗
≥ 0.
32
4 Radial basis functions 4.3 Error estimation for radial basis functions
The last expression can and will only be zero if the point evaluation functionals are linearly depen-
dent.
We have now established that a positive definite kernel appears naturally as the reproducing
kernel of a Hilbert space. However, normally we don’t start with a function space but rather with a
positive definite kernel. In other words, we are facing the problem of finding the associated function
space having a a positive definite kernel as its reproducing kernel. Suppose that Φ : Ω × Ω → R is
a symmetric positive definite kernel. We define the following space:
FΦ(Ω) := span{Φ(·,y) : y ∈ Ω}
and equip it with the bilinear form(
n∑
j=1
αjΦ(·,xj),
m∑
k=1
βkΦ(·,yk)
)
Φ
:=
n∑
j=1
m∑
k=1
αjβkΦ(xj ,yk). (4.13)
Theorem 4.3.6. If Φ : Ω × Ω → R is a symmetric positive definite kernel, then the bilinear form
(·, ·)Φ defines an inner product on FΦ(Ω). Moreover, FΦ(Ω) is a pre-Hilbert space with reproducing
kernel Φ.
Proof. Obviously (·, ·)Φ is symmetric since Φ is symmetric. Furthermore, if we choose an arbitrary
function f =
∑N
j=1 αjΦ(·,xj) 6≡ 0 from FΦ(Ω) we find that
(f, f)Φ =
n∑
j=1
n∑
k=1
αjαkΦ(xj ,xk) > 0,
because Φ is positive definite. At last, for this f we obtain
(f, Φ(·,y))Φ =
n∑
j=1
αjΦ(xj ,y) = f(y),
which establishes the reproducing kernel.
The completion, FΦ(Ω), of the pre-Hilbert space Fφ(Ω) with respect to the norm ‖ · ‖Φ is a
candidate for a Hilbert function space with reproducing kernel Φ. However, the elements of FΦ(Ω)
are abstract elements which need to be interpreted as functions. As a result of the point-evaluation
functionals being continuous on FΦ(Ω), their extension to the completion remain continuous, and
this idea can is used for defining function values for the elements in FΦ(Ω). Hence we define the
linear mapping
R : FΦ(Ω)→ C(Ω), R(f)(x) := (f, Φ(·,x))Φ, ∀f ∈ FΦ(Ω), ∀x ∈ Ω.
The resulting functions are continuous since it holds that
|Rf(x)−Rf(y)| = |(f, Φ(·,x)− Φ(·,y))Φ| ≤ ‖f‖Φ‖Φ(·,x)− Φ(·,y)‖Φ
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and
‖Φ(·,x)− Φ(·,y)‖2Φ = Φ(x,x) + Φ(y,y)− 2Φ(x,y).
The desired result is obtained since Φ is continuous.
We need to conclude with a minor result, Lemma 4.3.7, to be able to define the native Hilbert
space of the positive definite kernel Φ. Its proof can be found in [18, Lemma 10.8].
Lemma 4.3.7. The linear mapping R : FΦ(Ω)→ C(Ω) is injective.
Definition 4.3.8. The native Hilbert function space corresponding to the symmetric positive definite
kernel Φ : Ω ×Ω → R is defined by
NΦ(Ω) := R(FΦ(Ω)).
The inner product is defined as
(f, g)NΦ(Ω) := (R
−1f,R−1g)Φ.
The space is a Hilbert space of continuous functions on Ω with reproducing kernel Φ. Since
Φ(·,x) is an element of FΦ(Ω) for x ∈ Ω it is unchanged under R, and therefore it holds that
f(x) = (R−1f, Φ(·,x))Φ = (f, Φ(·,x))NΦ(Ω), for all f ∈ Nφ(Ω) and all x ∈ Ω.
Hence, positive (semi-)definite kernels and reproducing kernels of Hilbert function spaces are the
same. The following theorem shows the uniqueness of the native space. Its proof can be found in
[18, Thm. 10.11].
Theorem 4.3.9. Assume that Φ is a symmetric positive definite kernel and assume further that G
is a Hilbert space of functions f : Ω → R with reproducing kernel Φ. Then G is the native space and
the inner products are the same.
We generalize the notion of conditionally positive definite function to a conditionally positive
definite kernel.
Definition 4.3.10 (Conditionally positive definite kernel). Assume that P is a finite-dimensional
subspace of C(Ω), Ω ⊆ Rd. A continuous symmetric kernel Φ : Ω×Ω → R is said to be conditionally
positive definite on Ω with respect to P if, for any n ∈ N, all sets of pairwise distinct points
X := {x1, . . . ,xn} ∈ Ω and all α ∈ VP\{0n} it holds that
n∑
j=1
n∑
k=1
αjαkΦ(xj ,xk) > 0,
where
VP =
α ∈ Rn :
n∑
j=1
αjp(xj) = 0, p ∈ P
 .
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The domain Ω can be quite arbitrary. It should, however, contain at least one P-unisolvent
subset. Note that we use a more general space, P. To establish the native space of a conditionally
positive kernel, in the same manner as in the case of a positive definite kernel, we start by defining
the linear space
FΦ(Ω) :=
{
n∑
i=1
αiΦ(·,xj) : n ∈ N,α ∈ Rn,x1, . . . ,xn ∈ Ω, with
n∑
i=1
αip(xj) = 0, p ∈ P
}
. (4.14)
The bilienear form presented in equation (4.13) can be used as an inner product. Note that the
additional constraint on the coefficients in (4.14) ensures the definiteness of the inner product.
Again we can form the Hilbert-space completion FΦ(Ω) of FΦ(Ω) with respect to (·, ·)Φ. Un-
fortunately, we cannot construct an operator R : FΦ(Ω) → C(Ω) in the same manner as before,
because Φ(·,x) is in general not included in FΦ(Ω). However, the construction of the operator R is
still possible, while rather technical (see [18, Chapter 10.3]). The operator R is defined as
R : FΦ(Ω)→ C(Ω), R(f)(x) := (f,G(·,x))Φ, ∀f ∈ FΦ(Ω),∀x ∈ Ω,
where the function G is defined as
G(·,x) := Φ(·,x)−
Q∑
j=1
pj(x)Φ(·, ξj), x ∈ Ω,
and where the points Ξ = {ξ1, . . . , ξQ} defines a P-unisolvent subset of Ω with Q = dim(P) and
pj , 1 ≤ j ≤ Q, define a Lagrange basis of P with respect to Ξ. At last, a native space can be
defined.
Definition 4.3.11. The native space corresponding to a symmetric kernel Φ that is conditionally
positive definite on Ω with respect to P is defined by
NΦ(Ω) := R(FΦ(Ω)) + P.
The space is equipped with a semi-inner product
(f, g)NΦ(Ω) = (R
−1(f −ΠPf), R−1(g −ΠPg))Φ, (4.15)
where ΠP is a projection operator, defined as
ΠP : C(Ω)→ P, ΠP(f) :=
Q∑
j=1
f(ξj)pj .
Note that the conditionally positive definite kernel Φ is not a reproducing kernel for the native
space NΦ(Ω). Now, we are to find an error estimation of interpolating a function f , given the set of
discrete points X. We need the following two definitions.
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Definition 4.3.12 (Power function). Assume that Φ is a conditionally positive definite kernel on
an open set Ω with respect to P ⊆ C(Ω). If X := {x1, . . . ,xn} ⊆ Ω is P-unisolvent, then for every
x ∈ Ω the power function is defined by
PΦ,X(x)
2 := Φ(x,x)− 2
n∑
j=1
u∗j (x)Φ(x,xj) +
n∑
i,j=1
u∗i (x)u
∗
j (x)Φ(xi,xj),
where the function u∗(x) is a part of the solution to the system(
A P
P T 0Q×Q
)(
u∗(x)
v∗(x)
)
=
(
R(x)
S(x)
)
,
where A = (Φ(xi,xj)), P = (pj(xi)), and p1, . . . , pQ form a basis of P. Furthermore R(x) =
(Φ(x,x1), . . . , Φ(x,xn))
T and S(x) = (p1(x), . . . , pQ(x))
T .
Definition 4.3.13 (Fill distance). The fill distance of a set of points X = {x1, . . . ,xn} ⊆ Ω for a
bounded domain Ω ⊂ Rd is defined as
h := sup
x∈Ω
min
1≤j≤n
‖x− xj‖.
An intuitive picture of Definition 4.3.13 is that for any point x ∈ Ω there exists a data point
xj within a distance at most h. Another picture is that the fill distance h denotes the radius of
the largest ball which is completely contained in Ω and which does not contain any data points xj ,
so in some sense h describes the largest data points-free ”hole” in Ω. Now we can state an error
estimation, which gives a bound for the interpolation error; the proof can be found in [18, Thm.
11.4].
Theorem 4.3.14 (Error estimation). Let Ω ⊆ Rd be open. Assume that Φ is a conditionally
positive definite kernel on Ω with respect to P ⊆ C(Ω). Assume further that X := {x1, . . . ,xn} ⊆ Ω
is P-unisolvent. Denote the interpolant of f ∈ Nφ(Ω) by sf,X . Then, for every x ∈ Ω it holds that
|f(x)− sf,X(x)| ≤ PΦ,X(x)|f |NΦ(Ω).
It is possible to find a bound for the power function. For every radial basis function there is a
function B dependent on the fill distance h such that
P 2Φ,X(x) ≤ CB(h), x ∈ Ω
where C > 0 is a constant independent of X := {x1, . . . ,xn}. The radial basis functions presented
in Section 4.2 and their corresponding functions B are listed in Table 4.2.
Table 4.2 shows that the Gaussian RBFs have the best asymptotic convergence while the linear
RBF show a rather poor asymptotic behavior. This would be a motive for using a Guassian RBF
but the error estimates are asymptotic and do not necessarily imply a better interpolation with a
finite number of points.
36
4 Radial basis functions 4.3 Error estimation for radial basis functions
Table 4.2: A bound for the power function, where c > 0 and c˜ > 0 are constants.
Name Φ(x) = φ(r), r = ‖x‖ B(h)
Guassians e−αr2 , α > 0 e−c| log h|/h
Multiquadrics (−1)dβe(c2 + r2)β, β > 0, β /∈ N e−c˜/h
Inverse multiquadrics (c2 + r2)β, β < 0 e−c˜/h
Thin-plate splines (−1)k+1r2k log r, k ∈ N h2k
Powers (−1)dβ/2erβ, β > 0, β /∈ 2N hβ
Linear (special case of powers RBF) −r h
Cubic (special case of powers RBF) r3 h3
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Chapter 5
Robust design methodology
In Chapter 2 the tractable problem was stated—find a parameter setting in the fundamental algo-
rithm which results in low collision speed in the positive performance scenarios, and at the same
time, minimizes the risk for false intervention in the negative performance scenarios. The parameter
setting has to be chosen in such a way that the fundamental algorithm is not sensitive to uncer-
tainties within the defined range. In this chapter we present a robust design methodology which
describes the procedure for finding a parameter setting described in the tractable problem.
5.1 Introduction
Whenever there are uncertainties in a problem, robust solutions are generally desired, since they
are by definition not very sensitive to uncertainties. When a company produces a product it is
important to make that product as insensitive to uncertainties as possible, because then the company
can guarantee a certain level of performance of its product. In the tractable problem, see Definition
2.2.1, we want to find a parameter setting such that the fundamental algorithm, see Section 2.3,
is not sensitive to uncertainties in the defined range, i.e., a robust parameter setting. However, we
need to explicitly define what a robust parameter setting is for this problem. First, we say a robust
parameter setting has to fulfill two types of robustness—robustness of negative performance and
robustness of positive performance. This separation is necessary, because the two types of robustness
serve different purposes and it is also convenient in the solution process. When a parameter setting
fulfills both types of robustness it will be a sensible solution to the tractable problem.
Definition 5.1.1 (Robustness of negative performance). We say that a parameter setting fulfills
robustness of negative performance if it will not cause false intervention, even with the worst com-
bination of errors, in any of the negative performance scenarios.
A car that might fully break even though the driver has full control over the situation is not an
attractive car on the market and for this reason we have zero tolerance for false intervention. Note
that if a parameter setting fulfills robustness of negative performance then no false intervention
will occur as long as the errors are within the assumed range, as defined in Section 2.5. In other
words: the boundaries of the errors are crucial for the degree of robustness. It is important that
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the boundaries capture the errors effectively. Too pessimistic boundaries result in bad positive
performance and too optimistic boundaries result in higher risk for false intervention.
Definition 5.1.2 (Robustness of positive performance). We say that a parameter setting fulfills
robustness of positive performance if it fulfills robustness of negative performance and also guarantees
as low collision speed as possible, in all the positive performance scenarios with the worst combination
of errors, respectively. Moreover, the parameter setting should guarantee as small spread as possible
of the collision speed in all the positive performance scenarios.
5.2 Robustness of negative performance
In this section we will describe how to find the parameter settings that fulfill robustness of negative
performance. First we introduce all the defined errors from Table 2.2 into all the relevant relations
in the fundamental algorithm; see Section 2.3. After that, Section 5.2.1 describes the method for
finding the worst combination of errors. We conclude with Section 5.2.2, which describes how to
find the parameter settings that will not cause false intervention, even with the worst combination
of errors in either of the two negative performance scenarios.
The tunable parameter alongavail, see Section 2.3, cannot affect the avoidance of false intervention in
the negative performance scenarios. This is due to the fact that the relative longitudinal distance
decreases to zero in both scenarios, so the required longitudinal acceleration to avoid collision goes
to infinity; see (2.5). Since the highest value of alongavail is 10, the BTN-condition will always be true
regardless of alongavail. This implies that the only tunable parameters that can affect avoidance of false
intervention are alatavail and ysafe. Moreover, the tunable parameter a
long
avail has a different dependency
than the others; see Table 2.1. As a result of all these factors we will analyze alongavail in a unique way
and develop a concept which coincides well with our view of robustness; see Section 5.3.
Both the tunable parameters alatavail and ysafe depend on the velocity of the host car, see Table
2.1. We choose different values on the velocity of the host car and then construct an optimization
problem for each fixed velocity. When we have found the optimal values on alatavail for each fixed
velocity we will interpolate these to construct a function that describes the value on alatavail for a
certain velocity. Similarly, we will interpolate the optimal values of ysafe. We will present the result
only for the fixed velocity of 60 km/h, since it is rather the methodology to achieve an optimal
solution that is important.
We introduce the errors defined in Table 2.2 into all the relations from Section 2.3. Combine
(2.1) and (2.5), together with the corresponding errors, yields the equivalence
alongreq = a
long
tar + ξalongtar
−
(
vlongrel + ξvlongrel
)2
2
(
xrel + ξxrel − xmargin + tpressure(alongh ) · (vlongrel + ξvlongrel )
) . (5.1)
Note that we assume that we measure the longitudinal acceleration of the host with insignificant
measurement errors. The longitudinal errors also affect the relations (2.6) and (2.7), which yields
39
5 Robust design methodology 5.2 Robustness of negative performance
the equivalences
t = −
vlongrel + ξvlongrel
alongrel + ξalongtar
±
√√√√√
vlongrel + ξvlongrel
alongrel + ξalongtar
2 − 2(xrel + ξxrel)
alongrel + ξalongtar
(5.2)
and
tttc = − xrel + ξxrel
vlongrel + ξvlongrel
, (5.3)
respectively.
The lateral errors affect (2.8), so including the errors yields the equivalence
ypredrel = yrel + ξyrel + (v
lat
rel + ξvlatrel
) · tttc +
(alattar + ξalattar
) · t2ttc
2
. (5.4)
Finally, (2.9) and (2.10) result in the equivalences
aleftreq =
2ypredrel − (wtar + ξwtar)− wh − 2ysafe
t2ttc
(5.5)
and
arightreq =
2ypredrel + (wtar + ξwtar) + wh + 2ysafe
t2ttc
. (5.6)
5.2.1 Finding the worst combination of errors
We start by analyzing the errors in the first negative performance scenario, because in that scenario
it is straight-forward what the worst combination of errors are in each time step. In the longitudinal
direction all the errors, ξxrel , ξvlongrel
and ξ
alongtar
, that cause the target car to appear closer to the host
car are the errors that cause a higher risk to trigger a full break, because the required longitudinal
acceleration appears to be higher. This means that the worst-case values of the longitudinal errors
are ξxrel = −b1, ξvlongrel = −b2, and ξalongtar = −b3. The host car drives past the target car on the right
side, i.e., in the positive y-direction. We conclude that the worst lateral errors, ξyrel , ξvlatrel
, and ξalattar
,
are those that make the target car appear to the right of its true position, i.e., in the path of the
host car. This means that the worst-case values are ξyrel = b4, ξvlatrel
= b5, and ξalattar
= b6. Finally, the
wider the target car appears to be the more likely a false intervention will be, so we have ξwtar = b7.
In the second negative performance scenario we can make a similar analysis of the errors in
the longitudinal direction and regarding the width of the target car. In the lateral direction it
is not equally straight-forward. However, we know that the higher values on the required lateral
acceleration the more likely the car is to trigger a full break. The lateral errors can only affect (5.4),
which in turn affects the required lateral acceleration for steering either left or right. From (2.11)
follows that high magnitudes of aleftreq and a
right
req result in high required lateral acceleration, unless
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aleftreq and a
right
req have equal sign, as discussed in Section 2.3. This implies that the most problematic
value the lateral prediction ypredrel can take is zero, i.e., when the target car is completely in the way
of the host car.
The closer ypredrel is to zero, the higher the risk is to trigger a full break. Therefore, we want to
find the lateral errors that cause ypredrel to be as close to zero as possible. In each time step of the
simulation of negative performance scenario 2 we are given the values of the parameters yrel, v
lat
rel ,
alattar and tttc and we want to find the values on ξyrel , ξvlatrel
and ξalattar
such that ypredrel is as close to zero
as possible. This results in the optimization problem is to
minimize
∣∣∣ypredrel ∣∣∣ =
∣∣∣∣∣yrel + ξyrel + (vlatrel + ξvlatrel ) · tttc + (a
lat
tar + ξalattar
) · t2ttc
2
∣∣∣∣∣ (5.7)
s.t. − b4 ≤ ξyrel ≤ b4,
− b5 ≤ ξvlatrel ≤ b5,
− b6 ≤ ξalattar ≤ b6.
We can formulate the problem (5.7) in a more general setting, which is beneficial if more errors
affecting ypredrel would be introduced. The general optimization problem is to
minimize f(ζ) := |c0 + c1ζ1 + . . .+ cnζn| = |c0 + cT ζ| (5.8a)
s.t. − βi ≤ ζi ≤ βi, for i = 1, . . . , n, (5.8b)
ζ ∈ Rn, (5.8c)
where c0, . . . , cn and β1, . . . , βn are given constants. With the notation in (5.8), (5.7) can be refor-
mulated with c0 = yrel + v
lat
rel · tttc + alattar · t2ttc/2, c1 = 1, c2 = tttc, c3 = t2ttc/2, β1 = b4, β2 = b5, and
β3 = b6. The function f(ζ) is convex on Rn, due to the triangle inequality, and the constraints (5.8b)
are affine. Hence, (5.8) defines convex optimization problem. From Theorem 3.1.5 we know that
every local minimum of a convex function f over a convex feasible set is also a global minimum. In
other words, local search methods are applicable to (5.8). In fact, it can even be solved to optimum
by a greedy algorithm1 that we have developed; see Algorithm 2.
If c0 < 0 make the replacement specified in Algorithm 2. We explain the convergence of Algorithm
2 if c0 ≥ 0 (similar analysis for c0 < 0). The idea is to first set ζ := 0n and then check if c0 is equal
to zero. If this is the case, ζ = 0n is an optimal solution, since f(0) = 0 and f is a nonnegative
function. If c0 > 0 we construct a vector p which is axis parallel to the ζi-axis where i corresponds
to the index of the ci with the highest magnitude. We let p := −sign(ci) · sign(c0) · βi · ei, where
ei is i-th standard vector in the standard basis for Rn. In other words, if we add p to ζ we move
as far as we can in the ζi-axis direction such that we still stay feasible. Now we check whether
c0 + c
T (ζ + p) ≤ 0 or not. If it is not less than or equal to 0 we update ζ to be ζ + p and go back
to reconstruct p, but in another axis parallel direction that not have been chosen earlier, if there
are any, otherwise the algorithm will terminate. However, if c0 + c
T (ζ + p) ≤ 0 we update ζ to be
ζ + −c0−c
T ζ
cTp
p and the algorithm will terminate. This means that there are two possible outcomes
1An algorithm that is generally very simple in its structure. The general idea is to find what is ”locally” best in
each iteration ([19]).
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Algorithm 2 Find worst errors, i.e, to solve the optimization problem (5.8)
Step 0:
Let I := {1, . . . , n} be the index set, where n > 0
Let {e1, . . . , en} be the standard basis for Rn
Let c0, . . . , cn and β1, . . . , βn be given constants
Let ζ := 0n
Step 1:
if c0 = 0
Proceed to Step 5
else
Proceed to Step 2
end if
Step 2:
Choose one i ∈ argmax
k∈I
|ck|
Let p := −sign(ci) · sign(c0) · βi · ei
Step 3:
if c0 + c
T (ζ + p) ≤ 0 (replace ”≤” with ”≥” if c0 < 0)
Proceed to Step 4
else
Update ζ ← ζ + p
Update I ← I\{i}
if |I| > 0
Return to Step 2
else
Proceed to Step 5
end if
end if
Step 4:
Update ζ ← ζ + −c0 − c
T ζ
cTp
p
Step 5:
Let ζ∗ := ζ. The vector ζ∗ is an optimal solution to problem (5.8)
from Algorithm 2. The first one is that c0 + c
T (ζ + p) never gets less than or equal to zero in all
the n iterations, i.e., we update ζ in all the axis parallel directions. This means that the outcome
vector is
ζ∗ = (−sign(c1) · sign(c0) · β1), . . . ,−sign(cn) · sign(c0) · βn)T . (5.9)
From Theorem 3.1.6 it follows that ζ∗ described in (5.9) is an optimal solution to the optimization
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problem (5.8), since
∇f(ζ) =
{
c, if c0 + c
T ζ ≥ 0,
−c, otherwise,
and c0 + c
T ζ∗ > 0, so ∇f(ζ∗) = c. Furthermore,
∇f(ζ∗)T (ζ − ζ∗) =
n∑
k=1
ck(ζk + sign(ck) · βk) =
n∑
k=1
|ck| (sign(ck) · ζk + βk)︸ ︷︷ ︸
≥0
≥ 0,
∀ζ ∈ Ω = {ζ ∈ Rn : −βi ≤ ζi ≤ βi, i = 1, . . . , n}.
The second possible outcome is that c0+c
T (ζ+p) ≤ 0 at a certain iteration. This means c0+cT ζ > 0,
otherwise c0 +c
T (ζ+p) ≤ 0 at the previous iteration. Therefore, by choosing an appropriate factor,
namely −c0−c
T ζ
cTp
, to p it follows that f(ζ + −c0−c
T ζ
cTp
p) = |c0 + cT (ζ + −c0−cT ζcTp p)| = 0, which is an
optimal solution to the optimization problem (5.8) since f is nonnegative.
5.2.2 Finding the trigger edge
We have developed a procedure to find the worst combination of errors in each time step of the
negative performance scenario simulations. Now we wish to find all combinations of ysafe and a
lat
avail
that don not cause a false intervention given these errors. The approach is to find a relation between
ysafe and a
lat
avail such that, for a given value of ysafe we compute what value a
lat
avail needs to have to
avoid false intervention.
If no trigger should occur in the negative performance scenarios then the maximum available
lateral acceleration, alatavail, has to be higher than or equal to the required lateral acceleration, a
lat
req, at
each time steps. This implies that the lowest value that alatavail can take is a
lat
avail = a
lat
req. From (2.11)
follows that the equivalence
alatavail = a
lat
req = min
(∣∣∣alatleft∣∣∣ , ∣∣∣alatright∣∣∣)
= min

∣∣∣∣∣2ypredrel − (wtar + ξwtar)− wh − 2ysafet2ttc
∣∣∣∣∣︸ ︷︷ ︸
= (1)
,
∣∣∣∣∣2ypredrel + (wtar + ξwtar) + wh + 2ysafet2ttc
∣∣∣∣∣︸ ︷︷ ︸
= (2)

(5.10)
hold as long as sign(alatleft) 6= sign(alatright). So, in turn,
(1) =
∣∣∣∣∣∣∣∣∣
2ypredrel − (wtar + ξwtar)− wh
t2ttc︸ ︷︷ ︸
= m1
+
−2
t2ttc︸︷︷︸
= k1
·ysafe
∣∣∣∣∣∣∣∣∣ =: |m1 + k1 · ysafe|, (5.11)
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and
(2) =
∣∣∣∣∣∣∣∣∣
2ypredrel + (wtar + ξwtar) + wh
t2ttc︸ ︷︷ ︸
= m2
+
2
t2ttc︸︷︷︸
= k2
·ysafe
∣∣∣∣∣∣∣∣∣ =: |m2 + k2 · ysafe|. (5.12)
We are clearly only interested in situations when tttc <∞, since otherwise there is no threat. Note
that k1 = −k2. We can conclude that the inequalities k1 < 0 and k2 > 0 hold. It must hold that
|m1 + k1 · ysafe| =
 −m1 − k1 · ysafe, if ysafe ≥
−m1
k1
=: t1,
m1 + k1 · ysafe, if ysafe < t1,
and
|m2 + k2 · ysafe| =
 m2 + k2 · ysafe, if ysafe ≥
−m2
k2
=: t2,
−m2 − k2 · ysafe, if ysafe < t2.
In each time step we are given m1,m2, k1 and k2. So depending on the values of t1 and t2 we get
different affine functions. However, we need to remember that if the inequalities
2ypredrel − (wtar + ξwtar)− wh − 2ysafe
t2ttc
< 0 (5.13)
2ypredrel + (wtar + ξwtar) + wh + 2ysafe
t2ttc
< 0 (5.14)
hold or the inequalities 
2ypredrel − (wtar + ξwtar)− wh − 2ysafe
t2ttc
> 0 (5.15)
2ypredrel + (wtar + ξwtar) + wh + 2ysafe
t2ttc
> 0 (5.16)
hold, then alatreq is not computed as in (5.10), and it will be equal to zero by definition and therefore
any value on alatavail is considered valid to avoid false intervention. As long as
ysafe ∈ B1 :=
(
ypredrel −
wtar + ξwtar + wh
2
,−ypredrel −
wtar + ξwtar + wh
2
)
the inequalities (5.13) and (5.14) hold. Note that if ypredrel ≥ 0, then B1 = ∅. Furthermore, as long as
ysafe ∈ B2 :=
(
−ypredrel −
wtar + ξwtar + wh
2
, ypredrel −
wtar + ξwtar + wh
2
)
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the inequalities (5.15) and (5.16). Note that if ypredrel ≤ 0, then B2 = ∅. Thus, we can conclude that
(5.10) is valid as long as
ysafe ∈ B := [−1, 0]\(B1 ∪ B2). (5.17)
In Algorithm 3, see Appendix A, we generate all the affine constraints that describe the relation
between alatavail and ysafe which do not cause a false intervention for a certain time step. Note that we
only use Algorithm 3 when the BTN-condition is true. If the BTN-condition is not true, the host
car will not fully break since not both conditions can be true, wherefore the algorithm is not needed.
Algorithm 3 is based on case analysis; the different cases that can occur from (5.11) and (5.12) for
different values on ysafe.
Figures 5.1 and 5.2 show the generated constraints from all time steps in the negative performance
scenarios 1 and 2 having the worst combination of errors. All redundant constraints from each
scenario have been removed. By collecting all the constraints from both negative performance
scenarios we can conclude that all the constraints in the first negative performance scenario are
redundant, because the constraints from the second negative performance scenario possess a higher
restriction on the tunable parameters ysafe and a
lat
avail. Figure 5.2 show that the constraints form
an edge, such that every parameter setting that lies on or above the edge will not cause a false
intervention in any of the negative performance scenarios. We call this the trigger edge. Furthermore,
all constraints that are not defined on the whole interval [-1,0] intersect with the ysafe-axis, i.e.,
alatavail = 0, on the interval [-1,0]. This means that we can extend these constraints to the whole
interval [-1,0], since they are affine and will not cause any more restrictions. Actually, this will
always be the case, since in each time step—regardless of the values on ysafe—it is always better or
equally good to steer either in the right or the left direction.
We know that the lower the value on alatavail is, and the higher the value on ysafe is, the earlier the
car breaks. We can therefore conclude that the best solutions to the positive performance scenarios
will lie on the trigger edge, since we want the car to break as early as possible. The trigger edge can
easily be described as a function, dependent on ysafe, of the constraints that contribute to the edge;
we denote this function by fedge. In Algorithm 4 (see Appendix A) we locate all the constraints
that contribute to the trigger edge and then construct the function fedge(ysafe). The idea behind this
algorithm is to start in ysafe = −1 and find the constraint that restricts alatavail the most. Then we
follow this affine constraint until we reach an intersection point with another constraint, whence we
follow that constraint and so on. Eventually, it holds that alatavail > 10 or ysafe > 0, which means that
all the relevant constraints are found. Note that all the constraints from the negative performance
scenario 1 and 2 are used to create the trigger edge. Figure 5.3 illustrates the function fedge created
from Algorithm 4.
By creating the function fedge the variable space is reduced by one dimension, since there is a
one-to-one correspondence between alatavail and ysafe. For a certain value on ysafe it is known what
value alatavail should take to be as good as possible. Figure 5.3 shows that ysafe needs to be lower than
a certain value in order to avoid a false intervention. That certain value can be obtained by solving
the equation fedge(ysafe) = 10.
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Figure 5.1: The constraints for negative performance scenario 1 generated from Algorithm 3.
5.3 Analysis of maximum available longitudinal acceleration
In Section 5.2 we found that alongavail could not affect whether false intervention occurred or not.
Therefore it is more interesting to view it from a positive performance perspective. In other words
we will now work with positive performance scenarios 1, 2, and 3.
Under ideal conditions, when there are no uncertainties from the sensors, we would set alongavail :=
−10 + ε for all xrel, where ε is a small positive number. This is because the acceleration when the
car fully breaks is −10 m/s2. However, we cannot set alongavail := −10, because then the TBTN would
not be strictly higher than 1 if alongreq = −10, and therefore the car would not fully break, see Section
2.3. The small positive number ε compensate that problem and makes sure that the car fully breaks
if alongreq = −10. So, the host car avoids collision by breaking. Unfortunately, in reality conditions
are rarely ideal. Therefore we introduce all the longitudinal errors from Table 2.2. Our definition of
robustness in this case is that collision should be avoided when the measurements from the sensor
are uncertain.
We let alongreq = −10. From (2.5) and (2.1) we have that
−10 = alongtar −
(vlongrel )
2
2
(
xrel − xmargin + tpressure(alongh ) · vlongrel
) ,
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Figure 5.2: The constraints for negative performance scenario 2 generated from Algorithm 3.
which can be rewritten as
vlongrel = (a
long
tar + 10)tpressure(a
long
h )±
√
(alongtar + 10)
2tpressure(a
long
h )
2 + 2(alongtar + 10)(xrel − xmargin).
The expression under the square root will always be nonnegative because we are only interested in
finding optimal values for alongavail for xrel ≥ 1. The reason for not considering cases where xrel < 1 is
that it only concerns low velocity cases, which include factors that are not to be analyzed in this
thesis. We are interested in the case when vlongrel is the most negative because that means that the
host car drives faster than the target car (or that the target car is reversing towards the host car),
as in the positive performance scenarios. Thus, we can conclude that
vlongrel = (a
long
tar + 10)tpressure(a
long
h )−
√
(alongtar + 10)
2tpressure(a
long
h )
2 + 2(alongtar + 10)(xrel − xmargin).
(5.18)
Replacing vlongrel in (5.1) by v
long
rel from (5.18) it yields that
alongreq = a
long
tar + ξalongtar
−
(
B · t(alongh )−
√
B2t(alongh )
2 + 2BC + ξ
vlongrel
)2
2
(
C + ξxrel + t(a
long
h ) · (B · t(alongh )−
√
B2t(alongh )
2 + 2BC + ξ
vlongrel
)
) ,
(5.19)
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Figure 5.3: The function fedge, the trigger edge, established by Algorithm 4.
where t denotes tpressure, B = a
long
tar + 10 and C = xrel − xmargin. We have now found an expres-
sion to describe the required longitudinal acceleration dependent on alongtar and xrel. In the positive
performance scenarios the longitudinal acceleration of the target car, alongtar , is either −10 or 0. Let
alongtar ∈ [−10, 0]. Then the value on alongtar that causes alongreq to be as high as possible is when alongtar = 0
for each fixed value on xrel ≥ 1, which can be verified by the derivative of (5.19). The most un-
favorable errors are those that make the target car appear further away from the host car, which
correspond to the parameter values ξxrel = b1, ξvlongrel
= b2, and ξalongtar
= b3. We can therefore define
alongavail(xrel) as
alongavail(xrel) := b3 −
(
10 · t(alongh )−
√
102t(alongh )
2 + 20C + b2
)2
2
(
C + b1 + t(a
long
h ) · (10t(alongh )−
√
102t(alongh )
2 + 20C + b2)
) + ε, (5.20)
where t denotes tpressure, C = xrel − xmargin and ε is a small positive number. The expression (5.20)
describes the required value of alongavail to avoid collision, given a certain relative distance, xrel. These
values are illustrated in Figure 5.4. From a robustness point of view this solution is considered to
be the optimal solution, since it allows for handling unfavorable errors such that the host car avoids
collision.
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Figure 5.4: The optimal values on the tunable parameter alongavail as a function of xrel.
5.4 Robustness of positive performance
In Section 5.2 we computed the trigger edge where no false intervention occur in either of negative
performance scenario one or two. In this section we describe how to find the solutions that fulfill
robustness of positive performance.
The objective functions are created through response surfaces. This means that for each of the
three positive performance scenarios we simulate them a certain number of times nj , j ∈ {1, 2, 3},
with a different parameter settings from the trigger edge. From each simulation is then collected
the collision speed with the most unfavorable errors and the spread of the collision speed. With
these data points six linear systems of equations are solved, where a linear system is described in
(4.9), and six response surfaces are constructed. In other words, choose nj distinct points Xj :=
{(ysafe)1, . . . , (ysafe)nj} and the other parameter alatavail is automatically given for each point, since the
parameter settings should lie on the trigger edge, i.e, (alatavail)i = fedge((ysafe)i). Then a scenario of
the positive performance scenarios is simulated, for instance positive performance scenario one, with
all chosen parameter settings, i.e., (ysafe)i ∈ X1, i ∈ {1, . . . , n1}. For each parameter setting the
collision speed is achieved, f1i , with the worst combination of errors and the spread of the collision
speed, f2i . From this two linear systems of equations can be solved, in (4.9), and s
1
f1,X1
and s2f2,X1
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are obtained, where the exponents 1 and 2 are indices. So, we have the following response surfaces:
s1f1,X1 , the collision speed for positive performance scenario 1 with the most unfavorable errors.
s2f2,X1 , the spread of the collision speed for positive performance scenario 1 due to errors.
s3f3,X2 , the collision speed for positive performance scenario 2 with the most unfavorable errors.
s4f4,X2 , the spread of the collision speed for positive performance scenario 2 due to errors.
s5f5,X3 , the collision speed for positive performance scenario 3 with the most unfavorable errors.
s6f6,X3 , the spread of the collision speed for positive performance scenario 3 due to errors.
We can now present the multi-objective surrogate optimization problem:
minimize {s1f1,X1(ysafe), s2f2,X1(ysafe), s3f3,X2(ysafe), s4f4,X2(ysafe), s5f5,X3(ysafe), s6f6,X3(ysafe)} (5.21a)
subject to − 1 ≤ ysafe ≤ u, (5.21b)
where u ∈ {a ∈ [−1, 0] : fedge(a) = 10}. Note that the problem (5.21) has been reduced to a
1-dimensional six-objective optimization problem by utilizing the function fedge.
In Section 4.3 we established that given only finite number of points it cannot be determined
which radial basis function that is the most efficient. Therefore, we experimented with obtaining
response surfaces from the RBFs listed in Table 5.1. In particular the linear RBF resulted in
good results, in the sense that the graphs describing the response surfaces look as to the expected
behavior of the real problem. All results presented in this thesis are obtained by the linear RBF.
One important note is that some choices of RBFs can cause the matrix A˜ in (4.10) to become ill-
conditioned. This may, in turn cause small changes in the input data to yield very large changes in
the output data; see [20]. This is undesirable property should be kept in mind when choosing the
basis as well. For the interested reader, a stability analysis can be found in [18].
Table 5.1: The RBFs tested.
RBF φ(r)
Linear −r
Thin-plate splines r2 log r
Multiquadrics (−1)√r2 + 1
Guassians e−r2
Inverse multiquadrics 1/
√
1 + r2
Cubic r3
The choice of sample points is an interesting problem. We chose to use a fine uniform mesh
of points which is of great importance when aiming for finding well distributed Pareto optimal
solutions. This approach is possible since a simulation with the fundamental algorithm is not time
consuming and therefore there is no problem in having a fine mesh of points. However, when
considering problem instances with time consuming function evaluations then the choice of points
are important. A typical approach is to create an initial set of points for the surrogate model and
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then use methods to find new points for refinement of the surrogate model, as stated in Algorithm
1. Example of initializations of this type of approach are the so called Latin Hypercube Design
([21]), and the strategy for selecting new points to evaluate presented by Gutmann ([22]). These
two methods might be relevant and appropriate for Volvo’s automotive collision avoidance system.
It is rather easy to realize what the most favorable and the most unfavorable errors are for the
positive performance scenarios, because in all the positive performance scenarios the host car drives
straight ahead with a 100% offset. The most favorable longitudinal errors occur when the target car
appears closer to the host car. This means that the values of the longitudinal errors are ξxrel = −b1,
ξ
vlongrel
= −b2, and ξalongtar = −b3, respectively. The most favorable lateral errors occur when the target
car appears to be directly in line with the host car. This means that the values of the lateral errors
are ξyrel = 0, ξvlatrel
= 0, and ξalattar
= 0, respectively. Finally, if the target car appears to be wider than
it is, then the host car breaks earlier, so ξwtar = b7. The most unfavorable longitudinal errors occur
when the target car appears to be further away from the host car than it really is. This means that
the values of the longitudinal errors are ξxrel = b1, ξvlongrel
= b2, and ξalongtar
= b3, respectively. The most
unfavorable lateral errors are those that make the target car appears on the right or left side of the
host car. This means that the values of the lateral errors are, for instance, ξyrel = b4, ξvlatrel
= b5, and
ξalattar
= b6. Finally, if the target car appears to be narrower than it is, then the host car will break
later, so ξwtar = −b7.
Figure 5.5 shows the response surface of the collision speed dependent on ysafe, with the most
favorable and the most unfavorable errors for positive performance scenario one.
A posteriori methods, for example by solving (3.8), yields a representation of the Pareto optimal
set which ease the choice of the Pareto optimal solution, since the trade-off between the objective
functions is then visible.
One optimization solver used by Volvo is modeFRONTIER (see [23]), and which is used in this
thesis. The software modeFRONTIER includes a variety of algorithms, mainly metaheuristics, that
utilize a posteriori methods. Figure 5.6 shows a visualization of some of the Pareto optimal solutions,
where the response surfaces was constructed by 1000 points, respectively. The leftmost axis shows the
values of the variable ysafe. The other six axes illustrate the values of the six objective functions. The
panel meter can be altered to specify requirements on the values of each of the objective functions.
It also shows the resulting trade-off between the objective functions.
5.5 Generalization
We have found an excellent way to solve the tractable problem, see Definition (2.2.1). However, some
of the steps in our methodology requires good knowledge of the fundamental algorithm. Especially
when finding the trigger edge, because the development of Algorithm 3 required some manipulation
of the relations in the fundamental algorithm. In Volvo’s automotive collision avoidance system the
corresponding relations might be more difficult to identify. For this reason it would be convenient
to present a more general approach to finding the trigger edge or describing the function fedge.
We start by defining a new term, namely lateral acceleration margin, defined as amargin := a
lat
avail−
alatreq. The idea is to choose a set of points X = {x1, . . . ,xn}, where xi = ((ysafe)i, (alatavail)i)T , i =
1, . . . , n, as a uniform mesh over the feasible set given by 1 ≤ alatavail ≤ 10 and −1 ≤ ysafe ≤ 0. For
51
5 Robust design methodology 5.5 Generalization
Figure 5.5: The relation between the collision speed, with most unfavorable errors, and ysafe. For
this example we used a 30 point uniform mesh.
each point xi ∈ X both the negative performance scenarios are simulated and in each time step in
each simulation the value of amargin is computed, if the BTN-condition is true. The minimum value
of amargin computed, over all time steps in both scenarios, is stored in the variable (a
final
margin)i. If
(afinalmargin)i < −10 then it is set to (afinalmargin)i := −10. A response surface, safinalmargin,X(x), is constructed
with input points xi and output (a
final
margin)i for all i = 1, . . . , n. Figure 5.7 shows an example of such
a response surface.
We are interested in those parameter settings, x, that yield safinalmargin,X
(x) = 0. The following sim-
ple method is used to find the roots for safinalmargin,X
(x): Select a number of points Y = {y1, . . . , ym} ⊂
[−1, 0], which is the interval for ysafe, as a fine uniform mesh. For each point yj ∈ Y we search
for a value aj ∈ [1, 10] which satisfies |safinalmargin,X((yj , aj)
T )| < ε, where ε is a small positive chosen
number. The search for aj is done by bisecting the interval successively until the termination crite-
rion is met or a maximum number of iterations is reached. If a maximum number of iterations has
been reached we say that there is no aj ∈ [1, 10] such that |safinalmargin,X((yj , aj)
T )| < ε. When all aj ,
j ∈ {1, . . . ,m} have been found, we construct a spline interpolation of the existing points ai and
the corresponding yi; see Section 4.1 for spline interpolation. We construct a function f
approx
edge (ysafe)
such that fapproxedge (yj) = aj for all j ∈ {1, . . . ,m}.
Figure 5.8 shows the differences between fedge and f
approx
edge , and which depend on the choice of
the radial basis function and on the resolution of points. In general, the finer the mesh the smaller
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Figure 5.6: A representation of some of the Pareto optimal solutions in modeFRONTIER.
the differences.
5.6 Summary of the methodology of finding robust solutions
Figure 5.9 shows an overview of the methodology for finding a parameter setting that fulfills robust-
ness of both negative and positive performance. Remember that first the tunable parameter alongavail
is optimized, then the steps in the flowchart are taken for certain different velocities. There are
two possible ways to find the edge, either by the analytical approach or by the approximate one. A
description of each block in the flowchart is presented bellow.
1a. Compute the worst combination of errors and generate the constraints
Simulate negative scenarios one and two. In each time step of each simulation, find the worst
combination of errors by using Algorithm 2. In each time step, generate also the constraints, which
describe the lowest bound on the two tunable parameters ysafe and a
lat
avail which do not cause false
intervention. This is done by using Algorithm 3.
2a. Find the trigger edge from the generated constraints
Combine all the constraints from step 1a to form the trigger edge. No point on or above the
trigger edge will cause any false intervention. Knowing that the optimal parameter setting for the
positive performance scenarios will lie on the edge, we compute a function fedge, by using Algorithm
4, which describes the combination of ysafe and a
lat
avail that lie on the edge.
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Figure 5.7: The response surface safinalmargin,X
. For this example we used an 85 × 85 points uniform
mesh.
1b. Compute the worst combination of errors and the lateral acceleration margin
For each parameter setting, simulate negative scenarios one and two; in each time step of each
simulation, find the worst combination of errors using Algorithm 2 and compute amargin; see Section
5.5. Then afinalmargin is computed using the minimum value of amargin from each simulation.
2b. Find the trigger edge from the response surface of the lowest lateral acceleration
margin by finding its roots
Construct a response surface safinalmargin,X
(x) of the afinalmargin and the parameter settings. Then search
for parameter settings, x, such that safinalmargin,X
(x) = 0, which forms the trigger edge.
3. Construct response surfaces that reflect robust positive performance
Construct six response surfaces by selecting sets of points which lie on the trigger edge, and
simulate the collision speed and its spread from the three positive performance scenarios.
4. Search for Pareto optimal solutions
To find the parameter settings that fulfill robustness of positive performance, we use the software
modeFRONTIER to search for Pareto optimal solutions to the optimization problem (5.21).
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Figure 5.8: The different representation of the trigger edge from approximate and the analytical
approach. We used the same settings as in Figure 5.7.
55
5 Robust design methodology 5.6 Summary of the methodology of finding robust solutions
 
 
 
Negative 
performance 
scenarios 
Compute the worst 
combination of errors and 
generate the constraints 
 
Positive 
performance
scenarios 
Find the trigger edge 
from the generated 
constraints 
Find the trigger edge from the 
response surface of the lowest 
lateral acceleration margin by 
finding its roots 
 
3. Construct response surfaces that 
reflect robust positive performance 
4. Search for Pareto 
optimal solutions 
Compute the worst 
combination of errors and the 
lateral acceleration margin 
1a. 
2a. 
1b. 
2b. 
Analytical approach Approximate approach 
Figure 5.9: A flowchart of the methodology to find parameter settings that fulfill robustness of both
negative and positive performance.
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Chapter 6
Discussion and conclusions
In this chapter we discuss and analyze the robust design methodology. We start, in Section 6.1,
to evaluate the robust design methodology in terms of result, what general tools it has provided,
and what weakness it has. Next it is discussed if the approach of handling the worst combination
of errors is a valid approach; see Section 6.2. In Section 6.3 it is analyzed how the choice of the
objective functions affect the positive performance. Thereafter, we analyze the tunable parameter
safety zone and its impact on the fundamental algorithm; see Section 6.4. In Section 6.5 pros and
cons of the two different approaches of finding the trigger edge is discussed. At last, a discussion of
what the future work may involve concludes this chapter; see Section 6.6.
6.1 Evaluation of the robust design methodology
The methodology finds parameter settings that fulfill robustness of negative and positive perfor-
mance. The fulfillment of robustness of negative performance scenarios reflects the high priority of
avoiding false intervention in case of uncertain measurements. False intervention is highly unde-
sirable since automotive collision avoidance systems are meant to assist and help the driver. The
fulfillment of robustness of positive performance entails that the car assists the driver in preventing
a collision as well as possible, and guarantees a certain level of performance even though errors
from the sensor may occur. A parameter setting found by the robust design methodology solves the
tractable problem; see Definition 2.2.1. The tractable problem reflects the real problem of finding a
robust parameter setting for Volvo’s automotive collision avoidance system.
The methodology describes several general concepts that are likely to be applicable within Volvo’s
automotive collision avoidance system; examples are the general idea of robustness, methods for
finding the trigger edge, and the methodology of using response surfaces. As mentioned in Section
4.2 radial basis functions are independent of the dimension of the variable space. This property
has been of great use in this thesis: it is used to create the six objective univariate functions
that reflect positive performance (see Section 5.4), as well as the bivariate safinalmargin,X
surface (see
Section 5.5). Furthermore, this property also make it possible for response surfaces to be applicable
for Volvo’s automotive collision avoidance system which contains even more tunable parameters.
Another important property of response surfaces is that they are computational efficient tools for
handling time consuming simulations, as Volvo’s automotive collision avoidance system. However,
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we always need to have in mind that there is no guarantee that the response surface mimics the
simulation in a satisfying way. If that is the case, the optimal parameter setting found, can be far
from optimum. This is the problem with simulation-based optimization in general, as mentioned in
Section 3.3. However, the risk of finding a parameter setting far from optimum is extremely small
when solving the tractable problem as we did, since a really fine mesh of points is used (see Section
5.4) to a low dimensional problem; see problem (5.21). Furthermore, linear RBFs together with a
very fine mesh of points probably mimics the simulation in a satisfying way, since small changes of
the parameter setting results in small changes of when the host car starts to fully brake, which has
a linear relation with the collision speed. Lastly, Volvo have verified that the results are good.
6.2 Analysis of worst case scenario
The approach of ascertaining, that even the worst combination of errors should not cause a false
intervention, was made to guarantee a certain level of performance. Moreover, this was a natural
approach when considering bounds on the errors but not on their distributions. However, the worst
combination of errors might be very unlikely to occur, making this approach very pessimistic. A
more comprehensive analysis could be made by introducing statistical data for the error distributions.
With that said—since false intervention is very undesirable—if the boundaries of the errors capture
the spread of the errors satisfactory, a zero tolerance for false intervention within the bounds is
probably the way to go anyway.
We have disregarded the possibility of errors depending on, for example, distance. The measure-
ments might be more accurate at closer range. If such data are introduced, less pessimistic bounds
could be used, which would result in a better performance in the positive performance.
6.3 Analysis of positive performance
Defining what the objective functions should represent was an interesting problem. It is important
that the objective functions are chosen such that the performance is kept above a certain level. When
Volvo Car Corporation wants to launch a new car model it has to undergo multiple performance
tests and therefore it is important that the system can guarantee a high lowest performance, so the
cars always pass the tests. This means that we want to minimize the collision speed, subject to the
most unfavorable errors. By minimizing the spread of the collision speed we strengthen the approach
of consistency. However, this requires that the boundaries of the errors capture the spread of the
errors satisfactory.
By using statistical data, that enables insights into the importance of the different scenarios, it is
possible to weight the objective functions into one function. This eliminates the necessity to search
for Pareto optimal solutions.
6.4 Analysis of the safety zone
In Section 5.2 we established that a certain size of the safety zone is needed to avoid false intervention.
We conclude from Figures 5.1 and 5.2 that the only negative performance scenario that generates
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Figure 6.1: The relative distance where constraints are generated.
relevant, i.e., not redundant, constraints is the second scenario. It is interesting to investigate in
which time step a certain constraint is generated in the second negative performance scenario, to get
an understanding of the relation between the two tunable parameters ysafe and a
lat
avail. In Figure 6.1
each constraint is represented by a specific color for each specific relative distance to the target car.
The figure reveals that a certain size of the safety zone is needed to avoid a false intervention when
the host car is close to the target car. We conclude that the only way to avoid a false intervention
is to compensate for the errors that cause the target car to appear as being in the way of the host
car, by making the target car appear to be narrower.
6.5 Pros and cons of the analytical and approximate approach for
finding the trigger edge
As mentioned in Section 5.5, the reason for an approximate approach is that good knowledge of
the fundamental algorithm is needed to develop an analytical approach, as Algorithm 3. In Volvo’s
automotive collision avoidance system the corresponding relations might be more difficult to find and
identify, whence it might be impossible to develop an analogous algorithm to Algorithm 3. However,
an analytical algorithm would of course be more desirable, since the analytical approach yields an
exact representation of the trigger edge and requires only one simulation. Figure 5.8 reveals the
differences between the results from the analytical and the approximate approaches; since these are
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rather small, the approximate method may be useful. Note also, in general, the more points used
for constructing the response surface of afinalmargin (see Section 5.5), the more accurate the approximate
approach will be.
6.6 Future work
In Section 5.5 we generalized the approach of finding the trigger edge by utilizing a response surface.
Perhaps even more steps in the methodology need to be generalized. For instance, introducing more
performance scenarios would ensure an even better quality, but in some of those scenarios it could
be hard to identify the worst possible combination of errors. An interesting approach would be to
search for the trigger edge and the worst combination of errors simultaneously.
Another interesting problem is the choice of the radial basis function. It was out of the scope
of this project to test more than the most popular RBFs. There are strategies of measuring the
errors of radial basis functions such as cross-validation; see [24]. This is especially important if more
variables are introduced, which is the case of Volvo’s automotive collision avoidance system; in such
cases, the problem and its solutions will no longer be as easy to visualize.
The main objective of the future work is, of course, trying to optimize the tunable parameters
in Volvo’s automotive collision avoidance system.
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Appendix A
Technical description of algorithms
developed in the thesis
In this appendix we present two algorithms that we have developed to solve the tractable problem,
see Definition (2.2.1).
Algorithm 3 Find all constraints for the tunable parameters ysafe and a
lat
avail
Step 0:
Let I := {1, 2} be the index set
Let N := ∅ be the set of constraints
Let B defined as in (5.17)
Let m1,m2, k1, and k2 defined as in (5.11) and (5.12)
Let t1 :=
−m1
k1
and t2 :=
−m2
k2
Step 1:
if t1 > 0 & t2 > 0
Let f1(ysafe) := m1 + k1 · ysafe and f2(ysafe) := −m2 − k2 · ysafe
Let ymid := −12
Let i ∈ argmin
j∈I
fj(ymid)
Update N ← N ∪ {fi(ysafe) : ysafe ∈ [−1, 0] ∩ B}
Proceed to Step 2
else if t1 < −1 & t2 < −1
Let f1(ysafe) := −m1 − k1 · ysafe and f2(ysafe) := m2 + k2 · ysafe
Let ymid := −12
Let i ∈ argmin
j∈I
fj(ymid)
Update N ← N ∪ {fi(ysafe) : ysafe ∈ [−1, 0] ∩ B}
Proceed to Step 2
Continued on next page
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else if t1 ≥ t2
if t1 ≥ 0 & −1 ≤ t2 ≤ 0
Let f1(ysafe) := m1 + k1 · ysafe and f2(ysafe) := m2 + k2 · ysafe
Intersection point yinter =
m1−m2
k2−k1
if t2 < yinter < 0
Let ymid :=
yinter
2
Let i ∈ argmin
j∈I
fj(ymid)
Update N ← N ∪ {fi(ysafe) : ysafe ∈ [yinter, 0] ∩ B}
Let ymid :=
t2+yinter
2
Let i ∈ argmin
j∈I
fj(ymid)
Update N ← N ∪ {fi(ysafe) : ysafe ∈ [t2, yinter] ∩ B}
else
Let ymid :=
t2
2
Let i ∈ argmin
j∈I
fj(ymid)
Update N ← N ∪ {fi(ysafe) : ysafe ∈ [t2, 0] ∩ B}
end if
Let f1(ysafe) := m1 + k1 · ysafe and f2(ysafe) := −m2 − k2 · ysafe
Let ymid :=
t2−1
2
Let i ∈ argmin
j∈I
fj(ymid)
Update N ← N ∪ {fi(ysafe) : ysafe ∈ [−1, t2] ∩ B}
Proceed to Step 2
else if t1 ≥ 0 & t2 ≤ −1
Let f1(ysafe) := m1 + k1 · ysafe and f2(ysafe) := m2 + k2 · ysafe
Intersection point yinter =
m1−m2
k2−k1
if −1 < yinter < 0
Let ymid :=
yinter
2
Let i ∈ argmin
j∈I
fj(ymid)
Update N ← N ∪ {fi(ysafe) : ysafe ∈ [yinter, 0] ∩ B}
Let ymid :=
yinter−1
2
Let i ∈ argmin
j∈I
fj(ymid)
Update N ← N ∪ {fi(ysafe) : ysafe ∈ [−1, yinter] ∩ B}
else
Let ymid = −12
Let i ∈ argmin
j∈I
fj(ymid)
Update N ← N ∪ {fi(ysafe) : ysafe ∈ [−1, 0] ∩ B}
end if
Proceed to Step 2
else if −1 ≤ t1 ≤ 0 & t2 ≤ −1
Let f1(ysafe) := −m1 − k1 · ysafe and f2(ysafe) := m2 + k2 · ysafe
Let ymid =
t1
2
Continued on next page
Let i ∈ argmin
j∈I
fj(ymid)
Update N ← N ∪ {fi(ysafe) : ysafe ∈ [t1, 0] ∩ B}
Let f1(ysafe) := m1 + k1 · ysafe and f2(ysafe) := m2 + k2 · ysafe
Intersection point yinter =
m1−m2
k2−k1
if −1 < yinter < t1
Let ymid :=
yinter+t1
2
Let i ∈ argmin
j∈I
fj(ymid)
Update N ← N ∪ {fi(ysafe) : ysafe ∈ [yinter, t1] ∩ B}
Let ymid =
yinter−1
2
Let i ∈ argmin
j∈I
fj(ymid)
Update N ← N ∪ {fi(ysafe) : ysafe ∈ [−1, yinter] ∩ B}
else
Let ymid =
t1−1
2
Let i ∈ argmin
j∈I
fj(ymid)
Update N ← N ∪ {fi(ysafe) : ysafe ∈ [−1, t1] ∩ B}
end if
Proceed to Step 2
else
Let f1(ysafe) := −m1 − k1 · ysafe and f2(ysafe) := m2 + k2 · ysafe
Let ymid :=
t1
2
Let i ∈ argmin
j∈I
fj(ymid)
Update N ← N ∪ {fi(ysafe) : ysafe ∈ [t1, 0] ∩ B}
Let f1(ysafe) := m1 + k1 · ysafe and f2(ysafe) := m2 + k2 · ysafe
Intersection point yinter =
m1−m2
k2−k1
if t2 < yinter < t1
Let ymid :=
yinter+t1
2
Let i ∈ argmin
j∈I
fj(ymid)
Update N ← N ∪ {fi(ysafe) : ysafe ∈ [yinter, t1] ∩ B}
Let ymid :=
yinter+t2
2
Let i ∈ argmin
j∈I
fj(ymid)
Update N ← N ∪ {fi(ysafe) : ysafe ∈ [t2, yinter] ∩ B}
else
Let ymid :=
t1+t2
2
Let i ∈ argmin
j∈I
fj(ymid)
Update N ← N ∪ {fi(ysafe) : ysafe ∈ [t2, t1] ∩ B}
end if
Let f1(ysafe) := m1 + k1 · ysafe and f2(ysafe) := −m2 − k2 · ysafe
Let ymid =
−1+t2
2
Let i ∈ argmin
j∈I
fj(ymid)
Update N ← N ∪ {fi(ysafe) : ysafe ∈ [−1, t2] ∩ B}
Proceed to Step 2
end if
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else
if t2 ≥ 0 & −1 ≤ t1 ≤ 0
Let f1(ysafe) := −m1 − k1 · ysafe and f2(ysafe) := −m2 − k2 · ysafe
Intersection point yinter =
m1−m2
k2−k1
if t1 < yinter < 0
Let ymid =
yinter
2
Let i ∈ argmin
j∈I
fj(ymid)
Update N ← N ∪ {fi(ysafe) : ysafe ∈ [yinter, 0] ∩ B}
Let ymid =
t1+yinter
2
Let i ∈ argmin
j∈I
fj(ymid)
Update N ← N ∪ {fi(ysafe) : ysafe ∈ [t1, yinter] ∩ B}
else
Let ymid =
t1
2
Let i ∈ argmin
j∈I
fj(ymid)
Update N ← N ∪ {fi(ysafe) : ysafe ∈ [t1, 0] ∩ B}
end if
Let f1(ysafe) := m1 + k1 · ysafe and f2(ysafe) := −m2 − k2 · ysafe
Let ymid =
−1+t1
2
Let i ∈ argmin
j∈I
fj(ymid)
Update N ← N ∪ {fi(ysafe) : ysafe ∈ [−1, t1] ∩ B}
Proceed to Step 2
else if t2 ≥ 0 & t1 ≤ −1
Let f1(ysafe) := −m1 − k1 · ysafe and f2(ysafe) := −m2 − k2 · ysafe
Intersection point yinter =
m1−m2
k2−k1
if −1 < yinter < 0
Let ymid =
yinter
2
Let i ∈ argmin
j∈I
fj(ymid)
Update N ← N ∪ {fi(ysafe) : ysafe ∈ [yinter, 0] ∩ B}
Let ymid :=
−1+yinter
2
Let i ∈ argmin
j∈I
fj(ymid)
Update N ← N ∪ {fi(ysafe) : ysafe ∈ [−1, yinter] ∩ B}
else
Let ymid = −12
Choose one i ∈ argmin
j∈I
fj(ymid)
Update N ← N ∪ {fi(ysafe) : ysafe ∈ [−1, 0] ∩ B}
end if
Proceed to Step 2
else if −1 ≤ t2 ≤ 0 & t1 ≤ −1
Let f1(ysafe) := −m1 − k1 · ysafe and f2(ysafe) := m2 + k2 · ysafe
Let ymid =
t2
2
Let i ∈ argmin
j∈I
fj(ymid)
Update N ← N ∪ {fi(ysafe) : ysafe ∈ [t2, 0] ∩ B}
Let f1(ysafe) := −m1 − k1 · ysafe and f2(ysafe) := −m2 − k2 · ysafe
Intersection point yinter =
m1−m2
k2−k1
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if −1 < yinter < t2
Let ymid =
yinter+t2
2
Let i ∈ argmin
j∈I
fj(ymid)
Update N ← N ∪ {fi(ysafe) : ysafe ∈ [yinter, t2] ∩ B}
Let ymid =
yinter−1
2
Let i ∈ argmin
j∈I
fj(ymid)
Update N ← N ∪ {fi(ysafe) : ysafe ∈ [−1, yinter] ∩ B}
else
Let ymid =
t2−1
2
Let i ∈ argmin
j∈I
fj(ymid)
Update N ← N ∪ {fi(ysafe) : ysafe ∈ [−1, t2] ∩ B}
end if
Proceed to Step 2
else
Let f1(ysafe) := −m1 − k1 · ysafe and f2(ysafe) := m2 + k2 · ysafe
Let ymid =
t2
2
Let i ∈ argmin
j∈I
fj(ymid)
Update N ← N ∪ {fi(ysafe) : ysafe ∈ [t2, 0] ∩ B}
Let f1(ysafe) := −m1 − k1 · ysafe and f2(ysafe) := −m2 − k2 · ysafe
Intersection point yinter =
m1−m2
k2−k1
if t1 < yinter < t2
Let ymid :=
yinter+t2
2
Let i ∈ argmin
j∈I
fj(ymid)
Update N ← N ∪ {fi(ysafe) : ysafe ∈ [yinter, t2] ∩ B}
Let ymid =
yinter+t1
2
Let i ∈ argmin
i∈I
fi(ymid)
Update N ← N ∪ {fi(ysafe), where ysafe ∈ [t1, yinter] ∩ B}
else
Let ymid :=
t1+t2
2
Let i ∈ argmin
j∈I
fj(ymid)
Update N ← N ∪ {fi(ysafe) : ysafe ∈ [t1, t2] ∩ B}
end if
Let f1(ysafe) := m1 + k1 · ysafe and f2(ysafe) := −m2 − k2 · ysafe
Let ymid :=
−1+t1
2
Let i ∈ argmin
j∈I
fj(ymid)
Update N ← N ∪ {fi(ysafe) : ysafe ∈ [−1, t1] ∩ B}
Proceed to Step 2
end if
end if
Step 2: The set N contains all constraints.
Algorithm 4 Construct the function fedge from the constraints generated of Algorithm 3
Step 0:
Let N be the set of constraints from Algorithm 3, where all definition sets
are extended to the interval [-1,0]
Let N˜ := ∅ be the set of relevant constraints
Let I := {1, . . . , |N |} be the index set
Let yleft := −1
Step 1:
Let S := argmax
i∈I
fi(yleft), where fi ∈ N
if |S| > 1
Choose i ∈ S such that ki ≥ kl for all l ∈ S, where kj is the slope of function fj ∈ N
else
Choose i ∈ S
end if
Step 2:
Update I ← I\{i}
Let S˜ := argmin
j∈
{
l∈I: fi(0)−fl(0)
kl−ki
>yleft
} fi(0)−fj(0)kj−ki , where kj is the slope of function fj ∈ N
if |S˜| > 1
Choose j ∈ S such that kj ≥ kl for all l ∈ S˜ where kl is the slope of function fl ∈ N
else
Choose j ∈ S˜
end if
Let yright :=
fi(0)−fj(0)
kj−ki
Step 3:
if fi(yright) ≥ 10
Update N˜ ← N˜ ∪ {fi(ysafe) : ysafe ∈ [yleft, 0]}
Proceed to Step 4
else
Update N˜ ← N˜ ∪ {fi(ysafe) : ysafe ∈ [yleft, yright)}
Let i := j
Return to Step 2
Step 4:
The set N˜ contains all constraints that defines the edge
Appendix B
Supplementary theory for Chapter 4
All theory in this appendix is taken from [25], except for the first definition and theorem which are
taken from [26].
Definition B.1. A symmetric n×n real matrix A is said to be positive definite if xTAx > 0 for all
x ∈ Rn 6= 0n.
Theorem B.2. A positive definite matrix A is invertible.
Proof. Assume that the matrix A is not invertible. Then there exists a non-zero vector x such that
Ax = 0. This implies that xTAx = 0 which contradicts the assumptions.
Definition B.3 (Vector space). By a vector space we mean a non-empty set E with two operations:
a mapping (x, y) 7→ x+ y from E × E onto E, called addition,
a mapping (λ, x) 7→ λx from F× E onto E, called multiplication by scalars,
such that the following conditions are satisfied:
(a) x+ y = y + x.
(b) (x+ y) + z = x+ (y + z).
(c) For every x, y ∈ E there exists z ∈ E such that x+ z = y.
(d) α(βx) = (αβ)x.
(e) (α+ β)x = αx+ βx.
(f) α(x+ y) = αx+ αy.
(g) 1x = x.
Elements of E are called vectors. If F = R, then E is called a real vector space, and if F = C, E is
called a complex vector space.
Example 1. The scalar fields R and C are the simplest non-trivial vector spaces. Further, Rn and
Cn are vector spaces.
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Example 2 (Function spaces). Let X be an arbitrary non-empty set and let E be a vector space.
Denote by F the space of all functions from X into E. Then F becomes a vector space if the addition
and multiplication by scalars are defined in the following way:
(f + g)(x) = f(x) + g(x),
(λf)(x) = λf(x).
The zero vector in F is the function which assigns the zero vector of E to every element of X.
Definition B.4 (Norm). A function x 7→ ‖x‖E from a vector space E into R is called a norm if it
satisfies the following conditions:
(a) ‖x‖E = 0 if and only if x = 0.
(b) ‖λx‖E = |λ|‖x‖E for every x ∈ E and λ ∈ F.
(c) ‖x+ y‖E ≤ ‖x‖E + ‖y‖E for every x, y ∈ E.
It is called a semi-norm if all conditions are satisfied except (a).
Definition B.5 (Normed space). A vector space with a norm is called a normed space.
Definition B.6 (Cauchy sequence). A sequence of vectors (xn) in a normed space is called a Cauchy
sequence if for every ε > 0 there exists a number M such that ‖xm − xn‖ < ε for all m,n > M .
Definition B.7 (Banach space). A normed space E is called complete if every Cauchy sequence in
E converges to an element of E. A complete normed space is called a Banach space.
Definition B.8 (Linear mappings). A mapping L : E1 → E2 is called a linear mapping if L(αx +
βy) = αL(x) + βL(y) for all x, y ∈ E1 and all scalars α, β.
Definition B.9 (Continuous mappings). Let E1 and E2 be normed spaces. A mapping F from E1
into E2 is called continuous at x0 ∈ E1 if for any sequence (xn) of elements of E1 convergent to
x0, the sequence (F (xn)) converges to F (x0), i.e., F is continuous at x0 if ‖xn − x0‖ → 0 implies
‖F (xn)−F (x0)‖ → 0. If F is continuous at every x ∈ E1, then we simply sat that F is continuous.
Definition B.10 (Bounded linear mappings). Let E1 and E2 be normed spaces. A linear mapping
L : E1 → E2 is called bounded if there exists a number K such that ‖L(x)‖ ≤ K‖x‖ for all x ∈ E1.
Theorem B.11. A linear mapping is continuous if and only if it is bounded.
Example 3. The space of all linear mappings from a vector space E1 into a vector space E2 becomes
a vector space if the addition and multiplication by scalars are defined as follows:
(L1 + L2)(x) = L1(x) + L2(x) and (λL)(x) = λ(L(x)).
If E1 and E2 are normed spaces, then the set of all bounded linear mappings from E1 into E2,
denoted by B(E1, E2) is a vector subspace of the space defined above.
Elements of spaces, B(E,F), of bounded linear mappings from a normed space E into a scalar
field F are called functionals. The space B(E,F) is sometimes denoted E∗ and called the dual space
of E.
Theorem B.12. If E1 is a normed space and E2 is a Banach space, then B(E1, E2) is a Banach
space.
Definition B.13 (Bilinear form). By a bilinear form φ on a real vector space E, we mean a mapping
φ : E × E → C satisfying the following two conditions:
(a) φ(αx1 + βx2, y) = αφ(x1, y) + βφ(x2, y),
(b) φ(x, αy1 + βy2) = αφ(x, y1) + βφ(x, y2),
for any α, β ∈ C and any x, x1, x2, y, y1, y2 ∈ E. Note that the bar over α and β denotes complex
conjugation.
Definition B.14 (Inner product space). Let E be a complex vector space. A mapping 〈·, ·〉 : E×E →
C is called an inner product in E if for any x, y, z ∈ E and α, β ∈ C the following conditions are
satisfied:
(a) 〈x, y〉 = 〈y, x〉.
(b) 〈αx+ βy, z〉 = α〈x, z〉+ β〈y, z〉.
(c) 〈x, x〉 ≥ 0, and 〈x, x〉 = 0⇔ x = 0.
A vector space with an inner product is called an inner product space or a pre-Hilbert space.
If all conditions are satisfied except the last part in (c) namely 〈x, x〉 = 0 ⇔ x = 0 it is called a
semi-inner product.
Proposition B.15. Every inner product space is also a normed space with the norm defined by
‖x‖ = √〈x, x〉.
Definition B.16 (Hilbert space). A complete inner product space is called a Hilbert Space.
Example 4. The spaces R,Rn,C and Cn are Hilbert spaces.
Theorem B.17 (Riesz representation Theorem). Let f be a bounded linear functional on a Hilbert
space H. There exists exactly one x0 ∈ H such that f(x) = 〈x, x0〉 for all x ∈ H. Moreover, we
have ‖f‖H∗ = ‖x0‖H .
The space H∗ of all bounded linear functionals on a Hilbert space H is a Banach space, see
Theorem B.12. The Riesz representation Theorem states that H∗ = H, or more precisely, H∗ and
H are isomorphic. Thereby the dual space H∗ has an inner product.
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