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We have analyzed the vibrational dynamics of HOCl above dissociation
using a 3D energy surface which governs the vibrational dynamics of HOCl
above dissociation. The dynamics is dominated by an invariant manifold which
is trasversally unstable for small spacing between Cl and HO complex, and
stable for large spacing. Above dissocation, the InM separates two mirror
image periodic orbits, embedded in a large chaotic sea, that can hold a large
number of quantum states. The periodic orbits have the capability of forming
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One of the most active regions of a molecule involves the vibrational
dynamics of its atomic constituents just above the dissociation energy of the
molecule. The vibrational dynamics determines the pathways for dissociation
and recombination of the constituents of the molecule.
However, little is known about these dynamical processes because they
have a large number of degrees of freedom, and the nonlinear classical and
quantum dynamics of conservative systems with more than two degrees of
freedom 1 is not well understood. Recent studies of the classical nonlinear
vibrational dynamics of small molecules, above the dissociation energy, has
revealed bifurcations and dynamical structures that can have significant in-
fluence on the dissociation dynamics of the molecule [1–4]. Therefore, small
molecules provide a perfect laboratory for studying the classical-quantum cor-
respondence in systems with more than two degrees of freedom.
Recent work on the classical-quantum correspondence of dynamical pro-
cesses in models of HOCl with two degrees of freedom (2D) [5, 6] has shown
1This dissertation is based on the author’s three papers [15, 18, 19] with coauthors Linda
Reichl, Christof Jung, Alexandar Barr, and Kyungsun Na. They all contribute to published
papers importantly and equally.
1
that quasibound states (long-lived quantum states above dissociation), find
their support on classical periodic orbits that can exist above the HO-Cl dis-
sociation energy. Periodic orbits provide a pathway along which a quantum
wave can constructively interfere with itself and thereby create a bound or
quasibound quantum state. The connection between classical periodic orbits
and quantum bound and quasibound states is well established for 2D systems
[5, 7], and there is evidence [4] that a similar correspondence exists for systems
with three degrees of freedom (3D).
When dealing with scattering problems with three degrees of freedom
(3D), surfaces of section (SOS) become four dimensional and one cannot visual-
ize the complexity of the scattering processes in the same way [8], although the
scattering process is still dominated by the normal hyperbolic invariant man-
ifold (NHIM) of the outer fixed point of the SOS. Studies of fractal scattering
processes have focused on systems with two degrees of freedom (2D) because
in 2D they are easy to visualize [9–15] and characterize using Poincaré surfaces
of section (SOS). In 2D systems it is possible to follow the flow of stable and
unstable manifolds, as they form an increasingly complex network of tendrils
in the phase space. As we show in Appendix A, these tendrils can be catego-
rized in terms of symbolic dynamics and their fractal structure then becomes
apparent.
In subsequent sections, we analyze the scattering dynamics of Cl and
HO just above the dissociation energy of the HOCl molecule. Our analysis of
Cl-HO scattering dynamics uses a potential energy surface (PES), constructed
2
by Weiss et al. [16], that realistically governs the dynamics of the bound HOCl
molecule, and the Cl-HO scattering system for an interval of energies just
above dissociation of Cl from HO. For the 3D Cl-HO scattering process, we
find behavior similar to that observed by Jung et al. [17], with the vibrational
degree of freedom of HO playing the role of a weakly coupled third degree of
freedom (at least for some parameter regimes). For a given initial energy of
Cl and HO, the initial conditions of both objects can be specified in terms
of two initial “phases” (which we define later). This provides a “landscape”
that shows a range of initial phases for which the scattering function (outgoing
momentum versus initial phases) appears to have fractal structure.
This fractal structure is formed by the intersection of the stable man-
ifold of the outer NHIM ( which extends into the asymptotic region ) with
the torus formed by the initial phases of Cl and HO in the asymptotic region.
When a Cl trajectory has an initial phase that lies on the manifolds of NHIM
in the asymptotic region, the subsequent trajectory of Cl will have an infinite
delay time and its outgoing momentum will approach zero in the asymptotic
region as the trajectory approaches the outer fixed point (which by definition
has zero momentum). These singular points form a fractal structure which is
an intrinsic property of the molecule, and all other dynamical quantities will
exhibit this same fractal behavior.
Additionally, we explore the phase space dynamics of a 3D model of
HOCl above dissociation to locate specific structures that can support sig-
nificant quasibound states in the quantum system. We will show the fractal
3
structure of the scattering dynamics of Cl and HO [18] and then focus on the
phase space dynamics in the interior of HOCl above dissociation [19].
We begin in Sect. 2, with a description of the coordinates and Hamil-
tonian used to describe the dynamics of 3D HOCl. In Sect. 3, we compare
the global vibrational dynamics of 2D and 3D models of HOCl and in Sect. 4
locate the dominant periodic orbits above dissociation. In Sect. 5, we discuss
the properties of the Invariant Manifold that dominates the HOCl vibrational
dynamics. Finally, in Sect. 6, we make some concluding remarks.
In Appendix A, we demonstrate the concepts used to analyze the dy-
namics of 3D HOCl, but on a simpler system in a driven inverted Gaussian.
The dynamical system in Appendix A has one and half degrees of freedom.
There are two unstable fixed points in (the positive and negative asymptotic
regions) on the Poincaré Surfaces of Section (SOS). Appendix A demonstrates
the application of Liouville’s theorem, the idea that area conservation can be
identified on a SOS. The tendrils from the stable and unstable manifolds and
their intersections provide a good tool to identify the boundaries of conserved
areas and visualize the flow of area. We focus on the heteroclinic intersections
between these two unstable fixed points and map out the regular pattern of
flow on the SOS by the concept of Conservation of Area. We further classify
the fractal pattern of the flow which brings the phase space area into either
positive or negative infinities as a function of mapping time. This pattern
leads us to build up a dynamical tree to describe the mapping and be able to
calculate the topological entropy exactly.
4
Chapter 2
The 3D Model of HOCl
The HOCl molecule consists of strongly bound hydrogen and oxygen
atoms (HO) and a chlorine atom (Cl) more weakly bound to the HO system.
In its bound configuration, the HOCl molecule consists of H, O, and Cl atoms,
with masses mH , mO, and mCl, respectively. The molecule dissociates into
a free Cl atom and a bound HO molecule above E = 20, 312 cm−1 [16, 20].
The classical dynamics of the HOCl system has been discussed in [14] for a
2D version of the molecule in which the HO bond is held fixed. As in [14], we
introduce lab coordinates (x′, y′, z′) and body-fixed coordinates (x, y, z) whose
origin is the center of mass of the molecule. A sketch of HOCl relative to the
lab and body frames is shown in Fig. 2.1. The total angular momentum of the
molecule, Ltot, is conserved. We assume that all of the dynamics occurs in the
(x′, z′) and (x, z) planes and that any angular momentum vectors generated
by internal rotations of the molecule lie along parallel y′ and y axes in the lab
and body-fixed frames, respectively.
A vector t1 of length R, connects the center of mass of HO to Cl, and
a vector t2 of length r connects H to O (R and r are Jacobi coordinates). The


























Figure 2.1: (a) Relationship between laboratory frame coordinates and Jacobi
vectors t1 and t2 and θ. (b) Body-fixed and laboratory axes differ by the angle
β so t1 always lies along the body z-axis.
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The center of mass of the molecule lies along t1 a distance
md
M
R from the Cl




H , and r
′
O
denote the displacement of the Cl, H, and O atoms from the lab frame origin.






H)/M denote the displacement of the center




























u (u the atomic mass unit).
The total angular momentum is given by Ltot = L1 + L2 where L1 = µ1t1× ṫ1
and L2 = µ2t2 × ṫ2.
We assume that t1 lies along the body z-axis and that the body y-axis
is directed perpendicular to the plane of the molecule. We can then write
t1 = Rẑ and t2 = rsin(θ)x̂+rcos(θ)ẑ. We further assume that the body frame
(x, z) axes make an angle β with respect to the lab frame (x′, z′) axes so that if
the two frames rotate relative to one another, the angular velocity of rotation
is β̇ŷ.
The Hamiltonian for the HO + Cl system (dropping the center of mass


















+DeV (R, θ, r) = E, (2.2)
where E is the total energy. The quantity DeV (R, θ, r) is the potential energy
and De = 20, 312.3cm
−1 = 2.518 eV is the energy at which Cl dissociates from
HO. The canonical momenta pR, pr, pθ, and pβ can be written pR = µ1Ṙ,
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pr = µ2ṙ, pθ = µ2r
2(θ̇ + β̇) and pβ = µ2r
2(θ̇ + β̇) + µ1R
2β̇. The total angular
momentum of the molecule is then given by
Ltot = L1 + L2 = pβŷ. (2.3)
where
L1 = µ1t1 × ṫ1 = µ1R2β̇ŷ and L2 = µ2t2 × ṫ2 = µ2r2(θ̇ + β̇)ŷ. (2.4)
We will consider that the dynamics of the molecule for the case Ltot = pβŷ = 0
so




Note that L1 and L2 need not be zero so that Cl and HO can rotate relative
to one another.
Let us now write the above quantities in terms of dimensionless units
(d.u.). We parametrize all energies in units of De, lengths in units of the
Bohr radius aB = 5.2917×10−11 m, and angular momenta in terms of Planck’s








p′r, pθ = ~p′θ, pβ = ~p′β, and time t = ~De t
′,
where primed quantities are dimensionless. If we now drop the primes on













+ V (R, θ, r) = E, (2.6)
where δ1 =
µ1Dea2B
~2 = 1930.3 d.u. and δ2 =
µ2Dea2B
~2 = 158.79 d.u.. The quantity
V (R, θ, r) is the potential energy in dimensionless units (d.u.). Equation (2.6)
describes the dynamics of a system with three degrees of freedom (3D).
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The potential energy surface (PES), V (R, θ, r), used in this analysis
was constructed by Weiss et al. [16] and governs the dynamics of the HOCl
molecule and the Cl and HO system for a region of energies below and just
above dissociation of Cl from HO. This PES can be written in the form
V (ROCl, RHO, RClH) = VI(ROCl, RHO, RClH) + VHO(RHO). (2.7)
where ROCl, RHO and RClH are the distances between O and Cl, H and O,
and Cl and H, respectively (in dimensionless units), and
VHO(RHO) = 1.835 [1− e−βHO(RHO−R̄HO)]2, (2.8)
is the potential energy of the HO system in the asymptotic region with βHO =
1.2139 d.u. and R̄HO = 1.8323 d.u.. The potential energy VI(ROCl, RHO, RClH)
is the interaction energy of Cl and HO and has the form












gi(RHO) = [1− e−kHO(RHO−R̄HO)]i,
hj(ROCl) = [1− e−kOCl(ROCl−R̄OCl)]j+1,
d`(RClH) = [1− e−kClH(RClH−R̄ClH)]`, (2.10)
R̄HO = 1.8323 d.u., R̄OCl = 3.2 d.u., R̄ClH = 4 d.u., kHO = 0.3 d.u., kOCl = 0.8
d.u., and kClH = 0.1 d.u.. Note that RHO = r and the distances ROCl, RHO
9























r R cos(θ). (2.12)
The ground state (lowest bound state) energy for this system is E = 0 d.u.
The dissociation energy for Cl from HO, when rotation and vibration energy
of HO is zero is E = De = 1.0 d.u. The 2D model of HOCl is obtained by
setting r = R̄HO and pr = 0 in Eq. (2.6) and RHO = R̄HO in Eqs. (2.8) and
(2.10). This PES has been used by several authors [14, 16, 18] to describe the








Figure 2.2: The potential energy surface for 2D HOCl, as a function of R and
θ, with r fixed at r = req = 1.85 d.u.. The dashed line is the path of the 2D Bo
periodic orbit for energy E = 1.23 d.u. = 25, 000 cm−1. The potential energy
has values V = 0 at R = Req = 3.23 d.u. and θ = θeq = ±1.34 rad (the absolute
minimum): V = 0.840 d.u. = 17, 053 cm−1 at R = Rsd = 3.16 d.u. and
θ = θsd = 0 (the saddle point); V = 1.18 d.u. = 23, 961 cm
−1 at R = 4.03 d.u.
and θ = 0 (a local potential energy maximum).
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Chapter 3
Global Dynamics of 3D HOCl Above
Dissociation
In the 3D model of HOCl, the energy and the total angular momentum
of the HOCl system are constants of the motion, and both the HO rotation and
vibration participate in the dynamics of the scattering process. For energies
just above dissociation, Cl impinges on the HO complex and scatters from it,
leaving both the Cl atom and the HO complex in an altered state. In order to
study this scattering process, we must specify initial conditions for both the
Cl atom and the HO complex.
We can distribute the initial total energy E (which is conserved) be-
tween the incident energy of Cl, ECl =
p2R
2δ1
, and the rotational and vibration
energies of HO, Erot and Evib, so that E = ECl + Erot + Evib. The initial
value of ECl fixes the initial value of pR. The remaining energy is distributed
between Erot and Evib asymptotically. The angular momentum of HO relative
to its center of mass is given by L2 = pθŷ. For a given total energy E, in the
asymptotic region (Rin = Rout = 12 d.u.), we can specify a range of initial
values of ECl. We also specify a range of initial values for the angular position
χ = θ and vibrational phase ψ in the asymptotic region.
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The phase χ = θ is the initial angular position of the HO dimer at Rin =
12 d.u. The phase ψ is determined by the initial vibrational configuration of
HO in the asymptotic region and ranges over all possible initial configurations
of HO at its given initial energy. It is determined as follows. In the asymptotic







+ VHO(r) = Erot + Evib = EHO. (3.1)
The value of pθ and the total energy of HO are fixed, and the initial values of
(pr, r) are allowed to range over one complete oscillation of the HO vibration
at that total energy. The phase ψ ranges over the interval 0≤ψ≤2π as HO
goes through one complete oscillation. Each initial condition can therefore be
labeled uniquely by (E, pR, pθ, χ, ψ).
For a given value of total energy E, we can plot values of pR and pθ
after the scattering process has occurred for ranges of initial phases 0≤χ≤2π
and 0≤ψ≤2π and different incident Cl energies ECl. We will analyze scat-
tering properties for a subspace of the scattering process with total angular
momentum zero and total energies in the interval 1.034 d.u.≤E≤1.231 d.u.
(21, 000 cm−1≤E≤25, 000 cm−1). The PES that we use was developed to rep-
resent the dynamics of HOCl above dissociation for these, and slightly higher
energies. The subspace with total angular momentum zero gives us a good pic-
ture of the nature of the scattering processes. We do not expect it to change
significantly for non-zero total angular momentum.
In the scattering process, the total energy is distributed between the
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rotational and vibrational energy of HO and the incident energy of Cl in dif-
ferent ways. If Cl approaches HO with its momentum directed along a line
through the center of mass of HO, then its impact parameter is zero and HO
does not rotate. If Cl approaches HO with a non-zero impact parameter rela-
tive to the center of mass of HO, then it will have angular momentum and the
HO molecule will rotate in such a manner that its rotational angular momen-
tum cancels the angular momentum of the Cl atom. In the energy interval
1.034 d.u.≤E≤1.231 d.u., HO remains a bound molecule and acts dynamically
like an anharmonic oscillator that is coupled into the scattering process that
occurs between the center of mass of HO and the Cl atom.
We next examine how the scattering process changes as we vary the
division of the initial HO energy between the rotation and vibration degrees
of freedom. We fix the total energy at Etot = 1.231 d.u. = 25, 000 cm
−1
and the sum of the initial rotational and vibrational energies of HO at value
EHO = 0.1969 d.u. = 4, 000 cm
−1. Thus, the initial value of pR is held fixed but
the incident Cl can have a range of angular momenta, depending on the initial
value of pθ (in order to keep the total angular momentum of the system fixed at
zero). In Figures 3.1 and 3.2, we show the result of varying the fraction of the
energy EHO that initially goes to rotation and to vibration of the HO dimer.
In Fig. 3.1, we show scattering dynamics when pθ = 5.92 d.u. and vibration
has amplitude in the range 1.622 d.u.≤r≤2.134 d.u.. In Fig. 3.2, we show
scattering dynamics when pθ = 0.92 d.u. and vibration has amplitude in the
range 1.599 d.u.≤r≤2.159 d.u., so the initial energy of HO is almost entirely
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vibrational. The fractal regions have expanded as the released vibration range
increase from 1.622 d.u.≤r≤2.134 d.u. to 1.599 d.u.≤r≤2.159 d.u.. Because of
the stiffness of HO, the regions of discontinuity now cover a significant portion
of the initial conditions and have a clear dependence on the initial phase of
the HO vibration.








Figure 3.1: The total energy is fixed at E = 1.231 d.u. = 25, 000 cm−1. The en-
ergy of the incident chlorine atom is fixed at ECl = 1.034 d.u. = 21, 000 cm
−1.
The remaining EHO = 0.1969 d.u. = 4, 000 cm
−1 is distributed between rota-
tion and vibration of HO so that pθ = 5.92 d.u. and vibration has amplitude
in the range 1.622 d.u.≤r≤2.134 d.u.. (a) Contour plot of scattered values of
pR as a function of ψ and χ. (b) A plot of scattered values of pR as a function
of χ for ψ = π. The greyscale in (a) ranges from 1 to 32, with 32 the lightest
shade. Values of pR at the darkest and lightest points in (a) can be read from
(b). (pR in dimensionless units and χ in radians.)
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Figure 3.2: The total energy is fixed at E = 1.231 d.u. = 25, 000 cm−1. The en-
ergy of the incident chlorine atom is fixed at ECl = 1.034 d.u. = 21, 000 cm
−1.
The remaining EHO = 0.1969 d.u. = 4, 000 cm
−1 is distributed between rota-
tion and vibration of HO so that pθ = 0.92 d.u. and vibration has amplitude
in the range 1.599 d.u.≤r≤2.159 d.u.. (a) Contour plot of scattered values of
pR as a function of ψ and χ. (b) A plot of scattered values of pR as a function
of χ for ψ = π. The greyscale in (a) ranges from 1 to 32, with 32 the lightest
shade. Values of pR at the darkest and lightest points in (a) can be read from
(b). (pR in dimensionless units and χ in radians.)
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The HO vibration is very stiff compared to that of the HO-Cl vibration.
This fact has formed the basis of two papers that have modeled the dynamic
properties of the HOCl molecule as a 2D system, holding the HO vibration
fixed [14, 20]. To see how well the 2D model holds, we now compare the
scattering dynamics of the 2D and 3D models of HOCl at energies above
dissociation.
Figure 3.3: (a) 2D scattering of HOCl. (b) 3D scattering of HOCl. Both the
HO of 2D and 3D are released slightly excited at the asymptotic region.
In Fig. 3.4, we compare the scattering behavior of pR and pθ for the

















Figure 3.4: The scattering dynamics for the 3D molecule when total energy
of the Cl + H-O system is E = 1.231 d.u. = 25, 000 cm−1. The HO dimer
has an initial total energy EHO = 0.03261.231 d.u. = 667 cm
−1. The initial
value of pθ is pθ = 5.92 d.u.. With this value of pθ, HO is essentially in its
vibrational ground state initially. (a) A contour plot of scattered values of
pR as a function of ψ (vertical axis) and χ (horizontal axis). (b) A plot of
scattered values of pR as a function of χ for ψ = π. Intervals of continuity
and chaos are clearly seen. (c) A contour plot of scattered values of pθ as a
function of ψ (vertical axis) and χ (horizontal axis). (d) A plot of scattered
values of pθ as a function of χ for ψ = π. The intervals of continuity and of
discontinuity are the same as those of pR, indicating that they are an intrinsic
property of the molecule. All plots contain 1000 data points along the χ axis
and 50 data points along the ψ axis. The greyscale in (a) and (c) ranges from
1 to 32, with 32 the lightest shade. (pR and pθ in dimensionless units and χ
and ψ in radians.)
18
25, 000cm−1, the HO molecule has an initial total energy EHO = 0.03282 d.u. =
667 cm−1, and an initial angular momentum pθ = 5.92 d.u. For these parame-
ters, the initial energy of HO is almost entirely rotational. The initial range of
oscillation of HO is 1.8333 d.u.≤r≤1.8446 d.u., so HO is close to its minimum
vibration energy. Figs. 3.4.a and 3.4.c show contour plots of scattered values
of pR and pθ, respectively, as a function of ψ (vertical axis) and χ (horizontal
axis). Figs. 3.4.b and 3.4.d show plots of scattered values of pR and pθ, re-
spectively as a function of χ for fixed ψ = π (for ψ = π, HO is initially at the
turning point with minimum value of r). All of the plots in Fig. 3.4 contain
1000 data points for χ and 50 data points for ψ. Figs. 3.4.b and 3.4.d show
that the scattering data contain large ranges of χ with intervals of continuity,
and two shorter ranges of χ that contain a fractal distribution (of measure
zero) of singularities. These are actually points of intersection of the stable
manifold of the outer NHIM with the set of initial conditions. The fractal
set of singularities form the boundaries of a complimentary fractal set of in-
tervals of continuity, so the scattering function becomes discontinuous in this
region. In Fig. 3.4, these intervals of continuity and singular points appear
to be approximately independent of the ψ (the initial configuration of HO),
indicating that the scattering dynamics is well approximated by the 2D model
used in [14, 20] in which the HO vibration is held fixed. The fractal nature
of the scattering process is intrinsic to the Cl-HO system above dissociation
and same fractal structure will appear in all scattering functions. This can be
seen in the Figs. 3.4.a and 3.4.c, which show asymptotic of pR and pθ after
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the scattering process. The fractal structure of this plots is identical. Further
discussions between 2D and 3D HOCl can be found in Appendix B.
The qualitative behavior of the scattering dynamics of the HOCl molecule,
just above dissociation, depends critically on the initial excitation energy of
the HO dimer. If the dimer is initially close to its ground state, the scat-
tering dynamics has only small regions of initial conditions that show fractal
behavior and the scattering dynamics can be well described by the 2D model.
If the HO dimer is initially in a fairly high excited state, a large portion of
initial conditions show fractal behavior. In this case, it would appear that the
scattering dynamics can no longer be approximated by the 2D model.
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Chapter 4
Periodic Orbits of HOCl
The dynamics of HOCl, just above dissociation, is dominated by the
Cl-HO interaction because Cl can dissociate, while HO remains bound. In
Fig. 2.2, we show the potential energy surface, V (R, θ, req), for the molecule
with HO fixed at its equilibrium value r = req = 1.85 d.u. The potential energy
surface has a symmetry line at θ = 0, and this symmetry line contains a saddle
at R = Rsd = 3.16 d.u. and energy Esd = 0.840 d.u. = 17, 053 cm
−1, which
is well below the dissociation energy. For energies below Esd, the Cl atom is
confined to one side (θ > 0) or the other (θ < 0) of the molecule. For energies
above this saddle, the Cl atom can oscillate back and forth over the saddle. As
we shall see, the symmetry line θ = 0 plays an important role in the classical
and quantum dynamics of HOCl.
The saddle at (θ = 0, R = Rsd = 3.16 d.u.) is a source of chaos in
both the 2D and 3D models of HOCl. In the 2D model of HOCl [14, 20], the
HO complex is held fixed at its equilibrium configuration r = req, and it is
possible to visualize the phase space dynamics using surfaces of section (SOS).
In the 2D system, above dissociation, the global dynamics is dominated by
two unstable (hyperbolic) fixed points, one belongs to a periodic orbit oscil-
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lating over the saddle point of the potential and the other lies far out in the
asymptotic region [14]. Both fixed points are the source of stable and unsta-
ble manifolds that, above dissociation, impart the classical Cl-HO scattering
dynamics a fractal structure [18]. The unstable (stable) manifolds, as they
evolve forward (backward) in time, form a fractal network of tendrils that de-
fine the chaotic region of the phase space (see Appendix A). The stable and
unstable manifolds from both fixed points enter the same regions of the phase
space and become ”synchronized”. This synchronization is caused by the exis-
tence of heteroclinic connections between unstable periodic orbits. Together,
the stable and unstable manifolds, from both fixed points, define the fractal
structure of all dynamical functions that characterize this region of the phase
space.
Evidence of this synchronization of the stable and unstable manifolds
can be seen in the 2D system using Poincaré Surfaces of Section (SOS). In
Figs. 4.1.a and 4.1.b, we plot pR versus R each time the trajectory passes
the point θeq (the position of the absolute minimum potential energy) when
pθ > 0, for energies E = 21, 000 cm
−1 and E = 25, 000 cm−1, respectively.
The initial conditions are taken from the neighborhood of the stable manifold
of the hyperbolic fixed point in the asymptotic region. The SOS shows the
structure of the large chaotic sea that exists above dissociation. Some of the
tendrils of the stable manifold are visible in these plots. Almost all trajectories
in this large chaotic sea (above dissociation) are scattering trajectories and will
eventually disappear into the asymptotic region, although the time scale for
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Figure 4.1: Surfaces of section for 2D HOCl. (a) pR versus R when θ =
θeq = 1.34 rad for E = 1.03 d.u. = 21, 000 cm
−1. (b) pR versus R when
θ = θeq for E = 1.23 d.u. = 25, 000 cm
−1. (c) pR versus R when θ = 0 for
E = 1.03 d.u. = 21, 000 cm−1. (d) pR versus R when θ = 0 for E = 1.23 d.u. =
25, 000 cm−1. (e) pR versus R when θ = 0 for E = 1.03 d.u. = 21, 000 cm
−1
in the neighborhood of the B0 periodic orbit. (f) pR versus R when θ = 0 for
E = 1.23 d.u. = 25, 000 cm−1 in the neighborhood of the B0 periodic orbit.
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this to happen varies with the particular trajectory and can approach infinity.
One remarkable feature of the plots in Figs. 4.1.a and 4.1.b is the large
island of KAM tori that is embedded in the chaotic sea. This large island of
quasi periodic orbits in the SOS shows the existence of a stable periodic orbit
that exists above dissociation. It corresponds to a stable periodic oscillation
of the Cl atom about the end of the O atom. It was seen in [14] and identified
as B0. In Figs. 4.1.c and 4.1.d, we plot a SOS for the same trajectories,
but now we plot pR versus R every time the trajectories pass through θ = 0.
The chaotic sea extends throughout the phase space. In Figs. 4.1.e and 4.1.f,
we show the structure of the stable island surrounding the periodic orbit B0,
for the SOS take at θ = 0, for energies E = 1.03 d.u. = 21, 000 cm−1 and
E = 1.23 d.u. = 25, 000 cm−1. The path of this periodic orbit is shown in Fig.
2.2 as the dashed line that runs across the saddle at R = 3.44 d.u..
For the 3D HOCl dynamics, surfaces of section can be constructed,
but they would involve plots of (pR, R, pr, r), each time θ = θeq or θ = 0,
and therefore cannot be visualized easily because they are four dimensional
surfaces. However, it is possible to visualize some global features of the system.
A large chaotic sea continues to exist above dissociation, and we have found
that a stable periodic orbit, with some similarities to the 2D B0 periodic orbit,
exists in the 3D system. The 3D B0 stable periodic orbit, and its unstable
”sister” 3D B0 orbit, emerge as the result of a saddle-center bifurcation at
energy E = 23, 990 cm−1 = 1.18 d.u. and have period τ = 130 d.u. (Fig.
4.2). The stable 3D B0 orbit survives up to energy E≈28, 200 cm−1, where
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it has period τ≈140 d.u., and the unstable 3D B0 orbit survives up to energy
E≈30, 000 cm−1. A search of the phase space did not reveal any other stable
periodic orbits in this energy range near the InM.










Figure 4.2: Bifurcation diagram of 3D B0 stable (solid) and unstable (dashed).
Both the period and energy are in the dimensionless units.
In Fig. 4.3.a, (Fig. 4.3.b) we show the path of the HOCL molecule,
in the x′ − z′ plane, when it moves along the 2D B0 (3D stable and unstable
B0) orbits. In all cases, the periodic motion of the molecule largely involves
the H atom oscillating off the end of the O atom, with small compensating
movements of O and Cl to ensure that the total angular momentum of the
molecule is zero. In Fig. 4.4.a, we show a projection of the dynamics of the
stable and unstable 3D periodic orbits (which we will call the 3D B0 orbits)
onto the R− θ plane, for energy E = 1.23 d.u. = 25, 000 cm−1), and we show
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the path of the 2D B0 in the same figure. They are similar, in that they lie in
the same region of the R − θ plane, although the 3D B0 orbit has oscillatory
behavior due to its involvement with the HO internal dynamics.
There are also some very important differences between the 3D and 2D
B0 periodic orbits. The 2D B0 periodic orbit crosses the θ = 0 line in the 2D
phase space and the Cl atom passes back and forth around the O atom. The
3D B0 periodic orbits do not cross the 3D θ = 0 surface, but each consists of
two mirror image periodic orbits, one to the left and the other to the right
of the θ = 0 surface. Classically the 2D B0 orbit is a (1,2) resonance of the
(θ, R) motions (θ oscillates through one period each time R oscillates through
two periods). The 3D Bo periodic orbits involve a (1,1,3) resonance of the
(θ, R, r) motions. However, this motion occurs for the orbit on the left and
the right sides of the θ = 0 surface, so if they could be combined, the (θ, R)
part of the motion would be the same as for the 2D Bo orbit. Plots of R(t),
θ(t), and r(t), for one complete oscillation of the 3D B0 periodic orbit, are
shown in Figs. 4.4.c, 4.4.e, and 4.4.g, respectively.
Short periodic orbits, such as the 2D and 3D B0 periodic orbits serve
as organizing centers for large regions of the dynamics, and play an important
role in the vibrational quantum dynamics of the molecule. References [5, 6]
showed that such periodic orbits in 2D HOCl form the backbone of bound
states and quasibound states of the molecule. The wave function sets up
standing waves along such paths. Above dissociation, the quasibound states









































Figure 4.3: Sketch of path covered by periodic orbits in x′− z′ plane. (a) The
2D orbit B0. (b) The stable 3D B0 orbit (solid) and the unstable 3D B0 orbit
(dotted). (c) The 2D orbit B1. (d) The 3D orbit B1. Figures (c) and (d) look
























































Figure 4.4: Projected images of the 2D B0 (dashed), the stable 3D B0 (solid)
periodic orbit, and the unstable 3D B0 orbit (dotted). (a) The (R, θ) plane.
(b) The (R, θ, r) surface (3D orbits only). (c) The R(t) versus t. (d) The
(pR, R) plane. (e) The θ(t) versus t. (f) The (pθ, θ) plane. (g) The r(t) versus
t (3D B0 only). (h) The (pr, r) plane (3D B0 only).
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rates [16, 21–23]. In Figs. 4.4.d, 4.4.f, and 4.4.h, we plot projections of the
stable and unstable 3D B0 motion in the (pR, R), (pθ, θ), and (pr, r) planes.
These figures allow us to use semi-classical quantization arguments to estimate
the energy spacing of longitudinal quantum states that can ”live” on the B0
periodic orbit, at least for the case when transverse states on the orbit are
not excited. The area enclosed by the orbits in these figures is equal to the




pθdθ, and Jr =
∮
prdr. In dimensionless




~ ≈58.5, so the action of the 3D
B0 orbit at energy E = 1.23 d.u. is S≈140.2 d.u.
We can use the above information about the 3D B0 orbit to make some
predictions about the quantum behavior of the orbit. We have found that the
stable 3D periodic orbit B0 exists over the whole energy interval E≈1.18 d.u.
to E≈1.40 d.u. and the period of the orbit varies linearly from τ≈130 d.u. at
energy E = 1.18 d.u. to τ≈139 d.u. at energy E = 1.38 d.u. and obeys the
relation τ(E)≈130 + 45.5(E − 1.18) in d.u. The relation between the period
of the orbit τ , the energy E, and the action S(E) is τ = dS(E)
dE
[7]. Therefore
the action varies as S(E)≈12.1 + 76.3E + 22.7E2 (in d.u.) over the energy
range for which the stable 3D B0 orbit exists (Fig. 4.5). The semi-classical
quantization conditions specify that the action is quantized in units of Planck’s
constant h. Each time the energy of the orbit increases by ∆E≈0.0074 d.u.,
that action changes by ∆S≈2π d.u. , and in this interval there must be one
value of E that fulfills the semi-classical quantization condition [24]. In fact,
for HOCl there will be two quantum states in this energy interval because each
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3D B0 orbit has a mirror image. We expect that the two identical stable 3D
B0 orbits will give rise to symmetric and antisymmetric quantum states that















Figure 4.5: Action of 3D B0 (stable) orbit. The black solid line is the action
derived from the relation of period and energy. Both the action and energy
are in dimensionless units.
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Chapter 5
The Invariant Manifold at θ = 0, pθ = 0
Besides conserving energy and angular momentum, HOCl has another
fundamental symmetry. Its Hamiltonian is an even function of both θ and
pθ. This means that the Hamiltonian is invariant under reflection through
the point θ = 0, and it implies that the derivatives of H with respect to θ
and pθ are both identically zero. Trajectories with initial conditions, (pθ =
0, θ = 0) will retain those values of (pθ, θ) in all their subsequent motion.
They therefore move on a 2D Invariant Manifold (InM) for which energy is
conserved and only the coordinates (pR, R, pr, r) can vary. This corresponds to
a linear configuration of the molecule, one for which the Cl, O, and H lie along
a line, in that order. The HO complex can vibrate and the Cl can dissociate
along that line.
The dynamics on the InM has two degrees of freedom and, therefore, we
can visualize the dynamics on the InM using SOSs. In Fig. 5.1.a, we plot the
potential energy V (R, r, θ = 0) on the InM for 2.75≤R≤4.2 and 1.45≤r≤2.3.
The InM has a potential energy minimum at (R = 3.15, r = 1.80) and a
saddle point at (R = 4.03, r = 1.84). The dark line in Fig. 5.1.a is a line of

















































Figure 5.1: The potential energy and normal stability of the Invariant Man-
ifold. The dark solid line in all figures is the MEP. (a) The potential en-
ergy VIM(R, r) for 2.75 d.u.≤R≤4.2 d.u. and 1.45 d.u.≤r≤2.3 d.u.. Con-
tour lines are lines of constant potential energy. (b) The potential energy
VIM(R, r) for 6.0 d.u.≤R≤8 d.u. and 1.75 d.u.≤r≤1.90 d.u.. Contour lines
are lines of constant potential energy. (c) The variation of κ as a function
of R and r for 2.75 d.u.≤R≤4.2 d.u. and 1.45 d.u.≤r≤2.3 d.u.. In this re-
gion −1.85 d.u.≤κ≤ − 1.40 d.u. and the InM is transversally unstable. The
dashed line is the large period-five periodic orbit (see Fig. 5.2.a), with energy
E = 1.23 d.u. = 25, 000 cm−1, on the InM. Contour lines are lines of constant
κ. (d) The variation of κ as a function of R and r for 6.0 d.u.≤R≤8.0 d.u.
and 1.75 d.u.≤r≤1.9 d.u.. In this region −0.03 d.u.≤κ≤0.03 d.u. and the InM
is weakly stable. Contour lines are lines of constant κ. In all these plots, the
dark solid line is the MEP.
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the dynamics on the InM using a SOS, with the intersection condition along
the MEP. Such a SOS requires the use of Birkhoff coordinates pRB , RB, where
RB indicates distance along the MEP and pRB indicates the parallel component
of the momentum along the MEP.
Surfaces of section showing (pRB , RB), each time r crosses the MEP are
shown in Fig. 5.2 for energies; (a) E = 25, 000 cm−1, (b) E = 30, 000 cm−1;,
and (c) E = 35, 000 cm−1. We see that for energy E = 25, 000 cm−1 the
dynamics on the InM is very stable. It contains a dominant stable periodic
orbit at RB = 0.57 (R = 3.17) and a saddle point at RB = 1.43 (R = 4.03)
. The invariant manifolds of the saddle point in this SOS form a thin chaotic
strip that surrounds a large island of KAM tori. As energy increases, new
resonances emerge in the neighborhood of the stable periodic orbit and the
chaotic strip widens. We can estimate the number of quantum states on the
InM. For example, if we consider the period five orbit (chain of five islands) in
Fig. 5.2.a and plot the projection of the orbit onto pR, R, and pr, r, surfaces,
then semiclassical arguments indicate that this periodic orbit could support a
number of quantum states. Thus, motion on the InM is potentially significant
for the quantum dynamics of the molecule.
The mechanism for dissociation of the molecule, when its dynamics is
confined to the InM, has interesting behavior. For the case when the initial
condition of the molecule lies in the chaotic region of the SOS (near the separa-
trix), the rate of dissociation has echoes. Trajectories cycle around the region


































Figure 5.2: Surfaces of Section of Birkhoff coordinates (pRB , RB) along the
MEP on the Invariant Manifold each time a trajectory crossing the MEP in
Fig. 5.1. These figures show numerous periodic orbits and a saddle point on
the Invariant Manifold. In all three cases, the stable and unstable manifolds,
associated with the saddle point, and the chaotic layer associated with them
are plotted. (a) E = 1.23 d.u. = 25, 000 cm−1. The eleven black dots near the
center show an effective SOS for the trajectory in Fig. 5.5 for time interval
200≤t≤600. The inset shows the initial condition for echoes (see Fig. 5.3).
(b) E = 1.48 d.u. = 30, 000 cm−1. (c) E = 1.72 d.u. = 35, 000 cm−1.
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the trajectories are ejected into the asymptotic region. This periodic emission
of trajectories has been predicted for microwave waveguides and nanometer
scale electron waveguides [25–27], and has been observed experimentally in
microwave cavities[28] The period of the echoes (about 180 d.u.) gives a mea-
sure of the time needed to complete one revolution, along the chaotic strip,
around the large KAM island in Fig. 5.2.a. The trajectories are caught up in
the fractal structure of tangles in the chaotic region [14, 18], and cycle around
the chaotic layer until they eventually escape into the asymptotic region as
the molecule dissociates. In Fig. 5.3, we show the flux, P , of escaping trajec-
tories (measured at R = 7 d.u. as a function of time. The period τfx of the
flux pulses is determined by the time it takes a trajectory to cycle around the
chaotic layer in Fig. 5.2.a (about τfx = 180 d.u.) [25, 27]. The period of such
echoes has also been related to the development parameter [25] of the stable
and unstable manifolds of the InM saddle point.
5.1 Stability of the Invariant Manifold
We can determine the stability of the InM by linearizing the equations
of motion about θ = 0 and pθ = 0. The part of the Hamiltonian that depends











κθ2 + ..., (5.1)
where δ1 = 1930 and δ2 = 159. Thus, in the neighborhood of the InM,
the potential energy is either a harmonic oscillator or an inverted oscillator,
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Figure 5.3: (a) The density plot of 100,000 escaping trajectoris initially re-
leased in the inset of Fig. 5.2.a (t in units of 1000 d.u.). (b) The flux, P
(in units of 1000 d.u.), of escaping trajectories (measured at R = 7.0 d.u.) as
a function of time t, shows echoes, as trajectories escape to the asymptotic
region. The echoes have a period of about 180 d.u.
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depending on the sign of κ. The value of κ is a function of R and r. In
Fig. 5.1.c, we show the variation of κ for a range of values 2.75≤R≤4.2
and 1.45≤r≤2.3. In this region −1.85 ≤ κ ≤ − 1.4. so the potential energy
has the form of an inverted oscillator and motion in the neighborhood of the
InM is hyperbolic. If this normal instability is larger than the tangential
instability of the dynamics on the InM, then the InM is called a Normally
Hyperbolic Invariant Manifold (NHIM) [8]. This type of InM has been studied
in the literature for their potential importance in determining reaction rates
of molecules [29, 30]. In Fig. 5.1.d, we show the variation of κ for 6.0≤R≤8.0
and 1.75≤r≤1.90. The InM becomes weakly stable in this region of the phase
space. Below we consider these two regions of the InM separately.
5.1.1 Unstable InM
When the direction transverse to the InM (the θ direction) is unstable,
it can only support quasibound quantum states. The lifetime of a quantum
state on the unstable InM is the same as that of a collection of classical orbits
distributed about the InM with the same probability density as the quantum
state. In both cases, the lifetime is determined by the eigenvalues of the stable
and unstable manifolds normal to the InM. To illustrate this, let us consider
the point on the InM with R = 3.2 and r = req = 1.8. For these values of R








|κ|θ2 + ... (5.2)
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−1 so that δav = 502.5. A normal mode analysis
of the stable (unstable) manifold of the fixed point at (θ = 0, pθ = 0), shows





The slope of the unstable manifold, in the pθ, θ plane is
∆pθ
∆θ
= 41. This large
















Figure 5.4: (a) The potential energy normal to the InM at R = 4.025 d.u. and
r = req = 1.85 d.u.. In this region the flow normal to the InM is hyperbolic,
with stable and unstable manifolds normal to the InM. (b) Plot of θ versus t
for 100 initial conditions of the orbits with initial conditions taken a distance
∆θ = 10−7 from the large period-five orbit in Fig. 5.2.a. The slope of log(θ)
is ω = 0.072.
The decay rate ω of quantum states on the unstable InM can also be
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determined numerically from the behavior of trajectories in the neighborhood
of the InM. In Fig. 5.4.a, we plot the potential energy normal to the InM at
R = 4.025 d.u. and r = req = 1.85 d.u.. In this region, the potential energy is
an inverted oscillator and the flow normal to the InM is hyperbolic, so the InM
is unstable. In Fig. 5.4.b, we plot θ versus t for 100 initial conditions taking
orbits with initial conditions a distance ∆θ = 10−7 from the large period-five
island chain in Fig. 5.2.a. The slope of log(θ) is ω = 0.072, very close to the
theoretical estimate.
The length of time that a classical trajectory remains in the neigh-
borhood of the InM (has pθ and θ close to zero), if it starts near the InM,
depends on its distance of closest approach to the InM. In Fig. 5.5, we show
the evolution of R, θ, and r, as a function of time, for a trajectory that starts
with initial values of R and r very close to one of the numbered black dots
near the center of Fig. 5.2.a. These two trajectories lie on opposite sides of
the stable manifold of the unstable InM and have different long-time behav-
ior. We show projections onto the coordinate axes for two orbits with energy
E = 1.23 d.u. = 25, 000 cm−1 close to the stable manifold of the unstable InM
in the neighborhood of the ring of numbered black dots in Fig. 5.2.a. One
trajectory always has θ < 0 and the other trajectory passes from θ < 0 to
θ > 0.
The quantum behavior provides less room to maneuver. Semiclassical
arguments indicate that the InM can hold a number of quantum states. How-



















Figure 5.5: Projections onto the coordinate axes for two orbits with energy
E = 1.23 d.u. = 25, 000 cm−1 close to the stable manifold of the unstable
InM in the neighborhood of the ring of numbered black dots in Fig. 5.2.a.
The trajectories have different long time behavior. (a) R(t) versus t. (b) θ(t)
versus t. (c) r(t) versus t.
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the inverted oscillator in the θ direction [31]. If we assume that the initial



































For this state, most of the initial probability is centered at (pθ = 0, θ = 0)
with a width of about δpθ = ±10 and δθ = ±0.2. It takes a time of about
t = 15 d.u. for most of the initial probability to decay out of the neighborhood
of the unstable InM. This rapid decay of the wave packet off of the InM
indicates that echoes likely cannot be seen in the dissociation of the HOCl
molecule.
5.1.2 Stable InM
In Fig. 5.1.b, we show the potential energy surface on the InM in
the region where it is transversally stable. There is a potential energy local
minimum that lies slightly below the dissociation energy, and there is a periodic
orbit on the InM, but its action is not large enough to hold a quantum state.
The fact that this region of the InM is marginally stable led us to
search for another classically significant periodic orbit in this region of the
phase space. We found both a 2D periodic orbit and a 3D periodic orbit,
which we call the 2D B1 and 3D B1, periodic orbits, respectively. The 2D
B1 orbit is located at R≈11, and corresponds to an libration of H about O
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and slight oscillations of O and Cl, in opposite directions, in such a way as to
maintain zero total angular momentum of the molecule. However, the action
associated with each degree of freedom in this motion is not large enough to
hold a quantum state. Therefore, B1 is classically significant, but likely can’t




In the Appendix A [15], we first demonstrate the tools used to analyze
scattering from an inverted Gaussian potential in an oscillating field (one and
half degrees of freedom). There are two unstable fixed points located at positve
and negative infinity along the x-axis. On the SOS, flow of conserved area is
illustrated to show the concept of Liouville’s theorem. We choose heteroclinic
intersections and their tendrils for the boundaries of conserved areas and label
the hierarchy of the areas (tangles) as a function of the mapping time. The
structure of the flow demonstrates the idea of fractal scattering. To specify
the rates of transmition and reflection, we further build up a dynamical tree,
the transfer matrix, and determine its topological entropy.
The vibrational motion of small molecules, such as HOCl, provides a
laboratory for studying the quantum-classical correspondence (QCC) in cou-
pled nonlinear oscillator systems. Using a 3D energy surface which governs the
vibrational dynamics of HOCl below and just above dissociation [16], we have
analyzed the vibrational dynamics of HOCl for a subspace of the molecular
dynamics for which total angular momentum is zero [18, 19]. We show that
the 2D HOCl is a good approximation to the 3D HOCl when the HO vibration
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is only slightly excited at the asymptotic region. The fractal dimensions of 3D
and 2D can be found in Appendix B which uses a high resolution data run on
the machines on Texas Advanced Computing Center (TACC). The intrinsic
scattering property of 3D HOCl is imbedded in higher dimensional manifolds
and their intersections as illustrated in a simplier version in Appendix A.
In order to apply the concept of Liouville’s theorem, in higher dimension
we focus on a 2D Invariant Manifold which is imbedded in the 3D phase
space. The dynamics of HOCl is dominated by this Invariant Manifold which
is transversally unstable for small spacing between Cl and HO complex (a
NHIM), and stable for large spacing. We focus on the Invariant Manifold as
the major tool for further investigation because of its 2D property. In the
NHIM region of the Invariant Manifold, there is a dominant saddle point. We
use homoclinic tendrils from the saddle point and their intersections to identify
the flow on the InM. We use Birkhoff coordinate to obtain a clear SOS and
find several stable islands set around the chaotic layer that leads to echoes on
the InM. In addition, we have identified the 3D B0 orbits that emerge as the
result of a saddle-center bifurcation at energy E = 23, 990 cm−1 = 1.18 d.u.
The action associated to the 3D B0 is sufficient to support a large quasibound
state in HOCl. The InM separates two mirror image B0 periodic orbits each of
which can hold a large number of quantum states. These periodic orbits have






Fractal scattering in a radiation field
A.1 Introduction
Chaos can profoundly affect the scattering dynamics of classical systems
and it can exert significant influence on the quantum analog of the scattering
dynamics. A monochromatic radiation field coupled to the nonlinear dynamics
of an otherwise field-free scattering process gives rise to an extremely rich
scattering dynamics governed by a fractal set of singularities that is embedded
in all dynamical functions involved with the scattering process. This fractal
set of singularities occurs when the incoming particle asymptotes intersect the
tangles of the invariant manifolds in the asymptotic region. The recipe for
extracting information about chaotic scattering processes and the underlying
fractal structure that governs that dynamics has been developed by Jung and
others for a variety of model systems [9–13, 33]. The method described here for
obtaining the underlying fractal structure for chaotic scattering process can
also be applied to scattering processes in the absence of a radiation field, as
has been shown in [14] where the chaotic scattering dynamics of a molecular
system is analysed. More general reviews of scattering chaos can be found in
[34, 35].
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A particularly fruitful system for studying fractal scattering dynamics,
both classically [11–13] and quantum mechanically [36, 37] , is the negative
chlorine ion Cl− in the presence of a radiation field. In [11–13], the fractal
structure of the scattering dynamics for this system was studied in great detail.
However, one important physical aspect was not addressed - namely, how to
determine the fraction of trajectories that is transmitted through the scattering
region versus the fraction that is reflected from the scattering region. That is
the issue we address in this Appendix.
We begin in Sect. A.2 with a discussion of properties of the Hamiltonian
that we use to study the fractal scattering process. In Sect. A.3, we define a
“fundamental region” using invariant manifolds of the driven potential and we
analyze the fractal network of tendrils formed by these invariant manifolds.
In Sect. A.4, we describe the symbolic dynamics that is used to develop a
branching tree that reflects the complexity of the network of tendriles in the
asymptotic region of the phase space. We also define a transfer matrix for the
branching treee and use it to give an estimate of the fraction of orbits that are
reflected and transmitted for a given incident direction. Finally in Sect. A.5,
we make some concluding remarks.
A.2 The Hamiltonian
The model system we consider is that of an electron of mass m and
charge q, in the presence of a monochromatic radiation field whose electric
field E is linearly polarized along the direction of motion of the electron. The
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electron, while being driven by the radiation, scatters from a one-dimensional
inverted Gaussian atomic potential. The Hamiltonian can be written
H1(p




′/δ)2 − x′F sin(ωt), (A.1)
where p′ and x′ are the momentum and displacement of the electron in the
lab frame and F = qE. We can transform from the lab frame {p′, x′} to a
reference frame {p, x} moving with the electron (the Kramers-Henneberger
frame (KH) [38, 39]) via a canonical transformation whose generating function
is F3(p
















can further transform this time-periodic Hamiltonian to a time-independent
Hamiltonian with coordinates {p, x, J, φ} by letting φ = ωt and writing




−(x−α(φ)/δ)2 +G(φ) + ωJ, (A.2)
where α(t) = α0sin(φ), α0 = F/ω




action variable J for the radiation field evolves independently of the motion of
the electron, and φ̇ = ω at all times. In the KH-frame, the inverted Gaussian
potential oscillates back and forth and, in the asymptotic region, the electron
motion is free motion since ṗ = 0 and ẋ = p. The Hamiltonian is invariant
under the generalized symmetry transformation x→−x and φ→φ+π, but not
under the transformation x→− x alone. Therefore, there is an asymmetry in
the scattering dynamics of this system. As we will see below, the fraction of
incident particles that are transmitted and reflected will differ depending on
the incident direction.
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In subsequent sections, we use atomic units so the electron mass m = 1
a.u. and we choose V0 = 0.27035 a.u., δ = 2 a.u., ω = 0.65 a.u.and α0 = 0.9
a.u. which have been shown to describe the quantum behaviour of a negative
chlorine ion Cl− in the presence of a laser field [11, 41–43].
A.3 Fractal Scattering
The fractal structure of the scattering process can be seen in a Poincaré
surface of section (PSS) of the dynamics. We solve Hamilton’s equations in
the KH-frame and plot p and x each time φ = π/2 + n2π, where integer n =
0, 1, 2, ... The inverted Gaussian system, in the absence of radiation, has three
primary period-2π periodic orbits (fixed points of the PSS): a stable fixed point
at (p = 0, x = 0), an unstable periodic orbit (FL) at (p = 0, x = −∞), and an
unstable periodic orbit (FR) at (p = 0, x = +∞). We define a fundamental
region R, in the PSS, whose boundaries are given by segments of the invariant
manifolds of the outer fixed points of the system. The invariant manifolds and
the fundamental area R are shown in Fig. A.1.a. The invariant manifolds are
located by taking a line of initial points with fixed x but varying p > 0 near
p = 0 and in the neigborhood of the separatrix in the absence of radiation. We
evolve the points in time and determine which points escape and which points
do not escape. The point separating these two behaviors is on the invariant
manifold. This process is repeated for different values of x until a segment
of the manifold is mapped out. The curves n-u and s-n are segments of the









































Figure A.1: A Poincaré surface of section with p and x plotted each time
φ = π/2. (a) The curves n-u and s-n ( r-p and p-v) are segments of the unstable
and stable manifolds of FL (FR), respectively. The fundamental region is
formed by the curves n-q, q-p, n-m and m-p. (b) The segments of the stable
manifolds r-p (blue-solid line) and n-s (red dashed line) are integrated backward
in time for four iterations of the PSS.
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are segments of the stable and unstable manifolds of FR, respectively. The
fundamental area is defined by the curves n-q, q-p, n-m and m-p. Because
the invariant manifolds approach the p = 0 axis exponentially as x→±∞, it
is sufficient to consider the segments shown in the figure.
In Fig. A.1.b, we show four iterations backward in time of the segments
r-p and s-n of the stable manifolds. The stable manifolds cannot intersect
themselves and they cannot intersect each other. However, they can intersect
the unstable manifolds. The curves, as they are iterated backward in time,
must enclose the same area enclosed in Fig. A.1.a. These constraints cause
them to form a fractal network of tendrils as t→−∞.
We can distinguish points associated with the asymptotic region from
those associated with the fundamental region. This becomes clear in Figs.
A.2.a and A.2.b, where the shaded regions with positive indices contain points
that lie outside the fundamental region. Iterations of these shaded regions
are shown for times ranging from t = −5 to t = +4 (nine iterations of the
PSS). As the map is iterated backward in time, the shaded regions form more
and more complex filaments that cut across the fundamental region. As the
shaded regions are iterated forward in time, they approach their respective
asymptotic regions. In Fig. A.2.a, we follow the point αn (−5≤n≤4) which is
incident from the right at time n = −5, but happens initially to be inside one
of the tendrils in the asymptotic region at that time. In Fig. A.2.b, we follow
the point βn (−5≤n≤4) which is incident from the left at time n = −5 and is



















































Figure A.2: (a) The points labeled α−5, ...., α+3 show the movement of a single
point, αn, incident from the right for nine iterations of the PSS. Initially, the
point lies in a tangle in the asymptotic region indicated by the shaded region.
The point α takes two steps inside the fundamental area R as the PSS is
iterated forward in time, and eventually the entire shaded region is mapped
back to the right and all points in it are reflected. (b) The points labeled
β−5, ...., β+4 show the movement of a single point, βn, incident from the left for
ten iterations of the PSS. The point β takes two steps inside the fundamental
region before being reflected back to the left.
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Careful inspection of Fig. A.1.b and Figs. A.2.a and A.2.b shows
that the “backward in time” filaments from the two stable manifolds become
interlaced in the tendrils that extend backward in time to the upper left,
and backward in time to the lower right. A particle, incident from the left,
that initially lies in one of these “backward in time” tendrils can either be
transmitted through the scattering region toward x = +∞ or it can be reflected
from the scattering region toward x = −∞, depending whether it initially lies
in a filament of the type shown in Fig. A.2.a or that shown in Fig. A.2.b.
In Fig. A.3.a, we show the evolution in time of a line of points initially
lying between x = −10.5 and x = −10.1 for a particle incident from the left.
The line of initial conditions, in the distant past, was chosen to lie across a
tendril far out in the asymptotic region to the left. Fig. A.3.a shows the
line of initial conditions as it is evolved forward in time, for four iterations
of the PSS, and approaches the fundamental region R. In the next iteration
the line of points will step into the fundamental region. In Fig. A.3.b, we
show the time it takes various points in this line of initial conditions to leave
the fundamental region (the delay time) regardless of whether the points are
transmitted or reflected. The delay time forms a fractal set characteristic of
this scattering process. In Fig. A.3.c, we show a plot of the number of steps
taken inside R, by the points initially lying between x = −10.5 and x = −10.1
in Fig. A.3.a. We only show results for points that take fewer than twenty
steps inside R. The step numbers for all initial points take values ranging from
zero to infinity and form a fractal which is an image of the fractal structure of
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Figure A.3: (a) The evolution in time of a line of initial conditions for a particle
incident from the left. The plot shows four iterations of the PSS. One more
iteration would show the line of points stepping inside the fundamental region
R. (b) The delay time (the time each point is delayed before being transmitted
(red) or reflected (blue)) for the line of initial points shown in (a). (c) A plot of
number of steps taken inside the fundamental region before being transmitted
(red) or reflected (blue), for those trajectories that take fewer than twenty
steps inside R. A complete plot would show step numbers ranging from one




A symbolic dynamics for this scattering process can be constructed by
examining the structure of the gaps that are cut into the unstable manifolds,
n-q and p-m by the tendrils formed by the stable manifolds r-p and s-n as they
are iterated backward in time. In Fig. A.4.a, we show the first iteration of
the stable manifolds backward in time. The shaded regions show basins of the
asymptotic regions that cut through the fundamental region R on this first
iteration of the PSS. The shaded regions cut two segments out of the unstable
manifold of FL and cut one segment out of the unstable manifold of FR. We
label the three remaining pieces of the unstable manifold of FL as “A”. “B”,
and “C” (we follow the notation in [11]). We label the two remaining pieces
of the unstable manifold of FR as “+” and “C”. In Fig. A.4.b, we show
the result of two iterations of the PSS. In this second iteration, we need to
introduce two additional symbols to fully determine the symbolic dynamics.
The left-most symbols of the unstable manifold of FL are again “A”, “B”, and
“C” because these segments are formed in exactly that same way as in Fig.
A.4.a. The segment “B-C” in Fig. A.4.a, is now cut into four segments which
we label “B”, “-”, “+”, and “C”. The symbols “+” and “C” are formed in
a manner similar to their formation in Fig. A.4.a. The two segments of the
unstable manifold of FR are now cut into four segments that are labeled “A”,



































Figure A.4: (a) The first iteration of the stable manifolds backward in time.
The shaded regions are basins of the asymptotic regions that cut through the
fundamental region R on the first iteration of the PSS. The shaded regions
cut two segments out of the unstable manifold of FL and cut one segment out
of the unstable manifold of FR. The three remaining pieces of the unstable
manifold of FL are labeled “A”, “B”, and “C”. The two remaining pieces of the
unstable manifold of FR are labeled “+” and “C”. (b) The second iteration of
the stable manifolds backward in time. The left-most symbols of the unstable
manifold of FL are “A”, “B”, and “C” . The remaining segments are labeled
“B”, “-”, “+”, and “C”. The two segments of the unstable manifold of FL are
now cut into four segments that are labeled “A”, “Ā”, “+”, and “C”.
56
A and Ā. When following the phase space flow under iterations of the PSS,
it proved useful to distinguish “-” and “+” because they give mirror image
results. However, when counting the number of symbols A and Ā that emerge
from each branch, the distinction between “-” and “+” is not important.
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Figure A.5: (a) The branching tree for symbolic dynamics associated with
scattering from the left. (b) The branching tree for scattering from the right.
Given these symbols, we can form a branching tree of symbols that
show the fractal structure that emerges with successive iterations of the PSS.
The branching tree for particles incident from the left is shown in Fig. 5.a
for four iterations of the PSS. In Fig. A.5.a, we retain both symbols “-” and
“+”. Lines with symbol
√
(red online) indicate that the particle is scattered
toward FL (is of SL type) while lines with symbol ◦ (blue online) indicates
that it is scattered toward FR (is of SR type). The branching tree for particles
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incident from the right is shown in Fig. A.5.b. We can now represent the
branching trees in terms of a transfer matrix T6 that acts on a column matrix
s6 = (A,B,C,+,−, Ā)T (T denotes transpose) formed with the six symbols
that comprise the symbolic dynamics for this system. The transfer matrix T6
is given in Eq. (3),
T6 =

1 0 0 1 1 0
1 1 0 0 0 1
1 0 1 0 0 1
0 0 1 0 0 0
0 1 0 0 0 0
0 0 0 1 1 1
 , T5 =

1 0 0 1 0
1 1 0 0 1
1 0 1 0 1
0 1 1 0 0
0 0 0 1 1
 . (A.3)
If we do not distinguish the symbols “-” and “+” and everywhere replace
symbol “-” with “+”, then the transfer matrix becomes a 5×5 matrix T5
which is also shown in Eq. (3). The transfer matrix T5 acts on a column
matrix s5 = (A,B,C,+, Ā)
T
The transfer matrices Tα (α = 5, 6) are not self adjoint. Therefore, Tα
will have α left eigenvectors ψ
(α)
j , α right eigenvectors φ
(α)
j , and α eigenvalues
λ
(α)





j′ = δj,j′ . In terms of these eigenvalues and left and right eigenvectors,








j . For both α = 5
and α = 6, there is one eigenvalue with value λ
(α)
1 = 2.3146, while for all
the other eigenvalues Re[λ
(α)
j ]≤1, j = 2, ..., α. Therefore, when the transfer







1 as n→∞. The left and
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right eigenvectors of T6 and T5 are
ψ
(6)
1 = (0.441, 0.290, 0.290, 0.381, 0.381, 0.441)
φ
(6)





1 = (0.441, 0.290, 0.290, 0.763, 0.441)
φ
(5)
1 = (0.441, 0.671, 0.671, 0.580, 0.441)
T , (A.5)
respectively. Note that, since the transfer matrices are known exactly, the
accuracy of these numbers is only limited by the accuracy of the matrix solver.
We can now reproduce the number of each of the symbols “A”, “B”,
“C”, “+”, “ -”, “Ā” at level n in the branching tree for scattering from the left
by allowing the transfer matrix to act n− 1 times on the initial partition sL1 =
(1, 1, 1, 0, 0, 0)T of the unstable manifold of FL (see Fig. A.4.a). We obtain
Tn−16 ·sL1 = 1.021(2.315)n−1φ
(6)
1 . Similarly, if we allow the transfer matrix to
act n − 1 times on the initial partition sR1 = (0, 0, 1, 1, 0, 0)T of the unstable





1 . (A similar analysis can be performed on T5.)
It only takes a few steps up the branching tree for scattering from the
left, or from the right, for the fractional distribution of symbols “A”, “B”, “C”,
“+”, “ -”, “Ā” to be determined by the fractional distribution of symbols in
the right eigenvector φ1. Thus, for both incident directions, the branching
trees, as regards the fraction of each type of symbol present, become the same.
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The fractions are fA = 0.157, fB = 0.239, fC = 0.239, f+ = 0.103, f− = 0.103,
and fĀ = 0.157.
We now can use this information, and the information in Fig. A.5.b,
to obtain a rough estimate of the likelihood that an incident particle, that
gets caught up in the fractal structure, gets transmitted or reflected. First
remember that
√
(◦) indicates a gap containing trajectories that ultimately
travel to −∞ and are of SL type (travel to +∞ and are of SR type). From
Fig. A.5.b, we see that intervals of type “A” and “Ā” in an unstable manifold,
in the next iteration of the map, will contain one SL gap and one SR gap.
Intervals of type “B” and “C”, in the next iteration of the map, will contain
two SL gaps. Intervals of type “+” and “–”, in the next iteration of the map,
will contain two SR gaps. The fraction of SL gaps, in the next iteration of
the map, is 0.636 and the fraction of SR gaps is 0.364. Thus, for particles
incident from the left, 36.4% of the gaps get transmitted and 63.6% of the
gaps get reflected. For particles incident from the right, 63.6% of the gaps get
transmitted and 36.4% get reflected.
For a given line of initial points that cross a tendril in the asymptotic
region, the percentage of gaps transmitted or reflected gives an indication
of the asymmetry of the scattering process but it does not give the actual
value for the percentage of initial points transmitted or reflected. Lines of
initial points can cross tendrils in the asymptotic region in different places,
at different angles, etc. The stepping time plots, such as that shown in Fig.
A.3.c, do give that information because they distinguish the initial points being
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scattered to the right (SR-type and colored blue online) from the initial points
being scattered to the left (SL-type and colored red online). By adding up the
length of the SR lines and the SL lines in Fig. A.3.b, we find that, for the line
of initial conditions shown in Fig. A.3, of those crossing the tendril, 44.24%
are transmitted and 55.76% are reflected.
A.5 Conclusions
The PSS that we use (plot p and x each time φ = π/2 + n2π, where
integer n = 0, 1, 2, ..) to analyze the scattering dynamics corresponds to a par-
ticular phase of the radiation field at time t=0 when we begin to follow our
trajectories. If the phase of the field is different at time t=0 then the asym-
metric scattering properties will differ in detail but will still be asymmetric.
The procedure described here can be applied to any choice of initial phase
of the radiation field. The symbolic dynamics of the scattering process, and
the resulting transfer matrix, can provide an important tool for disentangling
reflection from transmission in such scattering processes.
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Appendix B
Fractal Dimension of 2D and 3D HOCl
In Fig. B.1.a, we again plot pR versus χ, as in Fig. 3.4.b, but now with
5000 data points for χ, so that more of the fractal structure emerges. In Figs.
B.1.b and B.1.c, we enlarge the fractal regions on the left and right of Fig.
B.1.a. In Fig. B.2 we show plots of pR versus χ for the 2D model of HOCl
with the HO bond held fixed at its equilibrium displacement. Comparing Figs.
B.1.a and B.2.a, we see that the scattering dynamics of the two cases is very
similar, although there are also small differences. In both Fig. B.1.b and Fig.
B.2.b there are “mirror” points in the discontinuous regions, located directly
under the letters B, A, and C. The structures of local regions on either side
of these mirror points are approximate mirror images of each other, although
the right-hand side is compressed relative to the left-hand side. The large
scale similarities between the plots in Figs. B.1 and B.2 indicate that the
2D model of HOCl is fairly good at reproducing the regions of continuity and
discontinuity in the 3D dynamics, as long as the HO vibration is close to its
minimum value initially.
Although the plots in Figs. B.1 and B.2 are very similar, it is clear
that small parts of the intervals of continuity in the 2D case contain singular
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Figure B.1: Scattering dynamics of the 3D Cl-HO system. (a) Magnification of
Fig. 3.4.b (5000 data points for χ). (b) Magnification of the left discontinuous
region of Fig. B.1.a. (c) Magnification of the right discontinuous region of
Fig. B.1.a. (pR in dimensionless units and χ in radians.)
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points and become discontinuous in the 3D case. This is seen most clearly
when comparing the mirror points B and A in Figs. B.1.b and B.2.b, re-
spectively. These mirror-like structures repeat and can be found embedded
locally in these plots as one goes to ever finer scales in the phase space, so
there appears to be a fractal structure embedded in the phase space. Using
the “box-counting” technique, we have computed the fractal dimension of the
intervals of discontinuity that appear to the left and right of Figs. B.1.a and
B.2.a. For the interval of discontinuity on the left (enlarged in Figs. B.1.b
and B.2.b), we find that the intervals of discontinuity for 3D have a fractal
dimension of 0.88, while the intervals of discontinuity for 2D have a fractal
dimension of 0.80. For the interval of discontinuity on the right (enlarged in
Figs. B.1.c and B.2.c), we find that the intervals of discontinuity for 3D have
fractal dimension of 0.91, while the intervals of discontinuity for 2D have a
fractal dimension of 0.86.
In Fig. B.3, we show the time it takes for Cl to leave the asymptotic
region at R = 12 d.u., interact with HO, and finally return to the asymptotic
region at R = 12 d.u. for a range of values of initial phase χ in the neighbor-
hood of the mirror point at ”B”. Note that Fig. B.3 shows the running times
τ for Cl (time for Cl to “run” from its initial position at R = 12 d.u., interact
with HO (delay time), and then ”run” back to its initial position). The “run-
ning time” for a free particle to travel a distance 2R is approximately 3,000
d.u. Since the initial momentum of Cl is the same for all initial values of χ,
the times shown in Fig. B.3 differ from the delay time (the interaction time)
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Figure B.2: Scattering dynamics of the 2D Cl-HO system. (a) A plot of pR
versus χ for the case is which the bond length of the HO dimer is held fixed
at the equilibrium value req = 1.8389 d.u., pθ=5.92 d.u., and the total energy
is fixed at E = 1.231 d.u. = 25, 000 cm−1 (5000 data points for χ). (b)
Magnification of left discontinuous region in Fig. 4.a. (c) Magnification of the
right discontinuous region in Fig. 4.a. (pR in dimensionless units and χ in
radians.)
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only by a constant factor. The running time for the 3D case for ψ = π and
0.584 d.u.≤χ≤0.712 d.u. is shown in Fig. B.3.a. In Fig. B.3.b we show the
running time for the 2D case for the interval 0.679 d.u.≤χ≤0.792 d.u.. These
plots are again very similar, and they show the same fractal structure as the
corresponding plots for pR versus χ. However, the running time plots do have
some differences which show that the HO vibration can become involved in
the scattering process, even if it has very little energy initially.


















Figure B.3: Running time plots for values of χ in the neighborhood of the
mirror point B. Note that these plots contain the time for Cl to travel from
R = 12 d.u. to the reaction region, then interact with HO and return to
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