Abstract : Design problem of infinite impulse response (IIR) filters is generally a non-linear optimization problem due to the presence of denominator polynomial. Additionally, the stability condition (position of poles) must be considered when optimizing the filter coefficients. Hence, an iterative optimization is usually required to solve the design problem for stable IIR filter. In this paper, we present a new method for the design of IIR filters without iterative optimization. We employ a system identification method for time series signal where the input signal and its ideal output signal are generated by a Gaussian stochastic process with a prescribed frequency characteristic. Then, based on Parseval's theorem, we can obtain the IIR filter in the frequency domain. The advantage of the proposed method is to compute the IIR stable digital filters as a closed-form solution. That is, we can approximate the given frequency response and the constant group delay without using any iterative optimization. Also, we present a design method with specified maximum pole radius to achieve robust stability. Finally, design examples are presented to illustrate the effectiveness of the proposed method by designing a high-pass and low-pass IIR digital filter.
Introduction
Applications of digital filter are widely distributed throughout measurement, automatic control, communication and biomedical engineering. Based on the difference of impulse responses, digital filters can be categorized into two classes [1] : finite impulse response (FIR) filters [2] - [4] and infinite impulse response (IIR) filters [5] - [16] . Although the stability of FIR filters can be guaranteed, the order of FIR filters is generally higher than that of IIR filters. Hence, IIR filters are more attractive than FIR filters in point of the inexpensive implementation cost. However, the design problem of IIR filters is often nonlinear optimization problem due to the presence of denominator polynomial in transfer function. Accordingly, an iteration procedure is often utilized for designing stable IIR digital filters. Thus, the design problems of the stable IIR digital filters are generally complicated to solve.
Also, the design strategy of digital filters can be categorized by the kinds of norms. The L 2 norm (least squares design [7] , [9] , [10] ) or the L ∞ norm (minimax design [6] , [11] , [15] ) are often employed for the design of digital filters. The L 2 norm criterion optimizes the total quality of digital filter, on the other hand, the L ∞ norm guarantees the lower bound of filter performance. It should be noted that the norms above are selected based on the application and situation.
Impulse invariance method and bilinear z transform method (indirect methods) [1] are well-known as typical design methodologies for IIR filters. It is accomplished by transforming an analog prototype filter to its equivalent digital filter. It is easy to use, however, some important specifications cannot be specified. Moreover, the filters obtained by the methods above are basically lowpass filters. In order to derive any other responses (e.g. highpass, bandpass and bandstop), a transformation from the lowpass prototype filter to the desired one is needed. Also, many other direct methods (without prototype filters) for designing IIR filters have been proposed [5] - [16] . As we wrote before, the design problem of the IIR filters has a non-linearity caused by the existence of the denominator polynomial and the pole constraints (stability condition). Hence, an iterative optimization is usually required to obtain the solution in the IIR filter design.
In [16] , the cost function is finally expressed in the quadratic form by using the cost function proposed by Mullis and Roberts [5] . Accordingly, the method of [16] can obtain a solution (filter coefficients) without any iterative optimization. In [16] , the desired response is fixed to typical responses such as multi-band response and full-band differentiation. Also, the weighting function is a piecewise positive constant value and prescribed phase characteristic (constant group delay) in the passband. Then, the elements of the matrices associated with the quadratic form can be integrable. Hence, the numerical integration is not required to obtain the matrices; consequently, the programming effort can be reduced. However, the cost function is not true L 2 norm.
In this paper, we show a new approach for the design of IIR digital filters via a system identification method [17] . The specification of filter is given in frequency domain, however the optimization is performed in the time domain. (It should be noted that the specification and the optimization of the most existing methods are both considered in the frequency domain.) Then, based on Parseval's theorem, the cost function of the proposed method is true L 2 norm. We use a Gaussian stochastic process with a prescribed frequency characteristic [18] . First, we independently generate several time series signals in stop-band, transition zone and pass-band. Next, we synthesis the input signal and its ideal output signal by using the time series signals in each band. The ideal output signal is generated so as to become a perfectly filtered signal for the input signal. The group delay is specified by translating the given output signal with the prescribed sample times. Moreover, we propose a design method with specified maximum pole radius for the robust stability.
The rest of this paper is organized as follows. First, we present the problem formulation in Section 2. Next, we shortly introduce the existing method [16] in Section 3. The proposed method is presented in Section 4. We design two IIR digital filters by using the proposed method in Section 5. We show that the stable IIR filter with approximately flat group delay characteristic is obtained without using any iterative optimization. Furthermore, we compare the filter designed by our method and the one designed by the existing method [16] to estimate the effectiveness of the proposed method. Finally, we conclude the paper in Section 6.
Problem Formulation
Let the desired frequency response be H d (ω) which is specified in 0 ≤ ω < π. Now, consider the problem that approximates H d (ω) with the rational transfer function
where A(ω) is the denominator polynomial of order m and B(ω) is the numerical polynomial of order n. A(ω) and B(ω) can be respectively expressed as
where j 2 = −1, the superscript T indicates transposition of the matrix (vector). Also, a and b are the denominator and the numerator coefficient vectors defined as
with a 0 = 1. Here, let the complex error function be
The design problem of filter is formulated to minimize the cost function of E(ω). In this work, we employ the L 2 cost function (L 2 norm) defined as
Thus, a design problem for stable filter in the L 2 sense can be written as
where ρ 1 , ρ 2 , . . . , ρ m are the poles of the filter.
However, it is known that the problem (8) is hard to solve directly. For example in [7] , an iterative algorithm have been proposed to solve the problem. On the other hand, another approach is presented in [16] . Though the solution obtained in [16] is not strictly optimal in the L 2 sense, this method has several advantages: no iterative algorithm and no frequency sampling. Let us summarize the procedure of the method [16] as follows.
Existing Method

Cost Function
Instead of (7), the cost function is employed in [16] . With (2) and (3), the cost function is expressed as
where W(ω) is a weighting function. The desired response is defined by
. .
where ω i , i = 1, 2, . . . , N correspond to the passband/stopband edge frequencies, G i , i = 1, 2, . . . , N are the filter gains, and
. . , N are the desired group delays in the each band. Now, (9) can be expressed as a quadratic form:
where P is an (m + 1) × (m + 1) matrix, Q is an (m + 1) × (n + 1) matrix and R is an (n + 1) × (n + 1) matrix. Also, let P k,k , Q k,l and R l,l be the elements of P, Q and R, respectively, i.e.,
It should be noted that P k,k , Q k,l and R l,l can be computed by Table 1 .
Design Scheme without Iterative Optimization
In this section, we first rewrite (11) by redefining the vectors and the matrices as Table 1 Elements of matrices in the multi-band filters.
where
From (15) and (16), (11) can be written as
where K is an (m+n+2)×(m+n+2) matrix, x ∈ m+n+2 and is the set of the real valued coefficients. It is clear that P = P T and R = R T . It follows that K is also a symmetric matrix, i.e., K = K T . Also, we assume that K is positive definite. Let us consider the problem which minimizes the quadratic form under the constraints that the all poles are inside or on a specified circle C with radius r c (0 < r c < 1). Since the denominator polynomial A(ω) of order m has m poles, letting the poles be ρ 1 , ρ 2 , . . . , ρ m . Then, the problem can be defined as follows:
where x ∈ m+n+2 . Eq. (18b) indicates the stability constraints with prescribed stability margin. Now, divide the matrix K as
where P 00 is a 1 × 1 matrix (scalar), q is a 1 × (m + n + 1) matrix
where v is an (m + n + 1) × 1 matrix ((m + n + 1)-dimensional vertical vector) and substituting (19) into (17), we can write
Differentiating (20) with respect to v and equating the result to 0, we have 
Since a * 1 , a * 2 , . . . , a * m corresponds to the denominator coefficients, we can compute the temporary poles from a * 1 , a * 2 , . . . , a * m . When the order of the denominator polynomial is m, we get m poles, and let the poles be ρ * 1 , ρ * 2 , . . . , ρ * m . Also, let the radius of ρ * k be |ρ * k |, and the angle θ * k for k = 1, 2, . . . , m. In the complex plane, ρ k is the nearest point on C from ρ * k in the sense of Euclidean distance. Hence, if |ρ * k | > r c , replace |ρ * k | with r c for k = 1, 2, . . . , m without changing θ * k as illustrated in Fig. 1 . After replacing the poles, we recompute denominator coefficients with the new poles ρ k such that
where 1, a 1 , a 2 , . . . , a m are the new denominator coefficients. Next, we put the vector of new denominator coefficients as
Therefore in (24), all poles can be placed inside or on the specified circle C. Finally, using (24), the numerator coefficients can be obtained as
4. Proposed Method
Strategy
As we wrote before, the L 2 cost function (7) is hard to optimize for designing IIR filters. In this paper, we introduce a new method for computation of IIR filter coefficients.
Assumeŷ(k) for k = 0, 1, . . . , N is the output signal obtained by a mathematical model (difference equation) and y(k) is a desired response. Here, we define
and let E y (ω) be a frequency spectrum of e(k). Then, we can employ Parseval's theorem:
where we assume e(k) is stationary and N is large enough. Our strategy to minimize the left-hand side (time domain) of (26) instead of the right-hand side (frequency domain). Now, we use a system identification methodology as shown in Fig. 2 where u(k) is a input signal and y(k) is its response data when u(k) inputs into the unknown system. On the other hand, in the proposed method, y(k) is not a response but a given signal as shown in Fig. 3 . Thus, since u(k) and y(k) are generated with specified frequency characteristic, the least squares IIR filters design can be achieved based on the system identification. In the next section, we introduce how to generate a stochastic process with a given power spectral density function.
Stochastic Process with a Prescribed Power Spectral Density Function
The generation procedure of the stochastic process is based on a trigonometrical series [18] . Now, we let the power spectral density function with respect to a frequency f be S x ( f ). Since the sampling period is T s , the domain of f is [0, 1/(2T s )]. Here, we assume that the stochastic process is a time series signal which is generated by
with Fig. 2 System identification in general case. Fig. 3 Filter design based on system identification.
where c i are Gaussian random variables with 0 mean and variance σ 
Note that the angular frequency ω in (31) is normalized by the sampling frequency f s (= 1/T s ).
Magnitude Response
We present the method to generate an input signal u(k) and an output signal y(k). The magnitude response of u(k) or y(k) can be given by setting S x ( f ). For example, we consider the case of design for high-pass filter. First, we prepare two random signals (stochastic processes) by using (27); the former is Fig. 4 , and the latter is x H (k) where S x ( f ) of x H (k) is set as in Fig. 5 . Here, f 1 and f 2 are the band-edges, and the period f 1 ≤ f ≤ f 2 is a transition zone. In the case of filter design in frequency domain, since errors in the transition zone are generally not cared, an error is sometime enlarged in the transition zone. However, it is desired that the magnitude response is monotone decreasing or increasing. Hence, we specify the magnitude response should be monotone increasing as in Fig. 6 .
Next, let the signal after filtering be x a (k) in the transition zone where S x ( f ) of x a (k) is shown in Fig. 6 . Also in the transition zone, we generate a signal before filtering as x b (k) where S x ( f ) of x b (k) is expressed as in Fig. 7 . Fig. 4 The spectrum of x L (k). 
Now, let
Then, S x ( f ) of u(k) is shown in Fig. 8 . Also, let
Then, S x ( f ) of y(k) is shown in Fig. 9 . Hence, the lowfrequency elements of u(k) is deleted when u(k) passes through an unknown system. Then, if we identify the unknown system with H(z) based on the least-squares method, H(z) can be obtained as the high-pass filter. Similar to the case of high-pass filter, several other types of filters can be designed by setting S x ( f ). 
Group Delay
For linear phase, the output of digital filter should have a constant delay (group delay). We show how to specify the group delay in the proposed method. Let the group delay be τ. Then, the group delay can be prescribed by translating y(k) with τ-samples in the time axis as shown in Fig. 10 . Hence, τ-samples delayed signal y(k − τ) is given as the ideal output signal when the group delay is τ.
Unconstrained Optimization
We introduce an optimization scheme of IIR filter using the system identification method. Let a vector of the filter coefficients bê
Letting the estimated value of the output beŷ(k), we have a difference equation:
Let the number of data be N. Now, we define
We havê
Now, we let
Also, we define the squared-error betweenŷ(k) and y(k) as
Thus, the problem is to computex which minimizes J(x). Then, (44) can be written as
Differentiating (45) with respect tox, we have
Then, equating (46) to zero, an optimal vectorx * is obtained as
Hence, we have
It follows from (48) that
It is important to stress that the optimal solution (49) can be obtained as a closed-form; that is, any iterative optimization is not required in order to compute the filter coefficients.
Optimization under Maximum Pole Radius Constraint
Stability issue
Let us consider the stability issue of the proposed method. Assume that B is a bounded value. If the output signal is bounded as |y(k)| ≤ B for any bounded input signal with |u(k)| ≤ B, then the system will be stable. In the proposed method, the ideal output signal y(k) is generated by (33). Then, it is obvious that y(k) ≤ B since x L (k) and x H (k) are both bounded. Also, the input signal u(k) is generated by (32). It fol-
That is, the ideal output signal y(k) contains the stability condition. When identifying the unknown system with u(k) and y(k), it is expected that the transfer function H(z) will be stable if the parameters (especially N) are selected as appropriate values.
However, the stability condition is not perfect since u(k) and y(k) are both finite data. Hence, we propose a design method to achieve a robust stability by specifying a maximum pole radius of the filter. Hence, to achieve the robust stability, we employ the pole rearrangement theory (Fig. 1) proposed in [16] .
Design of the denominator coefficients
After getting the filter coefficients by (49), we compute poles by factorizing the denominator polynomial. When the filter order is m, there are m poles. Hence, let the poles be ρ * k for k = 1, 2, . . . , m. In our scheme, if |ρ * k | > r c (the poles are outside the circle C), replace |ρ * k | with r c for k = 1, 2, . . . , m as illustrated in Fig. 1 . That is, the new poles ρ k are obtained by setting
for k = 1, 2, . . . , m. The scheme is to rearrange the poles so that the effect caused by the movement of the poles is minimized as shown in [16] .
With r c , we can prescribe the stability margin in terms of the pole location. After replacing the poles, we recompute the denominator coefficients as in (23). We again let the vector of the new denominator coefficients be
If the poles can originally be located inside the circle C, then the pole rearrangement is not needed. 4.6.3 Design of the numerator coefficients Here, (45) is written as
where s and S are respectively expressed as
with S 
Then, equating (58) to zero, an optimal vector b can be obtained as
It follows from (58) and (59) that
Transposing (60), we have
From (61), the numerator coefficients can be obtained as
Thus, the filter coefficients can be computed by (51) and (62). It should be noted that the maximum pole radii are less than r c thanks to (50).
Design Examples
Example 1
First, we consider a low-pass filter [15] whose desired response is given by
The orders of the filter designed are m = 4 and n = 15. The orders are practically defined based on the performance (computing power) of hardware. In this paper, since the example is referenced by [15] , the order of the filter is the same as that in [15] . This is a case that the orders of denominator and numerator are different. The parameters are K = L = 2000, T s = 1/160 and r c = 0.9. In the simulation-based analysis, we found N = 2000 is adequate. Even if N is larger than 2000, this will not affect the performance of filter. Figure 11 shows (a) the magnitude response in dB, and (b) the group delay of the digital filter designed by the proposed method (solid lines) and the existing method [16] (dashed lines). Figure 12 shows the magnitude of complex error. Table 2 shows the coefficients of the filter designed by the proposed method. From Fig. 11 , we can see that the magnitude response is well approximated, and the group delay in the passband is approximately constant. Since oscillation of group delay is just limited in the stop band, it does not affect the filter property.
Also, Fig. 13 shows the location of the poles of the digital filter designed by the proposed method. We can see from Fig. 13 that the poles of the designed filter are all located inside the circle C with radius r c . It should be noted that the maximum pole is originally 0.7354; hence any poles are not moved anywhere. Fair comparison, the maximum pole radius of the comparative method [16] is also set to 0.7354. 
Example 2
We show one more example: a half-band high-pass filter [15] . The desired response is given by 
where the orders of the filter designed are m = n = 14 which are the same as [15] . This is a case that the orders of denominator and numerator are same. The parameters are K = L = 2000, T s = 1/160 and r c = 0.9.
Similar to Example 1, Fig. 14 shows (a) the magnitude response in dB, and (b) the group delay of the digital filter designed by the proposed method (solid lines) and the existing method [16] (dashed lines). Figure 15 shows the magnitude of complex error. Table 3 shows the coefficients of the filter designed by the proposed method. We can see from Fig. 14 that the magnitude response is well approximated, and the group delay in the passband is approximately constant. Figure 16 shows the location of the poles of designed digital filter. Figure 16 indicates the poles of the designed filter are all located on or inside the circle C with radius r c . [16] 0.016100 0.117780 Table 4 shows the comparison of the L 2 norm between our filter and the filter designed in [16] where our filter is designed by 50 different random numbers.
Conclusion
We have introduced a new approach for IIR digital filter design through a system identification method. The novelty of the proposed method is that the specification is given as the power spectral density function in the frequency domain, however the cost function is defined in the time domain. According to Parseval's theorem, the cost function is true L 2 norm. Hence, we can expect to have a better performance in the L 2 sense. However, since the proposed method uses a random number, the performance will depend on the trial. The proposed method achieves nearly linear phase and realizes robust stability, but does not require any iterative optimization.
From the design examples, we show that the magnitude response designed by the proposed method are well approximated and the group delay in the pass-band is approximately flat. The poles of the filter designed are located on or inside the specified circle; hence, the filter is robustly stable.
