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Major issues confronting young people in the transition 
from home and school to the world of work are identified 
and analyzed in the papers presented in this volume. 
Changes in the labor market, educational choices, the quali 
ty of public and private schools, the effectiveness of 
academic and vocational education, and involvement in 
delinquency and the criminal justice system are highly rele 
vant to the employment and unemployment experience of 
young people.
The National Longitudinal Surveys of Youth Labor 
Market Experience provide a uniquely rich data set for the 
analysis of these issues. Results of the analyses can add to the 
information available to policymakers who must deal with 
the labor market problems of youth.
Facts and observations expressed in the study are the sole 
responsibility of the authors. Their viewpoints do not 
necessarily represent positions of the W. E. Upjohn Institute 
for Employment Research.





MICHAEL E. BORUS is professor of industrial relations 
and human resources in the Institute of Management and 
Labor Relations, Rutgers University. Between 1977 and 1983 
he was director of the Center for Human Resource Research 
at The Ohio State University where he directed the National 
Longitudinal Surveys. Borus has been chairman of the Na 
tional Council on Employment Policy on which he now 
serves and newsletter editor and executive board member of 
the Industrial Relations Research Association. He has served 
as a consultant on the evaluation of training programs for 
many foundations and government agencies; among his 
publications is Measuring the Impact of Employment- 
Related Social Programs published by the W. E. Upjohn In 
stitute in 1979. Borus received his Ph.D. in economics from 
Yale University.
SUSAN A. CARPENTER received her MBA from The 
Ohio State University. Between 1978 and 1983 she was a 
research assistant working on the National Longitudinal 
Surveys at the Center for Human Resource Research, The 
Ohio State University.
JOAN E. CROWLEY received her Ph.D. in social 
psychology from the University of Michigan in 1978. She is 
currently employed as a senior research associate on the Na 
tional Longitudinal Surveys of Labor Market Experience. 
Her previous research on the NLS includes evaluating the ef 
fectiveness of government employment and training pro 
grams and assessing the plans of young people for their 
future education and employment, as well as the relationship 
between employment and delinquency. At present, she is in-
vestigating the effects of life cycle transitions on alcohol use 
among young adults, and the effect of retirement on the life 
satisfaction of older men.
RONALD D'AMICO received his Ph.D. in 1978 from the 
Department of Social Relations at Johns Hopkins Universi 
ty. Since that time he has been employed on the research 
staff at the Center for Human Resource Research at The 
Ohio State University. In addition to time-use research, he 
has also investigated the causes and consequences of labor 
market structure, the interrelationship between husband's 
and wife's labor supply decisions, and the nature and conse 
quences of high school employment for youth. He is current 
ly continuing his analysis of labor market organization and is 
also involved in research on the problems in the school-to- 
work transition.
THOMAS DAYMONT received his Ph.D. from the 
University of Wisconsin and is currently assistant professor 
in the Department of Industrial Relations and Organiza 
tional Behavior at Temple University. Previously he was 
senior research associate at the Center for Human Resource 
Research at The Ohio State University. He has published on 
a variety of labor market topics including equal employment 
opportunity and the determinants of sex and race inequality. 
Other research interests include changes in productivity and 
labor market success over the career and the labor market 
behavior of older workers.
WILLIAM R. MORGAN has a Ph.D. in sociology from 
the University of Chicago. He has held academic positions at 
Indiana University, Bloomington, Bayero University, 
Nigeria, and The Ohio State University. His publications 
have appeared in the American Sociological Review, 
American Journal of Sociology, Social Forces, Social 
Psychology Quarterly, and Sociology of Education. As a
vi
research scientist at the Center for Human Resource 
Research, he has also served as associate director of the 
Center's Quality of Working Life research program. He is 
currently using the NLS data to study the labor market ac 
tivity of high school dropouts and shifts in the supply of col 
lege students.
TOM K. POLLARD received a B.A. degree in economics 
from the University of Texas at Austin and a M.A. from the 
School of Labor and Industrial Relations at Michigan State 
University. After designing and administering manpower 
training projects for the Michigan Governor's Office of 
Manpower Planning during 1973 and 1974, he returned to 
the University of Texas at Austin, earning a Ph.D. in 
economics there in 1980. As a senior research associate at the 
Center for Human Resource Research at The Ohio State 
University he analyzed the National Longitudinal Survey. 
Tom is currently forecasting tax revenues, researching state 
labor market issues and constructing a regional econometric 
model for the Comptroller of Public Accounts of the State 
of Texas.
RUSSELL W. RUMBERGER is senior research associate 
and economist at the Institute for Research on Educational 
Finance and Governance, School of Education, Stanford 
University. He was formerly a senior research associate at 
the Center for Human Resource Research, The Ohio State 
University. Dr. Rumberger received his Ph.D. in the 
economics of education from Stanford University in 1978. 
His area of research includes education and work, the 
economics of education, labor economics, and education 
policy. He has published articles in scholarly journals of 
education, sociology, and economics. He has also published 
two books, Overeducation in the U.S. Labor Market (1981) 




The National Longitudinal Surveys are sponsored primari 
ly by the U.S. Department of Labor (DOL). We would like 
to thank Burt Barnow and Ellen Sehgal of the DOL Office of 
Research and Evaluation for their continuing support and 
encouragement. Chapter 2 was written at the invitation of 
Susan Sherman of the National Research Council; we thank 
her as well.
Our colleagues at the Center for Human Resource 
Research made many useful contributions to the analyses 
which appear here. Among them are Stephen Hills, Frank 
Mott, Gilbert Nestel, Herbert Parnes, Richard Santos, and 
Lois Shaw. We are also indebted to the many research 
assistants and computer programmers who worked on this 
volume; unfortunately, there are too many to identify by 
name. We also thank Phyllis Byard, Joyce Davenport, Sue 
Ellen Rumstay and Sherry Stoneman for typing the many 
drafts of the volume.
We are deeply in debt to Kezia Sproat and Anne Ber- 
tagnolli, whose editing changed government reports into an 
interesting book.
We want to thank Allan Hunt of the Upjohn Institute for 
his careful reading of this manuscript and advice on how to 
improve it.
Finally, this volume is dedicated to Patricia Shannon, 
whose death left all of us with a void that cannot be filled.
Vlll
Contents
Chapter 1 Introduction and Summary................... 1
Michael E. Boms
Chapter 2 A Description of Employed and
Unemployed Youth in 1981................... 13
Michael E. Borus
I. Description of Unemployed Youth
Age 16-21 ........................... 14
II. Description of Discouraged Workers
Age 16-21 ........................... 36
III. Description of Employed Youth ......... 37
IV. Summary and Policy Implications ........ 50
Chapter 3 Changes Over the 1970s
in the Employment Patterns
of Black and White Young Men ............... 57
Tom K. Pollard
I. Change Over the 1970s 
in Employment Means 
and Distributions ..................... 60
II. Individual Regressions ................. 66
HI. Conclusion ........................... 75
Chapter 4 Choices in Education ........................ 81
Michael E. Borus
and Susan A. Carpenter
I. Dropping Out......................... 83
II. Dropouts Returning to School ........... 91
III. Going Directly to College ............... 95
IV. Conclusions and Policy
Implications ......................... 102
IX
Chapter 5 Quantity of Learning and Quality of Life
for Public and Private High School Youth ...... Ill
William R. Morgan
I. Study Design.......................... 116
II. Sector Differences in Quantity
Versus Quality of Schooling ............ 121
III. Sector and Curriculum Effects ........... 127
IV. Quality of School Life .................. 144
Appendix to Chapter 5 ...................... 150
Chapter 6 The Economic Value of Academic 
and Vocational Training Acquired 
in High School ............................. 157
Russell W. Rumberger
and Thomas N. Daymont
I. Introduction .......................... 157
II. Academic and Vocational Training
in High School ....................... 161
III. Effects on Labor Market Outcomes ...... 166
IV. Conclusion ........................... 182
Chapter 7 The Time-Use Behavior of Young Adults ....... 193
Ronald D'Amico
I. Introduction.......................... 193
II. Measuring Time-Use in the NLS ......... 194
III. The Concomitants of Time-Use .......... 198
IV. Conclusion ........................... 237
Chapter 8 Delinquency and Employment ................ 239
Joan E. Crowley
I. Measuring Delinquency................. 240
II. Crime and Work ...................... 253
III. Conclusions .......................... 282
Chapter 1 
Introduction and Summary
by Michael £. Borus
This volume contains analyses based on data from the 
1979, 1980 and 1981 National Longitudinal Surveys of 
Youth Labor Market Experience. These data, collected for a 
nationally representative sample of 12,686 youth age 14-22 in 
1979 of whom 12,141 and 12,195 were reinterviewed in
1980 and 1981, respectively permit analysis of the changes 
in young peoples' lives as they move from an environment of 
family, home and school to a more independent life. 1 Early 
chapters show the employment situation of young people 
and how changes in the labor market may have affected 
employment and unemployment over the decade of the 
1970s. The middle chapters discuss schooling decisions (in 
particular dropping out, returning to school and going to 
college), whether private or public schools are more effec 
tive, and whether vocational education is superior prepara 
tion for employment. Final chapters discuss how young peo 
ple spend their time, which youth are involved in delinquen 
cy and the criminal justice system, and how such involve 
ment may affect employment. The remainder of this chapter 
is a summary of all these findings.
Chapter 2 surveys the employment status in the Spring of
1981 of youth age 16 to 21. Multivariate analysis indicates 
that the incidence of unemployment, as shown by unemploy 
ment rates, is concentrated among certain groups of youth.
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It was found for young women that the probability of being 
unemployed was higher for the young, for high school 
dropouts and graduates as compared with high school 
students, for black young women and those who resided in 
families where the income level was below the poverty line, 
those who had previously received government employment 
and training services and those living in their parental 
households. Unemployment was also higher in the North 
east, in urban areas, and in those areas where the unemploy 
ment rate was 12 percent or more. Among young men, the 
unemployment rate was higher among high school dropouts, 
among blacks and those in poverty, and among those youth 
living in their parental homes. However, unlike the case for 
females, male college students had lower probabilities of 
unemployment than high school students and very little dif 
ference in unemployment rates occurred by age. Young men 
in areas of unemployment between 9 and 11.9 percent had 
the highest rates of unemployment, as did those living in the 
North Central region, and for males receipt of government 
employment and training services was not associated with 
higher probabilities of being unemployed.
The majority of unemployed youth said that they were 
looking for work because they needed money. However, 
only 1 in 13 said they were looking for work to support 
themselves or to help with family expenses. The unemployed 
young people primarily made direct application to employers 
as their method of job search, although nearly a third check 
ed local newspapers and between 10 and 20 percent used the 
public employment service, asked friends or relatives and 
placed or answered advertisements. About half were seeking 
full time work and a large proportion said that they would 
take any kind of work or could not identify a specific oc 
cupation. More than half of the youth said that they would 
take jobs at or below the minimum wage.
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These data suggest questions about the seriousness of 
unemployment among many of these youth. To test this 
seriousness, we constructed an arbitrary definition of hard 
core unemployed youth. This definition included 1 in 11 
unemployed youth, or about 300,000. It was found that the 
hard-core unemployed tended to be older, more likely to 
have participated in training, to be married, to have 
children, to live in a central city of an SMSA, and to live in 
an area of high unemployment than was true of all 
unemployed youth.
In the Spring of 1981, approximately 56 percent of 16-to 
21-year-olds were employed. The employment-to-population 
ratio rose with age, was lower for blacks than for Hispanics 
and whites, was considerably higher among high school 
graduates not enrolled in college than for college or high 
school students or high school dropouts and was con 
siderably higher for men who had been married and lower 
for young women who were married and living with their 
husbands. The proportion of youth who were employed was 
highest in the West and Northeast and lowest in the South, 
and higher in urban than in rural areas. When a multivariate 
analysis was used, however, several differences appeared. 
Holding other factors constant, living in the South led to 
significantly more employment for males than those living in 
the North Central states. Residence in a rural area did not 
significantly influence the probability of employment, nor 
did living in the central city of an SMSA.
The jobs held by young people tended to be sex 
stereotyped. Young women were concentrated in clerical, 
service and sales jobs, while young men were employed in 
service jobs and as laborers, craftsmen and operatives. Of 
those young people who provided hourly rate of pay infor 
mation, nearly one-fourth were working at jobs paying less 
than the minimum wage, and an additional 12 percent were
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working at the minimum wage. Over three-quarters of the 
jobs held by youth required educational levels below high 
school graduation and nearly half required no more than a 
short demonstration to learn. An additional one-fifth re 
quired less than 30 days on-the-job specific vocational train 
ing.
Chapter 3 investigates the relative employment positions 
of black and white young men in 1971 and 1979 who were 
out of school, 18-21 years old, and not in the military. The 
mean number of weeks of employment was dramatically 
lower for blacks in 1979 than in 1971. The proportions with 
no employment during the year or who worked 12 or less 
weeks increased much more for blacks than for whites. Dur 
ing 1971 the majority of blacks held multiple jobs, while the 
majority of whites held a single job; blacks showed relatively 
high turnover out of employment, with substantial periods 
of not working, but whites were more likely than blacks to 
hold a single job and to have less time between jobs if they 
did change employers. By 1979, however, blacks were more 
likely to have had but one employer, while among whites 
multiple job holding increased. Thus, over the decade 
employment declined somewhat among whites, apparently 
due to higher job turnover. On the other hand, the decline in 
black employment over the decade appears due to periods of 
lengthy joblessness among a growing subsample of the black 
population.
Multiple regression analysis was conducted in an attempt 
to explain these patterns. It was found that declines in mar 
riage decreased the time that blacks were employed, and that 
shifts of blacks from the South to other parts of the country, 
and the growing number of blacks relative to whites living in 
SMSAs also contributed to lower black employment over the 
decade. On the other hand, changes in the distributions and 
effects of education and age between blacks and whites 
lessened the employment gap.
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Most important, the regression analysis indicates that in 
1971, lack of employment among blacks resulted from 
higher turnover and a stronger positive relationship between 
turnover and joblessness than existed for whites. In 1979, 
however, blacks had less turnover than whites and the rela 
tionship between number of employers and total employ 
ment was much weaker than in 1971. Thus, blacks did not 
gain from reduced turnover.
Further, as already noted, a substantial increase appeared 
in the number of blacks who had no employment during the 
year, along with a relative increase over the decade in the ex 
tent to which low employment in one year predicted low 
employment in the next year for blacks. Thus, one can con 
clude that the relative decline in employment was due to the 
relative concentration of joblessness among a group of black 
youth over the decade of the 1970s and not due to increased 
turnover and job search.
Three schooling decisions are studied in chapter 4: the 
decision to drop out of school without finishing the 12th 
grade, the decision to return to school after having dropped 
out, and the decision to go directly on to college after com 
pleting 12th grade. Black and Hispanic youth have higher 
dropout rates and lower probabilities of moving from high 
school directly to college than do whites, but these dif 
ferences are not due to race and ethnicity; when family 
background, attitude and schooling variables are taken into 
account, minorities are no more likely than whites to drop 
out of school or not to continue on to college.
Coming from a poverty household and being unemployed 
while in school tend to raise the probability of dropping out, 
other factors held constant. The effects of these two 
variables are not large, however, and a reduction of less than 
one percentage point in the national dropout rate would 
result if there were no poverty and all youth were employed
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or not in the labor force. Although on average youth from 
poor families were less likely to attend college immediately 
following the 12th grade, this, too, was probably due to 
family background variables; when these were controlled, 
the differences between poor and nonpoor youth were not 
statistically significant.
School segregation did not affect either the dropout or col 
lege attendance probabilities significantly when other factors 
were controlled. This finding appears to indicate that in 
tegration efforts will not affect these two variables directly.
Participation in a college preparatory program is 
associated with lower dropout rates and higher college atten 
dance. It is not possible, however, to say if placement of 
more students in college preparatory tracks would lead to 
reduced numbers of dropouts because self-selection may be 
involved.
Other school characteristics appear to have only limited 
influence on dropout and college attendance rates. The 
dropout rate was somewhat higher in schools with higher 
student-teacher ratios and less local government funds. 
Although lowering student-teacher ratios and increasing 
government expenditures on education would lead to some 
reduction in dropouts, the data suggest that the impact of 
these policies would not be very great.
Pregnancy is one of the major reasons teenagers drop out 
of school. Obviously, to the extent that childbearing is 
delayed until schooling is completed, educational attainment 
will be increased as will these young peoples' subsequent 
labor market success, which is correlated with high school 
graduation.
In 1981 Coleman, Hoffer and Kilgore published a study 
which concluded that public secondary schools provide an 
inferior education relative to private schools. Chapter 5 uses
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the NLS data, with its larger sample of schools, to test this 
conclusion. Two outcomes were measured: score on the 
Armed Forces Qualifications Test and educational expecta 
tions, using multivariate analyses to account for family 
background and other variables which might be correlated 
with choice of type of secondary school.
The results indicate that students in nonpublic schools 
were much more likely to be enrolled in college preparatory 
curricula and less likely to participate in vocational training, 
and it is the choice of curriculum that is crucial in determin 
ing the youths' achievement scores, not the type of school. 
Also, while there was a slight increase in expected education 
among students in Catholic schools, this was not the case for 
other private schools when curriculum was taken into ac 
count. Thus, the clear conclusion is that being in the college 
preparatory curriculum in either public or private secondary 
schools is much more critical than the type of school for 
maximizing the two educational outcomes.
Although taking college preparatory courses increased 
achievement and educational expectations equally for all 
three racial-ethnic groups, analyses conducted separately by 
race and ethnic background show some differences between 
public and private school students. Hispanics had higher 
achievement levels when in a private school, particularly in 
their scores on word knowledge and paragraph comprehen 
sion.
There are some nonachievement benefits to be derived 
from private school enrollment. Estimates of some quality of 
school life variables were higher for private school students: 
i.e., quality of class instruction, strictness of discipline, and, 
to a lesser extent, personal safety and friendship oppor 
tunities at school. Private school students, however, rated 
lower than public school students in their degree of learning 
freedom and opportunities for job counseling. Thus, except
8 Introduction and Summary
for Hispanics, beliefs about the superiority of private educa 
tion should be restricted to the quality areas. Learning is not 
better in private schools.
Chapter 6 investigates the effects of high school cur 
riculum on the labor market experience of young men and 
women who do not go on to college. For young women, an 
additional half year of academic or vocational courses in 
creases hourly earnings by 3 percent, reduces unemployment 
by 1.5 weeks per year and increases annual hours worked by 
150 hours. For young men, academic and vocational training 
do not affect hourly earnings, but both types of training 
reduce the number of weeks unemployed, and vocational 
training increases the number of hours worked annually. Ap 
parently both academic and vocational curricula have a 
significant positive impact on labor market success.
Vocational training taken in conjunction with a planned 
program has a greater impact on labor market outcomes of 
high school graduates than does a random series of voca 
tional courses taken in unrelated areas. The payoff for voca 
tional training is also higher for persons employed in jobs 
where their training can be used, and the strongest voca 
tional training effects are associated with office occupations. 
No difference appears between disadvantaged and not disad- 
vantaged youth in the effects of vocational and academic 
training on weeks unemployed or hours worked, but voca 
tional training has stronger effects on hourly earnings of 
youth who are not disadvantaged. The effect of vocational 
training on hourly earnings also appears smaller for blacks 
than for whites.
How young people spend their time is the subject of 
chapter 7. The data refer to an average week in the Spring of 
1981. Among youth who work, the length of the average 
workweek shows only modest variance across race and sex 
groups. White females work the shortest week, 28 hours,
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while Hispanic males are employed for the longest period, 35 
hours. Generally, women work two to four hours less per 
week than do men. On the job, females spend about twice as 
much time as males reading and writing and considerably 
more time dealing with people. However, both men and 
women spend about three-quarters of their time working 
with their hands.
Those enrolled in school spend between 25 and 30 hours a 
week at school; 18-22 of these hours are spent in class. The 
students spend from 7-9 hours per week studying away from 
school. American youth also spend a substantial part of their 
week watching TV, with females averaging about 2.3 hours a 
day and males 1.8 hours. In contrast to their leisure time 
spent watching TV, there is strikingly little time spent 
reading during the week less than three-quarters of an hour 
per day. Finally, the youth spend between 8 and 19 hours a 
week on household chores, with women spending approx 
imately twice as much time on these activities as young men.
When the time-use of youth is examined by their socio- 
economic status (SES), it is found that those from high SES 
households spend two to three less hours per week at work if 
employed and approximately one and one-half hours per 
week more in reading and four to six hours less watching TV 
than do youth from low socio-economic households. This 
finding may reflect in part the fact that those youth from 
high SES backgrounds are much more likely to be enrolled as 
full-time students. Finally, the youth from low socio- 
economic backgrounds are more likely to be in jobs where 
they spend time working with their hands than is true of the 
youth from higher socio-economic backgrounds.
When the time-use of nonstudents who are unemployed is 
examined, it is found that relatively few are involved in any 
kind of training program 3 to 4 percent. Quite surprisingly, 
the number of hours spent by the unemployed looking for
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work is very small roughly 3.5 hours per week for young 
women and 5.5 hours per week for young men.
Chapter 8 treats delinquent behavior among youth, and by 
any measure criminal or disruptive behavior is widespread. 
Substantially over half of the respondents report some level 
of illegal behavior, and one-third of the males report some 
form of police contact. A substantial minority of youth, one- 
fifth of males and one-tenth of females, report that at least 
part of their financial support is derived from illegal ac 
tivities. Marijuana and its derivatives had been used at least 
once in the previous year by almost half of the sample, and 
older respondents reported more prevalent use. Illegal 
behavior other than drug use is reported more frequently by 
youth under the age of 18 than by adults.
As expected, males report much more frequent illegal 
behavior than females. Besides gender, the other major 
variable associated with the distribution of delinquency is 
school enrollment status: dropouts are much more likely to 
participate in virtually every category of illegal behavior, and 
the association between illegal behavior and social class, 
measured by race and poverty status, is much weaker than 
the association with education. Among males it is the non- 
poor who are more delinquent, particularly in drinking and 
drug use, although males from nonpoor families are also 
more likely to report vandalism, shoplifting, assault and 
fraud. Likewise, more affluent women are more likely to 
report alcohol and drug use than are poor women, although 
poor women report more involvement with offenses involv 
ing personal violence. Few major differences appear by race, 
although drug use and drinking are more common among 
whites than among Hispanics and blacks.
The results for reports of police contacts parallel the 
results for illegal activities. Males and dropouts have 
substantially more contacts with police than do females and
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other enrollment status groups. There is no difference by in 
come in frequency of young males being stopped by police 
without further processing, and poor females are actually 
somewhat less likely than affluent females to be simply stop 
ped by police. However, poor youth are consistently more 
likely to be formally charged, convicted, put on probation or 
incarcerated than are nonpoor youth.
The link between employment and crime was tested using 
a model based on both sociological and economic accounts 
of the causation of delinquency. Contrary to the hypothesis 
that crime substitutes for employment as a source of income, 
employed high school students were actually more likely to 
participate in illegal activities, particularly drug use. This 
relationship probably reflects the greater discretionary in 
come and freedom from adult control among youth who are 
working. Among noncollege youth 18-23 years old, however, 
there did seem to be a tendency for youth who reported 
higher levels of illegal income to report more weeks 
unemployed.
The picture of the youth labor market presented here 
derives from statistical analyses of data collected from young 
Americans during three years in the late twentieth century. 
Our findings are not intended to suggest that what has hap 
pened to large proportions of NLS respondents might hap 
pen in the life of any specific individual in the future. It is 
hoped instead that the studies presented here will suggest 
routes to improvements in the youth labor market.
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NOTE
1. More detailed information on the surveys appears in Center for 
Human Resource Research (1983).
REFERENCE
Center for Human Resource Research. 1983. NLS Handbook, 1983. 
Columbus: The Ohio State University.
Chapter 2
A Description of Employed 
and Unemployed Youth in 1981*
by Michael £. Borus
The problems of youth unemployment have occupied the 
attention of policymakers and social scientists for many 
years. Particular emphasis has been given to this subject for 
the last half dozen years because unemployment among 
youth has grown both in absolute numbers, relative to the 
population of youth (as measured by the unemployment rate 
of youth) and as a proportion of total unemployment. A 
number of hypotheses have been suggested to explain this in 
crease. These hypotheses are tested elsewhere in this volume 
and in other studies. 1
This chapter describes the magnitude of the youth 
unemployment problem. In addition to presenting informa 
tion on unemployed youth, we also describe the 
characteristics of discouraged workers, i.e., youth who are 
no longer looking for work because they believe that no jobs 
are available. In an expanding economy, these young people 
will soon begin job search again and thus shift to the
*A longer, somewhat different version of this paper was commissioned by and prepared for 
the Committee on Vocational Education and Economic Development in Depressed Areas 
(Commission on Behavioral and Social Sciences and Education, National Research Coun 
cil). Tables from that paper appear in Appendix A of the committee's final report, Educa 
tion for Tomorrow's Jobs, published by the National Academy Press, 1983.
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category of the unemployed. Finally, employed youth serve 
as a useful reference group for the unemployed because the 
types of jobs they have may also be available for 
unemployed youth.
Data from the National Longitudinal Surveys of Youth 
Labor Market Experience gathered in the Spring of 1981 will 
be used to describe the characteristics of employed and 
unemployed youth as of that time. Most analyses are limited 
to youth who were age 16 to 21 at that interview. 2
I. Description of Unemployed 
Youth Age 16 - 21
One can piece together a picture of unemployed youth by 
examining their various characteristics as of the Spring of 
1981. Overall, approximately three and a half million youth 
were unemployed and the unemployment rate for youth age 
16-21 was 20 percent, according to the NLS. 3
Approximately 400,000 more young men than young 
women were unemployed and the unemployment rate among 
the males 16 percent was three percentage points higher 
than for the women (table 2.1). With the exception of 
21-year-olds, the male unemployment rates were higher than 
or equal to the rates for women of the same age. Unemploy 
ment rates were higher for females than for males in a few 
subgroups of youth: blacks, high school dropouts, those 
youth with less than high school educations, those who were 
or had been married, persons who had children in their 
household and youth in the Northeast.
The unemployment rate declined substantially as the 
youth aged (table 2.1). The rate was 31 percent among 
16-year-olds but only 13 percent among those who were 21 
years old. The decline was steady for both males and females 
with the exception of 21-year-old females, who had a higher 
unemployment rate than 20-year-olds.
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Table 2.1
Distribution of Youth Age 16-21 by Sex, 




















































































































































































































































a. Persons 16 years of age born in 1965, i.e., those having their birthday between January 
1, 1981 and the interview date, are not included. This reduces the number of 16-year-olds 
by approximately 21 percent.
Unemployment among minority youth was particularly 
high (table 2.2). The rate among blacks was 37 percent, com 
pared to 24 percent for Hispanics and 18 percent for whites. 
Although blacks accounted for 14 percent of the youth 
population, they made up 23 percent of the unemployed. 
More than one million black and Hispanic youth were 
unemployed in the Spring of 1981.
As would be expected, table 2.3 shows high school 
dropouts suffered the highest unemployment rates 37 per 
cent for females and 29 percent for males. Only slightly 
lower were the unemployment rates for high school 
students 27 percent overall, 26 percent for females and 29
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percent for males. These two groups high school dropouts 
and high school students representing slightly less than half 
of the youth population, accounted for nearly 63 percent of 
the unemployed. The reasons for their unemployment, 
however, are different: dropouts are viewed as lacking skills 
and motivation while high school students are restricted in 
the hours of employment that they are willing and able to 
work.
Table 2.2
Distribution of Youth Age 16-21 by Sex, 


























































































































































a. Persons 16 years of age born in 1965, i.e., those having their birthday between January 
1, 1981 and the interview date, are not included. This reduces the number of 16-year-olds 
by approximately 21 percent.
Table 2.3
Distribution of Youth Age 16-21 by Sex, 
Employment Status and Enrollment Status, Spring 1981a
Females
Enrollment status as






































































































































































































a. Persons 16 years of age born in 1965, i.e., those having their birthday between January 
1, 1981 and the interview date, are not included. This reduces the number of 16-year-olds 
by approximately 21 percent, 
b. School enrollment status information was not available for 17,500 youth.
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Unemployment rates are directly related to lack of educa 
tion (table 2.4). The unemployment rate for those with less 
than one year of high school completed was an extremely 
high 40 percent; for those who had completed some high 
school but not the 12th grade it declined to 28 percent, and 
for those who had completed college (a relatively small 
number in this age group) it fell to only 3 percent.
Nearly 24 percent of the youth had participated in a 
government-sponsored employment or training program. 
The unemployment rate was 27 percent for those individuals 
who had participated in a program (but were no longer par 
ticipating) as compared with 19 percent of those who had 
never participated. The fact that the poor and minorities are 
primarily the individuals eligible for government employ 
ment and training programs may partly explain why par 
ticipating youth continue to have higher than average 
unemployment rates.
On the other hand, if one looks at those who had training 
other than in regular school and government programs, one 
finds somewhat lower unemployment rates than among 
those who did not 17 percent compared to 21 percent. 
These observed lower rates for those who had received 
primarily post-secondary vocational training may reflect the 
benefits of receiving such training or the somewhat older age 
of persons who participate. In either case, the declines in the 
unemployment rate were not dramatic.
Only one in seven youth age 16-21 had ever been married, 
although nearly 20 percent of the young women had. Young 
men who had married had much lower unemployment rates 
than did those who never married. Married and single young 
women had the same rate, however, and women who were 
divorced or separated had an unemployment rate nearly half 
again as high as those who never married or who were mar 
ried and living with their spouse.
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About 15 percent of the women and 4 percent of the 
men 10 percent of all youth had children of their own liv 
ing with them. Again we find different patterns for men and 
women. Young women with children had much higher 
unemployment rates than those without children 31 per 
cent as compared to 18 percent. Among males, the 
unemployment rates were 18 percent and 22 percent, respec 
tively.
Two-thirds of all youth lived with their parents, but nearly 
80 percent of the unemployed lived in their parents' 
homes 84 percent of the males and 73 percent of the 
females (table 2.5). The higher rate of unemployment among 
those living with their parents may be a function of the 
younger age of youth with this living arrangement.
In 1981 there were slightly higher youth unemployment 
rates in the North Central and Southern regions than in the 
Northeast and West, although the differences were not 
dramatic. Males had a 27 percent unemployment rate in the 
North Central states, the highest rate of the four regions. In 
contrast, the female unemployment rate of 17 percent in that 
region was the lowest of the four parts of the country. This 
difference may reflect the substantial layoffs in manufactur 
ing and construction in this section of the country which af 
fected males more than females.
Youth living in counties which were 50 percent or more 
rural had identical unemployment rates with those living in 
counties that were 50 percent or more urban. There were 
slight differences based on location in or out of an SMSA. 
Those not in an SMSA had an unemployment rate of 21 per 
cent, which was slightly lower than the 24 percent for those 
living in the central city of an SMSA and slightly higher than 
the 18 percent unemployment rate of those living in an 
SMSA but not in the central city. These figures contradict 
the commonly held belief that youth unemployment is highly 
concentrated in the central cities of SMSAs.
22 Employed and Unemployed Youth
Table 2.4
Distribution of Youth Age 16-21 by Sex, 
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a. Persons 16 years of age born in 1965, i.e., those having their birthday between January 
1, 1981 and the interview date, are not included. This reduces the number of 16-year-olds 
by approximately 21 percent, 
b. School enrollment status information was not available for 17,500 youth.
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Youth unemployment followed a pattern of general 
unemployment in that the rates were higher in local areas 
which had high overall unemployment rates. The youth 
unemployment rate was 18 percent in areas with less than 6 
percent unemployment, 20 percent in those that had between 
6 and 9 percent unemployment, and about 26 percent in 
those areas having 9 percent or higher unemployment rates.
Table 2.5
Distribution of Youth Age 16-21 by Sex,
Employment Status and Living Arrangements
at Time of 1981 Interview, Spring 1981 a
Females
Living arrange 
ments at time 
of 1981 interview
Living with No. (OOOs) 
parents Percent
Away from No. (OOOs) 
household in Percent 
college or military
Living in own No. (OOOs) 
household Percent
Total No. (OOOs) 
Percent
Living arrange 
ments at time 
of 1981 interview
Living with No. (OOOs) 
parents Percent
Away from No. (OOOs) 
household in Percent 
college or military
Living in own No. (OOOs) 
household Percent






































































































































a. Persons 16 years of age born in 1965, i.e., those having their birthday between January 
1, 1981 and the interview date, are not included. This reduces the number of 16-year-olds 
by approximately 21 percent.
When asked why they were looking for work, a majority 
of the unemployed who provided a reason, said that they 
were doing so because they needed money (table 2.6). 
Another fifth had either lost or quit their previous job. On 
the other hand, only about 1 in 13 said that they were look 
ing for work to support themselves or help with family ex 
penses.
Unemployed young people, like adults, relied most heavily 
on direct applications to employers in their search for 
employment; 58 percent of the unemployed made direct ap 
plication to employers. The next most popular method of 
job search was checking local newspapers, used by 31 per 
cent of the youth. Approximately 1 in 6 used the public 
employment service and a similar percentage asked friends 
or relatives about employment. Placing or answering adver 
tisements was used by about 12 percent of the sample. The 
type of job search did not vary appreciably by sex, although
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females were more likely to look in the newspaper and place 
or answer ads while males were slightly more likely to use 
friends and relatives. It should be noted that school employ 
ment services were used by only 6 percent of the youth and 
private employment agencies by 4 percent.
Table 2.6
Distribution of Reasons for Looking for Work 
































































































a. Persons 16 years of age born in 1965, i.e., those having their birthday between January 
1, 1981 and the interview date, are not included. This reduces the number of 16-year-olds 
by approximately 21 percent.
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Approximately half of the unemployed youth, 48 percent, 
sought full time employment. The remaining youth (who 
were primarily younger and in school) wanted only part-time 
employment. When asked what kind of work they were seek 
ing, 40 percent of the males and 27 percent of the females 
said either that they would take any kind of work or could 
not identify an occupation. Of the others, the females were 
primarily searching for clerical (28 percent of the 
unemployed), service (20 percent of the unemployed) and 
sales jobs (12 percent of the unemployed). None of the other 
occupational categories were sought by even as many as 5 
percent of the young female unemployed. Among males, 14 
percent sought jobs as laborers, 12 percent in service jobs 
and 12 percent in jobs in the crafts.
When asked the wage rate necessary to induce them to 
take the jobs they were seeking (the reservation wage), the 
largest group responded with the federal minimum wage of 
$3.35 (38 percent of those who gave a reservation wage). See 
table 2.7. It should be noted that 21 percent of those who 
provided a reservation wage said that they would take jobs at 
less than the minimum wage, although the vast majority of 
these set a reservation wage between $3.00 and $3.34. It is 
also true that females were more likely to accept sub- 
minimum wages than were males.
The Hard-Core Unemployed Age 16-21
The previous section has described all of the youth who 
were unemployed. It is possible to argue that the need for 
employment among many of these youth is not great; they 
are in school, they live in their parents' homes, they seek 
only part-time employment, and they may have been 
unemployed for only a short period of time. Therefore, it 
may be useful to examine the characteristics of those youth 
who were truly among the hard-core unemployed, although
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Table 2.7
Minimum Wage Necessary to Induce Unemployed Youth Age 16-21 


























































































































a. Persons 16 years of age born in 1965, i.e., those having their birthday between January 
1, 1981 and the interview date, are not included. This reduces the number of 16-year-olds 
by approximately 21 percent.
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obviously, the definition of who they are must be arbitrary. 
For the purposes of this paper the following definition will 
be used: youth who are out of school; who reside either in 
their own or their parents' household where the family in 
come is below the poverty level; and who have been 
unemployed at least ten weeks. Using this definition about 
300,000, or 1 in 11, unemployed youth were hard-core 
unemployed in the Spring of 1981.
The hard-core unemployed were almost equally divided 
between males and females. Very few were less than 18 years 
of age and they were distributed about equally among 18-, 
19-, 20- and 21-year-olds. According to our definition, the 
proportion of unemployed youth who were hard-core did 
not vary substantially by race it was 11 percent of the 
unemployed blacks, 10 percent of the Hispanics, and 8 per 
cent of the whites. Contrary to what might be expected, the 
proportion of the unemployed who were hard-core also did 
not vary depending on whether one was a high school 
dropout or graduate. Eighteen percent of unemployed high 
school dropouts were hard-core, as were 16 percent of 
unemployed high school graduates who were not enrolled. 
The proportion did vary, however, with educational attain 
ment. Twenty-one percent of the unemployed who had no 
schooling through eight years of education were hard-core, 
as compared to 5 percent of the unemployed who had some 
high school, and 14 percent of those who had completed the 
12th grade. 4 Of those unemployed youth who received 
government training prior to the 1981 interview, 13 percent 
could be labeled hard-core, while only 7 percent of those 
who had never received government employment or training 
were classified in this way. Similarly, 11 percent of the 
unemployed who had received training other than in regular 
schools and government programs were hard-core as com 
pared to 8 percent of those who had not participated in such 
programs.
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The nature of the definition of hard-core unemployed 
leads to strikingly different proportions based on family liv 
ing circumstances. Six percent of those unemployed youth 
who had never married fell into the category of hard-core 
unemployed as opposed to 25 percent of those who were 
married and living with their spouse and 31 percent of the 
youth in other marital situations; 27 percent of the 
respondents who had a child in their household were 
categorized as hard-core unemployed as compared with only 
7 percent of those respondents who did not have their own 
children in their household; and 29 percent of those living in 
their own households met the hard-core definition while only 
5 percent of those living with their parents did so.
On a regional basis, the proportions of the unemployed 
who were hard-core were very similar except in the West, 
where 14 percent of the unemployed met the definition. The 
proportion who were hard-core did not vary with rural or ur 
ban residence, although youth identified as living in the cen 
tral city of an SMSA had a slightly larger proportion who 
were hard-core, 13 percent, as compared to those in an 
SMSA who were not in the central city, 6 percent, and those 
not in an SMSA, 8 percent. Finally, the proportion of 
unemployed youth who were hard-core increased from 6 per 
cent in areas with less than 6 percent unemployment to 9 per 
cent in areas with 6.0 to 8.9 percent unemployment to 15 per 
cent in areas of 9.0 to 11.9 percent unemployment, but then 
fell to 7 percent among those living in areas where the 
unemployment rate exceeded 12 percent.
To summarize: using an arbitrary definition, we find that 
the hard-core unemployed tended to be older, more likely to 
have participated in training, to be married, to have 
children, to live in the central city of an SMSA, and to live in 
an area of high unemployment than was true of all 
unemployed youth.
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Multivariate Analysis of the Unemployed
Because many of the characteristics associated with being 
unemployed are correlated, a multivariate analysis was 
undertaken. A probit equation was estimated to calculate the 
independent influence of various characteristics when others 
were taken into account. Separate equations estimated for 
females and males appear in tables 2.8 and 2.9.
For young women, the probability of being unemployed 
was higher among high school dropouts and graduates than 
among high school students, and this probability declined 
with age. Black young women had a higher probability of be 
ing unemployed, as did those who resided in families whose 
income was below the poverty line. The probability of 
unemployment was higher among those who had previously 
received government employment and training services and 
who lived in their parental household. Finally, unemploy 
ment was significantly higher in the Northeast than in the 
South or North Central states, in urban areas and in those 
areas with unemployment rates of 12 percent or more.
Among the young men, many of the same factors were 
associated with unemployment. The unemployment rate was 
higher for high school dropouts than for high school 
students, among blacks and those in poverty, and among 
those youth living in their parents' households. Unlike the 
females, however, college students had significantly lower 
probabilities of unemployment than high school students, 
and only among 21-year-olds was there a significantly lower 
probability of unemployment than was true of 16-year-olds. 
Youth unemployment was highest in areas with 9.0 to 11.9 
percent aggregate unemployment and in the North Central 
region. Finally, unlike the findings for females, for males the 
receipt of government employment and training services was 
not associated with significantly higher probabilities of being 
unemployed.
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Table 2.8
Probit Estimates of the Probability 
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Constant
N = 3801













































a. Persons 16 years of age born in 1965, i.e., those having their birthday between January 
1, 1981 and the interview date, are not included. This reduces the number of 16-year-olds 
by approximately 21 percent. 
+ Significant at P s .10
 Significant at P<.05
**Significant at Ps.Ol
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Table 2.9
Probit Estimates of the Probability 
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6.0 percent to 8.9 percent 
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Constant 
N = 3711 













a. Persons 16 years of age born in 1965, i.e., those having their birthday between January 
1, 1981 and the interview date, are not included. This reduces the number of 16-year-olds 
by approximately 21 percent. 
+ Significant at P<.10
* Significant at P < .05
**Significant atPs.Ol
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In summary, the multivariate analysis revealed only a few 
changes from the bivariate analysis. The decline with age in 
the probability of being unemployed was not so dramatic 
among males. High school students were less likely to be 
unemployed when other factors were taken into account 
than was evidenced in the bivariate tables. Participation in a 
government employment or training program was only 
significantly associated with unemployment among females, 
and receipt of training other than in school or government 
programs neither increased nor decreased the probability of 
unemployment significantly. Marital status and having 
children in the household did not make a difference in the 
multivariate framework, although they did in the cross- 
tabular analysis. The other factors found to be associated 
with higher unemployment in the bivariate tables were also 
significant in the multivariate analyses.
II. Description of Discouraged Workers 
Age 16 - 21
Among the over seven million youth age 16-21 who were 
not in the labor force in the Spring of 1981 were approx 
imately 200,000 young people who were not looking for 
work because they believed no jobs were available. 
Presumably, most of these youth would seek work if 
employment opportunities were more readily available.
The characteristics of the discouraged workers differed 
somewhat from those of the unemployed. The discouraged 
workers were more concentrated among 16- and 21-year-olds 
than was true of the unemployed. Blacks made up 34 percent 
of the discouraged youth but only 23 percent of the 
unemployed. More of the discouraged workers were 
dropouts and fewer of them were high school graduates than 
was true among the unemployed. The discouraged workers 
had a higher proportion with less than 12 years of education
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or with some college than was true for the unemployed, 
whereas the unemployed had a much higher proportion who 
had completed just 12 years of schooling. In percentage 
terms, more of the discouraged workers than the 
unemployed had never been married, although somewhat 
more of the discouraged workers had children living in their 
households. The discouraged workers were particularly con 
centrated in the South, where almost half lived, although less 
than one-third of the unemployed were in the South. More 
of the discouraged workers also lived in rural areas and out 
side of SMSAs. They were also more concentrated in local 
areas with high unemployment rates, particularly those with 
unemployment rates above 9 percent (30 percent of the 
discouraged workers lived in these areas as compared to 20 
percent of the unemployed). The two groups did not differ 
appreciably by gender, nor in other areas, such as receipt of 
various types of training and the proportion living with their 
parents.
III. Description of Employed Youth
The NLS found that over 13 million people age 16-21 were 
employed in the Spring of 1981. They represented 56 percent 
of the population in this age group. Employed youth as a 
percentage of the total population (the employment-to- 
population ratio) was higher for the young men (58 percent) 
than for the young women (53 percent).
The numbers and proportions employed increased 
markedly with age (table 2.1). Among 16-year-olds, 38 per 
cent were employed, compared to two-thirds of the 21-year- 
olds. Slightly different patterns were found for men and 
women: women 19, 20 and 21 years of age all had approx 
imately the same employment-to-population ratio while 
young men showed a substantial increase from 64 percent for 
19- and 20-year-olds to 74 percent for 21-year-olds.
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As might be expected, the employment-to-population 
ratios were much lower for blacks, 40 percent, than for 
Hispanics, 52 percent, and whites, 59 percent (table 2.2). The 
differences between young men and women were also more 
marked among minorities. The employment-to-population 
ratios for women were 10 percentage points below those of 
men among both blacks and Hispanics, whereas the dif 
ference among whites was only 4 percentage points. This 
race and gender difference was due in part to the fact that 
higher percentages of minority women were out of the labor 
force. The most notable difference appeared among 
Hispanics, where 41 percent of the females and 23 percent of 
the males were not participating in the labor force; the 
gender differential for whites, in contrast, was only 7 per 
centage points. Among males, the lower employment-to- 
population ratios for blacks resulted from both substantially 
higher unemployment and lower labor force participation. 
Twenty-four percent of the blacks as opposed to 14 percent 
of whites were unemployed, and 31 percent of blacks as com 
pared to 25 percent of whites were not participants in the 
labor force. To reiterate the most important finding, 
however, white youth had an almost 50 percent higher pro 
portion employed in the Spring of 1981 than was true of 
blacks.
As table 2.3 shows, the employment-to-population ratio 
for high school graduates not enrolled in college was con 
siderably higher than the ratios for college students, high 
school dropouts and high school students (75 percent, 52 
percent, 48 percent and 44 percent, respectively). Sex dif 
ferences occurred primarily among the high school dropouts 
and nonenrolled high school graduates. Seventy-nine percent 
of the male graduates and 72 percent of the female graduates 
were employed. On the other hand, among dropouts, 60 per 
cent of the males and only 33 percent of the females were 
working. A much higher percentage of the females, 47 per-
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cent, as opposed to 15 percent of males were not par 
ticipating in the labor force. It is likely that many of the 
female dropouts had left school in order to marry or have 
children.
This pattern is also evident when one examines educa 
tional attainment (table 2.4). The proportion of women with 
less than 12th grade educations who were employed was 
substantially less than for males, but the proportion who 
were out of the labor force was substantially higher. On the 
other hand, among those with some college education, 
females had higher employment-to-population ratios than 
did males, although the numbers and differences were 
relatively small. There was a slight drop in the employment- 
to-population ratios among youth who had completed one to 
three years of college as compared to those who had com 
pleted only the 12th grade. This difference probably appears 
because those with 13-15 years of school completed are more 
likely to still be enrolled in post-secondary school.
The proportion employed of youth who participated in a 
government employment or training program prior to the 
1981 interview was not very different from the proportion 
who had never received government training or participated 
in a government work program. Overall, 53 percent of the 
former and 56 percent of the latter were employed in the 
Spring of 1981. Those who received training outside of the 
regular school system or a government program, however, 
had substantially higher employment-to-population ratios 
than those who had not participated in such training, 67 per 
cent and 53 percent, respectively. Again, since most of these 
nongovernment training programs follow secondary school 
ing, the age of their participants is probably higher and this 
age advantage may account for the difference in employment 
levels.
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The employment-to-population ratios were considerably 
higher for men who had been married as opposed to those 
who were never married, 85 percent and 56 percent, respec 
tively. Among young women, however, those who were mar 
ried and living with their husbands had a somewhat lower 
percentage employed than those who had never married (48 
percent and 54 percent, respectively). As one would expect, 
these same relationships exist for youth who had children; 
among males, substantially more were employed and among 
females the proportion who had children and were working 
was considerably lower.
There was no difference in the employment-to-population 
ratio for females who lived with their parents as opposed to 
those who lived in their own households (table 2.5). Fifty- 
four percent of both groups were employed. Among males, 
however, 77 percent of those living in their own households 
were employed, but only 57 percent of those living with their 
parents were working in the Spring of 1981.
The proportion of youth who were employed was highest 
in the West and Northeast and lowest in the South for both 
young men and young women. For females, the 
employment-to-population ratio was 59 percent in the West 
and only 46 percent in the South. For males it was 65 percent 
in the West and 55 percent in the South. Similarly, 
employment-to-population ratios were higher in urban than 
in rural areas, with differences of 6 percentage points for 
both men and women. Within SMSAs, those living in the 
central city had somewhat lower employment-to-population 
ratios than those who lived in other parts of the SMSA.
Interestingly, the employment-to-population ratio did not 
move with the area unemployment rate, particularly among 
men. The proportion who were working was highest, at 62 
percent, in areas where the unemployment rate was 12 per 
cent or higher, followed by areas of low unemployment rate
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(i.e., less than 6 percent), and lowest among those areas 
where unemployment was 9.0 to 11.9 percent. Among 
females, the employment-to-population ratio was highest in 
the areas of low unemployment but was greater in areas with 
over 12 percent unemployment than in those areas with 9.0 
to 11.9 percent unemployment.
Jobs held by youth in the Spring of 1981 varied by sex. 
Young women tended to be concentrated in clerical jobs (37 
percent), service jobs (30 percent) and sales jobs (10 percent). 
Young men on the other hand were employed in service jobs 
(22 percent), as laborers (18 percent), as craftsmen (14 per 
cent) and as operatives (13 percent). The industrial structure 
of employment also varied by sex. The largest group of both 
young men and women were in retail trade, where 34 percent 
of the men and 38 percent of the women found employment. 
Women, however, were more likely to be in professions (22 
percent as opposed to 10 percent for young men) while the 
young men were more likely to be in manufacturing (19 per 
cent as opposed to 11 percent) and construction (8 percent as 
opposed to less than 1 percent).
Some differences also appeared in the hours worked by 
young men and women employees. The percentage of young 
women working less than 20 hours a week was somewhat 
higher than for young men (31 and 24 percent, respectively) 
while the proportion of young men working for more than a 
40 hour week was considerably higher 16 percent as com 
pared to 5 percent. Overall, more than half of the employed 
youth worked less than full time (35 hours a week). Nearly 
half of both men and women worked on the day shift, one- 
sixth the evening shift and about 1 in 14 worked the night 
shift. As might be expected, given the combination of work 
with schooling by many of the youth, a quarter of them 
worked varying hours. There were not substantial dif 
ferences between the sexes.
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Of those youth providing an hourly rate of pay, nearly 
one-fourth (24 percent) worked at jobs paying less than the 
federal minimum wage of $3.35 an hour (table 2.10). An ad 
ditional 12 percent worked at the federal minimum wage. 
Young women as compared to young men were more likely 
to work at jobs paying less than $3.00 an hour 17 and 10 
percent, respectively. Young women were also more likely to 
be earning between $3.35 and $4.00 an hour than were young 
men 38 percent versus 30 percent. On the other hand, more 
young men were earning salaries of $5.00 or more 31 per 
cent as compared to 15 percent.
The amount of education and training required for the 
jobs held by the youth varies. Using a scheme developed by 
Eckhaus (1964), we find that 28 percent of the jobs required 
only an elementary school education. Fifty-one percent re 
quired less than high school graduation, 14 percent required 
a high school diploma and the remaining 7 percent required 
at least 13 years of education. In terms of the specific train 
ing required to do the jobs, nearly half (46 percent) required 
no more than a short demonstration and an additional 22 
percent required less than 30 days of on-the-job specific 
vocational preparation. An additional 19 percent required 
no more than three months of specific vocational training. 
Thus 87 percent of the jobs could be learned with less than 
three months training. Examination of the educational and 
training requirements by sex indicate that the jobs held by 
young men were more likely to require only an elementary 
education. However, more of the jobs held by females could 
be learned within the period of 30 days to three months while 
more of the jobs held by young men required between three 
and six months of specific training. Thus, employed male 
youth were more likely to be in jobs requiring little formal 
education but slightly more specific training than was true 
for young women.
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Table 2.10
Distribution of Hourly Rates of Pay 


















































































































a. Persons 16 years of age born in 1965, i.e., those having their birthday between January 
1, 1981 and the interview date, are not included. This reduces the number of 16-year-olds 
by approximately 21 percent.
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Multivariate Analysis of Employment
To determine the independent effects of various 
characteristics, the probability of being employed was 
estimated using probit analysis. Separate equations were us 
ed for males and females and are presented in tables 2.11 and 
2.12. As was true in the bivariate analysis, the probability of 
employment increased with age and was significantly lower 
for black females and black and Hispanic males than for 
whites. There was not a significant difference for Hispanic 
females, however. Nonenrolled high school graduates of 
both sexes had substantially higher probabilities of being 
employed than did high school students. College students of 
both sexes and female high school dropouts did not differ 
significantly from high school students, although male high 
school dropouts had significantly higher proportions 
employed. As in the bivariate analyses, women who had 
never married had significantly higher probabilities of being 
employed, while men who had never been married were 
significantly less likely to be employed. Similarly, those 
males who had children in their households were more likely 
to be working while the young women with children were 
significantly less likely to. Youth of both sexes whose family 
incomes were below the poverty line had significantly lower 
probabilities of being employed.
The bivariate analysis and multivariate analyses showed 
that receipt of government employment or training services 
did not affect the probability of being employed, but unlike 
the bivariate analysis, the multivariate showed that receipt of 
training other than regular schooling or government- 
sponsored employment and training programs was not 
significant. Living in the parental household was associated 
with a marginal increase in the probability of being 
employed for males but did not significantly affect females. 
When the South is used as a base for comparison, males in 
the North Central states were significantly less likely to be
Employed and Unemployed Youth 45
employed while females in the North Central and Western 
states were significantly more likely to be. Residence in a 
rural area and in the central city of an SMSA did not 
significantly influence the probability of employment. These 
findings differ somewhat from the bivariate analyses, which 
showed that the proportion of youth employed was highest 
in the West and Northeast, higher in urban than rural areas, 
and somewhat lower for residents of central cities. The 
association of employment with local unemployment rates, 
however, was the same as in the bivariate analysis. Youth of 
both sexes residing in areas where the unemployment rate 
was less than 6 percent had significantly higher probabilities 
of employment than those residing in areas with 6.0 to 8.9 
percent unemployment rates, and the probability decreased 
significantly for those in areas of 9.0 to 11.9 percent 
unemployment.
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Table 2.11
Probit Estimates of the Probability 



































































































































Less than 6 percent
6.0 percent to 8.9 percent
9.0 percent to 11.9 percent
12.0 percent or more
Constant
N = 3801













































a. Persons 16 years of age born in 1965, i.e., those having their birthday between January 
1, 1981 and the interview date, are not included. This reduces the number of 16-year-olds 
by approximately 21 percent. 
+ Significant at Ps.10
*Significant at P<.05
**Significant at Ps.Ol
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Table 2.12
Probit Estimates of the Probability 



































































































































Less than 6 percent
6.0 percent to 8.9 percent
9.0 percent to 11.9 percent
12.0 percent or more
Constant
N = 3711













































a. Persons 16 years of age born in 1965, i.e., those having their birthday between January 
1, 1981 and the interview date, are not included. This reduces the number of 16-year-olds 
by approximately 21 percent. 
+ Significant at P < .10
 Significant at P < .05
**Significant at P< .01
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IV. Summary and Policy Implications
The preceding analyses have shown that youth unemploy 
ment may constitute a national problem. Substantial propor 
tions of the youth population are unemployed. Perhaps 
more important, unemployment is concentrated among cer 
tain groups of young people.
The highest unemployment rates occurred for the 
youngest group, the 16- and 17-year-olds. The unemploy 
ment rate declined with age, particularly among females, 
even when a number of other characteristics were controlled 
in a multivariate framework. The seriousness of unemploy 
ment among 16- and 17-year-olds is subject to question. 
When constraints were established that the unemployed were 
out of school, living in their own households or in parental 
households with incomes below the poverty line and had 
been unemployed for at least 10 weeks, almost all of the
16- and 17-year-old unemployed were excluded. On the other 
hand, 45 percent of the youth and 58 percent of the 16- and
17-year-olds claimed to have been affected by problems of 
age discrimination. 5 Thus, to the youth themselves, 
unemployment may be perceived as a major problem, even 
though they are still in school, living in their parents' 
households and seeking jobs for spending money rather than 
to support themselves or their families. The policy issue 
revolves around the allocation of relatively scarce resources. 
Should the government allocate its employment and training 
funds to this group who may be less in need than older youth 
or should it concentrate on the approximately 300,000 
1 ' hard-core unemployed?''
The unemployment problems associated with racial 
discrimination are much more clear-cut. Black youth suffer 
disproportionately high unemployment rates and have 
significantly higher unemployment rates than whites even
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when a variety of characteristics are taken into account in a 
multivariate analysis. The fact that 21 percent of blacks 
perceived that they had been discriminated against on the 
basis of their race may truly reflect discrimination against 
them. The reservation wages of young black males did not 
differ appreciably from those of young whites with similar 
characteristics, but the market appeared to offer them lower 
wages. Further, the finding that lower proportions of blacks 
were holding more than one job during a year indicated that 
"job shopping" was not the cause of their higher unemploy 
ment rates. 6 If the decision were made to concentrate govern 
ment programs on the hard-core unemployed, these pro 
grams would disproportionately aid blacks because 29 per 
cent of the hard-core unemployed were black.
School enrollment status was found to be strongly 
associated with unemployment. Although overall, high 
school students were found to have very high unemployment 
rates, when age and living in the parental household were 
taken into account, high school students did not appear to be 
as disadvantaged. 7 The major problem group appears to be 
high school dropouts, who in the bivariate analysis had 
unemployment rates more than twice as high as high school 
graduates and who made up 48 percent of the hard-core 
unemployed. Further, this lack of education was perceived 
as a barrier to employment by 21 percent of the high school 
dropouts. Whether their problems arise from the lack of 
credentials, their lack of knowledge, or from other 
characteristics which led them to drop out of school is not 
clear. Obviously further research is necessary to determine 
which of these factors is dominant in leading to the higher 
unemployment rate for dropouts, since the policy recom 
mendations would differ with each cause. (Chapter 4 in this 
volume identifies some of the factors affecting the decision 
to drop out of high school.)
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Persons receiving government employment and training 
services had somewhat higher unemployment rates, and this 
difference was significant for females in the multivariate 
analysis. It is doubtful that the unemployment rates were 
caused by the training, however; persons eligible for these 
programs already have substantial unemployment histories. 
In fact, 47 percent of the hard-core unemployed had par 
ticipated in a government employment or training program 
prior to their current unemployment.
Participation in programs other than regular schooling or 
government-sponsored employment and training did not 
significantly reduce the level of unemployment for youth. 
This finding should not, however, be interpreted as 
demonstrating that these programs have no effect on 
unemployment because the outcomes of vocational training 
may not appear for some time after the courses are com 
pleted. 8
Surprisingly little variation appeared in unemployment 
rates based on residence. Residence in the central city of an 
SMSA and in a rural area were not significantly related to 
unemployment in the multivariate analysis. Although the 
probability of being unemployed was significantly higher in 
areas with high local unemployment rates, the pattern was 
not clear-cut. Thus, it would appear that targeting employ 
ment and training programs for youth in specific local areas 
may have little impact on the distribution of unemployment.
Although employment is not the reverse of unemploy 
ment, when the characteristics of the employed were examin 
ed, they tended to confirm the finding and implications 
discussed above. Blacks had significantly lower proportions 
employed; employment increased substantially with age; 
high school graduates were substantially better off than high 
school dropouts; training programs and residence in a cen 
tral city or a rural area produced no effect on the employ-
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ment rate; and although employment was higher in areas 
with low unemployment rates, the relationship was not 
linear.
When the jobs sought by the unemployed youth are com 
pared with jobs held by employed youth, the unemployed 
did not seem to be unrealistic in their aspirations. One-third 
said that they would take any type of job, and the distribu 
tion of the remaining group by occupation was similar to 
that of youth who were working.
There were some differences (tables 2.7 and 2.10) in the 
wage rates at which the youth would be willing to accept a 
job and the hourly rates of pay for the employed. Many 
more of the unemployed listed the minimum wage of $3.35 
as their reservation wage 36 percent as compared to 11 per 
cent of employed youth who actually earn this wage. On the 
other hand, while 23 percent of the employed youth earned 
less than the minimum wage, 19 percent of unemployed 
youth were willing to accept subminimum wages. At the 
other end of the spectrum, a smaller proportion of the 
unemployed youth, 10 percent, sought wages at $5.00 or 
more, while 26 percent of employed youth were actually 
earning this amount.
These gross comparisons, however, do not take account of 
the differences in the characteristics of the employed and 
unemployed youth. As noted above, the employed youth 
tended to be older, have more education, and to include 
more whites, factors which would lead to higher wage rates.
Finally, the education and training requirements for jobs 
held by youth appear to be quite low. Only 6 percent re 
quired more than a high school education and about 80 per 
cent required less than 12 years of schooling. Further, only 4 
percent of the jobs required six months or more of specific 
training and almost one-half could be learned without 
anything more than a short demonstration. Thus, although
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14 percent of the youth cited lack of experience as having led 
to difficulty in getting a good job, lack of training per se 
does not appear to be a major cause of youth unemploy 
ment.
NOTES
1. See, for example, chapters 3 and 6 in this volume; Anderson and 
Sawhill (1980); and Freeman and Wise (1982).
2. The NLS sample contains youth born in the years 1957 through 1964. 
Since the interviews were conducted in the Spring of 1981, some youth 
born in 1965 had their 16th birthday prior to the interview and these 
youth are excluded from the NLS. As a result the data presented here 
underrepresent 16-year-olds, including only those whose birthdays fell 
after the Spring. The approximately 800,000 youngest 16-year-olds are 
missing. This will bias slightly the employment-to-population ratios (up 
ward) and the unemployment rates (downward).
3. The National Longitudinal Surveys have historically found higher 
rates of labor force participation, employment and unemployment than 
has the Current Population Survey (CPS). See Santos (1981).
4. Only 5 percent of the unemployed who had attained only some school 
met our definition of hard-core unemployed because many unemployed 
in this attainment group were still enrolled in school.
5. Information on the barriers to employment discussed in this section 
are from Borus et al. (1983).
6. See chapter 3.
7. There may be problems of multicollinearity between these variables, 
however.
8. The reader should see chapter 6 for further discussion of this point.
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Changes Over the 1970s
in the Employment Patterns
of Black and White Young Men
by Tom K. Pollard
Over the decade of the 1970s, the labor market clearly 
slackened more for young black men than for young white 
men. This deterioration is most often illustrated by the 
relative fall in the black employment-to-population ratio and 
the relative increase in the black unemployment rate. 1
The divergence in the black and white employment-to- 
population ratios has been associated with radical change in 
the distribution of unemployment among the black youth 
population. In the early 1970s, employment was distributed 
fairly evenly over both the black and white youth popula 
tions, with the vast majority of youths only briefly 
unemployed during the year. By the end of the decade, 
however, blacks had become overrepresented among those 
experiencing high total unemployment during any given 
year, and whites tended toward less annual unemployment. 2
The gravity of this situation is debatable, however. The 
private and social costs of the increase in the black-white dif 
ferential in aggregate employment are dependent on the 
specific underlying individual patterns of employment. Two 
broad opposing views of the individual patterns emerge from
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a study of the literature. Some analysts see unemployment as 
the result of labor market dynamics; the flow of individual 
workers between jobs causes unemployment as they engage 
in job search. 3 These analysts hold that lower annual 
employment among black youth comes from their higher 
turnover out of employment and their consequent more 
numerous periods of job search. The opposing view is that 
unemployment is caused, in general, not by the turbulence of 
the labor market, but by stagnation. 4 This latter explanation 
is based on the idea that black youth in certain submarkets or 
with certain characteristics experience chronic, long term 
unemployment. They may, therefore, have long periods of 
unemployment at times when persons in other submarkets or 
with other characteristics are experiencing little unemploy 
ment. For these black youth, unemployment results from 
low movement into employment rather than high turnover 
out of employment.
Viewed from an efficiency standpoint, high turnover 
unemployment is often a necessary, if not beneficial, 
characteristic of the early labor market experiences among 
youth reflecting their instability and the imperfection of 
job/worker matching processes. If this theory is correct, 
policies to lower unemployment should be directed not 
toward the problems of specific workers, but toward im 
proving the workings of the market in general. Stagnation 
with chronic, long term unemployment, on the other hand, is 
far more serious and suggests that some groups are being 
systematically excluded from employment. For youth, such 
exclusion is particularly serious because very limited employ 
ment early in one's career may likely limit future success. If 
unemployment is associated with stagnation for certain 
groups of workers, policies to decrease unemployment must 
address the problems specific to those workers experiencing 
it. Here we examine whether the turnover or the chronic 
unemployment model accurately portrays black and white
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youth unemployment and, therefore, with what urgency and 
with which policies the worsening position of blacks relative 
to whites should be addressed.
Due to restrictions imposed by the data set, employment 
(time employed) will be used instead of unemployment (time 
not employed while in the labor force) as the labor market 
indicator for purposes of this study. 5 In general, unemploy 
ment may be the theoretically superior measure because it 
takes into account labor force participation decisions, but 
the significance of the labor force/not-in-the-labor force 
distinction may be limited by the sample selection rules used 
which limit the comparisons to out of school youth who are 
not in the military the vast majority of whom are in the 
labor force. This limitation enhances the credibility of the 
employment measure and aids interpretation of our results 
by reducing the effects of two demographic trends that have 
certainly contributed to the divergence in black/white 
employment-to-population ratios and unemployment rates 
over the decade increased military enlistment and school 
enrollment among black relative to white youth. 6 The NLS 
Survey of Young Men provides the data on men age 18-21 
for the early part of the decade (197Q-71); the NLS Youth 
Survey provides data on males of the same age at the end of 
the decade (1979-80).
The years chosen for observation also definitely bear on 
the interpretation of our results. The unemployment rates 
among white prime-age males were similar in 1970-71 and in 
1979-80. 7 Although the earlier observation was made at a 
trough in the business cycle and the later at a peak, the 
similarity of the white male labor market in the two periods 
indicates that our choice of these years for observation con 
trols to some extent for labor market conditions.
Over the 1970s, black and white youth have experienced 
reduced aggregate employment rates and a skewing of the
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employment distributions toward lower total annual employ 
ment. Further, individual employment patterns have indeed 
changed for both black and white youth, the change having 
been much more drastic for blacks. Not working in the early 
part of the decade was associated with high turnover for 
both blacks and whites, but a similar reduction in employ 
ment rates for blacks and whites over the decade was accom 
panied by blacks moving, much more than whites, toward 
reduced employment characterized by stagnation.
I. Change Over the 1970s 
in Employment Means and Distributions
The percentage of the population employed during the 
survey week decreased by 18 percent for black and 9 percent 
for white males over the decade (see table 3.1). 8 The percent 
age of blacks employed was 86 percent of that for whites in 
1971 and only 78 percent in 1980.
Associated with this decrease in the survey week employ 
ment ratio was an increase in the proportion of the black and 
white young men employed all year (with no periods out of 
work). In both years, however, a larger portion of the whites 
than the blacks was employed all of the preceding year (in 
1971, 48 percent for whites versus 34 percent for blacks and 
in 1980, 54 percent for whites and 38 percent for blacks).
Even though for both blacks and whites the proportion 
employed all year increased, the average weeks worked by 
employed young men decreased. The decrease in average 
weeks worked was modest for whites, decreasing from 45 
weeks in 1970-71 to 44 weeks in 1979-80, but more substan 
tial for blacks, falling from 41 weeks to 38 weeks. (Table 3.2)
The decrease in average annual weeks of employment over 
the decade was distributed fairly evenly over the white sam 
ple, but for blacks it became more concentrated among those 
persons who were out of work for a large portion of the year.
Table 3.1 
















































































Employment Experience During the Preceding Year by Year of Survey and Race
Population characteristics
Persons employed during the year
Average weeks employed per person employed during the year
Persons with periods not working during the survey year
Average weeks not employed per person with periods
not employed during the survey year
Total population - weighted - OOOs











































UNIVERSE: Males, ages 18-21 as of the beginning of the survey year, who were not enrolled in school and not in the military during the survey 
year.
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In 1970-71, the distribution of weeks worked was similar 
among blacks and whites. Eighty percent of the black and 89 
percent of the white youth were employed more than 26 
weeks (table 3.3); but by 1979-80, the distribution of employ 
ment among blacks had undergone a fundamental change 
while the distribution for whites changes relatively little. 
Twenty percent of the blacks worked less than 13 weeks dur 
ing 1979-80 compared to 11 percent of the blacks in 1970-71. 
For whites, only 4 percent worked less than 13 weeks in 
1979-1980, a decline in this category from the 1970-71 level 
of 6 percent (table 3.3). These trends in the white distribution 
indicate a relatively small decrease in employment among a 
large portion of the white sample, while the decreasing 
equality of the black distribution indicates a significant 
relative decrease in employment among a relatively small 
subsample of blacks.
Table 3.3 
Distribution of Total Weeks Employed
During the Survey Year 
for Total Sample by Year of Survey and Race
19711980
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Finally, despite the rough nature of the breakdowns, the 
distribution of employed persons across number of 
employers and total weeks employed categories indicates 
that the relative decline in average annual employment and 
growing concentration of periods of not working among 
blacks have been accompanied by a relative decrease in turn 
over among blacks (table 3.4). Here we use the number of 
employers as a proxy for job turnover: the larger the number 
of employers the greater the presumed level of job turnover 
during the year. 9
Table 3.4
Percentage Distribution of Weeks Worked
and Number of Jobs Held for Those Employed
During the Year by Survey Year and Race
Total number 
of Weeks/Jobs















2 + 52.6 38.6 39.5 47.2
No. of weeks/jobs
1-38 1 3.8 5.8 20.9 8.9 
2+ 27.4 12.2 20.0 13.7
39+ 1 43.6 55.6 39.6 43.9 
2+ 25.2 26.4 19.5 33.5
Total employed (OOOs) 267 1,503 296 1955
UNIVERSE: Males, ages 18-21 as of the beginning of the survey year, who were not enroll 
ed in school, not in the military, and who were employed at least one week during the 
survey year.
Changes in Employment Patterns 65
During 1970-71, more blacks held multiple jobs while the 
majority of whites held a single job. When we consider the 
number of weeks employed along with the number of 
employers, we find that more than half of blacks who held 
multiple jobs had less than 39 weeks of total employment 
while less than one-third of multiple jobholding whites work 
ed less than 39 weeks. We can therefore characterize the 
1970-71 patterns of blacks as showing relatively high turn 
over out of employment with substantial periods of not 
working. Whites, on the other hand, were more likely than 
blacks to hold a single job, and when an employer change 
did occur it was associated with more weeks of annual 
employment than was the case for blacks.
The 1979-80 figures show whites more likely than they 
were in 1970-71 to hold multiple jobs. Blacks show a major 
reversal of their earlier pattern, being more likely in 1979-80 
to have one employer rather than multiple employers during 
the year. Most of the increase in single jobholding among 
blacks is in jobs lasting for fewer than 39 weeks (21 percent 
of blacks held one job for fewer than 39 weeks in 1979-80 
compared to 4 percent in 1970-71). Whites show a more 
modest increase over the decade in the likelihood of having a 
single job lasting less than 39 weeks (9 percent of whites held 
one job for fewer than 39 weeks in 1979-80 compared to 6 
percent in 1970-71). The increase over the decade in multiple 
jobholding among whites appears almost totally in the 39 + 
weeks-of-employment category, indicating that the increased 
turnover among whites was accompanied by relatively short 
spells of not working. In summary, although employment 
did decline somewhat among whites over the decade, higher 
job turnover seems to be the major force operating. On the 
other hand the decline in black employment over the decade 
appears to be associated more with increased instances of 
lengthy periods of joblessness among a growing subsample 
of the black population.
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Over the decade, the annual number of weeks without 
work has thus become concentrated among a smaller propor 
tion of black and white male youth. Blacks moved toward 
lower annual employment, both absolutely and relative to 
whites. Further, black employment changed from a 
phenomenon characterized by high turnover out of employ 
ment to one characterized by low movement into employ 
ment.
II. Individual Regressions
Using multiple regression techniques, we can examine fur 
ther the relationship between turnover and employment, 
identify some causes for the decrease in employment over the 
decade, and look at the persistence of employment from one 
year to the next among blacks and whites. In order to por 
tray changes in employment over the decade more accurate 
ly, we estimated regression equations for black and white 
youths separately in each year. The dependent variable for 
each of these four equations is the proportion of a given year 
that a person was employed (the 1970-71 survey year for the 
earlier sample and calendar year 1979 for the later sample). 
The explanatory variables used were marital status, educa 
tional attainment, age, South/non-South residence, 
SMSA/non-SMSA residence, number of employers during 
the year, and weeks employed in the previous year (see table 
3.5 for definitions of the variables used). Three well- 
documented trends, decreasing marriage and residence in the 
South and increased residence in SMSAs among blacks 
relative to whites, were expected to contribute to the 
divergence in black and white employment. 10 Although age 
and educational attainment were expected to affect employ 
ment positively, relative trends in these variables and their 
effects are not as well understood.











Variable List for Employment Regressions
Proportion of year t employed (for earlier observation 
t = survey year 1970-71; for later observation t = calen 
dar year 1979).
Equals 1, if respondent was married on both surveys 
considered (1970 and 1971, for the earlier observation; 
1979 and 1980, for the later observation); 0 otherwise.
Equals 1 if respondent was 20 or 21; 0 otherwise.
Equals 1 if respondent was living in the South on both 
survey dates considered (1970 and 1971 for earlier 
observation and 1979 and 1980 for the later observa 
tion); 0 otherwise.
Equals 1, if the respondent had 1 employer during year 
t; 0 otherwise.
Equals 1, if the respondent had 2 employers during year 
t; 0 otherwise.
Equals 1, if the respondent had 3+ employers during 
year t; 0 otherwise.
Equals 1, if the respondent had completed 12+ years of 
schooling; 0 otherwise.
Equals 1, if the respondent resided in an SMSA on both 
survey dates considered (1970 and 1971, for the earlier 
observation; 1979 and 1980, for the later observation); 0 
otherwise.
We focus mainly on the relationship between number of 
employers and total employment, which serves as our test of 
the turnover hypothesis: a negative relationship indicates 
that reduced employment results from employer changes and 
the higher the number of employers, the lower employment 
is likely to be. The alternative to the turnover hypothesis is 
that the lack of employment among blacks stems more from 
severe stagnation among a subsample of blacks. In this case, 
employment will not be related to turnover. Further levels of
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employment may be highly correlated from one year to the 
next, so we add lagged employment to test for a difference 
between blacks and whites in the persistence of employment 
from one year to the next.
The sample means in table 3.6 show that the members of 
the white sample were employed an average of 86 percent of 
the 1970-71 survey year, and the members of the black sam 
ple were employed an average of 77 percent. 11 Sample means 
in table 3.7 reveal that for calendar 1979 the white sample 
was on average employed 88 percent of the time, i.e., more 
than in 1970-71, while the figure for the black sample had 
fallen to an average of 70 percent of the year. Changes in the 
sample means of the predictor variables and their effects 
may partially explain this divergence in black and white male 
employment. 12
The large relative decline over the decade in the proportion 
of the black sample who were married contributed to the 
divergence in employment. The married portion of the white 
sample fell from 41 percent in 1970-71 to 21 percent in 1979; 
for blacks the figure declined from 29 percent in 1970-71 to 6 
percent in 1979. The effect of marital status on employment 
is positive and substantial for both blacks and whites in 
1970-71, and this effect increased by about the same percent 
age for both groups over the decade.
The movement of blacks from the South also contributed 
to a divergence in black and white employment over the 
decade. The proportion of blacks living in the South declined 
over the decade relative to whites. The positive effect on 
employment for blacks of living in the South increased also 
relative to that for whites over the decade. Thus, although 
blacks in the South had higher employment in both 1970-71 
and 1979, the increased effect of living in the South and the 
decline in the proportion of blacks living there contributed to 
the divergence in employment over the decade.
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Although in 1979 blacks were still substantially less likely 
than whites to finish high school, the proportion of those 
who did rose over the decade. The estimated effect of high 
school graduation on employment is generally positive 
(although it is statistically insignificant for blacks) and con 
verges for blacks and whites over the decade. Thus, changes 
in the distribution and effects of education, if anything, con 
tributed to a convergence in black and white employment.
The black sample, younger on average than the white sam 
ple in 1970-71, had the same average age in 1979. In 1970-71, 
the effect of age on employment was positive for whites and 
insignificant for blacks. In 1979, it was more strongly 
positive for blacks than for whites. These findings indicate 
that over the decade, the trends in both the age distribution 
and age effects acted to decrease the employment difference 
between blacks and whites.
The growing representation of blacks relative to whites in 
SMSAs contributed marginally to the divergence in employ 
ment over the decade. The proportion of both samples living 
in SMSAs fell over the decade, but the fall was greater for 
whites, yielding a slight decrease in the relative representa 
tion of blacks. In both 1970-71 and 1979 residence in an 
SMSA had a positive effect on employment for whites and a 
negative effect on employment for blacks; further, the ef 
fects increased slightly over the decade.
Turnover, as measured by the number of employers dur 
ing the year, decreased markedly over the decade among 
blacks but remained relatively unchanged among whites. The 
percentage of blacks not working at all during the year rose 
from 4 percent in 1970-71 to 11 percent in 1979. Only 1 per 
cent of whites did not work at all in 1970-71, and that low 
figure also prevailed in 1979. Multiple job holding increased 
slightly over the decade among whites (from 38 percent of 
the white sample in 1970-71 to 43 percent in 1979) and
Table 3.6 
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decreased substantially among blacks (from 51 percent of the 
black sample in 1970-71 to 32 percent in 1979).
The regression results for 1970-71 reveal for whites a 
statistically significant negative relationship between the 
number of employers and employment (based on pairwise 
t-tests of the difference between the estimated coefficients on 
EM1, EM2, and EM3). White workers who had two 
employers during the year were employed five weeks less on 
average than those with a single employer during the year, 
and those with three or more employers were working 13 
weeks less on average than those with two employers. 
Although the relationship among blacks is not as striking, it 
is definitely negative. Annual employment among blacks 
with one employer and those with three or more employers 
was almost identical to that of whites. Blacks with two 
employers had much less employment than whites in the 
same category. Blacks with two employers experienced 13 
less weeks of employment and those with three or more 
employers 10 weeks less employment than those with a single 
employer. These results indicate that in 1970-71 the lower 
number of weeks of employment among blacks resulted 
from: (1) their somewhat greater representation among 
those with no employment during the year and, (2) higher 
average turnover among the employed together with a 
stronger negative relationship between turnover and employ 
ment.
In the 1979 estimates, the positions of blacks and whites 
with regard to turnover are reversed. Blacks move to a posi 
tion of less turnover than whites, and the proportion of 
blacks not working during the year increases greatly relative 
to whites. In addition, the relationship between number of 
employers and total employment is only weakly negative 
among whites and totally absent for blacks, black workers 
with three or more employers experiencing slightly more time 
employed than those with fewer employers. In 1979, 
therefore, the reduced employment among blacks results
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from a much larger proportion of the black than the white 
sample having had no job during the year, blacks having 
fewer employers on average and less employment among 
those with just one or two employers during the year.
As a crude test of whether employment levels are more 
persistent among blacks or whites, we added employment in 
the previous year, WKEMPRt-i, to the regression equation, 
and the results are shown as Regression II in tables 3.6 and 
3.7. The size of the estimated coefficient on this variable in 
dicates the extent of the relationship between levels of 
employment in subsequent years. In 1970-71 the coefficient 
is smaller for whites than for blacks, but in 1979 the opposite 
is true. Although the differences are not statistically signifi 
cant in either case, they indicate a change in the relative size 
of the measures. Thus, as the employment distribution dur 
ing the year for blacks has become more bimodal, the per 
sistence in these levels from year to year has increased for 
blacks relative to whites.
III. Conclusion
This paper addressed the question of whether the relative 
decline in employment and the relative concentration of 
joblessness among black youth during the 1970s was 
associated with a relative increase in movement out of 
employment or, alternatively, with a relative decrease in 
turnover out of unemployment, which would indicate in 
creasing stagnation. We found support for the latter.
Average annual employment among blacks is increasingly 
being determined by a subgroup with little or no employment 
experience. Observing a sample of civilian males age 18-21 
who were not enrolled in school in 1971, and a similar sam 
ple in 1979, we found that as annual employment decreased 
over the decade for blacks, job mobility also decreased 
drastically. And while lower employment experienced in 
1970-71 was positively related to the number of employers
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the individual had during the year (an indication of 
turnover), this relationship was much weaker for whites and 
totally absent for blacks in 1979. Further, there was a 
relative increase over the decade for blacks in the extent to 
which high or low employment in one year predicts high or 
low employment in the next year.
It was beyond the scope of this study to consider specific 
policies to address the deterioration in black employment 
patterns over the 1970s. We have shown, however, that the 
growth in joblessness among young black males, both ab 
solutely and relative to that for young white males, must not 
be treated as an aggregate, or market, phenomenon for pur 
poses of policy formulation. Rather, the problems are 
specific to that growing subgroup of blacks being chronically 
excluded from employment. If the plight of these young 
black males is to be improved, the problems must be iden 
tified and addressed directly.
NOTES
1. For a review of the literature on the divergence in black and white 
unemployment rates over the last three decades see Mare and Winship 
(1980). Other examples of empirical work on the divergence in 
unemployment rates over the 1970s are: Iden (1980), pp. 10-15; Bowers 
(1979), pp. 4-19; Newman (1979), pp. 19-27.
2. For excellent studies of the differing and changing distributions of 
unemployment for blacks and whites, see Clark and Summers (1979); 
Lerman, Barnow, and Moss (1979); and Levy (1980).
3. For an example of this view, see the comments by Robert Hall follow 
ing Clark and Summers (1979); Hall (1970); and Hall (1972).
4. See: Clark and Summers (1979) and Levy (1980) for examples of this 
view.
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5. There are a large number of missing values in the NLS youth data on 
those variables used to designate periods in an individual's work history 
as either unemployed or out-of-labor force time. Further, the missing 
values are concentrated among those persons with relatively long periods 
out of work. The situation is serious enough to bias downward an 
unemployment measure based on the work history. For this reason the 
labor force determination is ignored and time of employment is used.
6. It is possible that the relative increase in military enlistment and school 
enrollment among blacks has to a growing extent over the decade remov 
ed the most able persons from the black labor force and from our sample 
of blacks. This would lead to a decrease in the employability of our sam 
ple over the decade relative to the entire black population and relative to 
the white sample and, thereby, bias our results. The comparison of sam 
ple and population characteristics indicates that this effect on our results 
is minor.
7. The CPS unemployment rates for white males 25-54 in the modal 
month for the NLS surveys were 3.7 percent in 1971 and 4.3 percent in 
1980. The average monthly CPS unemployment rates for the months 
covered by the work history data were 3.5 percent in 1970-71 and 3.6 per 
cent in 1979-80.
8. Among the entire youth population there has been a definite 
divergence in the employment of blacks and whites. It is due in large part 
to a relative increase in black school enrollment and military enlistment. 
However, any trends we find are net of the effects of increasing enroll 
ment and enlistment since we have sampled only nonenrolled, civilian 
males.
9. We recognize the number of employers is certainly not a perfect 
measure of turnover; it considers only movements in and out of employ 
ment and measures these movements with substantial variance since per 
sons with one employer during the year could have had from zero (if they 
held the job for the entire year) to two transitions (if they found and lost 
the job during the course of the year). These problems notwithstanding, 
the number of employers does indicate the number of periods of job 
search during the year.
10. There are certainly other factors which might well have contributed 
to the divergence in employment over the decade; among the most im 
portant is the availability of unearned income and central city residence. 
Preliminary regressions using these variables did not yield significant 
results. The employment patterns of blacks in central cities were not 
significantly different from those of noncentral city residents of SMSAs,
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although the concentration of blacks in central cities increased over the 
decade. Although positive trends in unearned income have been put 
forth as important explanations of declining black employment, we 
found no evidence of this in preliminary regressions. However, the large 
number of missing values on this variable reduced the sample sizes great 
ly and prevented generalization from our results.
11. The assessment of the impact of the predictors on the black/white 
employment differential will center on Regression I of tables 3.6 and 3.7. 
Table 3.6 includes the regression results for 1970-71 for the white and 
black samples, respectively, and table 3.7 presents the results for whites 
and blacks in 1979. Regression II on these tables includes WKEMPRt_j 
as an explanatory variable. This variable is certainly correlated with 
some if not all of the other regressors since to some extent factors predic 
ting high (low) employment in one year will predict high (low) employ 
ment the next year; thus its inclusion would complicate our discussion of 
the trends in the effects of the other regressors.
12. To determine the contribution of a given variable to the divergence in 
black and white employment over the decade we use a variant of the pro 
cedure used to decompose the difference in sample means into the por 
tion due to (1) the difference in intercept terms, (2) the difference in sam 
ple distributions across values for the explanatory variables, (3) dif 
ferences in the effects of the explanatory variables, and (4) the interac 
tion of differences in effects and differences in distributions. For an ex 
planation of this procedure see: Althauser and Wigler (1972), and, a 
companion piece, lams and Thornton (1975). However, instead of sum 
ming across all variables to get the total contribution of (1) - (4) to the 
difference in sample means, we sum across the effects above to get the 
total contribution of each variable to the difference in sample means of 
the dependent variable.
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As high school students advance through the educational 
system, they must make a variety of important decisions 
which will affect the rest of their lives. Among these deci 
sions are (1) to drop out of school without completing the 
12th grade, (2) to reenter and try to complete high school if 
they have dropped out, and (3) to go directly from the 12th 
grade on to college. Here we will study all three decisions and 
the factors that seem to influence these decisions. All of 
these decisions can radically influence the student's future 
occupation, earning ability, and even social class. For this 
reason, inequality in education today may lead to continuing 
inequality in the labor market for years to come. To the ex 
tent that this country sets equal opportunity in the labor 
market as a goal, it must first make equal quantity and quali 
ty of education a priority.
National statistics show that as a group, blacks and 
Hispanics complete fewer years of schooling than whites. 
Many government programs, such as income transfers, aid 
to education, and tax laws can affect the quantity and quali 
ty of schooling youth get. In order to estimate the effects of 
such programs, however, we must first determine whether 
current inequalities are due to race and ethnicity per se, or
81
82 Choices in Education
due to other characteristics which are correlated with race 
and ethnicity. Such characteristics may include parental 
education, being in poverty, living with a single parent, and 
such schooling characteristics as the student-teacher ratio. 
Any of these characteristics, alone or in combination, can in 
fluence the number of years of schooling completed. We will 
examine all of these characteristics, and many more, to 
determine how to most effectively attack the problem of 
educational inequality.
The decisions to drop out or go on to college have been 
studied extensively elsewhere, while returning to school has 
received relatively little attention. This study, however, dif 
fers from previous ones by drawing on the 1979 and 1980 
NLS data. These longitudinal data permit measurement of 
attitudes and other characteristics prior to the decision in 
order to predict subsequent behavior. Cross-sectional 
analyses cannot permit this type of prior measurement. This 
study also makes use of information gathered directly from 
the schools attended by the respondents, and thus it takes in 
to account both the school environment variables and the in 
dividual characteristics of students, whereas most previous 
examinations of dropping out and going on to college have 
had only one or the other of these. This data set is national, 
permitting more general conclusions to be drawn, as oppos 
ed to many previous studies which are at the state, city or 
even individual school level. Fourth, school, background 
and attitudinal variables not previously available to research 
ers are contained in this very large data set. Finally, these 
data are also quite recent, which is important because ag 
gregate statistics indicate an increase in dropout rates nation 
wide and increasing college enrollment by women and 
minorities which would not be reflected in earlier studies.
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I. Dropping Out 1
Between the Spring of 1979 and the Spring of 1980, ap 
proximately 820,000 youth born from 1957 to 1964 left 
school without completing the 12th grade. 2 They represent 
5.1 percent of all young people in this age group who were 
enrolled below the college level. The first column of table 4.1 
indicates the dropout rates during this year's period3 for 
various groups of the 16,230,000 young people enrolled in 
Spring 1979. Substantially above average dropout rates are 
found for the following groups: Hispanics; youth who had a 
child during the year; youth from households with low 
parental education; youth who lived in single parent 
households when they were 14 years old; youth who were 
unemployed at the 1979 interview; youth who did not expect 
to go on to college; youth who could not state a curriculum; 
those who were dissatisfied with school and young people 
below grade level by two years or more.
A number of factors have been found to be related to 
dropping out of school. 4 Minorities and males have higher 
dropout rates in the aggregate data. 5 Other characteristics 
found to be associated with increased dropping out are: in 
creased age (Watson 1976); lower socioeconomic status, as 
measured by parental education (Masters 1969, Rumberger 
1981, Watson 1976) and a measure of reading material in the 
home (McNally 1977, Rumberger 1981); living in the South 
(Nam, Rhodes and Herriott 1968); living in a rural area 
(Conlisk 1969); living in a single parent household 
(Bachman, Green and Wirtanen 1971, Shaw 1979); having a 
larger number of siblings (Bachman, Green and Wirtanen 
1971, Rumberger 1981, Shaw 1979, Watson 1976); and being 
non-Catholic (Nam, Rhodes and Herriott 1968). Also, 
Rumberger (1981) found that less knowledge of the world of 
work (an intelligence proxy), educational expectations, being 
married, living in an SMSA, and a lower local unemploy-
Table 4.1
Factors Influencing Dropping Out of School 
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88 Choices in Education
ment rate (which may reflect the opportunity costs of re 
maining in school) increase the probability of dropping out. 
Bachman, Green and Wirtanen (1971) and Rumberger (1981) 
both found that individuals who were more internal (felt 
they had control over their own affairs) had lower dropout 
rates than those who felt their lives were externally controll 
ed. Finally, McNally (1977) found lower dropout rates for 
those youth who were employed.
Attitudes toward school were related to the probability of 
leaving in Bachman, Green and Wirtanen (1971). 6 They also 
found that students behind grade level and blacks attending 
segregated schools had higher probabilities of dropping out. 
McNally (1977) found a positive relationship between 
student-teacher ratios and dropping out for blacks and be 
tween the dropout rate and being behind grade level in 
school. Curriculum might also be expected to affect dropout 
rates: those students having specific goals as evidenced by 
participation in vocational or college preparatory programs 
might be less likely to drop out, although McNally (1977) did 
not find a significant relationship when looking only at par 
ticipation in vocational education.
In addition, the NLS provides school, background and at- 
titudinal variables which can be hypothesized to affect the 
probability of dropping out of school and which are not con 
tained in other studies. Receipt of remedial English or 
mathematics training could be expected to indicate a prob 
lem in school and consequently to be associated with higher 
dropout rates among those students who have received these 
services. Students in smaller schools, private schools and 
those from areas where greater expenditures on education 
were made from government funds were hypothesized to 
have lower dropout rates because of the additional attention 
and resources which would be provided to them. Those 
young persons who had moved in the preceding year were 
thought to be more prone to dropping out because they lack 
ed roots in their new schools. Second generation Americans
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possibly lack the home support for staying in school 
although the pressures to "Americanize" may counteract 
this. Those who attend religious services more frequently 
were expected to stay in school. Students who do not view 
the labor force as their prime goal (i.e., said they would not 
be working at age 35), those intending to join the military, 
and those who are married or intend to marry within five 
years, all were felt to be more likely to drop out of high 
school. Finally, those students whose 1979 family income 
was below the poverty level, as defined in the Current 
Population Survey, can be expected to have higher dropout 
rates due to their greater financial need.
Findings
The dependent variable for analysis was defined as 
whether or not youth who were 14-22 and enrolled below the 
college level when interviewed in 1979 had dropped out of 
school without completing the 12th grade when interviewed 
in 1980. All of the independent variables discussed above 
were included in the model, using their values as of Spring 
1979 unless otherwise noted. The data were run using both 
ordinary least squares and probit analysis and the results are 
presented in table 4.1. 7
Many of the variables previously found to lead to drop 
ping out were significant in this analysis too. Exceptions 
were number of siblings, parental nativity, availability of 
reading materials in the home at age 14, religion, extent of 
internality/externality, region of the country, residence in a 
rural area, the local unemployment rate, local government 
spending per student, and the degree of segregation in the 
school. 8
After controlling for the other variables, it is found that 
black youth have an approximately 2.5 percentage point 
lower probability of dropping out of school. 9 Each addi 
tional year of age increases the dropout probability by about
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1 percentage point and those youth who have had a child be 
tween the interviews have a dropout probability 6 percentage 
points higher than those who did not. Family background is 
important, in that coming from a household where the father 
did not complete the 12th grade 10 increases the dropout 
probability by nearly 3 percentage points. Those whose fami 
ly incomes in 1978 were below the poverty line had a 1 
percentage point higher probability of dropping out of 
school and those whose mothers were not in the household at 
age 14 had about a 2 percentage point higher probability of 
leaving school. Those youth with more regular religious at 
tendance were less likely to be dropouts. Also, youth having 
less knowledge of the labor market (a partial proxy for 
ability see Parnes and Kohen 1975) had higher probabilities 
of dropping out by up to 4 percentage points.
Intentions for the future are also important correlates of 
dropping out of school. Those who intend to work at age 35 
are about 1.5 percentage points more likely to stay in school, 
as are those who do not intend to join the military. Similar 
increases in the probability of remaining in school occurred 
among those youth who did not intend to marry within five 
years. A substantially lower dropout rate (a reduction of 
nearly 3.5 percentage points) was found for those who ex 
pected to attend college. Similarly, dropout rates about 2 
percentage points lower were found for students enrolled in 
college preparatory curricula as opposed to general cur 
ricula, for students who were satisfied with school, and for 
those who were not two or more years behind modal grade. 
Students in schools with higher student-teacher ratios were 
more likely to be dropouts than those in schools with 
student-teacher ratios less than 15, although the relationship 
was not linear. Finally, those youth who were unemployed at 
the time of the 1979 interview had higher dropout rates than 
those who were out of the labor force or employed. 11
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II. Dropouts Returning to School 12
Between Spring 1979 and 1980, approximately 8 percent, 
or about 280,000, of the 14-22-year-olds who had dropped 
out of high school returned. One would hypothesize that the 
same variables which lead to dropping out of school would 
influence the decision to return to school, but that the signs 
on the variables would be in the opposite direction. For in 
stance, students with high educational expectations after 
dropping out would be more likely to return to school. 13 
Thus, the independent variables used in the analysis included 
all those in the equations for dropping out of school. 14 The 
dependent variable was whether or not nonenrolled youth 
age 14-22, who had not received a high school diploma or 
GED when interviewed in 1979, were enrolled when inter 
viewed in 1980. Again, ordinary least squares and probit 
analyses were conducted.
Findings
Only a few factors influence the return to school (table 
4.2). Older youth were less likely to return: each additional 
year of age decreased the probability by 2 percentage points. 
Those youth expecting to attend college were more likely to 
return this increased the probability by 6 percentage 
points as were never married youth, 3 points. Finally, 
youth living in counties where local government expenditures 
per student were over $975 were more likely to return than 
youth from schools where less was spent on the schools.
Table 4.2
Factors Influencing Returning to School by High School Dropouts 
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$750 - $974 
$975-$1149 
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UNIVERSE: Respondents age 14-21 on January 1, 1979 who were not enrolled in primary or secondary school at survey date 1979 or May 1,
1979, whichever was earlier.
a. The values entering the intercept were being never married, family income in 1978 above poverty level, not intending to join the military, local
unemployment rate less than 3 percent, not expecting to attend college,enrolled in general high school curriculum when dropped; out of school,
not being two or more years behind grade level, having been enrolled in a school with a student/teacher ratio of less than 15, and living in a
county where less than $750 of local government funds is spent on education per student.
fSignificant at P=.10
'Significant at P = .05
"Significant at P = .01
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III. Going Directly to College
Of the 3,190,000 youth enrolled in the 12th grade in the 
Spring of 1979, 48 percent were enrolled in college a year 
later. The same variables which influence dropping out of 
high school apparently also influence the decision to go 
directly to college. Race (Kolstad 1979), sex (Robertshaw 
and Wolfle 1980) and age (Rumberger 1981) have been 
found to be important variables. Parental education has 
been found to be positively correlated with college atten 
dance in almost all studies (Bachman, Green, and Wirtanen 
1971; Christensen, Melder and Weisbrod 1975). Likewise, 
Kolstad (1979), Robertshaw and Wolfle (1980), and 
Rumberger (1981) all found that number of siblings, educa 
tional expectations and a measure of academic ability in 
fluence enrollment in college. Kolstad (1979) also found that 
high school curriculum was important. Robertshaw and 
Wolfle (1980) found a rural background to lead to lower 
enrollment and Rumberger (1981) found a positive correla 
tion with the reading materials index, living in the South, 
local unemployment rates, marital status, having a child, 
and, for Hispanics, living in a central city. Bachman, Green 
and Wirtanen (1971) found lower college attendance among 
those youth who had failed one or more times in school, had 
negative attitudes toward school, came from broken homes, 
were non-Jews, or were blacks in racially segregated schools.
In addition to including all the above variables, we 
hypothesize that the other variables used in the previous 
analyses will also apply to college decisionmaking. For ex 
ample, the student-teacher ratio in high school should be a 
predictor on the basis that those students coming from high 
schools with lower student-teacher ratios are more likely to 
be academically prepared to go on to college. Receipt of 
remedial English or mathematics training could be expected 
to indicate poor academic preparation and, therefore, lower 
the rate of college attendance. Coming from a household in
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poverty during 1978 should indicate financial hardship 
which limits college attendance. Finally, youth who are not 
in the labor force, who plan to work at age 35 and who do 
not plan to join the military (those presumably more com 
mitted to school than work) would be expected to have 
higher percentages going directly to college than would other 
youth.
Findings
Our analysis of the determinants of moving directly from 
the 12th grade on to college showed that most of the 
variables were significant (see table 4.3). Much higher prob 
abilities of moving from the 12th grade to college were found 
for older students (about 10 percentage points with each year 
of age); for those whose fathers attended college (19 to 26 
points higher); and for females (8 to 11 points). Those 
students who thought they had more control over their en 
vironments, those who did not intend to marry within five 
years as compared with those with such intentions, and those 
who attended religious services more often also were more 
likely to move directly to college. 15
Also more likely to go on directly to college were more 
able students, where ability is shown by knowledge of the 
labor market (up to 25 points); those not two or more years 
behind modal grade (33 points) and not having taken 
remedial education (18 points); those in college preparatory 
curricula (28 points above those in general programs and 38 
points above those in vocational curricula); those from 
schools with 1,000-1,749 students, and of course those youth 
who said they expectd to attend college when in the 12th 
grade. Finally, we found that minorities who attend 
predominately white schools (i.e., less than 10 percent 
minority student bodies) were substantially less likely to at 
tend college during the following year.
Table 4.3
Factors Influencing Going from 12th Grade to College 
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Minority respondent, 
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UNIVERSE: Respondents age 14-21 on January 1, 1979 who were enrolled in primary or secondary school at survey date 1979, or May 1, 1979,
whichever was earlier.
a. The values entering the intercept were being female, mother and father born in the U.S., father's educational attainment more than 12 years,
family income in 1978 above poverty level, not intending to marry within five years, not expecting to attend college, enrolled in general high
school curriculum in 1979, not being two or more years behind grade level, did-not receive remedial education, and being enrolled in a school
with a student/teacher ratio of less than 15.
tSignificantatP=.10
*SignificantatP = .05
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Several variables which were not statistically significant 
were: race; unemployment status of the youth and local 
unemployment rate; number of siblings; absence of a parent 
when growing up; and school satisfaction, type and funding 
level. These variables appear to indicate that financial con 
straints and school resources are relatively unimportant in 
determining who goes on to college when other variables are 
controlled.
IV. Conclusions and Policy Implications
Several conclusions may be drawn from these findings. 
First, in aggregate, black and Hispanic youth have higher 
dropout rates and lower probabilities of moving from high 
school directly to college than do whites. To the extent that 
these educational decisions affect subsequent labor market 
success, we can expect continuing racial inequality.
These racial differences in schooling decisions, however, 
appear due to factors other than race and ethnicity. When 
other factors are controlled, black youth are less likely than 
whites to drop out of school, and minority youth are just as 
likely to move on to college from the 12th grade as are white 
young people. Apparently, other variables that correlate 
with race and ethnicity lead minorities to their "negative" 
educational behavior. Family background variables cor 
related with minority status which affect schooling decisions 
include lower education of father, for both blacks and 
Hispanics; greater incidence of being from poverty homes, 
absence of mother or father in the home at age 14, and hav 
ing a child during the year are both correlated and influential 
for blacks. Also, minorities have poorer schooling situa 
tions, i.e., blacks and Hispanics tend to have higher propor 
tions two or more years behind modal grade, much lower 
knowledge of the labor market scores (our ability proxy), 
and higher student-teacher ratios. 16 Finally, black youth 
were more likely to be unemployed.
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The implication of these findings is that to improve the 
schooling situation of minorities, other variables must be 
changed. Obviously, public policy, particularly as it relates 
to schools, can do very little to alter some of these variables. 
For instance, if knowledge of the labor market is actually a 
measure of basic intelligence, there is little that schools can 
do to alter it. Similarly, growing up in a single parent 
household is not easily manipulated by public policy, 
although government policies other than schooling may im 
pact on this variable. On the other hand, specific 
background and school-related variables can be influenced 
by public actions. For instance, the knowledge of the world 
of work score has been shown to be correlated with race, 
poverty and age in earlier studies (Parnes and Kohen 1975), 
indicating that the scale may reflect learned and cultural 
materials rather than genetically inherited traits. This cor 
relation implies that teaching about the labor market in the 
schools might reduce dropout rates and increase the propor 
tion of youth going on to college. Obviously, reducing the 
number of youth who are behind grade level and are 
dissatisfied with school will also positively affect these deci 
sions. Such changes would in turn lower the overall 
socioeconomic differences between whites and minorities.
A second finding is that coming from a poverty household 
and being unemployed while in school tend to increase the 
probability of dropping out of school, ceteris paribus. The 
higher dropout probability for poor youth may be the result 
of their facing substantial economic burdens which do not 
allow them to continue in school or of the higher marginal 
utility of income from finding jobs rather than from further 
schooling. Unemployed youth may similarly have financial 
burdens which they are trying to shoulder by seeking work, 
or they may be looking for attractive alternatives to school. 
Regardless of the reason for the higher dropout rates, it does 
not appear that programs which increase employment or 
reduce poverty will have a large direct effect on school
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enrollment. The effects of these two variables are not large; a 
reduction of less than 1 percentage point in the national 
dropout rate would result if there were no poverty and all 
youth were employed or not in the labor force.
Third, while it should be noted that, on average, youth 
from poorer families were less likely to attend college, this 
was probably due to the family background variables of 
poor youth, such as lower parental education and lower 
knowledge of the labor market, which were related to college 
attendance. When these factors were controlled, the percent 
ages of poor youth going on to college were not statistically 
different from those who were not poor. It would appear 
that government and other financial aid was sufficient to 
overcome the strictly monetary problems of students, and 
financial constraints were not a major impediment to college 
attendance during 1979-80 among those students who did 
complete high school. Recent reductions in federal aid to col 
lege students may have negated this conclusion, however.
Fourth, school segregation did not affect the dropout rate 
when other factors were controlled. This implies that in 
tegration efforts will not affect this variable directly. On the 
other hand, minority youth in predominantly white schools 
were less likely than other minorities to go to college during 
the following year, a fact which may indicate that integration 
will raise college attendance rates among minorities.
Fifth, curriculum is a determinant of dropping out of 
school and going on to college. Students in college 
preparatory programs have lower dropout rates and higher 
college attendance rates than students in general studies and 
vocational curricula. Unfortunately it is not clear to what ex 
tent these differences are the result of the programs and how 
much represent self-selection on the part of the students: 
students desiring to complete school and go on to college 
could be expected to seek out college preparatory courses. 
To some extent the inclusion of the expected level of educa-
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tion controls for self-selection bias, but because expected 
education probably does not control for all of this bias it is 
impossible to say if placement of more students in college 
preparatory tracks would lead to reduced numbers of 
dropouts.
Plans for the future may reflect a young person's outlook 
on life but these plans also may be a function of their past ex 
periences. For instance, youth planning to marry are more 
likely to drop out of school and not to go on directly to col 
lege from the 12th grade. It is not clear whether these young 
people are reducing their education because of their marital 
expectations or whether failures in high school have turned 
them away from education and toward other outlets, such as 
families. Regardless of the flow of causality, however, those 
youth who plan to marry earlier, join the military, and not to 
work at age 35, are more likely to leave school than other 
youth.
Sixth, school characteristics appear to have only limited 
influence on the three schooling decisions under study here. 
The dropout rate rises somewhat with student-teacher ratio. 
Students in schools with student-teacher ratios of less than 
18 generally have dropout ratios about 3 percentage points 
lower than those where the ratio is 19 to 21, and 3 to 4 
percentage points below students in schools where the ratio is 
22 or more. The relationship is not linear, however, so that 
the effect of removing one student from each class would not 
be the same, e.g., going from classes of 23 to classes of 22 
would appear to increase the dropout rate by 1 percentage 
point. Thus, while lowering the student-teacher ratio would 
lead to some reduction in dropouts, the impact would not 
likely be very great.
A further finding is that satisfaction with school is a cor 
relate of dropping out; it would appear that if school 
satisfaction can be increased, dropping out of school can be 
decreased. Less clear is how this is to be accomplished. In ad-
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dition to the single question on global satisfaction with 
school, nine more specific attitude questions were asked. 
Overall satisfaction was correlated significantly 
(.12 <r <.20, P = .001) with each, however, so that it is not 
evident that any specific actions such as improving teaching 
or counseling or school safety will necessarily have a signifi 
cant impact on dropping out of school. 17
Finally, teenage pregnancy is one of the major reasons for 
dropping out of school; having or fathering a child during 
the year increased the probability by 6 percentage points. 
Obviously, to the extent that childbearing is delayed until 
schooling is completed, educational attainment will be in 
creased as will the youth's subsequent labor market success, 
which has been shown to be correlated with high school 
graduation. Programs such as sex education and the provi 
sion of contraceptive information in the home, school, or 
another setting, which lead to a reduction in teenage 
pregnancy, will have substantial impact on the schooling 
decisions of youth. Further, the provision of services which 
will permit students with children to continue their education 
could be helpful.
Choices in Education 107
NOTES
1. By examining the dropout rate for this period, we depart from other 
studies which compare dropouts with high school graduates or enrollees 
at a point in time. Our procedure has two advantages. First, it allows us 
to exploit the longitudinal nature of the data. A major problem with 
single observation studies is that they measure variables after the dropout 
has occurred with the result that their measurements may be biased due 
to inaccurate recall in the case of attitudinal variables, variables for 
substantially earlier periods, and variables involving details tied closely 
to specific dates (e.g., employment status in a specific week prior to the 
dropping out). A second problem is timing of the dropout. If a post- 
school age group, e.g., 20-21-year-olds, is used, the analysis cannot dif 
ferentiate persons who dropped out and then returned to school from 
those who went straight through to graduation. Our method, however, 
allows us to identify the dropout occurring in a given year and also 
allows analysis of the returnees.
2. This number compares to 885,000 14-24-year-olds reported by the 
U.S. Bureau of the Census (1981) to have been enrolled in October 1978 
and not enrolled in 1979 without completing the 12th grade. Since the 
NLS sample was composed of persons who were at least 15, most of the 
slight difference can be explained by the omission of the 14-year-olds.
3. Approximately one year passed since the vast majority of respondents 
were reinterviewed 11-13 months after their initial interview.
4. In the following review of variables not all studies are cited which 
found a significant relationship between dropping out and the variable. 
Only a few are cited for each variable. The studies which have the most 
complete lists of variables are Bachman, Green and Wirtanen (1971), 
McNally (1977), and Rumberger (1981).
5. The NLS finds for youth age 20-21 that 31 percent of Hispanics, 24 
percent of blacks and 12 percent of whites did not complete high school. 
Other studies show minorities have lower rates when socioeconomic 
background is controlled (Masters 1969). The NLS has aggregate 
dropout rates of 16 percent for males and 13 percent for females 20-21 
years old.
6. The NLS contains a dichotomized global satisfaction with school 
measure and it would be expected that those students who were 
dissatisfied with school would more likely be the ones to drop out.
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7. The regressions were run without using the sample weights. Due to 
computer program limitations, not all variables could be included in the 
probit analysis. Therefore, only those variables significant at P= .10 in 
the OLS regressions were included. The mean dropout rates are weighted 
to reflect the national population.
8. Since there were zero-order correlations of many of these variables 
with the dropout rate, we conclude that they must be correlated with 
other variables in the analysis which are more important.
9. The percentage point increases or decreases in the probabilities in this 
chapter are taken from the probit equations evaluated at the means. 
They represent the average changes for the entire sample holding the 
other variables constant at their means.
10. If the father was absent at age 14, mother's education was used.
11. It may be argued that the schooling variables are in fact intermediate 
outcomes of family background and other variables, possibly introduc 
ing multicollinearity. Therefore, the OLS equations were run omitting all 
of the school variables. The major changes were that being male, having 
moved in 1978, and the index of reading materials and sex were now 
significant. Also, some of the previously significant variables increased 
their coefficients and t-values.
12. This section by the authors appeared as "A Note on the Return of 
Dropouts to High School," Youth and Society, Vol. 14, No. 4, June 
1983. Reprinted with permission.
13. This was borne out in the study by Larter and Cheng (1979).
14. School satisfaction, which was only measured for those in school, 
was not included in this equation. A variable for having been married 
was added to the equation since it was hypothesized that single youth 
would be more likely to return to school. There were not enough cases of 
married persons to include this variable in the dropout equation.
Earlier regression runs had also included variables for reason left 
school and length of time out of school, but these were not statistically 
significant and are omitted here.
15. To test whether these effects were artifacts of correlations with the 
school and the expectations for going to college variables, the OLS equa 
tion was run without them. The results were even more dramatic; the 
coefficients for Hispanics, blacks, females, not living in a rural area, the 
reading materials index, not living in the North Central states, and in 
tending to work at age 35 became positive and significant at P = .05.
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16. It should be noted, however, that when the school variables were 
dropped from the OLS regressions, the same relationships between race 
and ethnicity and the schooling decisions still occurred.
17. When the nine specific questions were included in earlier regression 
runs along with the global satisfaction question, none was statistically 
significant at P = .05.
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and Quality of Life 
for Public and Private
High School Youth
William R. Morgan*
Even in quantity it is and is likely to remain, altogether insuf 
ficient, while in quality, though with some slight tendency to 
improvement, it is never good except by some rare accident, 
and generally so bad as to be little more than nominal.
J.S. Mill, Principles of Political Economy (1848)
The issue of how much a society should use public or 
private institutions to educate its citizenry is a fundamental 
question of democracy. Not surprisingly, its salience in 
creases at times when the educational system as a whole is 
under attack. John Stuart Mill's dismal assessment of 
English popular education as it existed in 1848 is strikingly 
similar to criticisms of American education today. Paradox 
ically, it was government-subsidized private education which 
bore the brunt of his criticism then. Mill advocated reducing
*A version of this paper is to appear as "Learning and Student Life Quality of Public and 
Private School Youth" in Sociology of Education. I am grateful to Yu-Hsia Chen for her 
excellent research assistance.
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the role of private schools and giving more support to the 
better quality, state-run schools.
Mid-nineteenth century England is, of course, quite dif 
ferent from late twentieth century America at least most of 
us think so. Instead of a John Stuart Mill attempting to 
speak out on behalf of the "ignorant poor,*' the many voices 
of American public opinion, expressed through polls, school 
board elections and the popular media, have been clamoring 
for improved education for their children. In the search for 
alternatives, many have questioned whether the public 
schools are performing as efficiently as the private schools. 
Perhaps public schools should become more "like" private 
schools, and even more directly, more parents should have 
the economic opportunity to enroll their children in private 
schools. Pending Congressional legislation to provide tax 
credits to parents who send their children to private schools 
is the most concrete manifestation of this public sentiment.
A basic premise of the current national debate is the belief 
that the average American child does in fact learn more in 
private than in public schools. Research by James A. Cole- 
man, the nation's preeminent educational sociologist, at first 
appeared to substantiate this belief. Coleman, Hoffman, 
and Kilgore's (CHK) 1981 study of public and private 
schools has been widely publicized, but also heavily criticized 
by the social science research community. The specific 
theoretical and methodological issues under attack are 
discussed in detail elsewhere (e.g., Olneck 1981; Bryk 1981; 
Goldberger and Cain 1982; Morgan 1983). In this chapter we 
shall take a new look at learning in public and private 
schools, using the fresh data base of the NLS survey and a 
different theoretical perspective.
Omitted from the CHK study was any reference to existing 
social science theory on how schooling operates, or to any of 
the sociological work to which Coleman himself had been an
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important early contributor (Coleman 1961). What CHK 
provided was a loose input-output economic metaphor by 
which to organize their results. Each of the four analytic 
chapters in their report was addressed to one of the following 
questions: "Who is in the schools? What resources go into 
them? What goes on? and What comes out?" (CHK 1981, p. 
6). This implicit education production function (Hanushek 
1979) needs much greater refinement, however, if it is to 
move beyond the status of metaphor and provide explicit 
theoretical guidance in analyzing possible learning dif 
ferences between public and private school youth.
The first and most important refinement has to do with 
the assumption that each sector operates in some 
characteristic total manner on all students to produce learn 
ing in varying degrees of efficiency. As Brown and Saks 
(1981) have recently demonstrated, internal decisions made 
to allocate resources have a crucial bearing on overall level of 
learning within classrooms. This argument for resource 
allocation, although ignored by CHK, also applies at the 
macro-level of effectiveness in school sector. Overall sector 
efficiency depends greatly on the decisions each sector makes 
about resource allocation. Insofar as the private sector 
devotes a larger share of its instructional time to college 
preparation, which it certainly does, its average level of 
cognitive achievement will be higher. Any adequate produc 
tion function designed to gauge sector effectiveness must in 
corporate this difference, and the most direct procedure 
would be to include in the equation a track or curriculum 
enrollment variable. The important research question thus 
becomes whether or not private schools are more effective 
net of this resource allocation difference. To omit this 
variable from the production function, as CHK choose to 
do, is a serious misspecification.
A second related issue in this production function ap 
proach to national educational policy is the question of locus
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of decisionmaking. Assuming an adequate school sector pro 
duction function can be estimated, who would use this func 
tion to maximize the learning of American youth? 
Presumably national educational policymakers, yet Coleman 
has at the same time identified federal regulation of 
American public education as one of its principal 
weaknesses. In a popular policy journal, he charged that 
"public schools have become an overregulated industry, 
with regulations and mandates ranging from draconian 
desegregation to mainstreaming of emotionally disturbed 
children, to athletic activities that are blind to sex dif 
ferences" (Coleman 1981). When he recommends tuition tax 
credits for parents who send their children to private schools, 
he argues it is a deregulation step, giving more parents 
latitude to choose the type of education they want their 
children to have. If individual parents are in fact the key 
policymakers, then it would seem an optimal household 
education consumption function (Becker 1976) would better 
inform their sector choice decision than would a national 
education production function.
Therefore the appropriate education for parents to choose 
for their child is one which provides the best opportunity to 
maximize the child's human capital (learning and future 
earnings), given the constraints on parents of time, income, 
and production knowledge. The latter would include all fac 
tors that enter proper judgments about what type, level, and 
amount of schooling best maximizes the learning and earn 
ings potential of a particular child. All other things equal, 
parents uncertain of their child's abilities and interests might 
prefer a "comprehensive" public high school, providing the 
maximum flexibility in curricular choice. Parents who 
estimate their child has below-average ability or taste for 
schooling would also choose this type of school for its voca 
tional and career training opportunities. Parents who believe 
their child has high academic ability or interest would prefer
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schools with a strong college preparatory curriculum. Usual 
ly these are either private schools or high quality public 
schools in more expensive suburban neighborhoods. At least 
until recently, the extra expenditure for suburban housing 
and schooling was a more attractive resource allocation 
choice than private high school tuition payments.
Several social and economic changes may be altering this 
preference. One is the ever higher cost of suburban housing. 
Another is the increased number of dual wage-earner 
households. For working mothers, the preference for 
minimum commuting time may be a new consideration that 
offsets the value of larger, more distant housing. More im 
portant, the reduced parenting time available in these 
households may increase the attractiveness of private educa 
tion where the development of attitudes, motivation, and 
discipline is a more explicit part of the school curriculum. 
The private boarding school is the extreme choice wherein 
affluent parents allocate income to compensate for low 
parenting time, but most private day schools, especially 
those offering religious instruction, also emphasize to 
parents the socialization goals of their curriculum.
The final and most important factor that underlies 
parents' private school enrollment decisions is the declining 
confidence in the quality of public school instruction. With 
the rapid expansion of higher education in the 1960s and 70s, 
college attendance began to be marketed as the optimal way 
to maximize human capital for youth of wide levels of ability 
(Freeman 1976). Higher education policies originally intend 
ed to promote minority access became redefined as "univer 
sal" access policies. At the high school level, this burgeoned 
the enrollment in college preparatory courses. Insofar as col 
lege preparatory teachers adapted by pitching their group in 
struction to a broader range of student ability, there was an 
overall decline in the standard of instruction. Private schools 
were better able to resist such a decline, screening out weaker
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students through admissions procedures. Thus the expansion 
of higher education during the last two decades was a major 
reason for the disparity today in the academic standards of 
public and private high schools. This argument proposes that 
the disparity reflects a difference in resource allocation, 
however, not in actual instructional resources.
Alternatively, the belief in private school academic 
superiority may be more mythical than real, reflecting 
"white flight" racial prejudice and the fallacy among many 
American consumers of equating market price with product 
quality. Each generation of ambitious parents seeks new 
means to give their children a competitive edge, moving from 
speed reading classes to college entrance examination 
coaching, from home encyclopedias to home computers. It 
may be that this is the generation to champion private 
schooling. CHK's report is the first major study to conclude 
private education produces superior learning. The findings 
here, however, do not support so simple a conclusion.
I. Study Design
Table 5.1 presents the unweighted sample frequencies for 
schools and youth across sectors in both the High School and 
Beyond Survey used by CHK and NLS samples. The MSB 
sample in CHK included 84 Catholic secondary schools and 
only 27 non-Catholic private secondary schools. By contrast, 
the NLS sample, although having only one-fifth as many 
youth, distributes those youth over more than three times as 
many secondary schools, including 279 Catholic and 244 
other private schools.
After appropriate weighting, the two samples generate 
comparable population estimates for all but the other private 
sector. For the public and Catholic sectors, the NLS and 
HSB estimates are an average of 1 percentage point different 
from one another. Youth from public high schools are about
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14 percent black, 6 percent Hispanic, and 30 percent 
Catholic, compared to 6 percent black, 6 percent Hispanic, 
and 90 percent Catholic for those attending Catholic 
schools. For the other private sector, the discrepancy be 
tween surveys averages 4 percentage points. According to 
NLS estimates, other private sector youth are 9 percent 
black, 4 percent Hispanic, and 24 percent Catholic.
Table 5.1
Comparison of Unweighted Sample Sizes 






NLS total youth, 
aged 14-22 (1979) 11,983 414 299 12,686
HSB total students, 
sophomores and seniors 51,339 5,528 1,182 58,049
Schools:
NLS total schools 
last attended3 2,996 279 244 3,519
HSB total schools 
currently attended 894 84 27 1,004
HSB SOURCE: Coleman, et al., 1981, table A. 1.3, p. A-10.
a. NLS school total equals sum of each distinct "last high school attended" for all youth in
sample.
A related sampling problem which has clouded the inter 
pretation of CHK's findings is that the HSB sample is 
restricted to clusters of 10th and 12th graders who were cur 
rently enrolled in the sampled schools. Dropouts were ex 
cluded. This means that when CHK average the across-grade 
achievement differences at each school in order to compare
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"learning growth" in each sector, they must somehow con 
trol for differential selectivity of 12th graders caused by the 
different dropout rates across sectors. 1 By contrast, the NLS 
target population is the cohort of all 33 million noninstitu- 
tionalized civilian and military youth who were aged 14-21 
on December 31, 1978. The availability of the full spectrum 
of youth, from dropouts to valedictorians, and from high 
school freshmen to college graduates, permits a more com 
plete assessment of the relative educational impact of the 
public and private secondary school sectors. This broad sam 
ple of youth received cognitive achievement tests ad 
ministered at one point in time, independent of the youth's 
age or school status. In the summer of 1980, when the cohort 
age range was 15-23, 11,878 youth (93.6 percent of the 
original 1979 sample) took the Armed Services Vocational 
Aptitude Battery (ASVAB) at over 400 test sites (for a detail 
ed field report and psychometric data quality analysis, see 
McWilliams 1980; and Bock and Mislevy 1981). Ten subtests 
constitute the ASVAB. (See table 5.2) All subtests were 
multiple-choice paper-and-pencil tests, with either four or 
five alternative choices per item.
Table 5.2
The Armed Services Vocational 
Aptitude Battery (ASVAB) Subtests
Number items Minutes
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The ASVAB subtests most similar to the Reading, 
Vocabulary, and Mathematics tests used in the CHK report 
are those called Paragraph Comprehension, Word 
Knowledge, and Arithmetic Reasoning. Table 5.3 reports 
these test scores for the younger half (15-19) of the NLS 
cohort together with the comparable scores for the HSB 12th 
graders. Of particular interest is whether the data sets agree 
in the assessment of relative achievement across sectors. In 
both data sets, Catholic and other private school youth score 
higher than public school youth on all three tests. However, 
the other private school sample scores consistently lower 
than the Catholic sector youth in the NLS, and scores higher 
in HSB. A key difference to be borne in mind in the inter 
pretation of subsequent findings is that the other private 
schools in the NLS survey are an academically less selective 
set than the ones included in the HSB study. It is tempting to 
claim that the 244 schools in the NLS are more representative 
of the diversity in the other private school sector than the 27 
HSB other private schools, but such a claim must be 
tempered with the realization that the actual respondent 
sample size is much smaller in the NLS.
Aside from this difference, the consistency across surveys 
in the public-Catholic achievement comparisons is rather 
remarkable. As shown in the bottom panel of table 5.3, in 
both studies Catholic youth score about one-third of a stan 
dard deviation higher than public school youth, and in both 
studies their greatest advantage is in vocabulary. In the NLS 
survey, however, the other private school sector superiority 
over public schools averages only one-fourth a standard 
deviation difference, compared to almost one-half a stan 
dard deviation difference in the HSB data.
In summary, the present study has differences from CHK 
in sampling design, data collection procedures, and measure 
ment instruments. Yet with appropriate weighting and selec 
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similar population estimates of the background composition 
and achievement scores for youth from two of the three 
school sectors. Failure to replicate the population estimates 
for the other private school sector does lend credence to 
criticisms that the HSB sample of this sector was inadequate.
II. Sector Differences in Quantity 
Versus Quality of Schooling
The findings in this and the following section are directed 
toward the basic question of how much, if any, of the 
observed differences across sectors in cognitive achievement 
(table 5.3) and other outcomes can be attributed to dif 
ferences in quality of schooling. This first section reports 
sector variation in key factors associated with the achieve 
ment difference years of schooling completed, 
socioeconomic background, curriculum and course enroll 
ment, and school resources. The following section presents a 
causal analysis of these factors.
For any given youth, the primary determinant of achieve 
ment level is quantity of schooling. This seemingly obvious 
factor is still often ignored by those who ask whether school 
ing "makes a difference." Table 5.4 groups the 1979 cohort 
of American youth according to their 1981 level of educa 
tional attainment, when they ranged in age from 16-24. 2 At 
the same time the 33.3 million young persons included an 
estimated 4.7 million high school dropouts, 8 million cur 
rently enrolled high school students, 11.3 million terminal 
high school graduates, 2.8 million former college students, 
and 6.5 million currently enrolled college students. 3
Each of these attainment groups is a sizeable and experien- 
tially very different segment of the youth population. Table 
5.4 presents the mean cognitive achievement across sectors 
for each attainment level. The achievement score reported is 
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sum of three tests reported separately in table 5.3 (Paragraph 
Comprehension, Word Knowledge, and Arithmetic Reason 
ing) and one-half the total score of a fourth subtest, 
Numerical Operations. This index, known as the AFQT, is 
the Armed Forces Qualifications Test used to screen military 
candidates. It has a maximum score of 105 and for this 
cohort a mean of 71.0 and standard deviation of 20.9.
As expected, for both sectors achievement increased 
linearly with quantity of schooling. College students scored 
almost two standard deviations (36 points) higher than high 
school dropouts. Somewhat surprising was that public and 
private youth differed substantially only at the two in 
termediate high school education levels of attainment. High 
school students and terminal graduates from the public and 
private sectors both differed 7 points, one-third of a stan 
dard deviation. For those who drop out of high school, or go 
on to college, being from a public or private high school 
makes a difference in achievement of less than two points, 
only one-tenth of a standard deviation.
This near-equivalence of sectors within three of five at 
tainment levels must be counterposed with the fact that the 
cohort as a whole shows a sector difference of 9.2 achieve 
ment points. In large part, this difference reflects the tenden 
cy for private school youth to be disproportionately 
represented in the higher levels of educational attainment, 
where achievement scores are higher. Twelve percent of col 
lege students came from private high schools, compared to 
7.5 percent of all those currently in high schools, 4.4 percent 
of terminal high school graduates, and only 2.4 percent of all 
dropouts. If public and private school youth were distributed 
the same across attainment levels (using the technique of 
direct standardization), the overall achievement difference 
between sectors would drop more than half, to 4.5 points.
But how can the remaining half of this private sector 
superiority be accounted for? And how can the higher attain-
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ment of the private sector youth be explained? The two ques 
tions are empirically closely interrelated, and their answers 
are crucial for understanding the relative strengths of the two 
sectors. The sector difference may have little to do with the 
schools themselves, but rather with the differential selection 
of youth into the sectors. Private sector youth may be 
socioeconomically advantaged, with greater learning ability 
and more ambitious educational goals. But if relative school 
quality is the answer, then either private schools do a more 
efficient job of instruction, have more resources, or allocate 
resources more strictly into academic subject areas.
These three possibilities all have varying degrees of sup 
port. Private sector youth do have a strong socioeconomic 
advantage, as indexed by father's education and occupation. 
Youth in the other private schools are slightly better off than 
Catholic school youth. Of Catholic and other private youth, 
31 percent and 38 percent, respectively, have fathers with 16 
or more years of education, compared with only 16 percent 
of pubic school youth. Similarly, 61 percent and 52 percent, 
respectively, have fathers with white-collar jobs, compared 
with 39 percent of public school youth.
Private sector youth are also twice as likely as public 
school youth to be in a college preparatory curriculum, with 
Catholic sector youth slightly more so than the other private 
school youth. The difference is 64 percent and 52 percent, 
compared with 30 percent. Conversely, youth in the public 
sector are twice as likely as private sector youth to enroll in a 
vocational study program, the difference being 14 percent 
compared with 6 percent of Catholic youth and 7 percent of 
other private youth. Average differences in educational goals 
of the youth are equally strong. As measured in 1979 and 
again in 1981, relative to public school youth, the expected 
education of Catholic school youth was one and a half years 
higher, and for other private school youth was one year 
higher. These constitute differences of about half a standard 
deviation.
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Differences in available resources at the schools of these 
youth are not ordered as uniformly across sectors as the stu 
dent characteristics were. If any one sector appears to have 
an overall resource advantage, it would appear to be the 
public schools. Public school youth had an average of 1400 
students in their schools, compared with 900 and 700 for 
Catholic and other private school youth. Their teachers' 
average starting salary in 1980 was 10,900 dollars, 1,900 and 
1,400 more than for Catholic and other private school 
teachers. The sectors are about the same in teachers' degree 
qualifications. The other private schools, despite having the 
smallest enrollments, have libraries averaging almost as large 
as in the public schools. Other private school youth had ac 
cess to libraries averaging 16,400 volumes, compared with 
16,700 volume libraries in public schools and 11,500 volume 
libraries in Catholic schools. By contrast, the private schools 
offered extremely limited vocational opportunities. Of seven 
vocational programs examined (agriculture, business, 
distributive education, health, home economics, trade, and 
technical), business was the ony one available to at least half 
the other private sector youth. Catholic schools were little 
better, with business and home economics the only programs 
available to a majority. In the public schools, six of the seven 
programs were available to at least half the youth. It does ap 
pear that the difference between sectors is less a matter of 
total resources than of resource allocation.
The final comparison pertaining to educational quality ex 
amines the academic records of youth who graduated from 
the college preparatory track of their high schools. Of in 
terest is whether college preparatory programs might be 
more rigorous in the private schools, in terms of students 
taking more academic courses and being graded more com 
petitively. This information came from a survey in 1980 of 
students' final high school transcripts (Campbell, Orth, and 
Seitz 1981). Credits received during grades 9-12 in the five 
main academic subject areas English, mathematics,
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science, social studies, and foreign language were coded 
using the Carnegie credit-unit system, based on one-hour, 
one-year courses receiving 1.00 credit.
Moderate differences do exist across sectors in the college 
preparatory curriculum taken by the graduating youth. 
Overall, Catholic sector youth took one more credit hour of 
academic coursework than public youth did, and other 
private school youth took one-half more credit hour. The 
largest differences were in social studies and foreign 
languages, with slight differences in English and no signifi 
cant difference in either mathematics or science. Corres 
pondingly, Catholic and other private sector youth were 
graded more rigorously, with Catholic sector youth being 
assigned the lowest grades overall, averaging a quarter-point 
lower than public school youth, based on a four-point grade 
scale.
These sector differences in college preparatory coursework 
lend some slight credence to the educational quality explana 
tion of the higher achievement scores of private sector youth. 
Translated into a time metric, the average difference of one 
college preparatory course unit between Catholic and public 
sectors is a difference of 4 percent of the total high school 
class time. Compared to coursework differences between 
curriculum tracks, however, this is at most marginal. For 
youth from all sectors the average college preparatory course 
load over grades 9-12 is 16 credits, or four academic courses 
per year. This means two-thirds of students' total course 
time is spent in academic courses. By contrast, public sector 
youth in general and vocational programs average only 11.7 
and 10.8 academic course units, respectively, i.e., they spend 
less than half their class time taking academic courses. 4 This 
average disparity of more than four course units means 
general and vocational students spend at least 17 percent less 
of their total high school hours in academic courses than 
their college preparatory counterparts.
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If quantity of schooling affects cognitive achievement, as 
we see it did in the case of years of schooling, and cognitive 
achievement is parents' primary goal for their child, it would 
seem that the consumer decision to enroll one's child in a col 
lege preparatory curriculum is probably going to promote 
learning more efficiently than would a decision to move the 
child out of the public sector completely. The next section 
will estimate the relative gain that can be expected from 
either of these decisions.
III. Sector and Curriculum Effects
Figure 5.1 presents the causal model used to estimate joint 
sector and curriculum effects on achievement and college 
plans, net of background characteristics. The full model is a 
recursive four equation system. Sector and curriculum 
enrollment are each determined by a vector of background 
variables. No causal relationship between the two schooling 
choice variables is specified other than their joint 
background determination and correlated residual variation. 
Achievement is dependent on the background vector, sector, 
and curriculum enrollment. Expected educational attain 
ment in turn is dependent on these prior variables and 
achievement. Only the last two equations are estimated in 
this chapter. Other educational outcomes to be analyzed 
with these equations include selected vocational achievement 
scores and ratings of quality of school life.
This relatively simple model is consistent with both the 
standard status attainment model of sociologists (Blau and 
Duncan 1967; Sewell, Hauser, and Featherman 1976) and 
the education consumption approach presented earlier. The 
attainment model posits schooling as the primary intervening 
mechanism converting and altering an individual's origin 
status into destination status. Usually destination status is 
represented by the adult respondent's educational attain 
ment, occupation, and earnings, origin status by parents'
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education, occupation, and income, and the individual's 
preschooling ability level. A social psychological variable, 
called either significant other's influence or parental en 
couragement, is also included to capture the impact of dif 
ferential parental ambition, values, and related factors in 
mediating the influence of these origin status variables on 
schooling outcomes. A second social psychological variable, 
referred to as educational aspirations or expected educa 
tional attainments, mediates the outcomes of secondary 
schooling on final educational attainment.
Figure 5.1
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From this status attainment perspective, the model in 
figure 5.1 evaluates the extent to which school sector and 
curriculum mediate the effects of origin status on the two 
proximate causes of destination status, academic achieve 
ment and expected educational attainment. Their having 
sizeable effects on the two educational outcomes net of 
origin status, together with their strong linkage to origin 
status (as shown in the previous section), would indicate 
their importance in transmitting social inequality across 
generations. Alternatively, from the perspective of a 
household consumption approach, the equations permit an 
assessment of the production efficiency of parents' expend 
ing their resources on either a private high school education 
or a college preparatory curriculum in order to maximize 
their children's human capital. The relative value of these 
two educational policy choices for optimizing various 
noneconomic attitudinal returns may also be assessed.
Table 5.5 presents the means and standard deviations for 
all variables used in the achievement and expected at 
tainments equations. The fourteen explanatory variables in 
clude the two schooling variables, nine background 
variables, and three control variables. The background 
variables are family income, mother's and father's educa 
tion, mother's and father's occupation, number of siblings, 
significant other's influence, religion (Catholic or other), 
and ethnicity (black, Hispanic, or white). 5
The three control variables included are residence (urban 
or rural), region (one of the nine Census regions), and age. 
Although they are not theoretically central to status attain 
ment or to education consumption, the possible effects of 
these control variables are of substantive interest; and 
because they correlate with the other background variables, 
deleting them would bias the estimated effects of these 
variables. 6
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Table 5.5
Means and Standard Deviations for Variables in Basic Model
of Secondary School Sector Effects

















































































































































One potentially biasing omission from the vector of 
background variables is a measure of ability. According to 
CHK's critics, their failure to control for the probable higher 
ability of the more selective private school students biased 
upward their sector effect estimates. This possibility was 
analyzed on a 20 percent subsample of NLS youth who had 
at least one intelligence test score available in their high 
school records. A composite I.Q. index was constructed by 
taking the first recorded of seven possible intelligence test 
scores. Scores from the different tests were equilibrated by 
conversion to national percentiles. 7
For the achievement equation, addition of the I.Q. index 
to the background vector uniformly decreased all 
background and schooling estimates to approximately two- 
thirds their original size. This reduction reflects the fact the
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I.Q. index had a zero-order correlation of .704 with the AF- 
QT score and moderate correlations with all background 
variables. Whether these reduced estimates are less biased, 
however, is by no means certain. The age at which each 
available intelligence test was administered was variable, but 
in most cases occurred well into the youths' schooling 
careers. Two-thirds of the available tests were taken in 
grades seven through ten, the modal year being grade nine. 
CHK have argued (1982: 165) that such school-age in 
telligence tests possess a strong achievement component, and 
therefore leave unanswered the question of whether such 
tests measure ability or simply prior achievement. If the lat 
ter, the reduced size of the estimated coefficients when the 
index is in the equation would simply reflect the consistently 
more modest effects of each variable on achievement gain as 
opposed to achievement level. But more important, even if 
the I.Q. index were a valid ability measure, a nearly uniform 
one-third adjustment in the size of the coefficients would not 
alter our overall conclusions on the relative importance of 
the sector and curriculum effects. Consequently it was decid 
ed to leave the estimates unaltered, as presented in table 5.6.
For these schooling equations, the sample has been 
restricted to the half of the youth cohort who were of school 
age, 14-17. 8 Eleven of the explanatory variables are express 
ed in either single or multiple series dummy variable form, 
and in each case the referent category is denoted in paren 
theses after the variable name in the table. Eight of these are 
natural categoric variables. Three interval variables, 
mother's and father's education and family income, were 
categorized mainly to permit the inclusion of a no answer 
category for each, thereby minimizing case loss due to miss 
ing data.
This basic model fits the data well. 9 The OLS-estimated 
equation explains 44 percent of the variation in youth 
cognitive achievement and 48 percent of the variation in ex-
Table 5.6
Coefficient for Basic Model of Secondary School Sector Effects
on Years of Expected Education and Achievement (AFQT)










































































































































































































































































































































































































































































































AFQT - - .035 22.46
NA-CURR -13.71 -9.28 -1.398 -8.57
NA-INC 4.750 4.29 .461 3.83
NA-MOED -.357 -.22 .161 .92
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pected educational attainments. The vector of seven 
background variables measuring origin status had its ex 
pected strong effect on both cognitive achievement and ex 
pected years of education. Only father's and mother's oc 
cupational position, broadly categorized into the three-fold 
division of blue-collar, white-collar, or unemployed/out-of- 
labor force, failed to have an independent effect net of the 
other variables. The linearity of the parents' education and 
family income effects is especially striking, as is the strong 
effect of the social psychological mediator of these origin 
status effects, significant other's influence.
The five control variables have mixed effects. Being of 
Catholic origins in itself has no effect on achievement or ex 
pectations, and age raises achievement levels and reduces ex 
pectations. By contrast, being a member of a disadvantaged 
minority, either black or Hispanic, strongly lowers achieve 
ment and raises expectations. Residing in an urban location 
also reduces achievement and raises expectations, but only 
slightly. Finally, the eight dummy variable coefficients 
measuring regional variation indicate that the regional varia 
tion on these two educational outcomes is accounted for 
reasonably well by the variables already in the equation. 
Youth from the New England region have the highest 
observed achievement scores, those from the East South 
Central the lowest. Net of all other variables in the equation, 
however, the observed difference between these two extreme 
regions drops from 13 points to 3 points (see appendix to this 
chapter).
The two schooling effects were assessed in the context of 
these background and control variable effects. Table 5.6 in 
dicates that net of the origin status and other control factors, 
being in a college preparatory instead of general curriculum 
added an average of 9 points to a youth's total cognitive 
achievement score. Being in a Catholic or other private 
school made no difference in achievement scores, the non-
Public/Private School Youth 137
significant net increment over public schools being .5 for the 
Catholic and -1.8 for the other private sector. There was a 
small but significant effect of Catholic sector on expected 
years of education. Being in the Catholic sector instead of 
the public added a net average of one-third year more to a 
youth's expected education. By contrast, being in the other 
private sector made no significant difference. Being in the 
college preparatory curriculum added an average of one full 
year of expected education. 10 The clear conclusion is that be 
ing in the college preparatory curriculum of any sector is 
much more critical than sector itself for maximizing these 
two educational outcomes.
Before accepting this conclusion, several additional 
analyses were performed. First the analyses were repeated on 
the older half of the cohort, those who in 1979 were age 
18-22. If sector differences appeared in the post-high school 
years, some type of "sleeper effect" process could be at 
work, wherein youth in private schools developed study 
skills or received character training that enabled them to per 
form better after high school. Table 5.7 shows the two equa 
tions reestimated for this older group. The basic model is the 
same except for the omission of significant other's influence, 
which is not measured for this age group; for comparison 
purposes, the 14-17 age group equations were reestimated 
without significant other's influence. The older youth show 
ed the same basic pattern of effects as the younger, except 
that the significant effect of Catholic sector on expectations 
became nonsignificant. The only evidence of a "sleeper ef 
fect" is for youth who were in a vocational training pro 
gram. Having been from such a program gave the older 
youth a small but significant 3-point achievement advantage 
over general curriculum youth. Youth in the 14-17 age 
category, however, showed a nonsignificant achievement 
disadvantage from vocational training of -.2 points. 11
The next analysis examined the possibility that estimations 
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significant sector effects for major subgroups of youth. 
Table 5.8 presents the sector and curriculum effects 
estimated from the basic model separately for blacks, 
Hispanics, and whites. The consistency of the college 
preparatory curriculum effect across subgroups was striking. 
Taking college preparatory courses helps blacks, Hispanics, 
and whites about equally, in both achievement and expecta 
tions. The net achievement gain over the general curriculum 
ranges from 7 to 10 points, and the net gain in average ex 
pected years of education is one year. The sector effects, on 
the other hand, are highly unstable across subgroups. The 
small gain in educational expectations from being in the 
Catholic sector holds only for white youth. There were no 
sector effects for black youth, but two suggestive sector ef 
fects did appear for Hispanics. Being in Catholic schools 
raised their achievement scores 7.6 points over public 
schools, and attending other private schools raised their 
years of expected education 1.2 years.
In considering the meaning of this Hispanic private sector 
effect, the first possibility that comes to mind is that the 
private schools Hispanics attend may do a better job than 
public schools in dealing with the special verbal needs of 
Hispanic students. Secondly, the religious instruction in 
Catholic schools may be an important cultural bridge linking 
home values with school work. The greater need for this 
home-school link for Hispanics is suggested by the absence 
of a significant other's influence effect on achievement for 
them, compared to strong effects of this variable for both 
blacks and whites. In order to investigate further the verbal 
needs explanation, the total achievement score was disag 
gregated into its four subtest components and the achieve 
ment equation was reestimated for each subgroup for each 
subtest. The sector effect results for each equation are sum 
marized in table 5.9. Note that summing the sector effect for 
each subtest, using the weighting formula in this table foot 
note, perfectly reproduces the total AFQT sector effect
Table 5.8 
Secondary School Sector Effects on Achieyement (AFQT)
and Expectations Estimated from Basic Model 
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presented in the right column. These findings confirm the ex 
pectation that it is the verbal component of achievement that 
is most aided by Hispanics' private school enrollment. Sector 
enrollment has no effect on Hispanic scores in arithmetic 
reasoning or numerical operations. Being in Catholic schools 
significantly increases Hispanics' word knowledge and 
paragraph comprehension scores, and other private sector 
enrollment also increases their word knowledge scores. No 
similar pattern holds for the disaggregated scores of black or 
white youth.
The final analysis of subgroup variation in sector effects 
substituted vocational achievement for cognitive achieve 
ment as the dependent educational outcome. Table 5.10 
reports the sector effects for each subgroup on the four voca 
tional subtests from the ASVAB battery—mechanical com 
prehension, auto and shop information, electronics informa 
tion, and coding speed. The expectation was that attending a 
private school would reduce vocational achievement, given 
the relative absence of vocational training opportunities 
there. Even after taking into account sector differences in 
vocational curriculum enrollment, the private school college 
preparatory and general curriculum youth have fewer oppor 
tunities for vocational course electives compared to what is 
available to their public school counterparts.
The coefficients in table 5.10 indicate a generally consis 
tent pattern of small negative effects of the private sector on 
vocational achievement. Only 4 of the 24 separate sector ef 
fect coefficients are significant, but all 4 show a negative 
private sector effect. This effect is strongest for white youth, 
for whom Catholic sector enrollment significantly reduces 
scores in mechanical comprehension, automobile informa 
tion, and electronics information. For automobile informa 
tion only, the coefficients for Catholic and other private sec 
tor are negative across all three subgroups. For mechanical 
comprehension, Catholic sector coefficients are also negative 
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less "manual" and can be learned in academic as well as 
vocational settings, has the least consistent pattern of sector 
coefficients.
IV. Quality of School Life
These findings strongly suggest that increased federal sup 
port of private schooling, whether by means of tax credits or 
some other scheme, will not advance the level of learning 
among American youth. With the important exception of the 
Catholic sector effect on verbal achievement of Hispanic 
youth, enrollment in private schools has no significant net 
effect on cognitive achievement. What does matter is taking 
college preparatory courses, and one need not attend private 
schools to do so. In fact, one could claim that the only 
justification for federal support of private schooling would 
be to remedy its deficiencies, particularly in vocational train 
ing. From the standpoint of the parent-consumer of educa 
tion, choice of sector is not a crucial factor in human capital 
development—choice of curriculum is.
Correspondingly, these findings suggest that in the context 
of the status attainment model of American society, private 
schooling is not, and has no special potential for becoming, 
an important mechanism for fostering social mobility. The 
degree of social advantage possessed by each youth is not 
likely to be significantly altered by choice of sector enroll 
ment, however much it may currently determine that choice. 
By contrast, the uniformly strong effects of curriculum 
enrollment on schooling outcomes confirms previous studies 
(e.g., Alexander and McDill 1976; Rosenbaum 1980) which 
have found this variable to be strongly implicated in the 
status attainment process.
Why then does the belief in the superiority of private 
education persist, both among key policymakers and some 
of the American public? If one assumes, as economists do, 
that these educational "producers" and "consumers" tend
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to be rational, and that "bad information" alone is not the 
answer, there must exist some "nonpecuniary factors" in 
stead of human capital formation that are being optimized 
by private schooling. Speculation on what the full spectrum 
of nonpecuniary factors could be is beyond the scope of this 
report, but one such factor is a general subjective state of 
well-being, sometimes called "quality of school life" (Ep- 
stein 1981). For many parents, the belief that private schools 
provide an immediate life quality superior to that in public 
schools might be sufficient justification to expend available 
income for private school tuition. In order to examine the 
plausibility of considering the private sector as the best bet 
for this "nonpecuniary" optimization, six quality of school 
life indicators were regressed separately on the 14 variables 
of the basic model. This specification treats general well- 
being as an attitudinal outcome of schooling parallel to, but 
very different from, the human capital variable, expected 
years of education.
The six indicators represent the youths' ratings of the high 
schools they attended on aspects of school life central to 
their general well-being—instructional quality, school 
discipline, learning freedom, personal safety, job counsel 
ing, and peer relations. 12 Similar ratings have been used quite 
differently by CHK, following a long tradition of "school 
climate" research (e.g., Coleman 1961; McDill and Rigsby 
1973). This line of inquiry hypothesizes that these individual 
attitudes aggregated over the student population of a school 
constitute the prevailing school climate, which in turn is a 
key determinant of the academic performance level at the 
school. The fact that the climate-performance hypothesis has 
yet to receive any convincing empirical support (Mauser 
1970, 1974; Goldberger and Cain 1982) reinforces the 
theoretical decision to use the ratings only as outcome 
variables.
Consistent with our previous findings, here we find that 
being in the college preparatory rather than general cur-
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riculum significantly increased all six quality of school life 
ratings (table 5.11). In addition, being in the vocational cur 
riculum significantly raised ratings on three of the dimen 
sions—instructional quality, learning freedom, and job 
counseling. But unlike the achievement or expected educa 
tion findings, all six quality of school life ratings were also 
significantly affected by sector enrollment. Youth in private 
schools, net of all background and curriculum enrollment ef 
fects, rated more highly than public school youth the quality 
of their class instruction and strictness of discipline, and 
slightly more highly their personal safety and friendship op 
portunities at school. They rated lower than public school 
youth their degree of learning freedom and opportunities for 
job counseling.
These sector and curriculum effects on life quality occur 
red in the nearly complete absence of significant effects from 
cognitive achievement, the other key schooling variable in 
the equation. High performing youth tended to rate their 
personal safety higher, but otherwise youth performance 
levels were unrelated to their life quality ratings. This con 
trasts with the strong effect achievement had on the human 
capital variable, expected years of education.
Some definite nonpecuniary gain is derived from private 
sector enrollment—the quality of school life is better. In 
sofar as quality of school life bears the hypothesized relation 
to youths' subjective state of well-being, this advantage can 
not be minimized. Except for Hispanics, however, beliefs 
about the superiority of private education should be 
restricted to this domain. Federal policymakers and parents 
who contemplate investment in private secondary education 
need to know they will be optimizing student life quality, not 
learning. Efforts to improve the quality of student life in 
public schools might be an even sounder investment.
Before proposing any policy interventions, however, fur 
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tributing to the higher quality of life in private schools. Some 
of these may not be easily transferable to public schools. One 
of these is the aura of elitism. For example, the label of 
private school student may in itself convey a sense of 
privilege and speciality over public school students, causing 
these youth to attribute a high value to their school life ir 
respective of its actual quality. Elitism is a psychic resource 
which, by definition, cannot be widely distributed. Public 
school systems would only suffer further budgetary prob 
lems if parents believed this elitism could be purchased by 
adding further amenities to their facilities. The democratiza- 
tion of private school enrollment through a tuition tax credit 
plan might reduce elitism, but would thereby also diminish 
the value of private schools for many consumers. An alter 
native to planned democratization of private schools is the 
natural leveling influences of American popular culture, 
where symbols of elitism eventually tend to be diffused 
throughout mainstream society and thereby deflated. A cur 
rent public high school fad is the "preppy" subculture, 
wherein students mimic through dress and mannerisms the 
life style of the private boarding school student. 13
A related characteristic of many private schools is their 
greater sense of tradition, and in the case of Catholic and 
other religious schools, their sacred character. Neither 
feature can be easily reproduced in public schools, however 
important they are for quality of student life and general 
well-being. Constitutional requirements forbid the obser 
vance of religion in public schools, and the rapid pace of 
public school social change and instructional innovation 
over the past decade has eroded much of the tradition in 
public school life. As Shils (1981) has argued, the presence of 
tradition can be crucial in providing a normative ordering 
that counterbalances the excessive rationalization of modern 
society. Tradition defines the "natural" way to do things, 
representing the accumulation of experience tested over 
time. Informal student folklore, rituals, and formal teacher-
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student ceremonies operate in place of legalistic student 
codes of conduct to guide student behavior, providing an in 
terpretive context for the experience of schooling. Waller 
(1932) has similarly emphasized the importance of tradition 
in the early-century public high schools.
In addition to normative regulation, school traditions 
often evoke imagery of past greatness, a heritage of ac 
complishment worthy of emulation and preservation for 
future generations of students. Individual striving serves the 
corporate "student body" extended through time. The ex 
istence of an honor roll or portrait gallery of distinguished 
alumni and former teachers, even the display of athletic 
trophies dating back to the early history of the school, can 
add to the quality of life of students. The veneration of past 
greatness fosters a sense of sharing in this greatness. On the 
other hand, excessive worship of the past can be a form of 
escapism that stifles individual freedom and innovation, 
making youth poorly adapted to the continuing rapid pace of 
social change in modern society. Learning to cope with the 
greater social strains, impersonality, and bureaucracy of 
public school life may be better preparation for the realities 
of adulthood. These are issues which must be resolved 
through further research and debate. The present analysis 
has shown that the substantial sector difference in quality of 
student life is not coupled with any strong sector differences 
in quantity of learning.
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Appendix to Chapter 5 
Analysis of Regional Variation
Table 5A.I shows the regional mean values in achievement 
and expectations before and after taking into account all the 
explanatory variables in the basic model. The analysis was 
restricted to public school youth because of region-specific 
sample size limitations. Preliminary analyses of the total 
sample revealed no significant region by sector interaction 
effect; hence these results should generalize to the private 
school sector. The expected regional means were calculated 
by substituting into the regression equations of the basic 
model region i = 1 and j = 0 if i ^ j and the means of all other 
variables in the equation.
Table 5A.1
Observed and Adjusted Regional Mean Values of Achievement (AFQT)
and Expected Education (Years) for Public Sector Youth
Aged 14-17 in 1979
____Achievement________Expectations____ 
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Looking first at the unadjusted means, public school 
youth from the three southern regions (South Atlantic, East 
South Central, and West South Central) average 9 points 
lower in achievement than youth from the two eastern 
regions (New England and Middle Atlantic), 10 points lower 
than youth from the two North Central regions (East and 
West), and 6 points lower than youth from the two western 
regions (Mountain and Pacific). If youth were equivalent 
across regions on all explanatory variables entered in the 
model (except of course region), these regional differences 
would become negligible. Looking now at the adjusted 
regional means, southern youth would differ from eastern 
youth only 2 points, from north central youth 4 points, and 
from western youth 2 points.
The basic model also explains most of the regional varia 
tion in expected years of education. Clustering the nine cen 
sus regions into the same four areas, the maximum dif 
ference between any two areas of .7 years drops to .2 years 
after adjustment on the explanatory variables.
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NOTES
1. Starting with an estimate that the public school attrition due to 
dropouts is double that in the private schools, CHK employ an ad hoc 
adjustment procedure which reduces the across-grade raw differences in 
achievement scores approximately twice as much for public as for private 
students. However plausible, there is no way to validate this radical ad 
justment procedure with the HSB data alone. Because of other serious 
problems with this "learning growth" approach, particularly its failure 
to control for test ceiling effects which would bias the growth estimates 
for initial high-scoring students, no effort has been made here to 
replicate this particular analysis.
2. The January 1, 1981 age range was 16-23, but as interviews were con 
ducted between the beginning of the year and the spring, some youth 
were 24 at time of interview.
3. Former students completed one or more years of college and were no 
longer enrolled. 53.8 percent completed one year only, 27.1 percent com 
pleted two or three years, and 19.1 percent completed four or more years 
of college.
4. Similar track differences appear to hold in the other two sectors, but 
sample size limitations make the estimates unreliable.
5. Significant other's influence is a four-point scale of perceived degree 
of approval with a decision not to attend college by the person selected as 
the most important influence in one's life. High score signifies strong 
disapproval, i.e., encouragement to attend college. Of the four largest 
categories of persons chosen, 67 percent were parents, 14 percent friends, 
10 percent other relatives, and 3 percent teachers or counselors.
6. One other possible control variable, sex, was uncorrelated with the 
other explanatory variables, hence its omission had to impact on the 
other variables estimates. Product terms introduced to test for a possible 
sex by sector interaction effect were nonsignificant and so were also 
dropped from the equation.
7. The intelligence tests used, in order of frequency, were the Otis- 
Lennon, Differential Aptitude, California Test of Mental Maturity, 
Lorge-Thorndike, Henmon-Nelson, SCAT, Kuhlman-Anderson, 
Stanford-Binet, and Wechsler.
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8. Besides the greater theoretical relevance and comparability with the 
HSB sample of this age segment, one key variable, significant other's in 
fluence, was not measured for the over 17 age group, and the income 
variable for some members of this older age group signifies the respon 
dent's own destination status income rather than origin status, family in 
come.
9. In addition to this model, results were obtained using two alternative 
analysis strategies, each of which more closely represented key features 
of the original design for CHK. For both theoretical and methodological 
reasons, however, neither was considered preferable to the one reported 
in the text. One estimated separate production function equations for 
each sector, and then compared their relative impact by means of compo 
nent analysis (Althauser and Wigler 1972). The other treated curriculum 
as a mediator of the sector variable, in a fully recursive structural equa 
tions model. Following the conventions of path analysis (Alwin and 
Hauser 1975), the relative effects of sector and curriculum were then 
assessed in terms of their total, direct (unmediated), and indirect 
(mediated) effects. What is important to note here is that results so ob 
tained did not alter any of the substantive conclusions reported in the 
text.
10. In evaluating the size of these schooling effects, caution must be ex 
ercised in taking too literally the absolute values of the coefficients. 
These values are useful more as a common metric for interpreting the 
relative importance of the different effects.
11. A variety of interpretations for this apparent paradox are possible; 
for example, it may be that vocational training qualified these youth for 
cognitively complex post-high school work activity that fostered further 
cognitive achievement.
12. Instructional quality is a composite of four items: "my schoolwork 
requires me to think to the best of my ability," "most of my classes are 
boring," "most of my teachers really know their subjects well," "most 
of my teachers are willing to help with personal problems." The rest are 
single item indices—"you can get away with almost anything at this 
school" (school discipline); "at this school, a person has the freedom to 
learn what interests him or her" (academic freedom); "I don't feel safe 
at this school" (personal safety); "this school offers good job counsel 
ing" (job counseling); and "it's easy to make friends at this school" 
(peer relations). All items are coded so a high score corresponds to the 
variable direction implicit in its label.
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13.See Lisa Birnbach, ed., The Official Preppy Handbook. New York: 
Workman, 1980. Ironically, this best-seller among youth advocates the 
same hedonistic values and disdain of personal achievement which Cole- 
man viewed so critically in his original (1961) study of American high 
school life.
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Chapter 6
The Economic Value of Academic
and Vocational Training





The recent report of the President's Commission on Ex 
cellence in Education, A Nation at Risk, has generated 
renewed interest in the quality of secondary schooling in the 
United States. There is particular concern that today's 
students are not preparing adequately for their future educa 
tional and economic lives by taking enough academic courses 
in such areas as mathematics and science. But what con 
stitutes the best preparation for future work and education? 
And do curriculum differences in high school lead to dif 
ferences in the outcomes of schooling?
These two questions have formed the basis for a substan 
tial body of research on the outcomes of schooling. This
*Quoted with permission from Job Training for Youth (1982), edited by R. Taylor, H. 
Rosen and F. Pratzner, The National Center for Research in Vocational Education, The 
Ohio State University.
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research confirms that educational outcomes—the likelihood 
of attending college, the type of college attended, and even 
the choice of college major—appear to be influenced by the 
curriculum followed in high school (Alexander, Cook, and 
McDill 1978; Polachek 1978; Kolstad 1979). But for those 
students who do not attend college, differences in high 
school curriculum appear to have little effect on labor 
market opportunities (Griffin and Alexander 1978). In par 
ticular, students who follow a vocational curriculum in high 
school enjoy no advantage in labor market opportunities 
over other students. 1 Recent empirical studies have failed to 
find systematic advantages to high school vocational train 
ing. 2
The failure to find differences in labor market oppor 
tunities from high school curriculum is perhaps most dis 
turbing to promoters of vocational education. They have 
long held that vocational education provides better prepara 
tion than other curricula for direct entry into the labor 
market immediately after high school. Their faith has spur 
red increased support for vocational education at both the 
state and federal levels.
Other observers question whether differences in high 
school curricula should, in fact, lead to differences in labor 
market opportunities. On the one hand, if vocational train 
ing in high school simply develops specific job skills useful in 
only a limited number of occupations, then graduates may 
not receive any relative advantage in earnings or other labor 
market opportunities, either because the benefits accrue to 
employers or because initial earnings advantages decline as 
the number of vocational graduates increase in response to 
initial advantages (Grubb 1979; Gustman and Steinmeier 
1982). On the other hand, if vocational training merely 
develops more basic skills comparable to skills learned in 
other curricula, then vocational graduates again may fail to
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enjoy an economic advantage over other high school 
graduates (Grubb 1979; Thurow 1979).
Thus, at least in theory it remains unclear whether dif 
ferences in high school curriculum should lead to differences 
in labor market opportunities. Yet attempts to discern any 
differences in effect of curriculum remain.
Many past empirical studies of this problem suffer from 
several shortcomings. First, information on high school cur 
riculum usually comes from students who are asked to iden 
tify their program as either college preparatory, vocational, 
or general. Curriculum differences may be understated 
because students misperceive their high school program 
(Rosenbaum 1980; Meyer 1981). More important, using a 
single measure of curriculum difference may obscure large 
variations in actual course work. For example, vocational 
students who follow and complete a full program may be 
quite different from those who simply take a few unrelated 
vocational courses (Brown and Gilmartin 1980; Campbell, 
Orth, and Seitz 1981). Students who identify their program 
as academic (or college preparatory), vocational, or general 
frequently take courses in all three program areas 
(Rumberger 1981; Meyer 1981). Identifying the various cur 
ricula with any accuracy thus requires information on 
specific courses taken by students.
Second, curriculum differences may make little difference 
in earnings and employment opportunities because high 
school graduates are frequently employed in low-skilled and 
low-level occupations (Reubens 1974). Students who prepare 
for a specific job following high school by completing a 
legitimate vocational program may, in fact, enjoy an advan 
tage over other graduates if they find a job related to their 
training. Although several studies have examined the rela 
tionship between area of training and the type of job found 
after high school (Campbell, et al. 1981; Woods and Haney
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1981), few have examined the economic advantage of 
holding a training-related job.
This study addresses both of these limitations, first by 
looking at differences in high school curricula in greater 
detail, and second by relating high school training to labor 
market outcomes more specifically, including an assessment 
of whether a student's vocational training was used on the 
job. 3
We also examine race and sex differences in both high 
school vocational training and labor market opportunities. 
If vocational training shows little effect on labor market out 
comes, then race and sex differences in curriculum may ex 
plain little of the observed differences in labor market op 
portunities among these groups. Yet, if certain areas of voca 
tional training do provide access to better paying jobs, then 
differences in high school curricula may be telling. Voca 
tional training opportunities in high school are clearly divid 
ed along sexual lines, with women more likely to enroll in of 
fice occupations training and young men more likely to pur 
sue training in technical and industrial areas (Rumberger 
1981). To a lesser degree there are also racial differences in 
vocational training opportunities. Thus, in some instances, 
race and sex differences in high school curricula may explain 
some of the differences in post-school labor market oppor 
tunities.
During the 1979 NLS interview, respondents were asked to 
identify the high school they were currently attending, or last 
attended. For those respondents who were 17 to 21 years old 
in 1979 and who had last attended an American high school 
(8,420 out of 11,406 respondents), efforts were made to col 
lect high school transcripts and school information. Com 
plete transcript data were collected for 6,591 respondents (78 
percent of those eligible). We further restricted the sample to 
those respondents who were not enrolled full-time during the
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second interview, who had completed 9 to 12 years of school 
ing, and for whom complete transcript data were available 
for all years of school completed. 4 These further restrictions 
resulted in a sample of 1,857 respondents. Throughout the 
analysis, observations were weighted by their sample weights 
to adjust for the oversampling of blacks, Hispanics, and 
disadvantaged whites.
II. Academic and Vocational Training 
in High School
We grouped courses into three areas: academic, voca 
tional, and other. Academic courses include language arts, 
foreign languages, mathematics, natural sciences, and social 
sciences; vocational courses include agriculture, distributive 
education, health occupations, home economics, office oc 
cupations, and technical, trades and industry. 5 All remaining 
courses, including business, industrial arts, art, music, and 
physical education, fall into the "other" category. 6 These 
major divisions differentiate between the general skills ac 
quired from academic courses and the specific skills acquired 
from vocational training.
Graduates completed a total of 15.4 credits during their 
last three years of high school, whereas dropouts completed 
an average of only 5.4 credits (table 6.1). Graduates com 
pleted an average of eight credits in academic subjects (52 
percent of their total credits), 3.5 credits in vocational sub 
jects (23 percent), and 3.9 credits in other subject areas (25 
percent). As we might expect, students in college preparatory 
programs took more academic subjects than other students, 
while vocational students took more of their course work in 
vocational areas. College preparatory students had the most 
credits in language arts and social sciences; vocational 
students had the majority of their credits in home 
economics, office occupations, and trades and industry.
Table 6.1
Mean Number of High School Credits by Graduation Status, 
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Students also took a number of courses in miscellaneous 
areas such as health, driver education, and physical educa 
tion.
Because students in all three program areas often take 
both academic and vocational courses, program designation 
may reveal little about the actual academic and vocational 
preparation a student receives in high school. This causes a 
problem for research, one which may be especially acute 
when we are looking at vocational areas that involve specific 
training. In order to assess the effectiveness of vocational 
training accurately, we must identify vocational students: 
one way to do this is to find what proportion of those who 
identify themselves as vocational students actually complete 
a given number of credits in the vocational area in which 
they are training. 7
Such an examination reveals that a significant proportion 
of vocational students have taken less than three credits in 
the specific area in which they were training (table 6.2). In 
fact, the transcripts of some students show that they have 
not received credit for a single course in their specific area. 
The proportions of students receiving given numbers of 
credits also vary widely by area—three-quarters of voca 
tional students in office occupations had completed three or 
more credits in that area, whereas about one-third of voca 
tional students in distributive education and health occupa 
tions had done so. Some students in other vocational areas 
and in college preparatory and general programs have also 
completed three or more credits in more specific vocational 
areas.
Instead of the program designation offered by students 
themselves, the benchmark of three credits will be used in the 
next part of this study to identify vocational students. 8 Of 
course not everyone who has completed three credits of 
vocational courses in a specific area has completed a pro-
Table 6.2 
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a. Students whose specific vocational program corresponded to the vocational curriculum areas that are listed.
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gram in that area. Each vocational program consists of a 
particular sequence and number of courses. Although the 
benchmark of three credits only provides an approximate in 
dication of students who have completed a vocational pro 
gram, it offers a marked improvement over the program 
identification used in most previous studies.
The mean numbers of credits in various curriculum areas 
for specific race-sex groups of high school graduates are 
shown in table 6.3. Other than the observation that white 
young women seem to be more likely than minorities to take 
vocational training in office occupations, little systematic 
racial difference appears among high school curricula. Not 
surprisingly, we find large sex differences in types of voca 
tional courses taken: young women tend to concentrate in 
office occupations and home economics and young men in 
trades and industries.
III. Effects on Labor Market Outcomes
The effects of high school curriculum were estimated 
through a series of equations that expressed several measures 
of labor market success as a linear function of high school 
course work and an array of control variables. Estimates 
were derived using ordinary least squares regression. Course 
work represents the number of credits completed in various 
subject areas and was expressed in varying degrees of detail. 
Unlike previous studies that use dummy variables to 
distinguish between vocational, academic, and general cur 
riculum areas, we were able to measure the actual amount of 
course work taken by each person in specific subject areas. 
Because our sample consists of persons who have completed 
from 9 to 12 years of schooling, the number of credits com 
pleted in grades 10-12 varies from zero to over 20. Thus we 
can estimate the incremental effects of taking additional 
course work in various curricula as well as the relative effects
Table 6.3 








































































































































































a. High school graduates only (N= 1429).
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of taking more courses in one or another area (e.g., voca 
tional versus academic).
In each equation the same set of control variables were in 
cluded to minimize any bias due to students of different 
backgrounds and abilities selecting different high school sub 
jects. 9 Background variables included a measure of parental 
education and a cultural index indicating the presence of 
newspapers, magazines, and a library card in the 
respondent's original home. The respondent's grade point 
average in the ninth grade was used as a measure of early 
ability. 10 Additional control variables included race, marital 
status, presence of children, sex-children interaction, and 
post-school experience. 11
In order to examine different dimensions of labor market 
behavior and success, we analyzed three labor market out 
come variables: hourly earnings in the 1980 survey week, the 
number of weeks unemployed in the previous year, and the 
number of hours worked in the previous year. 12
Estimates were derived for respondents in our basic sam 
ple (1,857 cases) who had complete information on the 
dependent variables and information on most of the in 
dependent variables. 13 Males and females were analyzed 
separately, since they tend to have different labor market ex 
periences and generally acquire different vocational training 
in high school. Estimates for each of the three dependent 
variables are shown in separate panels in table 6.4 for males 
and in table 6.5 for females.
As a reference point, the first equation in each table shows 
the effects of the standard measure of educational at 
tainment—years of school completed. The effect of years of 
school completed on hourly earnings (.047 for males and 
.055 for females) is slightly lower but fairly consistent with 
previous studies using a similar measure of educational at 
tainment (e.g., Griliches 1976). However, precise com-
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parisons with the results of previous studies are difficult 
because we observe earnings very early in the work career 
and restrict our analysis to those who do not go on to col 
lege. Although not shown in the tables, the years completed 
equation was also estimated with an additional "diploma" 
variable to test for a credentialism effect: surprisingly, there 
was no evidence of such an effect. 14 In the second equation 
in each panel, we substituted total credits for years com 
pleted and found fairly consistent results for both men and 
women. As expected, both variables have positive effects on 
hourly earnings and hours worked and negative effects on 
weeks unemployed. Given that a normal school year usually 
consists of five or six credits, the size of the coefficients for 
years completed and total credits correspond very closely for 
women and moderately well for men. The main exception is 
that the effect of total credits on hourly earnings is quite 
small for men.
In the third equation, we partition credits into our 
categories: academic, vocational, and other. In most cases, 
academic and vocational course work have similar effects. 
For hourly earnings, the effects of both types of course work 
are insignificant for men and significant for women. The 
coefficients for women imply that a half-day's course work 
for a school year (i.e., about three credit hours) of either 
academic or vocational courses would increase hourly earn 
ings by about 3 percent. For weeks unemployed, the results 
imply that a half day's course work would reduce unemploy 
ment by about one to one and one-half weeks per year, with 
the effects of academic training being stronger for men and 
the effects of vocational training being slightly stronger for 
women. Both academic and vocational training have strong 
effects on annual hours worked for women: a half-day's 
course work of either is associated with working about 150 
more hours per year, the equivalent of almost four weeks of 



















































































































































a. One asterisk indicates statistical significance at the .05 level, and two asterisks indicate significance at the .01 level.
Table 6.5
The Effects of Curriculum on Labor Market Success 
for Young Women Who Do Not Go On to College8






Years completed .055* ^
Total credits .010* £
Academic .011* .011* .012* §"•
Vocational .010* P.
Vocational (nonprogram) .003 .002 H
Vocational (program) .009 8J. 
Vocational (program, not used) -.002 §•
Vocational (program, used) .015** **
Other .008 .008 .009
R2 (adj.) .06 .06 .06 .05 .06 














































































a. One asterisk indicates statistical significance at the .05 level, and two asterisks indicate significance at the .01 level.
174 Academic and Vocational Training
worked for men: while the effect of vocational training is as 
strong as it is for women, the effect of academic training is 
insignificant.
Although not directly comparable, our results are fairly 
consistent with several previous studies of the relative effects 
of vocational and academic courses. Using a set of dummy 
variables to measure curriculum, Grasso and Shea (1979) 
found that, net of the control variables, the labor market ex 
periences of "the average male graduate of a vocational pro 
gram who did not go on to college was not substantially dif 
ferent from that of the average general program graduate" 
(p. 156). Results such as these have often been interpreted as 
negative evidence of the effectiveness of vocational educa 
tion. But this interpretation requires one also to conclude 
that a general curriculum is ineffective. Our specification 
and results suggest that a more appropriate interpretation is 
that, in general, both academic and vocational curriculum 
have a significant positive impact on labor market success.
Other course work appears to have relatively small effects 
on labor market success. The main exception is for hours 
worked where other course work had a substantial positive 
effect for men. In addition, the effect of other courses on 
hourly earnings is nontrivial for women, although it is not 
statistically significant at traditional levels.
We also performed parts of the analysis with the sample 
restricted to those who graduated from high school and in 
which academic, vocational, and other credits were coded as 
proportions of total credits. Since academic, vocational, 
other, and total credits are linearly dependent, the academic 
credits variable was omitted from the analysis and thus 
serves as a reference for evaluating the effects of vocational 
and other credits. This specification corresponds more close 
ly to the traditional specification used by Grasso and Shea 
(1979) and others. The results from this alternative specifica-
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tion are similar to those discussed above in that the only in 
stance in which the effects of vocational training are 
significantly different from academic training is the stronger 
and more positive effects of vocational training on hours 
worked for men (table 6.6).
Because vocational training develops specific job skills, 
the labor market benefits of vocational courses that are part 
of a complete program may be higher than the benefits from 
unrelated courses. In order to examine this issue, we counted 
all of a student's vocational credits either in a program 
variable (if the student completed at least three credits in one 
specific vocational area), or in a nonprogram variable. The 
results for the equations in which these were substituted for 
the general vocational variable are shown as equation (4) in 
tables 6.4 and 6.5. The effects of the program variable for 
men were in the anticipated direction for all three labor 
market outcome variables, although its effect was not 
significant for hourly earnings. On the other hand, the non- 
program variable had a detrimental effect on hourly earnings 
and unemployment, although its effect on hours worked was 
positive and significant. These results generally support the 
hypothesis that participating in a specific vocational pro 
gram does pay off in the labor market while an occasional 
vocational course does not. The evidence for women is less 
conclusive: the effects of nonprogram training on weeks 
unemployed and hours worked is as strong or stronger than 
that of training related to a specific vocational program. 
Only for unemployment is the effect of the vocational pro 
gram variable somewhat stronger.
Again because vocational training develops specific job 
skills, its economic benefits may also depend on whether or 
not the individual is employed in an occupation where it can 
be used. To test this notion, program credits were further 
partitioned into two categories: one for program credits 











































































































































































































































































































a. All curriculum area credits are the proportion of total credits in this area. One asterisk indicates statistical significance at the .05 level, and 
two asterisks indicate significance at the .01 level.
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maining credits. The occupational and educational code 
crosswalk prepared by the National Occupational Informa 
tion Coordinating Committee (1979) was used to partition 
program credits. For each specific vocational area, the 
crosswalk provides a list of occupations that were judged to 
use the skills taught in that area. 15 These two variables were 
substituted for the vocational program variable in equation 
(5) of tables 6.4 and 6.5. These results show that for both 
men and women and for each labor market outcome, the ef 
fect of vocational training used on the job is significant and 
substantially greater than the effect of vocational training 
not used on the job. Thus, vocational training seems to yield 
a higher payoff for those individuals who are employed in 
jobs where their training can be utilized.
How many men and women hold jobs related to their area 
of high school vocational training? Table 6.7 shows the pro 
portion of students taking (or not taking) vocational pro 
grams in specific areas whose occupation corresponded to 
that area. For example, the top row of the table indicates 
that among men who took a vocational program in 
agriculture, 42 percent held an occupation in 1980 that cor 
responded to that area, while only 17 percent of other men 
held that type of job. In most areas, vocational training 
substantially increases the likelihood of an individual's ob 
taining related employment. Apparently, either these pro 
grams are teaching important job-related skills or at least 
many employers think they do. Two exceptions to this 
general finding are trades and industry and home economics: 
for both men and women, the likelihood of students finding 
employment in these areas is about the same for students 
with and without vocational training. 16
The variation across programs in the degree that training 
was used on the job raises the question of whether the labor 
market returns to vocational training varied by specific area 
of study. To examine this issue, we further partitioned our
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vocational training variables into detailed areas while retain 
ing the distinctions among program, nonprogram, and job- 
related training.
Table 6.7
Percentages of Students Taking (or Not Taking) Vocational Programs
in Specific Areas Who Obtained a Job in an Occupation That
Corresponded to That Area by Specific Area and Sexa
Vocational and
occupational area






Distributive education (16) 
Health occupation (0) 
Home economics (13) 
Office occupation (16) 
Trade and industry (191)
Agriculture (9) 
Distributive education (16) 
Health occupation (16) 
Home economics (97) 
Office occupation (248) 


























a. For example, the entry in the top row in the left hand column indicates that 42 percent of 
students who participated in an agricultural vocational program obtained an occupation 
that utilizes skills developed in an agricultural vocational training program. The entry in the 
top row in the right hand column indicates that 17 percent of students who did not par 
ticipate in an agricultural vocational program (i.e., either participated in another voca 
tional program area or did not participate in any vocational program) obtained an occupa 
tion that utilizes skills developed in an agricultural vocational training program, 
b. The entries for the number of students in a program are unweighted while the main en 
tries are weighted percentages.
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For men, it appears that the types of vocational training 
have no significant effect on hourly earnings or unemploy 
ment, but do have a substantial favorable impact on hours 
worked. For women, training in office occupations stands 
out as having the strongest favorable effect on each dimen 
sion of labor market success. Although training in home 
economics appears to increase hours worked and decrease 
unemployment for women, its effect on hourly earnings is 
not significant.
Another question we explored is whether different types of 
course work are more or less helpful to different types of 
students. For example, it is widely believed that the students 
who are at a disadvantage either because of race, ethnicity, 
social background, or cognitive abilities will be the primary 
beneficiaries of vocational training. Our sample is already 
restricted to those who do not go on to college and thus 
already contains an overrepresentation of disadvantaged 
students. However, to further explore this issue, we 
reestimated the effects of academic, vocational, and other 
credits (i.e., equation (3) in tables 6.4 and 6.5) on labor 
market outcomes for several subsamples which distinguish 
between individuals who might be considered to be either 
disadvantaged or not, based on their race, ethnicity, social 
background, or cognitive ability. This analysis was not 
disaggregated by sex because the size of some of these sub- 
samples is already quite small and because the results 
presented so far have suggested only small sex differences in 
the relative effects of academic and vocational course work. 
In terms of race and ethnic differences, little systematic pat 
tern appears. However, there is some evidence that the ef 
fects of both academic and vocational training on hourly 
earnings are lower for blacks than for whites and Hispanics. 
It also appears that the effects of both these types of course 
work are weaker for Hispanics on unemployment and 
stronger for hours worked than they are for other individuals 
(table 6.8). The bottom four rows of table 6.8 show the
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Table 6.8 
Effects of High School Curriculum on Labor Market Success
for Different Samples Defined According to Race, 
Ethnicity, Socioeconomic Background, and Mental Ability3






GPA ninth grade < 2.2 (674)
Parents' education < 12 (455)
GPA ninth grade > 2.2 (687)






















GPA ninth grades 2.2 (564)
Parents' education < 12 (386)
GPA ninth grade > 2.2 (516)






















GPA ninth grade < 2.2 (573)
Parents' education < 12 (391)
GPA ninth grade > 2.2 (518)

















a. One asterisk indicates statistical significance at the .05 level, and two asterisks indicate 
significance at the .01 level. The control variables included in the regressions are described 
in the text.
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results for those who are above and below average for our 
sample in terms of social background or cognitive ability. 17 
On unemployment and hours worked, no systematic dif 
ferences appear between the disadvantaged and the not- 
disadvantaged groups in the relative effects of academic and 
vocational training. On hourly earnings, vocational training 
has stronger effects than academic training in the not- 
disadvantaged groups relative to the disadvantaged groups, 
which if anything contradicts the hypothesis that the disad 
vantaged are the primary beneficiaries of vocational training 
and suggests that perhaps the most important need for disad 
vantaged students is training in basic skills.
IV. Conclusion
Our study of the economic value of academic and voca 
tional education acquired in high school uses detailed infor 
mation on course work available from high school 
transcripts. We attempted to discern whether differences in 
high school curricula lead to differences in labor market op 
portunities for persons who completed 10 to 12 years of 
schooling and acquired no post-secondary training. The 
economic variables were hourly wage rates, annual weeks 
unemployed, and annual hours worked. Consistent with 
other studies, the results varied between men and women.
For women, academic and vocational training showed 
equally strong effects on the different dimensions of labor 
market behavior that we examined. Although they should be 
interpreted with caution, our results suggest that an addi 
tional half-day's course work for a school year (i.e., about 
three credit hours) of either academic of vocational course 
work would lead to about 3 percent higher hourly earnings, 
one to one and one-half fewer weeks of unemployment per 
year, and 150 more hours worked per year.
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For men, the results vary depending on which outcome 
variable is being examined. The effects of both types of 
training on unemployment are as strong for men as for 
women, but their effects on men's hourly earnings are 
smaller and statistically insignificant. Although the effect of 
vocational training on hours worked was as strong for men 
as it was for women, the effect of academic training on hours 
worked was insignificant.
The payoff to vocational training appears to vary in 
several other aspects. Vocational training that constitutes a 
specific program has a greater impact on labor market out 
comes than vocational training in unrelated areas. In addi 
tion, the payoff to a program of vocational training is higher 
for persons employed in jobs where their training can be 
used. Moreover, vocational students were substantially more 
likely than other students to obtain employment in occupa 
tions that utilized their vocational skills except in the area of 
trades and industry, and home economics. These results sug 
gest that in order to measure the payoff to vocational train 
ing, it is necessary to have more detailed information on the 
type of vocational training taken and the area of employ 
ment. Of course, very large sample sizes are needed to 
estimate the relative effects of curriculum on labor market 
success with any precision.
The strongest vocational training effects were associated 
with training in office occupations. We suspect that these 
high returns result from the recent growth in the service and 
clerical sectors of the economy where this type of training is 
particularly demanded. In any event, this finding suggests 
that the demand side of the youth labor market should be 
considered more carefully.
We observed substantial sex differences in the types of 
vocational training taken, with men concentrating in trades 
and industries and women concentrating in office occupa 
tions and home economics. This sex segregation in voca-
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tional training surely contributes to sex segregation in oc 
cupations. Although the relative payoff to the types of train 
ing taken by women appears to be at least as high as the 
payoff to the types of training taken by men, this segregation 
may help perpetuate inequality indirectly by contributing to 
the idea that it is natural for men and women to do different 
work. Greater access to all program areas should be afforded 
both men and women. Important parts of this effort would 
be to better inform boys and girls of career opportunities in 
both traditional and nontraditional areas, and to provide ad 
ditional support for students in nontraditional areas once 
they have entered them.
Racial differences in economic outcomes appear minimal. 
The effects of vocational training on hourly earnings were 
lower for blacks than for whites, but the effects of voca 
tional training on unemployment and hours worked are 
similar for blacks, Hispanics, and whites. Since members of 
each of these groups take similar types of high school 
courses, vocational training appears to have little impact on 
racial and ethnic inequality.
Our results compare quite closely with those of other re 
cent studies. Like these studies, ours did not find systematic 
advantages to any single type of high school curriculum, par 
ticularly vocational. This lack of evidence does not mean 
that vocational training has no economic value, only that it 
has no more than any other training acquired in high school. 
In other words, both vocational and academic curricula have 
positive results.
Of course the present analysis focused only on the im 
mediate economic payoff to high school curricula for 
students who acquire no additional post-secondary training. 
A more complete assessment of the economic value of dif 
ferent high school curricula should include its long term 
benefits as well as its effects on subsequent training oppor 
tunities and the economic benefits that accrue from them
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(Meyer 1981). Additional educational benefits may include 
the impact of various curricula on keeping students in school 
who otherwise might drop out (Reubens 1974). In all cases, 
the benefits should be assessed relative to their costs. Since 
vocational education is generally more costly than other 
forms of education (Hu and Stromsdorfer 1979), its benefits 
should exceed those from other types of secondary school 
ing. That did not prove to be the case in the present analysis. "\
The results of this research suggest that policies designed 
to improve the secondary school curriculum may improve 
the educational outcomes of high school, but do little to im 
prove the economic outcomes. Only in some cases did we 
find that vocational training provides economic outcomes 
superior to other kinds of high school course work. In other 
cases vocational and academic course work may simply be 
substitutes for each other, with each developing general as 
opposed to specific skills (Grubb 1979; Thurow 1979).
It appears that the specific courses taken in high school, 
whether academic or vocational, may be less important in 
determining success in the labor market than other types of 
learning, such as appropriate work habits and attitudes. Re 
cent surveys of employers suggest such qualities are indeed 
more desirable than specific job skills (Maguire and Ashton 
1981; Wilms 1983). In that case, schools should offer a vari 
ety of academic and vocational courses to meet the various 
interests of students in order to help them to complete 
school.
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NOTES
1. Reviews of earlier empirical studies are found in Reubens (1974), Hu 
and Stromsdorfer (1979), and Mertens, et al. (1981).
2. There has been a rash of recent empirical studies, generated in part by 
the availability of more detailed data and by recent federal interest in 
reviewing the value of vocational education. Studies include Grasso and 
Shea (1979), Wiley and Harnischfeger (1980), Campbell, et al. (1981), 
Meyer (1981), Gustman and Steinmeier (1982), Woods and Haney 
(1981).
3. This study focuses on individual differences in high school experiences 
and their effects on opportunities after leaving school. Another body of 
literature examines the effects of school characteristics and resources on 
students' performance and outcomes (e.g., Spady 1976; Griffin and 
Alexander 1978).
4. The last requirement dictated that a student's transcript showed three 
or more credits of course work for each year of school completed. For 
example, high school graduates were required to have transcript infor 
mation for grades 10-12 in order to be included in the sample.
5. Because so few students had completed credits in technical areas, this 
category was combined with trades and industry.
6. Course categories correspond to standard curriculum areas (Putnam 
and Chismore 1970).
7. Students who identified their program as vocational were also asked 
to identify the specific vocational area of their program: agricultural, 
business or office, distributive education, health, home economics, trade 
or industrial, or other.
8. Three credits represent a half day of vocational training taken for a 
full year. This is the minimum amount of vocational training required to 
complete a program in certain subject areas. Other areas require more 
preparation.
9. Of course this approach only controls for selection bias associated 
with measured control variables. Systematic selection on unmeasured 
variables such as motivation or parental encouragement that is indepen 
dent of the measured controls may also produce bias in the effects of 
high school curriculum on labor market success.
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10. Indicators of mental ability, primarily IQ test scores, were collected 
along with the transcripts. Although these test scores were preferred on a 
conceptual basis, we decided not to use them because of the low response 
rates (about 50 percent), differences in the kinds of tests taken, and the 
wide range in the age when the test was taken.
11. More specifically, the control variables were measured as follows: 
Parental education was the number of years of school completed by 
either the respondent's mother or father, whichever was greater. The 
cultural index was the sum of three dichotomous variables each in 
dicating the presence (=1) or absence ( = 0) of newspapers, magazines, 
or a library card in the household when the respondent was 14 years old. 
Grade point average was computed from all courses taken in the ninth 
grade in which the student received a passing grade. Passing grades were 
converted to numerical equivalents, with A = 4, B = 3, C = 2, D= 1, and 
F = 0. The two race variables included an indicator for being black (= 1; 
0, otherwise) and an indicator for being Hispanic (=1; 0, otherwise). 
Marital status equals 1 if married, spouse present; 0, otherwise. Children 
is the number of children living with the respondent. The sex-children in 
teraction is the product of sex and children. Post-school experience is the 
number of months between the date the respondent last left school and 
the date of interview.
12. Since our sample ranges in age from 18 to 22 years of age, these 
variables measure labor market standing in most cases from 1 to 7 years 
after leaving school. Our results may be influenced by differences in the 
number of years since leaving school (although we control for this) as 
well as the particular year in which we measure labor market outcomes 
(1980). See the discussion by Gustman and Steinmeier (1982).
13. Observations were excluded from an equation if they had missing 
data on any variable included in the equation except parental education, 
the cultural index, and grade point average for the ninth grade. Race-sex 
specific means were substituted for missing data on parental education 
and the cultural index. Values were imputed for missing data on grade 
point average for the ninth grade based on a regression equation in 
cluding the following explanatory variables: black, Hispanic, sex, paren 
tal education, cultural index, knowledge of the world of work, age, early 
mental ability test score, and a dichotomous variable indicating missing 
data on any early ability test score. In addition, observations were 
eliminated from the weeks unemployed last year and hours worked last 
year regressions if they had not been out of school for at least 12 months 
as of the date of interview.
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14. The coefficient for the diploma variable (equal to one if the respon 
dent received a high school diploma and equal to zero if not) was in 
significant in five of the six equations and had the unexpected sign in half 
of them. More specifically, for men, the coefficients (and t values) were 
-.053 (-.7), -.38 (-.2), and -317 (-1.9) for hourly earnings, weeks 
unemployed, and hours worked respectively. For women, they were .065 
(.8), 2.72(1.6), and-213 (-1.3).
15. Although the crosswalk matches occupations to detailed vocational 
course categories, we only attempted to match respondents' occupations 
(1970 Census codes) to broad vocational categories (e.g., agriculture). 
For some of the more heterogeneous occupational categories (i.e., 
managerial, not elsewhere classified), we also required a match between 
the industry listed in the crosswalk and the respondent's industry.
16. This may be partly due to the broad and heterogeneous nature of the 
trades and industry category of occupations. About 60 percent of all the 
occupations held by the men in our sample required skills related to 
trades and industry vocational training. Perhaps a matching of more 
detailed breakdown of these program areas and occupations would yield 
different results.
17. Social background is measured using parental education; cognitive 
ability is measured using ninth grade GPA. See footnote 11 for a descrip 
tion of these variables.
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Chapter 7




The modern industrial age has become increasingly time- 
conscious, with the beginnings and endings of daily activities 
regulated by the clock to an extraordinary degree. In recent 
years, social scientists have come to appreciate that such syn 
chronization of our daily lives affords unique research op 
portunities across a range of research areas. At the macro 
level, for example, time expenditures bear important im 
plications for the quality of life. Thus, how much time is 
spent on household chores, or in transportation, or in leisure 
activities, and how time is apportioned while at work might 
all well serve as useful social indicators. Similarly, time-use 
patterns constitute useful measures of the preferences and 
constraints of societies or individuals, especially given time 
scarcity as an endemic social problem (Linder 1970).
At the micro level, time allocations are also of con 
siderable interest. Economists investigate how time "inputs" 
are converted to "outputs" of various sorts. For example, 
family members are hypothesized to apportion their time
•Special thanks to Paula Baker for very capable research assistance, to Joel Rath for pro 
gramming expertise and to Sherry Stoneman for excellent clerical help.
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between market and nonmarket activities in order to max 
imize the family's consumption of market and home goods 
(see, for example, Decker 1965; and Gronau 1973). 
Elsewhere, parent-child interactions are viewed as in 
vestments in the child's human capital development (see, for 
example, Fleisher 1977). For both analyses, quantifying time 
expenditures becomes necessary for estimating rates of 
return. Indeed, the possible applications of time-use data are 
as unbounded as the imagination of creative researchers, as 
recent work in family sociology (Berk 1979), education 
(Biddle, et al. 1981), and social ecology (Melbin 1978) at 
tests.
Unfortunately, the time-use research now available is 
quite fragmentary, largely reflecting the inadequate data on 
the time expenditures of individuals. Increasingly, however, 
this inadequacy is being overcome by systematic data collec 
tion efforts, where careful measurement strategies are used 
to record time allocations for large, representative samples 
of individuals. The research described here represents the 
fruits of one such endeavor, the time-use data collected in 
the third wave of the National Longitudinal Survey (NLS). 
The goals of this chapter are two-fold: (1) to describe briefly 
the time allocations of young American adults across a set of 
activities, and (2) to investigate some of the determinants 
and/or covariates of time-use expenditures.
II. Measuring Time-Use in the NLS
The third wave of the National Longitudinal Survey was 
administered primarily in the winter and early spring of 1981 
to a nationally representative sample of over 12,000 
respondents. The sample members were 16-24 years of age at 
the time. Data on time-use behavior in these critical years of 
transition to adult roles has heretofore not been available for 
large samples of respondents. Because the paucity of time-
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use research derives partly from inherent measurement dif 
ficulties, a brief discussion of how some of these difficulties 
were dealt with in the NLS is appropriate here.
The earliest efforts at eliciting time-use information in 
social research consisted of questions asking respondents to 
estimate their "usual time" expenditures across a range of 
activities. While some interesting findings emerged from this 
research, subsequent investigations have shown this 
measurement approach to be notoriously unreliable in that 
respondents consistently overestimate their actual time ex 
penditures. An alternative methodology, found to minimize 
such reporting errors, is the so-called "time-diary" ap 
proach, which asks respondents to report what they were do 
ing minute by minute for a single twenty-four hour period.
A series of methodological studies (Robinson 1977; luster 
and Stafford 1983) has shown that the time diary does in fact 
provide a very reliable indicator of what the respondent was 
doing and for what length of time for the day in question. 
Moreover, the time diary is unparalleled in producing time 
estimates across a very detailed set of activity categories. 
Nevertheless, the diary has certain limitations which makes 
its use somewhat problematic. To begin with, the open- 
ended format of the time diary allows respondents con 
siderable discretion in the way they describe their activities. 
Many respondents, for example, report "time at work" and 
"time at school" as homogeneous categories, and make no 
differentiation according to type of job activity (e.g., type of 
job task, coffee breaks, training time) or school activity 
(e.g., class time, study time, extracurricular activities). In- 
depth analyses of work time or school time then become 
rather uncertain. Second and more important, the time-use 
information elicited for a single day might be atypical of the 
way each respondent usually allocates time, making each 
respondent's time expenditure data highly dependent on the 
day for which the diary was administered. Indeed, Robinson
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(1977) reports that a substantial proportion of respondents 
report their diary day is atypical in important respects. This 
imprecision in measurement is of minimal consequence if 
one is interested in describing time-use behavior in the ag 
gregate, since the deviations presumably cancel out when 
averaged across respondents. However, since the NLS is 
primarily used for micro-level analyses, this instability can 
result in seriously downwardly biased effect coefficients.
For these reasons, the time diary was deemed inap 
propriate for the NLS and an alternative was devised. The 
approach used asks respondents to report their time expen 
ditures on select activities "during the last seven days.'* Its 
advantage derives from the ability to tailor questions to 
focus in-depth attention on a few activities of greatest 
general interest. Additionally, as a measurement device it 
was believed to incorporate some of the desirable 
characteristics of both the time diary and "usual time" ap 
proach. By asking about a specific and recent time period, 
the recall problems plaguing the "usual time" approach 
should be minimized; at the same time, by broadening the 
focus beyond interest in just a single day, the instability of 
time-use estimates should be attenuated relative to a time 
diary approach. Finally, asking about a week's activities 
seems to correspond more closely to the way people actually 
schedule and organize their time. (For a fuller discussion of 
the tradeoffs involved in choosing a time-use methodology, 
see Baker, et al. 1983). A methodological study conducted 
on pretest data, which explicitly compared time diary and 
seven-day time estimates, lent further credence to the utility 
and reliability of adopting a seven-day approach for select 
activities (Baker, et al. 1983).
Accordingly, the NLS asked respondents in-depth ques 
tions about their time expenditures during the last seven days 
in a number of activity areas. These areas include:
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(1) Time at work—Questions asked respondents about total 
time spent working for pay in each of the last seven days 
for each of several jobs. Additional items probed what 
percent of their work time for their major employer was 
spent reading or writing, working with tools, and deal 
ing with people, and whether they were participating in 
a formal apprenticeship or job training program while 
at work. Finally, respondents were asked to estimate the 
length of time and miles of their usual trip to work.
(2) Time at school—Respondents reported their time spent 
at school for each of the last seven days. Of the total 
time spent at school, estimates were then given for the 
time spent actually attending classes or labs and time 
spent studying at school. Other time spent studying in 
the last seven days, as well as distance and usual time 
spent traveling to school are also available.
(3) Time in government or private training programs— 
Respondents enrolled in such programs were asked 
about the time spent attending training sessions, study 
ing for the program and in transportation in the last 
seven days, in a series of questions parallel to those ask 
ed of students in regular schooling.
(4) Job search—An extensive series of questions on job 
search behavior was asked of those looking for work. 
This sequence asks which of 10 specific methods the 
respondent actually used (e.g., placed or answered 
newspaper ad, checked with friends, used a state 
employment agency, etc.) and which led to contacts 
with employers. Time spent on each method in the last 
seven days was also elicited.
(5) Time spent sleeping in the last seven days.
(6) Time spent watching TV in the last seven days.
(7) Additional information was elicited on the respondent's 
responsibility for household chores and child care. This
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included a scale inquiring whether the respondent was 
usually the one in the household who did each of a 
number of chores, including child care. Answers were in 
response categories ranging from "do it almost never" 
to "do it almost all of the time." Because pretest results 
showed that the reliability of time estimates for 
household chores and child care dropped off sharply 
when respondents were asked to recall beyond a single 
day, time-use estimates for these activities were elicited 
for the day preceding the interview day only.
(8) Finally, time spent reading "yesterday" was also 
estimated by all respondents.
III. The Concomitants of Time-Use
Following Robinson (1977), time allocations can be con 
ceptualized as being determined by four sets of factors: 
(1) personal characteristics, including race and social 
background; (2) role obligations, including whether the 
respondent is employed, a student, a parent, a spouse, and 
so on; (3) ecological characteristics, including the respon 
dent's living arrangements; and (4) resources, such as in 
come and the utilization of labor-saving technology. The 
way each of these relate to time-use expenditures on the ac 
tivities described above will be considered in the following 
sections. Since the relationship between sex and time use is 
certain and strong, all cross tabulations will be presented 
separately for males and females.
Personal Characteristics
The first set of comparisons regarding the relationship of 
personal characteristics to time-use behaviors is presented in 
table 7.1, which reports time-use breakdowns by ethnic 
origin. Turning first to sex differences in employment 
characteristics, substantial differences in the proportion of
Table 7.1 




% with a job
Hours spent working for pay
% time writing/reading3
% time working w/handsa
% time with people*
Hours spent for trip to
work (one-way)
Time at school
% enrolled in school
Hours spent at school
Hours spent in class
Hours spent studying
at school
Other time at school
Hours spent studying
not at school
Total hours spent studying15
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% participating in programs 
Hours spent at training
programs
Hours spent in class
Hours spent studying 
at program
Other time at program 
Hours spent studying away 
Total hours spent studying15 
Hours spent for trip to
program (one-way)
Leisure
Hours spent reading 
(not for school)0 




































































Hours spent on 
household chores0 9.06* 17.98f 8.55 18.67f 8.17 15.03
N 1555 1525 950 959 3620 3586 
Total by race 3080 1909 7206
UNIVERSE: Youth age 16-24 on interview date. (N = 33,517,000)
NOTE: All time estimates are hours per last seven days; digits to the right of the decimal point are fractional hours.
a. These items represent percent of time at work spent doing each of these three tasks and were adapted from Kohn (1969). To allow for a 
respondent to be doing multiple job tasks simultaneously, the question wording for these items specifically permitted double counting. Ac 
cordingly, percents sum to greater than 100.
b. These figures are the sum of time studying at school (program) and time studying at home.
c. Since time estimates for these activities were asked of "yesterday" only, time estimates were first weighted to produce a uniform frequency 
distribution across days of the week, and then multiplied by seven to arrive at an hours per last seven days estimate, 
d. Includes government training programs (e.g., CETA) and "special" schools (e.g., technical schools, barber schools). 
*T-tests for significant differences between males of different ethnic origin treat white males as the reference group. An asterisk indicates that 
the starred value is different from the corresponding value for white males at the .05 level. 
fT-tests for significant differences between females of different ethnic origin treat white females as the reference group. A cross indicates that H
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respondents who are employed appear. Regardless of ethnic 
group, males are anywhere from 6 to 14 percentage points 
more likely to work than are females. Notable racial dif 
ferences in employment status also emerge, with blacks least 
likely and whites most likely to be employed. Hispanics oc 
cupy an intermediate position between these two groups.
Among those who work, however, the length of the 
average workweek shows only modest variance across race 
and sex groups. Hispanic males have the longest workweek, 
at 35 hours, while white females have the shortest week, at 28 
hours. Across all racial groups, women not only have lower 
labor force participation rates but also work from 2 to 4 
fewer hours per week than do males. Presumably these sex 
ual differences in work intensity reflect in part the proclivity 
of married women, even at this age range, to work only part 
time while keeping house. Among men, the fact that the 
average workweek is as low as it is doubtless reflects the in 
clusion in the sample of students, who also tend to work only 
part time.
Looking at the kinds of tasks youth perform on their jobs, 
we see marked sex differences but fairly modest race dif 
ferences. Females of all race groups spend about twice as 
much time as males reading and writing; indeed, no more 
than about one-fifth of the average male workweek involves 
such tasks. Women similarly spend considerably more time 
than males dealing with people while on their jobs. In 
terestingly, males and females spend about equal amounts of 
time working with their hands, with such tasks comprising 
the largest part of the workweek for all race and sex groups.
These figures correspond well to what might be expected, 
given the well-known sex differences in distributions across 
occupational categories. The clerical and sales positions, at 
which women typically labor, are reflected in the high time 
expenditures in reading and writing and working with hands, 
in the former case, and dealing with people, in the latter.
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Similarly, the disproportionate representation of young 
males in manufacturing and craft positions explains their in 
tensive involvement with manual tasks. In any case, these 
data provide an informative and useful way of quantifying 
the sexual division of labor in the American workforce. 
Along these lines, the surprisingly close correspondence of 
job task time expenditures across racial groups is notewor 
thy. Perhaps, as others have found with respect to wages 
(e.g., Rosenfeld 1980), the races begin to diverge markedly in 
their job tasks only further along in their careers.
Turning to the results for time at school, Hispanic and 
white males are more likely to be enrolled than female 
Hispanics and whites, but the opposite pattern holds true 
among blacks. Indeed, 45 percent of all black females are 
enrolled, second only to the 46 percent figure for white 
males. With the exception of black males, all groups spend 
roughly the same amount of time per week attending classes, 
just short of four hours per school day. However, there are 
notable discrepancies in total amount of time various groups 
spend actually at school per week, suggesting that some 
groups spend more time in extracurricular or other leisure 
activities at school. In particular, black and white males 
spend more time at school than do females, and Hispanics of 
both sexes spend the least amount of time there. Some of 
these differentials represent the greater amounts of study 
time which black and white males spend at school, but equal 
ly as notable is their proclivity to spend unstructured "other 
time*' at school, that is, time at school spent neither studying 
nor attending classes. Apparently, black and white males 
strongly gravitate towards their neighborhood schools as 
foci for recreation and leisure time activities. Interestingly, 
this pattern does not hold for Hispanic males, who spend 
among the least time of all groups in "other time" at school. 
Indeed, with their low time expenditures in classes, studying 
at school, and, at least for males, spending other time at 
school, Hispanics in general seem least involved in schools as 
institutions.
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Finally, with respect to the school section, some modest 
differences in total study time emerge across race and sex 
groups. Whites, and especially white females, study 
somewhat more on average than do others. Not surprisingly, 
given their low time investments in educational institutions, 
Hispanics spend the least total time studying of all groups.
Turning to the results for participation in government 
sponsored or other vocational training programs (excluding 
those sponsored by employers or unions), note that Hispanic 
and white males are about 1 percentage point more likely to 
participate in such programs than their female counterparts. 
Surprisingly, this sex differential in participation rates is 
reversed for blacks. In any case, no more than about 4 per 
cent of any race-sex group participated in such programs in 
spring 1981. While these data show no notable overall race 
differences in levels of participation, previous work with 
NLS data has shown marked race differences in participa 
tion rates by type of program.
Because of the low participation rates, cell sizes are so 
small that estimates of participation are somewhat 
unreliable. Nonetheless, the patterns that do emerge suggest 
that trainees invest substantial time in these programs, both 
attending classes and studying, with total time involvements 
exceeding 20 hours per week.
Elsewhere in table 7.1, American youth are shown to 
spend substantial parts of their week watching TV, with 
females watching about 2.3 hours a day and males about 1.8 
hours. Blacks, and especially black females, seem to watch a 
bit more TV per week than either whites or Hispanics.
In contrast to this rather substantial leisure time expen 
diture, youth spend strikingly little time reading during their 
week. Including the reading of newspapers, magazines, and 
all other materials not directly related to school, respondents 
report spending less than three-quarters of an hour per day 
on these activities.
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Finally, in table 7.1, youth are shown to sleep about 7.5 
hours per night, and apparently have some modest respon 
sibility for household chores. On this latter score, unsurpris 
ingly, women of all races spend about twice as much time as 
males in domestic activities. Time expenditures on household 
chores will be investigated in more detail in a subsequent sec 
tion.
Table 7.2 extends the investigation of the relationship be 
tween personal characteristics and time-use expenditures by 
reporting results by family socioeconomic status (SES). 
While any number of measures of background status could 
have been used, we chose the Duncan status score of the 
head-of-household's occupation when the respondent was 
age 14. The Duncan status measure was chosen because of its 
long history as a measure of socioeconomic status in social 
science research (e.g., Blau and Duncan 1967) and because it 
is a variable for which few sample cases have missing data. 
Head-of-household's Duncan score was divided into three 
categories for purposes of this analysis: low (scores from 0 to 
30), medium (scores from 31 to 60), and high (scores from 61 
to 100).
Note first the concave shape to the relationship between 
labor force participation and family background status. The 
heightened participation rate of those from middle-ranking 
socioeconomic background may well derive from the dif 
ficulty those from the least advantaged families have finding 
a job, on the one hand, and high college enrollment rates of 
those from the most privileged backgrounds, on the other. 
Indeed, that many of the employed from high-status families 
are actually students working part time is suggested by the 
relatively short average workweek of this group.
The work experiences of youth from various background 
statuses differ in other important ways. In particular, dif 
ferences in the way these youth apportion their time while at 
work are striking. Those from high socioeconomic status
Table 7.2
Time-Use in Hours for Selected Activities: Results by Sex and Duncan Score 
of Occupation Held by Head of Household When R was 14
H
Duncan of head 
Low Medium





% with a job 67.4 56.2f 69.3* 64.5t 65.6 60.8
Hours spent working
for pay 34.32* 29.82f 34.16* 29.29| 30.20 27.48 
% time writing/reading3 16.8* 37.2 19.9 40.0 20.8 40.0 
<7o time working w/handsa 81.2* 76.1| 78.1* 72.8t 71.9 65.2 
<7o time with people3 50.5 65.6 49.9 69.1 53.1 67.6
Hours spent for trip to 
work (one-way) .27* .24 .26 .23 .25 .23
Time at school
% enrolled in school 34.7* 33.9f 44.5* 40.8f 60.6 57.5 
Hours spent at school 27.90 25.82 27.74 25.54 28.05 26.23 
Hours spent in class 20.95* 19.85f 19.54* 19.60f 17.36 17.96 
Hours spent studying
at school 4.22* 3.60f 4.61* 3.84t 5.96 4.56 
Other time at school 2.73* 2.37f 3.59* 2.10t 4.73 3.71 
Hours spent studying 
not at school 6.43* 7.841 6.57* 8.961 9.54 10.19
Total hours spent studying5 10.65* 11.44t 11.18* 12.80f 15.50 14.75 
Hours spent for trip to 
school (one-way) .33 .33 .29 .30 .30 .31
Training programs'1
% participating in programs 4.4* 3.4 4.4* 3.1 2.7 3.3 
Hours spent at training
programs 17.20 15.96 17.69 13.72 13.33 18.17
Hours spent in class 13.11 14.09 13.36 10.15| 12.10 16.12
Hours spent studying 
at program 1.61 .86 1.48 2.41 1.39 1.44
Other time at program 2.48* 1.01 2.85* 1.16 0 .61 
Hours spent studying away 2.73 5.73 2.73 4.071 4.99 8.60 
Total hours spent studying5 4.34 6.59t 4.21 6.48 7.38 10.04 
Hours spent for trip to
program (one-way) .35 .35 .39 .28 .36 .25
H Leisure g'
Hours spent reading ^ 
(not for school)0 4.45* 4.87f 5.37 5.42t 5.94 6.93 %
Hours spent watching TV 13.60* 16.86t 11.65* 14.97t 9.81 10.83 £d*



































UNIVERSE: Youth age 16-24 for which occupation of head of household when respondent was 14 was reported; excludes respondents with 
head of household in military. (N = 27,785,000)
NOTE: All time estimates are hours per last seven days; digits to the right of the decimal point are fractional hours, 
a. These items represent percent of time at work spent doing each of these three tasks and were adapted from Kohn (1969). To allow for a 
respondent to be doing multiple job tasks simultaneously, the question wording for these items specifically permitted double counting. Ac 
cordingly, percents sum to greater than 100.
b. These figures are the sum of time studying at school (program) and time studying at home.
c. Since time estimates for these activities were asked of "yesterday" only, time estimates were first weighted to produce a uniform frequency 
distribution across days of the week, and then multiplied by seven to arrive at an hours per last seven days estimate, 
d. Includes government training programs (e.g., CETA) and "special" schools (e.g., technical schools, barber schools). 
*T-tests for significant differences between males of different background status treat high status males as the reference group. An asterisk in 
dicates that the starred value is different from the corresponding value for high status males at the .05 level.
fT-tests for significant differences between females of different background status treat high status females as the reference group. A cross in 
dicates that the marked value is different from the corresponding value for high status females at the .05 level.
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families spend substantially less time than youth from less 
privileged backgrounds working with their hands. Indeed, 
the workweek of those of high status, of both sexes, involves 
about 10 percentage points less time investment in such ac 
tivities than those in the lowest SES category. By contrast, 
males from low SES backgrounds are less likely to be writing 
or reading in their jobs. These results suggest that labor 
market stratification by socioeconomic group (if not by race) 
begins at quite an early age.
A high proportion of those from high SES backgrounds 
are enrolled as full-time students as of the survey date, sug 
gesting that such youth have assimilated the achievement 
orientation of their parents or at least are confronted with 
more propitious opportunity structures. Interestingly, total 
time spent at school shows little variation across 
socioeconomic groups, but this uniformity masks important 
differences in the way youth actually spend time while at 
school. High status youth spend significantly less time at 
tending classes, presumably representing the fact that a 
higher proportion of them are college rather than high 
school enrollees. Additionally, the curriculum offered by the 
high schools attended by those of higher SES may be less 
structured and offer more opportunity for independent 
study. In any event, while these youth spend less time attend 
ing classes than others, they spend more time studying and 
spending free time at school. Apparently, because these 
youth are presumably less alienated from societal institu 
tions, they carry on more extensive social interactions within 
the school environment.
This section of table 7.2 shows that high SES youth spend 
about 2 to 5 more hours studying per week than those of low 
SES families. Conceivably the higher expectations of the 
parents and teachers of the former group, and their fewer 
household and employment obligations, account for their 
greater diligence.
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Finally, table 7.2 shows that time expenditures for TV 
watching significantly decrease and reading time increases 
as family background status increases. Nevertheless, even in 
the highest SES category, youth spend nearly twice as much 
time watching TV as reading. Sleeping time and time on 
household chores show ony modest variation across SES 
category, though it is worth noting that the sex differential 
on time expenditures for household chores is narrowest for 
those from the highest SES backgrounds.
Enrollment Status
Table 7.3 presents the first set of comparisons showing the 
relationship between respondents' role obligations and time- 
use expenditures. This table presents the relation between the 
youth's enrollment status and time allocations, once again 
shown separately by sex.
Not surprisingly, the first rows of this table show that a 
larger percentage of nonstudents are employed and that 
employed nonstudents work twice as long in their workweek 
as employed students. What is surprising, however, is the ex 
tent of the work involvement of both high school and college 
full-time enrollees. About one-half of high school and col 
lege students of both sexes held a job during the survey week, 
and for each of these groups the length of the workweek is 
on average about sixteen hours for females and about eigh 
teen hours for males.
While each of the three groups shown in this table 
demonstrates substantial work commitment, the nature of 
the job tasks of each noticeably varies. Moreover, important 
sex-by-enrollment status interactions emerge. Among males, 
high school students perform the most manual tasks of the 
three groups and are least likely to be writing or reading or 
dealing with people on the job. Just the opposite is true for 
male college students; they are least likely to be working with 
their hands and are most likely to be dealing with paper work
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and with people. Nonstudents occupy an intermediate posi 
tion between these two extremes.
For women, the situation is somewhat more complicated. 
As with males, high school women are most likely and col 
lege women least likely to be engaged in manual tasks. In a 
departure from the pattern observed for males, however, 
nonstudents are most likely to be reading or writing on the 
job and least likely to be dealing with people. These sex dif 
ferentials undoubtedly reflect the fact that female 
nonstudents of college age are frequently employed in 
clerical positions, while male nonstudents of like age are 
more likely to be employed in blue-collar occupations. Also 
of interest in these rows of table 7.3 is the observation that 
the sex differences in job tasks remain fairly constant across 
enrollment status. Among nonstudents, females are nearly as 
likely as males to work with their hands but are substantially 
more likely to be dealing with paper work and with people. 
As if in anticipation of their post-student roles, the sex dif 
ferences in job tasks remain much the same for both high 
school and college enrollees. Apparently, the sex typing of 
job tasks extends even to the very youngest employees with 
only casual labor force attachments.
In the sections dealing with time at school in table 7.3, 
note that about 5 percent of nonfull-time students are enroll 
ed part time. However, the total time investment of this 
subset in school-related activities, including time at school 
and time studying, is not inconsequential, amounting to over 
two and one-half hours per week day. Elsewhere, across all 
enrollment categories, males spend more time at school than 
females. As observed in a previous table, however, this find 
ing primarily reflects the greater amounts of "other" time 
males spend at school, rather than any actual sex differences 
in time attending classes. High school students of both sexes 
spend more time at school and more time actually attending 
classes than college goers, but the latter group spends about 
twice as much time as the former in total time studying.
Table 7.3 
Time-Use in Hours for Selected Activities: Results by Sex and Enrollment Status
Activity
Working for pay
% with a job
Hours spent working for pay
% time writing/reading51
% time working w/handsa
% tune with people*


















































work (one-way) .19 .17 .20 .20| .31* .27f
Time at school
% enrolled in school 100 100 100 100 5.4* 5.4f 
Hours spent at school 30.80 29.33 27.23* 24.56t 9.40* 8.77t 
Hours spent in class 23.52 23.26 15.46* 15.34t 6.85* 6.44f 
Hours spent studying
at school 3.51 3.18 7.49* 6.19f 2.07* l.Slf 
Other time at school 3.77 2.89 4.28 3.03 .48* .52f 
Hours spent studying
not at school 5.14 6.85 11.19* 12.15f 5.99 6.40 
Total hours spent studying13 8.65 10.03 18.68* 18.34f 8.06 8.21t 
Hours spent for trip to 
school (one-way) .33 .35 .25* .27f .41 .31
Training programs41
% participating in programs
Hours spent at training
programs
Hours spent in class
Hours spent studying
at program
Other time at program
Hours spent studying away
Total hours spent studying1*


































































































UNIVERSE: Youth age 16-24 on interview date. (N = 33,517,000)
3
NOTE: All time estimates are hours per last seven days; digits to the right of the decimal point are fractional hours. Those classified as "High ft 
school" and "College" are full-time students only. Part-time students, as well as the nonenrolled, are classified as "nonstudents." C
CO
a. These items represent percent of time at work spent doing each of these three tasks and were adapted from Kohn (1969). To allow for a n 
respondent to be doing multiple job tasks simultaneously, the question wording for these items specifically permitted double counting. Ac- ^ 
cordingly, percents sum to greater than 100. gf 
b. These figures are the sum of time studying at school (program) and time studying at home. g- 
c. Since time estimates for these activities were asked of "yesterday" only, time estimates were first weighted to produce a uniform frequency "* 
distribution across days of the week, and then multiplied by seven to arrive at an hours per last seven days estimate, 
d. Includes government training programs (e.g., CETA) and "special" schools (e.g., technical schools, barber schools), 
e. Fewer than 25 respondents fall in this category. Time estimates are not reported due to unacceptable instability.
*T-tests for significant differences between males of different enrollment status treat high school males as the reference group. An asterisk in 
dicates that the starred value is different from the corresponding value for high school males at the .05 level.
fT-tests for significant differences between females of different enrollment status treat high school females as the reference group. A cross in 
dicates that the marked value is different from the corresponding value for high school females at the .05 level.
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Turning to the training section, male high school students 
and nonstudents of both sexes are the prime beneficiaries of 
training programs. While participation rates are quite small 
for all groups, time investments among those who do par 
ticipate are substantial, especially for nonstudents. 
Moreover, total time spent studying is also quite marked for 
this group. Differences in study time across enrollment 
status doubtless reflect the fact that high schoolers are most 
likely to be enrolled in CETA or other government spon 
sored programs, while nonstudents are mostly attendees of 
business or technical schools.
Finally in table 7.3, note that high schoolers spend the 
most time sleeping of all groups, while college students spend 
the least time watching TV and, for males, the most time do 
ing nonschool-related reading. Time expenditures on 
household chores vary significantly but not markedly be 
tween high school and college goers, but nonstudents, and 
especially nonstudent females, spend substantially longer 
than any other group on such tasks. Doubtless this reflects 
the fact that a substantial number of this group are 
housewives.
Employment Status
In order to consider in somewhat greater detail the time 
expenditures of nonstudents, table 7.4 reports time-use 
estimates for this group separately for the employed, the 
unemployed, and those out of the labor force. The working 
for pay figures for the employed, shown in this table, are the 
same as those already shown as column three of table 7.3; ac 
cordingly, these data will not be described anew.
Of interest elsewhere in table 7.4 is the finding that such a 
small proportion of the unemployed and out of the labor 
force are part-time enrollees or are involved in a training 
program of any sort. Indeed, the employed are actually more 
likely to be participating in such programs than the
Table
Time-Use in Hours for Selected Activities:
Activity
Working for pay 
% with a job
Hours spent working for pay
% time working/reading3
% time working w/handsa
°/o time with people3
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Time at school 
% enrolled in school 
Hours spent at school 
Hours spent in class 
Hours spent studying 
at school
Other time at school 

































Total hours spent studyingb 7.75 6.64 e e e e 
Hours spent for trip to 
school (one way) .46 .33 e e e e
Training programs'1
% participating in programs 3.0 4.1 3.0 3.9 14.5* 4.3 
Hours spent at training
programs 13.90 14.97 e e 28.09* 22.34f
Hours spent in class 10.75 12.67 e e 21.36* 19.21t
Hours spent studying 
at program 1.31 1.50 e e 2.85 1.62
Other time at program 1.84 .80 e e 3.88 1.51 
Hours spent studying away 3.41 5.12 e e 6.81* 8.58f 
Total hours spent studying15 4.72 6.62 e e 9.66* 10.20 
Hours spent for trip to




Hours spent reading C
(not for school)c 4.91 5.38 6.88* 5.96f 5.56 4.42f «













































UNIVERSE: Youth age 16-24 who were part-time students or not enrolled in school at interview date. (N = 20,046,000) 
NOTE: All time estimates are hours per last seven days; digits to the right of the decimal point are fractional hours.
a. These items represent percent of time at work spent doing each of these three tasks and were adapted from Kohn (1969). To allow for a 
respondent to be doing multiple job tasks simultaneously, the question wording for these items specifically permitted double counting. Ac 
cordingly, percents sum to greater than 100.
b. These figures are the sum of time studying at school (program) and time studying at home.
c. Since time estimates for these activities were asked of "yesterday" only, time estimates were first weighted to produce a uniform frequency 
distribution across days of the week, and then multiplied by seven to arrive at an hours per last seven days estimate, 
d. Includes government training programs (e.g., GET A) and "special" schools (e.g., technical schools, barber schools), 
e. Fewer than 25 respondents fall in this category. Time estimates are considered unreliable and are not reported.
*T-tests for significant differences between males of different employment status treat employed males as the reference group. An asterisk in 
dicates that the starred value is different from the corresponding value for employed males at the .05 level.
fT-tests for significant differences between females of different employment status treat employed females as the reference group. A cross in 
dicates that the marked value is different from the corresponding value for employed females at the .05 level.
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unemployed. And while those out of the labor force show 
the highest involvements in such programs, at least among 
males, still at least 75 percent of them are neither enrolled in 
school part time nor participating in training programs. The 
females among them are likely to be full-time housewives; 
the males among them may well be mostly discouraged job 
seekers.
With their daily time-use largely unaccounted for by any 
structured activities (at least those measured in this survey), 
the unemployed and those out of the labor force spend more 
time than the employed sleeping, watching TV, and perform 
ing household chores.
Job Search
Also of interest, especially for the unemployed, is the 
nature of and time investment in job search activities. Table 
7.5 shows time expenditures in various job search methods 
for unemployed nonstudents and for those full-time students 
and employed nonstudents who were looking for work. 
These results show, as one might have expected, that the 
unemployed spend more time on job search than either of 
the other two groups. At the same time, however, 
unemployed males report spending only about 5.7 hours and 
females about 3.4 hours on all job search activities per week.
These results also give some sense of the wide range of job 
search methods which are utilized, especially by the 
unemployed. The most commonly used method by all 
categories of job seekers is checking with friends or relatives. 
Substantial numbers also contact state employment agencies, 
check newspaper ads, and apply directly to employers. Once 
again, with scant exception, unemployed nonstudents are 
more likely to use each method (except checking with 
teachers or school counselors) than are students or employed 
job seekers; by implication, the unemployed are more likely 
to utilize multiple job search methods.
Table 7.5
Time-Use in Hours and Percent Using Various Job Search Methods 
Results by Sex and Enrollment and Employment Status
Activity
% looking for work
Hours spent looking for work
last week (all methods)
N

































































































% checked with newspaper
ads 31.7* 39.9f 44.7* 52.9f 57.1 61.9 
Job contact (%) 56.3 54.9 64.8* 57.9 55.7 62.5 
Job offer («7o) 10.9* 12.4 20.8* 18.1 5.7 12.7
% took Civil Service test
or filed for government job 4.8* 6.2 11.4 11.5 11.9 8.9 
Job contact (%) 40.3 52.8f 35.6 29.8 41.1 28.0 
Job offer (Vo) 2.1 22.6f 1.3 6.7 1.8 3.6
% checked with CETA or
community action group 5.2* 8.8f 8.9* 5.3f 15.2 14.3 
Job contact (%) 36.7 25.3 28.9 a 19.7 34.7 
Job offer (Vo) 13.5 13.0 9.2 a 9.4 5.4
% checked with school
placement office 21.6* 24.8t 6.0 9.4f 7.8 4.5 
Job contact («7o) 51.5* 39.1 38.4 37.9 26.6 a 
Job offer (%) 10.7* 10.7 5.7 17.9 2.9 a
% checked with teachers or
professors for job leads 22.7* 24.4t 9.4 7.3 11.8 6.8 
Job contact («7o) 26.8 22.8t 38.5 19.1f 38.2 45.2 












Full-time students Nonstudents & part-time enrollees
Employed
Activity
% checked with labor union
Job contact (%)
Job offer (%)















































UNIVERSE: Youth age 16-24 who reported they were looking for work at time of interview or within last 4 weeks. (N = 8,530,000) 
NOTE: Time estimates are hours per last seven days; digits to the right of the decimal point are fractional hours. For each method the percent 
age figures are: % of job seekers who used that method in the last 4 weeks, % of those using the method who had a job contact result, and °7o us 
ing the method who had a job offer result.
a. Fewer than 25 respondents used this method. Estimates are considered unreliable and are not reported.
*T-tests for significant differences between males treat nonstudent unemployed males as the reference group. An asterisk indicates that the star 
red value is different from the corresponding value for unemployed nonstudent males at the .05 level.
fT-tests for significant differences between females treat unemployed nonstudent females as the reference group. A cross indicates that the 
marked value is different from the corresponding value for unemployed nonstudent females at the .05 level.
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Using these data to draw inferences regarding the success 
of job search methods is rather hazardous. This sequence of 
job search questions was asked only of those looking for 
work; currently employed nonjob-seekers were not asked 
how they found their jobs. Accordingly, we have here a sam 
ple of recent or longer term unsuccessful job seekers (more 
recent NLS data can be used to address the issue of method 
of job finding, however; see Wielgosz 1983). This explains 
why the unemployed appear by these data to be the least suc 
cessful in eliciting job offers. Employed or student job 
seekers are in all probability in less need of a (new) job and 
therefore have the luxury of turning down job offers once 
made. By contrast, unemployed nonstudents are more likely 
to accept whatever job offers they receive, and thus those 
who have been made an offer are less likely to appear in our 
sample.
At the same time, these data are suggestive of the effec 
tiveness of alternate job search methods. If one takes the 
goal of any search to be putting one in contact with 
employers, differences in effectiveness across methods are 
striking. By this standard, information from friends or 
relatives, newspaper ads, and private employment agencies 
are all reasonably effective. For students, school placement 
services are also rather successful in putting students in con 
tact with employers. As others have shown, state employ 
ment services are relatively ineffective in leading to job con 
tacts or job offers, though this may reflect the employability 
of those who use the state services (Wielgosz 1983).
Working Versus Nonworking Students
We have thus far looked at time expenditures of those with 
various role obligations. Given that time-use is a zero-sum 
proposition, it is interesting to observe which time-use 
tradeoffs are implemented for youth as multiple role obliga 
tions accumulate. Must students who work, for example, 
sacrifice valuable study time to carry out their employment
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obligations? Or do they forsake leisure time activities? Table 
7.6 addresses these and related issues by comparing the time 
expenditures of nonworking high school students, nonwork- 
ing full-time college students, working high school students 
and working full-time college students.
As shown previously, employed high school and college 
youth work on average from about 16 to 20 hours per week. 
The time for this employment seems to be taken away from a 
range of activities rather than from any one or two. 
Employed students spend less time at school, less time ac 
tually attending classes (perhaps some are work-study 
students), less time studying and less "other" time at school 
(males only), less time sleeping, less time watching TV, less 
time doing leisure reading (except for college females) and 
less time doing chores, and most of these differences are 
significant. Indeed, with the scant exception noted, 
employed students spend less time on every other category of 
activity for which time estimates are collected in the NLS. In 
terestingly, the time-use tradeoffs made by employed male 
and female high school and college students appear quite 
similar, though males may sacrifice more study time than 
females, and high schoolers seem to sacrifice a greater pro 
portion of their TV watching.
Ecological Factors
This section of the paper focuses on the role of ecological 
factors, and, especially, living arrangements on the 
household and child care responsibilities of youth. Table 7.7 
reports the mean time expenditures and also the degree of 
responsibility for various household and child care tasks. 
These results show the greater time expenditure committed 
by women to household chores across all categories of living 
arrangements. This sex differential is 2-5 hours for those liv 
ing alone, with peers or with parents, but is fully 13.5 hours 
for those who are married. These data dramatically illustrate 
the extent of the sexual division in the burdens of household 
obligations.
Table 7.6
Time-Use in Hours for Selected Activities: Results by Sex, Employment Status 





% with a job
Hours spent working for pay
<7o time writing/reading*
% time working w/handsa
% time with people8
Hours spent for trip to
work (one-way)
Time at school
% enrolled in school
Hours spent at school
Hours spent in class
Hours spent studying
at school
Other time at school
Hours spent studying
not at school
Total hours spent studying"












































































































% participating in programs
Hours spent at training
programs
Hours spent in class
Hours spent studying
at program
Other time at program
Hours spent studying away 
Total hours spent studying"











































































































































UNIVERSE: Youth age 16-24 who were full-time students at interview date. (N = 13,471,000) 
NOTE: All time estimates are hours per last seven days; digits to the right of the decimal point are fractional hours, 
a. These items represent percent of time at work spent doing each of these three tasks and were adapted from Kohn (1969). To allow for a 
respondent to be doing multiple job tasks simultaneously, the question wording for these items specifically permitted double counting. Ac 
cordingly, percents sum to greater than 100.
b. These figures are the sum of time studying at school (program) and time studying at home.
c. Since time estimates for these activities were asked of "yesterday" only, time estimates were first weighted to produce a uniform frequency 
distribution across days of the week, and then multiplied by seven to arrive at an hours per last seven days estimate, 
d. Includes government training programs (e.g., CETA) and "special" schools (e.g., technical schools, barber schools). 
* There are two reference groups for males in this table; employed high school males are compared with nonworking high school males and 
employed college males are compared with nonworking college males. An asterisk indicates that the starred value is different from the cor 
responding value for nonworking high school/college males at the .05 level.
tThere are two reference groups for females in this table; employed high school females are compared with nonworking high school females and 
employed college females are compared with nonworking college females. A cross indicates that the marked value is different from the cor 

























Hours spent on all chores 9.42* 11.48b 12.55* 25.96f 8.64* 13.92f 7.29 11.85 
Degree of responsibility for: c
meals 3.68* 4.40f 1.71* 4.51f 2.53* 3.35f 1.45 2.04
dishes 3.77* 4.62f 1.69* 4.53f 2.61* 3.49f 1.60 2.79
laundry 3.75* 4.68f 1.55 4.59f 3.02* 3.89f 1.53 2.48
cleaning 4.05* 4.69f 1.84* 4.53t 2.69* 3.451 1.76 2.80
shopping 4.10* 4.56f 2.54* 4.231 2.74* 3.42f 1.43 1.84
errands 4.28* 4.47f 3.18* 3.50t 3.02* 3.09f 2.40 2.53
outdoor chores 3.35* 2.97f 3.74* 2.20f 2.70* 1.85 2.84 1.84
house repairs 3.80* 3.42f 4.16* 1.96f 2.92* 1.95f 2.57 1.56
paperwork 4.14* 4.25f 2.82* 3.52f 2.35* 2.69f 1.23 1.38
Child care
% with own children in home 0* 38.5f 45.0* 54.5t 2.9* 13.9f 1.2 9.5 
Degree of responsibility for
care of own children0 a 4.86f 2.40 4.43 a 4.61 2.62 4.49 
Hours spent dressing
and feeding a 20.13 7.01* 22.27f a 19.59 3.32 19.03 
Hours spent reading
and playing a 21.25 15.21 22.04 a 22.59 15.56 21.42 







% with siblings or other
children in home
Degree of responsibility for
care of other children0
Total hours spent taking

























































UNIVERSE: Youth age 16-24 not living in dorms, barracks, or other group quarters. (N = 30,456,000)
NOTE: All time estimates are hours per last seven days; digits to the right of the decimal point are fractional hours. Since time estimates for
household chores and child care were asked of "yesterday" only, time estimates were first weighted to produce a uniform frequency distribution
across days of the week, and then multiplied by seven to arrive at an hours estimate for the last seven days.
a. Fewer than 25 respondents in the cell. Estimates are considered unreliable and are not reported.
b. To make the inter-sex comparison for those "living alone" more meaningful, this time estimate refers to those "living alone" with no
children in the home. This was done because only a very small number of males "living alone" have children living with them, and the time-use
of women "living alone" with and without children differs drastically. S
c. The degree of responsibility for each chore was assessed by asking respondents to place themselves on a five-point scale, with 1 = R almost «
never does the chore to 5 = R has almost sole responsibility for doing this chore. C
CO
*T-tests for significant differences between males with different living arrangements treat males living with their parents as the reference group. n
An asterisk indicates that the starred value differs from the corresponding value for males living with their parents at the .05 level. <?
fT-tests for significant differences between females with different living arrangements treat females living with their parents as the reference PJ
group. A cross indicates that the marked value differs from the corresponding value for females living with their parents at the .05 level. -
NO
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The within sex comparisons across ecological ar 
rangements are also revealing. In general, youth allocate the 
least time to household responsibilities when they are living 
with their parents, but surprisingly this burden increases only 
modestly for youth living alone or with friends. Presumably 
youth living alone occupy modest accommodations and are 
able to keep necessary household chores to a minimum. By 
contrast, living with one's spouse leads to a proliferation of 
house management responsibilities. Indeed, wives spend 
over 100 percent and husbands nearly 35 percent more time 
on household chores than their peers who live alone. Looked 
at another way, a male and female married and living 
together spend between them over 38 hours per week on 
chores, but only about 20.5 hours per week on average if un 
married and living apart.
Questionnaire items also ask respondents to assess their 
degree of responsibility for individual chores on a five-point 
scale from 1, —almost never does the chore, to 5, —has 
almost sole responsibility for it. For preparing meals, doing 
dishes, doing the laundry, cleaning house and shopping, 
women report a greater level of responsibility than males in 
every type of living arrangement. Similarly, regardless of liv 
ing arrangement, men claim a greater level of responsibility 
for outdoor chores and house repairs. For the remaining 
chores listed, doing paperwork and running errands, relative 
responsibility level varies depending upon the ecological ar 
rangement. Differentials in responsibility levels are most ex 
treme in the case of married couples, where the division of 
labor is clearcut for most chores, and narrowest for those liv 
ing alone, where both males and females report high respon 
sibility levels for all chores.
Looking at within sex differences, youth of both sexes 
report the lowest absolute levels of responsibility when living 
with parents. For females, those levels show a marked jump 
for those living with others and a still further increment, to 
the highest levels reported for females, for those living alone
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or with a spouse. This pattern differs noticeably for males. 
Starting from the lowest responsibility levels for males living 
with parents, the level of obligation increases modestly for 
most household chores for those who are married and for 
those living with others. A still further jump is detected for 
those living along, bringing male responsibility levels nearly 
up to or greater than those reported by females.
Turning to the time-use estimates for child care in table 
7.7, once again a marked, if not unexpected, sexual dif 
ference in time expenditures emerges, especially for those 
with their own child. Among parents, women claim notably 
higher levels of responsibility for child care and report 
spending over three times as long as males in dress 
ing/feeding the child and in supervision time. The sexual in 
equalities are reduced somewhat when playing with the child 
is considered, but they remain pronounced.
Youth report remarkably little time taking care of their 
siblings (under age 14) and here the sexual disparities are far 
more modest. Females living in their parents' dwelling unit 
with younger siblings in the household report spending only 
about 5.8 hours per week on child care and supervisory ac 
tivities of all sorts. For males, this figure is about three hours 
per week.
Table 7.8 extends this investigation by considering 
whether husbands assume more responsibility for household 
chores as wives accumulate additional role obligations. The 
universe in this table is restricted to those nonenrollees who 
have their own children. Time expenditures are reported for 
working and nonworking women and for males whose 
spouses are working and nonworking.
As table 7.8 shows, males whose wives work spend a non 
significant two additional hours per week on household 
chores than males whose wives are not employed. Moreover, 
the variables measuring degree of responsibility for various 
chores show an only occasionally significant shifting of
Table 7.8
Time-Use Behaviors for Household Chores and Child Care: Results by Sex and Wife's Employment Status 
Universe of Nonstudents and Part-Time Enrollees with Children
Nonstudents and part-time enrollees with own children








Hours spent on all chores 11.7



























































Hours spent dressing and
feeding children
Hours spent reading and
playing with children
Other time in supervision
% with a job
Hours spent working for pay
Hours spent reading
(not for school)





















































UNIVERSE: Youth age 16-24 with children who were part-time students or not enrolled in school at interview date. (N = 4,235,000) g-
NOTE: All time estimates are hours per last seven days; digits to the right of the decimal point are fractional hours. Since time estimates for a
household chores, child care, and reading were asked of "yesterday" only, time estimates were first weighted to produce a uniform frequency C
distribution across days of the week, and then multiplied by seven to arrive at an hours estimate for the last seven days. «
a. The degree of responsibiity for each chore was assessed by asking respondents to place themselves on a five-point scale, with 1 = R almost m
never does the chore to 5 = R has almost sole responsibility for doing this chore. ja
*T-tests for significant differences between males treat males whose wives are not working as the reference group. An asterisk indicates that the £•
starred value is different from the corresponding value for males whose wives are not working at the .05 level. "* 
tT-tests for significant differences between females treat women who are not working for pay as the reference group. A cross indicates that the
marked value is significantly different at the .05 level from the corresponding value for women not working for pay. to
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responsibility such that wives who work claim somewhat less 
responsibility for several chores than wives who do not work 
and males whose wives work claim somewhat more respon 
sibility on meal preparation and cleaning than males whose 
wives are not employed. In all these cases, however, the 
shifting in responsibility is slight. Perhaps most dramatic in 
this table, however, is the substantial drop in the amount of 
time working women spend doing chores relative to non- 
working wives. Since we have just shown no such dramatic 
increase in males' contribution to household maintenance 
where both spouses work, we can conclude that third parties, 
including the service economy, assume some of these 
housekeeping burdens (e.g., an increased number of meals 
are eaten out) or that a downward redefinition of what are 
considered essential household chores occurs. In any event, 
working wives are still shown to spend nearly twice as long as 
their spouses discharging household obligations.
Something very much like this scenario applies where child 
care is concerned. Males report slightly more, females slight 
ly less responsibility for child care where the wife is 
employed. The woman's time expenditure for dressing and 
feeding and supervising her child drops markedly when she is 
employed, though her time spent playing with the child re 
mains essentially unchanged. Interestingly, the husband's 
time expenditure on all facets of child care also tends to 
decline somewhat when his spouse is employed. Thus, these 
findings suggest that when a wife is employed, a greater 
burden of child care does not devolve to the husband. In 
stead one can assume that third parties (e.g., relatives or day 
care facilities) take up the slack.
Looking at the various other relevant components of time- 
use which the NLS provides, we note that mothers who work 
apparently must sacrifice substantial parts of their leisure ac 
tivities. Such women sleep somewhat less on average, watch 
considerably fewer hours of TV, and read a bit less per week 
than mothers who are not employed. Nonetheless, in the 
context of husbands' time expenditures for these activities,
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the reductions seem less dramatic; indeed, working mothers 
sleep as much as their husbands do and still watch about 
three more hours of TV per week. In any event, even granted 
that working wives work only about two-thirds of the 
workweek of their husbands, the combined burden of 
employment and household and child care responsibilities 
seems very onerous.
Resources
Finally we investigate the relationship between resources 
and time-use expenditures. One of the most straightforward 
of these relationships is the effect of ownership of the means 
of transportation on time expenditures for transportation. 
Table 7.9 shows mean times for trips to work and school 
(one-way), distances (also one-way) and distances per unit of 
time by mode of transportation used. The results are strik 
ing. Those who use an automobile or motorcycle to get either 
to work or school make the trip in substantially less time 
than those who use any other mode except walking. 
Moreover, the efficiency of private transportation by auto or 
motorcycle as judged by the average miles per hour criterion 
seems clear; this mode is substantially and significantly more 
efficient than practically any other mode.
Riding a school bus is also a relatively time efficient mode 
of transportation for high schoolers. A trip to school by bus 
takes somewhat more time than a trip by private auto, but 
the average one-way distance is over a mile longer. Walking 
or riding a bicycle may be relatively quick for some people, 
but this advantage seems to be entirely due to the fact that 
the destination for the users of this mode is on average quite 
short. Aside from walking, the mode of transportation 
shown to be consistently least efficient is public transporta 
tion. Users of this mode can expect to average no more than 
13 (for trips to school) or 18.4 (for trips to work) miles per 
hour. Policy efforts aimed at encouraging use of mass
Table 7.9 
Time-Use in Hours for Transportation: Results by Mode of Transportation
Trip to high school
Mean time one-way





















































































UNIVERSE: Youth age 16-24 (excluding respondents living on campus or school grounds) who spent any time at work or at school within last 7 
days of interview date. Estimates for trip to high school and college are based on reports from full-time students only. A number of respondents, 
most of whom used the "walk/bicycle" mode, reported that their trip to school (work) took no time and that their distance from school (work) 
was zero miles. These respondents were deleted from all calculations. (N = 23,989,056)
a. Indicates fewer than 25 respondents used this method. Figures are considered unreliable and are not reported.
*T-tests for significant difference by mode treat "auto/motorcycle" as the reference group. An asterisk indicates that the starred value is dif 
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transportation might do well to consider ways of improving 
the efficiency of this mode.
IV. Conclusion
The tables described in this paper have provided an in 
teresting sketch of the time-use behavior of young adults. 
Additionally, we have shown a number of interesting con 
comitants of time expenditures. Time allocations have been 
shown to bear systematic relationship to race, family 
background status, role obligations and ecological ar 
rangements, in addition to some of the more predictable 
time-use variants by sex. A descriptive and tabular presenta 
tion of this sort cannot, of course, claim to pinpoint causal 
relationships. As with any exploratory and descriptive 
undertaking, the effort is nonetheless deemed well-served if 
it succeeds in drawing attention to provocative relationships 
that merit more careful analytic scrutiny.
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Substitutions or Spurious Associations 
Joan E. Crowley
Few would quarrel with the proposition that delinquency 
and employment are related. After all, if youths can obtain 
money on the streets, why should they put up with the 
hassles of the types of entry level jobs available to them? 
Conversely, why should an employer put up with a difficult 
adolescent when there are so many law-abiding ones to 
choose from? Actually measuring the relationship between 
delinquency and employment, however, is a challenging 
task. The 1980 National Longitudinal Survey of Youth 
Labor Market Experience (NLS) included newly developed 
instruments to gauge both criminal behavior and the extent 
of involvement of youth with the criminal justice system. 
The NLS now includes the largest nationally representative 
sample survey of delinquent behavior available in the 
published literature.
The first goal of this chapter is to present the picture of 
crime and delinquency in the youth population which 
emerges from the distributions of the NLS data. The second 
goal is to find out whether and to what extent delinquent ac 
tivity directly reduces labor force participation by providing 
substitute income and other rewards (e.g., social status)
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when factors known to be causally associated with both 
types of behavior are taken into account.
I. Measuring Delinquency
Traditional criminology has separated crime from delin 
quency according to the age of the offender: offenses com 
mitted by legal minors are delinquency; offenses committed 
by legal adults are crime. The NLS second wave youth 
cohort, ranging in age from 15 to 23, crosses these age boun 
daries. Because 15 appears to be the peak age for delinquent 
activity (Berger, et al. 1975; Ageton and Elliott 1978), the 
NLS sample is quite old relative to the subjects of most delin 
quency studies. This paper will continue to refer to delin 
quent behavior, but readers must keep in mind that a large 
proportion of the respondents are legally adults.
It is important to distinguish between participation in 
delinquent or criminal behavior and the consequence of be 
ing caught and officially processed as a delinquent or a 
criminal. Some criminologists argue that official processing 
as delinquent or criminal tends to lock people into criminal 
behavior (Farrington 1977). The criminal justice system itself 
has been labeled a training ground for criminal behavior, as 
apprentice thieves learn from more experienced 
"colleagues." Similarly, being "bad" enough to get oneself 
thrown out of school could have longer range consequences 
than would less public versions of misbehavior. Potential 
employers may ask whether an applicant has a police record 
and use this information to deny employment to ex-convicts, 
but criminal behavior which has not led to a conviction 
would not have such public consequences.
Delinquent Behavior1
The measurement of delinquent behavior in a nationally 
representative sample such as that used by the NLS is a
Delinquency and Employment 241
relatively rare phenomenon. Most studies of delinquency 
have been done on small and specially selected groups, with 
measures tailored to the specific research focus. A new index 
had to be developed that would suit the NLS interview set 
ting and that would avoid some of the problems identified in 
the use of earlier delinquency measures. 2 The items used in 
the delinquency scale are shown in table 8.1. The first three 
items, running away from home, truancy, and drinking 
alcohol describe status offenses, i.e., behaviors forbidden 
only to minors, and were asked only for youths under the age 
of 18.
Because simply asking the precise number of times the 
respondent had participated in a prohibited activity was not 
feasible, respondents selected categories to indicate the range 
of their frequency of participation in various activities. The 
responses cannot be interpreted as absolute frequencies of 
activity; they should instead be interpreted as scale scores, 
with a higher score indicating a higher level of participation 
in delinquent activity.
The items in the NLS self-reported delinquency instrument 
were analyzed for empirical typologies, using factor and 
cluster techniques. 3 Excluding the status items, three groups 
of offenses emerged: property crime, drug use and sale, and 
assault. Probably because many youths reporting sale of 
marijuana are selling small quantities to their friends, this 
item fits in best with drug use. Sales of drugs other than 
marijuana, however, seem much more profit-oriented and 
associated with serious property crimes. Robbery fits both 
into property and assaultive clusters. Table 8.1 shows the 
items included in each offense classification.
The proportion of youths participating in a particular of 
fense declines as offenses become more serious: use of 
"soft" drugs, fighting, and petty theft are relatively com 
mon, but grand theft, selling hard drugs, and aggravated 
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244 Delinquency and Employment
population ever participating in the activity and in the mean 
levels of involvement. Creating summary scales using simple 
sums could result in a youth who has committed five armed 
robberies being counted as less delinquent than a youth who 
admits to ten petty thefts, clearly a distortion of the desired 
result. A scaling procedure was used which resulted in all 
items contributing approximately equally to their ap 
propriate scales, regardless of overall frequency, effectively 
weighting each item by its seriousness (Crowley 1982).
Table 8.1 shows the distributions of the self-reported 
delinquency items by sex, 4 showing both the percent of 
respondents who denied participation in the activity within 
the previous year and the mean level of involvement with the 
activity. The distributions of the involvement scores (not 
presented here) show that most youths have either never par 
ticipated in the activity or have participated only a few times. 
The only exceptions to this pattern are use of marijuana or 
alcohol: the frequency distributions for use of these drugs 
show that youths tend to report either very low levels of use, 
once or twice, suggesting experimentation, or very high 
levels, suggesting habitual use.
Among minors, truancy and drinking are fairly common 
occurrences, and almost half of the total sample reported us 
ing marijuana or its derivatives. For both males and females, 
assault was the second most common nonstatus (illegal 
regardless of perpetrator* s age) offense; half the young men 
and a quarter of the young women reported at least one inci 
dent.
Most young people report participation in some sort of 
delinquent activity; about half of the population under eigh 
teen is estimated to have committed at least one status of 
fense, and a full three-quarters of youth have committed at 
least one adult offense. Consistent with the mean scores for 
the individual items, the summary scale means show that 
drug use tends to have the highest levels of involvement.
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Large differences appear between young men and young 
women in the levels of delinquency (table 8.1, last column). 
For the status offenses and for less serious offenses, the 
ratios of involvement between males and females are fairly 
low, but they are much higher for offenses involving 
substantial violence or relatively large sums of money. For 
most offenses, not only are young men more likely to par 
ticipate in delinquent activities, but they are also more likely 
to participate more often than do young women.
Because the difference in crime rates between the sexes is a 
universal pattern in criminology, all the remaining data are 
presented separately by sex. Other key demographic patterns 
to be explored include distributions by age (where adults are 
defined as being 18 and older and minors are younger than 
18), ethnicity, poverty status, and enrollment status.
Demographics of Self-Reported 
Illegal Behavior
Previous studies have indicated that delinquent activity 
declines after age 15. The NLS data support this pattern, 
with the exception of items on drug use. Adults (respondents 
over the age of eighteen) are about a third less involved in 
nondrug illegal activities than are minors. For drug use, on 
the other hand, adults actually report higher use levels than 
their younger counterparts.
There is a popular image of delinquents as youth from 
homes impoverished both financially and emotionally. The 
NLS joins a growing body of work seriously questioning this 
image. 5 Table 8.2, which breaks down the delinquency items 
by race, poverty, school enrollment, and sex, shows a higher 
involvement of whites in delinquent activity than blacks. 
Certainly the whites, both male and female, report higher 
levels of involvement with status offenses than do either 
blacks or Hispanics. This pattern is largely due to the much 
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report much higher levels of drug use in general, including 
hard drugs, than do blacks or Hispanics.
Few major differences appear along ethnic lines when we 
look at the remaining offenses. Black females tend to be 
more likely than white or Hispanic females to report per 
sonal violence (fighting, assault). Among males, however, 
whites are more likely to report involvement in fights and 
assaults. Generally, for both sexes, Hispanics are either in 
termediate between blacks and whites, or the lowest of all 
groups in reported level of involvement in offenses.
It is clear, however, notwithstanding some potential for 
underrepresentation of the ratios of offenses between blacks 
and whites, that criminal offenses are not limited to any one 
race group. 6 The few items on which black males report 
higher levels of involvement than do white males include 
three of the most serious offenses: grand theft, robbery, and 
aggravated assault. However, the data show a fairly high 
degree of involvement of all race-sex groups in various types 
of activities that would be punished if they became known.
Despite the popular assumptions about the link between 
poverty and delinquency, Table 8.2 shows that, generally, 
when there is a difference among males between the poor 
and the nonpoor (using the Current Population Survey 
definition of poverty), it is the nonpoor who are most delin 
quent. This pattern holds particularly true for the drinking 
and drug use items, no doubt reflecting the use of discre 
tionary income for recreational chemicals. Males from non- 
poor families are also more likely to report vandalism, 
shoplifting, assault, and fraud.
As usual, the pattern is much different for females. More 
affluent women, like their male counterparts, are more likely 
to report alcohol and drug use than are poor women. 
However, the only other offense reported substantially more 
frequently by nonpoor women is petty theft. Poor women
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report more involvement with offenses involving personal 
violence—fighting, assault, and aggravated assault.
Poor youths, both male and female, report higher levels of 
running away and truancy. While any finding based on such 
simple analysis must be interpreted cautiously, the implica 
tion of greater disturbance in family relationships among 
poor youth may have significance for the perpetuation of 
poverty. Perhaps the most important observation to be made 
from this table is the lack of evidence for the assumption that 
poverty per se breeds crime. 7
In contrast to the results for poverty, delinquent activity is 
clearly associated with enrollment status. Among males, 
dropouts report high levels of delinquent activity relative to 
students and high school graduates in each offense category. 
Like minors, they report high levels of violence against peo 
ple and property. Like adults, they report high levels of drug 
use and of drug sales. Conversely, college students, youth 
grouped as the most successful academically, have the lowest 
levels of delinquent involvement.
Among females, differentiation by enrollment status is 
much less pronounced. Dropouts report higher levels of 
delinquent involvement than do students and graduates for 
13 of the 20 offenses, which is still a majority but far from 
the consistent pattern for males. Although the NLS con 
tradicts the popular view that race and poverty are strongly 
associated with delinquency, the results do support the 
popular view that those who do less well in school have 
higher levels of criminal involvement.
The sex difference in the relationship between illegal ac 
tivities and enrollment status may be due to sex differences in 
the reasons for dropping out of school. For young women, 
dropping out is often due to family considerations, such as 
marriage or pregnancy. For young men, on the other hand, 
dropping out is more likely to reflect difficulties with school 
or with the adult authorities who control schools.
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Illegal Income
The key link between crime and employment logically lies 
in the degree to which crime serves as an alternative source of 
income. Youth who can make a good living "on the street" 
should spend less time in the labor force and should have a 
higher reservation wage, ceteris paribus, than youth who are 
less adept at hustling.
It is clearly not reasonable to expect that thieves who have 
no accountability to the tax collector or anyone else will 
know with any accuracy how much they earn from their ac 
tivities over any extensive period of time. However, we at 
tempted to gauge subjectively the degree to which the youth 
looked to crime as a source of income by asking what frac 
tion of their total support was derived from such activities as 
those described on the delinquency form. It should be noted 
in interpreting the results that the same amount of income 
represents a smaller proportion of support for affluent youth 
than for poor youth.
Most youth do not report a profit from their activities, but 
a substantial minority, slightly over 20 percent of the young 
men and 10 percent of the young women, get at least some of 
their support from "crime." About 1 male in 20 reports get 
ting one-fourth or more of his support from such sources. 
The expected race and income difference exist but are fairly 
small, especially when the base levels of income are taken in 
to account. As with the reports of delinquent behavior, the 
variables most consistently related to illegal income are sex 
and enrollment status. One-third of the male high school 
dropouts and one-fifth of the female dropouts get at least 
some income from crime. The group with the lowest fre 
quency of illegal income of all categories investigated is, as 
expected, college students.
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Reported Police Contacts
Delinquent activity may or may not lead to involvement 
with the police and with the courts. Table 8.3 shows the 
distributions of police and criminal justice involvement 
broken down by sex, poverty status, and race. 8 The first row 
of the table shows the proportions of each group who report 
any contact with police. The remainder of the table refers to 
the proportions of those who report any contact and who 
further report various levels of involvement with the criminal 
justice system. This method allows comparisons of levels of 
involvement across groups independent of the proportion of 
each group who manage to stay completely out of the 
system.
Over a third of the young men report some police contact; 
the proportion for young women is closer to one-tenth. Of 
those who do come in contact with the police, the sex dif 
ference is much less pronounced; but even given an initial 
contact with police, young women are less likely than young 
men to be charged, convicted, placed on probation, or in 
carcerated. Females do report referral to counseling pro 
grams more often than males.
Some significant patterns emerge when the levels of in 
volvement by poor and nonpoor youths are considered. 
There is no difference by income in frequency for males in 
being stopped by police without further processing, and poor 
females are actually somewhat less likely than more affluent 
females simply to be stopped by police. However, poor 
youth are consistently more likely to be formally charged, 
convicted, and put on probation or incarcerated than are 
nonpoor youth. In fact, the more serious the level of involve 
ment with the criminal justice system, the more discrepant 
the rates by income status. Of those who come into contact 
with the police, about one-fifth of both poor and nonpoor 
males report being convicted of an offense, but poor males 
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incarceration. The pattern for females is similar, although 
less dramatic. These results contrast sharply with the greater 
involvement with delinquent behavior reported by nonpoor 
youth.
Table 8.3 also presents criminal justice involvement 
broken down by race and shows a pattern subtly similar to 
the one shown for income: while black youth are actually less 
likely than whites to be charged with offenses or convicted, 
blacks are more likely to be put on probation or in 
carcerated. Interpretation of these results must be extremely 
cautious at this time, since there is no control for the type of 
offense with which individuals are charged, and type of of- 
fense is the single major determinant of sentence severity. 
Among the young men in the sample, major traffic offenses, 
vandalism, and possession of marijuana were mentioned 
more frequently by whites than by blacks, but blacks were 
more likely to report a conviction for assault or robbery. The 
direction if not the magnitude of these differences in convic 
tion rates by race are echoed in the frequency of report of the 
individual offenses on the delinquent behavior measure.
Out-of-school youths, particularly dropouts, have the 
highest levels of involvement: over half of the male dropouts 
have come in contact with the police. Of these, two-fifths 
report a conviction for an offense, and one-quarter report a 
conviction as an adult. Probation and incarceration are also 
fairly common among dropouts. Perhaps the most useful 
group for comparison with the dropouts is nonenrolled high 
school graduates. 9 The same sort of increasing differentia 
tion of level of involvement with the criminal justice system 
appears as was noted for poverty. Among males with police 
contact, there is a moderate difference between high school 
dropouts and high school graduates in the percent charged 
with an offense—two-thirds of the dropouts compared with 
half of the high school graduates. Dropouts are, however, 
almost four times as likely to be incarcerated as are high 
school graduates, and are over seven times more likely to
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report being incarcerated in juvenile institutions. The pat 
terns are quite similar for females, allowing for their general 
ly lower level both of initial contact and of serious involve 
ment following contact.
The results for poverty and enrollment status, which are 
quite consistent with the general image of youths in the 
criminal justice system, encourage confidence in the validity 
of the responses to the interview. This very consistency, 
however, raises questions of inequity in view of the lack of 
relationship between poverty and delinquent behavior as 
reported by the youth.
The results for poverty and race support the observation 
that poor and minority youth face an accumulation of disad 
vantage when they enter the criminal justice system 
(McNeeley and Pope 1981). At each stage where discre 
tionary decisions are to be made, there is a tendency for 
youths from poorer backgrounds to be treated more harshly 
than youths from white or middle class homes. The dif 
ferences at each stage are slight, but the cumulative effect is 
that at the most severe level of punishment—incarcera 
tion—blacks, Hispanics, and the poor are concentrated 
beyond their proportions in reported criminal behavior. To 
the extent that the general population uses the publicized 
descriptions of the incarcerated population to form their 
concepts of the attributes of the minority and poor members 
of society, this distorted image will affect the perpetuation of 
disadvantage in society at large.
II. Crime and Work
Traditionally, delinquency has been primarily the province 
of sociologists. Recently, however, economists have expand 
ed their area of concern to include time allocation to illegal 
as well as legal sources of income. The next section will at 
tempt to synthesize and distinguish the insights of these two 
fields in conceptualizing the link between delinquency and 
employment.
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The analysis is presented in the three following sections, 
based on the design of the NLS research. First, a cross- 
sectional analysis is offered describing the patterns of delin 
quent activity reported by NLS respondents and presenting 
first-order correlations between measures of delinquency 
and measures of employment. A 2-wave analysis follows, 
presenting a fairly standard multiple regression approach to 
estimating the relationship between employment and crime, 
net of other factors known to be associated with each. Final 
ly, a path analysis is presented using three waves of the NLS. 
The third analysis attempts both to build on the results of the 
cross-sectional and 2-wave analyses and to take advantage of 
the structure of the panel study to untangle the reciprocal ef 
fects of employment and crime.
Theories of Delinquency
Economic approaches to crime regard each individual as 
trying to maximize utilities from legal and illegal activities. 
The emphasis is on the choice of activities based on rational 
calculations. The greater the rate of return to illegal activities 
as compared to the returns from legal activities, the greater 
the time allocated to crime. Of course, crime involves ex 
pected costs, in the form of possible arrests, fines, and con 
victions, which are not attached to legitimate employment. 
Some of these costs have been entered into models of 
criminal behavior, in the form of arrest and conviction 
rates. 10 The analogous costs of legitimate employment in 
reduction of leisure time and autonomy are not considered 
explicitly. The usual human capital indicators, education 
and work history, are predicted to be related to crime 
because they determine the returns to employment. Condi 
tions that are expected to lead to higher levels of criminal ac 
tivity include low expected wages, high rates of unemploy 
ment, low probability of arrests and other legal sanctions, 
and "tastes" for the nonpecuniary rewards of crime—risk 
taking, for example.
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It is assumed in the economic analysis of crime that the 
more time is allocated to crime, the less is allocated to 
employment, and vice versa. What is not considered explicit 
ly is the fact that most delinquent or criminal activity in 
volves a very brief time commitment (Hirschi 1969). Time 
spent in criminal activity may substitute for other leisure ac 
tivities, rather than for time in the labor force.
The sociological approach presented in the literature on 
social control also assumes that people are essentially 
hedonistic and rational. However, the factors considered in 
evaluating the costs and benefits of a particular course of ac 
tion are defined in terms of the emotional bonds of in 
dividuals to important people in their lives—parents, peers, 
spouses, children—and to conventionally valued goals—oc 
cupational advancement, marriage, respectability. Illegal ac 
tivities threaten attachment bonds and chances of obtaining 
conventional goals, and so these bonds and goals help to 
control hedonistic behavior (c.f., Hirschi 1969; Hindelang 
1973; Minor 1977).
Although economic approaches describe rational calcula 
tions of utilities and the control approach focuses on the 
emotional bonds of youths to other people, aspirations, and 
institutions, closer inspection shows that they make virtually 
identical predictions about the way that various experiences 
of youths may affect delinquency. Both, for example, stress 
the role of education. For economists, education is a major 
part of human capital accumulation. For sociologists, com 
mitment to educational goals and attachment to the in 
dividuals and institutions associated with school are 
threatened by delinquent behavior. In fact, the relationship 
between school performance and delinquency is solidly 
established (Noblit 1976; Gold and Mann 1972).
Employment itself fits into control theory as a source of 
attachments to co-workers and commitment to job advance 
ment, both of which should reduce the level of criminal ac-
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tivity. This factor is independent of the substitution of time 
allocation that is central to economic formulations. Con 
versely, control theory can be used as a framework for speci 
fying the predicted costs of criminal activity. Neither 
economic theory nor control theory, however, is particularly 
useful for specifying nonpecuniary benefits associated with 
various types of crime.
Use of three measures of illegal activities allows refining of 
the hypotheses about the links between employment and 
crime. The economic model, where returns to illegal ac 
tivities are balanced against returns to employment, applies 
conceptually to crimes against property—chiefly the various 
forms of theft. Therefore, we expect that, for adults at least, 
property crime will be related to lower levels of weeks work 
ed and longer periods of unemployment and nonparticipa- 
tion in the labor force.
Violence has been related to labor force participation in 
two ways. Unemployment has been associated in particular 
with violence within the family, e.g., wife abuse and child 
abuse (Monahan and Klassen 1982). Bachman (1978) found 
that men who were high in violent behavior tended to have 
poorer work histories in terms of sporadic and low status 
jobs. These two findings imply different causal direc 
tions—unemployment may lead to violence and violent 
behavior may lead to employment instability.
On the other hand, we expect drugs to be more commonly 
used by those with reliable sources of income, and thus 
positively associated with employment. The high frequency 
of drug use reported in the sample indicates that most of the 
users are not the junkies of skid row, but rather are people 
who use drugs as a part of rather ordinary life. The effect of 
income in facilitating drug purchase should lead to a net 
positive association between drug use and weeks worked, 
and a corresponding negative association with unemploy 
ment.
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Reservation wage, a subjective judgment rather than a 
behavioral measure subject to constraints outside the control 
of the individual, may provide some differentiation in the ef 
fects of criminal activity on employment. If crime provides 
income, the marginal value of wages should be reduced, so 
that a higher wage would be required before the individual 
will accept a job. There is no clear reason that nonincome 
producing types of crime would have the same effect, 
although it could be argued that the expense of maintaining a 
drug habit would also increase the reservation wage.
Measures of Employment 
and First Order Relationships
Several employment-related measures are explored, the 
primary focus resting on the supply of labor. The NLS data 
base includes measures of the proportion of weeks worked, 
weeks unemployed, and weeks out of the labor force (OLF), 
between January 1978 and the 1981 interview. These allow 
continuous measures of the amount of labor provided by the 
respondent in the periods before, during, and after the 
period for which delinquent activity is measured.
The analysis includes reservation wage—the wage at which 
an unemployed person would accept a job—in part because 
it is not restricted by external constraints. The logic of the 
connection between crime and work is similar for reservation 
wage and weeks unemployed. The higher the income and 
other returns derived from criminal behavior, the higher the 
reservation wages.
Table 8.4 shows the first-order correlations between 
employment and crime for each of two designated universes. 
The first is restricted to high school youth over the age of 16. 
The age restriction reflects legal age restrictions on employ 
ment. The second universe is nonenrolled youth over the age 
of 18. n College students are omitted from the adult group 
because they are not expected to be primarily oriented 
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presenting major problems for law enforcement, are exclud 
ed from the analysis to avoid confounding age with school 
completion. Within each of these major universes, all 
analyses are run separately by sex.
Predictions are weakly supported, if at all. What is not ex 
pected is the greater consistency and magnitude of the cor 
relations for young women than for young men. For three of 
the four sex-status groups, drugs tend to be positively 
associated with weeks employed and negatively related to be 
ing OLF, which tends to confirm the association between 
drug use and disposable income. Also as predicted, violent 
behavior tends to be negatively associated with weeks 
employed, although the relationship is very weak for young 
men. As with drugs, youths reporting higher levels of prop 
erty crime tend to report more weeks employed or 
unemployed, and correspondingly fewer weeks out of the 
labor force. Only among adult males are higher levels of 
property crime associated with fewer weeks worked. Illegal 
income has the predicted negative association with weeks 
worked only for adults.
These seemingly contradictory findings make some sense 
for high school youths in a context of role expectations. 
Students, particularly girls, who spend more time out of the 
labor force report less of all types of delinquent activity. The 
greater time delinquent youth spend in the labor market is 
consistent with the observations that delinquent youth tend 
to adopt adult behavior patterns earlier than their more law 
abiding contemporaries (Hirschi 1969). Among high school 
students, then, work and delinquent activity may both be 
ways of moving out of the dependent roles of child and stu 
dent into more autonomous lives. For those who are past 
their school years, on the other hand, illegal income acts as 
would be predicted if crime competes with employment as a 
source of revenue. The expected negative relationship be 
tween violence and weeks worked is also clearer among 
adults.
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Reservation wage, although intuitively appealing as a 
means of measuring willingness to work given illicit income, 
seems almost totally unrelated to criminal activity. The signs 
are inconsistent, and, with the exception of the correlation 
with violence for high school females, the coefficients are 
miniscule. 12
Crime and Work: Regression Analysis
Predictions based on both sociological and economic con 
siderations were used to develop a model of the relationship 
between employment and delinquency, predicting labor 
market outcomes as functions of human capital considera 
tions, family background, current family roles and relation 
ships, school experience and performance, and urban 
residence. Indicators of criminal behavior and of official 
crime records were then used to see if they contribute any ex 
planatory power to the model once these background func 
tions have been entered. Conversely, the model and the 
employment indicators were used to predict delinquent 
behavior. This is an admittedly crude style of analysis, but 
serves as a first approximation of the relationship between 
crime and employment net of their known correlates.
Separate models have developed for each of the two 
universes, students and adults. The estimators of human 
capital for high school students were age and weeks worked 
between January 1, 1978 and the initial interview date. 
Among students, age and educational level are highly col- 
linear, so only one of these variables could be used. For the 
out of school sample, age and education are not as closely 
correlated, so both age and dummy variables for less than 12 
years of education and more than 12 years were used, with 
high school graduates the comparison group.
The work history available on the NLS was divided into 
two sections: weeks worked in the period between January 
1978 and the 1979 interview, and weeks worked in the period 
between the 1979 and 1980 interviews. Since the delinquency
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scales covered the calendar year preceding the 1980 inter 
view, the between-interview period provides a good estimate 
of the supply of labor that was concurrent with the delin 
quent activity. The first period is used as a measure of work 
history, and provides an indicator of work attachment that 
does not have the ambiguous causal relationship which 
potentially biases the estimated relationship between crime 
and work when they are measured over the same time span.
The NLS has a number of measures of the family environ 
ment in which the youth lived at age 14. Intactness of the 
family is based on whether the youth lived with both a father 
and a mother figure or in some other living situation. 13 For 
youth under 18, that is, for the high school sample, the at 
tachment to the family of origin was assessed by looking at 
whether the youth had run away from home in the past year. 14
For the adults, dummy variables for marital status and 
whether the youth were living with their own children tapped 
the acquisition of adult family roles. The available evidence 
on the effect of marital status on crime is inconsistent. In 
studies of released offenders, those with continuing family 
ties, including marriages, are somewhat less likely to 
recidivate than are others (Monahan and Klassen 1982). On 
the other hand, Farrington (1982) reports little association 
between getting married and official arrest records or self- 
reported criminal behavior, although marriage did tend to 
reduce activities associated with crime, such as drinking and 
sexual promiscuity.
The human capital effects of schooling are usually 
measured as years of school completed. The quality of the 
school experience, on the other hand, has long been iden 
tified as a key factor in delinquent behavior. 13 The NLS in 
cludes an assessment of satisfaction with various aspects of 
the school experience that was included in the analysis of the 
high school sample. The school discipline scale was coded 
zero if the respondent had never been suspended or expelled,
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1 if the respondent had been suspended only, and 2 if the 
respondent had been expelled. Youth who had been both 
suspended and expelled were coded 2, as were any youth who 
reported expulsion without suspension.
Dummy variables for living in the central city of an SMSA 
and for living in other portions of an SMSA were introduced 
as controls. A measure of poverty status was used to indicate 
the marginal utility of the youth's own wages.
Multivariate Results: Delinquency
Three models were compared. The first, basic model, uses 
only the family and background variables plus work history. 
This model provides a baseline for looking at the relation 
ship between current employment and current delinquency. 
The second model adds the proportion of weeks worked and 
the proportion of weeks unemployed, and the final model 
adds school discipline and police contact variables in an at 
tempt to see if relationships between work and crime are 
mediated by official processing. 16 Table 8.5 and 8.6 present 
the results for the final model for each of the delinquency in 
dicators.
Overall, little evidence in the multivariate analysis sup 
ports the belief that employment reduces delinquent 
behavior. The control approach to delinquency, however, is 
upheld somewhat. In general, the variables associated with 
illegal activities tend to be measures of family or school ties. 
Ironically, given the general omission of girls and women 
from studies of crime and delinquency, many of the 
sociological factors presumed associated with delinquency 
are significant only for females: e.g., black women are more 
violent and report more involvement in property crime than 
those from other races. For both sexes, Hispanics generally 
report lower levels of involvement in proscribed activity than 
any other ethnic group.
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Consistent with the hypothesis of lower levels of job com 
mitment among students, the significant relationships with 
any of the three measures of employment (employment, 
unemployment or work history) tend to be among the adult 
population. For high school students, even the fairly weak 
relationships shown in the first-order correlations (table 8.4) 
do not hold up when background variables are controlled.
Multivariate Results: Labor 
Force Outcomes
Given the lack of relationship between the employment in 
dexes and delinquency, it is hardly surprising that the delin 
quency indexes do not predict much variance in proportion 
of weeks employed or unemployed, using standard OLS for 
proportion of weeks employed and Tobit analysis to com 
pensate for a relatively large number of cases with no weeks 
unemployed. The reservation wage analysis showed no 
significant results for either the simple or the augmented 
models, and so are not presented here. No cases bearing a 
significant relationship between self-reported offenses and 
any of the employment measures and no effects for official 
delinquency or illegal income for high school students ap 
pear.
Official responses to behavior and reliance on illegal in 
come for a substantial portion of self-support do show some 
signs of association with employment for nonenrolled 
adults. For men, having been dismissed from school is 
associated with fewer weeks worked and more weeks 
unemployed, and this finding is net of the effect of dropping 
out, per se. Having been convicted is associated with fewer 
weeks worked for both sexes. 17 Most important, illegal in 
come, the most direct measure of the economic benefits of 
crime, is significantly associated with higher unemployment 
for both sexes and with fewer weeks worked for men.
Table 8.5 
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Three- Wave Path Analysis
While the results of the previous analysis indicate very lit 
tle mutual or independent effects of crime and employment, 
it is possible that there are long term consequences for 
employment based on earlier participation in illegal activities 
that are not captured when crime and employment are 
measured simultaneously. While crime was measured at a 
single point, indicators of labor force participation are pre 
sent before, during, and after the period covered by the 
crime measure. The multiple observations of individuals in 
the panel design of the NLS allow use of the recent 
developments in path analysis to assess the validity of causal 
hypotheses.
The theoretical perspectives outlined above were used to 
construct two path models. In the economic model, the ef 
fects of human capital variables on crime operate through 
their effects on current employment and on expected wage, 
while in the control model, expected wage is deleted and 
human capital variables operate directly on crime through 
their association with commitment to employment. The ef 
fects of criminal activity in 1980 can affect employment in 
1981 both directly and through effects on 1980 employment.
The analysis is restricted to youth who were out of school 
in 1980, the year the data on illegal activities were collected. 
The tradeoff between legal employment and crime should be 
most clear among those who are free to seek full-time 
employment. The restriction of the sample to youth who are 
out of school also means that the analysis is largely of adult 
crime rather than juvenile delinquency. Evidence suggests 
that while more juveniles are involved in illegal activities 
than are adults, crimes committed by adults are, on the 
whole, more serious than crimes committed by youngsters 
(Wolfgang 1977; Hindelang and McDermott 1979).
The path analysis strategy, while very useful for decom 
posing direct and indirect causal influences, does not easily
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allow inclusion of background variables such as sex, race, 
and region, which do not fit into the causal structure of the 
problem, but which may have pervasive effects on the rela 
tionships among factors. As before, the model is run 
separately by sex. Sample size considerations preclude fur 
ther splitting the sample by race, so the analysis is run for 
whites only. Other control variables such as region are ex 
cluded, since they do not have clearly hypothesized effects 
on the process to be modeled.
The NLS has no measures of attachment in the sense of 
direct emotional bonds between respondents and other peo 
ple. Rather, it provides indicators of social roles, such as 
marital status and presence of children in the home. These 
will be termed commitment variables, to emphasize that they 
represent role functions rather than attachments to in 
dividuals. Two areas of commitment are defined: commit 
ment to work and commitment to family roles.
There are two indicators of commitment to work. The ini 
tial interview of the panel included items on the acceptability 
of several hypothetical alternatives in the case that the 
respondent was unable to obtain enough income to support a 
family. These ranged from obtaining more training in order 
to find a better job to going on welfare or shoplifting. 
Responses were combined into an index of commitment to 
the labor force. While such items have not been directly ap 
plied to criminal activity, orientation to alternate sources of 
income has been found to be associated with labor force par 
ticipation among low income youth (Goodwin 1979). 
Another item asked whether the respondent expected to be 
working in five years. Especially for young women, this 
variable should tap whether the youth's labor force par 
ticipation is considered to be temporary or relatively perma 
nent. Commitment to family was proxied by two 
dichotomous variables indicating whether or not the respon 
dent was living with a spouse or living with offspring.
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Standard human capital measures included in the model 
are prior work experience, measured in weeks, and dummy 
variables separating youth who were high school dropouts or 
still students in 1979 from youth who had graduated from 
high school and not received further education. These 
human capital indicators were measured as of the 1979 inter 
view. 118
A key construct in the economic model is the inclusion of 
expected returns to work, measured by the imputed value of 
hourly rate of pay. 19 It is hypothesized that, to the extent 
there is a relationship between human capital variables and 
crime, the relationship should be mediated through pay.
Employment is measured over three time periods in the 
models estimated. Prior experience was defined as the 
number of weeks worked up to the interview date in 1979. 
Percent of weeks worked between the 1979 interview and the 
1980 interview represents approximately the period covered 
by the criminal activity scales. Employment during this 
period was specified only in terms of weeks worked both to 
simplify the model and to avoid collinearity problems. The 
total of weeks worked during the period between interviews 
and weeks worked before the first interview, of course, add 
up to the total work experience prior to the final period. 20 
There is some problem of simultaneous causation in the in 
clusion of weeks worked and criminal activity measures 
which cover the same time span, since it is possible that some 
of the youth were incarcerated for a period of time, 
necessarily limiting the number of weeks available for work. 
This figure should be quite small, given the infrequency with 
which an incarceration was reported by the respondents.
Labor force participation in 1981 was defined in terms of 
the three major labor force statuses: weeks worked, weeks 
unemployed, and weeks out of the labor force. Since paths 
to each of these outcomes were estimated in separate equa 
tions, the problems of multicollinearity are avoided.
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The analysis technique selected is path analysis (Asher 
1976). This procedure involves estimating sequentially the 
hypothesized relationships in a model, using ordinary least 
squares for each set of estimators. The technique allows 
decomposition of direct and indirect effects of predictors on 
outcomes. For example, prior work experience should have a 
direct effect on weeks worked in 1980. Prior work experience 
is also a predictor of expected wage, which in turn affects 
weeks worked, so that prior work experience affects subse 
quent work indirectly. The total effect of experience on 
weeks worked in 1980 is the sum of the direct effect and the 
indirect effect. Further detail on the interpretation of path 
coefficients is given in the next section of the paper.
Employment is measured over three time periods in the 
models estimated. Prior experience was defined as the 
number of weeks worked up to the interview date in 1979. 
Percent of weeks worked between the 1979 interview and the 
1980 interview represents approximately the period covered 
by the criminal activity scales. Employment during this 
period was specified only in terms of weeks worked both to 
simplify the model and to avoid collinearity problems. The 
total of weeks worked during the period between interviews 
and weeks worked before the first interview, of course, add 
up to the total work experience prior to the final period. 20 
There is some problem of simultaneous causation in the in 
clusion of weeks worked and criminal activity measures 
which cover the same time span, since it is possible that some 
of the youth were incarcerated for a period of time, 
necessarily limiting the number of weeks available for work. 
This figure should be quite small, given the infrequency with 
which an incarceration was reported by the respondents.
Labor force participation in 1981 was defined in terms of 
the three major labor force statuses: weeks worked, weeks 
unemployed, and weeks out of the labor force. Since paths 
to each of these outcomes were estimated in separate equa 
tions, the problems of multicollinearity are avoided.
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The analysis technique selected is path analysis (Asher 
1976). This procedure involves estimating sequentially the 
hypothesized relationships in a model, using ordinary least 
squares for each set of estimators. The technique allows 
decomposition of direct and indirect effects of predictors on 
outcomes. For example, prior work experience should have a 
direct effect on weeks worked in 1980. Prior work experience 
is also a predictor of expected wage, which in turn affects 
weeks worked, so that prior work experience affects subse 
quent work indirectly. The total effect of experience on 
weeks worked in 1980 is the sum of the direct effect and the 
indirect effect. Further detail on the interpretation of path 
coefficients is given in the next section of the paper.
Path Analysis Results
Table 8.7 shows the means for the variables used in the 
models, separately by sex. Distinct differences appear in the 
amount of labor force participation reported by young men 
and women, with men having more prior work experience 
and a larger proportion of weeks worked in both 1980 and 
1981. There is no increase in the percent of weeks worked 
from 1980 to 1981. Expected wages for women are approx 
imately $.20 per hour less than for young men. Interestingly, 
there is little difference between males and females in work 
commitment. Over 90 percent of the young women say that 
they expect to be working in five years, a figure only slightly 
lower than the 98 percent of the young men reporting such 
plans.
The large percentage of young women with work plans is 
more striking in light of the fact that 27 percent were 
mothers in 1980 and in 1981 this figure had risen to 35 per 
cent. The rates of marriage and parenthood for young men 
were substantially lower, although almost a third had started 
families of their own by 1981. The difference in family com 
mitments no doubt reflects the continuing trend for women 
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274 Delinquency and Employment
Young men tend to score higher on each crime scale than 
do young women, but, as with other self-report instruments, 
the sex difference is much smaller than the sex difference 
observed in official court records.
Results for young men. Figures 8.1 and 8.2 show the 
results for young men. The unstandardized coefficients are 
shown, with standardized coefficients in parentheses. The 
standardized scores can be used to assess the relative in 
fluence on predictors within any one model, while the 
unstandardized coefficients are more useful in making com 
parisons across groups. 22 Nonsignificant paths are not 
shown, in order to make the figures easier to read. The 
figures allow both direct and indirect effects of predictors to 
be traced through the model. The information in the figures 
for the male sample is summarized in table 8.8. The 
hypothesis that delinquency and work are linked through ex 
pected returns to employment is not supported. There is no 
significant path from expected wage to any of the measures 
of illegal behavior. However, if the economic model is not 
supported, neither is the control model, at least in terms of 
measures of commitment to the labor market. Work com 
mitment and intention to be working in five years are not 
related to any of the crime scales.
Marital status and the presence of children in the home are 
related to property crime. As expected, married men are less 
likely to participate in property offenses. However, the 
positive association between having a child in the home and 
property crime is contrary to the commitment hypothesis.
Violent activity is the only one of the crime indexes 
associated with significantly fewer weeks worked during the 
period over which the illegal activities were measured. 
However, both violence and property crimes were 
significantly associated with labor force participation 
measured in the following year. That is, young men who 
report more involvement in violent activities in 1980 tend to 
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the following year than do their more peaceable counter 
parts, while youths with higher reported levels of property 
crime spend a larger percentage of their time out of the labor 
force relative to other young men. There is an additional, in 
direct effect of violence on labor force participation, since 
violent men tended to work less in 1980. The lower level of 
prior experience is associated with fewer weeks worked, 
more unemployment, and more time out of the labor market 
in 1981. Since there was no significant relationship between 
property crime and weeks worked in 1980, there is no signifi 
cant indirect link between property crime and labor force 
participation in the following period.
For young men, the magnitude of employment effects of 
human capital, commitment, and delinquency are further 
described in table 8.8, which shows the direct, indirect, and 
total effects of each variable used to predict the labor market 
outcomes of the model. 23 In the control model, prior ex 
perience and school status are linked to employment through 
the violence scale, but these indirect effects are small. Using 
the economic model, it appears that a substantial proportion 
of the effect of the school variables on weeks worked is 
through their effect on expected wage.
About one-quarter of the total effect of violent behavior 
on subsequent weeks worked is due to the reduction in weeks 
worked in 1980. The indirect effects of violence on time 
unemployed or out of the labor force are relatively small. 
Since property crime is apparently unrelated to weeks 
employed, there is no significant indirect effect of property 
violations on subsequent labor force activities.
Marital status has the predicted effects on employment, 
reducing time out of the labor force and increasing weeks 
worked. The presence of children, however, is associated 
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While expected wage in 1980 has a substantial indirect ef 
fect upon subsequent labor force participation, leaving this 
variable out of the model, as done in the commitment 
analysis, makes no substantial change in any of the estimated 
coefficients, so that the second panel of table 8.8, the com 
mitment model, tells essentially the same story as the first 
panel, the economic model.
Results for young women. For young women, the crime 
scales are neither predicted by variables in the model nor 
predictive of other outcomes. Ironically, it is among young 
women that the commitment variables explain employment, 
although there are no significant relationships with any of 
the crime scales. Children exert a very strong dampening ef 
fect on employment in both 1980 and 1981, while marriage is 
significant only in the latter year. The magnitudes of the 
coefficients linking the human capital variables to employ 
ment are somewhat smaller for the young women than for 
the young men, but all estimates are of the same general 
order of magnitude.
III. Conclusions
Despite the sensitivity of the subject material, one conclu 
sion from this analysis is an assurance that the measures of 
delinquent behavior and police involvement seemed to pro 
duce reasonable and consistent results both with respect to 
each other and with respect to previous findings. By any 
measure, criminal or disruptive behavior is widespread. 
Marijuana and its derivatives have been used at least once by 
almost half of the total sample, and use is particularly 
prevalent among young adults. Fewer than half of the 
respondents report never having been involved in any of the 
criminal activities on the index. One-third of the males 
report some form of police contact.
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Sex and enrollment status had strong and consistent rela 
tionships with all measures. Enrollment status, which to a 
large extent reflects self-selection, has a much more consis 
tent relationship with both delinquent behavior and with in 
volvement with social control systems than do unselected 
demographic categories like race and poverty. The weak and 
inconsistent relationships of race and poverty with self- 
reported delinquent behavior, while counter to the popular 
stereotypes of delinquents or adult criminals, are in line with 
findings from previous studies using self-report measures 
(Hirschi 1969; Ageton and Elliott 1978). Middle income and 
white youth are not much different in their reports of delin 
quent behavior from poor and minority youth.
The discrepancies between delinquency patterns from self- 
report and from police contact data have generated much 
debate in the criminological literature. 24 Gradually, these 
discrepancies have been reduced. Recent work indicates that 
the association between social class and official records is 
weaker than had previously been assumed. Race remains the 
area of the most serious inconsistencies, with self-reports in 
dicating much lower race ratios than police records. NLS 
data also show this discrepancy: we find no evidence that the 
poor or the minority youth engage in more criminal activity, 
but these groups are progressively more likely to be found at 
more serious levels of involvement with the criminal justice 
system, probation and incarceration.
Other processes than bias in the criminal justice system 
have been advanced to account for the observed patterns. 
Ageton and Elliott's work suggests that, while similar pro 
portions of whites and blacks report some level of delinquent 
activity, black youth are more likely than whites to be found 
among those who commit crimes very frequently. Such 
highly delinquent youth are properly the focus of more in 
tensive police and judicial attention than are the more 
casually delinquent.
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The results for the analysis of illegal income are consistent 
with the notion that, while whites may participate in illegal 
activities as much or more than blacks, blacks are more like 
ly to rely on crime for financial support. This implied dif 
ference in motivation for illegal actions, if observed by the 
courts, could conceivably justify different dispositions. That 
is, judges may consider that crimes committed as part of a 
regular pattern of income acquisition are more serious than 
crimes committed as part of a turbulent adolescence. Also, 
in determining which youths are to be dealt with by diver 
sion, probation, or incarceration, courts may take into ac 
count the resources available to the child's family. Middle 
class families are more able to afford private counseling, for 
example, than are the poor.
Thus, when a criminal justice system does not deliberately 
treat youths from poor or minority homes more harshly than 
youth from the white middle class, socially disadvantaged 
youth may be more likely to end up in the correctional 
system. To the extent that the popular image of delinquent 
youth continues to exaggerate the relationship between social 
status and criminal behavior, the associated stigma makes it 
more difficult for disadvantaged youth to avoid the ap 
pearance of being a possible threat to others. The lack of 
direct relationship between employment and crime does not 
mean that classes of individuals are not disadvantaged 
because of social stereotypes. Clearly the social labeling pro 
cess has the potential for imposing yet another barrier to 
employment on the poor and on blacks.
The regression results indicate that the economic model of 
the relationship of crime to employment is at best ap 
propriate only for youths who have left school. For high 
school students, the important variables tend to be those 
which measure the quality of the youth's relationships with 
their families and their schools. If anything, delinquency 
among high school students is positively associated with par-
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ticipation in the paid labor market. The results for students 
are consistent if both illegal activity and employment 
characterize youths who are moving away from dependency 
on parents, and so least likely to be controlled by their ties to 
adults.
Role relationships, especially marriage, are also important 
for adults, with much weaker effects for variables relating to 
the family of origin. While employment measures tend not to 
reach traditional levels of significance for the adult popula 
tion, the signs of the parameters are in the directions consis 
tent with a substitution of illegal for legal earnings. The 
analysis of illegal income suggests that it may be possible to 
identify people who use crime as a regular source of earn 
ings, based more on the lucrativeness of crimes committed 
than on the sheer frequency of offenses. Official responses 
to behavior, in the form of school dismissals or convictions, 
also seem to have an independent effect on employment.
It is somewhat ironic that factors such as living in central 
cities and coming from minority ethnic groups are more like 
ly to be related to deviant activity among young women than 
among young men. Indeed, demographic characteristics 
seem generally to explain less of the behaviors under in 
vestigation than do measures of individual links with the ma 
jor sources of social definitions in their lives, namely, 
schools and families.
The path analysis supplements the regression analysis, 
showing that there are weak, complex links between crime 
and employment. Neither the economic nor the control 
models are supported in detail, although each shows some 
significant links, at least for males. For females, crime re 
mains largely unexplained by any of the constructs used.
The lack of relationship between the predictor variables 
and crime among young women may be due to the relative 
infrequency of illegal activities among females, or to a real
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sex difference in the etiology of crime, such that traditional 
theories based on male samples are simply invalid for 
females. In any case, there is no hint in the data about the 
causes of crime among women. The data simply replicate the 
known deterrent effects of young children on maternal 
employment.
The relationship for young men between crime and 
employment appears to vary both by type of offense and by 
the measure of labor market participation. The pattern 
seems to imply less a substitution of income than a matter of 
lifestyle.
The interpretation of these patterns may hinge on the rela 
tionships between the types of choices involved in defining 
labor force status. The distinction between being in and out 
of the labor force is basically one of self-definition: an in 
dividual decides to seek work or to pursue other activities. 
Once having decided to look for work, the individual may or 
may not find an acceptable job, and may or may not be able 
to hold a job once one has been found. Presumably, then, 
the distinction between employed and unemployed is deter 
mined both by individual choice and by the availability of 
jobs in the local labor market. Of course, these distinctions 
are more heuristic than real. In particular, the lack of 
suitable job opportunities for youth may lead to giving up on 
job search, so that the OLF status is not entirely optional.
Violent crime is not associated with weeks OLF, implying 
that there is no link with the decision to enter the labor 
market. Apparently, however, violence is associated with 
difficulty in getting or holding a job, resulting in more time 
unemployed and less time working. It seems likely that men 
who are prone to involvement in fights and assaults would 
not limit their aggressive behavior to off-work times, making 
them less desirable as employees. If, as has been suggested 
(Berkowitz 1980), violent behavior is largely impulsive,
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violent men may also be more likely to quit jobs in response 
to frustrations than are more controlled, less violent men.
The effect of property crime on being out of the labor 
force in 1981 demonstrates substitution of crime for employ 
ment. No association appears with either time employed or 
time unemployed, suggesting that the crucial factor is the 
decision not to participate in the conventional labor market, 
not merely the lack of a paying job. Since having less work 
experience and being a high school dropout in 1979 were 
significant predictors of property crime, there is some en 
couragement for further exploration.
The presence of children in the home was, as expected, a 
strong deterrent to employment for young women. 
However, the effects of parenthood on young men were 
quite unexpected. Having a child seems to be associated with 
higher levels of property crime and greater time unemployed 
and, indirectly, greater time out of the labor force. Current 
ly, there is nothing in either the data or in standard theories 
of crime to explain this pattern. Relatively few young men 
have started families at this early age, and it may be that 
there are general lifestyle differences captured by the parent 
hood variable for young men which are associated with 
higher levels of property crime and unemployment.
It is tempting to interpret the overall findings as evidence 
that the employment-crime link is, for young men, a matter 
more of lifestyle than of economic rationality. Employment 
and unemployment among young people are in part due to 
forces external to the youth—economic conditions, layoffs, 
inability to find a job. However, being out of the labor force 
as opposed to in the labor force is more a matter of choice. 
Men with a tendency to engage in violent behavior do not 
seem more or less likely than others to choose to be OLF, but 
they may have difficulty in keeping a job, whether their leav 
ing is through quitting or being fired. Young men who
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engage in property crimes, however, may be involved in a 
different lifestyle, characterized by early fertility 
(presumably indicating early sexual activity) and time spent 
out of the conventional labor force. These interpretations 
are highly speculative, but seem to be consistent with the 
emerging evidence on the etiology of crime.
NOTES
1. I would like to express my appreciation to Dr. Delbert Elliott for his 
generosity in providing both data and substantive consultation in the 
development of this instrument. Also freely providing the benefit of their 
extensive experience in this field were Drs. Lloyd Johnston, Gerald 
Bachman, and Martin Gold.
2. Details of this development and analysis of the validity of the self- 
report measures are included in Crowley (1982).
3. The factors emerged clearly only for older males and for the total sam 
ple. Possibly because the general level of participation in delinquent ac 
tivities among females is so low, solutions failed to converge for either 
female adults, minors, or the full sample of young women.
4. Scores on the delinquency items were calculated by assigning the mid 
point of the selected response category, that is, zero, one, two, four, 
eight, thirty-five, and a score of fifty to those who responded in the "50 
or more" category.
5. See: Hirschi (1969); Williams and Gold (1972); Ageton and Elliott 
(1978); Hindelang, Hirschi, and Weis (1979).
6. The lack of association between race and self-reported delinquency, a 
fairly consistent result in self-report studies, has led to questions being 
raised as to the possibility of differential validity of the self-report 
measure. The single most comprehensive study of validity of survey 
measures of criminal activity does show that, for black urban males, 
there may be substantial underreporting, while reporting among females 
and among white males seems accurate within quite reasonable limits 
(Hinderlang, Hirschi, and Weis 1981). Thus the apparent lack of dif-
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ferentiation by race may be to some extent artifactual. However, the 
same study indicates that the face to face interview, essentially the techni 
que used in the NLS, produced the lowest level of underreporting of of- 
fenses. The reasons for the apparent differences in the way that black 
males respond to self-report instruments as compared to the responses of 
other groups cannot be addressed with the available information.
7. Indeed, an entire session of the 1981 annual meeting of the American 
Society of Criminology was devoted to the link between social class and 
crime, and concluded that the link was weak at best in any of the data 
sets investigated.
8. Since the police contact items asked for incidents over the 
respondent's entire life span, there is an artificial correlation between age 
and frequency of reported contact. Older youths have had more time to 
come to the attention of the police than have their younger siblings. For 
this reason, age will not be used as a descriptor of police contacts.
9. The comparisons of high school dropouts with other enrollment 
groups is complicated by the difference in age distributions. High school 
students are, on average, younger than dropouts, while college students 
and high school graduates are somewhat older. Both high school 
graduates and dropouts, however, are out of regular school, and 
presumably face similar problems in entry into adult roles. The relative 
age of the enrollment groups makes the comparison a conservative one, 
since the age difference would give the graduates more opportunity to 
have come in contact with the law.
10. See Brier and Feinberg (1980) for a discussion and critique of some 
of the econometric approaches to crime. Erlich (1981) provides an 
elaborate presentation of the economic approach to criminal deterrence.
11. The relationship of youth to the labor market is vastly different 
depending on the degree to which they have accepted adult roles. Youths 
still in school are expected to look for much less in terms of long term 
employment possibilities in their jobs, while youths who have completed 
their education should have a commitment to the labor market both 
more immediate and long range. Therefore, the analysis of the link be 
tween crime and work is run separately for in-school and out-of-school 
youth.
12. The lack of relationship may be in part due to the relatively small 
number of cases. Reservation wage was asked only of those not working 
as of interview date.
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13. The vast majority of other family structures are female headed 
households. Broken homes have long been a favorite explanation for 
delinquency, as in Bowlby's classic paper on juvenile thieves (1946). The 
link has been called into question in more recent work (Wilkinson 1974). 
Other measures of family social background, notably presence of 
reading materials in the home and the employment of the mother when 
the youth was aged 14 were tried in the initial analysis and deleted 
because they produce negligible coefficients.
14. Much previous research finds that running away is a symptom of 
disturbed family relationships. See Blood and D'Angelo (1974).
15. Elliott and Voss (1974) actually found that dropping out reduced 
delinquent activity for individuals who were thereby freed from the 
pressures of school. Other work supporting this position include Noblit 
(1976), Mann (1980), and Gold and Mann (1972).
16. A truncation problem appears in the distributions for weeks 
unemployed and for all the delinquency indexes when used as dependent 
variables. Responses are constrained to be zero or greater, and there are 
a large number of cases with zero values—youths who report no weeks 
unemployed or no offenses. For these dependent variables, Tobit 
analysis was used as the appropriate analogue to OLS. For reservation 
wage and for proportion of weeks employed, truncation was not such a 
problem, so standard OLS techniques were applied. Due to program 
limitations, multivariate analyses were run on unweighted data.
17. Conceivably, some of the relationship between proportion of weeks 
worked and convictions could be simply a function of time during which 
the respondent was not available for work due to incarceration. A more 
refined test would eliminate convictions between interviews, but this can 
not be done reliably from the level of detail available. In any case, 
relatively few of those convicted are incarcerated, so this factor should 
not be a serious bias.
18. Indicators of participation in training programs outside of regular 
school were included in earlier analyses and dropped due to lack of 
significance.
19. Hourly rate of pay was estimated using one of three figures. For 
youth who worked at some time in 1979 or 1980, the actual wage at the 
current or last job was used. If 1979 wage was used, the amount was ad 
justed to 1980 dollars. If a youth had not worked in either 1979 or 1980, 
it was assumed that the expected wage was equal to the minimum wage,
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or $3.10 per hour. This assumption was made by reasoning that this sam 
ple has relatively few youth with advanced education, and that 
respondents who had not held a job in the past few years would expect to 
start in minimum or near-minimum wage positions.
Returns to employment include not only pay, but also such intangibles 
as job satisfaction and on-the-job companionship. However, none of 
these can be estimated for youth not currently employed. Job satisfac 
tion is a function of the specific job rather than the type of worker, so 
that estimations based on such factors as race, education, and experience 
are invalid as instruments (Hills and Crowley 1983).
20. There were other considerations in limiting measurement of labor 
force participation in 1980 to weeks worked. In predicting the next stage 
of the model, labor force participation in 1981, the multicollinearity of 
the various labor force statuses creates problems in estimating effects. 
Also, an already complicated analysis becomes even more complex, and 
it was decided to eliminate the measures of weeks unemployed and out of 
the labor force between the 1979 and 1980 interviews in part to simplify 
the problem.
21. Note that parenthood and marriage are measured independently, 
since a number of youth have children prior to marriage. All combina 
tions of the two variables occur with some frequency in the data.
22. Unstandardized coefficients are highly sensitive to the scale of 
measurement of the variables. Thus, a dichotomous variable such as 
school status will tend to have a large coefficient, while a continuous 
variable such as prior work experience will have a very small one. Stan 
dardized coefficients put all of the predictors on a scale based on the 
variance of the sample. Using standardized coefficients, it can be seen, 
for example, that prior work experience is very strongly linked to weeks 
worked, despite the small unstandardized coefficient. Since the variance 
of each predictor is likely to be different across groups, the unstandardiz 
ed coefficients provide a better comparison across groups of the 
magnitude of the links between predictors and outcomes.
23. To calculate indirect effects of a variable, first identify the paths 
from that variable to the outcome of interest through the other variables 
in the model. For example, prior work experience has a direct effect on 
weeks worked, as shown by the significant coefficient on the arrow be 
tween the two. The indirect effect of prior work experience on weeks 
worked is described by the path found by following the path from prior 
experience to expected wage, then following the path from expected wage
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to weeks worked. The magnitude of the indirect effect is calculated by 
multiplying the coefficients on the adjacent paths. Thus, for young white 
men the indirect effect of prior experience on weeks worked in 1980 is:
.001 * 14.00=.014
The total effect is simply the sum of the direct effect and all of the in 
direct effects linking the predictor variable with the outcome. Roughly 
speaking, the interpretation of the indirect path goes like this: An in 
crease of ten weeks in the number of prior weeks of experience increases 
the expected wage by one cent (.001 * 10= .01). An increase of one cent 
in the young men's expected wage increases the percent of weeks worked 
by .14 (.01 * 14.00 =.14). Thus, by increasing the expected wage, in 
creased work experience increases subsequent weeks worked. The 
analogous calculation could be made using standardized coefficients, in 
which case the real-world units (dollars and weeks) would be converted 
into points on the standardized scales.
24. For a comprehensive discussion of the history of measures of in 
dividual criminal activity and the controversies mentioned, see 
Hindelang, Hirschi, and Weis (1981).
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