The ability to estimate parameters depends on two things, namely, identifiability [1] , which is ability to distinguish distinct parameters, and persistent excitation, which refers to the spectral 2 content of the signals needed to ensure convergence of the parameter estimates to the true parameter values [2]-[4]. Roughly speaking, the level of persistency must be commensurate 4 with the number of unknown parameters. For example, a harmonic input has two-dimensional persistency and thus can be used to identify two parameters, whereas white noise is sufficiently 6 persistent for identifying an arbitrary number of parameters. Within the context of adaptive control, persistent excitation is needed to avoid bursting [5]; recent research has focused on 8 relaxing these requirements [6]- [8] .
Consider the model
where, for all k ≥ 0, y k ∈ R p is the measurement, φ k ∈ R p×n is the regressor matrix, and θ ∈ R n is the vector of unknown parameters. The goal is to estimate θ as new data become available. One approach to this problem is to minimize the quadratic cost function
where λ ∈ (0, 1] is the forgetting factor, R ∈ R n×n is positive definite, and θ 0 ∈ R n is the initial estimate of θ. The forgetting factor applies higher weighting to more recent data, thereby 20 enhancing the ability of RLS to use incoming data to estimate time-varying parameters. The following result is recursive least squares. 22 Theorem 1: For all k ≥ 0, let φ k ∈ R p×n and y k ∈ R p , let R ∈ R n×n be positive definite, and define P 0 △ = R −1 , θ 0 ∈ R n , and λ ∈ (0, 1]. Furthermore, for all k ≥ 0, denote the minimizer Globally aymptotically stable equilibrium Definition 5
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Then, for all k ≥ 0, θ k+1 is given by
Proof: See [13] .
The following result is a variation of Theorem 1, where the updates of P k and θ k are reversed. Example 3 Lack of persistent excitation and bounds on P −1 k Example 4 Convergence of z k and θ k Example 5 Using κ(P k ) to determine whether (φ k ) ∞ k=0 is persistently exciting Example 6 Effect of λ on the rate of convergence of θ k Example 7 Lack of persistent excitation in scalar estimation Example 8 Subspace constrained regressor Example 9 Effect of lack of persistent excitation on θ k Example 10 Lack of persistent excitation and the information-rich subspace Example 11 Variable-direction forgetting for a regressor lacking persistent excitation Example 12 Effect of variable-direction forgetting on θ k and define P 0 △ = R −1 , θ 0 ∈ R n , and λ ∈ (0, 1]. Furthermore, for all k ≥ 0, denote the minimizer of (2) by (3). Then, for all k ≥ 0, θ k+1 is given by
Proof: See [13].
Proposition 1: Let λ ∈ (0, ∞), and let (P k ) ∞ k=0 be a sequence of n × n positive-definite matrices. Then, for all k ≥ 0, (P k ) ∞ k=0 satisfies (4) if and only if, for all k ≥ 0, (P k ) ∞ k=0 satisfies
Proof: To prove necessity, it follows from (8) and matrix-inversion lemma, that
Reversing these steps proves sufficiency.
Let k ≥ 0. By defining the parameter error
it follows that
Using (10) with k replaced by k + 1, it follows that the minimum value of J k is given by
Furthermore, (5) and (9) imply thatθ k satisfies
Finally, it follows from (13) that, for all k, l ≥ 0,
The following result shows that the estimate θ k of θ is constrained to a data-dependent 2 subspace. Let R(A) denote the range of the matrix A.
Proposition 2: For all k ≥ 0, let φ k ∈ R p×n and y k ∈ R p , let R ∈ R n×n be positive definite, let θ 0 ∈ R n , let λ ∈ (0, 1], and define θ k+1 by (3). Then, θ k+1 satisfies
Furthermore,
where
Proof: Note that
Since A k is positive definite, it follows from Lemma 1 in [13] that the minimizer θ k+1 of J k satisfies (15).
Next, define W k △ = diag(λ −1 I p , . . . , λ −1−k I p ) ∈ R (k+1)p×(k+1)p . Using (15) and Lemma 1 from "Three Useful Lemmas," it follows that 
Variable Expression Equation
6 Persistent Excitation and Forgetting 4 This section defines persistent excitation of the regressor sequence and investigates the effect of persistent excitation and forgetting on P k . For all j ≥ 0 and k ≥ j, define
Suppose that (φ k ) ∞ k=0 is persistently exciting and (19) is satisfied for given values of N, α, β. Then, with suitably modified values of α and β, (19) is satisfied for all larger values of N. For 2 example, if N is replaced by 2N, then (19) is satisfied with α replaced by 2α and β replaced by 2β. The following result expresses (8) in terms of F 0,k in the case where λ = 1.
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Lemma 1: Let λ = 1 and, for all k ≥ 1, define P k as in Theorem 1. Then,
The following result shows that, if (φ k ) ∞ k=0 is persistently exciting and λ = 1, then P k converges to zero.
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Proposition 3: Assume that (φ k ) ∞ k=0 ∈ R p×n is persistently exciting, let N, α, β be given by Definition 1, let R ∈ R n×n be positive definite, define P 0 △ = R −1 , let λ = 1, and, for all k ≥ 0, let P k be given by (4) . Then, for all k ≥ N + 1,
Proof: First, note that, for all k ≥ 0,
It follows from Lemma 1 and (23) that, for all k ≥ N + 1,
The following example shows that lim k→∞ P k = 0 does not imply that (φ k ) ∞ k=0 is persistently exciting. 2 Example 1: P k converges to zero without persistent excitation. For all k ≥ 0, let φ k = 1 √ k+1 . Let λ = 1. For all N ≥ 1, note that F j,j+N ≤ N +1 j+1 , and thus there does not exist α satisfying (19). Hence, (φ k ) ∞ k=0 is not persistently exciting. However, it follows from (8) that, for all k ≥ 0,
Thus, lim k→∞ P k = 0.
⋄
The following result given in [34] shows that, if (φ k ) ∞ k=0 is persistently exciting and λ ∈ 4 (0, 1), then P k is bounded.
Proposition 4: Assume that (φ k ) ∞ k=0 ∈ R p×n is persistently exciting, let N, α, β be given by Definition 1, let R ∈ R n×n be positive definite, define P 0 △ = R −1 , let λ ∈ (0, 1), and, for all k ≥ 0, let P k be given by (4) . Then, for all k ≥ N + 1,
Proof: It follows from (8) that, for all i ≥ 0, λP −1
which proves the first inequality in (25). To prove the second inequality in (25), note that, for all k ≥ N + 1,
The next result, which is an immediate consequence of (8), is a converse of Proposition 4.
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Proposition 5: Define φ k , y k , R, and P 0 as in Theorem 1, let λ ∈ (0, 1), and let P k be given by (4) . Furthermore, assume there exist α, β ∈ (0, ∞) such that, for all k ≥ 0, αI n ≤ P −1 k ≤ βI n . Let N ≥ λβ−α (1−λ)α . Then, for all j ≥ 0,
Consequently, (φ k ) ∞ k=0 is persistently exciting.
Proof: Note that, for all j ≥ 0,
which proves the first inequality in (26). To prove the second inequality in (26), note that (8) implies that, for all i ≥ 0, λP −1
Finally, it follows from Definition 1 with N ≥ λβ−α (1−λ)α , α = (1 + (1 − λ)N)α − λβ, and
The proof of Proposition 5 shows that the condition N ≥ λβ−α (1−λ)α is needed to satisfy the 2 lower bound in Definition 1. However, the upper bound in Definition 1 is satisfied for all N ≥ 1. The following result shows that the predicted error z k △ = φ k θ k − y k converges to zero whether or not (φ k ) ∞ k=0 is persistent.
Proposition 6: For all k ≥ 0, let φ k ∈ R p×n and y k ∈ R p , let R ∈ R n×n be positive definite, and let P 0 = R −1 , θ 0 ∈ R n , and λ ∈ (0, 1]. Furthermore, for all k ≥ 0, let P k and θ k be given by (4) and (5), respectively, and define the predicted error z k
Proof: For all k ≥ 0, note that z k = φ kθk , and define V k
Note that, since (V k ) ∞ k=1 is a nonnegative, nonincreasing sequence, it converges to a nonnegative number. Hence,
Lemma 2 from "Three Useful Lemmas" implies that R k is positive definite. Since V k ≥ 0, it follows that lim k→∞ z k = 0.
6
The following example shows that θ k may converge despite the fact that (φ k ) ∞ k=0 is not persistent. 
where q is the forward-shift operator.
consists of the coefficients in (29). To apply RLS, let P 0 = I 2 , θ 0 = 0, and λ = 0.999. Figure 3 10 shows the shows the singular values of F j,j+10 , the predicted error z k , and the parameter estimate θ k for two choices of the input u k . In the first case, for all k ≥ 0, u k = 1, whereas in the second which confirms Proposition 6, and θ k converges. Note that, in these two cases, θ k converges to different parameter values, neither of which is the true value.
⋄ 2 Table 4 summarizes the results in this section. For nonsingular A ∈ R n×n , the condition number of A is defined by
For B ∈ R n×m , let B denotes the maximum singular value of B. If A is positive definite, then
Therefore, if α, β ∈ (0, ∞) satisfy α ≤ σ min (A) and σ max (A) ≤ β, then κ(A) ≤ β/α. Thus, if λ = 1 and (φ k ) ∞ k=0 is persistently exciting with N, α, β given by Definition 1, then (21) implies that
Similarly, if λ ∈ (0, 1) and (φ k ) ∞ k=0 is persistently exciting with N, α, β given by Definition 1, then (25) implies that
However, as shown by Example 3, in the case where (φ k ) ∞ k=0 is not persistently exciting, there might not exist α > 0 satisfying (19), and thus κ(P k ) cannot be bounded. Hence κ(P k ) can be used to determine whether or not (φ k ) ∞ k=0 is persistently exciting, where a bounded condition number implies that (φ k ) ∞ k=0 is persistently exciting, and a diverging condition number implies 2 that φ k is not persistently exciting, as illustrated by the following example. [35] provides a recursive algorithm for computing κ(P k ). 4 Example 5: Using the condition number of P k to determine whether (φ k ) ∞ k=0 is persistently exciting. Consider the 5th-order system
where u k is given by (27). To apply RLS, let θ consist of the coefficients in (34) and let
so that y k = φ k θ. Letting P 0 = I 10 , Figure 4 shows the singular values of F j,j+20 and the singular values and condition number of P k for λ = 1 and λ = 0.99. In particular, the smallest singular 6 value of F j,j+20 is essentially zero, which indicates that (φ k ) ∞ k=0 is not persistently exciting. Consequently, in the case where λ = 0.99, P k becomes ill-conditioned. to the lack of persistent excitation with λ ∈ (0, 1).
Lyapunov Analysis of the Parameter Error

16
Let k ≥ 0, and consider the system
Definition 2: The zero solution of (36) is Lyapunov stable if, for all ε > 0 and k 0 ≥ 0, there exists δ(ε, k 0 ) > 0 such that, for all
Definition 3: The zero solution of (36) is uniformly Lyapunov stable if, for all ε > 0, there 22 exists δ(ε) > 0 such that, for all k 0 ≥ 0 and all x k 0 ∈ R n satisfying x k 0 < δ(ε), it follows that, for all k ≥ k 0 , x k < ε.
stable and, for all k 0 ≥ 0 and all x k 0 ∈ R n , it follows that lim k→∞ x k = 0.
Definition 5: The zero solution of (36) is uniformly globally geometrically stable if there 4 exist α > 0 and β > 1 such that, for all k 0 ≥ 0 and all x k 0 ∈ R n , it follows that, for all k ≥ k 0 ,
Note that, if the zero solution of (36) is uniformly globally geometrically stable, then it is uniformly globally aymptotically stable as well as uniformly Lyapunov stable. 8 The following three results are specializations of Theorem 13.11 given in [36, pp. 784, 785]. 
Then, the zero solution of (36) is Lyapunov stable. 
Then, the zero solution of (36) is uniformly Lyapunov stable.
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Theorem 5: Consider (36), and assume there exist a continuous function V : {0, 1, . . .} × R n → R, and α 1 , β 1 , γ 1 > 0, such that, for all k ≥ 0 and x ∈ R n ,
Then, the zero solution of (36) is uniformly globally geometrically stable.
The following result uses Theorems 3-5 to prove that, if (φ k ) ∞ k=0 is persistently exciting, then the RLS estimate θ k with λ ∈ (0, 1) converges to θ in the sense of Definition 5. A related result is given in [34] .
Theorem 6: Assume that (φ k ) ∞ k=0 is persistently exciting, let N, α, β be given by Definition 1, let R ∈ R n×n be positive definite, define P 0 △ = R −1 , let λ ∈ (0, 1], and, for all k ≥ 0, let P k 4 be given by (4) . Then the zero solution of (12) is Lyapunov stable. In addition, if λ ∈ (0, 1), then the zero solution of (12) is uniformly Lyapunov stable and uniformly globally geometrically 6 stable.
Proof: Define the Lyapunov candidate
where x ∈ R n . Note that, for all k ≥ 0, V (k, 0) = 0, which confirms (37). Next, defining
First, consider the case where λ = 1. It follows from (8) with λ = 1 that P −1 0 ≤ P −1 k , and thus, for all k ≥ 0,
which confirms (38) with α 1 ( x ) = σ min (P −1 0 ) x 2 . Next, note that
Using (45), (46), and Lemma 3 from "Three Useful Lemmas" yields (39). It thus follows from 8 Theorem 3 that the zero solution of (12) is Lyapunov stable.
Next, consider the case where λ ∈ (0, 1). It follows from Proposition 4 that, for all k ≥ N + 1,
Using (45), (46), and Lemma 3 from "Three Useful Lemmas", (42) is confirmed. It thus follows from Theorem 4 that the zero solution of (12) is uniformly Lyapunov stable.
). It thus follows from Theorem 5 that the zero solution of (12) is uniformly globally geometrically stable. 4 The following result provides an alternative proof of Theorem 6 that does not depend on Theorems 3-5. In addition, this result considers the case λ = 1, where the RLS estimate θ k 6 converges to θ in the sense of Definition 4.
Theorem 7: Assume that (φ k ) ∞ k=0 is persistently exciting, let N, α, β be given by Definition
, and, for all k ≥ 0, let P k be given by (4) . Then the zero solution of (12) is globally asymptotically stable. Furthermore, 10 if λ ∈ (0, 1), then the zero solution of (12) is uniformly globally geometrically stable.
Proof: Let k 0 ≥ 0 andθ k 0 ∈ R n . Then, it follows from (14) that, for all k ≥ k 0 ,
First, consider the case where λ = 1. Let δ > 0, and suppose thatθ k 0 ∈ R n satisfies θ k 0 < δ. It 12 follows from (8) with λ = 1 that P k ≤ P 0 and (47), that, for all k ≥ k 0 , θ k < P 0 P −1 k 0 δ. It thus follows from Definition 2 with ε = P 0 P −1 k 0 δ that the zero solution of (12) is Lyapunov 14 stable.
Next, letθ 0 ∈ R n . Then, Proposition 3 implies that
It thus follows from Definition 4 that the zero solution of (12) is globally asymptotically stable.
Next, consider the case where λ ∈ (0, 1). Let k 0 ≥ 0 and δ > 0, and letθ k 0 ∈ R n satisfy θ k 0 < δ. It follows from Proposition 4 and (47) that, for all k ≥ max(N + 1, k 0 ),
It thus follows from Definition 3 that the zero solution of (12) is uniformly Lyapunov stable.
Next, letθ k 0 ∈ R n . Then, it follows from (14) and Proposition 4 that, for allθ k 0 ∈ R n and k ≥ N + 1,
It thus follows from Definition 5 that the zero solution of (12) is uniformly globally geometrically stable, and thus globally asymptotically stable.
2
The following result shows that persistent excitation produces an infinite sequence of matrices whose product converges to zero. 4 Proposition 7: Let P 0 ∈ R n×n be positive definite, let λ ∈ (0, 1], and, for all k ≥ 0, let P k be given by (4) . Then, for all k ≥ 0, all of the eigenvalues of
Proof: It follows from (8) 
To prove (48), suppose that (φ k ) ∞ k=0 is persistently exciting, let i ∈ {1, . . . , n}, and define θ 0
It follows from Theorem 7 thatθ k converges to zero. Hence, (50) implies that the ith column of A k converges to zero as k → ∞. It thus follows that every column of A k converges to zero as k → ∞, which implies (48).
It follows from Theorem 7 that, if (φ k ) ∞ k=0 is persistently exciting, then, for all λ ∈ (0, 1], θ k converges to zero. In addition, if λ ∈ (0, 1), thenθ k converges to zero geometrically, and thus 4 the rate of convergence of θ k is O(λ k ). However, in the case λ = 1, as shown in [34] and the next example,θ k converges to zero as O(1/k), and thus the convergence is not geometric.
6
Example 6: Effect of λ on the rate of convergence of θ k . Consider the 3rd-order FIR system
To apply RLS,
It thus follows from Theorem 7 thatθ k converges to zero. Figure 5 shows the parameter-error norm θ k for several values of P 0 and λ as well as the condition number of the corresponding 10 P k . Note that the convergence rate of θ k is O(1/k) for λ = 1 and geometric for all λ ∈ (0, 1).
Furthermore, as λ is decreased, the convergence rate of θ k increases; however, the condition 12 number of P k degrades, and the effect of P 0 is reduced. 
Example 7: Lack of persistent excitation in scalar estimation. Let n = 1, so that (4), (5) are given by
Now, let k 0 ≥ 0 and assume that, for all k ≥ k 0 , φ k = 0. Therefore, for all j ≥ 0 and 22 N ≥ 1, F j,j+N cannot be lower bounded as in (19), and thus (φ k ) ∞ k=0 is not persistently exciting.
Furthermore, in the case where λ = 1, it follows from the fact that φ k = 0 for all k ≥ k 0 that in the case where λ = 1,θ k converges in k 0 steps. Therefore, for all λ ∈ (0, 1], since φ k = 0 for all k ≥ k 0 , it follows from (52) and (53) that, for all k ≥ k 0 , the minimum value of (2) is 4 achieved in a finite number of steps. Consequently, RLS provides no further refinement of the estimate θ k of θ, and thusθ = 0 implies that θ k does not converge to θ. 6 Alternatively, assume that, for all k ≥ 0, φ k = φ, where φ = 0. Then it follows from Definition 1 with N = 1, α = φ 2 , and β = 3φ 2 that (φ k ) ∞ k=0 is persistently exciting. If λ = 1, 8 then both P k andθ k converge to zero. However, if λ ∈ (0, 1), then P k converges to 1−λ φ 2 andθ k converges geometrically to zero. Table 5 shows the asymptotic behavior ofθ k and P k for both 10 of these cases. To estimate θ using RLS, let P 0 = I 2 and θ 0 = 0. Figure 6 shows the estimate θ k of θ with λ = 1 and λ = 0.99. Note that all regressors φ k lie along the same one-dimensional subspace, and thus, (φ k ) ∞ k=0 is not persistently exciting. It follows from (16) that the estimate θ k of θ lies in this subspace.
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For λ = 1, note that one singular value decreases to zero, whereas the other singular value is bounded. Note thatθ k converges along the singular vector corresponding to the bounded 18 singular value. For λ = 0.99, one singular value is bounded, whereas the other singular value diverges. Note thatθ k converges along the singular vector corresponding to the diverging singular problem of fitting a 5th-order model to measured input-output data from the system (34), where the input u k is given by (27) . Note that φ k is given by (35) , and is not persistently exciting as z k , the norm of the parameter errorθ k , and the singular values and the condition number of P k .
Note that theθ k does not converge to zero and that six singular values of P k remain bounded due to the presence of three harmonics in the regresssor. Due to finite-precision arithmetic, the 2 computation becomes erroneous as P k becomes numerically ill-conditioned, and thus the estimate θ k diverges.
The numerical examples in this section show that, if λ ∈ (0, 1] and (φ k ) ∞ k=0 is not persistently exciting, thenθ k does not necessarily converge to zero. Furthermore, if λ ∈ (0, 1) 6 and (φ k ) ∞ k=0 is not persistently exciting, then some of the singular values of P k diverge, and θ k diverges due to finite-precision arithmetic when P k becomes numerically ill-conditioned. 8 
Information Subspace
Using the singular value decomposition, (8) can be written as
where U k ∈ R n×n is an orthonormal matrix whose columns are the singular vectors of P −1 k , Σ k ∈ R n×n is a diagonal matrix whose diagonal entries are the corresponding singular values,
The columns of U k are the information directions at step k, and each row of ψ k is the projection 10 of the corresponding row of φ k onto the information directions. The norm of each column of ψ k thus indicates the information content present in φ k along the corresponding information 12 direction. The smallest subspace that is spanned by a subset of the information directions and that contains all rows of φ k is the information-rich subspace I k at step k. Figure 8 illustrates 14 the information-rich subspace.
Now, consider the case where
where ψ k,1 ∈ R p×n 1 . It follows from (56) that φ k provides new information along the first n 1 columns of U k ; these directions constitute the information-rich subspace. It thus follows from (54) and (56) that P −1 k+1 is given by
where Σ k,1 ∈ R n 1 ×n 1 is the diagonal matrix whose diagonal entries are the first n 1 singular values of P −1 k , and Σ k,2 is the diagonal matrix whose diagonal entries are the remaining n − n 1 singular values of P −1 k . In particular, writing
where U k,1 ∈ R n×n 1 contains the first n 1 columns of U k , and U k,2 ∈ R n×n−n 1 contains the remaining n − n 1 columns of U k , it follows that
where V k ∈ R n 1 ×n 1 contains the singular vectors of λΣ k,1 + ψ T k,1 ψ k,1 and D k ∈ R n 1 ×n 1 is the 16 diagonal matrix containing the corresponding singular values. It follows from (62), (63) that if, for all k ≥ 0, ψ k is given by (56) and λ ∈ (0, 1), then the last n − n 1 singular vectors of P −1 Example 10: Lack of persistent excitation and the information-rich subspace. Consider the regressor φ k given by (35) used in Example 5. Recall that (φ k ) ∞ k=0 is not persistently exciting.
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Let P 0 = I 10 . Figure 9 shows the information content |ψ k,(i) | for several values of λ along with the singular values of the corresponding P −1 k . Note that the information-rich subspace is 14 six dimensional due to the presence of three harmonics in u k as shown by six relatively large components of ψ k and, in the case where λ < 1, the singular values that correspond to the
Variable-Direction forgetting
Examples 3, 5, 7, 8, and 9 show that some of the singular values of P −1 k converge to zero in the case where φ k is not persistently exciting. To address this situation, (8) is modified by replacing the scalar forgetting factor λ by a data-dependent forgetting matrix Λ k . Similar modifications are discussed in "Toward Matrix Forgetting". In particular, P −1 k+1 is redefined as
where Λ k is a positive-definite (and thus symmetric) matrix constructed below. Note that, for all k ≥ 0, P −1 k+1 given by (64) is positive definite. Using the singular value decomposition, (64) can be written as
where U k , Σ k , and ψ k are as defined in the previous section.
The objective is to apply forgetting to only those singular values of P −1 k that correspond to the singular vectors in the information-rich subspace, that is, forgetting is restricted to the subspace of P −1 k where sufficient new information is provided by φ k . Specifically, forgetting is applied to those information directions where the information content is greater than ε > 0, where ε should be selected to be larger than the noise to signal ratio or larger than the machine zero, if no noise is present. To do so, (65) is written as
where Λ k is a diagonal matrix whose diagonal entries are either √ λ or 1. In particular,
where col i (ψ k ) is the ith column of ψ k and λ ∈ (0, 1]. Note that, it follows from (66) and (67) that P −1 k+1 is positive definite. Next, it follows from (65) and (66) that
which is positive definite. Note that
The next result provides a recursive formula to update P k+1 given by (64).
2 Proposition 8: Let λ ∈ (0, 1], ε > 0, let (P k ) ∞ k=0 be a sequence of n × n positive-definite matrices, and let U k ∈ R n×n be an orthonormal matrix whose columns are the singular vectors 22 of P k . Furthermore, let ψ k ∈ R p×n be given by (55), let Λ k be given by (67), and let Λ k be given by (68). Then, for all k ≥ 0, (P k ) ∞ k=0 satisfies (64) if and only if, for all k ≥ 0,
Proof: To prove necessity, it follows from (64) and matrix-inversion lemma, that
where P k is given by (71). Reversing these steps proves sufficiency.
The modified update (64) is shown to be optimal for a specific cost function in "A Modified Quadratic Cost Function Supporting Variable-Direction RLS". 2 Next, the matrix-forgetting scheme (64) is shown to prevent the singular values of P k from diverging. Consider the case where, for all k ≥ 0,
where ψ k,1 ∈ R p×n 1 , that is, the information-rich subspace is spanned by the first n 1 columns of U k . It thus follows from (66) and (72) that P −1 k+1 is given by
It follows from the (2, 2) block of (73) that the last n − n 1 information directions and the corresponding singular values are not affected by φ k . Furthermore, if n 1 = n, that is, new 4 information is present in φ k along every information direction, then forgetting is applied to all of the singular values of P −1 k , and thus variable-direction forgetting specializes to uniform-6 direction forgetting, that is, RLS with the update for P k given by (8) .
The next result shows that, as in the case of uniform-direction forgetting, z k converges 8 to zero with variable-direction forgetting for every choice of ε > 0, whether or not (φ k ) ∞ k=0 is persistently exciting.
Proposition 9: For all k ≥ 0, let φ k ∈ R p×n and y k ∈ R p , let R ∈ R n×n be positive definite, and let P 0 = R −1 , θ 0 ∈ R n , and λ ∈ (0, 1]. Furthermore, for all k ≥ 0, let P k and θ k be given by (64) and (5), respectively. Then, lim k→∞ z k = 0.
(74)
Proof: Using (67), (68), and P −1
For all k ≥ 0, note that z k = φ kθk , and define V k
Note that, since (V k ) ∞ k=1 is a nonnegative, nonincreasing sequence, it converges to a nonnegative number. Hence, lim k→∞ (V k+1 − V k ) = 0, which implies that
Since, for all k ≥ 0,
The next result shows that P k is bounded from above with variable-direction forgetting for 2 every choice of ε > 0 in the case where (φ k ) ∞ k=0 is persistently exciting.
Proposition 10: Assume that (φ k ) ∞ k=0 is persistently exciting, let N, α, β be given by Definition 1, let R ∈ R n×n be positive definite, define P 0 let λ ∈ (0, 1) , and, for all k ≥ 0, let P k be given by (64). Then, for all k ≥ N + 1,
Proof: It follows from (64), that, for all k ≥ 0, Λ k P −1 k Λ k ≤ P −1 k+1 and φ T k φ k ≤ P −1 k+1 . Next, using (68) and P −1 k = U k Σ k U T k , it follows that, for all k ≥ 0,
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Finally, for all k ≥ N + 1,
which proves (76). In the case where forgetting is used but the excitation is not persistent, it was shown that forgetting is enforced in all information directions, whether or not new information is present along these directions. Consequently, the parameter estimates converge, but not necessarily to their true values; furthermore, the matrix P k diverges, leading to numerical instability. This 2 phenomenon was traced to the divergence of the singular values of P k corresponding to singular vectors that are orthogonal to the information-rich subspace. 4 In order to address this problem, a data-dependent forgetting matrix was constructed to restrict forgetting to the information-rich subspace. The RLS cost function that corresponds to 6 this extension of RLS was presented. Numerical examples showed that this variable-direction forgetting technique prevents P k from diverging under lack of persistent excitation. provide consistent parameter estimates in the presence of errors-in-variable noise arising in system identification problems [38] .
[2] I. Y. Mareels and M. Gevers, "Persistence of excitation criteria," in Proc. Conf. Dec. Contr, 1986 Contr, , pp. 1933 Contr, -1935 . Learning depends on the ability to acquire and assimilate new information. This ability depends-somewhat counterintuitively-on the ability to forget. In particular, effective forgetting 2 requires the ability to recognize and utilize new information to order to update a system model. This article is a tutorial on forgetting within the context of recursive least squares (RLS). To do this, RLS is first presented in its classical form, which employs uniform-direction forgetting.
Next, examples are given to motivate the need for variable-direction forgetting, especially in 6 cases where the excitation is not persistent. Some of these results are well known, whereas others complement the prior literature. The goal is to provide a self-contained tutorial of the main ideas 8 and techniques for students and researchers whose research may benefit from variable-direction forgetting.
Sidebar: Three Useful Lemmas
Lemma 1: Let X ∈ R n×p and y ∈ R n , and let W ∈ R p×p be positive definite. Then,
which implies (S1).
Lemma 2: Let A ∈ R n×n be positive semidefinite, and let λ > 0. Then,
Proof: Write A = SDS T , where D = diag(d 1 , . . . , d n ) is diagonal and S is unitary. For all i ∈ {1, . . . , n}, d i ≥ 0, and thus d i λ+d i < 1. Hence,
Pre-multiplying and post-multiplying (S3) by S and S T , respectively, yields (S2).
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Lemma 3: Let A ∈ R n×n be positive semidefinite, and let λ > 0. Then,
Pre-multiplying and post-multiplying (S5) by S and S T , respectively, yields (S4).
Consider the linear system
where, for all k ≥ 0, x k ∈ R n , u k ∈ R m , y k ∈ R p , and A k , B k , C k are real matrices of appropriate sizes. The input u k and output y k are assumed to be measured. The process noise w 1,k ∈ R n and 2 the sensor noise w 2,k ∈ R p are zero-mean white noise processes with variances E[w 1,k w T 1,k ] = Q k and E[w 2,k w T 2,k ] = R k , respectively. The expected value of the initial state is assumed to be x 0 , 4 and the variance of the initial state is P 0 , that is,
The objective is to estimate the state x k given the measurements of u k and y k .
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To estimate x k , consider the estimator
wherex k is the estimate of x k at step k andx 0 = x 0 . The matrix K k is constructed as follows.
Define the state-estimate error e k △ = x k −x k and the state error covariance P k △ = E[e k e T k ] ∈ R n×n . Then, e k and P k satisfy
Proposition S1: Let P k+1 be given by (S5). The matrix K k that minimizes tr P k+1 is given by
and the minimized state-error covariance P k is updated as
Proof: See [S1]. 8 Let A k = I n , B k = 0, C k = φ k , Q k = 0, and R k = I p . Then,
Note that (6), (7) with λ = 1 have the same form as (S8), (S9). In particular, RLS without forgetting is the state estimator for the linear time-varying system with A k = I n , B k = 0,
Sidebar: RLS as a Maximum Likelihood Estimator
Let k ≥ 0 and, for all i ∈ {0, 1, . . . , k}, consider the process
where θ true ∈ R n is the unknown parameter, φ i ∈ R p×n is the regressor matrix, v i ∈ R p is the measurement noise, and y i ∈ R p is the measurement. The goal is to estimate θ true using the data
Let θ true be modeled by the n-dimensional, real-valued normal random variable Θ with mean θ 0 ∈ R n and covariance (λ k+1 R) −1 , where λ ∈ (0, 1] and R ∈ R n×n is positive definite. For θ ∈ R n , the density of Θ is thus given by
For all i ∈ {0, 1, . . . , k}, assume that v i is a sample of the zero-mean, p-dimensional, real-valued normal random variable V i with covariance λ i−k I p . For v i ∈ R p , the density of V i is thus given by
Assume that V 0 , V 1 , . . . , V k are independent.
Since θ true and v i are modeled as normal random variables, it follows from (S1) that y i is a sample of the p-dimensional, real-valued normal random variable Y i = φ i θ true + V i . Note that, since V 0 , V 1 , . . . , V k are independent, it follows that Y 0 , Y 1 , . . . , Y k are independent. Using (S1) and (S3), it thus follows that
where f Y i |θ (y i ) is the density of the random variable Y i conditions on Θ taking the value θ.
It follows from Bayes' rule [S1, p. 413] that
Substituting (S2) and (S4) into (S5), it follows that
Finally, the maximum likelihood estimate of θ true is given by the maximizer of (S7), that is,
In fact, θ ML = argmin θ∈R n J k (θ), where J k (θ) is given by (2). Therefore, RLS with forgetting can 6 be interpreted as the maximum likelihood estimator of the random variable Θ. 
Sidebar: Toward Matrix Forgetting
In [S1], P −1 k is updated by
where M k ∈ R n×n is chosen to guarantee asymptotic stability and boundedness. Two choices of matrix M k are considered. In the first case,
where λ ∈ (0, 1), α > 0, and N is an odd, positive integer. In the second case,
where λ ∈ (0, 1), α > 0, β ≥ 0, and N is an odd, positive integer. Note that RLS with constant forgetting is obtained by setting M k = (λ − 1)P −1 k in (S1).
2 Proposition S1: Consider (S1) with (S2) or (S3). Let P 0 be symmetric and nonsingular. Then, the following statements hold: 4 i) For all k ≥ 0, P k is symmetric and nonsingular. ii) If P −1 0 ≥ α 2 I n , then, P −1 k = αI is an asymptotically stable equilibrium of (S1). ≥ αI n and φ k is persistently exciting, then there exists k 0 > 0 such that, for all k ≥ k 0 , P −1 k > αI n . The main goal of (S1) is stabilization of P k in the case where (φ k ) ∞ k=0 is not persistently exciting. Proposition S1 implies that P k remains bounded whether or not (φ k ) ∞ k=0 is persistent. However, (S1) is not designed to implement forgetting. Furthermore, note that (S1) requires the 14 computation of the inverse of an n × n matrix at each step.
An alternative directional forgetting scheme given in [S2] considers the update
where M k ∈ R n×n is designed to apply forgetting to a specific subspace. In the case of a scalar measurement, that is, p = 1, P −1 k is decomposed as
where P −1 1,k is chosen such that P −1 1,k φ T k = 0, that is, φ T k is in the null space of P −1 1,k . Next, forgetting is restricted to P −1 2,k , that is,
The matrix P −1 2,k is chosen to be positive semidefinite with rank 1 by using
and thus P −1 1,k = P −1 k − P −1 2,k . Finally, it follows from (S4), (S6), and (S7) that
and P k+1 is computed as
positive definite. Furthermore, if, for all k ≥ 0, φ k is bounded, then there exists β > 0 such that, for all k ≥ 0, P k < βI n .
Sidebar: A Cost Function for Variable-Direction RLS
Theorem S1: For all k ≥ 0, let φ k ∈ R p×n and y k ∈ R p . Furthermore, let R ∈ R n×n be positive definite, let λ ∈ (0, 1], and, for all k ≥ 0, let P k be given by
where P 0 △ = R −1 and let Λ k be given by (68). In addition, let θ 0 ∈ R n , and define
where, for all k ≥ 0,
where R −1 △ = R. Then, for all k ≥ 0, (S2) has a unique global minimizer
which is given by
Proof: Note that, for all k ≥ 0,
Using (S3), (S6), and (S7), it follows that, for all k ≥ 0,
where A −1 △ = R and b −1 △ = −Rθ 0 . Using (S1) and (S8), it follows that, for all k ≥ 0,
It follows from (65) that, for all k ≥ 0, P −1 k+1 is positive definite, and thus A k is positive definite. Furthermore, for all k ≥ 0, A k is given by
Finally, since A k is positive definite, it follows from Lemma 1 in [S1] that
Hence, (S5) is satisfied.
it follows that (S5) can be implemented without computing P −1 k . Figure 1 : Example 2. Persistent excitation and bounds on P −1 k . a) and b) show the singular values of F j,j+N for N = 2 and N = 10, where α and β are chosen to satisfy (19). Since u k is periodic, it follows that, for all j ≥ 0, the lower and upper bounds (19) for F j,j+N are satisfied. Hence, (φ k ) ∞ k=0 is persistently exciting. c) shows the singular values of P −1 k , with corresponding bounds given by (25) for λ = 0.99. Note that α and β are larger for N = 10 than for N = 2, as expected. for two choices of u k . Note that the singular value of F j,j+10 that is close to machine precision (≈ 10 −15 ) is essentially zero. Definition 1 thus implies that (φ k ) ∞ k=0 is not persistently exciting. c) and d) show the predicted error z k for both cases. Note that z k converges to zero in both cases. Finally, e) and f) show the parameter estimate θ k for both cases. Note that, for both choices of input u k , θ k converge, but to different parameter values. Using the condition number of P k to evaluate persistency. a) shows the singular values of F j,j+20 , where the singular values of F j,j+20 close to machine precision (≈ 10 −15 ) are essentially zero, thus implying that (φ k ) ∞ k=0 is not persistently exciting. b) and c) shows the singular values and the condition number of P k for λ = 1. Note that the six singular values of P k decrease due to the presence of three harmonics in u k . d) and e) shows the singular values and the condition number of P k for λ = 0.99. Note that the six singular values of P k remain bounded due to the presence of three harmonics in u k . However, P k becomes ill-conditioned due to the lack of persistent excitation. Figure 5 : Example 6. Effect of λ on the rate of convergence of θ k . a)-f) show the parameter error norm θ k for several values of P 0 and λ. Note that the slope of −1 between log θ k and log k in d) is consistent with the fact that the rate of convergence of θ k is O(1/k) for λ = 1. Similarly, the slope of log λ between log θ k and k in b) and c) is consistent with the fact that the rate of convergence of θ k is O(λ k ) for λ ∈ (0, 1). g), h), and i) show the condition number of the corresponding P k for several values of P 0 and λ. Note that, as λ is decreased, the convergence rate of θ k increases; however, the condition number of P k degrades, and the effect of P 0 is reduced. The singular values σ i (P 1000 ) are shown with the corresponding singular vector u P 1000 ,i . All regressors φ k lie along the same one-dimensional subspace, and thus, (φ k ) ∞ k=0 is not persistently exciting. Consequently, each estimate θ k of θ lies in this subspace. The color gradient from yellow to blue of θ k andθ k shows the evolution from k = 1 to k = 1000. In a), the singular value corresponding to the cyan singular vector decreases to zero, whereas the singular value corresponding to the magenta singular vector is bounded. Note thatθ k converges along the singular vector corresponding to the bounded singular value. In b), the singular value corresponding to the cyan singular vector is bounded, whereas the singular value corresponding to the magenta singular vector diverges. Note thatθ k converges along the singular vector corresponding to the diverging singular value.
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Figure 7: Example 9. Effect of lack of persistent excitation on θ k . a) shows the predicted error z k , b) shows the norm of the parameter errorθ k , c) shows the singular values of P k , and d) shows the condition number of P k . Note that six singular values of P k remain bounded due to the presence of three harmonics in the regresssor. Due to finite-precision arithmetic, the computation becomes erroneous as P k becomes numerically ill-conditioned, and thus, the estimate θ k diverges. Figure 8 : Illustrative example of the information-rich subspace. Let u 1 , u 2 , and u 3 be the information directions (shown in blue). The regressor φ 1 (shown in red) has new information along all three information directions, as shown by the nonzero values ψ 1,1 , ψ 1,2 , and ψ 1,3 ; the information-rich subspace is thus R([u 1 u 2 u 3 ]). On the other hand, the regressor φ 2 (shown in green) has new information only along u 1 and u 3 , as shown by the nonzero values ψ 2,1 and ψ 2,3 ; the information-rich subspace is thus R([u 1 u 3 ]). for several values of λ. The inverse of the condition number of P k is shown in black. Note that, for λ < 1, the singular values of P −1 k corresponding to the singular vectors in the orthogonal complement of the information-rich subspace converge to zero. Figure 10 : Example 11. Variable-direction forgetting for a regressor lacking persistent excitation. a) and b) show the information content ψ k for λ = 0.9 and λ = 0.8. c) and d) show the singular values of P −1 k for λ = 0.9 and λ = 0.8. The inverse of the condition number of P k is shown in black. Note that, for λ < 1, the singular values that correspond to the singular vectors not in the information-rich subspace do not converge to zero. 
