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The inability of conventional electronic architectures to efficiently solve large combinatorial problems
motivates the development of novel computational hardware. There has been much effort recently to-
ward developing photonic networks which exploit fundamental properties enshrined in the wave nature
of light and of its interaction with matter: high-speed, low-power, optical passivity, and parallelization.
However, unleashing the true potential of photonic architectures requires the development of featured
algorithms which optimally exploit these fundamental properties. We here present the Photonic Recur-
rent Ising Sampler (PRIS), a heuristic method tailored for photonic parallel networks that allows for fast
and efficient sampling from distributions of combinatorially hard Ising problems. The PRIS provides
sample solutions which converge in probability to the ground state of arbitrary Ising models. By running
the PRIS at various noise levels, we probe the critical behavior of universality classes and their critical
exponents. In addition to the attractive features of photonic networks, the PRIS relies on intrinsic dy-
namic noise and eigenvalue dropout to find ground states more efficiently. Our work paves the way to
orders-of-magnitude speedups in heuristic methods via photonic implementations of the PRIS. We also
hint at a broader class of (meta)heuristic algorithms derived from the PRIS, such as combined simulated
annealing on the noise and eigenvalue dropout levels.
Heuristic methods – probabilistic algorithms with stochas-
tic components – are a cornerstone of both numerical meth-
ods in statistical physics1 and NP-Hard optimization2. Broad
classes of problems in statistical physics, such as growth
patterns in clusters3, percolation4, heterogeneity in lipid
membranes5, and complex networks6, can be described by
heuristic methods. These methods have proven instrumen-
tal for predicting phase transitions and the critical exponents
of various universality classes – families of physical sys-
tems exhibiting similar scaling properties near their critical
temperature1. These heuristic algorithms have become pop-
ular, as they typically outperform exact algorithms at solv-
ing real-world problems7. Heuristic methods are usually tai-
lored for conventional electronic hardware; however, a num-
ber of optical machines have recently been shown to solve the
well-known Ising8,9 and Traveling Salesman problems10,11.
For computationally demanding problems, these methods can
benefit from parallelization speedups1,12, but the determina-
tion of an efficient parallelization approach is highly problem-
specific1.
Half a century before the contemporary Machine Learning
Renaissance13, the Little14 and then the Hopfield15,16 networks
were considered as early architectures of recurrent neural net-
works (RNN). The latter was suggested as an algorithm to
solve combinatorially hard problems, as it was shown to de-
terministically converge to local minima of arbitrary quadratic
Hamiltonians of the form
H(K) = −1
2
∑
1≤i,j≤N
σiKijσj , (1)
which is the most general form of an Ising Hamiltonian in
the absence of an external magnetic field17. In Equation (1),
we equivalently denote the set of spins as σ ∈ {−1, 1}N or
S ∈ {0, 1}N (with σ = 2S − 1), and K is a N × N real
symmetric matrix.
In the context of physics, Ising models describe the in-
teraction of many particles in terms of the coupling matrix
K. These systems are observed in a particular spin config-
uration σ with a probability given by the Gibbs distribution
p(σ) ∝ exp(−βH(K)(σ)), where β = 1/(kBT ), with kB
the Boltzmann constant and T the temperature. At low tem-
perature, when β → ∞, the Gibbs probability of observing
the system in its ground state approaches 1, thus naturally
minimizing the quadratic function in Equation (1). As sim-
ilar optimization problems are often encountered in computer
science2,7, a natural idea is to engineer physical systems with
dynamics governed by an equivalent Hamiltonian. Then, by
sampling the physical system, one can generate candidate so-
lutions to the optimization problem. This analogy between
statistical physics and computer science has nurtured a great
variety of concepts in both fields18, for instance, the analogy
between neural networks and spin glasses15,19.
Many complex systems fall into the Ising univer-
sality class20 — such as ferromagnets17,21, liquid-vapor
transitions22, lipid membranes5, brain functions23, random
photonics24, and strongly-interacting systems in quantum
chromodynamics25 — and can thus be described by this
century-old model. From the perspective of optimization,
finding the spin distribution minimizing H(K) for an arbitrary
matrix K belongs to the class of NP-hard problems26.
Hopfield networks deterministically converge to a local
minimum, thus making it impossible to scale such networks
to deterministically find the global minimum27 — thus jeop-
ardizing any electronic16 or optical28 implementation of these
algorithms. As a result, these early RNN architectures were
soon superseded by heuristic (such as Metropolis-Hastings
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2(MH)) and metaheuristic methods (such as simulated an-
nealing (SA)29, parallel tempering30, genetic algorithms31,
and Tabu search32), usually tailored for conventional elec-
tronic hardware. Even still, heuristic methods struggle to
solve large problems, and could benefit from nanophotonic
hardware demonstrating parallel, low-energy, and high-speed
computations33–35.
In this Letter, we propose a fast and efficient heuristic
method for photonic analog computing platforms, relying es-
sentially on iterative matrix multiplications. Our heuristic ap-
proach also takes advantage of optical passivity and dynamic
noise to find ground states of arbitrary Ising problems and
probe their critical behaviors, yielding accurate predictions
of critical exponents of the universality classes of conven-
tional Ising models. Our algorithm presents attractive scal-
ing properties when benchmarked against conventional algo-
rithms, such as MH. Our findings suggest a novel approach to
heuristic methods for efficient optimization and sampling by
leveraging the potential of matrix-to-vector accelerators, such
as parallel photonic networks33. Here, we propose a photonic
implementation of a passive RNN, which models the arbitrary
Ising-type Hamiltonian in Equation (1).
The proposed architecture of our photonic network is
shown in Figure 1. This photonic network can map arbitrary
Ising Hamiltonians described by Equation (1), with Kii = 0
(as diagonal terms only contribute to a global offset of the
Hamiltonian, see Supplementary Information (SI), section I).
In the following, we will refer to the eigenvalue decomposi-
tion of K as K = UDU†, where U is a unitary matrix, U†
its transpose conjugate, and D a real-valued diagonal matrix.
The spin state at time step t, encoded in the phase and ampli-
tude of N parallel photonic signals S(t) ∈ {0, 1}N , first goes
through a linear symmetric transformation decomposed in its
eigenvalue form 2J = USqα(D)U
†, where Sqα(D) is a diag-
onal matrix derived from D, whose design will be discussed
in the next paragraphs. The signal is then fed into nonlinear
optoelectronic domain, where it is perturbed by a Gaussian
distribution of standard deviation φ (simulating noise present
in the photonic implementation) and is imparted a nonlinear
threshold function Thθ (Thθ(x) = 1 if x > θ, 0 otherwise).
The signal is then recurrently fed back to the linear photonic
domain, and the process repeats. The static unit transforma-
tion between two time steps t and t + 1 of this RNN can be
summarized as
X(t) ∼ N (2JS(t)|φ),
S(t+1) = Thθ(X(t))
(2)
whereN (x|φ) denotes a Gaussian distribution of mean x and
standard deviation φ. We call this algorithm, which is tailored
for a photonic implementation, the Photonic Recurrent Ising
Sampler (PRIS). The detailed choice of algorithm parameters
is described in the SI, section II.
This simple recurrent loop can be readily implemented in
the photonic domain. For example, the linear photonic in-
terference unit can be realized with MZI networks33,36–38,
linear photonic domain nonlinear opto-electronic domain
optoelectronic recurrent feedback
FIG. 1. Operation principle of the PRIS. A photonic analog signal,
encoding the current spin state S(t), goes through transformations in
linear photonic and nonlinear optoelectronic domains. The result of
this transformation S(t+1) is recurrently fed back to the input of this
passive photonic system.
diffractive optics39,40, ring resonator filter banks41–43, and free
space lens-SLM-lens systems44,45; the diagonal matrix multi-
plication Sqα(D) can be implemented with an electro-optical
absorber, a modulator or a single MZI33,46,47; the nonlin-
ear optoelectronic unit can be implemented with an optical
nonlinearity46–50, or analog/digital electronics51–54. The im-
plementation of the PRIS on several photonic architectures
and the influence of heterogeneities, phase bit precision, and
signal to noise ratio on scaling properties are discussed in the
SI, section VI. In the following, we will describe the proper-
ties of an ideal PRIS and how design imperfections may affect
its performance.
The long-time dynamics of the PRIS is described by an
effective Hamiltonian HL (see Refs.19,56 and SI, section II),
which can be expanded, in the large noise approximation
(φ 1), into H2:
HL = − 1
β
∑
i
log cosh
(
β
∑
j
Jijσj
)
, (3)
H2 = −β
2
∑
1≤i,j≤N
σi[J
2]ijσj . (4)
Here, β = 1/(kφ) is analogous to the inverse temperature
from statistical mechanics, where k is a constant, only de-
pending on the noise distribution (see SI, Table I). Examining
Equation (4), we can deduce a mapping of the PRIS to the
general Ising model shown in Equation (1). We set the PRIS
matrix J to be a modified square-root of the Ising matrix K
by imposing the following condition on the PRIS
Sqα(D) = 2Re(
√
D + α∆). (5)
We add a diagonal offset term α∆ to the eigenvalue matrixD,
in order to parametrize the number of eigenvalues remaining
after taking the real part of the square root. Since lower eigen-
values tend to increase the energy, they can be dropped out so
that the algorithm spans the eigenspace associated with higher
eigenvalues. We chose to parametrize this offset as follows:
α ∈ R is called the eigenvalue dropout level, a hyperparam-
eter to select the number of eigenvalues remaining from the
original coupling matrix K, and ∆ > 0 is a diagonal offset
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FIG. 2. Scaling performance of the PRIS. (a, top) Ground state energy versus graph order of random spin glasses. A sample graph is shown
as an inset in (a, bottom): a fully-connected spin glass with uniformly-distributed continuous couplings in [−1, 1]. Niter,99% versus graph size
for spin glasses (a, bottom) and MAX-CUT graphs (b). (c) Niter,99% versus graph density for MAX-CUT graphs and N = 75. The graph
density is defined as d = 2|E|/(N(N − 1)), |E| being the number of undirected edges. RCG denotes Random Cubic Graphs, for which
|E| = 3N/2. Ground states are determined with the exact solver BiqMac55. In this analysis, we set α = 0, and for each set of density and
graph order we ran 10 graph instances 1,000 times. The number of iterations to find the ground state is measured for each run and Niter,q is
defined as the q-th quantile of the measured distribution.
matrix. For instance, ∆ can be defined as the sum of the off-
diagonal term of the Ising coupling matrix ∆ii =
∑
j 6=i |Kij |.
The addition of ∆ only results in a global offset on the Hamil-
tonian. The purpose of the ∆ offset is to make the matrix in
the square root diagonally dominant, thus symmetric positive
definite, when α is large and positive. Thus, other definitions
of the diagonal offset could be proposed. When α→ 0, some
lower eigenvalues are dropped out by taking the real part of
the square root (see SI, section III); we show below that this
improves the performance of the PRIS. We will specify which
definition of ∆ is used in our study when α 6= 0. When choos-
ing this definition of Sqα(D) and operating the PRIS in the
large noise limit, we can implement any general Ising model
(Equation (1)) on the PRIS (Equation (4)).
It has been noted that by setting Sqα(D) = D (i.e. the lin-
ear photonic domain matrix amounts to the Ising coupling ma-
trix 2J = K), the free energy of the system equals the Ising
free energy at any finite temperature (up to a factor of 2) in
the particular case of associative memory couplings19. In this
regime of operation, the PRIS can also benefit from computa-
tional speed-ups, if implemented on a conventional architec-
ture, for instance if the coupling matrix is sparse. However,
as has been pointed out in theory19 and by our simulations
(see SI, section IV, Figure 7), some additional considerations
should be taken into account in order to eliminate non-ergodic
behaviors in this system. As the regime of operation described
by Equation (54) is general to any coupling, we will use it in
the following demonstrations.
We investigate the performance of the PRIS on finding the
ground state of general Ising problems (Equation (1)) with two
types of all-to-all Ising models: MAX-CUT graphs, which
can be mapped to an instance of the unweighted MAX-CUT
problem9 and spin glasses, whose connections are uniformly
distributed in [−1, 1] (an example illustration of the latter is
shown as an inset in Figure 2(a)). Both families of models
are computationally NP-hard problems26, thus their compu-
tational complexity grows exponentially with the graph order
N .
The number of steps necessary to find the ground state with
99% probability, Niter,99% is shown in Figure 2(a-b) for these
two types of graphs (see definition in SI, section IV). As the
PRIS can be implemented with high-speed parallel photonic
networks, the on-chip real time of a unit step can be less than
a nanosecond33,57 (and the initial setup time for a given Ising
model is typically of the order of microseconds with ther-
mal phase shifters58). In such architectures, the PRIS would
thus find ground states of arbitrary Ising problems with graph
orders N ∼ 100 within less than a millisecond. We also
show that the PRIS can be used as a heuristic ground state
search algorithm in regimes where exact solvers typically fail
(N ∼ 1, 000) and benchmark its performance against MH and
conventional metaheuristics (SA) (see SI, section VII). Inter-
estingly, both classical and quantum optical Ising machines
have exhibited limitations in their performance related to the
graph density9,59. We observe that the PRIS is roughly insen-
sitive to the graph density, when optimizing the noise level φ
(see Figure 2(c), shaded green area). A more comprehensive
comparison should take into account the static fabrication er-
ror in integrated photonic networks33 (see also SI, section VI),
even though careful calibration of their control electronics can
significantly reduce its impact on the computation60,61.
For a given Ising problem, there remain two degrees of free-
dom in the execution of the PRIS: the noise and eigenvalue
dropout levels. The noise level φ determines the level of en-
tropy in the Gibbs distribution probed by the PRIS p(E) ∝
exp(−β(E − φS(E))), where S(E) is the Boltzmann en-
tropy associated with the energy level E. On the one hand,
increasing φ will result in an exponential decay of the prob-
ability of finding the ground state p(Hmin, φ). On the other
hand, too small a noise level will not satisfy the large noise
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FIG. 3. Influence of noise and eigenvalue dropout levels. (a)-(d): Probability of finding the ground state, and the inverse of the autocorre-
lation time as a function of noise level φ for a sample Random Cubic Graph9 (N = 100, (50/100) eigenvalues (a), (99/100) eigenvalues (b)
and a sample spin glass (N = 50, (37/100) eigenvalues (c), (26/100) eigenvalues (d)). The arrows indicate the estimated optimal noise level,
from Equation (6), taking τEeq to be constant. For this study we averaged the results of 100 runs of the PRIS with random initial states with
error bars representing ±σ from the mean over the 100 runs. We assumed ∆ii = |∑j Kij |. (e): Niter,90% versus noise level φ for these same
graphs and eigenvalue dropout levels. (f)-(g): Eigenvalues of the transition matrix of a sample spin glass (N = 8) at φ = 0.5 ((f)) and φ = 2
((g)). (h): The corresponding energy is plotted for various eigenvalue dropout levels α, corresponding to less than N eigenvalues kept from
the original matrix. The inset is a schematic of the relative position of the global minimum when α = 1 (with (8/8) eigenvalues) with respect
to nearby local minima when α < 1. For this study we assumed ∆ii =
∑
j |Kij |.
approximation HL ∼ H2 and result in large autocorrelation
times (as the spin state could get stuck in a local minimum of
the Hamiltonian). Figure 3(e) demonstrates the existence of
an optimal noise level φ, minimizing the number of iterations
required to find the ground state of a given Ising problem, for
various graph sizes, densities, and eigenvalue dropout levels.
This optimal noise value can be approximated upon evalua-
tion of the probability of finding the ground state p(Hmin, φ)
and the energy autocorrelation time τEauto, as the minimum of
the following heuristic
Niter,q ∼ τEeq (φ) + τEauto(φ)
log(1− q)
log(1− p(Hmin, φ)) , (6)
which approximates the number of iterations required to find
the ground state with probability q (see Figure 3(a-e)). In
this expression, τEeq (φ) is the energy equilibrium (or burn-in)
time. As can be seen in Figure 3(e), decreasing α (and thus
dropping more eigenvalues, with the lowest eigenvalues being
dropped out first) will result in a smaller optimal noise level
5φ. Comparing the energy landscape for various eigenvalue
dropout levels (Figure 3(h)) confirms this statement: as α is
reduced, the energy landscape is perturbed. However, for the
random spin glass studied in Figure 3(f-g), the ground state
remains the same down to α = 0. This hints at a general ob-
servation: as lower eigenvalues tend to increase the energy,
the Ising ground state will in general be contained in the span
of eigenvectors associated with higher eigenvalues (see dis-
cussion in the SI, section III). Nonetheless, the global picture
is more complex, as the solution of this optimization problem
should also enforce the constraint σ ∈ {−1, 1}N . We observe
in our simulations that α = 0 yields a higher ground state
probability and lower autocorrelation times than α > 0 for
all the Ising problems we used in our benchmark. In some
sparse models, the optimal value can even be α < 0 (see Fig-
ure S3 in the SI). The eigenvalue dropout is thus a parameter
that constrains the dimensionality of the ground state search.
The influence of eigenvalue dropout can also be seen from
the perspective of the transition matrix. Figure 3(f-g) shows
the eigenvalue distribution of the transition matrix for vari-
ous noise and eigenvalue dropout levels. As the PRIS matrix
eigenvalues are dropped out, the transition matrix eigenval-
ues become more nonuniform, as in the case of large noise
(Figure 3(g)). Overall, the eigenvalue dropout can be under-
stood as a means of pushing the PRIS to operate in the large
noise approximation, without perturbing the Hamiltonian in
such a way that would prevent it from finding the ground state.
The improved performance of the PRIS with α ∼ 0 hints at
the following interpretation: the perturbation of the energy
landscape (which affects p(Hmin)) is counterbalanced by the
reduction of the energy autocorrelation time induced by the
eigenvalue dropout. The existence of these two degrees of
freedom suggests a realm of algorithmic techniques to opti-
mize the PRIS operation. One could suggest, for instance,
setting α ≈ 0, and then performing an inverse simulated an-
nealing of the eigenvalue dropout level to increase the dimen-
sionality of the ground state search. This class of algorithms
could rely on the development of high-speed, low-loss inte-
grated modulators57,62–64.
The existence of an effective Hamiltonian describing the
PRIS dynamics (Equation (4)) further suggests the ability to
generate samples of the associated Gibbs distribution at any
finite temperature. This is particularly interesting considering
the various ways in which noise can be added in integrated
photonic circuits by tuning the operating temperature, laser
power, photodiode regimes of operation, etc.51,65. This alludes
to the possibility of detecting phase transitions and charac-
terizing critical exponents of universality classes, leveraging
the high speed at which photonic systems can generate uncor-
related heuristic samples of the Gibbs distribution associated
with Equations (3,4). In this part, we operate the PRIS in the
regime where the linear photonic matrix is equal to the Ising
coupling matrix (Sqα(D) = D)
19. This allows us to speedup
the computation on a CPU by leveraging symmetry and spar-
sity of the coupling matrix K. We show that the regime of
operation described by Equation (54) also probes the expected
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phase transition (see SI, section IV).
A standard way of locating the critical temperature of a
system is through the use of the Binder cumulant1 U4(L) =
1 − 〈m4〉/(3〈m2〉2), where m = ∑Ni=1 σi/N is the magne-
tization and 〈.〉 denotes the ensemble average. As shown in
Figure 4(a), the Binder cumulants intersect for various graph
sizes L2 = N at the critical temperature of TC = 2.241 (com-
pared to the theoretical value of 2.269 for the two-dimensional
Ferromagnetic Ising model, i.e. within 1.3%). The heuris-
tic samples generated by the PRIS can be used to compute
physical observables of the modeled system, which exhibit
the emblematic order-disorder phase transition of the two-
dimensional Ising model1,21 (Figure 4(b)). In addition, criti-
cal parameters describing the scaling of the magnetization and
susceptibility at the critical temperature can be extracted from
the PRIS to within 10% of the theoretical value (see SI, sec-
tion IV).
In Figure 4(c), we benchmark the performance of the
PRIS against the well-known Metropolis-Hastings (MH)
algorithm1,66,67. In the context of heuristic methods, one
should compare the autocorrelation time of a given observ-
able. The scaling of the magnetization autocorrelation time
τmauto = O(Lz) = O(Nz/2) at the critical temperature is
shown in Figure 4(c) for two analytically-solvable models: the
two-dimensional ferromagnetic and the infinite-range Ising
models. Both algorithms yield autocorrelation time critical
exponents close to the theoretical value (z ∼ 2.1)1 for the
two-dimensional Ising model. However, the PRIS seems to
perform better on denser models such as the infinite-range
Ising model, where it yields a smaller autocorrelation time
6critical exponent. More significantly, the advantage of the
PRIS resides in its possible implementation with any matrix-
to-vector accelerator, such as parallel photonic networks, so
that the computational (time) complexity of a single step is
O(N)33,37,38. Thus, the computational complexity of gen-
erating an uncorrelated sample scales like O(N1+zPRIS/2)
for the PRIS on a parallel architecture, while it scales like
O(N2+zMH/2) for a sequential implementation of MH, on a
CPU for instance. Implementing the PRIS on a photonic par-
allel architecture also ensures that the prefactor in this order of
magnitude estimate is small (and only limited by the clock rate
of a single recurrent step of this high-speed network). Thus, as
long as zPRIS < zMH + 2, the PRIS exhibits a clear advantage
over MH implemented on a sequential architecture.
To conclude, we presented in this Letter the PRIS, a
photonic-based heuristic algorithm able to probe arbitrary
Ising Gibbs distributions at various temperature levels. At
low temperatures, the PRIS can find ground states of arbitrary
Ising models with high probability. Our approach essentially
relies on the use of matrix-to-vector product accelerators, such
as photonic networks33,65, free-space optical processors28,
FPGAs68, and ASICs69. Moreover, our system requires some
amount of noise to perform better, which is an unusual behav-
ior only observed in very few physical systems. For instance,
neuroscientists have conjectured that this could be a feature
of the brain and spiking neural networks70,71. The PRIS also
performs a static transformation (and the state evolves to find
the ground state). This kind of computation can rely on a fun-
damental property of photonics — passivity — and thus reach
even higher efficiencies. Non-volatile phase-change materials
integrated in silicon photonic networks could be leveraged to
implement the PRIS with minimal energy costs72.
We also suggested a broader family of photonic metaheuris-
tic algorithms which could achieve even better performance
on larger graphs (see SI, section VII). For instance, one could
simulate annealing with photonics by reducing the system
noise level (this could be achieved by leveraging quantum
photodetection noise65, see discussion in SI sections VI and
VII). We believe that this class of algorithms that can be im-
plemented on photonic networks is broader than the meta-
heuristics derived from MH, since one could also simulate
annealing on the eigenvalue dropout level α.
The ability of the PRIS to detect phase transitions and probe
critical exponents is particularly promising for the study of
universality classes, as numerical simulations suffer from crit-
ical slowing down: the autocorrelation time grows exponen-
tially at the critical point, thus making most samples too corre-
lated to yield accurate estimates of physical observables. Our
study suggests that this fundamental issue could be bypassed
with the PRIS, which can generate a very large number of
samples per unit time – only limited by the bandwidth of ac-
tive silicon photonics components.
The experimental realization of the PRIS on a photonic
platform would require additional work compared to the
demonstration of deep learning with nanophotonic circuits33.
The noise level can be dynamically induced by several well-
known sources of noise in photonic and electronic systems51.
However, attaining a low enough noise due to heterogeneities
in a static architecture, and characterizing the noise level are
two experimental challenges. Moreover, the PRIS requires
an additional homodyne detection unit, in order to detect
both the amplitude and the phase of the output signal from
the linear photonic domain. Nonetheless, these experimental
challenges do not impact the promising scaling properties of
the PRIS, since various photonic architectures have recently
been proposed33,39,44,65,73, giving a new momentum to pho-
tonic computing.
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PHOTONIC RECURRENT ISING SAMPLER – SUPPLEMENTARY INFORMATION
In this work, we first provide a comprehensive theoretical analysis of the dynamics of the Photonic Recurrent Ising Sampler
(PRIS), with an emphasis on how the weight matrix in the algorithm should be chosen. We then detail the parameters of our
numerical simulations carried to estimate the performance of the PRIS on finding the ground state of arbitrary Ising problems
and to sample critical behaviors.
I - THEORETICAL PRELIMINARIES
Definition of an Ising problem
The general definition of an Ising problem is the following: given a matrix (Kij)(i,j)∈I2 , and a vector {bi}i∈I where I is
a finite set with cardinality |I| = N , we want to find the spin distribution {σi}i∈I ∈ {−1, 1}N minimizing the following
Hamiltonian function:
HK,b({σi}) = −
∑
1≤i<j≤N
Kijσiσj −
∑
i
biσi (7)
= −1
2
∑
1≤i,j≤N
Kijσiσj −
∑
i
biσi. (8)
In statistical mechanics, this model represents the energy of an interacting set of spins. The coupling term Kij represents the
coupling between spins i and j. In the general definition of the Ising model, the coupling matrix K is assumed to be symmetric.
We could also assume that it has a null diagonal, as it would only add a constant offset to the Hamiltonian. We are not making this
extra assumption, as it will prove later to be useful. An external magnetic field bi can be applied, which breaks the symmetry of
the problem. This general class of Ising problems is NP-hard74 and many subclasses of this problem exhibit a similar complexity.
In this work, we will characterize our optical algorithms on two subclasses of problems:
. General antiferromagnets, for which the coupling K can only take two discrete values Kij ∈ {0,−1}, and bi = 0 for all
i. As every problem in this subclass is equivalent to an unweighted MAX-CUT problem, and that MAX-CUT is known to
be NP-hard74, this subclass is already NP-hard.
. Spin glasses, for which the coupling K can take on continuous values in the range [−1, 1], and bi = 0.
However, our approach can be easily extended to any coupling matrix K. The possible extension to non-zero external magnetic
fields will also be discussed. A complete study of the hardness of the various subclasses of Ising problems can be found in
Ref.26.
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II - GENERAL THEORY OF PHOTONIC RECURRENT ISING SAMPLER
Optical Parallel Recurrent MCMC algorithm
The Little and Hopfield networks14,15 are two early forms of recurrent neural networks, originally designed to understand and
model associative memory processes. In their general acceptance, the Little network can be understood as a synchronous version
of the Hopfield network. Using the latter to solve the NP-hard Ising problem was previously investigated16,75. The behavior of
both networks was later studied from a statistical mechanical perspective by P. Peretto56 and Daniel J. Amit and colleagues19.
We here generalize their study to the case of noisy, synchronous Hopfield network, or noisy Little network56 and investigate the
possibility of sampling hard Ising problems with a parallel, recurrent optical system. In the following, we equivalently use the
term “neuron” and “spin” in the framework of spin glass models of neural networks.
Our machine is applying the following algorithm:
. Initialize assembly of neurons {σi} with random values. The signal is coded into optical domain with the reduced spins
Si = (σi + 1)/2 ∈ {0, 1}.
. At each step of the algorithm, each neuron is applied a potential vi (random variable) whose expected value is given by a
matrix multiplication with C = 2J :
v¯i =
∑
j
CijSj =
N∑
j=1
Jijσj +
N∑
j=1
Cij/2 (9)
and whose probability density is given by the function fφ with mean v¯i and standard deviation φ:∫
fφ(x) x dx = v¯i, (10)∫
fφ(x)(x− v¯i)2 dx = φ2. (11)
. A non-linear threshold Thθ is then applied to v¯i to yield the neural state at the next time step:
Thθi(Si) =
{
0, if vi < θi,
1, otherwise.
(12)
To summarize, the sequential transformation of the neuron state is:
S(t+1) = Thθ(X(t)), (13)
X(t) ∼ N (CSt|φ), (14)
where N (x|φ) is a gaussian distribution with mean x and standard deviation φ. The algorithm is fully determined by the
following set of transformation variables: (C, fϕ, θ).
Determination of the Temperature factor
In this section, we compute the stationary distribution of the spin variable St for the general case with variables (C, fϕ, θ).
We first determine the probability of a single spin-flip, knowing that the current spin state is J :
W (σi(I)|J) = G(hi(J)σi(I)), (15)
hi(J) = −
N∑
j=1
Jijσj(J)− h0i , (16)
h0i =
∑
j
Cij/2− θi, (17)
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Noise distribution G(x) k
2
0 ≡ maxX∈R |γopt (X)|
Logistic 1
1+exp
(
pix√
3φ
) √3
pi
0
Gaussian 1
2
(1− erf( x√
2φ
)) 0.5877 0.0095
Cauchy∗ 1
pi
arctan( x
φ
) + 1
2
1.16 0.0495
Laplace
{
1
2
exp(−
√
2x
φ
) x ≤ 0
1− 1
2
exp(
√
2x
φ
) x ≥ 0 0.4735 0.0199
Uniform

0 x ≤ −√3φ
x+
√
3φ
2
√
3φ
x ∈ [−√3φ,√3φ[
1 x ≥ √3φ
0.6136 0.0561
TABLE I. Summary of temperature factors for various noise distributions. Each noise distribution is defined so that its standard deviation,
when applicable, is equal to φ. (∗the standard deviation of the Cauchy distribution is not defined, the linear dependence is measured as a
function of the scaling parameter φ in this particular case.)
where we define G as a rescaled version of the noise cumulative density function:
F (x) =
∫ x
−∞
fφ(u) du, (18)
F0(x) = F (x+ v¯i), (19)
G(x) = 1− F0(x). (20)
In the following, we only assume that fφ is symmetric and has a standard deviation φ. The symmetry assumption is not
constraining as most noise distributions found in nature have a symmetric (and, in many cases, gaussian) distribution51. Our
analysis can also be extended to noise distributions whose variance is infinite by parameterizing the distribution with another
parameter, usually referred to as a “scaling” parameter (see Table I). The case of fφ being a gaussian distribution is discussed in
Ref.56, where the function G can be approximated by a sigmoid function when rescaling it by the adequate factor. In the general
case, in order to minimize this approximation error, we choose the following rescaling factor
Gγ(x) = G(γx),
1− s(x) = 1
1 + ex
,
γopt = argminγ′ max
X∈R
|Gγ′(X)− (1− s(X))| = argminγ′ max
X∈R
|γ(X)|,
where s(x) = 1/(1 + e−x) is the sigmoid function.
Naturally, the optimal scaling factor will depend on the standard deviation φ of the original probability distribution f . We
numerically observe that this dependence is linear
γopt =
k
2
φ. (21)
Optimal scaling factors and corresponding errors are reported in Table I. Identifying the transition probability to a sigmoid
function is a necessary step to compute the effective Hamiltonian of the spin distribution56.
Transition probability
By choosing adequately the temperature factor k2 , we minimize the error when approximating the transition probability by a
sigmoid function (in the following, hi = hi(J) and σi = σi(I), for readability):
W (σi|J) = Gγopt
(
hiσi
γopt
)
(22)
= s
(
hiσi
γopt
)
+ γopt
(
hiσi
γopt
)
(23)
≈ s
(
hiσi
γopt
)
. (24)
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In the following, we will drop the subscript in γopt and will assume that its value is known (it can be determined numerically,
given the noise distribution). The error function  can be used as an expansion parameter, in order to estimate the accuracy of
the approximation performed when neglecting this term (as is done in Ref.56).
Expansion of the transition probability in terms of 
The transition probability can be derived by multiplying the probabilities of single spin-flips, these events being independent:
W (I|J) =
∏
i
W (σi|J) (25)
=
∏
i
(
s
(
hiσi
kφ/2
)
+ 
(
hiσi
kφ/2
))
(26)
= W 0(I|J) +
N∑
k=1
W k(I|J), (27)
where W k(I|J) is the k-th order term in the expansion, assuming the error function ε is small (ε  s). The zero-th order term
of this expansion gives us back the result from56:
W 0(I|J) = e
−βH0(I|J)∑
K e
−βH0(K|J) , (28)
H0(I|J) = −
∑
ij
Jijσi(I)σj(J)−
∑
i
h0iσi(I), (29)
β =
1
kφ
. (30)
Another way to write this zero-th order term56 will prove to be useful later in our derivations:
W 0(I|J) = e
−βH0(I|J)∏
i 2 cosh(βhi(J))
. (31)
The general expression for the k−th order term can be derived:
W k(I|J) = W 0(I|J)
∑
j1
...
∑
jk 6∈{j1, ..., jk−1}
∏
l
 (2βhjlσjl) (1 + exp (2βhjlσjl)) . (32)
The N−th order term scales, in the worst case scenario, like N0 :
|WN (I|J)| =
∣∣∣∣∣∏
k
 (2βhjlσjl)
∣∣∣∣∣ ≤ N0 . (33)
For k < N , analyzing the scaling of the k−th order term requires more assumptions. Let’s look at the case k = 1, to verify that
we can safely neglect higher-order terms in this expansion:∣∣∣∣W 1(I|J)W 0(I|J)
∣∣∣∣ ≤∑
j
| (2βhjσj) (1 + exp (2βhjσj))| . (34)
This ratio scales exponentially with βhjσj/2. However, in this case, the error function  also goes to zero. In addition, increasing
the value of βhjσj/2 also increases the value of the Hamiltonian H0(I|J), and thus reduces the likelihood of the transition
W (I|J). Thus, the larger the ratio |W 1(I|J)W 0(I|J) |, the smaller the transition probability. In the following, we will neglect all
high order terms k ≥ 1.
We do not extend our derivations to a general non-symmetric noise distribution in this work. We still suggest the following
ideas to treat this extension:
. We could first treat the non-symmetric case as a perturbation of the symmetric case and thus derive the error on the
effective Hamiltonian of the spin distribution.
. In this view, we suggest the parametrization of the skewness using the skew normal distribution76, which is a natural
extension of the toy-model symmetric noise distribution analyzed in Ref.56.
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Detailed balance condition
To determine the stationary distribution of the spin state, we first need to verify that the transition probability satisfies the
triangular equality56, equivalent to the detailed balance condition in the context of Markov Chains1:
W (I|K)W (K|J)W (J |I) = W (J |K)W (K|I)W (I|J). (35)
This is equivalent to:
H(I|K) +H(K|J) +H(J |I) = H(J |K) +H(K|I) +H(I|J), (36)
which is satisfied if J is symmetric (there is no condition on the linear term h0i in the Hamiltonian). We can then deduce the
effective Hamiltonian by decoupling the ratio of transition probabilities into the ratio of two terms depending on distributions I
and J (by using Eq. (31))56
W 0(I|J)
W 0(J |I) =
exp(β
∑
i h
0
iσi(I))
exp(β
∑
i h
0
iσi(J))
∏
i cosh(β(
∑
j Jijσj(I) + h
0
i )∏
i cosh(β(
∑
j Jijσj(J) + h
0
i )
(37)
=
F (I)
F (J)
, (38)
and HL(I) = − 1β lnF (I) gives the effective Hamiltonian describing the dynamics of the spin distribution:
HL(I) = − 1
β
∑
i
log cosh(β(
∑
j
Jijσj(I) + h
0
i ))−
∑
i
h0iσi(I). (39)
Effective Gibbs distribution
Assuming J is symmetric, the stationary distribution of the spin state is a Gibbs distribution given by the effective Hamiltonian
HL(I)
19,56:
P ({σi}) ∝ exp (−βHL({σi})). (40)
In the following, we define ||.||k as the usual k-norm (where k is an integer).
Small noise approximation
In the small noise approximation (β  1), the effective Hamiltonian can be simplified using the following Taylor expansion :
log coshx ≈ |x| − log 2:
HL({σi}, β) ≈ −
∑
i
∣∣∑
j
Jijσj + h
0
i |+
N
β
log 2−
∑
i
h0iσi (41)
= −||J~σ + ~h0||1 + N
β
log 2− ~h0 · ~σ := H1({σi}, β). (42)
Large noise approximation
In the large noise approximation (β  1), the effective Hamiltonian can be simplified using the following Taylor expansion :
log coshx ≈ log(1 + x2/2) ≈ x2/2,
HL({σi}, β) ≈ −β
2
∑
ij
K˜ijσiσj︸ ︷︷ ︸
Quadratic term
−
∑
i
σi
(
β
∑
k
Jkih
0
k + h
0
i
)
︸ ︷︷ ︸
Linear term
(43)
− β
2
∑(
h0j
)2︸ ︷︷ ︸
Constant (independent of σ)
(44)
= −β
2
||J~σ + ~h0||22 − ~h0 · ~σ := H2({σi}, β), (45)
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with K˜ = J2.
Discussion on h0i
Identifying the Hamiltonian in Eq. (45) to the general Ising Hamiltonian in Eq. (8) requires solving the following system of
equations: 
Kij + δij∆i = β
∑
k
JikJkj
bi = β
∑
j
Jkih
0
k + h
0
i
Jij = Jji,
(46)
(47)
(48)
with unknown variables (h0i , J). δij is the Kronecker symbol and ∆i represents a degree of freedom on the diagonal of the
Hamiltonian (which results in an additional constant term). Studying the set of general Ising Hamiltonians (K, b) (Eq. (8))
which can be mapped to an Ising network (J, h0) in the large noise approximation (Eq. (45)) would require an extensive study
that we do not carry in this work. However, one can notice that:
. In the case where the external field satisfies J · h0 = 0, the system has a trivial solution h0i = bi and J =
√
K (the
conditions for which a square root of K can be found are discussed in the next section).
. In the more general case, one is given N “free” degrees of freedoms ∆i in finding solutions to Eq. (46), while there
are N constraints to solve in Eq. (47). Thus, it seems likely that, in non-degenerate cases, this system will have a
non-trivial solution. However, one should make sure that while tuning the degrees of freedom ∆i, the matrix J remains
a real square root of the matrix K (see discussion in the next section on finding a square root). If not, this algorithm
should be generalized to using complex-valued matrices J . We do not discuss this generalization of the algorithm in
this work. However, considering that arbitrary (complex) unitary transformations can be implemented with our photonic
architecture33, this would be an interesting extension to this work.
In the following, for the sake of simplicity, we will assume h0i ≡ 0. In this case, the large noise approximation Hamiltonian
gives:
HL({σi}, β) ≈ −β
2
∑
ij
K˜ijσiσj , (49)
with K˜ = J2. Thus, the implementation of the Little network to model a general Ising Hamiltonian (Eq. (8)) strongly relies on
the possibility of finding a symmetric, real square root to the matrix K.
Let us remind the reader of the assumptions we have made so far:
. The model is synchronous, or as stated in Little’s original paper14 “we shall suppose that the neurons are not permitted to
fire at any random time but rather that they are synchronized such that they can only fire at some integral multiple of a
period τ”.
. The neurons have no memory of states older than their previous state (Markov process).
. The connections do not evolve in time (there is no learning involved).
. J is symmetric and h0i = 0, which results in
θi =
∑
j
Cij/2, (50)
from Eq. (17).
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FIG. 1. Transitioning between Hamiltonians. a: To approximate a given Ising model in the large noise limit, one should take into account
all eigenvalues. b: Effective Hamiltonian and its large/low-noise limit approximation when α = 1 (with (16/16) eigenvalues). c: However,
to reduce the noise threshold of the large noise expansion, one should drop out some eigenvalues. d: Effective Hamiltonian and its large/low-
noise limit approximation when α = 0 (with (7/16) eigenvalues, all negative eigenvalues being dropped out). In this Figure, we study a random
spin glass with N = 16 and choose ∆ii = |∑j Kij |.
Inequalities between Hamiltonians
Using basic algebra and functional analysis, we can show that log coshx ≤ x2/2 and that log coshx ≥ |x| − log 2, which
results in the following inequality on the Hamiltonians
H2({σi}, β) ≤ HL({σi}, β) ≤ H1({σi}, β). (51)
By summing over spin configurations, we get the reversed inequality for the partition functions
Z2(β) ≥ ZL(β) ≥ Z1(β). (52)
Another inequality can be derived by using the equivalence of norms ||.||1 and ||.||2 in finite dimensions (||.||2 ≤ ||.||1 ≤√
N ||.||2):
0 ≤
√
− 2
β
H2({σi}, β) ≤ −H1({σi}, β) + N
β
log 2 ≤
√
−2N
β
H2({σi}). (53)
These Hamiltonians are plotted for a sample random Ising problem in Figure 1.
Suggested algorithms
As suggested above, from the large noise expansion of the effective Hamiltonian, a natural way to probe the Gibbs distribution
of some Ising model defined by coupling matrix K (Eq. (8) is to set the matrix of the recurrent loop C to be a modified square
root of K:
Sqα(J) = Re(
√
K + α∆), (54)
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where α ∈ [−1, 1] is the eigenvalue dropout level, a parameter we will discuss below, and ∆ is a diagonal offset matrix defined
as the sum of the off-diagonal term of the Ising coupling matrix ∆ii =
∑
j 6=i |Kij |. An alternative solution would be to set
C = K. This solution has been studied in the particular case of associative memory couplings19, where it was shown that the
PRIS in this configuration would be described by a free energy function equal to the Ising free energy (up to a factor of 2). We
will discuss the pros and cons of both algorithms in section IV.
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III - CONSTRUCTION OF THE WEIGHT MATRIX
We here propose a technique to build a square root of K in order to find an approximate solution to any Ising problem. We
start with the general K Ising weight matrix K from Eq. (8). We notice that as K is symmetric and Kii = 0, K will never obey
the condition of Lemma 1.
Lemma 1 (Diagonal dominance.) If a A ∈ SN (R) is a real symmetric matrix such that for all i, |Aii| ≥
∑
j 6=i |Aij | and
Aii > 0, there exists B ∈ SN (R) such that B2 = A.
Proof 1 Let X be a vector of size N and norm 1 such that AX = λX with λ < 0. We assume i0 is the coordinate of X with
maximum absolute value (and xi0 > 0): xi0 = ||x||∞. We have
∑
j Ai0jxj = λxi0 . We thus get :
||x||∞|Ai0i0 | < |Ai0i0 − λ|||x||∞
= |
∑
j 6=i0
Ai0jxj |
≤
∑
j 6=i0
|Ai0j |||x||∞.
By simplifying this inequality, we get |Ai0i0 | <
∑
j 6=i0 |Ai0j | which contradicts our assumption. Thus, for allX ,XTAX ≥ 0,
which means that A is positive semidefinite.
We can thus write A = UDUT where U is unitary and D = Diag(λ1, · · · , λN ) with λi ≥ 0. The result is given by
B = U
√
DUT ∈ SN (R) with
√
D = Diag(
√
λ1, · · · ,
√
λN )
To be able to apply Lemma 1, we need to add diagonal terms to the Ising matrix K from Eq. 8 by defining K˜ = K + ∆
where ∆ is a diagonal matrix such that K˜ verifies the assumptions of theorem 1. From there, we can define J =
√
K˜. In the
large noise approximation, we thus get the following Hamiltonian describing the PRIS:
HL({σi}, β) ≈ −β
2
∑
ij
K˜ijσiσj = −β
∑
1≤i<j≤N
K˜ijσiσj − β
2
∑
1≤i≤N
K˜iiσ
2
i
= −β
∑
1≤i<j≤N
Kσiσj − β
2
∑
1≤i≤N
∆ii.
Since the ∆ matrix is fixed, the second term in this equation is a constant (independent of the spin distribution, given an Ising
problem to minimize). The Gibbs distribution is thus P ({σi}) ∝ exp (−βHL({σi})) ≈ Cte exp (−βHK,0) where HK,0 is the
Ising Hamiltonian defined in Eq. (8).
Discussion on the diagonal offset
The diagonal offset that is added to the original Ising matrix can be considered as a supplementary degree of freedom. To
verify Lemma 1, we can choose ∆ii =
∑
j 6=i |Kij |, to make sure K˜ is positive definite and has a real symmetric square root
J2 = K˜.
However, there is no reciprocal to Lemma 1. We here show that even some partial or weak reciprocals are usually wrong:
. The direct reciprocal of Lemma 1 is generally wrong. We consider the following counter-example:
A =
(
1 −2
−2 8
)
. A is symmetric, has positive diagonal elements but is not diagonally dominant (the inequality does not hold for only one
diagonal element). However, A is symmetric positive definite: its determinant is 4 and its trace 9, so the sum and product
of eigenvalues is positive, which means both are positive.
. Even a weak reciprocal of Lemma 1 is wrong:
If A ∈ SN (R), A has positive diagonal elements, such that for all i, |Aii| <
∑
j 6=i |Aij |, then A has at least one negative
eigenvalue.
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For example, one can consider :
A =
 1 1 11 1 1
1 1 1

. A is symmetric, has positive diagonal elements, verifies: ∀i, |Aii| <
∑
j 6=i |Aij |, but still, its eigenvalues are 0, 0, and 3.
. One (very) weak reciprocal of Lemma 1 is the following Lemma 2. It means that any Ising matrix (that has a zero diagonal)
will never have a real symmetric square root, unless we add an offset to its diagonal.
Lemma 2 IfA ∈ SN (R) (real symmetric matrix) such that for all i, Aii = 0, thenA has at least one negative (and one positive)
eigenvalue.
Proof 2 We have
∑
iAii =
∑
i λi = 0 so there is at least one negative and one positive eigenvalue.
. Lemma 3 (Weak reciprocal: unweighted MAX-CUT case.) If K is equal to minus the adjacency matrix of a graph, then the
matrix K˜ = K + α∆ is symmetric positive semi-definite if and only if α = 1.
Proof 3 Let’s first notice that this case still holds for a NP-hard subclass of Ising problems. In this case, K˜’s elements are −1
if there is a spin-spin connection and 0 otherwise. Thus, K˜ = K + ∆ has a zero eigenvalue: KX = 0 with X = (1, 1, ..., 1)T
(because the sum of each row is equal to 0). We notice that for α < 1:
K + α∆ = (K + ∆) + (α− 1)∆. (55)
As seen before, K + ∆ has a zero eigenvalue, and (α − 1)∆ only has negative eigenvalues. Using Weyl’s inequalities, we can
deduce that K + α∆ has at least one strictly negative eigenvalue.
Studying the reciprocal of Lemma 1 gives us a better insight on what is the optimal diagonal offset ∆ to add to the original
Ising matrix. We can consider ∆ as a supplementary degree of freedom in our algorithm. The choice of ∆ suggested by this
Lemma on diagonal dominance is particularly adapted for α > 0 and Ising problems with couplings that all have the same sign.
However, we notice that for large spin glasses, typically
∑
j 6=i |Kij | will be much greater than Kii. Thus, α ∼ −1/N is the
lower limit for non-zero J matrices. The domain of definition of α over which the number of eigenvalues actually varies is then
asymmetric. For this reason, we typically choose ∆ii = |
∑
j 6=iKij | for large spin glasses. In this study, we will specify which
definition of ∆ is chosen for each Figure and study.
Tuning the search dimensionality with eigenvalue dropout
Tuning the eigenvalue dropout gives us a way of tuning the search dimensionality. If K = UDU† where U is real unitary and
D = Diag(λ1, ...λN ), we can parametrize the phase space in terms of the eigenvectors of K, which we denote as ej (associated
to eigenvalue λj):
~σ =
∑
j
µje
j , (56)
H(~σ) = −1
2
σTKσ (57)
= −1
2
∑
j
µ2jλj . (58)
We can rephrase the optimization problem as follows:
Find
{
argminµ − 12
∑
j µ
2
jλj∑
j µje
j
i = ±1
(59)
As only the positive eigenvalues can decrease the energy, we would like to conclude that only the eigenvectors associated
with positive eigenvalues will contribute to minimizing the energy. However, one should make sure that the hard constraint in
Eq. (59) remains satisfied. We can only conclude on the heuristic result that the ground state of the optimization probably will
prefer having components in eigenspaces associated with positive eigenvalues. As reducing the eigenvalue dropout level results
in dropping out the negative eigenvalues, this explains why we usually observe a better performance for a certain level around
α = 0.
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Modified algorithm with tunable offset
We define ∆0 as the minimum offset to verify the assumption of Lemma 1 and make sure the modified Ising matrix is
symmetric positive semi-definite. ∆0 is defined as:
∆0ii =
∑
j 6=i
|Aij |,
∆0ij = 0 for i 6= j.
We define the modified algorithm as follows:
. K = K˜ + α∆0 where α ∈ [0, 1]
. J = Re
√
K, defined as follows: as K is symmetric, there is a unitary (and real) U such that K = UDiag(λ1, ..., λN )U†.
We define
√
λi = i
√|λi| if λi < 0. Then
J = U
(
Diag(
√
λ1, ...,
√
λN )
)
U†.
This modified algorithm only corresponds to a particular parametrization of the weight matrix and can thus be implemented with
the PRIS. The writing of this problem as a function of the coupling matrix eigenvalues (see above) proves that, as long as α ≥ 0
in the modified algorithm, the ground state of the Ising problem will likely remain unchanged (see Figure 4).
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FIG. 2. Optimized noise level used in Figure 2 (main text). a: for MAX-CUT graphs (Figure 2c in the main text). b: for spin glasses (Figure
2b in the main text).
FIG. 3. Conjugated influence of eigenvalue dropout and noise levels for finding the ground state. For each tuple (α, φ), the PRIS is run
100 times and Niter,90% is plotted (the ground state is pre-computed with BiqMac55). The colorbar is saturated at 105 iterations in order to
show the valley of optimal (α, φ) values. In this Figure, we study a MAX-CUT graph with density d = 0.5 and ∆ii =
∑
j 6=i |Kij |.
IV - NUMERICAL SIMULATIONS
Evaluating performance on finding ground state
To evaluate the performance of the algorithm on several Ising problems, we simulate the execution of an ideal photonic system,
performing computations without static error. The noise is artificially added after the matrix multiplication unit and follows a
Gaussian distribution, as discussed above. This results in an algorithm similar to the one described in the section II of this work.
For each randomly generated graph, we first compute its ground state with the online platform BiqMac55. We then make 100
measurements of the number of steps required (with a random initial state) to get to this ground state. From these 100 runs, we
define the estimate of finding the ground state of the problem with q percent probability Niter,q% as the q-th quantile.
In the main text, we present the scaling performance of the PRIS as a function of the graph order. For each graph order and
density, we generate 10 random samples with these properties. We then optimize the noise level (minimizing Niter,99%) on a
random sample graph and generate a total of 10 samples for each pair of graph order/density. The optimal value of φ is shown
in Figure 2.
Also in the main text, we study the influence of eigenvalue dropout and of the noise level on the PRIS performance. We
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FIG. 4. Influence of dropout (a-c) for a random spin glass and (d-f) for a sample random cubic graph with N = 8 and φ = 0.5. (a, b, d,
e): Eigenvalue distribution for various noise levels. (c, f): Energy landscape (Hamiltonian) plotted over linearized phase space for various
eigenvalue dropout levels α. For this Figure, we set ∆ii =
∑
j |Kij |.
show that the optimal level of eigenvalue dropout is usually α < 1, and usually around α = 0. In some cases, it can even be
α < 0 as we show in Figure 3 where the optimal (α, φ) = (−0.15, 0.55) for a random cubic graph with N = 52. In addition to
Figure 3(f-h) from the main text showing the influence of eigenvalue dropout on a random spin glass, the influence of dropout
on a random cubic graph is shown in Figure 4. Similar observations can be made, but random cubic graphs, which show highly
degenerated hamiltonian landscapes, are more robust to eigenvalue dropout. Even with α = −0.8, in the case shown in Figure
4(f) the ground state remains unaffected.
Evaluating sampling performance and critical parameters on two-dimensional ferromagnetic and infinite-range Ising models
In the main text, we evaluate the performance of the PRIS on sampling the Gibbs distribution of analytically solvable Ising
models and estimating their critical exponents. We chose the following two problems:
. Two-dimensional ferromagnetic Ising model on a square lattice with periodic boundary conditions. This model was first
analytically solved by Onsager21. Its energy is defined as
H = −1
2
∑
〈ij〉
σiσj , (60)
where 〈ij〉 refers to nearest neighbors (i, j) under periodic boundary conditions (see Figure 5).
. Infinite-range Ising model, where each node is connected with a positive coupling of 1/N to all its neighbors, including
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FIG. 5. Examples of analytically solvable Ising models studied in our benchmark. (a) Two-dimensional ferromagnetic Ising model and
(b) infinite-range (mean-field) Ising model.
FIG. 6. Physical observables of the two-dimensional Ising model obtained with L = 36 square-rooted PRIS.
itself. This model can be analytically solved by mean field theory77. Its energy is defined as
H = − 1
2N
∑
ij
σiσj = − 1
2N
(
∑
i
σi)
2. (61)
In order to measure the critical exponents, we need to make sure the free energy at all temperatures is equivalent to that of the
corresponding Ising model at all temperatures. It has been shown that the free energy of a Little network with coupling matrix
K equals that of an Ising model defined by the same coupling matrix K, when the coupling weights are configured to learn a
set of stable configurations (associative memory)19. However, this network has been discarded because of the possible existence
of loops between some of its degenerate states, which can result in odd dynamics of the system, if no additional precautions
are taken (see, for instance, Figure 7, where this simple algorithm actually converges to the maximal energy). We observe that
adding a diagonal offset to the coupling, as we do in the square-root version of this algorithm, suppresses these odd dynamics
(Figure 7(b)).
The algorithm described earlier to find the ground state of Ising problems could also be used to measure critical exponents, as
can be seen in Figure 6. However, there are some complications that arise:
. Taking the square root of the coupling matrix prevents the use of symmetry and sparsity to reduce the algorithm complexity.
Thus, for large graphs, the time needed to make a single matrix multiplication becomes quite large on a CPU.
. Taking the square root also modifies the coupling amplitude. It is now unclear how the temperature of the system should be
defined (which is a problem if we want to estimate the critical temperature with the PRIS). From the large-noise expansion
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FIG. 7. Comparison of different versions of the algorithms on the 2D Ferromagnetic Ising Model. (a) With no offset, the no square
root algorithm (defined by the following regime of operation of the PRIS: C = K) results in convergence to the state with maximal energy,
for some runs (with random initial conditions). (b) Adding an offset to the same regime of operation cancels this behavior and the algorithm
always converges to the ground state after some time.
of the Hamiltonian, we should define the effective temperature as T = k2φ2. However, we observe this definition does
not match the theoretical value of the critical temperature of the 2D Ferromagnetic Ising model.
For both Ising problems studied, we perform the following analysis:
. We first estimate the Binder cumulant U4 (see definition in the main text) as a function of the system temperature, for
various graph sizes N = L2. The cumulants U4 plotted for different L intersect at the critical temperature1 (see Figure
4(a) in the main text).
. We then estimate the dependence on the linear dimension L of various observables at the critical temperature and deduce
the corresponding critical exponent. This is enabled by the scaling law of observables at the critical temperature1:
m ∼ L−βC/νC , (62)
χ ∼ LγC/νC , (63)
τEauto ∼ Lz
E
C , (64)
τmauto ∼ Lz
m
C , (65)
where m,χ, τEauto, and τ
m
auto are respectively the magnetization, the magnetic susceptibility, the energy autocorrelation time
and the magnetization autocorrelation time1. To estimate the critical exponents, we run the algorithm 120 times for 105
iterations, with random initial conditions, at the critical temperature for each L and fit these observables with a power law
in L.
The estimates of all observables are obtained by taking every τEauto generated samples, where τ
E
auto is the energy autocorrelation
time, and dropping the first 10% of the data (arbitrary burn-in or equilibrium time). Our findings are summarized in Table II,
Figures 8 and 9, and are benchmarked versus the Metropolis-Hastings algorithm, which is summarized in Refs.1,66,67.
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Algorithm βC R2 γC R2 zEC R
2 zmC R
2
2D ferromagnetic Ising model
MH 0.1257 0.992 1.735 0.998 1.393 0.993 2.068 0.998
PRIS 0.1194 0.972 1.867 0.990 1.860 0.977 2.023 0.994
Infinite-range Ising model
MH 0.5245 0.997 1.011 0.999 0.920 0.999 0.924 0.999
PRIS 0.5650 0.999 0.922 0.999 0.914 0.999 0.886 0.999
TABLE II. Summary of critical exponents measured with the PRIS and MH. R2 is the coefficient of determination of each power law
fitting.
V - OTHER CONSIDERATIONS
Mapping to the MAX-CUT problem
The MAX-CUT problem of a weighted undirected graph can be phrased in terms of its adjacency matrix A:
Find argmaxσ
1
4
∑
ij
Aij(1− σiσj) := argmaxσCA(σ), (66)
where σ ∈ {−1, 1}N is a spin vector. The value of this MAX-CUT is called Cmax. More intuitively, this problem can be
interpreted as finding a subset of vertices of the graph, such that the number of edges connecting this subset to its complementary
is maximized. The vertices of this subset (resp. of its complementary) will have spin up (resp. spin down).
We can map the general Ising problem (spin glass) (Equation (8)) to any weighted MAX-CUT problem. This mapping is
useful because the publicly-available solver we use to find the Ising ground state works in terms of the MAX-CUT problem55.
The energy of the Ising ground state and the MAX-CUT are related as follows:
Hmin = −1
2
∑
ij
Kij − 2Cmax, (67)
where K = −A. From this linear relation, we also deduce that the solution of the weighted MAX-CUT problem and of the
general Ising model (spin glass) are the same:
argmaxσCA(σ) = argminσHK(σ). (68)
Code and data availability
Correspondence and requests for materials should be addressed to C. R.-C.
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VI - SCALING OF THE PRIS PERFORMANCE ON SEVERAL PHOTONIC ARCHITECTURES
Cascaded arrays of programmable Mach-Zehnder interferometers (MZI)
In Figure 10, we examine the influence of the bit accuracy of the setting of the phases on the performance of the machine.
This can describe any system where the matrix is encoded by a cascaded array of programmable MZIs such as33,78. We assume
the phase can be set with b-bit accuracy, which means that when setting phase θm (resp. φm) on the PNP, we actually draw from
a uniform distribution θ ∈ [θm − 2pi(2pi)b ; θm + 2pi(2pi)b ] (resp. φ ∈ [φm − 2pi(2pi)b ;φm + 2pi(2pi)b ]).
Another way to describe the bit accuracy of the PNP is through the bit-accuracy of the voltage setting33. The phase-voltage
relation can be approximated by a quadratic dependence: θ = 2pi
(
V
V2pi
)2
where V2pi is the voltage setting to achieve 2pi
modulation58. If we assume the voltage is set with bV accuracy, then the actual voltage is drawn from a (uniform) distribution
over [V − V2pi
2bV
;V + V2pi
2bV
]. This translates to the phase accuracy as:
θ ±∆θ = 2pi
(
V ± V2pi
2bV
)2
/V 22pi (69)
= θ ±
√
2piθ
2bV −1
+
2pi
4bV
(70)
We can safely neglect the last term and we notice that the worst case scenario corresponds to θ ∼ 2pi, for which bV − 1 = bθ. A
rule of thumb results: a bV -bit accuracy of the PNP on its voltage setting corresponds to a (bV − 1)-bit accuracy of the PNP on
its phase setting. Inversely, a bθ-bit accuracy of the PNP on its phase setting corresponds to a (bθ + 1)-bit accuracy of the PNP
on its voltage setting.
Static sources of noise could be a significant bottleneck in scaling the PRIS to large N ∼ 100 graph orders. For instance,
a static noise on the phase setting of an array of MZI will result in a static error on the effective coupling between spins, thus
reshaping the Hamiltonian landscapes, which could impact the algorithm efficiency. We simulate the algorithm performance as
a function of the graph orderN for phase resolutions of bθ = 8 and 16 bits. The resulting time on a GHz photonic architecture to
find the ground state with 90% chance, Titer,90%, is also shown in Figure 10. While a 16-bit phase resolution does not impact the
algorithm performance (with scaling results comparable to an ideal photonic network, see main text), an 8-bit phase resolution
may increase the required number of algorithm steps by one to two orders of magnitude, depending on the graph order and
topology (while still outperforming other photonic systems on a GHz architecture, such as9,59). Thus, the reduction of static
noise is of paramount importance in the realization of the PRIS on large-scale static photonic networks.
Optical Neural Networks based on Photoelectric Multiplication
For larger graphs N ∼ 103 − 106, one could resort to recently-proposed large-scale optical neural networks based on photo-
electric multiplication65. By encoding both matrix weights Cij and input signals S
(t)
i into optical (time) domain, the measured
output is added a Gaussian noise term with amplitude defined by the number of photons per Multiply And Accumulate (MAC):
S
(t+1)
i = Thθ
∑
j
CijS
(t)
j + w
(t)
i
||C||||S(t)||
N3/2
√
N√
nmac
 . (71)
For the various problems we study in this paper, the working standard deviation is usually ∼ 1. This corresponds to a working
nmac of
nmac ∼ N ||C||
2||S(t)||2
N3
(72)
We can evaluate the corresponding total energy consumption per matrix multiplication for 10 random spin glasses. We get
nmac ∼ 4 (resp. ∼ 15) for N = 100 (resp. N = 1, 000). Smaller working nmac will be required for sparser graphs, since ||C|| is
smaller. The corresponding SNR scales as ∼ nmac and the total energy is N2nmac ∼ 6.2 ± 0.35 fJ/matrix multiplication (resp.
1.9± 0.5 pJ/matrix multiplication).
There are many attractive features of these networks for the implementation of large-scale PRIS:
. This architecture naturally leverages quantum noise which perturbs the output as is required for the good execution of the
PRIS. The noise level can be tuned by changing the number of photons per MAC which is proportional to the SNR.
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. The non-linear function is executed in electronic domain, which allows a lot of flexibility on its implementation and re-
configuration (the threshold function required for the good operation of the PRIS would be straightforward to implement),
while optical nonlinearities working at low-power have not been demonstrated so far.
. This architecture is in principle scalable to very large number of spins N ∼ 106.
Free space optical Neural Networks
Since the PRIS relies on a static transformation, the use of free-space optical neural networks28,39 with 3D printed masks
or reconfigurable SLMs is another option to achieve PRIS with N ∼ 106 neurons. The analysis we made on the influence of
heterogeneities (see Figure 10) remains relevant here. A set of lens - mask - lens would realize the matrix multiplication on the
signal S(t) encoded in optical domains, while the coupling matrix C is encoded in the mask transmission. The speed of such a
free-space architecture would only be limited by the photodetector bandwidth (typically ∼ 10 THz).
28
Instance PRIS MH PRIS-A SA BiqMac
spin glass 1 -13,716 -13,796 -13,795 -13,814 -13,746
spin glass 2 -13,632 -13,736 -13,716 -13,754 N.C.
spin glass 3 -13,717 -13,777 -13,760 -13,796 N.C.
spin glass 4 -13,678 -13,768 -13,781 -13,798 N.C.
spin glass 5 -13,732 -13,755 -13,767 -13,782 N.C.
spin glass 6 -13, 752 -13,828 -13,804 -13,832 N.C.
spin glass 7 -13,723 -13,792 -13,758 -13,800 N.C.
spin glass 8 -13,731 -13,769 -13,781 -13,783 N.C.
spin glass 9 -13,711 -13,810 -13,798 -13,817 N.C.
spin glass 10 -13,754 -13,846 -13,822 -13,855 N.C.
TABLE III. Summary of benchmarking PRIS and PRIS-A against MH and SA. For both PRIS and MH, the algorithm is ran 100 times
for 10,000 iterations at each temperature / noise level. The table shows the absolute lowest ground state energy recorded. For PRIS-A and
SA, the algorithm is ran 100 times with Nalg, iter temperature increments (as given by Eq.(73)) and Niter per temp. = 100. For PRIS-A (resp.
SA), the initial noise level (resp. temperature) is φi = 50 (resp. Ti = 5, 000), the final noise level is φf = 0.1 (resp. Tf = 0.01) and the
temperature geometric factor is λ =
√
0.991 (resp. λ = 0.991). For PRIS-A, the eigenvalue dropout level is taken to be α = 0, corresponding
to (501/1000) eigenvalues. For BiqMac, the algorithm ran for three hours (time limit on the BiqMac online job submission platform). N.C. =
Non Computed.
VII - COMPARISON OF THE PRIS TO SEVERAL (META)HEURISTICS
Benchmarking versus Metropolis-Hastings on large spin glasses N ∼ 1000
In order to evaluate the performance of the PRIS on larger graphs, for which exact solvers typically fail, we benchmark the
PRIS against MH for a set of 10 random spin glasses (whose couplings are randomly chosen from a uniform distribution in the
interval [−1, 1]). First, we notice that the behavior probed by the PRIS and MH is very similar over the 10 spin glasses. The
temperature/noise-dependent mean ground state energy found by MH and the PRIS is shown in Figure 11. In particular, we see
that the PRIS achieves mean ground state energies similar to MH. As a reminder, a heuristic mapping between the temperature
from statistical physics and the effective temperature (noise level) of the PRIS is T ∼ (kφ)2. These graphs orders are large
enough, so that standard exact solvers are taking a long time to find the ground state. For instance, we ran BiqMac on spin glass
1 on their online submission server55 for three hours. The algorithm could only find an approximate ground state which was
outperformed by MH, PRIS-A, and SA.
We also observe that the PRIS shows an α-dependent optimal noise level, which increases with α. For spin glass 1, the
absolute lowest ground state energy is obtained for α = −0.2, i.e. (450/1000) eigenvalues. This hints at the necessity of
optimizing the hyperparameter α around α ∼ 0 when running the PRIS on large graphs.
PRIS-A: a proposed metaheuristic variation of the PRIS
A route to achieving systematically low energy states is to design metaheuristics, i.e. master strategies guiding the search for an
optimal ground state. Simulated Annealing (SA)29 is one of such algorithms, derived from Metropolis-Hastings. Let us reminder
the reader of one possible implementation of this algorithm with the widely used geometric schedule for the temperature29,32,79,80:
Start from random initial state
Choose initial temperature Ti and geometric factor λ < 1
T ← Ti
for all i ∈ {1, ..., Nalg, iter}
T ← λT
for all j ∈ {1, ..., Niter per temp.}
Update state according to MH acceptance rule at temperature T
end for
end for
Algorithm 1: Simulated annealing algorithm with a geometric schedule.
This naturally inspires a metaheuristic based on the PRIS, which we call Photonic Recurrent Ising Simulated Annealing
(PRIS-A):
29
Start from random initial state
Choose initial noise level φi and geometric factor λ < 1
φ← φi
for all i ∈ {1, ..., Nalg, iter}
φ← λφ
for all j ∈ {1, ..., Niter per temp.}
Update state according to PRIS acceptance rule at noise level φ
end for
end for
Algorithm 2: Photonic Recurrent Ising Simulated Annealing (PRIS-A) algorithm.
Let us note a couple of peculiarities:
. The noise level from the PRIS is related to an effective temperature via T ∼ φ2. Thus, one should compare SA ran with a
geometric factor λ to PRIS-A with a geometric factor
√
λ.
. In the PRIS-A algorithm, the eigenvalue dropout level α is also a degree of freedom. One could thus, in principle,
also simulate the annealing of the eigenvalue dropout level, thus affecting the ground state search dimensionality. A
comprehensive study of this new class of algorithms goes beyond the scope of this work.
. For given initial and final noise levels/temperatures and geometric factors, one can determine the number of temperature
increments Nalg, iter with the formula:
Nalg, iter =
log φf − log φi
log λ
. (73)
. λ is typically chosen to be smaller but close to 1, in order to mimic adiabatic temperature variations. We verify that
both for SA and PRIS-A, λ > 0.98 yields consistently low energy ground states, with no particular amelioration when
increasing λ (and scaling the number of temperature increments Nalg, iter).
The initial and final noise levels chosen for PRIS-A are φi = 50 and φf = 0.1. The initial and final temperatures chosen
for SA are Ti = (2 ∗ 0.5877 ∗ φi)2 ∼ 3454 and Tf = (2 ∗ 0.5877 ∗ φf )2 ∼ 0.01. We observed no significant variation on
the minimum ground state energy found for λ > 0.99 and ran each algorithms with a rate of λ = 0.991. The performance
of the various algorithms we implement is shown in Table III. MH yields lower ground state energies than PRIS on average of
0.53%. However, PRIS-A can outperform PRIS by a similar amount, lowering energies on average of 0.46%. This is a larger
performance enhancement than SA to MH (0.11% decrease of ground state energy). Then, on average, SA outperforms PRIS-A
by 0.18%. We expect optimization of the eigenvalue dropout level α (and simulated annealing on this parameter) to further
enhance the performance of PRIS and PRIS-A.
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FIG. 8. Probing the critical exponents of the 2D Ferromagnetic Ising model. Fits are shown with the resulting critical exponent for the
PRIS (a, c, e, g) and the MH (b, d, f, h) algorithms for the susceptibility (a-b), energy autocorrelation time (c-d), magnetization (e-f), and
magnetization autocorrelation time (g-h).
34
FIG. 9. Probing the critical exponents of the infinite-range Ising model. Fits are shown with the resulting critical exponent for the PRIS (a,
c, e, g) and the MH (b, d, f, h) algorithms for the susceptibility (a-b), energy autocorrelation time (c-d), magnetization (e-f), and magnetization
autocorrelation time (g-h).
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FIG. 10. Simulated scaling of PRIS on a cascaded array of programmable MZIs. Number of algorithm steps to reach a ground state with
a probability of 90% is plotted as a function of the graph order for various graph topologies: MAX-CUT graphs with densities d = 0.1 (a),
d = 0.5 (b), and d = 0.9 (c), Random Cubic Graphs (RCG), and spin glasses (d).
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FIG. 11. Benchmarking the PRIS versus MH on large spin glasses N = 1000. For both PRIS and MH, the algorithm is ran 100 times
for 10,000 iterations at each temperature / noise level. The line shows the average ground state energy over 100 runs, and the shaded area
corresponds to ± the standard deviation. PRIS is ran for various dropout levels corresponding to (Neig/N) eigenvalues (see legend). Results
for MH and PRIS at the smallest eigenvalue dropout level (311/1000) are also averaged over the 10 random spin glasses. Results for the PRIS
at all others eigenvalue dropout levels are only averaged over spin glass 1 (see discussion). For this study, we choose ∆ii = |∑j Kij |.
