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It is frequently the case that sales forecasts are available at the detailed product
level for only a relatively short time horizon. For the rest of the forecast horizon,
only aggregate sales forecasts at the product family level are available. The problem
addressed in this paper is how to ¯t a forecast simulation model to a history of these
aggregate and disaggregate forecasts. Our approach to develop such a model is to com-
bine a forecast update model with a forecast disaggregation model. The forecast update
model is called the Martingale Model of Forecast Evolution (MMFE). The parameters
of the two models must be estimated from historical forecast data. It is this statistical
parameter estimation problem that occupies the major part of our investigation. We
recommend an estimation technique based on the method of moments.
Heath and Jackson (1994) use a simulation model for the manner in which sales forecasts
evolve over time in order to estimate the need for safety-stock in a production-distribution
system. The model is ¯tted to historical forecast data. Their approach has the advantage
that it does not require a speci¯cation of the actual forecasting techniques employed by
the sales department. It captures correlations in forecast history. These correlations are
important for correctly assessing the e®ectiveness of any safety-stock policy.
In this paper, we extend this approach to handle the situation in which the forecasting
system provides forecasts at di®erent aggregation levels over di®erent time intervals. From
a history of these aggregate-disaggregate forecasts, we seek to build a model for how these
forecasts will evolve in the future. The primary use of such a model would be as input to a
production and inventory planning model.
It is frequently the case in manufacturing companies that sales forecasts are available
at the detailed product level for only a relatively short time horizon. For the rest of the
forecast horizon, only aggregate sales forecasts at the product family level are available. The
problem addressed in this paper is how to ¯t a forecast simulation model to a history of
these aggregate and disaggregate forecasts.
Our approach to develop such a model is to combine a forecast update model with a
1forecast disaggregation model. The parameters of the two models must be estimated from
the forecast history data. It is this statistical parameter estimation problem that occupies
the major part of our investigation.
The forecast update model, called the Martingale Model of Forecast Evolution (MMFE)
was developed by Graves et al. (1986, 1998) and Heath and Jackson (1994). It is a general
probabilistic model for modeling the evolution of demand forecasts over time. It can be
traced to early work by Hausman (1969) which suggests modeling the time series of ratios
of successive forecasts as a quasi-Markovian system. Analysis of inventory systems using the
MMFE as the underlying model can be found in GÄ ullÄ u (1996), Chen et al. (1999), Toktay
and Wein (2001), Aviv (2001), Iida and Zipkin (2001), Dong and Lee (2003), Chod and Rudi
(2003), and Lu et al. (2003). A survey of many of these papers can be found in Toktay and
Wein (2001).
The paper is organized as follows. In section 1, we review the original MMFE model and
combine it with a forecast disaggregation model to model the forecasting system of interest.
Following Heath and Jackson (1994), we provide both an additive and a multiplicative version
of the model. The additive model is simpler, but the multiplicative model is more likely
to be useful in practice. In sections 2 and 3, we assume that a history of forecasts is
available and we focus on the parameter estimation problem. We propose three parameter
estimation techniques based on di®erent views of the approximation process. We have no
a priori basis to select an approach so, in section 4, we present the results of numerical
tests designed to measure the e®ectiveness of these techniques. One technique, a method of
moments approach, dominates the others in e®ectiveness. We continue the numerical study,
focusing on the method of moments technique, and draw conclusions on the sensitivity of
the e®ectiveness of the technique to changes in the underlying parameters. In section 5, we
conclude and suggest future research.
21 The Model
1.1 The Martingale Model of Forecast Evolution
MMFE is a general probabilistic model for modeling the evolution of demand forecasts. At
the end of period s, demand forecasts, denoted as Fs;t, are generated for s · t · s + `,
where ` is the forecast horizon and Fs;s is the actual demand in period s, since the forecast
is made after the true demand is revealed. Let Fs;s = Ds. These forecasts form a forecast
vector Fs = (Fs;s;Fs;s+1;¢¢¢;Fs;s+`). No forecast beyond period s + ` is available, apart
from a vector of estimated demand ¸t for t > s + `, that is not subject to change. The ¸t's
re°ect the long term demand trend. When time advances to the end of next period, period
s + 1, additional information becomes available and a new demand forecast vector, Fs+1, is
generated. Let Xs;t = Fs;t ¡ Fs¡1;t be the forecast update made in period s for period t,
s · t. Then Xs = (Xs;s;Xs;s+1;¢¢¢;Xs;s+`) is called the forecast update vector. The MMFE
is a descriptive model that characterizes the resulting sequence of forecast update vectors.
MMFE model characterizes two key properties of the forecast update vectors. Firstly,
the elements in forecast update vector Xs can be highly correlated. For example, good (bad)
news, in the sense of marketing intelligence, in a period can contribute to increase (decrease)
in demand forecast in all future periods, which leads to positive correlation between entries.
On the other hand, when the total sales are ¯xed due to long-term sales contracts, negative
correlation tends to happen since an increase in sales forecasts in current period should
cause forecasts of sales in future periods to fall. Secondly, although forecast updates can be
highly correlated between entries, they are uncorrelated between periods since changes are
always made based on the new information available in a period. (This second property is
obtained based on some assumptions. See Heath and Jackson (1994) for details.) That is,
Xs and Xs+1 are uncorrelated. The successive forecasts of future demands, fFsg, thus form
a martingale process, which leads to the name of this methodology.
Note that MMFE is not a forecasting technique. Rather, it is a model of the behavior
of forecasting systems and how forecast changes evolve over time. It is robust in that it
3does not specify a particular forecasting technique. It needs only historical forecast data as
inputs and can be used to model forecast evolution without the speci¯cation of the particular
forecasting techiques used by a forecaster.
Based on some relatively weak assumptions, Heath and Jackson (1994) show that the se-
ries of forecast update vectors fXsg can be modeled as a sequence of independent, identically
distributed, multivariate normal random vectors with mean 0. The only model parameters
are the variance-covariance (VCV) matrix for the distribution of the Xs vectors and the
initial vector of forecasts. That is, after the components in the (` + 1) £ (` + 1) VCV ma-
trix are estimated from historical forecast updates, the production manager could use the
MMFE to simulate the future forecast update process. Heath and Jackson also introduce a
multiplicative model to deal with the situation where the forecasts are highly seasonal.
1.2 The Mixed Aggregate-Disaggregate MMFE
We now extend the MMFE to include both the aggregate (product family level) and disag-
gregate (product level) forecast information. Consider a product family with N products.
At the end of period s, forecasts for all N products are available for periods s;¢¢¢;s + p.
Let F n
s;t be the forecast for product n in period t available at the end of period s, where
n = 1;¢¢¢;N and s · t · s + p. Only aggregate forecasts are available for the next ` ¡ p
periods, s + p + 1;s + p + 2;¢¢¢;s + `. We denote the aggregate forecasts by Fs;t, with
s + p + 1 · t · s + `.
1.2.1 The Additive Model
Before introducing the additive model, ¯rst consider a product family with N = 2 products.
The number of periods over which disaggregate forecasts are available is p = 1, and the
forecast horizon is ` = 2. Number the current period as s = 0. Let us focus on the evolution
of forecasts for the demand in period 2. At the end of period s = 0, only the aggregate
forecast Fs;s+` = F0;2 is available for period s + p + 1 = 2, although detailed forecasts are
available for period s+p = 1, F 1
0;1 and F 2
0;1. When time proceeds to the end of period 1, we
4have disaggregate forecasts for all products for period 2, F 1
1;2 and F 2
1;2, since period 2 is now
only 1 period away. Here one aggregate forecast F0;2 evolves into two disaggregate forecasts,
F 1
1;2 and F 2
1;2. To model the evolution from one aggregate forecast to N part-level forecasts,
we need a splitting parameter which is called the disaggregation ratio r. r = (r1;r2;¢¢¢;rN)0
with rn the disaggregation ratio for the n¡th product in the family, and
N P
n=1
rn = 1. Note
that we use (0) for transpose.
Thus, in the example with N = 2, the evolution of forecasts for the demand in period 2
from period s = 0 to period s = 1 becomes
F
1
1;2 = r1F0;2 + X1
1;2 with X1
1;2 the update,
F
2
1;2 = r2F0;2 + X2
1;2 with X2
1;2 the update,
r1 + r2 = 1:
We collect the notation here.
p = number of periods over which only the disaggregate forecasts exist.
` = number of periods over which aggregate or disaggregate forecasts exist, ` ¸ p.
N = number of products in the product family.
¸t = mean of the aggregate demand in period t for t > s + `.
Fs;t = aggregate forecast for period t made at the end of period s, s + p + 1 · t · s + `.
F
n
s;t = disaggregate forecast for product n for period t made at the end of period s,
s · t · s + p.
Fs = (F 1
s;s;:::;F N
s;s;F 1
s;s+1;:::F N
s;s+1;:::F 1
s;s+p;:::F N
s;s+p;Fs;s+p+1;:::Fs;s+`)0,
= forecast vector of demand forecasts made in period s with dimension
N(p + 1) + (` ¡ p). Let M = N(p + 1) + (` ¡ p).
rn = the disaggregation ratio for product n,
N P
n=1
rn = 1, rn ¸ 0.
X
n
s;t =
8
> <
> :
F n
s;t ¡ F n
s¡1;t; for s · t · s + p ¡ 1,
F n
s;t ¡ rnFs¡1;t; if t = s + p.
(1)
5Xs;t = Fs;t ¡ Fs¡1;t, for s + p + 1 · t · s + `. (2)
Xs = (X1
s;s;:::;XN
s;s;X1
s;s+1;:::XN
s;s+1;:::X1
s;s+p;:::XN
s;s+p;Xs;s+p+1;:::Xs;s+`)0,
= forecast update vector in period s with dimension M.
H = number of the most recent forecast update vectors that will be used for estimating
the parameters in our model in any period. We need to have H + 1 historical
forecast vectors to get H forecast update vectors.
¹ = (¹i)i=1;2;¢¢¢;M, the mean vector of Xs.
§ = (¾ij)i;j=1;2;¢¢¢;M, the VCV matrix of Xs.
We make the following assumptions.
1. The information available to make predictions at time s, £s, grows as s increases. That
is, in each period s, a certain amount of information £s is known and £s µ £s+1.
2. The forecast update in period s + 1, Xs+1 is uncorrelated with any random variable
measurable with respect to £s and hence, is uncorrelated with all Xu for u · s. And
we also assume that E(Xs+1) = 0. This assumption will be satis¯ed if the forecast
made is the conditional expectation of future demand given the available information.
Specially, let £s be a ¾-¯eld describing the knowledge available at time s. At time s,
the current forecast of any future demand Fs;t, t ¸ s, is Fs;t = E[Ft;tj£s]. The additive
model described in (1) and (2) and the martingale property imply that Xs and Xs+1
are uncorrelated, and that E(Xs+1) = 0. This assumption can also be justi¯ed in other
ways. See Heath and Jackson (1994) for a more detailed description.
3. The forecast update vectors fXsg form a stationary stochastic process. There are
many techniques in time series texts for modifying a time series to obtain more nearly
stationary time series, and most of these methods are applicable here.
4. The forecast update vectors Xs are jointly normally distributed. Our predictions de-
pend only on the ¯rst and second moments of Xs, ¹ and §.
6Under these assumptions, the update vectors Xs are independent, identically distributed,
multivariate normal random vectors with mean ¹ = 0. The model parameters are the VCV
matrix, §, of the update vectors Xs and the disaggregation ratio r = (r1;r2;¢¢¢;rN)0.
1.3 The Multiplicative Model
In practice, it is quite usual that the forecasts are highly seasonal. Because this violates
the stationarity assumption, a log transformation is used to improve the stationarity. A
multiplicative model models the logarithms of the forecasts in an additive way and it is
especially useful in dealing with seasonal data. The forecast updates in the multiplicative
model, instead of being governed by (1) and (2), are as follows.
X
n
s;t =
8
> <
> :
ln(F n
s;t) ¡ ln(F n
s¡1;t); if s · t · s + p ¡ 1,
ln(F n
s;t) ¡ ln(rnFs¡1;t); if t = s + p,
(3)
Xs;t = ln(Fs;t) ¡ ln(Fs¡1;t), if s + p + 1 · t · s + ` (4)
or e
Xn
s;t =
8
> > <
> > :
Fn
s;t
Fn
s¡1;t; if s · t · s + p ¡ 1,
Fn
s;t
rnFn
s¡1;t; if t = s + p,
e
Xs;t =
Fs;t
Fs¡1;t, if s + p + 1 · t · s + `.
As in the additive model, here we assume that eXs+1 is uncorrelated with any random variable
measurable with respect to £s and hence is uncorrelated with all eXu for u · s. De¯nitions
of ¹, §, and H are unchanged in the multiplicative model.
Since the successive forecasts of a future demand form a martingale process,
E[F
n
s;t] =
8
> <
> :
F n
s¡1;t; if s · t · s + p ¡ 1,
rnFs¡1;t; if t = s + p,
E[Fs;t] = Fs¡1;t, if s + p + 1 · t · s + `.
Therefore, we have E[e
Xn
s;t] = 1 and E[eXs;t] = 1. If Xn
s;t and Xs;t are normally distributed,
these facts simplify to
¹i = ¡
¾ii
2
; for i = 1;:::;M. (5)
7That is, the mean vector ¹ is determined by the VCV matrix, §. As in the additive model,
the parameters are the VCV matrix § for Xs, and the disaggregation ratio r. To apply this
model, we need to estimate § and r from historical demand and forecast data.
2 Parameter Estimation for the Additive Model
We assume that a history of forecasts is available and focus on the parameter estimation
problem. First we look at the additive model.
2.1 Estimating § for a given r
For a given disaggregation ratio vector r and a history of forecast vectors fFsgs=0;¢¢¢;H, we
can calculate the forecast update vectors fXs(r)gs=1;¢¢¢;H according to (1) and (2). We use
the notation Xs(r) since its value depends on the value of r. Let vector A(r) = (ai) =
1
H
PH
s=1 Xs(r) and matrix B(r) = (bij) = 1
H
PH
s=1 Xs(r)X0
s(r) be the ¯rst and second sample
moments of Xs(r) with dimensions M and M £ M.
Using the method of moments, we equate the VCV matrix § = (¾ij) with the sample
second centered moment 1
H
PH
s=1(Xs(r)¡¹)(Xs(r)¡¹)0. Using the constraint ¹ = 0, we get
§ = 1
H
PH
s=1 Xs(r)X0
s(r). Denote by ^ § the estimates of VCV. We thus set ^ § = B(r), i.e.,
^ ¾ij(r) = bij.
^ § is guaranteed to be positive semi-de¯nite. This estimate of § depend on the r values.
2.2 Estimating the Disaggregation Ratio Vector, r
The sample ¯rst moment of Xs(r) is written as
A(r) =
1
H
H X
s=1
Xs(r)
=
1
H
H X
s=1
(X
1
s;s;X
2
s;s;¢¢¢;X
N
s;s;X
1
s;s+1;X
2
s;s+1;¢¢¢;X
N
s;s+1;¢¢¢;
X
1
s;s+p(r);X
2
s;s+p(r);¢¢¢;X
N
s;s+p(r);Xs;s+p+1;Xs;s+p+2;¢¢¢;Xs;s+`)
0:
8Only the middle N entries in A(r), A¤(r) = 1
H
H P
s=1
(X1
s;s+p(r);X2
s;s+p(r);¢¢¢;XN
s;s+p(r))0, in-
volve r. To estimate r, we focus on terms a®ected by r. Rewrite A¤(r) as
A
¤(r) =
1
H
H X
s=1
2
6 6
6
6 6
6 6
6
6
4
X1
s;s+p(r)
X2
s;s+p(r)
. . .
XN
s;s+p(r)
3
7 7
7
7 7
7 7
7
7
5
=
1
H
H X
s=1
2
6 6
6
6 6
6 6
6
6
4
F 1
s;s+p ¡ r1Fs¡1;s+p
F 2
s;s+p ¡ r2Fs¡1;s+p
. . .
F N
s;s+p ¡ rNFs¡1;s+p
3
7 7
7
7 7
7 7
7
7
5
= ¹ A ¡ cr = (¹ ai) ¡ cr
where ¹ A = 1
H
H P
s=1
³
F 1
s;s+p;F 2
s;s+p;¢¢¢;F N
s;s+p
´0
and c = 1
H
H P
s=1
Fs¡1;s+p. ¹ A and c can be calcu-
lated from the historical data and do not depend on r.
Similarly, in the sample second moment B(r), only a N £ N submatrix B¤(r) depends
on r. Speci¯cally, B¤(r) is the (Np + 1)th to (N + 1)pth rows and columns from the matrix
B(r). Rewrite B¤(r) as
B
¤(r) =
1
H
H X
s=1
2
6
6 6
6
6 6
6 6
6
4
X1
s;s+p(r)
X2
s;s+p(r)
. . .
XN
s;s+p(r)
3
7
7 7
7
7 7
7 7
7
5
2
6
6 6
6
6 6
6 6
6
4
X1
s;s+p(r)
X2
s;s+p(r)
. . .
XN
s;s+p(r)
3
7
7 7
7
7 7
7 7
7
5
0
= ¹ B ¡ rG
0 ¡ Gr
0 + frr
0
where ¹ B = 1
H
H P
s=1
2
6
6 6
6 6
6
6 6
6
4
F 1
s;s+p
F 2
s;s+p
. . .
F N
s;s+p
3
7
7 7
7 7
7
7 7
7
5
2
6
6 6
6 6
6
6 6
6
4
F 1
s;s+p
F 2
s;s+p
. . .
F N
s;s+p
3
7
7 7
7 7
7
7 7
7
5
0
, G = 1
H
H P
s=1
Fs¡1;s+p
2
6
6 6
6 6
6
6 6
6
4
F 1
s;s+p
F 2
s;s+p
. . .
F N
s;s+p
3
7
7 7
7 7
7
7 7
7
5
, and f = 1
H
H P
s=1
F 2
s¡1;s+p.
Again, ¹ B, G and f can be calculated from the historical data and do not depend on r. De-
note ¹¤(r) = (¹Np+1;:::;¹N(p+1))0 as the mean vector of (X1
s;s+p(r);X2
s;s+p(r);¢¢¢;XN
s;s+p(r))0,
and diag¤(§(r)) = (¾nn : Np+1 · n · N(p+1))0 as the variance of it. ¹¤(r) is a sub-vector
of ¹ and diag¤(§(r)) is part of the diagonal elements in the VCV matrix §. We use r = (rn)
to denote the true value, and ^ r = (^ rn) to denote the estimates of r.
92.2.1 Method of Moments Estimation I (MOM I)
The Method of Moments Estimation procedure equates ¹¤(r) with its sample ¯rst moment
A¤(r), leading to A¤(r) = ¹¤(r). We have assumed ¹ = 0, so ^ rn = ¹ an=c. Because
N P
i=1
¹ ai 6= c
in general, we normalize to obtain our estimates for the rn
0s, i.e.,
^ rn =
¹ an
N P
i=1
¹ ai
;n = 1;2;¢¢¢;N:
This method has trivial computations and a unique, non-negative solution.
2.2.2 Method of Moments Estimation II (MOM II)
Notice that in Method of Moments Estimation I, we obtain a preliminary estimate of r from
the ¯rst moment of ¹¤(r), and then normalize this estimate to obtain our ¯nal estimate,
which introduces errors. That is, the normalization can create a gap between A¤(r) and
¹¤(r), which should be equal to 0.
In Method of Moments Estimation II, we try to minimize this gap subject to the nor-
malization constraint. That is,
Min. kA
¤(r) ¡ ¹
¤(r)k
2 =
N X
n=1
(¹ an ¡ crn)
2
s.t.
N X
n=1
rn = 1:
This is a convex programming problem with a unique solution
^ rn =
1
N
+
1
c
0
B B
B
@¹ an ¡
N P
i=1
¹ ai
N
1
C C
C
A:
Lemma 1 Method of Moments Estimation II yields a non-negative r if, for all n,
H P
s=1
Ã
NF n
s;s+p + Fs¡1;s+p ¡
N P
i=1
F i
s;s+p
!
¸ 0:
10The lemma holds because
^ rn =
1
N
+
1
c
0
B B
B
@¹ an ¡
N P
i=1
¹ ai
N
1
C C
C
A =
1
Nc
Ã
N¹ an + c ¡
N X
i=1
¹ ai
!
=
1
HNc
H X
s=1
Ã
NF
n
s;s+p + Fs¡1;s+p ¡
N X
i=1
F
i
s;s+p
!
¸ 0:
By (1), aggregate forecasts evolve into disaggregate forecasts as follows.
F
n
s;s+p = rnFs¡1;s+p + X
n
s;s+p; n = 1;2;:::;N: (6)
Summing the above equations over n, we have Fs¡1;s+p ¡
N P
n=1
F n
s;s+p = ¡
N P
n=1
Xn
s;s+p, a
normal random variable with mean 0 and variance
N P
n=1
¾Np+n. For consumer products, we
would anticipate that the variance term
N P
n=1
¾Np+n is small relative to NF n
s;s+p. Consequently,
in most cases, the non-negativity condition in Lemma 1 should hold.
2.2.3 Least Squares Estimation (LS)
In (6), since Xn
s;s+p is random, a gap might exist between the forecast data F n
s;s+p and
rnFs¡1;s+p + Xn
s;s+p. Least Squares Estimation tries to minimize the expectation of the
squared sum of these gaps, subject to a normalization constraint.
Min. E
( N X
n=1
H X
s=1
³
rnFs¡1;s+p + X
n
s;s+p ¡ F
n
s;s+p
´2
)
s.t.
N X
n=1
rn = 1:
Rewriting the objective function as 2H
PN
n=1 (fr2
n ¡ 2gnrn + constant), where
gn = 1
H
H P
s=1
³
Fs¡1;s+pF n
s;s+p
´
, f = 1
H
H P
s=1
F 2
s¡1;s+p. We can see that this is a convex program-
ming problem with a unique solution
^ rn =
1
N
+
1
f
0
B
B
B
@gn ¡
N P
i=1
gi
N
1
C
C
C
A:
Lemma 2 Least Squares Estimation yields a non-negative estimate of r if, for all n,
11H P
s=1
Fs¡1;s+p
Ã
NF n
s;s+p + Fs¡1;s+p ¡
N P
i=1
F i
s;s+p
!
¸ 0:
The lemma follows because
^ rn =
1
N
+
1
f
0
B B
B
@gn ¡
N P
i=1
gi
N
1
C C
C
A =
1
Nf
Ã
gnN + f ¡
N X
i=1
gi
!
=
1
HNf
H X
s=1
Fs¡1;s+p
Ã
NF
n
s;s+p + Fs¡1;s+p ¡
N X
i=1
F
n
s;s+p
!
¸ 0:
As explained in the previous section, Fs¡1;s+p¡
N P
n=1
F n
s;s+p = ¡
N P
n=1
Xn
s;s+p, a normal random
variable with mean 0 and variance
N P
n=1
¾Np+n. The non-negativity condition should hold for
many consumer products forecasting situations.
3 Parameter Estimation for the Multiplicative Model
3.1 Estimating § for a given r
As in the additive model, for a given disaggregation ratio vector r, we use the method of
moments to estimate the VCV matrix §. We equate ^ § with the sample second centered
moment, i.e.,
^ § =
1
H
H X
s=1
(Xs(r) ¡ ^ ¹)(Xs(r) ¡ ^ ¹)
0: (7)
Following (5), we set ^ ¹ = ¡Diag(^ §)=2. We can solve the resulting system of equations and
obtain the matrix-estimate ^ § = (^ ¾ij), as follows.
^ ¾ii(r) = 2(1 ¡ ai) ¡ 2
q
(1 ¡ ai)2 ¡ bii; for i = 1;¢¢¢;M, and (8)
^ ¾ij(r) = bij + 1
2ai^ ¾jj + 1
2aj^ ¾ii + 1
4^ ¾ii^ ¾jj; for i;j = 1;¢¢¢;M and i 6= j.
Since (7) holds for our estimate ^ ¹ = ¡Diag(^ §)=2, ^ § is clearly positive semi-de¯nite. Observe
that the estimate of §, ^ § = (^ ¾ij), depends on the r values through the calculation of Xs(r).
We note that it is possible that the square root in (8) does not exist, which is a feature
of the original lognormal MMFE model. However, when bias is removed by pre-processing,
12as described in Heath and Jackson (1994), we have not encountered an industrial data set
with this problem in our numerical experiments. For the portion of ^ § that is a®ected by the
disaggregation ratio r, as we will see, the techniques we use to estimate r guarantee that the
square root in (8) exists.
3.2 Estimating the Disaggregation Ratio Vector, r
As in Section 2.2, we focus on A¤(r) and B¤(r), the terms a®ected by r in the ¯rst and
second sample moment of Xs(r). In the multiplicative model described in (3), it is easily
shown that
A
¤(r) = ¹ A ¡ ln(r);
B
¤(r) = ¹ B ¡ ¹ Aln(r)
0 ¡ ln(r)¹ A
0 + ln(r)ln(r)
0;
where ¹ A = 1
H
PH
s=1 ­s, ¹ B = 1
H
H P
s=1
­s­s
0, ­s =
·
ln
µ
F1
s;s+p
Fs¡1;s+p
¶
;ln
µ
F2
s;s+p
Fs¡1;s+p
¶
;¢¢¢;ln
µ
FN
s;s+p
Fs¡1;s+p
¶¸0
.
¹ A and ¹ B can be calculated from the historical data and do not depend on r. ¹¤(r) and
diag¤(§(r)) are de¯ned as they were in the additive model. In what follows, we use r = (rn)
to denote the true value of the disaggregation ratio vector, ^ r = (^ rn) the estimates of r, and
°n = ln(rn), for n = 1;¢¢¢;N. The existence of the square root in (8) is equivalent to
(1 ¡ ¹ an + °n)
2 ¡
³
¹ bnn ¡ 2¹ an°n + °
2
n
´
¸ 0: (9)
3.2.1 Method of Moments Estimation I (MOM I)
We equate ¹¤(r) with its sample ¯rst moment A¤(r), getting the system of equations in r,
A¤(r) = ¹¤(r). By our assumptions, ¹¤(r) = ¡diag¤(§(r))=2. Applying (8) we obtain
¹ an ¡ °n = ¡(1 ¡ ¹ an + °n) +
r
(1 ¡ ¹ an + °n)
2 ¡
³
¹ bnn ¡ 2¹ an°n + °2
n
´
or equivalently °n =
³
¹ bnn + 2¹ an ¡ ¹ a2
n
´
=2. By normalizing rn
0s, which equal e°n, we obtain
an estimate for rn
0s:
^ rn =
exp
³¹ bnn+2¹ an¡¹ a2
n
2
´
N P
i=1
exp
µ
¹ bii+2¹ ai¡¹ a2
i
2
¶:
In this method, the estimate is non-negative, and (9) holds.
133.2.2 Method of Moments Estimation II (MOM II)
The normalization process in Method of Moments Estimation I creates a gap between A¤(r)
and ¡diag¤(§(r))=2. In Method of Moments Estimation II, we minimize this gap, subject
to a normalization constraint.
Min.
° °
° °A
¤(r) ¡
µ
¡
1
2
¶
diag
¤(§(r))
° °
° °
2
s.t.
N X
n=1
rn = 1;
rn ¸ 0; n = 1;:::;N:
Rewrite the objective function as
N X
n=1
"
¹ an ¡ °n + (1 ¡ ¹ an + °n) ¡
r
(1 ¡ ¹ an + °n)
2 ¡
³
¹ bnn ¡ 2¹ an°n + °2
n
´
#2
=
N X
n=1
µ
1 ¡
q
1 + ¹ a2
n ¡ 2¹ an ¡¹ bnn + 2°n
¶2
:
Then, the problem can be reduced to the following one.
Min.
N X
n=1
µ
1 ¡
q
1 + ¹ a2
n ¡ 2¹ an ¡¹ bnn + 2°n
¶2
(10)
s.t.
N X
n=1
e
°n = 1;
°n ¸ ¹ an +
¹ bnn
2
¡
¹ a2
n
2
¡
1
2
:
This is a nonlinear programming problem that can be solved numerically. The last constraint
is equivalent to (9). The objective function (10) is convex in r if and only if the inequality
°n · ¹ an +
¹ bnn
2 ¡
¹ a2
n
2 +0:574 holds for all n = 1;¢¢¢;N, which unfortunately is not guaranteed
in our model. Although (10) is not convex, in our experiments we have seen no evidence of
multiple local minima.
3.2.3 Least Squares Estimation (LS)
In (3), the forecast evolution step that disaggregates the aggregate forecasts satis¯es
F
n
s;s+p = rnFs¡1;s+pe
Xn
s;s+p; n = 1;2;:::;N:
14Since Xn
s;s+p is random, a gap might exist between the forecast data F n
s;s+p and
Fs¡1;s+prne
Xn
s;s+p. In Least Squares Estimation, we minimize the expectation of the squared
sum of these gaps, subject to a normalization constraint. That is, we solve
Min. E
( N X
n=1
H X
s=1
h
rnFs¡1;s+pe
Xn
s;s+p ¡ F
n
s;s+p
i2
)
s.t.
N X
n=1
rn = 1;
rn ¸ 0; n = 1;:::;N:
Then the problem becomes
Min.
N X
n=1
H X
s=1
½
F
2
s¡1;s+pexp
·
2
µ
1 ¡ ¹ an + 2°n ¡
q
1 + ¹ a2
n ¡ 2¹ an ¡¹ bnn + 2°n
¶¸
¡2Fs¡1;s+pF
n
s;s+pe
°n
o
(11)
s.t.
N X
n=1
e
°n = 1;
°n ¸ ¹ an +
¹ bnn
2
¡
¹ a2
n
2
¡
1
2
:
This is a nonlinear programming problem that can be solved numerically. As before, the
second constraint implies (9). Algebraic manipulation of the second derivative shows that the
objective function (11) is convex in r, where rn = e°n. Thus, this is a convex minimization
problem.
4 Experimental Design and Simulation
For our experimental design, we focus on the multiplicative model because it is likely to be
more useful in practice than the additive model. We aim to answer two questions: (1) Which
of the three methods is the best one for estimating § and r? (2) For the best method, what
is the sensitivity of the estimation procedure to its underlying structural parameters?
We propose the following measures to evaluate the accuracy of our estimates. The ¯rst
two focus on the estimation accuracy of § and r. The others measure forecast errors.
1. Relative estimation error of the disaggregation ratio, r.
15Relative estimation error of r is the mean squared error of the estimate of r, divided by
the squared norm of the vector r. The mean squared error has a natural decomposition
as the sum of the squared bias and the variance of the estimator. It is a very useful
criterion since it incorporates both systematic (bias) and random (variance) di®erences
between the estimated and true values. The normalization of the mean squared error
by the squared norm of the vector r results in a unitless measure, which has intuitive
meaning.
Suppose that r is the true disaggregation ratio. We run the experiment K times to
obtain ^ rk, k = 1;2;:::;K, as the estimate for r, and the mean ¹ r = 1
K
K P
k=1
^ rk. The
average estimation error of r is given by 1
K
K P
k=1
kr ¡^ rkk2 = kr ¡¹ rk2 + 1
K
K P
k=1
k¹ r ¡^ rkk2,
where kr ¡¹ rk is the bias and 1
K
K P
k=1
k¹ r ¡^ rjk2 is the variance. Our measure, the relative
estimation error of r is de¯ned as
Ã
K P
k=1
kr ¡^ rkk2
!
=(Kkrk2).
2. Relative estimation error of the variance-covariance matrix, §.
Similar to the relative estimation error of r, the relative estimation error of § is the
mean of total squared error of the estimate of §, normalized by the sum of the squared
elements of §.
3. Relative errors in the expectation and variance of forecasted sales.
Suppose we are at the end of period s and considering the sales in period t, t ¸ s. Let
¢t (¥t) be the expectation (variance) of the forecasted sales in period t given the true
values of r and §. Let ±t (»t) be the expectation (variance) of the forecasted sales in
period t calculated using the estimates of r and §. The relative error in forecast for
period t is de¯ned as j(¢t ¡ ±t)=¢tj and the relative error in sales variance for period
t is de¯ned as j(¥t ¡ »t)=¥tj.
Recall that F n
s;t = F n
s¡1;te
Xn
s;t (if s · t · s + p ¡ 1). If Xn
s;t is normally distributed
with variance ¾2, we have V ar(F n
s;t) = (F n
s¡1;t)2V ar(e
Xn
s;t). Since E(F n
s;t) = F n
s¡1;t from the
Martingale property, and V ar(e
Xn
s;t) = e¾2¡1, the coe±cient of variation (CV) of the forecast
16F n
s;t, seen in period s ¡ 1, is given by
CV (F
n
s;t) =
q
V ar(F n
s;t)
E(F n
s;t)
=
q
(F n
s¡1;t)2V ar(e
Xn
s;t)
F n
s¡1;t
=
q
e¾2 ¡ 1:
For consumer products, the demand rate is usually high. Thus, we anticipate a low coe±cient
of variation (usually between 0 and 1), so ¾ would be smaller than 0.84 in such situations.
4.1 Experimental Design
Recall that K is the number of runs per scenario. Preliminary results show that ¸t;N;H
and K will not change the performance rankings of the four methods. Therefore, we ¯x
¸t = 1000, N = 10, H = 50, ` = 10, K = 20, and vary r, p and § as follows.
Data on r. We consider three types of disaggregation ratios r: (a) Uniform ratios where all
the entries in r are equal; (b) Arithmetic ratios where the entries in r grow arithmeti-
cally; and (c) Pareto ratios where the entries grow geometrically following an 80-20
law. From (a) to (c), the ratios tend to be more skewed.
Data on p, the detailed-forecast horizon. We test three values, p = 2;4;6.
Data on §. To generate the diagonal entries in the VCV matrix §, i.e., the variances of the
forecast changes, we use a normal distribution with mean less than 0.84 and variance
0.001. (We have already argued that the variances would be generally smaller than
0.84.) We consider a high variance to be given by a mean of 0.6 and a low variance to be
given by a mean of 0.2. We consider four di®erent patterns. The ¯rst variance pattern is
high variance in the detailed-forecast section and low variance in the aggregate-forecast
section. In the VCV matrix §, variances in the detailed-forecast section are the ¯rst
N(p+1) diagonal elements, and the variances in the aggregate-forecast section are the
last M¡N(p+1) diagonal elements. Accordingly, the other three variance patterns are,
low variance in the detailed-forecast section and high variance in the aggregate-forecast
section, high variance in both the disaggregate- and aggregate-forecast sections, and
low variance in both the disaggregate- and aggregate-forecast sections.
17The o®-diagonal entries in the VCV matrix § represent the correlations between prod-
ucts or periods. We consider nine correlation patterns given by combinations of three
correlation patterns in both the aggregated and disaggregate-forecast sections (zero,
positive, and a mixture of positive and negative correlations).
To insure the positive semi-de¯nite property of the VCV matrix generated, we use the
following procedure in the generation of the matrix. Given ¾ii, for i = 1;2;¢¢¢;M, the
variances of §, denote a diagonal matrix by varD = diag(
p
¾11;
p
¾22;¢¢¢;
p
¾MM).
We then generate a lower triangular matrix corL for the correlation pattern. The
diagonals in corL are generated randomly according to the uniform distribution on
[0;1]. The entries in the ¯rst (p+1)N rows of corL represent the correlation pattern in
the disaggregate-forecast section. If we want to have zero correlation in the detailed-
forecast section, we set these entries to 0; if we want to have positive correlation,
the entries are generated according to a uniform distribution on [0;1]; if we want to
generate a matrix with a mixture of positive and negative correlations, the entries are
then generated according to a uniform distribution on [¡1;0]. The entries in the last
` ¡ p rows, representing the correlation pattern in the aggregate-forecast section, can
be generated similarly with zero or positive or mixed correlations between the periods.
We then normalize the entries in corL such that for each row, the sum of the squares
of the entries is 1. We denote L = varD ¤ corL, and generate the VCV matrix § by
LL0. The resulting § is guaranteed to be positive semi-de¯nite with preset variance
and the desired correlation pattern.
Altogether, we have 132 scenarios with di®erent disaggregation ratios, detailed-forecast hori-
zons, and VCV matrices.
4.2 Simulation Results
We were pleasantly surprised to ¯nd that the simplest among the three proposed methods,
Method of Moments Estimation I (MOM I) consistently outperforms Method of Moments
18Estimation II (MOM II) and Least Squares Estimation (LS) in giving the smallest relative
estimation errors of r. In Figure 1, the Y-axis is the base 10 logarithm (common logarithm)
of the relative estimation errors of r. Thus, the value of -2 on Y-axis represents a 1% error,
and the value of -3 represents a 0:1% error. For most of the scenarios, the relative estimation
error of MOM I is lower than 1%.
Some scenarios are created using uniformly distributed vectors for the true r and others
are generated using non-uniform distributions. In Figure 2, we take the average of the
relative estimation error of r over uniform-ratio scenarios and non-uniform ratio scenarios,
respectively. MOM I not only gives the smallest error, but is also more stable over the
di®erent scenarios. The performance of Least Squares Estimation is signi¯cantly better with
the uniform-ratio scenarios than it is with non-uniform scenarios.
Method of Moments Estimation I also dominates the other two methods in giving the
smallest relative estimation error of §, and it is more stable over the di®erent scenarios. The
average relative estimation errors of § on the uniform-ratio scenarios and on the non-uniform
ratio scenarios, by the three di®erent estimation methods, are collected in Table 1. Again,
the performance of MOM II and LS is signi¯cantly better with the uniform-ratio scenarios
than it is with non-uniform ratio scenarios. This observation also holds for the relative error
in forecast and the relative error in sales variance, as shown in Tables 2 and 3. Method of
Moments Estimation I is the only method which does not involve any optimization. Hence,
the computationally simplest method in this application turns out to give the best results.
MOM I MOM II LS
Uniform-Ratio Scenarios 0.3592 0.5756 0.3667
Non-uniform Ratio Scenarios 1.0819 8.4338 5.0664
Table 1: Average relative estimation errors of §
Mean squared error has a natural factorization into the squared bias and the variance.
Here we consider the squared bias' contribution to the mean squared error of the estimation
of r and §. As one can see in Figures 3 and 4, for almost all scenarios, the squared bias
19MOM I MOM II LS
Uniform-Ratio Scenarios 0.0114 0.0181 0.0174
Non-uniform Ratio Scenarios 0.0171 0.0361 1.2864
Table 2: Average relative errors in forecast
MOM I MOM II LS
Uniform-Ratio Scenarios 0.0586 0.1000 0.0681
Non-uniform Ratio Scenarios 0.0550 0.2015 54.515
Table 3: Average relative errors in sales variance
accounts for less than 10% of the mean squared error of the estimates of both r and §. For
MOM I and MOM II, this ratio remains small over almost all scenarios. In most cases, the
relative estimation error is less than 1% for MOM I, and the bias component is less than
10% of MSE. Therefore, we conclude that the bias in error for MOM I is quite small.
We recommend the Method of Moments Estimation I for ¯tting the multiplicative model.
It dominates the other three in e®ectiveness. In the remainder of this paper, we focus on this
method and analyze the sensitivity of the estimates to the underlying structural parameters.
E®ect of Correlation Patterns. Among the 132 scenarios, we have 3 types of correla-
tions in the disaggregate-forecast section of the VCV matrix: uncorrelated, positively
correlated, and a mixture of positively and negatively correlated. Figure 5 provides
the distributions of the relative estimation error of r for these 3 types of correlation.
The mean, minimum, maximum, one-quarter-quantile and three-quarters-quantile are
labeled. We were surprised to ¯nd that correlation in the forecasts improves our ability
to estimate the disaggregation ratio. This observation is also true for the estimation of
the VCV matrix §, i.e., independence gives a higher estimation error than correlation.
We do not yet have a satisfactory explanation for this phenomenon. But intuitively,
correlation reduces the total level of system variation, making estimates more accurate.
E®ect of Detailed-Forecast Horizon p. When the correlation in the disaggregate-forecast
20section is zero, the estimation accuracy of § decreases as p increases. But when there
exists correlation in the disaggregate-forecast section, the detailed-forecast horizon p
does not a®ect the estimation. See ¯gure 6. This result is supported by the argument
that independence in the disaggregate-forecast section brings more instability and noise
into the forecast data. As p increases, more chaos is introduced into the system. The
total level of variation in the system is higher thus making the estimates less accurate.
The detailed-forecast horizon p has little impact on estimation accuracy of r. This is
reasonable since the estimation of r only uses data on the last of the aggregate forecasts
and the ¯rst of the disaggregate forecasts, not all the forecast data.
E®ect of the Disaggregation Ratio r. We expected that non-uniform ratios
(Arithmetic/Pareto) worsen the estimate of r (compared with the uniform ratios).
This is con¯rmed in Figure 7. The more skewed the true ratios are, the less accurate
the estimate is. But when we look at the 10% and 90% quantiles, the di®erence
between these three settings becomes fairly small. That means, for most scenarios,
the estimate is very stable over di®erent disaggregation ratios settings. Pareto ratios
worsen the estimate dramatically only in a very small number of scenarios. On the
other hand, disaggregation ratios have little impact on the accuracy of estimates of §.
E®ect of Variance Patterns. Among the 132 scenarios, we have 4 types of variance pat-
terns. The ¯rst pattern is high variance in the detailed-forecast section and Low vari-
ance in the aggregate-forecast section. We call this the HL variance pattern. Similarly
we have LH, HH and LL variance patterns. In Figure 8, we plot the distributions of the
relative estimation error of r for these 4 variance patterns. It shows that high variance
in the disaggregate-forecast section (HL and HH) decreases the estimation accuracy
of r compared with low variance in the disaggregate-forecast section (LH and LL).
The observation, that HL and HH patterns produce higher errors in the estimation of
r, agrees with our intuition for two reasons. (1) High variations in the disaggregate-
forecast section introduces more instability in the forecast data thus making estimation
21less accurate, and (2) the estimation of r only uses the last of the aggregate forecasts
and the ¯rst of the disaggregate forecasts. So the variation in the aggregate-forecast
section has little e®ect on the estimate of r.
We have observed similar patterns in the relative error in forecast and the relative
error in sales variance. But di®erent variance patterns have no discernable e®ect on
the estimation accuracy of the VCV matrix §.
E®ect of Other Parameters. Estimation accuracy increases with sample size H, but the
rate of increase decreases. See Figure 9. Other structural parameters, such as the long
term trend ¸t, the number of products in the family N, etc., have little impact. We
conclude that Method of Moments Estimation I is consistent and stable.
5 Concluding Remarks
In this paper, we combined the Martingale Model of Forecast Evolution with a model of
forecast disaggregation to capture situations in which detailed product forecasts are available
for only part of the forecast horizon, while aggregate product family forecasts are available
for the rest. We considered three di®erent techniques to estimate the parameters of this
aggregate-disaggregate forecast evolution model from historical forecast data. On the basis
of a numerical study, we recommended one of the techniques. We also conducted a sensitivity
analysis of the e®ectiveness of this technique to changes in the underlying parameters.
Further research can now be conducted by using this model in simulation studies of
safety-stock policies for manufacturing companies faced with such aggregate-disaggregate
forecasting systems. Using the statistical technique recommended in the paper, it is possible
to evaluate the e®ectiveness of particular safety stock policies based on the forecast history
and a detailed simulation model of production decisions. With that, one may further inves-
tigate the sensitivity of safety-stock e®ectiveness to changes in model parameters, such as
the length of the detailed-forecast horizon or the rate at which forecast uncertainty is re-
solved. From such investigations, new metrics of forecast accuracy may be derived to guide
22improvements in forecasting systems.
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