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Abstract— This paper discuss about Feed Forward Neural 
Network (FFNN) modelling by using the discrete wavelet 
transform (DWT) as pre-processing to the input and target. 
Before the training to the FFNN be done, the wavelet 
decomposition is performed from the input and target with the 
DWT at a level decomposition and result the approximation 
coefficient. After training, the reconstruction process as a post-
processing will returns the output that be resulted from the 
FFNN to the term at first. We call the process as an inverse 
discrete wavelet transform (IDWT). The next step is do the 
predict in-sample and also predict out of sample from FFNN 
with Haar discrete wavelet transform at certain level 
decomposition. The FFNN training method that be used is 
Levenberg-Marquardt with the logistic sigmoid as activation 
function and network architectur is determined before. Then the 
model is applied to the financial time series data. 
 
Index Term— FFNN, pre-processing, DWT, financial 
I. INTRODUCTION 
Neural Network modelling or especially Feed Forward 
Neural Network (FFNN) model has made a rapid grow. FFNN 
Neural networks are developed to emulate the human br in 
that is powerful, flexible and efficient. In the subsequent 
development the FFNN model also have been applied at the 
various field, for instance in classification, clustering and 
predict the time series data. Many research have be don  to 
apply the FFNN model to predict the time series nonli ear 
(e.g. [1], [2]). However, conventional neural networks process 
signals only on their finest resolutions [3]. The introduction of 
wavelet decomposition as in [4], provides a new tool for 
approximation. It produces a good local representation of the 
signal in both the time and the frequency domains. 
Wavelet is a basis function that be used in representing data 
or other functions. The wavelet algorithm process a data at the 
certain scale and the different resolution. The construction of  
orthonormal system proposed at first by Haar and it was a 
foundation of modern wavelet theory.  Wavelet functions have 
a different value from zero in a short time interval relatively. 
At this condition wavelet is different with neither the normal 
function nor wave function like sinusoida, where all of them 
are established in a time domain (−∞,∞). There are some basic 
wavelet functions that are Mexican hat, Gauss Wavelet, 
Morlet Wavelet and also Daubechies Wavelet family. The 
result of wavelet transformation will give a set of wavelet 
coefficients that be obtained from point observation (l cation) 
at different level (scale) and range width [5]. There are some 
way that can be done, one of them is Discrete Wavelet 
Transform (DWT) as be suggested as in [4] that proposed a 
fast algorithm to determine wavelet coefficients. The 
superiority of the using the DWT is its multi resolution 
representation. DWT can give a good local representatio  in 
both time and frequency domain. 
The reprecentation of a function with wavelet will more 
efficient because it localized in time domain (the m an is that 
the wavelet function will give a null value when the domain is 
relatively huge). It is caused the number of coefficients of 
wavelet that have non zero value in reconstruction of function 
with wavelet is relativelly few. This matter is strengthened 
with the rate of convergention, that is integrated mean square 
error (IMSE) from wavelet estimator that form one of 
goodness measure from an estimator. The optimal of IMSE of 
wavelet estimator from smooth function will fast to zero [6]. 
Beside that, wavelet also can to representative the functions 
that have unsmooth and function with high volatility because 
the basis in wavelet is established by position and scale 
(translation dan dilatation). At a part of unsmooth function, 
wavelet representation will use narrow support and t a part of 
smooth function will use more wide support. At the other 
hand, wavelet functions have locally adaptive support. 
Inspired by both the FFNN and wavelet decomposition, 
many research then proposed wavelet network. This has led to 
rapid development of neural network models integrated with 
wavelets. Most researchers used wavelets as basis functions 
that allow for hierarchical, multi resolution learning of input-
output maps from data. The new model that be constructed is 
an FFNN with the wavelet packet as a feature extraction 
method to obtain time-frequency information interrelat d with 
input [7]. Some research applied this model in various fields, 
i.e. to estimate a function [8], to predict the exchange rate 
integrated with genetic algorithm [9], to analyze th nonlinear 
time series [10,11] and to synthesis the Wavelet Fiters [12].  
This paper discuss FFNN modelling with discrete wavelet 
transform as pre-processing, especially by using Haar wavelet 
at various level and be applied in time series financi l data. 
II. NEURAL NETWORK 
Neural Network model that be observed specifically in this 
resesarch is Feed Forward Neural Network (FFNN) model. 
FFNN architecture that be used to predict time serie  data with 
configuration input unit X1 until Xp and one constant unit 
(bias), a hidden layer that contain n neurons and 1 output unit 
is shown in fig. 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1 FFNN architecture to predict time series data with one hidden layer 
that contain  n neuron and input variables are the values at p lag time 
Xt-1, Xt-2,…, Xt-p 
 
FFNN model with one hidden layer and input 
pttt XXX −−− ,,, 21 K  can be explained as :  
( ){ }∑ ∑ −++= n i jtincnnnocot iXwwwwX ψψ 0ˆ  (1) 
where {wcn} is weight between constant unit and neuron, and 
wco is weight between constant unit and output. The weights 
{ win} and {wno} are the connection weights between input 
with neuron and between neuron with output, respectively. 
The functions nψ  and oψ  are the activation functions that be 
used at neuron and output, respectively. Notation that be used 
to FFNN model is NN(j1, …, jk, n) that explain FFNN with 
input variables at lag  j1, …, jk  and n neuron in one hidden 
layer. 
Training algorithm that be used in FFNN is 
backpropagation that involves three stages: the feedforward of 
the input training pattern, the backpropagation of the 
associated error, and the adjusment of the weights. During 
feedforward each input unit (xi) receives an input signal and 
broadcasts this signal to the each of the hidden units z1, …, zp. 
Each hidden unit then computes its activation and weighted 
summation of the inputs in the form :  
∑ +=
i
bjijij wxwinz_
 
(2) 
where xi is activation from input unit i that sends its signal to 
hidden unit j and wj is weights of the sent signal and j = 1,2, 
…, q is the number of hidden unit. wbj is the weight from bias 
to hidden unit j. The results of the summation then be 
transformed with nonlinear activation function f(⋅) to get 
activation zj of unit j in the form : 
( )jj inzfz _=  (3) 
After all hidden unit computes its activation then send its 
signal (zj) to output unit. Output unit then computes its 
activation to give respon of the network to the input attern 
that be sent in the form :  
∑ +=
j
bojjo wzwzwg ),(  (4) 
The function at (4) is the output of the network : 
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j
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(5) 
where wbo is the weight from bias to the output unit. During 
training the network, output unit compares its computed 
activation y with its target t  to determine the associated error 
for that pattern with that unit [13]. 
III.  DISCRETE WAVELET  TRANSFORM 
Wavelet function is a mathematics function that have 
certain characteristics, among them oscillation in surrounding 
zero (like sinus and cosinus function) and be localized in time 
domain that the mean is at the value of the domain is heavy 
relatively, the value of wavelet function is zero. Wavelet 
function is divided into two type, father wavelet (φ) and 
mother wavelet (ψ) that have characteristics : 
∫
∞
∞−
= 1)( dxxφ   and  ∫
∞
∞−
= 0)( dxxψ . 
With the diadic dilatation and the integer translation, father 
wavelet and mother wavelet bear the family of wavelet, i.e.  
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The most simple examples of Haar wavelet are :  
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(7)    
Beside Haar, another examples of wavelet are Daubechies 
(Daublet), symmetris (Symmlet), and Coifman (Coiflet) 
wavelet. Visualisation of those are shown in fig. 2 : 
 
 
 
 
 
Fig. 2 Visualisation of some Wavelets 
 
Multi resolution analysis L2(R) is closed state space 
{V j,j∈Z} that follow : 
i) …⊂V-2⊂V-1⊂V0⊂V1⊂V2⊂ … 
ii)  Zj∈∩  Vj = {0}, Zj∈∪ V j = L2(R) 
iii)  f∈V j 1.)2( +∈⇔ jVf  
iv) ZkVkfVf ∈∀∈−⇒∈ ,)(. 00  
v) There is a function 0V∈φ  so that 
Zkkk ∈−= ),(.,0 φφ  form orthonormal basis to V0 
for all j,k ∈ Z, ( )kxx jjkj −= 22)( 2, φφ .  
If {V j, j ∈ Z} is multi resolution analysis from L2(R), then 
there is orthonormal basis { }Zkjkj ∈,;,ψ  for L2(R):
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kj −= ψψ so that for any arbitrary function f ∈
L2(R), 
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Consequence. If φ is a scale function that form 
multiresolution analysis and  
( )∑
∈
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then decomposition into orthonormal wavelet for arbitrary 
function f∈L2(R) can be explained as : 
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where >=< kjokjo fc ,, ,φ  and >=< kjkj fd ,, ,ψ . 
Linier Wavelet Estimator 
There is a collect of independent data ( ){ }ni 1 Yi)(Xi, =  and n = 
2m, where m is a positif number. If Xi is design of reguler 
point at interval [0,1] where Xi = i/n, then projection f at space 
VJ can be explained as :  
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decomposition of function into orthonormal wavelet (4) to any 
arbitrary function )(2 RLf ∈  we get 
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Because the function of regression f is unknown then 
estimator f at space VJ can be explained as : 
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that is an unbiased estimator from kj,kjo, d andc . Wavelet 
estimator at (9) is called linear wavelet estimator. 
IV.   PRE-PROCESSING NEURAL NETWORK WITH DWT 
Construction of model that be used at this research is 
shown in fig. 3. At the new architecture, the three stages that 
have to be done are pre-processing to the input and t rget, 
training the network and then post-processing. The wavelet 
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that be used is Haar with a certain level. These procedure can 
be explained below : 
1) Decomposition (Pre-Processing):  
 Choose a wavelet and a level of decomposition N, and 
then compute the wavelet decompositions of the signals 
at level N 
2) Training Network :  
 Do the training process to the network with training 
algorithm that be chosen before 
3) Reconstruction (Post-Processing):  
 Compute wavelet reconstructions using the original 
approximation coefficients of level N  
The new model is expected can give a better prediction 
result. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3 Construction of FFNN model with wavelet as pre-
processing 
V. SIMULATION RESULT 
We have chosen a financial time series often found in the 
literature as a benchmark, that is IHSG at Bursa Efek Jakarta 
that contain 833 series, from January 2nd at 2007 until May 
12th at 2010. The data set is divided into two sections for 
training and testing. The FFNN architecture that be us d is 
contain one lag time and the bias as input, the number of 
hidden unit is five with logistic sigmoid as activation function 
and Levenberg-Marquardt as the algorithm to update the 
weights. The maximum epoch that be determined is 1000. The 
wavelet discrete that be chosen is Haar at some level. When 
the maximum epoch or minimum error is reach, training stops. 
In order to have a fair comparison, simulation is carried out 
for each network over some trials (weight initializtion can be 
different from trial to trial, depend on the random initial 
starting point). We divide the data become two part, the first 
contain 803 as training data and the last 30 data as testing 
data. We use Matlab routine as execute program that use 
newff as function to generate FFNN. The dwt and idwt 
syntax are used to decomposition and reconstruction of 
wavelet at single level, respectively, whereas w vedec and 
waverec syntax are used to decomposition and 
reconstruction of wavelet at multi level. The summary of the 
simulation result is shown in the table below. 
TABLE 1 
SIMULATION RESULT FROM IHSG BY USING FFNN MODEL WITH 
HAAR DWT AS PRE-PROCESSING AT SOME LEVEL 
 
No Level of Haar 
Wavelet 
RMSE 
Training 
RMSE Testing 
1 1 19.77947 65.96432 
2 2 33.38706 70.64850 
3 3 36.79194 147.7053 
4 4 34.28148 73.48404 
  
From the table 1, we can make a justification that e best 
model to predict the IHSG data is FFNN with Haar at level 
one, in sample and also out-of sample. We have also found 
that dwt and idwt function give more stable resut to 
predict the data, whereas the wavedec and waverec 
function give unstable result, and we must chosen th  few best 
results from some trials. 
The plot of the best model at a trial, coverage of predict in 
sample and also predict out of sample are shown in fig. 4(a) 
and 4(b), respectively. From the plot in the figure w  can look 
that the model give good result in predict the IHSG data. 
 
   
(a) (b) 
 
Fig. 4 Predict in-sample with 803 training data and predict out of sample 
with 30 testing data from IHSG data by using FFNN architecture 
with Haar wavelet as pre-processing 
VI.   CLOSING 
There are still many others possibility to construct model 
FFNN with discrete wavelet transform as pre-processing to 
improve the performance of the network. We can try to use 
other wavelet like Daubechies, Symlets or Coifflets to get 
more powerful architecture, and compare them at various 
level. We can also use various methods to get optimal FFNN 
architecture and associate it with wavelet to get optimal of the 
new architecture. 
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