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Abstract
Given self-adjoint c and d the existence of unitary solutions of the equation
cu uc  2d is studied in a unital C-algebra A. Assuming that c is invertible neces-
sary and sucient conditions in algebra BH are proved. If c; d 2A, c  c, d  d it is
proved that Kk  k2e 2kd  c2 P de > 0 guaranties the existence of the solutions in
A as well as the factorizations of Kk of the form Kk  keÿ zkeÿ z, z 2A. Also
the classification of all unitary solutions is given. Ó 1999 Elsevier Science Inc. All rights
reserved.
AMS classification: 15A24; 47A62; 47C15
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1. Introduction
Let c and d be self-adjoint elements of a unital C-algebra A. Does there
exists a unitary element in A, such that the self-adjoint part of cu is equal d,
i.e., such that
cu uc  2d: 1
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In the complex plane the problem is trivial. The question when a circle about
origin of radius jcj intersect line Re z  d in equivalent to the question when
the circle about id and of the radius jcj intersect the real axis, that is, when the
equation
xÿ idxÿ id  c2 2
has real solutions. The answer is simple. In complex plane Eq. (2) has real
solutions if and only if jdj6 jcj. Eq. (2) can be rewritten as
xx ÿ idx  ixd  d2 ÿ c2  0: 3
Since we are looking for self-adjoint solutions, i.e., x  x, Eq. (3) becomes an
algebraic Riccati equation, which appears in system theory [6].
2. Equation in BH
The inner product in a Hilbert space H will be denoted by h; i, the left-half
plane with pÿ  fz 2 C : Re z < 0g and the right-half plane with
p  fz 2 C : Re z > 0g. The set of all bounded linear operator on H will be
denoted by BH.
We need some preparations.
Lemma 1. Let C and D be self-adjoint elements in BH. Then:
(i)
k2I  2kD C2 P 0 8k 2 R ()
I  ÿikI ÿ iDÿ Iÿ1C2 ÿ D2 ÿ IikI  iDÿ Iÿ1 P 0 8k 2 R:
(ii) There exists real number k > 0, such that
k2I  2kD C2 P kI > 0 8k 2 R ()
there exists real number d > 0, such that
I  ÿikI ÿ iDÿ Iÿ1C2 ÿ D2 ÿ IikI  iDÿ Iÿ1 P dI 8k 2 R: 4
Proof. To prove (i) multiply the first inequality in (i) from the left with
ÿikI ÿ iDÿ Iÿ1 and from the right with ikI  iDÿ Iÿ1 and then use
k2I  2kD D2  I  ikI  iDÿ IikI  iDÿ I: 5
(ii) Let there exists real number k > 0, such that
k2I  2kD C2 P kI 8k 2 R:
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Let d 2 R, 0 < d < 1 be such that
d
1ÿ d D
2 ÿ C2  I6 kI :
For this d and for all k 2 R we get
k2I  2kD C2 P dk2I  2kD D2  I:
By (5) we get
ÿikI ÿ iDÿ Iÿ1k2I  2kD C2ikI  iDÿ Iÿ1 P dI :
Using (5) again gives
I  ÿikI ÿ iDÿ Iÿ1C2 ÿ D2 ÿ IikI  iDÿ Iÿ1 P dI : 6
Let (4) be true for d > 0, and write
n  ikI  iDÿ Iÿ1g:
The function
k 7! ikI  iDÿ Iÿ1
is an analytic function on an open set containing the real axis. Since its limit as
jkj goes to infinity is 0 there exists a constant M, not depending on k, such that
knk6Mkgk:
It follows that
hk2I  2kD C2n; ni
 hk2I  2kD C2ikI  iDÿ Iÿ1g; ikI  iDÿ Iÿ1gi
 hÿikI ÿ iDÿ Iÿ1k2I  2kD C2ikI  iDÿ Iÿ1g; gi
 hI  ÿikI ÿ iDÿ Iÿ1C2 ÿ D2 ÿ IikI  iDÿ Iÿ1g; gi
P dhg; giP dMÿ2knk2: 
Next lemma and corollary are well-known in the finite dimensional case. The
proof of the lemma is omitted because the arguments from the finite dimen-
sional case carry over almost verbatim [5,7].
Lemma 2. Let B and A be elements of BH, and suppose that the spectrum of B
does not intersect the imaginary axis. Then the equation
ÿX 2  BX  XB A  0 7
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has self-adjoint solutions: XM satisfying rBÿ XM  pÿ and Xm satisfying
rBÿ Xm  p if and only if there exists d > 0, such that
Zk  I  ÿikI ÿ Bÿ1AikI ÿ Bÿ1 P dI ; k 2 R: 8
The difference XM ÿ Xm is invertible.
Remark. If H is finite dimensional the condition that the spectrum of B does
not intersect the imaginary axis is not necessary. Of course the poles of Zk
should be excluded from condition (8). The remark is valid also for the next
corollary.
Corollary 3. Let A and B be elements of BH and let the spectrum of B does not
intersect the imaginary axis. Then Eq. (7) has a self-adjoint solution if and only if
Zk  I  ÿikI ÿ Bÿ1AikI ÿ Bÿ1 P 0; k 2 R: 9
Proof. For each n 2 N, define
An  A 1n I
and denote
Znk  I  ÿikI ÿ Bÿ1AnikI ÿ Bÿ1; k 2 R; n  1; 2; . . .
First let us prove that ZkP 0 for all k 2 R yields the existence of numbers
dn > 0; n  1; 2; . . ., such that
ZnkP dnI
for all k 2 R. Let
dn  1n1 kAk :
Fix k 2 R and suppose that there exists n 2 H , such that:
hZnkn; ni < dnhn; ni: 10
If we write
g  ikI ÿ Bÿ1n;
inequality (10) is equivalent to
hn; ni  hAg; gi  1
n
hg; gi < 1
n1 kAk hn; ni:
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Since hZkn; ni  hn; ni  hAg; giP 0, it follows that
kgk2  hg; gi < 1
1 kAj hn; ni 11
and
hn; ni  hAg; gi < 1
n1 kAk hn; ni:
Thus
hn; ni ÿ 1
n1 kAk hn; ni < hÿAg; gi6 kAkkgk
2
< kAk 1
1 kAk hn; ni:
It follows
1ÿ 1
n1 kAj <
kAk
1 kAk ;
which yields
1 kAk ÿ 1
n
< kAk:
This is a contradiction since n P 1. Thus
hZnkn; niP dnhn; ni
for all n 2 H and all k 2 R. Thus (9) guarantees us that the equations
ÿX 2  BX  XB An  0; n 2 N; 12
have self-adjoint solutions Xn satisfying rBÿ Xn  pÿ. One can easily check
that the dierence Xn ÿ Xn1 satisfies the equation
Xn ÿ Xn1Bÿ Xn  Bÿ XnXn ÿ Xn1
 ÿAn ÿ An1 ÿ Xn ÿ Xn12: 13
Since An ÿ An1  1n I > 0 and rBÿ Xn  pÿ, it follows by [9] that
Xn P Xn1: 14
The minimal solutions Yn of Eq. (12), which are minus maximal solutions of the
equations ÿX 2 ÿ BX ÿ XB An  0, satisfy the relation Yn6 Yn1. Therefore
the monotone decreasing sequence of self-adjoint operators fXng is bounded
from below. It follows that it has a limit X in the strong operator topology. To
see that X is a self–adjoint solution of Eq. (7) let us define
gx  hÿX 2  BX  XB Ax; xi; x 2 H :
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It can easily be seen that
gx  hBx; X ÿ Xnxi  hX ÿ Xnx;Bxi  hAÿ Anx; xi
ÿ hXnx; X ÿ Xnxi ÿ hX ÿ Xnx;Xxi:
Thus for a fixed x 2 H we have for all n 2 N
jgxj6 kBxkkX ÿ Xnxk  kX ÿ XnxkkBxk  kAÿ Anxkkxk
kXnxkkX ÿ Xnxk  kX ÿ XnxkkXxk:
Because fXnxg converge to Xx and limn!1 kAn ÿ Ak  0 it follows that
gx  0. By polarization we get ÿX 2  BX  XB Ax  0. Since this is true
for all x 2 H we have ÿX 2  BX  XB A  0.
Since the convergence of the sequence fXng is only in the strong operator
topology we loose information about the spectrum of Bÿ X .
If (7) has a self-adjoint solution X, then a straightforward computation
gives
I  ÿikI ÿ Bÿ1AikI ÿ Bÿ1
 I  X ikI ÿ Bÿ1I  X ikI ÿ Bÿ1P 0: 
Theorem 4. Let C;D 2 BH, C  C, D  D and let C be invertible. Then the
following statements are equivalent:
(i) Equation CU  U C  2D has a unitary solution.
(ii) Equation X 2 ÿ iDX  iXD D2 ÿ C2  0 has a self-adjoint solution.
(iii) k2I  2Dk C2 P 0 for all k 2 R.
(iv) jhDn; nij6 kCnkknk for all n 2 H .
(v) There exists Z 2 BH, such that k2I  2Dk C2  kI ÿ ZkI ÿ Z.
Remark. Theorem 4 is a generalization to BH of some of the results for
matrices proved in [8, Theorem 4.1]. Namely multiplying equation (i) with U
from the left we obtain the equation studied in [8]. For matrices the equivalence
between (i), (iii) and (v) has been proven there.
Proof. (ii))(i): Let equation (ii), which can be written as
X ÿ iDX ÿ iD  C2; 15
have a self-adjoint solution. By polar decomposition [11] we get a unitary
operator U such that
X  iDÿ iCU :
Since X is self-adjoint, we get
CU  U C  2D:
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Thus (i).
(i))(ii): Since C  C Eq. (15) has solutions. Since C is invertible all the
solutions can be written as
X  iDÿ iCU ;
where U is arbitrary unitary operator. Since unitary operator U is such that
CU  U C  2D, we get
X  iDÿ iCU  iDÿ i2Dÿ U C  ÿiD iU C  X :
Thus equation (ii) has a self-adjoint solution.
(iii)() (iv): From (iii) it follows that
k2hn; ni  2khDn; ni  hCn;CniP 0 16
for all n 2 H and for all k 2 R. This is equivalent to the nonpositiveness of the
discriminant of the quadratic equation (16)
jhDn; nij2 ÿ hCn;Cnihn; ni6 0;
for all n 2 H , thus (iv).
(ii)() (iii): To prove the equivalence between (ii) and (iii) we will use
Corollary 3. Since the spectrum of the operator ÿiD lies on the imaginary axis,
we will translate it.
Note that the equation
ÿX 2  iDX  X iD ÿ D2  C2  0 17
has a self-adjoint solution if and only if the equation
ÿY 2  iDÿ IY  Y iDÿ I  C2 ÿ D2 ÿ I  0 18
has a self-adjoint solution. The connection between the solutions is
Y  X ÿ I : 19
Lemma 1 and Corollary 3 tell us that Eq. (18) has a self-adjoint solution if and
only if (iii) holds.
(v))(iii): Obvious.
(i))(v): If U is a unitary solution of the equation in (i) then for Z  ÿCU we
get
kI ÿ ZkI ÿ Z  k2I  kCU  U C  CUU C  k2I  2kD C2;
thus (v). 
Remark. If we do not suppose that C is invertible, then the solutions of the
equation CU  U C  2D need not to be unitary operators. Instead of unitary
solutions we get partial isometries.
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3. The equation in a unital C-algebra
LetA be a C-algebra with the unit e. Every C-algebra can be regarded as a
closed subalgebra of BH [2].
Theorem 5. Let c and d be self-adjoint elements of a C-algebra A, and suppose
that there exists k 2 R, k > 0, such that
k2e 2kd  c2 P ke 8k 2 R: 20
Then the equation
cu uc  2d 21
has unitary solutions in A.
Proof. By Lemma 1 it follows from (20) that there exists d > 0, such that
e ÿikeÿ id ÿ eÿ1c2 ÿ d2 ÿ eike id ÿ eÿ1 P de 8k 2 R: 22
By Lemma 2, Eq. (18) has self-adjoint solutions yM and ym such that
rÿid ÿ eÿ yM  pÿ and rÿid ÿ eÿ ym  p. Using (17)–(19) we get the
existence of self-adjoint solutions xM and xm of the equation
x2 ÿ idx ixd  d2 ÿ c2  0 23
in BH. We also know that rÿid ÿ xM  pÿ and rÿid ÿ xm  p. The
dierence xM ÿ xm is invertible in BH.
Let us show that the solutions xM and xm are in C– algebra A.
One can check that
M  ÿid ÿ e
d2 ÿ c2 ÿ id
 
 e 0
x e
  ÿid ÿ x ÿ e
0 ÿ ÿid ÿ x
 
e 0
ÿx e
 
24
on BH  H for any solution x of Eq. (23). Since rÿid ÿ xM  pÿ, the
spectrum of M 2 BH  H splits into two parts, one on each side of the
imaginary axis. Let c be a smooth positively oriented closed curve whose in-
terior contains rÿid ÿ xM. Since M2A, the algebra of 2 2 matrices with
entries from A, is C-algebra [2], it is closed in the norm topology. Thus E
defined by
E  1
2pi
I
c
zI ÿMÿ1 dz 25
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is an element of C-algebra M2A. Element E is the so-called spectral pro-
jection for M. Thus E is idempotent and E commutes with M. It can be written
as
E  e 0
xM e
 
p f
0 q
 
e 0
ÿxM e
 
; 26
where
p  1
2pi
I
c
zI ÿ ÿid ÿ xMÿ1 dz
and
q  1
2pi
I
c
zI  ÿid ÿ xMÿ1 dz:
Since c surround only the part of the spectrum of M that is in pÿ, i.e., the
spectrum of ÿid ÿ xM it follows that
p  e in q  0: 27
Since M and E commute, the operator matrices
ÿid ÿ xM ÿ e
0 ÿ ÿid ÿ xM
 
and
e f
0 0
 
commute. That gives
ÿid ÿ xMf  f ÿid ÿ xM  ÿe: 28
Since rÿid ÿ xM  pÿ Eq. (28) has exactly one solution [9]. The solution can
be written as
f  ÿ
Z 1
0
eÿidÿxM t eÿidÿxM 
t dt:
Note that f 2A and that f is invertible in BH. Since the spectrum of an
element of a C–subalgebra is the same as the spectrum of this element as an
element of BH, f ÿ1 2A. By (26) and (27) we have
E  eÿ fxM f
xM ÿ xM fxM xM f
 
:
Since E 2M2A, all entries are in A. Thus xM 2A. Since xM in xm are so-
lutions of Eq. (23) it is not hard to see that xM ÿ xmÿ1 satisfies the same
equation as f. Thus xm  xM ÿ f ÿ1 2A. By (20) c is invertible. The same ar-
guments as in the proof of the equivalence between (i) and (ii) in Theorem 4
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tells that u  icÿ1x cÿ1d 2A is unitary solution of (21) for each self-adjoint
solution of Eq. (23) which is in A. 
Note that also in C-algebra we get the equivalence between the existence of
a unitary solution of the equation cu uc  2d and the factorization of the
polynomial k2e 2kd  c2 of the form keÿ zkeÿ z in C-algebra. We have
also proved the following corollary.
Corollary 6. Let c and d be self-adjoint elements of a unital C–algebra A. If
there exists d 2 R, d > 0, such that
kk  k2e 2kd  c2 P de 8k 2 R
then there exists z 2A, such that
kk  keÿ zkeÿ z:
4. Classification of all unitary solutions
Classification is a direct consequence of the classification of all self-adjoint
solutions of the algebraic Riccati equation.
4.1. Matrix case
Under some mild assumptions the classification of all self-adjoint solutions
was proved by Willems [10]. His result was generalized by Coppel [1]. Quite a
dierent approach was developed by Gohberg, Lancaster, Rodman, Ran and
other authors. For references see [4,7,8]. They connect self-adjoint solutions of
the algebraic Riccati equation with certain invariant subspaces of the associ-
ated Hamiltonian matrix and/or the factorizations of certain matrix polyno-
mials.
We shall use Coppel’s results [1]. In his article he proved that if algebraic
Riccati equation
ÿX 2  BX  XB A  0 29
has a self-adjoint solution then it also has maximal and minimal self-adjoint
solutions, XM and Xm. In other words, every self-adjoint solution X satisfies
Xm6X 6XM . Every eigenvalue of Bÿ XM has a nonpositive real part. If we
denote by V0 the kernel of the dierence D  XM ÿ Xm then there is a unique
subspace V such that
Cn  V0  V 30
222 M. Dobovisek / Linear Algebra and its Applications 296 (1999) 213–225
and such that both V0 and V are invariant under Bÿ XM . The spectrum of the
restriction of Bÿ XM to V0 is pure imaginary and the spectrum of Bÿ XM V

lies in pÿ. Note that the sum (30) need not be orthogonal.
In [1] the next theorem is proved.
Theorem 7. Let V1 be a subspace of V invariant under Bÿ XM . If V2 is the
subspace of all vectors n 2 C such that Dn is orthogonal to V1 then Cn  V1  V2.
Let P be the corresponding projection of Cn onto V1. Then
X  XM P  XmI ÿ P 
is a self-adjoint solution of Eq. (29). Moreover all self-adjoint solution of Eq. (29)
are obtained in this way, and the correspondence between V1 and self-adjoint
solutions is one-to-one.
We shall consider the case when C is invertible. Theorem 4 gives us the
bijective correspondence between unitary solutions of Eq. (1) and self–adjoint
solutions of the algebraic Riccati Eq. (17). It is known that if algebraic Riccati
equation has a self-adjoint solution then it has also maximal and minimal self-
adjoint solutions XM and Xm. Corresponding unitary solutions of Eq. (1) are
denoted by
UM  Cÿ1iXM  D and Um  Cÿ1iXm  D 31
respective. Again let V0  kerUM ÿ Um (matrix C is invertible) and let V be
the invariant subspace of
D Dÿ CUM  U M C
obtained from (30). We are now ready to state a theorem which classifies all
unitary solutions of (1).
Theorem 8. Let C and D be self-adjoint matrices, C invertible, and let Eq. (1)
have a unitary solution. Then Eq. (1) also has two special solutions UM and Um
Eq. (31). Furthermore let V1 be an arbitrary subspace of V invariant under U M C,
V2 the subspace of all the vectors n 2 Cn such that CUM ÿ Umn is orthogonal to
V1, and let P be the corresponding projector of C
n onto V1. Then
U  UM P  UmI ÿ P 
is a unitary solution of Eq. (1) and the correspondence between invariant sub-
spaces V1 and unitary solutions U is one-to-one.
Proof. The connection between unitary solutions U of Eq. (1) and self-adjoint
solutions X of Eq. (17) is X  iDÿ iCU . Since C is invertible the conclusions
follows directly from Theorem 7. 
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Remark. In [8] it is proved that in matrix case the set of all the unitary solutions
of Eq. (1) is also in one-to-one correspondence with the factorizations of the
matrix polynomial
kk  k2I  2kD C2
of the form
kk  kI ÿ ZkI ÿ Z:
4.2. Classification of the solutions in C-algebra
In [3] the next result was proved.
Theorem 9. Let B;A 2 BH, A  A. And let the equation
ÿX 2  BX  XB A  0 32
have self-adjoint solutions. Then it has a maximal self-adjoint solution XM and a
minimal self-adjoint solution Xm. Suppose that D  XM ÿ Xm is invertible. Let V1
be an arbitrary subspace of H invariant under Bÿ XM . If V2  Dÿ1V ?1 , then
V1  V2  H . Let P be the corresponding projection of H onto V1. Then
X  XM P  XmI ÿ P   Xm  DP 33
is a self-adjoint solution of Eq. (32). Moreover all self-adjoint solutions of Eq.
(32) are obtained in this way, and the correspondence between V1 and X is one-to-
one.
Theorem 9 will help us to classify all unitary solutions of Eq. (1) in C-al-
gebra A. Let f be unique solution of Eq. (28). Note that f ÿ1  D  XM ÿ Xm.
Theorem 10. Let c and d be self-adjoint elements of a unital C-algebra and let
there exists d > 0, such that
k2e 2kd  c2 P de 8k 2 R: 34
Then we have two special unitary solutions uM and um of Eq. (1). The set of unital
solutions of Eq. (1) is in one-to-one correspondence with the set of projections
h 2A, satisfying hrh  rh, where
r  f ÿ1=2uM cf 1=2:
The correspondence is
u  um  uM ÿ umf 1=2hf ÿ1=2: 35
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Proof. The existence of two special solutions uM and um, and their connection
with xM and xm has been proved in Theorem 5. The invertibility of c follows
from (34).
Let u 2A be unitary solution of Eq. (32). Then x  id ÿ icu is self-adjoint
solution of Eq. (32). From Theorem 9 we have x  xm  Dp where p is a pro-
jection of Hilbert space H onto V1 parallel to V2. Subspace V1 is invariant under
Bÿ XM  ÿiuM C and V2  Dÿ1V ?1 . Thus p satisfies puM cp  uM cp and
pDeÿ p  0. If we denote h  f ÿ1=2pf 1=2, we get hrh  rh, h  h and h2  h.
Since D 2A is invertible in A, h 2A. Since c is invertible x  xm  Dp yields
u  um  uM ÿ ump  um  uM ÿ umf 1=2hf ÿ1=2.
Suppose we have a projection h 2A satisfying hrh  rh. For p  f 1=2hf ÿ1=2
it follows from hrh  rh that puM cp  uM cp and p2  p. From h  h we get
pf ÿ1  f ÿ1p: 36
Multiplying (36) with p from left we obtain
pf ÿ1  pf ÿ1p:
That is
pf ÿ1eÿ p  0:
Thus x  xm  Dp is by Theorem 9 a self-adjoint solution of Eq. (32) and so
u  um  uM ÿ umf 1=2hf ÿ1=2 is a unitary solution of (1). 
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