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Abstract
We consider the Cauchy problem for semilinear wave equations in Rn with n  3. Making use
of Bourgain’s method in conjunction with the endpoint Strichartz estimates of Keel and Tao, we
establish the Hs-global well-posedness with s < 1 of the Cauchy problem for the semilinear wave
equation. In doing so a number of nonlinear a priori estimates is established in the framework of
Besov spaces. Our method can be easily applied to the case with n = 3 to recover the result of
Kenig–Ponce–Vega.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction and the main result
In this paper we study the global well-posedness in Hs(Rn) of the following Cauchy
problem for the semilinear wave equation:
utt −∆u=−|u|ρ−1u, (t, x) ∈R×Rn, n 3,
u(x,0)= φ(x), x ∈Rn,
ut (x,0)=ψ(x), x ∈Rn, (1.1)
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Hs(Rn)= (1 −∆)−s/2L2(Rn). Hereafter, for 1 r ∞, we denote by Lr(Rn) the usual
Lebesgue space on Rn with the usual norm ‖ · ‖r .
The Cauchy problem (1.1) has been extensively studied recently in the case with initial
data (φ,ψ) ∈ H 1(Rn)× L2(Rn). For example, the global well-posedness, the scattering
theory as well as regularity of solutions to the Cauchy problem (1.1) have been established
in, e.g., [5,6,9–13,25,29,31–33] for the case of sub-critical growth 1 < ρ < 1+4/(n−2) or
in, e.g., [13,15,27–29] for the case of critical growth ρ = 1 + 4/(n− 2). However, certain
questions remain open. For example, when ρ > 1 + 4/(n− 2), it is not yet clear whether
or not there exists a global, regular, solution to the Cauchy problem (1.1) with arbitrary
initial data. On the other hand, local well-posedness (as well as global well-posedness
with small initial data in the critical growth case) in fractional Sobolev spaces has also
been studied recently by many authors for the Cauchy problem of general semilinear wave
equations including (1.1) under minimal regularity assumptions on the initial data (see,
e.g., [16,20–23,26,29,34]). However, very few authors have undertaken a study of global
well-posedness under the energy norm of Cauchy problems with less regular initial data.
By using the L2-norm as the conserved quantity, the global well-posedness for rough
initial data (L2) was established by Bourgain [2] for the Cauchy problem of the KdV equa-
tion and by Tsutsumi [36] for the Cauchy problem of the semilinear Schrödinger equation.
Recently in [3,4], Bourgain established the global well-posedness under the energy norm
for the Cauchy problem of nonlinear wave or dispersive wave equations for rough initial
data (Hs , s < 1). Bourgain’s method has been further developed to prove the global well-
posedness below the energy norm for the Cauchy problem of the modified KdV equation in
[8] and of the semilinear wave equation (1.1) under minimal regularity assumptions on the
data in the three-dimensional case in [19]. It should be also noticed that Keel and Tao have
recently proposed a different approach to the study of both local and global well-posedness
below the energy norm for the wave map equation [18].
In the present paper we shall extend Kenig–Ponce–Vega’s result for the case with
n = 3 [19] to the case with n  4. To deal with the case of general spatial dimensions,
Kenig–Ponce–Vega’s method in [19] cannot be applied in a straightforward manner. This
is because, in the 3D case, the solution w of the free wave equation, which is given by
w(x, t)= cos(Dt)φ(x)+D−1 sin(Dt)ψ(x),
where D = (−∆)1/2, satisfies the space–time estimates
‖D1−θw‖L2/θ (I ;L2/(1−θ)(R3))  Cθ
(‖Dφ‖2 + ‖ψ‖2), (1.2)
‖w‖L2/θ (I ;L6/(1−θ)(R3)) Cθ
(‖Dφ‖2 + ‖ψ‖2) (1.3)
for θ ∈ [0,1), where I ⊂ R is the interval with 0 ∈ I¯ . Here the fact that θ ∈ [0,1) so the
spatial integrability exponent 2/(1 − θ) ∈ [2,∞) plays an essential role in obtaining the
a priori nonlinear estimates needed for the global well-posedness result of Kenig–Ponce–
Vega in the 3D case. However, the space–time estimates of the forms (1.2) and (1.3) as
well as the associated a priori nonlinear estimates are no longer valid in the general spatial-
dimensional case, and new technical tools are needed to deal with the case of arbitrary
dimensions.
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a priori estimates for the nonlinear term of the wave equation in the general spatial-
dimensional case, which are necessary to prove our global well-posedness result; in partic-
ular, we established the nonlinear a priori estimates under the norm
||| · |||l := sup
0θmin(l, n+12(n−1) )
‖ · ‖
L
n+1
(n−1)θ (I ;L 2(n+1)n(n+1)(n−2l)−2(n−1)θ )
+ sup
2r2(n−1)/(n−3), γ (r)=2/q
‖ · ‖
Lq(I ;B˙l−β(r)r,2 )
, n 4,
||| · |||l := sup
0θ<min(l,1)
‖ · ‖L2/θ (I ;L6/(3−2l−θ))
+ sup
2r<∞, γ (r)=2/q
‖ · ‖
Lq(I ;B˙l−β(r)r,2 )
, n= 3,
where l  0, I ⊂ R with 0 ∈ I¯ , and β(r), γ (r) are defined as in (1.5) below. Our purpose
is to give a unified method to deal with nonlinear estimates for arbitrary spatial dimensions
which can then be used in conjunction with Bourgain’s ideas (cf. [3,4]) as well as Kenig–
Ponce–Vega’s technique [19] to prove the global well-posedness of the Cauchy problem
(1.1) under minimal regularity assumptions on the real-valued initial data (φ,ψ) in the
case when n 4.
Before stating our main result note first the local well-posedness result that for (φ,ψ) ∈
H˙ s(Rn)× H˙ s−1(Rn) with H˙ s(Rn)=D−sL2(Rn), where
s ∈
{
(ν(ρ),1] if n= 3 and ρ = 2,
[ν(ρ),1] if n > 3 or if n= 3 and ρ > 2,
ν(ρ)=
{
n+1
4 − 1ρ−1 if k0(n) ρ  1 + 4n−1 ,
n
2 − 2ρ−1 if 1 + 4n−1  ρ  1 + 4n−2 ,
(1.4)
and
k0(n)= (n+ 1)
2
(n− 1)2 + 4 , n 3,
the Cauchy problem (1.1) is locally well-posed in the time interval [0, T0) with T0 =
T0(‖Dsφ‖2,‖Ds−1ψ‖2) (see [22,29] for the case when s ∈ (ν(ρ),1] and [17,34] for the
case when s = ν(ρ) and n  4). It should be remarked that in the case with n = 3, the
lower bound ν(ρ) given in (1.4) is optimal [21,22] and that in the case with n 4, this lo-
cal well-posedness result has been greatly extended in [34] by use of the endpoint Strichartz
estimates.
Define
α(ρ) := 2(ρ − 1)
2 − [n+ 2 − ρ(n− 2)][n+ 1 − ρ(n− 1)]
2(ρ − 1)[n+ 1− ρ(n− 3)]
if n 4 and k0(n) ρ < (n− 1)/(n− 3),
α(ρ) := 4(ρ − 1)+ [n+ 2 − ρ(n− 2)](nρ − n− 4)
2(ρ − 1)[n+ 4− ρ(n− 2)]
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α(ρ) := 2ρ(ρ − 1)+ [n+ 2 − ρ(n− 2)](nρ − n− ρ − 2)
2(ρ − 1)[n+ 2 − ρ(n− 3)]
if n  6 and (n− 1)/(n− 3)  ρ < min((n+ 2)/(n− 2), n/(n − 3)). We shall establish
the following result.
Theorem 1.1. Let s ∈ (α(ρ),1). Then for any T > 0 and (φ,ψ) ∈ H˙ s(Rn)∩Lρ+1(Rn)×
H˙ s−1(Rn), the Cauchy problem (1.1) has a unique solution u ∈ C([0, T ];Hs(Rn) ∩
Lρ+1(Rn)). Moreover,
u(t)= K˙(t)φ +K(t)ψ + z(t)
with
sup
[0,T )
∥∥z(t)∥∥
H˙ 1  CT
(1−s)/(1−s−η),
where K(t)=D−1 sin(Dt),
η= 2(ρ − 1)
2(1− s)
n+ 2− ρ(n− 2) +
nρ − (n+ ρ − 1)
2
− ρs
if n 4 and k0(n) ρ < (n− 1)/(n− 3),
η= 2(ρ − 1)(1− s)
n+ 2− ρ(n− 2) +
nρ − (n+ 2)
2
− ρs
if n= 5 and (n− 1)/(n− 3) ρ < (n+ 2)/(n− 2), and
η= ρ(ρ − 1)(1− s)
n+ 2− ρ(n− 2) +
nρ − (n+ ρ)
2
− ρs
if n 6 and (n− 1)/(n− 3) ρ < min((n+ 2)/(n− 2), n/(n− 3)).
Remark 1.2. (i) Let k1(n)= 1 + 2/(n− 2). Then it is easy to verify that k0(n) < k1(n) in
the case with n= 3,4 and k0(n) > k1(n) in the case with n 5. It is also easy to see that
n
n− 3 
n+ 2
n− 2 , n 6,
n
n− 3 <
n+ 2
n− 2 , n 7.
(ii) When n 7, we only consider the case k0(n) ρ < n/(n− 3) for technical reason.
(iii) Our method can be easily applied to the case when n = 3 to recover the result of
Kenig–Ponce–Vega in [19].
We conclude this section by introducing some notations. Denote by S(Rn) and S ′(Rn)
the Schwartz space and the Schwartz distribution space, respectively. For s ∈ R and
1 < r <∞, let Lsr (Rn)= (1−∆)−s/2Lr(Rn), the inhomogeneous Sobolev space in terms
of Bessel potentials, let L˙sr (Rn) = (−∆)−s/2Lr(Rn), the homogeneous Sobolev space in
terms of Riesz potentials, and write Hs(Rn)= Ls (Rn) and H˙ s(Rn)= L˙s (Rn). For s ∈ R2 2
C. Miao, B. Zhang / J. Math. Anal. Appl. 283 (2003) 645–666 649and 1  r,m∞, denote by Bsr,m(Rn) the Besov space defined as the space of distribu-
tions u such that {2js‖ϕj ∗ u‖r }∞j=0 ∈ (m, where ∗ stands for the convolution and {ϕj } is
a dyadic decomposition on Rn, and by B˙sr,m(Rn) the homogeneous Besov space defined
as the space of distributions u modulo polynomials such that {2js‖ψj ∗ u‖r }∞j=−∞ ∈ (m,
where {ψj } is a dyadic decomposition on Rn\{0}. For the detailed definitions of the above
function spaces see, e.g., [1,7,24,30,35]. We shall omit Rn from spaces and norms. For any
interval I ∈ R and any Banach space X we denote by C(I ;X) the space of strongly con-
tinuous functions from I to X and by Lq(I ;X) the space of strongly measurable functions
from I to X with ‖u(·);X‖ ∈ Lq(I). Given n, we define, for 2 r ∞,
δ(r)
n
= 2β(r)
n+ 1 =
γ (r)
n− 1 =
1
2
− 1
r
, (1.5)
and say that the exponent pair (q, r) is sharp admissible if q, r  2, (q, r, n) = (2,∞,3),
and
2
q
= (n− 1)
(
1
2
− 1
r
)
= γ (r). (1.6)
Finally, for any q > 0, q ′ stands for the dual to q, i.e., 1/q + 1/q ′ = 1.
2. Linear estimates
In this section we present some a priori estimates for the solution of the following
Cauchy problem for the linear wave equation associated with the problem (1.1):
Wtt −∆W = f (x, t), (t, x) ∈R×Rn,
W(x,0)= φ(x), Wt (x,0)=ψ(x). (2.1)
The solution, W(x, t), of the above Cauchy problem is given by
W(x, t)= K˙(t)φ(x)+K(t)ψ(x)+
t∫
0
K(t − τ )f (x, τ ) dτ,
where K(t)=D−1 sin(Dt). Let w(x, t)= K˙(t)φ(x)+K(t)ψ(x) and define
(Gf )(x, t) :=
t∫
0
K(t − τ )f (x, τ ) dτ, (t, x) ∈R×Rn.
Note that w(x, t) is the solution of the Cauchy problem for the free wave equation. Let
I =R or I ⊂R be the interval with 0 ∈ I¯ . Then we have the following Strichartz estimates
for W(x, t).
Proposition 2.1. Assume that for σ1, σ2,µ ∈R, 2 q1, q2, r1,r2 ∞, the following con-
ditions are satisfied:
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qj
min
(
γ (rj ),1
)
, n 4, j = 1,2,
0 2
qj
min
(
γ (rj ),1
) = (1,1), n= 3, j = 1,2,
σ1 + δ(r1)− 1
q1
= µ, σ2 + δ(r2)− 1
q2
= 1−µ.
Let Yµ = H˙ µ × H˙ µ−1. Then
(i) For (φ,ψ) ∈ Yµ, (w, ∂tw) ∈ C(I ;Yµ) ∩Lq1(I ; B˙σ1r1,2) and
‖w‖
Lq1 (I ;B˙σ1r1,2)
+‖∂tw‖
Lq1 (I ;B˙σ1−1r1,2 )
 C‖(φ,ψ)‖Yµ ; (2.2)
(ii) For f ∈ Lq ′2(I ; B˙−σ2
r ′2,2
), Gf ∈ C(I ;Yµ)∩Lq1(I ; B˙σ1r1,2) and
‖Gf ‖
Lq1 (I ;B˙σ1r1,2)
 C‖f ‖
L
q′2 (I ;B˙−σ2
r′2,2
)
; (2.3)
(iii) For I = [0, T ) with 0 < T ∞,
‖W‖
Lq1 (I ;B˙σ1r1,2)
+ ‖∂tW‖
Lq1 (I ;B˙σ1−1
r1,2
)
 C
(∥∥(φ,ψ)∥∥
Yµ
+ ‖f ‖
L
q′2 (I ;B˙−σ2
r′2,2
)
)
.
(2.4)
Remark 2.2. Proposition 2.1 was proved in [14,22,24] for the case (2/qj , γ (rj )) = (1,1),
and in [17] for the endpoint (2/qj , γ (rj )) = (1,1) case when n  4. When n = 3, the
endpoint Strichartz estimate fails for general data but still holds for radial data (see [20]
for details).
As immediate consequences of Proposition 2.1 and the Sobolev embedding theorem we
have the following corollaries.
Corollary 2.3. Let w be the solution of the Cauchy problem for the free wave equation
with initial data (φ,ψ). For any l, θ  0, if n = 3 and θ < min(l,1) or if n  4 and
θ min(l, (n+ 1)/(2(n− 1))), then
‖w‖
L
n+1
(n−1)θ (I ;B˙l−θ2(n+1)/(n+1−4θ),2)
 Cθ
∥∥(Dlφ,Dl−1ψ)∥∥2, (2.5)
‖w‖
L
n+1
(n−1)θ (I ;L 2(n+1)n(n+1)(n−2l)−2(n−1)θ )  Cθ
∥∥(Dlφ,Dl−1ψ)∥∥2, (2.6)
where Cθ is a positive constant.
Corollary 2.4. Let l  0, q  2, and 2  r ∞ be such that δ(r)− 1/q = l and γ (r)=
2/q with δ(r) and γ (r) being defined in (1.16). Let w be the solution of the free wave
equation with initial data (φ,ψ). If n= 3 and q > 2 or if n 4 and q  2, then
‖w‖Lq(I ;Lr)  C
∥∥(Dlφ,Dl−1ψ)∥∥2. (2.7)
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be any sharp admissible pairs (cf. (1.6)). Then for any σ ∈R,∥∥K˙(t)φ∥∥
Lq(I ;B˙σ−β(r)r,2 )
+ ∥∥K(t)ψ∥∥
Lq(I ;B˙σ−β(r)r,2 )
 C
∥∥(Dσφ,Dσ−1ψ)∥∥2, (2.8)
‖Gf ‖
Lq1 (I ;B˙σ−β(r1)r1,2 )
 C‖f ‖
L
q′2 (I ;B˙σ+β(r2)−1
r′2,2
)
. (2.9)
In particular, we have
‖Gf ‖
Lq(I ;B˙σ−β(r)r,2 )
 C‖f ‖
Lq
′
(I ;B˙σ+β(r)−1
r′,2 )
. (2.10)
Remark 2.6. (i) The estimate (2.5) together with the Sobolev embedding theorem implies
that for any l, θ  0,
‖Dl−θw‖
L
n+1
(n−1)θ (I ;L 2(n+1)n+1−4θ )  Cθ
∥∥(Dlφ,Dl−1ψ)∥∥2 (2.11)
in the case when n = 3 and θ < min(l,1) or in the case when n  4 and θ  min(l,
(n+ 1)/(2(n− 1))).
(ii) From the definition of δ(r) it easily follows that, for any 0 l  1, if n 4, q  2,
and δ(r)− 1/q = l, then
2n
n− 2l  r 
2n
n− 2l − 1 ,
and if n= 3, q > 2, and δ(r)− 1/q = l, then
2n
n− 2l  r <
2n
n− 2l − 1 , 0 l  1.
(iii) For any σ1, σ2 ∈R and any sharp admissible pairs (qj , rj ) (j = 1,2) satisfying that
−σ2 = β(r1)+ β(r2)+ σ1 − 1,
by Proposition 2.1 the following estimates are equivalent:
‖Gf ‖
Lq1 (I ;B˙σ1
r1,2
)
 C‖f ‖
L
q′2 (I ;B˙−σ2
r′2,2
)
,
‖Gf ‖
Lq1 (I ;B˙σ1−β(r1)r1,2 )
 C‖f ‖
L
q′2 (I ;B˙−σ2−β(r1)
r′2,2
)
,
‖Gf ‖
Lq1 (I ;B˙σ1−β(r1)r1,2 )
 C‖f ‖
L
q′2 (I ;B˙σ1+β(r2)−1
r′2,2
)
.
The following results follow easily from the Sobolev embedding theorem and the
Hölder inequality.
Lemma 2.7. Let kj  0 and αj be multi-indices on Rn with |αj | kj (j = 1,2, . . . ,N).
For bj  0 and 1 p, rj <∞, let
aj = bj
(
1
rj
− kj − |αj |
n
)
, j = 1,2, . . . ,N.
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aj > 0 and
N∑
j=1
aj = 1/p,
then ∥∥∥∥∥
N∏
j=1
|Dαj uj |bj
∥∥∥∥∥
p
 C
N∏
j=1
‖uj‖bjL˙kjrj
. (2.12)
(ii) If
∑
aj>0
aj 
1
p

N∑
j=1
bj
rj
,
then ∥∥∥∥∥
N∏
j=1
|Dαj uj |bj
∥∥∥∥∥
p
 C
N∏
j=1
‖uj‖bjLkjrj
. (2.13)
3. Nonlinear a priori estimates
In this section we establish some nonlinear a priori estimates for the solution of the
Cauchy problem (1.1) which is necessary to prove Theorem 1.1. Our proof of Theorem 1.1
follows from both Bourgain’s and Kenig–Ponce–Vega’s ideas [3,19]. To this end, we split
the initial data (φ(x),ψ(x)) up into two parts: the high frequency one and the low fre-
quency one (regular part). Let ϕ ∈ C∞c (Rn) such that
ϕ(ξ)=
{
1 for||ξ | 1,
0 for |ξ | 2,
and define
φ(x) := φ1(x)+ φ2(x), ψ(x) :=ψ1(x)+ψ2(x),
where(
φ1(x),ψ1(x)
)= (F−1(ϕN(ξ)φˆ(ξ))hF−1(ϕN(ξ)ψˆ(ξ))),(
φ2(x),ψ2(x)
)= (φ(x)− φ1(x),ψ(x)−ψ1(x))
with ϕN(ξ) = ϕ(ξ/N) and N > 0 being chosen later. Hereafter we denote by vˆ(ξ) the
Fourier transform of v(x) and F−1 the inverse Fourier transform. It is easy to see that
φ1,ψ1 ∈ S(Rn) and∥∥(Dlφ1,Dl−1ψ1)∥∥2  CNl−s for l  s, (3.1)∥∥(Dlφ2,Dl−1ψ2)∥∥2  CNl−s for l ∈ [0, s]. (3.2)
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vtt −∆v =−|v|ρ−1v, (t, x) ∈R×Rn, ρ ∈
(
1,
n+ 2
n− 2
)
,
v(x,0)= φ1(x), x ∈Rn,
vt (x,0)=ψ1(x), x ∈Rn, (3.3)
and its integral formulation
v(x, t)= K˙(t)φ1(x)+K(t)ψ1(x)−
t∫
0
K(t − τ )|v|ρ−1v dτ. (3.4)
The solution v(x, t) to the above problem satisfies the conservation law, i.e.,
E
(
v(·, t), ∂t v(·, t)
) :=
( ∫
Rn
(
|∂tv|2 + |∇v|2 + 2
ρ + 1 |v|
ρ+1
)
dx
)1/2
= E(φ1,ψ1), ∀t > 0, (3.5)
which together with (3.1) implies that∥∥(∂t v,∇v)∥∥2 + ∥∥v(t)∥∥(ρ+1)/2ρ+1  CN1−s , ∀t > 0, (3.6)
for some positive constant C independent of N.
The following result gives an estimate for the nonlinear term in the Cauchy problem
(3.3).
Lemma 3.1. Let k1(n) ρ < 1 + 4/(n− 2) and set
r = 2(n− 1)(ρ + 1)
(ρ + 1)(n− 1)− 2(ρ − 1)(n− 2)+ 4
and f (v)= |v|ρ−1v. Then∥∥f (v)∥∥
B˙
β(r)
r′,2
 C‖v‖ρ
B˙
1−β(r)
r,2
. (3.7)
Proof. First note that
β(r)= (ρ − 1)(n− 2)− 2
2(n− 1)(ρ + 1) (n+ 1),
1
r ′
= (ρ − 1)
(
1
r
− 1− β(r)
n
)
+
(
1
r
− 1 − 2β(r)
n
)
,
and 0 β(r) < 1/2, where r ′ is the dual to r .
Now for any y ∈Rn define τyv(x) := v(x + y), ∀x ∈Rn, and let ∆yv = τyv− v. Then∣∣f (τyv)− f (v)∣∣C(∣∣v(x + y)∣∣ρ−1 + ∣∣v(x)∣∣ρ−1)∆yv,
so by Lemma 2.7 it follows that∥∥f (τyv)− f (v)∥∥r ′  C∥∥v(x)∥∥ρ−1B˙1−β(r)‖∆yv‖λ, (3.8)r,2
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space B˙sr,m:
‖v‖B˙sr,m 
( ∞∫
0
t−m(s−[s])
∑
|α|=[s]
sup
|y|t
‖∆yDαv‖mr
dt
t
)1/m
, (3.9)
where [s] denotes the largest integer smaller than s, we obtain by (3.8) that
∥∥f (v)∥∥
B˙
β(r)
r′,2
=
( ∞∫
0
t−2β(r) sup
|y|t
∥∥f (τyv)− f (v)∥∥2r ′ dtt
)1/2
 C‖v‖ρ−1
B˙
1−β(r)
r,2
( ∞∫
0
t−2β(r) sup
|y|t
‖∆yv‖2λ
dt
t
)1/2
= C‖v‖ρ−1
B˙
1−β(r)
r,2
‖v‖
B˙
β(r)
λ,2
 C‖v‖ρ
B˙
1−β(r)
r,2
,
where use has been made of the Sobolev embedding theorem (i.e., B˙1−β(r)r,2 ⊂ B˙β(r)λ,2 ) in the
last inequality. The proof is thus completed. ✷
For l  0 and I ⊂R with 0 ∈ I¯ , define
||| · |||l := sup
0θmin(l, n+12(n−1) )
‖ · ‖
L
n+1
(n−1)θ (I ;L 2(n+1)n(n+1)(n−2l)−2(n−1)θ )
+ sup
2r2(n−1)/(n−3), γ (r)=2/q
‖ · ‖
Lq(I ;B˙l−β(r)r,2 )
, n 4,
||| · |||l := sup
0θ<min(l,1)
‖ · ‖L2/θ (I ;L6/(3−2l−θ))
+ sup
2r<∞, γ (r)=2/q
‖ · ‖
Lq(I ;B˙l−β(r)r,2 )
, n= 3.
Then we have the following result.
Lemma 3.2. Let v be the solution of problem (3.3) and let
I = [0,∆T ] with ∆T ∼N− 2(1−s)(ρ−1)n+2−ρ(n−2) .
If k0(n) ρ < 1+4/(n−2), then |||v|||1 ∼N1−s . Hereafter, fN ∼ gN means |fN | C|gN |
for some positive constant independent of N .
Proof. Let r be defined as in Lemma 3.1 and q = γ (r). Then by (3.1), Lemma 3.1, and
Proposition 2.1(iii) we obtain that for k1(n) ρ  1 + 4/(n− 2),
‖v‖
Lq (I ;B˙1−β(r)
r,2 )
C
(‖φ1‖H˙ 1 + ‖ψ1‖2 + ‖f (v)‖Lq′ (I ;B˙β(r)
r′,2 )
)
C
(
N1−s + (∆T )(n+2−ρ(n−2))/2‖v‖ρ
Lq(I ;B˙1−β(r))
)
,r,2
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‖v‖
Lq (I ;B˙1−β(r)r,2 )
∼N1−s ,
which together with the Sobolev embedding theorem implies that for large N ,
|||v|||1 ∼N1−s
under the condition that k1(n) ρ < 1+ 4/(n− 2).
By Remark 1.2(i) we only need to consider the cases when k0(n) < ρ  k1(n) for n= 3
and when k0(n) ρ  k1(n) for n= 4. Taking
λ= (ρ + 1)(n− ρ(n− 2))
ρ[2n− (ρ + 1)(n− 2)] ,
so that λ ∈ (0,1) and noting that ρ + 1 < 2ρ  2n/(n− 2) we obtain by interpolation that∥∥f (v)∥∥
L1(I ;L2) C∆T ‖v‖λρL∞(I ;Lρ+1)‖v‖
(1−λ)ρ
L∞(I ;L2n/(n−2))
C∆TN
2n−2ρ(n−2)
n+2−ρ(n−2) (1−s)N
n(ρ−1)
n+2−ρ(n−2) (1−s)
C∆TN
n−ρn+4ρ
n+2−ρ(n−2) (1−s) ∼N1−s ,
where use has been made of (3.6) and the inclusion that H˙ 1 ⊂ L2n/(n−2) to derive the
second inequality. This along with (3.1) and Proposition 2.1(iii) gives the result
|||v|||1  C
(‖φ1‖H˙ 1 + ‖ψ1‖2 + ‖f (v)‖L1(I ;L2))∼N1−s .
The lemma is thus proved. ✷
Remark 3.3. (i) For any (κ, r, q) satisfying κ + δ(r)− 1/q = 1 and 2 r ∞, if n 4
and 2 q ∞ or if n= 3 and 2 < q ∞, then we have
‖v‖Lq (I ;B˙κ
r,2)
∼N1−s (3.10)
for large N, where I = [0,∆T ] with ∆T ∼N− 2(1−s)(ρ−1)n+2−ρ(n−2) .
(ii) Similar results to Lemma 3.2 were proved in [19] in the three-dimensional case by
direct use of the norm ||| · |||l defined by
||| · |||l := ‖Dl · ‖L∞(I ;L2) + ‖ · ‖L2/l (I ;L2/(1−l)).
Our proof seems simpler in the general-dimensional case.
(iii) It is easy to see that
‖Dlv‖L∞(I ;L2)  |||v|||l , l  0. (3.11)
Next we consider the Cauchy problem for y(t)= u(t)− v(t) with initial data (φ2,ψ2),
ytt −∆y =−|y + v|ρ−1(v + y)+ |v|ρ−1v, (t, x) ∈R×Rn,
y(x,0)= φ2(x), yt (x,0)=ψ2(x), (3.12)
and its integral formulation
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t∫
0
K(t − τ )F (τ) dτ
:= K˙(t)φ2(x)+K(t)ψ2(x)+ z(t), (3.13)
where F(t)= |y + v|ρ−1(v + y)− |v|ρ−1v. It is clear that∣∣F(t)∣∣ C|y|ρ +C|v|ρ−1|y| := F1 +F2. (3.14)
Lemma 3.4. Let 0 l  s < 1 and k0(n) ρ < min((n+ 2)/(n− 2), n/(n− 3)). Set
I = [0,∆T ] with ∆T ∼N− 2(1−s)(ρ−1)n+2−ρ(n−2) .
Then |||y|||l ∼Nl−s .
Proof. By Remark 1.2(i) it is sufficient to consider the case ρ  k1(n) (= 1 + 2/(n− 2))
if n 5.
It follows from (3.2), (3.14), and Proposition 2.1(iii) that
|||y|||l  C
[‖φ2‖H˙ l + ‖ψ2‖H˙ l−1 + ‖F‖L1(I ;L2n/(n+2−2l))]
 C
[
Nl−s + ‖yρ‖L1(I ;L2n/(n+2−2l)) + ‖yvρ−1‖L1(I ;L2n/(n+2−2l))
]
. (3.15)
The proof is broken down into the following several steps.
(I) First, we estimate ‖yvρ−1‖L1(I ;L2n/(n+2−2l)).
We first consider the case when n  4 and k1(n)  ρ < (n − 1)/(n − 3). Let p =
2n/(n+ 2 − 2l) and χ = 2/[n+ 2 − ρ(n− 2)], and define
θ = (ρ − 1)(n− 2)− 2
2(ρ − 1)
n+ 1
n− 1 ,
1
r1
= (n+ 1)(n− 2)− 2(n− 1)θ
2n(n+ 1) ,
1
r2
= n− 2l
2n
.
Then 1/p= (ρ−1)/r1 +1/r2 and 1 = (ρ−1)(n−1)θ/(n+1)+1/χ. So it follows from
Lemma 2.7(i) with u1 = v, u2 = y , b1 = ρ − 1, b2 = 1, and kj = 0 (j = 1,2) and noting
the definition of ||| · |||l that for n 4 and k1(n) ρ < (n− 1)/(n− 3),
‖vρ−1y‖L1(I ;L2n/(n+2−2l)) C
∫
I
‖v‖ρ−1r1 ‖y‖r2 dt
C‖v‖ρ−1
L
n+1
(n−1)θ (I ;Lr1 )
(∫
I
‖y‖χr2 dt
)1/χ
C|||v|||ρ−11 ‖y‖L∞(I ;Lr2 )(∆T )1/χ
C(∆T )(n+2−ρ(n−2))/2N(ρ−1)(1−s)|||y|||l , (3.16)
where use has been made of the Hölder inequality to obtain the second inequality of (3.16)
and of Lemma 3.2 to derive the last inequality.
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(n− 3). Let
κ = 2(ρ − 1)n− 2(ρ + 1)
2n− (ρ + 1)(n− 2) ,
so that
n+ 2 − 2l
2n
= ρ − 1 − κ
ρ + 1 + κ
n− 2
2n
+ n− 2l
2n
.
Then apply Lemma 2.7(i) again with u1 = u2 = v, u3 = y , b1 = ρ− 1− κ , b2 = κ , b3 = 1,
r1 = ρ+1, r2 = 2n/(n−2), r3 = 2n/(n−2l), and kj = 0 (j = 1,2,3) to obtain on noting
(3.6) and Lemma 3.2 that
‖vρ−1y‖L1(I ;L2n/(n+2−2l)) 
∫
I
‖v‖ρ−1−κr1 ‖v‖κr2‖y‖r3 dt
C(∆T )‖v‖ρ−1−κ
L∞(I ;Lρ+1)|||v|||κ1 |||y|||l
C(∆T )N
(ρ−1)(2+κ)(1−s)
ρ+1 |||y|||l . (3.17)
(II) We show that for n= 4 and k0(4) ρ  k1(4) (= 2),
|||y|||l ∼Nl−s , ∆T ∼N−
2(1−s)(ρ−1)
n+2−ρ(n−2) . (3.18)
Let l0 = [nρ − (n+ 2)]/[2(ρ− 1)] ≡ 2ρ − 3)/(ρ − 1). Then
n+ 2 − 2l
2n
= (ρ − 1)n− 2l0
2n
+ n− 2l
2n
,
so by Lemma 2.7 and the definition of ||| · |||l we have
‖yρ‖L1(I ;L2n/(n+2−2l))  C(∆T )|||y|||ρ−1l0 |||y|||l . (3.19)
In view of the fact that
n+ 2 − 2l0
2n
= ρ n− 2l0
2n
,
it follows that
‖yρ‖L1(I ;L2n/(n+2−2l0))  C(∆T )‖y‖ρL∞(I ;L2n/(n−2l0))  C(∆T )|||y|||
ρ
l0
.
This together with (3.15) and (3.17) implies that
|||y|||l0 Nl0−s (3.20)
for ∆T ∼N− 2(1−s)(ρ−1)n+2−ρ(n−2) with N large enough. Combining (3.15), (3.17), (3.19), and (3.20)
leads to the required estimate (3.18).
(III) We show that if n 4 and ρ  k1(n) then
|||y|||l ∼Nl−s , ∆T ∼N−
2(1−s)(ρ−1)
n+2−ρ(n−2) (3.21)
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l0 = max
(
ρn− n− ρ − 2
2(ρ − 1) ,
n
2
− 2
ρ − 1 ,
(ρn− n− 2)(n+ 1)
2(2ρn− n− 1)
)
.
It is easy to verify that for any l0  l  s < 1,
n+ 2 − 2l
2n
= ρ (n+ 1)(n− 2l)− 2(n− 1)θ
2n(n+ 1) ,
1
ρ
− (n− 1)θ
n+ 1 =
(n+ 4 − 2l)− ρ(n− 2l)
2ρ
 0,
where
θ = ρ(n− 2l)− (n+ 2− 2l)
2ρ
n+ 1
n− 1 .
Thus it follows from Hölder inequality and the definition of ||| · |||l that
‖yρ‖L1(I ;L2n/(n+2−2l))  (∆T )((n+4−2l)−ρ(n−2l))/2|||y|||ρl . (3.22)
This along with (3.15), (3.16), and (3.17) implies the required estimate (3.21).
(IV) We prove that for 0 l  l0,
|||y|||l ∼Nl−s , (∆T )∼N
−2(ρ−1)(1−s)
n+2−ρ(n−2) (3.23)
if n 4 and k1(n) ρ < (n− 1)/(n− 3), where l0 is defined in step (III).
Let
l1 = max
(
ρn− n− ρ − 1
2(ρ − 1) , l0
)
 l0,
θ = (ρ − 1)(n− 2l1)− 2
2(ρ − 1)
n+ 1
n− 1 ,
χ = 2
n+ 4 − 2l1 − ρ(n− 2l1) .
Then
n+ 2 − 2l
2n
= (ρ − 1) (n+ 1)(n− 2l1)− 2(n− 1)θ
2n(n+ 1) +
n− 2l
2n
,
1 = (ρ − 1) (n− 1)θ
n+ 1 +
1
χ
,
so by Lemma 2.7 and a similar argument as in deriving (3.16) we obtain that for 0 l  l0,
‖yρ‖L1(I ;L2n/(n+2−2l))  C(∆T )
(n+4−2l1)−ρ(n−2l1)
2 |||y|||l|||y|||ρ−1l1 .
This combined with (3.15)–(3.17) and step (III) yields estimate (3.23).
(V) We show that for 0 l  l0,
|||y|||l ∼Nl−s , ∆T ∼N−
2(1−s)(ρ−1)
n+2−ρ(n−2) (3.24)
if n 5 and ρ  (n− 1)/(n− 3), where l0 is defined in step (III).
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by interpolation. By the Strichartz estimate (cf. (2.10)) together with (3.2) and (3.14) we
have
|||y|||l  C
[
Nl−s + ‖yρ‖
Lq
′
(I ;B˙l+β(r)−1
r′,2 )
+ ‖yvρ−1‖L1(I ;L2n/(n+2−2l))
]
, (3.25)
where
r = 2(n− 1)(ρ + 1)
2(n+ 1)− (ρ − 1)(n+ 1− 4l2) , l2 ∈ (l0,1),
and (q, r) is a sharp admissible pair. Arguing similarly as in the proof of Lemma 3.2 and
noting that
n− 1
r
= n+ 1
2
+ (ρ − 1)
(
l2 − n+ 14 −
n− 1
2r
)
,
it can be obtained that
‖yρ‖
B˙
l+β(r)−1
r′ ,2
 ‖y‖ρ−1
B˙
l2−β(r)
r,2
‖y‖
B˙
l−β(r)
r,2
,
so
‖yρ‖
Lq
′
(I ;B˙l+β(r)−1
r′,2 )
 C(∆T )(n+2−ρ(n−2))/2|||y|||ρ−1l2 |||y|||l .
This together with (3.24), (3.17), and step (III) implies estimate (3.25). The lemma is thus
proved. ✷
Remark 3.5. In the special case n = 3, 0  θ < 1, so the following simple definition of
||| · |||l can be used to obtain easily the same result as Lemma 3.4 (see [19] for details):
||| · |||l = ‖ · ‖L2/l (I ;L2/(1−l)) + ‖Dl · ‖L∞(I ;L2).
4. Proof of Theorem 1.1
Note first that the Cauchy problem (1.1) is locally well-posed. So to prove Theorem 1.1
we have to show that the local solution can be extended globally. This we do by following
both Bourgain’s and Kenig–Ponce–Vega’s ideas (see [3,4,19]). We first solve the Cauchy
problem (3.3) with smooth part of the data for v(t) in a time interval [0,∆T ], and then use
v(t) to find y(t)= u(t)−v(t) (see (3.12)) in the time interval [0,∆T ]. We observe that the
inhomogeneous part z(t) of y(t), defined in (3.13), is in H˙ 1. Thus, add z(∆T ) to v(∆T ),
and repeat the argument in the time interval [∆T,2∆T ]. In each step of this process we
have to take into account the growing estimates for the involved norms to make the process
uniform.
Lemma 4.1. Let ∆T ∼N− 2(1−s)(ρ−1)n+2−ρ(n−2) . Then∥∥(∂tz(∆T ),∇z(∆T ))∥∥ ∼N− (3−ρ)(ρ−1)(1−s)n+2−ρ(n−2) N nρ−(n+ρ−1)2 −ρs (4.1)2
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if n= 5 and (n− 1)/(n− 3) ρ < (n+ 2)/(n− 2), and∥∥(∂tz(∆T ),∇z(∆T ))∥∥2 ∼N− (2−ρ)(ρ−1)(1−s)n+2−ρ(n−2) N nρ−(n+ρ)2 −ρs (4.3)
if n 6 and (n− 1)/(n− 3) ρ min((n+ 2)/(n− 2), n/(n− 3)).
Proof. It is easy to see that∥∥(∂tz(∆T ),∇z(∆T ))∥∥2  C(‖yρ‖L1(I ;L2) + ‖vρ−1y‖L1(I ;L2)) (4.4)
with I = [0,∆T ).
(I) Estimation of ‖yρ‖L1(I ;L2).
We first consider the case when n  4 and k0(n)  ρ < (n − 1)/(n − 3). Define l =
(nρ − n− ρ + 1)/(2ρ), so that
1
2
= n− 2l
2n
+ (ρ − 1)n− 2l − 1
2n
, 1 = 1∞ +
ρ − 1
2
+ 3− ρ
2
.
Then it follows from Lemmas 2.7 and 3.4 that
‖yρ‖L1(I ;L2) C(∆T )(3−ρ)/2|||y|||ρl C(∆T )(3−ρ)/2Nρ(l−s)
CN−
(3−ρ)(ρ−1)(1−s)
n+2−ρ(n−2) N
nρ−(n+ρ−1)
2 −ρs. (4.5)
Consider now the case when n 5 and ρ  (n− 1)/(n− 3). Set
θ = n+ 1
(n− 1)ρ , l =
nρ − (n+ 2)
2ρ
for n= 5 or
θ = n+ 1
2(n− 1) , l =
nρ − (n+ ρ)
2ρ
for n 6. Then l  θ and
1
2
= ρ (n+ 1)(n− 2l)− 2(n− 1)θ
2(n+ 1)n , n= 5,
1
2ρ
= n− 2l − 1
2n
, n 6.
So, by Hölder inequality and Lemma 3.4 it is found that
‖yρ‖L1(I ;L2)  |||y|||ρl  CN
nρ−(n+2)
2 −ρs, n= 5, (4.6)
‖yρ‖L1(I ;L2)  C(∆T )(2−ρ)/2‖y‖ρL2(I ;L2ρ)  C(∆T )(2−ρ)/2|||y|||
ρ
l
 CN−
(2−ρ)(ρ−1)(1−s)
n+2−ρ(n−2) N
nρ−(n+ρ)
2 −ρs, n 6, (4.7)
where use has been made of the fact that ρ < min((n+ 2)/(n− 2), n/(n− 3)) so l < 1.
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Firstly, consider the case when n 4 and k0(n) ρ < (n−1)/(n−3). Let l = (ρ−1)×
(n− 3)/2. Then
1
2
= n− 2l
2n
+ (ρ − 1)n− 3
2n
, 1 = ρ − 1
2
+ 3 − ρ
2
,
so applying Lemma 2.7 in conjunction with Lemmas 3.2 and 3.4 yields
‖vρ−1y‖L1(I ;L2)  C(∆T )(3−ρ)/2|||y|||l|||v|||ρ−11
 C(∆T )(3−ρ)/2Nl−sN(ρ−1)(1−s)
 CN−
(3−ρ)(ρ−1)(1−s)
n+2−ρ(n−2) N
nρ−(n+ρ−1)
2 −ρs . (4.8)
Consider now the case when n 5 and ρ  (n− 1)/(n− 3). Taking
l =
{
(ρ−1)(n−3)−1
2 for n 6,
(ρ−1)(n−2)−2
2 for n= 5,
we have
1
2
= (ρ − 1)n− 3
2n
+ n− 2l − 1
2n
, 1 = 1
2
+ ρ − 1
2
+ 2 − ρ
2
, n 6,
1
2
= n− 3
2n
+ n− 2l − 1
2n
+ (ρ − 2)n− 2
2n
, 1 = 1
2
+ 1
2
+ 1∞ , n= 5.
Thus by Lemma 2.7 along with Lemmas 3.2 and 3.4 we obtain that
‖vρ−1y‖L1(I ;L2)  C(∆T )(2−ρ)/2|||y|||l|||v|||ρ−11  C(∆T )(2−ρ)/2Nl−sN(ρ−1)(1−s)
 CN−
(2−ρ)(ρ−1)(1−s)
n+2−ρ(n−2) N
nρ−(n+ρ)
2 −ρs, n 6, (4.9)
‖vρ−1y‖L1(I ;L2)  C|||v|||ρ−11 |||y|||l  CN(ρ−1)(1−s)Nl−s
 CN
ρn−(n+2)
2 −ρs, n= 5. (4.10)
Combining (4.4)–(4.10) gives estimates (4.1)–(4.3). ✷
Remark 4.2. Noting that s  n/2 − 2/(ρ − 1), one easily verifies that
nρ − (n+ 2)
2
− (2 − ρ)(ρ − 1)(1− s)
n+ 2− ρ(n− 2) +
nρ − (n+ ρ)
2
,
− (3 − ρ)(ρ − 1)(1− s)
n+ 2− ρ(n− 2) +
nρ − (n+ ρ − 1)
2
, ρ  2.
Lemma 4.3. If ∆T ∼N− 2(1−s)(ρ−1)n+2−ρ(n−2) , then∥∥z(∆T )∥∥(ρ+1)/2
ρ+1 ∼N−
(3−ρ)(ρ−1)(1−s)
n+2−ρ(n−2)
ρ+1
2 N
nρ(ρ+1)−2n−(ρ+1)2
4 − ρ(ρ+1)s2 (4.11)
in the case when n 4 and k0(n) ρ < (n− 1)/(n− 3),∥∥z(∆T )∥∥(ρ+1)/2 ∼N nρ(ρ+1)−2n−4(n+1)4 − ρ(ρ+1)s2 (4.12)
ρ+1
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ρ+1 ∼N−
(2−ρ)(ρ−1)(1−s)
n+2−ρ(n−2)
ρ+1
2 N
nρ(ρ+1)−2n−(ρ+1)(ρ+2)
4 − ρ(ρ+1)s2 (4.13)
in the case when n 6 and (n− 1)/(n− 3) ρ min((n+ 2)/(n− 2), n/(n− 3)).
Proof. Apply Minkowski’s inequality and the Sobolev embedding theorem to obtain that∥∥z(∆T )∥∥
ρ+1  C
(‖yρ‖L1(I ;Ln(ρ+1)/(ρ+n+1)) + ‖vρ−1y‖L1(I ;Ln(ρ+1)/(ρ+n+1))), (4.14)
where I = [0,∆T ).
We first estimate ‖yρ‖L1(I ;Lρ(n+1)/(n+ρ+1)). For the case when n  4 and ρ  (n − 1)/
(n− 3), take l = [nρ(ρ + 1)− 2n− (ρ + 1)2]/[2ρ(ρ + 1)] so that
ρ + n+ 1
n(ρ + 1) =
n− 2l
2n
+ (ρ − 1)n− 2l − 1
2n
, 1 = ρ − 1
2
+ 3 − ρ
2
,
and make use of Lemmas 2.7 and 3.4 to deduce that
‖yρ‖L1(I ;Lρ(n+1)/(n+ρ+1)) C(∆T )(3−ρ)/2|||y|||ρl  C(∆T )(3−ρ)/2Nρ(l−s)
CN−
(3−ρ)(ρ−1)(1−s)
n+2−ρ(n−2) N
nρ(ρ+1)−2n−(ρ+1)2
2(ρ+1) −ρs . (4.15)
Now if n 5 and ρ  (n− 1)/(n− 3), then taking
l =
{ ρ(ρ+1)n−2n−(ρ+1)(ρ+2)
2ρ(ρ+1) for n 6,
ρ(ρ+1)n−2n−4(ρ+1)
2ρ(ρ+1) for n= 5,
so that
ρ + n+ 1
n(ρ + 1) = ρ
n− 2l − 1
2n
, 1 = 1
2
+ ρ − 1
2
+ 2 − ρ
2
, n 6,
ρ + n+ 1
n(ρ + 1) = 2
n− 2l − 1
2n
+ (ρ − 2)n− 2l
2n
, 1 = 1
2
+ 1
2
+ 1∞ , n= 5,
and utilizing Lemmas 2.7 and 3.4 yield that
‖yρ‖L1(I ;Lρ(n+1)/(n+ρ+1))
 C(∆T )(2−ρ)/2‖y‖ρ
L2(I ;L2ρ) C(∆T )
(2−ρ)/2|||y|||ρl
 C(∆T )(2−ρ)/2Nρ(l−s)
 CN−
(2−ρ)(ρ−1)(1−s)
n+2−ρ(n−2) N
nρ(ρ+1)−2n−(ρ+1)(ρ+2)
2(ρ+1) −ρs, n 6, (4.16)
‖yρ‖L1(I ;Lρ(n+1)/(n+ρ+1))  C|||y|||ρl  CNρ(l−s)  CN
nρ(ρ+1)−2n−4(ρ+1)
2(ρ+1) −ρs, n= 5.
(4.17)
We now estimate ‖vρ−1y‖L1(I ;Ln(ρ+1)/(n+ρ+1)).
For n 4 and ρ < (n− 1)/(n− 3), define
l = nρ(ρ + 1)− 2n− (ρ + 1)(3ρ − 1) .
2(ρ + 1)
C. Miao, B. Zhang / J. Math. Anal. Appl. 283 (2003) 645–666 663It is clear that
ρ + n+ 1
n(ρ + 1) =
n− 2l
2n
+ (ρ − 1)n− 3
2n
, 1 = ρ − 1
2
+ 3− ρ
2
.
Thus by Lemmas 2.7, 3.2, and 3.4 it follows that
‖vρ−1y‖L1(I ;Lρ(n+1)/(n+ρ+1)) C(∆T )(3−ρ)/2|||y|||l |||v|||ρ−11
C(∆T )(3−ρ)/2Nl−sN(ρ−1)(1−s)
CN−
(3−ρ)(ρ−1)(1−s)
n+2−ρ(n−2) N
nρ(ρ+1)−2n−(ρ+1)2
2(ρ+1) −ρs . (4.18)
Now for n 5 and ρ  (n− 1)/(n− 3), let
l =
{
ρ(n−3)
2 − nρ+1 for n 6,
ρ(n−2)
2 − nρ+1 − 1 for n= 5.
Noting that
ρ + n+ 1
n(ρ + 1) = (ρ − 1)
n− 3
2n
+ n− 2l − 1
2n
, 1 = 1
2
+ ρ − 1
2
+ 2− ρ
2
, n 6,
ρ + n+ 1
n(ρ + 1) =
n− 3
2n
+ n− 2l− 1
2n
+ (ρ − 2)n− 2
2n
, 1 = 1
2
+ 1
2
+ 1∞ , n= 5,
we obtain by Lemmas 2.7, 3.2, and 3.4 that
‖vρ−1y‖L1(I ;Lρ(n+1)/(n+ρ+1))
 C(∆T )(2−ρ)/2‖y‖ρ
L2(I ;L2ρ) C(∆T )
(2−ρ)/2|||y|||l |||v|||ρ−11
 C(∆T )(2−ρ)/2Nl−sN(ρ−1)(1−s)
 CN−
(2−ρ)(ρ−1)(1−s)
n+2−ρ(n−2) N
nρ(ρ+1)−2n−(ρ+1)(ρ+2)
2(ρ+1) −ρs, n 6, (4.19)
‖vρ−1y‖L1(I ;Lρ(n+1)/(n+ρ+1))  C|||v|||ρ−11 |||y|||l  CN(ρ−1)(1−s)Nl−s
 CN
nρ(ρ+1)−2n−4(ρ+1)
2(ρ+1) −ρs, n= 5. (4.20)
A combination of (4.14)–(4.20) leads to the estimates (4.11)–(4.13).
Remark 4.4. Since s  n/2 − 2/(ρ − 1), it is easy to verify that
n(ρ + 1)− 2n− 4(n+ 1)
2(ρ + 1)
− (2 − ρ)(ρ − 1)(1− s)
n+ 2− ρ(n− 2) +
nρ(ρ + 1)− 2n− (ρ + 1)(ρ + 2)
2(ρ + 1)
− (3 − ρ)(ρ − 1)(1− s)
n+ 2− ρ(n− 2) +
nρ(ρ + 1)− 2n− (ρ + 1)2
2(ρ + 1)
for ρ  2,
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n+ 2− ρ(n− 2)
ρ + 1
2
+ nρ(ρ + 1)− 2n− (ρ + 1)
2
4
− ρ(ρ + 1)s
2
− (3 − ρ)(ρ − 1)(1− s)
n+ 2− ρ(n− 2) +
nρ − (n+ ρ − 1)
2
− ρs
for n 4 and ρ < (n− 1)/(n− 3),
nρ(ρ + 1)− 2n− 4(n+ 1)
4
− ρ(ρ + 1)s
2
 nρ − (n+ 2)
2
− ρs
for n= 5 and ρ  (n− 1)/(n− 3)= 2,
− (2 − ρ)(ρ − 1)(1− s)
n+ 2− ρ(n− 2)
ρ + 1
2
+ nρ(ρ + 1)− 2n− (ρ + 1)(ρ + 2)
4
− ρ(ρ + 1)s
2
− (2 − ρ)(ρ − 1)(1− s)
n+ 2− ρ(n− 2) +
nρ − (n+ ρ)
2
− ρs
for n 6 and ρ  (n− 1)/(n− 3).
Proof of Theorem 1.1. As remarked in the beginning of this section, we first solve (3.3)
for v(t) in the time interval [0,∆T ] and then insert v(t) in (3.12) to find y(t) by solving
(3.12) in the time interval [0,∆T ]. We now solve the Cauchy problem (3.3) in the time
interval [∆T,2∆T ] with data(
v(∆T )+ z(∆T ), ∂tv(∆T )+ ∂t z(∆T )
)
,
and then insert its solution v(t) in (3.12) to find y(t) by solving (3.12) in the time interval
[∆T,2∆T ] with data(
K˙(∆T )φ2 +K(∆T )ψ2,−∆K(∆T )ψ2 + K˙(∆T )ψ2
)
and repeat the argument as in the proof of Lemmas 4.1 and 4.3 to get the similar estimates.
To reach the time T we have to apply the above argument
T
∆T
= TN 2(ρ−1)(1−s)n+2−ρ(n−2) − times.
Then, by Lemmas 4.1 and 4.3, the total added to the expression on the right-hand side of
(3.6) will be
CTN
2(ρ−1)(1−s)
n+2−ρ(n−2) N−
(3−ρ)(ρ−1)(1−s)
n+2−ρ(n−2) N
nρ−(n+ρ−1)
2 −ρs (4.21)
in the case when n 4 and k0(n) ρ < (n− 1)/(n− 3),
CT N
2(ρ−1)(1−s)
n+2−ρ(n−2) N
nρ−(n+2)
2 −ρs (4.22)
in the case when n= 5 and (n− 1)/(n− 3) ρ < (n+ 2)/(n− 2), and
CTN
2(ρ−1)(1−s)
n+2−ρ(n−2) N−
(2−ρ)(ρ−1)(1−s)
n+2−ρ(n−2) N
nρ−(n+ρ)
2 −ρs (4.23)
in the case when n  6 and (n− 1)/(n− 3)  ρ  min((n + 2)/(n− 2), n/(n− 3)). To
make the above calculations uniform it is necessary that quantities (4.21)–(4.23) are less
than and equal to N1−s . This is true if s satisfies that
s >
2(ρ − 1)2 + (n+ 2 − ρ(n− 2))(nρ − n− ρ − 1)
22(ρ − 1) + 2(ρ − 1)(n+ 2− ρ(n− 2))
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s >
4(ρ − 1)+ (n+ 2 − ρ(n− 2))(nρ − n− 4)
2(ρ − 1)(n+ 4− ρ(n− 2))
in the case when n= 5 and (n− 1)/(n− 3) ρ < (n+ 2)/(n− 2), and
s >
2ρ(ρ − 1)+ (n+ 2 − ρ(n− 2))(nρ − n− ρ − 2)
2ρ(ρ − 1)+ 2(ρ − 1)(n+ 2− ρ(n− 2))
in the case when n 6 and (n− 1)/(n− 3) ρ min((n+ 2)/(n− 2), n/(n− 3)). Thus,
taking N sufficiently large (e.g., N = T 1/(1−s−η) with η being defined in Theorem 1.1)
completes the proof of Theorem 1.1. ✷
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