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Abstract
Title: Load Balancing in Parallel and Distributed Systems
Author: David Sinclair
Two major barriers prevent the widespread, common usage of 
parallel and distributed computing systems:
(1) A  language which expresses parallelism without reference to the 
underlying hardware configuration.
(2) A user invisible method for effectively distributing the tasks 
that form the parallel/distributed program among the available 
processing nodes. This is known as the load balancing problem.
This thesis examines the load balancing problem. This problem 
of allocating n inter-communicating tasks among m processing nodes is 
formulated as a non-symmetric mathematical programming problem, which 
minimises the makespan, and is shown to be quadratic and discrete. A 
novel relaxation is developed which exploits the discrete nature of 
the problem, and this relaxed formulation is used to generate strong 
upper bounds.
Two novel heuristic algorithms are proposed. A  static load 
balancing algorithm, the Maximum (k-1) Sum algorithm, is developed 
for maximising the throughput of tasks in a parallel or distributed 
system. This algorithm is compared with recently published results. 
An on-line load balancing algorithm, the Pseudo-Dynamic Load 
Balancing algorithm, is developed from the mathematical analysis of 
the problem. This algorithm seeks to minimise the makespan of a 
program, and is compared with standard combinatorial optimisation 
techniques, such as Simulated Annealing and Tabu Search, as well as 
the upper bounds set by the relaxed non-symmetric mathematical 
formulation. Both of these new algorithms are shown to provide 
efficient allocations of n tasks among m processing nodes.
Finally the Pseudo-Dynamic Load Balancing algorithm is analysed 
to determine its worst case scheduling ratio, RPD, and the conditions 
under which this worst case occurs.
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1.0 Introduction
1.1 The Load Balancing Problem
In the concurrent programming model of parallel and distributed 
processing a parallel or distributed program consists of a set of n 
inter-communicating tasks. Each one of the n tasks may communicate 
with any of the other (n-2) tasks. The amount of communications 
between task i and task j is characterised by ci,j> the 
communications load between task i and task j. In addition, task i is 
also characterised by a computational length lj_ that represents the 
time taken to process its data. Tasks may also be bound by precedence 
constraints so that task i may not execute until task k is completed. 
Therefore the program can be represented as a program graph in which 
a node represents a task and the weight of the node represents the 
computational length of the task. The communications between tasks i 
and j is represented by an edge between the nodes representing tasks 
i and j, with the weight of the edge representing the amount of 
communications between the two tasks. Precedence constraints may be 
represented an edge of zero weight. If task i must be completed 
before task j, this may be represented by a zero weight from node i 
to node j .
The parallel or distributed computing system, on which this 
program will run, can be characterised as a set of processing nodes 
connected together by communications links in a given topology. Each 
processing node can be characterised by a relative processing speed 
and the communications distance from the processing nodes to which it
1
is connected. The communications distance between processing nodes i 
and j measures the time it takes a unit message to be transferred 
from processing node i to processing node j. It represents the speed 
of the communications medium between processing nodes i and j, as 
well as the physical distance between processing nodes i and j. A 
graph can be used to represent the parallel or distributed computing 
system. Each node in the network graph represents a processing node, 
where the weight of the node represents the relative speed of the 
node and the weight of the edge between nodes i and j represents the 
communications distance between processing nodes i and j.
Typically data transferred between two tasks on the same 
processing node occurs through memory, while data transferred between 
two tasks on different nodes is through one or more communications 
links. Since the access time of memory is negligible in comparison to 
the access time of an inter-node communications medium, e.g. LAN, 
high speed serial links, etc., data transfer between two tasks on the
same node is considered to be instantaneous. The communications
distance from a node to itself is zero.
The load balancing problem is that of allocating a set of 
n inter-communicating tasks among m processing nodes, arranged in a 
given topology, in order to minimise or maximise some criteria. The 
most common criteria are:
(a) The minimisation of the maximum task completion time,
makespan, CmELX.
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(b) The minimisation of the sum of the task completion times.
(c) The minimisation of the sum of the inter-task
Let di(j equal 1 if task i is allocated to processing node j, 
and 0 otherwise. If the completion time for task i is the time
at which task i starts is y and we assume, without loss of 
generality, that task 1 is the root task and task n is the terminal 
task, then the most common criteria are defined as:
(a) The minimisation of the maximum completion time, makespan.
(c) The minimisation of the sum of the inter-task communications.
In addition to these common criteria, this thesis will 
use another criterion:
communications.
(b) The minimisation of the sum of the completion times.
min \(d,,k -  dj. *)|cì. y)
u*
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(d) The minimisation of the total run time of the program as 
defined by the difference between the start times of the first 
and last task.
Criteria (a) and (d) are equivalent, since they only differ by 
the computational length of the last task, task n.
1.2 Tha Motivation for Solving the Load Balancing Prnhlam
Since the late 1970's, it became apparent to some researchers 
that current, and envisaged technology, could not solve the "grand 
challenges" of computing, nor meet the users' growing demands for 
increased performance at an affordable price. These researchers 
proposed models of computing in which many processors co-operatively 
solved a problem. Since that time a lot has happened, and a lot has 
not. Parallel and distributed computers still remain behind the doors 
of research labs, and outside the price range of most users. These 
machines struggle with the "grand challenges". At the same time basic 
technology has advanced at an unbelievable rate, causing researchers 
to revise the predicted growth in performance approximately every 
five years. Standard sequential models of computing have increased in 
computing power and reduced in size and cost, providing most users 
with the performance they desire at a price they can afford. However, 
clouds are appearing on the horizon. As users' expectations continue
4
to grow many researchers are predicting an abrupt halt in the 
advancement of technology that underlies m o d e m  computers. This 
technology will meet fundamental physical limits imposed by quantum 
mechanical effects, such as quantum tunnelling, as the geometry of 
the integrated circuits continues to shrink. Unless new technologies 
are discovered, parallel and distributed computers will have to leave 
their labs and enter the mainstream of computing. Given the obvious 
performance/price advantages and users' growing use of computer 
networks, why has parallel and distributed computing not yet become 
widespread among the general computing community?
Originally many problems were associated with parallel and 
distributed computing, such as synchronisation, exclusion etc., but 
most of these have been solved. What parallel and distributed 
computing needs now is a revolution, similar to that which occurred 
for personnel computers, which will make parallel and distributed 
computers accessible to the general user and developer. One of the 
popular models of parallel and distributed computing among 
researchers is concurrent programming, where the program consists of 
a set of communicating sequential tasks. Two central issues still 
prevent this model of parallel and distributed computing from 
entering into the mainstream of computing. These are:
(1) A  language which expresses the fundamental parallelism of a 
problem without reference to the underlying computing system.
5
(2) An effective method for automatically partitioning the tasks 
which form the parallel or distributed program among the 
available processors.
The solution to the first problem, the expression of 
parallelism, requires the software developer to change his/her 
thought processes, during the design of a program, from the 
artificial sequential environment of existing sequential programming 
languages to an environment similar to the world in which we live, 
where actions can occur simultaneously. Object oriented programming 
is providing a useful intermediate stage in enabling this change in 
the thought processes of the designer. Object oriented program 
designers no longer think of a program as a series of sequential 
actions, but as a set of inter-related objects. The next step for 
the software designers is to think of the program as a set of 
cooperative concurrent processes. For a parallel or distributed 
programming language to be commercially successful its structure 
should help reveal the fundamental parallelism in a problem without 
requiring developers to make a radical change in their thought 
processes during design.
The second problem, the load balancing problem, is the subject 
of this thesis. Load balancing is the means by which the expressed 
parallelism is exploited to improve the performance of the program, 
and/or computing environment, usually in terms of reduced response 
time or increased throughput. As well as being a fundamental problem 
in parallel and distributed processing, the load balancing problem 
belongs to a class of problem which is currently believed to be
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intractable. The problem of determining if there exists an allocation 
of n arbitrarily inter-communicating tasks, constrained by precedence 
relationships, to an arbitrarily interconnected network of m 
processing nodes, which meets a given deadline is an NP-complete 
problem [1] . The problem of minimising the makespan, of a set of 
tasks, where any task can execute on any processing node and is 
allowed to preempt another task, is NP-complete even when the number 
of processing nodes is limited to two [2].
This thesis examines the load balancing problem and presents 
new algorithms for effective partitioning a set of n 
inter-communicating tasks among m processing nodes.
1.3 Overview of Thesis
Section 2 reviews the research into load balancing in parallel 
and distributed computing. Section 3 presents two new algorithms, the 
Elastic Force algorithm and Maximum (k-1) Sum algorithm, for static 
load balancing. The Maximum (k-1) Sum algorithm is compared with 
recent results. Section 4 presents a non-symmetric mathematical 
formulation of the task allocation problem. This formulation shows 
that the task allocation problem is quadratic as well as discrete. A  
new relaxation method is developed to relax the problem into a mixed 
integer linear programming (MILP) problem. The relaxed formulation is 
then implemented in the Sciconics mathematical programming package. 
Section 5 examines the non-symmetric formulation to develop an
7
on-line heuristic technique called Pseudo-Dynamic Load Balancing. 
Section 6 evaluates the quality of the allocations produced by 
Pseudo-Dynamic Load Balancing against the relaxed mathematical 
formulation and standard combinatorial optimisation techniques, such 
as Simulated Annealing and Tabu Search. Section 7 examines the 
Pseudo-Dynamic Load Balancing algorithm to determine under which 
conditions the Pseudo-Dynamic Load Balancing algorithm produces low 
quality allocations. Then an upper bound on the worst case scheduling 
ratio for Pseudo-Dynamic Load Balancing is derived. Section 8 
presents the conclusions of the thesis and recommends areas for 
future research.
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2.0 Review of Research Into Load Balancing
There have been many different methods used to find a solution 
to the load balancing problem. These can be generally classified 
using the taxonomy presented by Casavant and Kuhl [3] (figure 1) . 
This is a hierarchical classification, but the two most important 
distinctions are those between static and dynamic techniques and 
between optimal and sub-optimal techniques.
optimal sub-optim al physically physically
theory pgmg. theory
Figure 1; Casavant and Kuhl1 a Taxonomy of Load Balancing
Characteristics
Static load balancing methods commit the allocation of tasks to 
processing nodes when the program is compiled. The information 
regarding the tasks which comprise the program, determined by an 
analysis of the program, and information regarding the hardware
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configuration are combined to determine the allocation of tasks to 
processing nodes. All the information about the program and the 
parallel or distributed computing system on which the program will be 
executed is known, ab initio. Any changes to the hardware 
configuration require the program to be recompiled in order to 
determine the best task to processing node allocation. Static load 
balancing is also referred to as deterministic scheduling  [4] or task
scheduling  [5] . Dynamic load balancing methods are on-line methods
which use very little a p r io r i  knowledge of the program, and leave 
the decision of where to allocate a task to the run-time system when 
the task becomes available. This decision can be reached by the
processing nodes agreeing on a task allocation, coopera tive  dynamic 
scheduling-, or  by independent decisions by individual processing 
nodes, noncooperative dynamic scheduling.
Given that the load balancing problem is NP-complete in the 
general sense, approaches to solving the problem are either based on 
(a) restricting the problem definition and finding an optimal 
solution for the restricted problem in polynomial time, or (b)
finding a near-optimal solution to the general problem.
Optimal methods allocate tasks to processing nodes based on 
some condition of optimality, as determined by an objective function 
such as minimising the maximum completion time of any task, the 
makaspan, or maximising resource utilisation etc. These optimal 
methods either perform an enumerated search of the solution space, or 
use graph theoretic, mathematical programming or queuing theoretic 
approaches. Many optimal methods apply restrictions to the problem
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formulation so that the problem is no longer NP-complete and can be 
solved in polynomial time. Hu's algorithm [6], for example, is a 
graph theoretic method which finds the optimal solution to the load 
balancing problem if all tasks have equal computational length and 
the program graph is a tree structure. Coffman and Graham devised an 
algorithm similar to Hu's algorithm which finds the optimal 
allocation for an arbitrary program graph of equal computational 
length tasks on a 2 processor system [7] . Bokhari has extended this 
to graph theoretic methods for finding the optimal allocation of 
arbitrary program graphs with tasks of different computational length 
on a 2 processor system [8].
In essence, the load balancing problem is a discrete 
optimisation problem. Therefore any mathematical based solution must 
either transform the problem into a linear, or restricted quadratic, 
optimisation problem after applying some simplifying restrictions to 
the initial problem, or restrict the size of the feasible solution 
space.
When the tasks have equal computational loads and do not 
communicate with each other, Epstein, Wilamowsky and Dickman [9] 
showed that minimising the makespan, which is an integer linear 
problem (ILP), can be transformed into a classical assignment problem 
which is linear. Gaudioso and Legato [10] also showed how such 
"open-shop" models can be formulated as linear programming problems. 
Lawler and Labetoulle [11] showed that even when tasks where allowed 
to have different computational loads, and preemption is permitted, 
the minimisation of the makespan can be formulated as a linear
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program, and an upper bound on the number of preemptions in the 
optimal schedule can be determined. Billionnet, Costa and Sutter [12] 
proposed a relaxed solution for the case of no precedence or 
sequencing constraints and when the objective function is the 
minimisation of the sum of the inter-node communications plus the sum 
of the task execution times. Their approach was based on solving the 
Legrangean dual of the task allocation problem and then proving that 
no duality gap existed.
Guiding the search of the solution space or reducing the size 
of the solution space is another approach to the problem. Barnes, 
Vannelli and Walker [13] developed a heuristic to guide their search 
for an optimally balanced communications load by estimating a linear 
cost matrix from a quadratic cost matrix. This linear cost matrix was 
used to determine which set of tasks need to be moved from one node 
to another. Holm and Sorensen [14] used techniques such as cutting 
planes, and branch and bound to reduce the symmetry and size of the 
solution space.
Heuristic methods involve limiting, or guiding, the search of 
the solution space using some function that quickly evaluates the 
"value" of the current candidate solution and guides the selection of 
the next candidate solution. These heuristics have their motivation 
in both graph theory and mathematical programming. Kemighan and Lin 
[15] proposed a heuristic based on the max flow-min cut algorithm of 
Ford and Fulkerson [16] which allocates tasks by first partitioning 
them into two sets, and then successively 2-way partitioning each 
subset until the allocation is completed. Another common approach is
12
to treat the load balancing problem as a graph isomorphism problem, 
which is also NP-complete, and to use heuristics to guide the mapping 
of the program graph on the network graph. These heuristic methods 
are based on identifying chains in the program graph [17] or 
identifying clusters in the program graph [18].
2.1 Summary
The approaches to the load balancing problem can be classified 
using Casavant's and Kuhl's taxonomy. There are two important 
distinctions in this taxonomy, the distinctions between static and 
dynamic techniques, and the distinction between optimal and 
sub-optimal techniques. Static load balancing techniques commit the 
allocation of tasks to processing nodes when the program is complied. 
Dynamic load balancing methods are on-line methods that use very 
little a priori knowledge of the program, and leave the decision of 
where to allocate a task to the run-time system when the task becomes 
available.
Since the load balancing problem is NP-complete in the general 
sense, the approaches to solving this problem are either based on 
restricting the problem such that an optimal solution can be found in 
polynomial time, or finding a near-optimal solution to the general 
problem. Both approaches are generally based on graph theory, 
mathematical programming theory or queuing theory.
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3.0 Static CormnnnHrations Load Balancing
The algorithms presented in this section are designed to find 
allocations of tasks to processing nodes that reduce the time a node 
spends receiving data, processing data and transmitting data. This 
increases the throughput of tasks through the parallel or distributed 
computing system. This optimality condition does not necessarily 
produce allocations with the lowest makespan.
3.1 The Elastic Force Algorithm
Consider a system of n tasks allocated among m processing 
nodes. The m processing nodes are equidistant as regards 
communications and the time taken for a unit message to be 
transferred from node i to node j is independent of i and j , Vi*j. 
Let each task exerts a distance dependent force on every other task. 
This force is equal to a measure of the communications between the 
tasks multiplied by the distance between the tasks. The distance 
between tasks allocated to the same processing node is zero. The 
distance between tasks allocated to different processing nodes is 
one. The total energy stored in the system is proportional to the sum 
of the forces in the syBtem. If the n tasks are equally distributed 
among the m processing nodes initially, then the basis of the 
algorithm is to keep swapping pairs of tasks until the total energy 
in the system reaches a minimum. The selection of which pair of tasks 
to swap is made by calculating the total force exerted on each task
14
by each processing node, i.e. the sum of the forces exerted by the 
tasks currently allocated to that node on the task in question. The 
task which experiences the greatest force and one of the tasks 
allocated to the processing node which exerts that force are the 
candidates for swapping. Prior to swapping the reduction in system 
energy, i.e. the gain from the swap, is calculated. If this gain is 
greater than zero the swap is made, otherwise the swap is eliminated 
and the algorithm searches for another candidate pair for swapping. 
When there is no swap which will reduce the system energy, then the 
algorithm terminates with the current task allocation.
Prior to applying the algorithm, the communications between 
tasks are examined to find the tasks that experience a force from 
only one other task. Each of the tasks that experience a force from 
only one other task is then swapped with another task on the node 
from which the force was exerted.
3.2 Definitions
3.2.1 A Task
A  task is a computational entity that is created, receives 
data, performs a computation in a time lj_, transmits data to other 
tasks and then ceases to exist. A task can communicate with any other 
task. The amount of data transmitted from task i to task j is Cirj- A 
computational entity that receives and transmits data before all
15
computations are completed can be decomposed into tasks which obey 
this definition.
3.2.2 A Processing Node
A  processing node is a computational engine capable of running 
one task at a time. Tasks assigned to a node may be run either to 
completion or in a round robin manner. Communications between tasks 
assigned to the same node are considered to occur instantaneously, 
while communications between tasks on different nodes occur in a time 
which is a function of the amount of data transferred between the two 
tasks.
3.2.3 The Communications Matrix .TCI
The communications matrix [C] is an n x a matrix where n is the 
number of tasks to be balanced. Each element of [C] , ci,j> is a 
measure of the communications from task i to task j .
3.2.4 The Allocation Matrix. TAl
The allocation matrix [A] is an n x m matrix where n is the 
number of tasks to be allocated among m processing nodes. Each
16
element of [A] , a.£ j, is 1 if task i is allocated to node j, and is 0 
if task i is not allocated to node j.
3.2.5 The Modified Communications Matrix. [Cal
The modified communications matrix [Ca] is an n x n matrix 
where n is the number of tasks to be balanced. The modified 
communications matrix [Ca] is equal to the communications matrix [C] 
modified by allocation matrix [A] . Each column of [A] is examined and 
the rows which are set to 1 are noted. The communications between the 
tasks that correspond to these rows are set to 0. For example, if 
column 1 of [A] contains elements set to 1 in rows 1 , 4  and 5, which 
corresponding to tasks 1,4 and 5, then clt4, c4 1 i c4,5' c5,4> cl,5 
and cS ) 2 are set to 0.
3.2.6 The Force Matrix. TFT
The force matrix [F] is an n x m matrix where n is the number 
of tasks to allocate among m processing nodes. Each element of [F] , 
fitji is a measure of the total force processing node j exerts on 
task i.
[F] ={Ca][A]
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Therefore, f±rj, is the total communications task i receives 
from all the tasks allocated to node j .
3.2.7 Total Stored Energy. En
The total energy stored in the system is Eg = KFC where Fc is 
the total of the forces exerted on each task, and K is a constant of 
p roport ionali ty.
Therefore, Fc, is the total of all the communications between 
tasks on different nodes.
P(i,j) is the force task j exerts on task i.
3.2.8 Inertia of a Task. I
The inertia of task i, Hi) , is equal to the sum of the forces 
experienced by task i .
P(i, j) = C £ > j
/(/) = £  Cl. y
/
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3.2.9 Task Move Gain. M
The gain from moving task i from node x  to node y  is (the 
force exerted on task i by node y) + (the force exerted by task i on 
the tasks allocated to node y) - (the force exerted on task i by the 
tasks allocated to node x) - (the force exerted by task i on the task 
allocated to node x) .
( m m  \ /  m m N
M (i,x ,y )=  y£ j {ci.k.ak,y) + '^{ck,i.ak,y) -  (a,k.a u , ^ (ck,¡.ak, *)< ¿=1 t=i J V*=i *=i j
3.2.10 Task Swap Gain. S
The gain from swapping task i on node x  with task j on node y
S(j, X,j,y) = M(i, x,y) + M ( j , y ,  x) - 2 (a. j + a. i)
i.e., it is the gain from moving task i from node x  to node y
plus the gain from moving task j from node y  to node x  minus twice
the sum of the communications between tasks i and j.
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3.3 The Algorithm
The Elastic Force load balancing algorithm for tasks of equal
computational load is as follows.
Step 1 : Allocate the n tasks among the m processing nodes equally
(creating as many null processes as required) without 
reference to the inter-task communications. This gives 
the initial allocation matrix [A].
Step 2 : Examine the communications matrix [C] for rows which
contain only one non-zero element. For such elements, 
C£fj, swap task i with a task, other than task j on the 
processing node to which task j is allocated, which 
experiences the greatest force from a task, other than
task i, on the processing node to which task i is
allocated.
Step 3 : Derive the modified communications matrix [Ca] from [C]
using [A].
Step 4 : Calculate the force matrix [F] and the measure of the
total force stored in the system, Fc .
Step 5 : Examine [F] to find the rows and columns of [F] which
contains the largest element in [F] . Note these (task,
node) pairs.
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Step 6: For each (task i, node j) pair, find the tasks currently
allocated to node j, e.g. tasks k and 1. Then calculate 
the force exerted on task i by these tasks.
P(i,k) = cijk
Step 7: If there is more than one minimum P value P(i,k) proceed
to step 8. Otherwise, the candidate swap is task i with 
task k. The gain from swapping task i on node x with task 
k on node j is calculated, S(i,x,k, j) . If S{i,x,k,j) is 
not greater than zero examine [F] to find the next 
highest elements in [F]. Note these (task, node) pairs, 
and return to step 6. If S[i,x, j,y) is greater than zero, 
swap tasks i and j, and proceed to step 10.
Step 8: If there is more than one minimum P value P(ic,kc) ,
calculate the inertia of each task kc,
h
Step 9: Find the minimum inertia value I(kc) . The task swap
associated with this minimum inertia value is swapping 
tasks ic and kc . Where there is more than one minimum 
I[kc) , choose the swap which has the lowest X(ic) value. 
Calculate the gain from swapping task ic on node x  with 
task kc on node j. If S(ic,x,kc,j) is not greater than
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zero, find the next lowest inertia value ^Ck^) and 
calculate the gain S(id,x,kd,j) . If S (i^,x, k^, j) is not 
greater than zero continue selecting the next lowest 
inertia values until an inertia value H k e) is found such 
that S (ie,x,ke, j) is greater than zero. If no such I(ke) 
is found, examine [F] to find the next highest elements 
in [F]. Note these (task, node) pairs and return to step 
6. When a pair of tasks, ie and ke, are found such that 
S(ie,x, ke,j) is greater than zero, swap tasks ie and ke .
Step 10: Derive the new allocation matrix [A].
Step 11: Repeat steps 3 to 10 until no task swap is found which
decreases the measure of the system energy Fc .
This algorithm seeks to minimise the energy of the system and 
hence maximise the throughput of tasks through the parallel or 
distributed system. The speed at which the algorithm finds a solution 
depends on the probability that the swap indicated by m a x (/,y )  has a
gain S{i,x,k,j) greater than zero. Even if this probability is high 
the algorithm is very complicated. It involves many steps and 
calculations, and is not a realistic algorithm, due to its 
complexity, for large numbers of tasks. However, the algorithm does 
lead to a much more efficient algorithm, the Maximum (k-1) Sum 
algorithm.
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[C]«
0 1 2 2 0
1 0 0 0 0
2 0 0 1 1
2 0 1 0 0
0 0 1 0 0
where Ca(b a C1<2, CC(d = C3,4- etc.
The maximum j element sum of task i will be denoted as jS(i).
First, create a null task, (f), so that the number of tasks can 
be evenly divided among the 3 nodes. This modifies the [C] matrix as 
follows:
4> a b c d e UL1L
<t> 0 0 0 0 0 0 0
a 0 0 1 2 2 0 5
b 0 1 0 0 0 0 1
c 0 2 0 0 1 1 4
d 0 2 0 1 0 0 3
e 0 0 0 1 0 0 1
where task (¡»is the null task.
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Therefore,
<j> a b c d e 1SU)
4* - 0 0 0 0 0 0
a - 2 4 4 0 4
b - 0 0 0 4
c - 2 2 4
d - 0 4
e 2
The largest lS(i) corresponds to task a. Tasks c and d 
contribute equally to IS(a), but since 1(d) < 1(c), allocate tasks a 
and d to node 1. Eliminating the rows and columns corresponding to 
tasks a and d gives
ft* a b c d e l?(i)
♦ - 0 0 0 0 0 0
a - 0 0 0 0 0
b - 0 0 0 0
c - 0 2 2
d - 0 0
e _ 2
The largest lS(i) corresponds to task c. Task e contributes to 
lS(c) , so therefore allocate tasks c and e to node 2. Allocate the 
remaining tasks to node 3.
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The allocation produced by the algorithm is:
Node Tasks
1 a, d
2 c, e
3 b, <J>
3.5 The General Maximum (k-H Sum Algorithm
The Maximum (k-l) Sum algorithm developed so far assumes that 
all the tasks have equal computational length. It is possible to 
extend the Maximum (k-l) Sum algorithm to include tasks with 
different computational loads. Consider a system of n tasks of 
different computational loads llf 12, ■■■, ln where the measure of
the communications from task i to task j is given by c^j. Assume 
that the n tasks have been evenly allocated among m processing nodes 
without considering the inter-task communications. Then the ideal 
execution time due to the computational loads of the n tasks 
allocated among m nodes is
n
2 >
m
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In this ideal computationally balanced system, consider the
following portions of 2 nodes.
bi-directional 
com m unications load
I
_2_______ <------ com putational load
T
task ID
The total execution time on node I ,Rt , is P + Rc, 
execution time due to communications.
Rt (I) = P + 3 and Rt (II) = P + 3
I f  tasks b and d are swapped, we then have
I II
Since lfr = l^t we have R{-(I) = P + 1 and R^KI) = P 
If tasks a and f are swapped now, we have
where Rc =
+ I.
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Since 2a = lft we have Rt ( I )  = P + 0 and Rt I ( I )  = P + 0.
If instead of swapping tasks a and f we swapped tasks d and f, 
we would have the following arrangement.
Now since I£j * If the execution time due to computational 
loading has changed on both nodes by |ld - lf | = l. Hence Rt (I) =
(P + 1) + 0  and Rt (II) = (P - 1) + 0.
The saving in Rt due to the reduction in communications between 
nodes I and II has been penalised by the difference in the 
computational loads of the two tasks swapped, namely tasks d and f.
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C o n s id e r a n o th e r id e a l  c o m p u ta t io n a lly  b a la n ce d  sys tem .
E xa m in in g  p o r t io n s  o f  2 nodes we have Rt ( I )  = P+5 and R g l( I )  = P+5.
I f  we swapped ta s k s  b  and d, we w ou ld  have :
S in ce  th e  change i n  e x e c u t io n  t im e  due t o  ta s k
c o m p u ta t io n a l lo a d  on b o th  nodes i s  | l j j  - 1^1 = 3 ,  th e n
Rt ( I ) (P + 3) + 3  = P + 6
Rt ( I I )  = (P - 3) + 3 = P
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Swapping ta s k  b  and d  has n o t re duced  Rt ( I )  and Rt ( I I )  e v e n ly ,  
b u t  has caused an im ba lan ce  between Rt ( I )  and Rt ( I I ) .  W h ile  an  
im b a la n ce  i s  n o t n e c e s s a r i ly  som e th ing  w h ic h  does n o t re du ce  th e  
o v e r a l l  e x e c u t io n  tim e  o f  a p rog ram  on a s e t  o f  p ro c e s s in g  nodes , i t  
s h o u ld  be a vo id e d  as i t  may in c re a s e  th e  e x e c u t io n  o f  some p ro c e s s in g  
node i n  th e  sys tem . In  t h i s  example th e  e x e c u t io n  t im e  o f  node I ,  
Rt ( I ) ,  has in c re a s e d  by  1 .
Any swap between tw o ta s k s  on d i f f e r e n t  p ro c e s s in g  nodes w h ich  
re du ce s  th e  in te r -n o d e  com m un ica tions  w i l l  cause a c o m p u ta t io n a l 
im ba la n ce  o f :
2Ui - l j  I
s in c e  b o th  nodes a re  im ba lan ced  by  | lj_ - l j  | .
T h e re fo re  th e  s a v in g  i n  t o t a l  e x e c u t io n  t im e  b y  sw app ing  ta s k  i  
on node x  w i t h  ta s k  j  on node y  i s
S {i,x ,j ,y )-2 \L -li\
The p re v io u s  Maximum (k -1 ) Sum a lg o r i th m  s e le c te d  th e  k  ta s k s  
whose sum o f  in t e r - t a s k  com m un ica tions  was m ax im ised . When ta s k s  w i th  
d i f f e r e n t  c o m p u ta t io n a l lo a d s  a re  c o n s id e re d , th e  Maximum (k -1 ) Sum 
a lg o r i th m  i s  m o d if ie d  t o  s e le c t  th e  k  ta s k s  w h ich  m ax im ise  th e  
e x p re s s io n
{(CW1+... +CU(k - 1)) — |P — (/i+... +/*))}
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where P is the ideal computational load per node,
n
z *
p =—— . m
To m ax im ise  th e  e x p re s s io n
{(c tt i+ ... +CU(k -  i)) -  |P  -  ( / i+ . .. +Zt)|}
we need t o  m ax im ise
(cU l+ .. .  +CU(k -  1))
w h i le  m in im is in g
The e x p re s s io n
can be p a r t i t i o n e d  o u t  among th e  k  ta s k s  as
Where th e  sum o f  th e  k  c o m p u ta t io n a l lo a d s  i s  n o t equa l t o  th e  
id e a l  c o m p u ta t io n a l lo a d  p e r  node P, t h i s  e x p re s s io n  p a r t i t i o n s  th e
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c o s t o f  a l lo c a t in g  k  ta s k s  to  th e  same node among th e  k  ta s k s .  U s in g  
i t  we can  fo rm u la te  a v a r ia t io n  o f  th e  Maximum (k -1 ) Sum a lg o r i th m  
w h ic h  exam ines g a in  and c o s t o f  each ta s k  i n  t u r n .
3 .5 .1  Maximum (k -1 )  Hum A lg o r ith m  w i t h  C o m p u ta tio n a l Loads
The fo l lo w in g  i s  th e  Maximum (k -1 )  Sum a lg o r i t h m  f o r  a l l o c a t in g  
n  in te r - c o m m u n ic a t in g  ta s k s ,  w i t h  d i f f e r e n t  c o m p u ta t io n a l lo a d s ,  
among m p ro c e s s in g  n o des .
Step 1: I n i t i a l i s e  th e  v a r ia b le  D e v i a t i o n  Sum as z e ro .
Step 2 : C a lc u la te  id e a l c o m p u ta t io n a l lo a d  p e r  node , P.
Step 3 : C a lc u la te  [C u ] .
th e  lo a d  d e v ia t io n ,  f o r  each ta s k .
Step 5 : FOR each row  ( ta s k )  j  DO
S tep  6: FOR each e lem en t i  w h ich  re s id e s  on th e  row  and
column t h a t  in t e r s e c t s  th e  d ia g o n a l e lem en t o f  th e
row  j  DO
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Step 7 : Calculate G£ as follows,
Step 8 :
I  f  (Deviation Sum)^j- -  hj  >  0
Deviation Sum =  0 ,  th e n
or
Gi —Ci —k
e ls e  i f  ^j--li^<2\DeviationSum\, th e n
Gi~ a  + Deviation Sum\ - p  \Deviation Sum + 1------hk )
e l s e
Gt -  a  - -  /ij 4- 2| Deviation
where C£ = t o t a l  com m un ica tions  lo a d  be tw een  
ta s k  i  and ta s k  j .
Record (k -X ) la r g e s t  &£ v a lu e s , G '± t and th e  
ta s k s  w h ich  th e y  c o rre s p o n d  t o .  N o te  G j = m in
(G'i) .
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Step 9 : Calculate
Deviation Sum =  ^ ------ 1
I
where i  c o rre sp ond s  t o  th e  ta s k s  w h ic h  
g e n e ra te  th e  (k -1 ) la r g e s t  G_£ v a lu e s .
End o f  S tep  6 FOR lo o p
S tep  10 : C a lc u la te
s,= 2 > - p - Z 1'
where ta s k  i  i s  one o f  th e  (k -1 ) ta s k s  w h ic h  
co rre s p o n d  t o  th e  (k -1 ) la r g e s t  v a lu e s  o f  ta s k
End o f  S tep  5 FOR lo o p
S tep 11 : F in d  maximum S j  and a l lo c a te  a l l  ta s k s  w h ich  c o n t r ib u te
t o  S j  t o  th e  same node .
S tep  12 : Remove th e  rows and columns w h ic h  co rre sp o n d  t o  th e
a l lo c a te d  ta s k s  fro m  [C u ].
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S tep  13 : Repeat s te p s  5 t o  12 u n t i l  o n ly  k  ta s k s  re m a in . A l lo c a te
th e se  ta s k s  t o  th e  f i n a l  node .
N o te s : ( i )  When s e le c t in g  (k -1 ) la r g e s t  v a lu e s , G ' a n d  G j
= Gfr = m in (G '^ ) , choose G j o v e r  G^ i f  C j > c
( i i )  I n e r t i a  o f  ta s k  i  i s  /( / ')  =  y  a ,  j  +
j
( i i i )  The c o m p u ta t io n a l o rd e r  o f  th e  a lg o r i th m  i s
0 { n ,  m )  = ( n  - 1)«+ -  —j+- • • +^—  -  j
■ K-H -S
« /«V ¥¡ 2  0 in2 i2n2I  “ Z K " 2— + -zri=o \ m j  i-g [ m ffi
■A. «(w + l) -A ,2 n(n + \)(2ti+\)S in ce  2 L l =  -------  and z = — ------------------   th e n ,
2 i=o 6i=0
0(«, m) « /nw2
3 . 5 . 2  E T a i im l  a
A l lo c a te  ta s k s  a , b , c , d , e , f , g , h  and i  among 3 p ro c e s s o r  nodes  
g iv e n  t h a t  th e  com m un ica tions  m a t r ix  [C] f o r  th e s e  ta s k s  i s :
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a b c d e f g h i
a 0 1 0 2 0 0 0 0 5
b 1 0 0 0 0 2 0 0 0
c 0 0 0 0 1 0 0 2 1
d 2 0 0 0 0 2 0 0 0
e 0 0 1 0 0 0 0 0 0
f 0 2 0 2 0 0 3 0 0
g 0 0 0 0 0 3 0 0 0
h 0 0 2 0 0 0 0 0 0
i 5 0 1 0 0 0 0 0 0
and t h a t  th e  c o m p u ta t io n a l lo a d  f o r  each ta s k  i s :
Task C o m pu ta tio n a l
Load
a 1
b 3
c 2
d 2
e 3
f 2
g 1
h 4
i 5
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F i r s t l y ,  c a lc u la te  th e  id e a l lo a d  p e r  node , P, and k .
The
[Cu]
The
2 '-
P -  ——  = 23 /3  = 7 .6666  
m
#  tasksk  = ------------  = 9 / 3 = 3# n o d e s
[Cu] m a t r ix  i s :
a b c d e f g h i
a - 2 0 4 0 0 0 0 10
b - 0 0 0 4 0 0 0
c - 0 2 0 0 4 2
d - 0 4 0 0 0
e - 0 0 0 0
f - 6 0 0
g - 0 0
h - 0
i .
lo a d  d e v ia t io n ,  s  l t \ , f o r  each ta s k  i s :
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To f i n d  w h ich  ta s k s  a re  a l lo c a te d  t o  node 1 we c a lc u la te  th e  
maximum (k -1 ) e lem en t sum f o r  each ta s k ,  w h ic h  i n  t h i s  example i s  th e  
maximum 2 e lem en t sum f o r  each ta s k .
L in e  1 - Task a L in e  2 - Task b
Task Gi D e v i a t i o nSum Task D e v i a t i o nSum
b 2 -0  .4444 c 0 -0 .5 5 5 5
c 0+0.3333 -0  .4444 d 0 -0 .5 5 5 5 +0.5555
*  d 4+0.3333 +0.5555 e 0+0.4444 -0 .4 444
e 0 + 0 .4444 * f 4+0 .3333 +0.5555
f 0 -0  .5555 g 0 -1 .5 5 5 5
g 0 -1 .5 555 h 0 -0 .3 3 33
h 0 -0 .3 333 i 0 -1 .3 3 33
* i 10 -1 .3333 * a 2 -1 .5 5 55
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S! = (4+10)-|7.6666-(1+2+5)|
= 13 .6666
L in e  3 - Task c
Task Gi D e v i a t i o nSum
d 0 -0 .5 555
*  e 2+0.4444 -0 .4 4 44
f 0+0.3333
g 0 -0 .6 6 66
*  h 4 -1 .4 4 4 4 -1 .4 4 44
i 2 -2  .4444
a 0+1.3333
b 0 -0 .4444
S3 = ( 2 + 4 ) - | 7 . 6666 -(2+3+4 ) |
= 4 .6666
S2 = (4+2)-|7.6666-(3+2+1)|
= 4 .3333
L in e  4 - Task cf
Task G i D e v i a t i o n
Sum
e 0 -0 .4 4 44
* f 4+0.3333 +0.5555
g 0 -1 .5 5 55
h 0 -0 .3 333
i 0 -1 .3 3 33
* a 4 -1 .5 5 5 5
b 0+0.4444
c 0 -0 .5 5 55
S4 = ( 4 + 4 ) - | 7 .6 6 6 6 - (2 + 2 + 1 ) |
= 5 .3333
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Line 5 - Task e Line 6 - Task f
Task G i D e v i a t i o nSum
Task G i D e v i a t i o n
Sum
f 0 -0  .5555 * g 6 -1 .5 5 55
g 0 -1 .5 555 +0.5555 h 0+1.4444 +1.5555
h 0 -0 .3333 -1 .4444 i 0 -0 .6 6 6 6
i 0 -2  .4444 a 0 -1 .5 5 5 5
*  a 0+1.3333 +1.5555 * b 4+0 .4444
b 0+0 .4444 c 0 -0 .5 5 55
*  c 2 -0 .5 555 d 4 -0 .5 5 5 5
d 0 -0 .5555 e 0+0.4444
IIinCO ( 0 + 2 ) - | 7 .6666 -(3+1+2 ) | S(s = (6 + 4 ) - |7 .6 6 66 -(2 + 1+
= 0.3333 = 8.3333
L in e  7 - Task g L in e  8 - Task h
Task G i D e v i a t i o nSum
Task G i D e v i a t i o nSum
h 0 - 1 .4444 i 0 -2 .4 4 44
i 0 -2  .4444 -1 .4444 *  a 0+1.5555 +1.5555
*  a 0+1.3333 +1.5555 b 0+0 .4 4 4 4
b 0+0 .4 4 4 4 *  c 4 -0 .5 5 5 5 +0.5555
c 0 - 0  .5555 d 0 - 0 . 5 5 5 5
d 0 - 0 . 5 5 5 5 e 0+0 .4 4 4 4
e 0+0 .4444 f 0 - 0 . 5 5 5 5
*  f 6 -0 .5 555
9
0 -1 .5 5 5 5
41
S7 = ( 0 + 6 ) - | 7 . 6 6 6 6 -(1 + 1 + 2 )I 
= 2 . 6 6 6 6
S8 = ( 0 + 4 ) - | 7 .6 6 6 6 - (4 + 1 + 2 ) | 
= 3 .3333
L in e  9 - Task i
Task G i D e v i a t i o nSum
*  a 10 -1 .5555
b 0 -0  .4444 +1.5555
*  c 2 -0 .5 5 55
d 0 -0 .5 5 55
e 0+0 .4444
f 0 -0 .5 5 55
g 0 -1 .5 5 55
h 0+1.4444
Sg = ( 1 0 + 2 ) - | 7 . 6 6 6 6 -(5 + 1 + 2 ) |
= 11.6666
The la r g e s t  maximum 2 e lem en t sum, max(S^) , i s  w h ic h
c o rre s p o n d s  to  ta s k  a . The ta s k s  w h ic h  c o n t r ib u te  t o  a re  ta s k s  d 
and i .  T h e re fo re  a l lo c a te  ta s k s  a , d and i  t o  node 1 .
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Removing tasks a, d and i from [Cu] yields:
[Cu] = b 
c  
e 
f
g
h
b e e f  g h  
- 0 0 4 0 0
- 2 0 0 4
- 0 0 0
-  6 0 
- 0
To f i n d  th e  ta s k s  t o  a l lo c a te  t o  node 2 we c a lc u la te  th e  
maximum 2 e lem en t sum f o r  each ta s k .
L in e  1 - Task b
Task Gi D e v i a t i o n
Sum
c 0 -0 .5 555
*  e 0+0.4444 -0 .4 444
*  f 4+0 .3333 +0.5555
g 0 -1 .5555
h 0 -0 .3333
L in e  2 - Task c
Task Gi D e v i a t i o nSum
* e 2 -0 .4 4 4 4
f 0+0.3333 -0 .4 444
g 0 -0 .6 6 6 6
*  h 4 -2 .4 4 4 4
b 0 -0 .4 4 44
S± = ( 0 + 4 ) - | 7 . 6 6 6 6 -(3 + 3 + 2 ) | S2 = ( 2 + 4 ) - | 7 . 6 6 6 6 -(2 + 3 + 4 ) |
3 .6666 = 4 .6666
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Line 3 - Task e
Task S i D e v i a t i o nSum
f 0 -0 .5 5 55
g 0 -1 .5 5 55 -0 .5555
*  h 0 -0 .3333 -1 .4 444
b 0 -0 .4 444
*  c 2+0.5555
S3 = ( 0 + 2 ) - | 7 . 6 6 6 6 -(3 + 4 + 2 ) |
= 0.3333
L in e  5 - Task g
Task <*i D e v i a t i o nSum
h 0 -1 .4 444
b 0 -0 .4 444 -0  .4444
c 0+0.3333 +0.5555
*  e 0+0.4444 -0 .4444
*  f 6+0.3333
S5 = ( 0 + 6 ) - | 7 .6 6 6 6 -(1 + 3 + 2 ) |
= 4.3333
Line 4 - Task f
Task G i D e v i a t i o n
Sum
* g 6 -1 .5 5 55
h 0+1.4444 +1 .5555
* b 4+0 .4444
c 0 -0 .5 5 55
e 0+0.4444
s.I = (6+4) - | 7 
= a . 3333
.6 6 66 -(2 + 1+
L in e  6 - Task h
Task Gi D e v i a t i o n
Sum
b 0 -0 .4 4 44
*  c 4+0 .3333 +0.5555
*  e 0+0 .4444
f 0 -0 .5 5 55
g 0 -1 .5 5 55
Sg = ( 4 + 0 ) - | 7 . 6 6 6 6 -(4 + 2 + 3 ) |
= 2.6666
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M ax (S i) i s  S4 , and ta s k  £  co rre sp ond s  t o  S4 . The ta s k s  w h ich  
c o n t r ib u t e  to  S4 a re  ta s k s  g  and b .  T h e re fo re  a l lo c a te  ta s k s  f ,  g  and  
b  t o  node 2 . A l lo c a te  th e  re m a in in g  ta s k s ,  c , e and h ,  t o  node 3 .
Hence th e  "op tim um " a l lo c a t io n  p roduced  b y  th e  Maximum (k -1 )  Sum 
a lg o r i t h m  i s :
Node Tasks
1 a , d , i
2 b , f ,  g
3 c , e , h
3 .5 .3  E x p e r im e n ta l E v a lu a t io n  o f  MaTHmmn (k -1 )  Sum at rrnrHt-hm
To v e r i f y  th e  q u a l i t y  o f  th e  a l lo c a t io n s  p ro d u ced  b y  th e  
Maximum (k -1 )  Sum a lg o r i th m ,  th e  a lg o r i th m  was a p p l ie d  t o  an e x is t in g  
com pu te r v is io n  p ro b le m . The d i r e c te d  a c y c l ic  g ra p h  f o r  t h i s  com pu te r  
v is io n  p ro b lem  ( f ig u r e  2) was i n i t i a l l y  p re s e n te d  b y  K u n i i ,  N is h im u ra  
and Noma [19 ] . The Maximum (k -1 )  Sum a lg o r i th m  was a p p l ie d  t o  t h i s  
p ro b le m  f o r  v a r y in g  number o f  p ro c e s s in g  nodes . T ab le  1 compares  
th e s e  r e s u l t s  w i th  th e  r e s u l t s  p ro du ced  b y  S a r k a r 's  a lg o r i th m  [20 ] on 
th e  unbounded case , fo l lo w e d  b y  modu lo a l lo c a t io n ,  and D a r te 's  two  
h e u r i s t i c s  [1 7 ] .  The v a lu e s  i n  T a b le  1 a re  th e  maximum tim e  s p e n t by  
any node p ro c e s s in g  th e  ta s k s  a l lo c a te d  t o  i t  and
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r e c e iv in g / t r a n s m i t t in g  d a ta  f r o m / to  ta s k s  a l lo c a te d  t o  o th e r  
p ro c e s s in g  nodes .
F ig u re  2 : D ir e c te d  A c v c l lc  G raph f o r  Computer V is io n  Prnnram
T h is  p ro b lem  was chosen t o  t e s t  th e  q u a l i t y  o f  th e  Maximum (k -1 )  
Sum a lg o r i th m  because i t  was a r e a l  w o r ld  p ro b lem , and because i t  i s  
n o t p a r t i c u l a r l y  s u i te d  t o  th e  a lg o r i th m .  The a lg o r i th m  seeks to  
a l lo c a te  a ta s k  t o  th e  same node as th e  ta s k s  w i t h  w h ich  i t  d i r e c t l y  
com m un ica tes . The a lg o r i th m  does n o t seek t o  a l lo c a te  c h a in s  o f  
com m un ica tin g  ta s k  t o  th e  same p ro c e s s in g  node . The d i r e c t  a c y c l i c  
g raph  f o r  th e  com pu te r v is io n  p ro b lem  c o n ta in s  many com m un ica tin g
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t a s k  c h a in s ,  e .g .  ta s k s  1 , 7, 16, 19, 22, 23 , 25, 27 , 29 , and 31 fo rm  
a c h a in .  The com pu te r v is io n  p ro b lem  p re s e n te d  h e re  has m ix tu r e  o f  
b o th  ty p e s  o f  g ra p h  s t r u c tu r e s .  The Maximum (k -1 ) Sum a lg o r i t h m  w i l l  
p e r fo rm  p o o r ly  on p rog ram  g raphs  w h ich  have r e p l i c a t e d  s u b - s t r u c tu r e s  
c o n ta in in g  many c h a in s .
Number o f  
P ro c e s s in g  
Nodes
S a rk a r + 
modulo  
a l lo c a t io n
D a r te 1s 
H e u r is t ic  1 
+ modulo  
a l lo c a t io n
D a r te 1s 
H e u r is t i c  2 
+ modulo  
a l lo c a t io n
Maximum 
(k -1 ) Sum 
a lg o r i th m
1 620 620 620 620
2 480 430 370 530
3 350 360 320 440
4 320 360 270 330
5 290 280 260 290
6 310 280 260 240
7 280 270 260 180
8 280 260 260 170
9 270 260 260 180
10 270 260 260 150
T ab le  1 ; E x e c u tio n  Times
From T ab le  1, we see t h a t  f o r  sm a ll numbers o f  p ro c e s s in g  nodes  
D a r te 1s second h e u r i s t i c  p roduced  th e  b e s t r e s u l t s .  B u t as th e  number 
o f  p ro c e s s in g  nodes was in c re a s e d  th e  Maximum (k -1 ) Sum a lg o r i th m
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p ro d u ce d  s u p e r io r  r e s u l t s ,  p ro d u c in g  a l lo c a t io n s  w h ic h  e x e c u te d  in  
73.33% f a s t e r  when a l lo c a te d  to  10 p ro c e s s in g  nodes . D a r te s ' 
h e u r i s t i c s  p roduces  b e t t e r  r e s u l t s  w i th  lo w  numbers o f  p ro c e s s in g  
nodes because i t  i s  n o t  r e s t r i c t e d  i n  th e  number o f  ta s k s  i t  
a l lo c a te s  to  a g iv e n  node . F o r exam ple , when th e  com pu te r v is io n  
p ro b le m  i s  a l lo c a te d  t o  f o u r  p ro c e s s in g  nodes u s in g  D a r te s 1 
h e u r i s t i c s ,  i t  w i l l  a l lo c a te  11 ta s k s  to  one node and o n ly  4 ta s k s  to  
a n o th e r .  The Maximum (k -1 )  Sum a lg o r i th m  a lw a ys  a l lo c a te s  an e q ua l 
number o f  ta s k s  t o  each node . However, as th e  number o f  p ro c e s s in g  
nodes in c re a s e s , D a r te s 1 h e u r is t i c s  become r e s t r i c t e d  b y  th e  s e a rch  
f o r  l i n e a r  c lu s te r s  i n  th e  p rog ram  g raph  and f a i l s  t o  re d u ce  th e  
e x e c u t io n  t im e  f u r t h e r .  The Maximum (k -1 ) Sum a lg o r i th m  c o n t in u e s  to  
re du ce  th e  e x e c u t io n  t im e  as th e  number o f  p ro c e s s in g  nodes in c re a s e s  
and p ro d u ce s  s u p e r io r  r e s u l t s  when th e  com pu te r v is io n  p ro b le m  i s  
a l lo c a te d  t o  6 o r  more p ro c e s s in g  nodes . However, th e  Maximum (k -1 )  
Sum a lg o r i t h m  can be m o d if ie d  t o  a l lo c a te d  a d i f f e r e n t  number o f  
ta s k s  t o  d i f f e r e n t  p ro c e s s o rs  b y  a d d in g  n u l l  ta s k s  t o  th e  s ys tem . The 
a lg o r i t h m  w i l l  now a l lo c a te  k ‘ ta s k s  t o  each p ro c e s s o r , b u t  some o f  
th e s e  ta s k s  w i l l  be n u l l  ta s k s  t h a t  do n o t e x i s t .  T h is  m o d i f ic a t io n  
g e n e ra te d  b e t t e r  a l lo c a t io n s  a t  th e  c o s t o f  e x t r a  p ro c e s s in g  t im e  
s in c e  n , th e  number o f  ta s k s  i n  th e  sys tem , has in c re a s e d . F o r  
exam p le , a l lo c a t in g  th e  com pu te r v is io n  p ro b lem  t o  f o u r  p ro c e s s in g  
nodes , b u t  a l lo w in g  up t o  12 ta s k s  p e r  node, g e n e ra te d  17 n u l l  ta s k s  
and p ro d u ce d  an a l lo c a t io n  w i t h  an e x e c u t io n  t im e  o f  310 . T h is  i s  a 
6% im p rovem en t on th e  r e s u l t  o b ta in e d  in  T a b le  1 .
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4.0 Non-Symmetric Formulation of Task Allocation Problem
T h is  s e c t io n  p re s e n ts  a n o n -s ym m e tr ic  m a th e m a tic a l f o rm u la t io n  
f o r  th e  p ro b lem  o f  a l lo c a t in g  n  in te r - c o m m u n ic a t in g  ta s k s  among m 
homogeneous p ro c e s s in g  nodes when th e  o p t im is a t io n  c r i t e r i o n  i s  to  
m in im is e  response  t im e , w h ich  i s  th e  e la p s e d - t im e  f o r  th e  e x e c u t io n  
o f  th e  who le  s e t o f  ta s k s  t h a t  c o n s t i t u t e  th e  p rog ram . T h is  
f o rm u la t io n  shows th a t  th e  p ro b lem  i s  n o t o n ly  an in te g e r  
o p t im is a t io n  p ro b lem , i t  i s  a ls o  q u a d ra t ic  i n  n a tu re .  A r e la x a t io n  
te c h n iq u e  i s  p re s e n te d  w h ich  reduces  th e  p ro b lem  to  a m ixed  in te g e r  
l i n e a r  p ro b lem  (M ILP ). T h is  re la x e d  MILP fo rm u la t io n  i s  im p lem en ted  
i n  th e  S c ic o n ic  m a th e m a tic a l p rog ram m ing package and i s  a p p l ie d  t o  an 
example p ro b lem .
A d i f f i c u l t y  w i th  p re v io u s  fo rm u la t io n s  i s  t h a t  th e y  a re  
s ym m e tr ic . I f  an a l lo c a t io n  p roduces  s non -em p ty  s u b se ts  o f  th e  n  
ta s k s , w i t h  each su b se t a s s ig n e d  t o  a d i f f e r e n t  node, th e n  th e re  
m \
e x is t s  ------------  id e n t i c a l  a l lo c a t io n s  o f  th e  s s u b se ts  o f  ta s k s  among
(»1- 5)!
th e  m p ro c e s s in g  nodes s in c e  th e  p ro c e s s in g  nodes can be numbered  
a r b i t r a r i l y .  T h is  im p l ie s  t h a t  th e  gap be tw een th e  re la x e d  l i n e a r  
s o lu t io n  and th e  m ixed  in te g e r  s o lu t io n  i s  la r g e  [1 4 ] .  The a im  o f  th e  
non -s ym m e tr ic  fo rm u la t io n  i s  to  reduce  th e  s iz e  o f  th e  m ixed  in te g e r  
s o lu t io n  space b y  rem ov ing  th e  s ym m e tr ie s .
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4.1 Definitions
4 .1 .1  A Task
A ta s k  i s  a c o m p u ta t io n a l e n t i t y  t h a t  i s  c re a te d , re c e iv e s  
d a ta , p e r fo rm s  a c o m p u ta tio n  i n  a t im e  1^, t r a n s m its  d a ta  t o  o th e r  
ta s k s  and th e n  ceases to  e x i s t .  A ta s k  can com municate w i t h  an y  o th e r  
ta s k .  The t im e  ta k e n  t o  t r a n s m it  d a ta  from  ta s k  i  t o  ta s k  i  i s  c,- 
A c o m p u ta t io n a l e n t i t y  t h a t  re c e iv e s  and t r a n s m its  d a ta  b e fo re  a l l  
com pu ta tio n s  a re  com p le te d  can be decomposed i n t o  ta s k s  w h ic h  obey  
t h i s  d e f i n i t i o n .
4 .1 .2  A Program
A p rog ram  c o n s is ts  o f  a s e t  o f  in te r - c o m m u n ic a t in g  ta s k s  
bounded b y  p recedence  c o n s t r a in t s .
4 .1 .3  A P ro ce s s in g  Node
A p ro c e s s in g  node i s  a c o m p u ta t io n a l e ng in e  c a p a b le  o f  
e x e c u t in g  one ta s k  a t  a t im e . The p ro c e s s in g  nodes a re  assumed t o  be 
homogeneous and t o  be connec te d  i n  a bus to p o lo g y  i n  w h ich  no q ueu in g  
p rob lem s a r is e .  T h is  im p l ie s  th a t^
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( i )  A l l  p ro c e s s in g  nodes a re  s im i la r  as re g a rd s  c o m p u ta t io n a l 
pe rfo rm an ce , i . e .  ta s k  i  w i l l  ta k e  a 1± seconds t o  e xe cu te  
i t s  c o m p u ta t io n a l lo a d  re g a rd le s s  o f  w h ic h  p ro c e s s in g  
node i t  i s  a l lo c a te d  t o .
( i i )  A l l  p ro c e s s in g  nodes a re  e q u id is ta n t  as re g a rd s  
com m un ica tions  and th e  t im e  i t  ta k e s  f o r  ta s k  i  to  
t r a n s m it  d a ta  t o  ta s k  j  i s  in d ependen t o f  th e  nodes to  
w h ich  ta s k s  i  and j  a re  a s s ig n e d , i f  ta s k s  i  and j  a re  
a l lo c a te d  to  d i f f e r e n t  nodes .
4 .1 .4  P recedence L e v e l
The p recedence  le v e l  o f  task i ,  prec ( i ) , i s  d e f in e d  as th e  
c o m p u ta t io n a l lo a d  o f  ta s k  i  p lu s  th e  maximum, o v e r a l l  ta s k  i ' s  
s u c ce s so rs , o f  th e  s u c c e s s o r 's  p recedence  le v e l  p lu s  th e  
com m un ica tions  lo a d  between th e  ta s k s .  Task i ' s  successor tasks a re  
th o se  ta s k s  t h a t  can n o t  be e xe cu te d  u n t i l  ta s k  i  i s  com p le te d .  
Assume, w ith o u t  lo s s  o f  g e n e r a l i t y ,  t h a t  ta s k  n  i s  th e  te rm in a l ta s k .  
Then,
prec(i) = li + max{prec(j)  +  a , /}; Si = {/' n } ,j  e«S'il/  - >  j }j€ S
p r e c ( n )  =  0
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4.2 Formulation of Won-Symmetric Mathematical Programming Model
L e t 1± = th e  c o m p u ta t io n a l lo a d  o f  ta s k  i ,  th e  t im e  ta s k
i  spends p ro c e s s in g  d a ta .
c ± ' j  = th e  com m un ica tio n s  lo a d  fro m  ta s k  i  t o  ta s k  j ,  
th e  t im e  ta k e n  t o  t r a n s m it  d a ta  fro m  ta s k  i  t o  
ta s k  j .
a ± ' j  = 1 , i f  ta s k  i  and ta s k  j  a re  a l lo c a te d  t o  th e
same node,
0 , i f  ta s k  i  and ta s k  j  a re  n o t a l lo c a te d  t o  th e  
same node .
y  I  = th e  s t a r t  t im e  f o r  ta s k  i .
mj_ = o , i f  ta s k  i  i s  th e  ta s k  w i t h  th e  lo w e s t c a r d in a l
number on th e  p ro c e s s in g  node t o  w h ic h  i t  i s
a l lo c a te d ,
1, i f  ta s k  i  i s  n o t  th e  ta s k  w i t h  th e  lo w e s t  
c a r d in a l number on th e  p ro c e s s in g  node t o  w h ic h  
i t  i s  a l lo c a te d .
p r e c ( i )  = p recedence  v a lu e  o f  ta s k  i .
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We w is h  t o  f i n d  th e  a l lo c a t io n  o f  n  ta s k s  among th e  m 
p ro c e s s in g  nodes w h ich  m in im is e s  th e  e la p s e d - t im e  f o r  th e  e x e c u t io n  
o f  th e  w ho le  s e t o f  ta s k s ,
s u b je c t  t o  th e  fo l lo w in g  c o n s t r a in t s .
( i )  The e a r l i e s t  s t a r t  t i m e  o f  tw o  c o m m u n ic a t in g  t a s k s
The earliest time a task j  can start depends upon whether the 
task it is receiving data from, task i  (p re d e ce s so r ta s k )  is 
allocated to the same node as task j  (s u cce sso r t a s k ) .
Case (a): Both predecessor and successor tasks allocated to the same 
node.
The s u c ce s so r ta s k ,  j ,  can s t a r t  t o  e xe cu te  once th e  
p re d e c e s s o r ta s k ,  i ,  has te rm in a te d . Task i  te rm in a te s  when i t  has  
f i n i s h e d  i t s  c o m p u ta tio n  and a l l  i t s  i n t e r - t a s k  com m un ica tio n s . 
T h e re fo r e ,
min ( y » - y i) [ 4 . 1 ]
V i ~ j [4.2]
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Case (b ) : P re decesso r and s u c ce s so r ta s k s  a l lo c a te d  t o  d i f f e r e n t
p ro c e s s in g  nodes .
The su c ce s so r ta s k ,  j ,  can s t a r t  e x e c u t in g  once i t  has re c e iv e d  
i t s  d a ta  fro m  th e  p re d e ce s s o r ta s k ,  i ,  s u b je c t  t o  th e  p ro c e s s in g  node  
b e in g  a v a i la b le  f o r  e x e c u t io n . The p re d e c e s s o r ta s k  i s  assumed t o  
t r a n s m it  d a ta  t o  ta s k s  i n  th e  o rd e r  o f  d e c re a s in g  p recedence  le v e l .  
T h e re fo re ,
[4 .3 ]
where p ' i f k  = 1 , i f  p rec(Jc) ^  p r e c ( j )
0 , i f  p re c  (k) < p r e c ( j )
C om b in ing  case (a) and case (b) g iv e s :
[4 .4 ]
where = 1 , i f  a ± f j  = 1 o r  prec(Jc) £ p r e c ( j )
0 , i f  = 0 and p r e c (k) < p r e c ( j )
The above n o ta t io n  can be s im p l i f i e d  b y  ra n k in g  th e  p recedence  
l e v e l  o f  each ta s k  and re num be rin g  th e  ta s k s  such t h a t  i  < j  i f
ra n k  ( p r e c ( i ) ) > ra n k  ( p r e c ( j ) ) . However, s in c e  th e  c o n c e p t o f
p re cedence  le v e l  w i l l  be used  i n  c h a p te r  5 th e  c u r r e n t  n o t a t io n  w i l l  
be r e ta in e d .
( i i )  A s s o c i a t i v i t y
I f  ta s k  i  i s  a l lo c a te d  to  th e  same node as ta s k s  j  and k ,  th e n  
ta s k  j  i s  a l lo c a te d  to  th e  same node as ta s k  k .
a .  i + a i . k ~  aj. t < \  V i j ,  k  [4 .5 ]
( i i i )  S y m m e t r i c  n a t u r e  o f  t h e  a d j a c e n c y  m a t r i x  [A]
I f  ta s k  i  i s  a l lo c a te d  t o  th e  same node as ta s k  j ,  th e n  ta s k  j  
i s  a l lo c a te d  t o  th e  same node as ta s k  i .
at. i  =  aj,i V i J  [4 .6 ]
( i v )  The d i a g o n a l  o f  t h e  a d j a c e n c y  m a t r i x  [A]
a i . t - 1 V i [4.7]
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(v) The b in a ry  nature o f the adjacency m atrix  [A]
a. >6 {0,1} [4.8]
( v i )  T h e  n u m b e r  o f  p r o c e s s i n g  n o d e s  m
S in c e  m±, 1 <, i  <. n, e q u a ls  z e ro  i f  t a s k  i  i s  th e  lo w e s t  
c a r d in a l  number ta s k  a l lo c a te d  t o  i t s  p ro c e s s in g  node , th e n  th e  
maximum number o f  m£ e n t r ie s  t h a t  a re  e q u a l t o  z e ro  i s  th e  number o f  
p ro c e s s in g  nodes a v a i la b le ,  m. T h e re fo re  th e  sum o f  si£ m ust be 
g r e a te r  th a n  o r  e q ua l t o  {n-m) .
mi € { 0 , l ] V/ [4 .9 ]
/Ml =  0 [4 .1 0 ]
i-l
V I <i<n [4 .1 1 ]
mi > aij VI < j  ¿ /- l, / >  1 [4 .1 2 ]
It
[4.13]
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( v i i )  The number o f  t a s k s  th a t  can b e  e x e c u t in g  on th e  same node a t  
th e  same t im e.
Only one task can execute on a processing node at any given 
time. If task i has a higher precedence level than task j ,  and both 
tasks are allocated to the same processing node, then
yj —yì — lì — ^  ( l  — cii, k)ci, k > 0 i f  prec(i) > prec(j) and auj =  1
auj y j - y i - h - ' E i I - a u k ) a .* > 0  i f  prec(i)> prec(j)
ai, jyj -  at. jyt -  at, jh -  ^  a<, j( 1 - a., k)a, k> 0 i f  prec(i) > prec(j)
[4.14]
Two constraints in this non-symmetric formulation are quadratic 
and discrete. In equation [4.4] p ± i jc = ai , j P ' i , j i  and therefore this 
constraint is quadratic, as well as discrete. Equation [4.14] 
contains 3 terms that are quadratic and discrete.
The approach taken in this thesis to relax the formulation is 
to "linearise" the quadratic constraints, solve the discrete 
optimisation problem using branch and bound techniques, and then to 
use the adjacency matrix produced to calculate the actual run time,
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in c lu d in g  q u a d ra t ic  e f f e c t s ,  o f  th e  s o lu t io n  o f  th e  d is c r e te  
o p t im is a t io n  p ro b lem .
4 .2 .1  R e la x in g  Q u a d ra t ic  C o n s t ra in ts
The c o n s t r a in t  on th e  e a r l i e s t  s t a r t  t im e  o f  tw o  com m un iea ting  
ta s k s  a l lo c a te d  t o  th e  same p ro c e s s in g  node can be re la x e d  by- 
ig n o r in g  th e  e f f e c t s  o f  th e  o th e r  (n -2 ) ta s k s  and re c o g n is in g  t h a t
P£ j  = 1 because p r e c ( i )  S p r e c ( j ) .  T h e re fo re  e q u a t io n  [ 4 . 4 ] ,
yj -  y> >L + y ]  pi, i ( l  -  at. k)a, t V i ~ j
i,k
where p ± r ^ = 1 , i f  a ^ j  = 1 o r  p re c (k )  ^  p r e c ( j )
0 , i f  a = 0 and p re c (k )  < p r e c ( j )
can  be r e w r i t t e n  a s ,
yj - y i > l i  + ( 1 -  a. j)d. j V i j
[4 .1 5 ]
=> yj ~ y* +  <*>. jd, j > li+ a, j V i, j
The c o n s t r a in t  on th e  number o f  ta s k s  a l lo c a te d  t o  th e  same
p ro c e s s in g  node t h a t  e xe cu te  a t  th e  same t im e  i s  re la x e d  as f o l l o w s .
F i r s t l y ,  ig n o re  th e  l a s t  te rm  in  e q u a t io n  [4 .1 4 ] s in c e  t h i s  o n ly
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in f lu e n c e s  th e  r e s u l t  when th e  ta s k  w i t h  th e  g r e a te r  p re cedence  le v e l  
com m un ica tes w i t h  i t s  s u c ce s so r ta s k s  t h a t  a re  a l lo c a te d  t o  d i f f e r e n t  
nodes th a n  th e  node t o  w h ic h  i t  i s  a l lo c a te d .
cu. jyj -  a«, jyi -  at. ,/■ > 0  i f  prec(i) > p rec (j)  [4.16]
Zi. j -  Zj, i -  au jit > 0 i f  prec(i) > p rec (j)
[4 .1 7 ]
where zi, j = a<. ¡yj e  {0,y j}  v  au j e  (0,1}
R e la x  j  so t h a t  i t  i s  c o n tin u o u s , o v e r th e  i n t e r v a l  1 0 ,y j ] ,
0 < Z i j < y j .
and fo r c e  Z£ j  tow a rd s  e i t h e r  0 o x  y j ,  w h ic h  e v e r  i s  n e a re s t ,  
b y  m o d ify in g  th e  o b je c t iv e  f u n c t io n  [4 .1 ]  as f o l lo w s .
min jcCv» -  y\) -  J ]  (min {zu j , y j  -  zu, } )  j [4 .1 8 ]
where C i s  a  c o n s ta n t c a l le d  th e  b o u n d in g  c o n s ta n t .
S u b s t i t u te  wi , j  f o r  m in {zi, j, y j  — Zt.j} and th e n  th e  o b je c t iv e  
f u n c t io n  i s :
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Wi.j <y} -Zi.j V i j  [4 .21]
The f i r s t  te rm  in  e q u a t io n  [4 .1 9 ] can be re p la c e d  b y  C j ' y i
i
s in c e  c 2 >  i« m in im is e d  when C(y» —_yi) i s  m in im is e d . T h is  re a so n  f o r
i
t h i s  s u b s t i t u t i o n  i s  to  s im p l i f y  th e  c a lc u la t io n  o f  th e  b o u n d i n g
c o n s t a n t ,  C.
subject to
0 < W , , j < Z i . j  V i j  [ 4 .20]
Lemma 1 : C{y»—y l) i s  m i n i m i s e d  when C^Tyi r e a c h e s  i t  minimum v a l u e .
i
P ro o f :  The v a lu e  o f  y^  ca n  be assumed t o  be z e ro  w i th o u t  lo s s  o f
g e n e r a l i t y .  To p ro ve  th a t  C(yn—yi) i s  m in im is e d  when C ^ y i  re a che s
i
i t  m inimum v a lu e  i t  i s  n e ce s sa ry  and s u f f i c i e n t  t o  show t h a t  g iv e n  a 
s e t o f  v a l i d  1 s w h ich  y i e l d  a m inimum to  , i t  i s  im p o s s ib le
to  re du ce  y n .
When C 7 >  i s  m in im is e d  t h i s  im p lie s  t h a t  th e re  i s  no i d l e
I
t im e  b e fo re  th e  e x e c u t io n  o f  any ta s k .  W ith o u t lo s s  o f  g e n e r a l i t y  
ta s k  n can be assumed to  be th e  te rm in a l ta s k ,  s in c e  a dummy ta s k  
w ith  z e ro  c o m p u ta t io n a l and com m un ica tions  lo a d in g  can be c re a te d  and
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assigned to the highest cardinal identification number. Therefore 
task n is a direct descendant of every other taBk in the task graph 
of the program. If y n decreases then the start time for some other 
task in the program must also decrease. But since there is no task 
with idle time before it starts execution, this is impossible.
Therefore the task allocation problem can be relaxed and stated 
as follows.
Q.E.D.
£4.22]
subject to
yj  ~ y i + a,  ¿ai, j  > li +  a.  j  V i ~  j [4 .2 3 ]
ai,j+ai,k-aj,k< 1 V i , j ,k [4 .2 4 ]
[4 .2 5 ]
at. i =  I V i [4.26]
a.-./<={0,1} [4 .2 7 ]
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mi e {0 , l }  V/' [4 .2 8 ]
m\ =  0  [4 .2 9 ]
i-1
m i < ^  a>, i V l < / ' < «  [4 .3 0 ]
/=!
V 1 < y < z — 1, / >  1 [4 . 31]
'£tm t> n -m  [4 . 32]
1=0
zi, j -  zj, i -  at, jli > 0  i f  prec(i) > prec(J) [4 .33 ]
0 V i j  [4 . 34]
0 ^  Wi.j <  Zi,j V i j  [4 .3 5 ]
4 .2 .2  C a lc u la t io n  o f  B ound ing  C ona ta n t C
F o r C to  bound e q u a t io n  [4 .2 2 ] from  be low
C ^ y i - ^ w t j  2: a  a s  y t —><x> [4 .3 7 ]
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where a i s  some a r b i t r a r y  v a lu e .
Each i s  s u b je c t  t o  th e  f o l lo w in g  c o n s t r a in t s .
0 < Wi, j  <  zu /; w i, j  <  y / -  z;, 0 <  zs. i  <  y j
T h e re fo r e ,
m in'| C(y» —yi )  -  ^  wu j
I v
w i l l  te n d  t o  m ax im ise  . S in ce  i s  a f r e e  v a r ia b le
o v e r [0 ,y£ ]  and 0 <Wij<Zi , j ' ,  W i j  < y j —zi,j  each w i l l  be m ax im ised
y j  y iwhen Zi, j  — —  wi, /  —> —
2 2
s in c e  zi. j  -  Zi. i >  at. ¡It i f  p r e c ( i )  >  p r e c ( J ) .
S u b s t i t u t in g  in t o  e q u a t io n  [4 .3 7 ] y ie ld s :
63
T h e re fo re  C sh o u ld  be g r e a te r  th a n  a / 2 .  As C c o n t in u e s  t o  
in c re a s e  th e  e f f e c t s  o f  each wy j  d e c reases  u n t i l  th e  c o n s t r a in t  on  
th e  number o f  s im u lta n e o u s  e x e c u t in g  ta s k  on a  node becomes 
i n s ig n i f i c a n t  and a l l  ta s k s  a l lo c a te d  t o  a node t r y  t o  e x e cu te  
s im u lta n e o u s ly .
Hence C s h o u ld  be s e t m a rg in a l ly  g r e a te r  th e n  a / 2 .
4 .3  S c lc o n lc  Im p le m e n ta t io n
S c ic o n ic  i s  a m a th e m a tic a l p rog ram m ing  package f o r  s o lv in g  
l i n e a r ,  in te g e r  and n o n - l in e a r  p ro b le m s . I t  c o n s is ts  o f  f o u r  m a jo r  
s e c t io n s .
( i )  MGG, an u l t r a - h ig h  le v e l  language  f o r  p ro b le m
fo rm u la t io n .
( i i )  MG, an MPS m a t r ix  g e n e ra to r .
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( i i i )  S c ic o n ic ,  a m a th e m a tic a l p rog ram m ing  e n g in e .
( iv )  RW, a r e p o r t  w r i t e r .
MGG is  a s p e c ia l is e d  u l t r a - h ig h  le v e l  language  f o r  th e  
fo rm u la t io n  o f m a th e m a tic a l p rog ram m ing p ro b le m s . U s in g  MGG th e  u s e r  
can s p e c i f y  a m odel w ith o u t  re fe re n c e  t o  any in s ta n c e  o f  th e  p ro b le m .  
As w e l l  as th e  MGG language , MGG a llo w s  th e  u s e r  to  s u p p ly , as p a r t  
o f  th e  p ro b lem  s p e c i f i c a t io n ,  t h e i r  own FORTRAN r o u t in e s  f o r  
c a lc u la t in g  c o e f f i c ie n t s  and th e  c o n d it io n s  u n d e r w h ich  a c o n s t r a in t  
e x is t s .  I n  a d d i t io n  to  th e se  r o u t in e s  th e  u s e r  can s u p p ly  FORTRAN 
r o u t in e s  f o r  i n i t i a l i s i n g  in t e r n a l  v a r ia b le s .  The MGG p rog ram  
co m p ile s  th e  MGG p rob lem  fo rm u la t io n  and p ro du ce s  m a t r ix  g e n e ra to r  
(MG) sou rce  code, r e p o r t  w r i t e r  (RW) sou rce  code and MG d a ta  f i l e  
s p e c i f i c a t io n  f i l e ,  MGGOP.LIS. The MG sou rce  code i s  l in k e d  to g e th e r  
w i t h  u s e r  s u p p lie d  i n i t i a l i s a t i o n  r o u t in e s  b y  th e  MGCL p rog ram  to  
p roduce  a m a t r ix  g e n e ra to r  p rog ram , MG.
Once th e  p ro b lem  has been s p e c i f ie d ,  th e  u s e r w r i t e s  an MG d a ta  
f i l e  w h ich  c o n ta in s  th e  d a ta  f o r  a g iv e n  in s ta n c e  o f  th e  p ro b le m . The 
fo rm a t o f  th e  MG d a ta  f i l e  i s  s t r i c t l y  d e f in e d  by  th e  MG d a ta  f i l e  
s p e c i f i c a t io n  f i l e  MGGOP.LIS. When th e  u s e r  run s  th e  m a t r ix  
g e n e ra to r ,  MG, w i t h  a s p e c i f ie d  d a ta  f i l e ,  an o u tp u t f i l e  i n  s ta n d a rd  
MPS fo rm a t i s  p ro du ced .
The S c ic o n ic  p rog ram  i s  th e  m a th e m a tic a l p rogram m ing eng in e  
w h ich  ta k e s  a f i l e ,  w h ich  c o n ta in s  a m a t r ix  i n  s ta n d a rd  MPS fo rm a t ,  
f in d s  th e  o p t im a l s o lu t io n  and w r i te s  i t  t o  a s o lu t io n  f i l e .  The
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a c t io n  o f  S c ic o n ic  i n  s o lv in g  th e  p ro b lem  i s  d e f in e d  b y  a s e t  o f  ru n  
s t r e a m  com m ands. These commands b re a k  down i n t o  c la s s e s :
( i )  Agenda w h ich  in v o ke  b u i l t - i n  S c ic o n ic  p ro c e d u re s  t o  lo a d  
a p ro b lem , i n i t i a l i s e  a p ro b lem , f i n d  th e  l i n e a r  p r im a l  
and d u a l o p t im a l s o lu t io n s ,  p e r fo rm  a b ra n ch  and bound  
sea rch  f o r  th e  in t e g e r  o p t im a l s o lu t io n ,  e t c .
( i i )  System s ta te  v a r ia b le s  (SSVs) w h ic h  c o n t r o l  th e  a c t io n  o f  
Agenda, such as s p e c if y in g  th e  p ro b lem , s o lu t io n  and
tem po ra ry  f i l e s ,  s e t t in g  o p t io n s  and d e te rm in in g  th e
s ta te  o f  p ro ce sse s  and end c o n d i t io n s .
I n  o rd e r  t o  i n t e r p r e t  th e  s o lu t io n  f i l e ,  th e  r e p o r t  w r i t e r  
p rog ram , RW, i s  ru n  on th e  s o lu t io n  f i l e .  The r e p o r t  w r i t e r  sou rce  
code i s  p rodu ced  b y  th e  MGG c o m p ile r ,  based on th e  p ro b le m
s p e c i f i c a t io n  f i l e .  A u s e r s u p p lie d  FORTRAN r o u t in e  REPORT i s  l in k e d
w i th  th e  sou rce  code u s in g  th e  RWCL p rog ram . I t  i s  th e  r e s p o n s ib i l i t y  
o f  th e  REPORT r o u t in e  to  e x t r a c t  th e  d a ta  fro m  th e  s o lu t io n  f i l e ,  
p ro c e s s  i t ,  and d is p la y  th e  r e s u l t s  t o  th e  u s e r  a n d /o r  s to r e  th e  
r e s u l t s  i n  a f i l e .  F ig u re  3 i l l u s t r a t e s  th e  p ro c e d u re .
4 .3 .1  P rob lem  fo rm u la t io n  in  S c ic o n ic
A ppe nd ix  B c o n ta in s  th e  MGG fo rm u la t io n  o f  th e  n o n -s ym m e tr ic  
ta s k  a l lo c a t io n  m odel e n ca p su la te d  i n  e q u a t io n s  [4 .2 2 ] t o  [4 .3 6 ] .
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4.3.2 Report Writer
The r e p o r t  w r i t e r  i s  used t o  e x t r a c t  th e  r e le v a n t  d a ta  fro m  th e  
s o lu t io n  f i l e  p roduced  b y  S c ic o n ic  and p ro du ce  th e  r e s u l t s . The 
no n -s ym m e tr ic  fo rm u la t io n  o f  th e  ta s k  a l lo c a t io n  p ro b lem  in  e q u a t io n s  
[4 .2 2 ] t o  [4 .3 6 ] p roduces  a s o lu t io n  f i l e  i n  w h ic h  th e  e a r l i e s t  ta s k  
s t a r t  t im e s  a re  re la x e d .  I n  o rd e r  to  g e n e ra te  a r e a l  a l l o c a t io n  w i t h  
v a l i d  s t a r t  t im e s , th e  r e p o r t  w r i t e r  was used t o  r e c o n s t r u c t  th e  
a c tu a l s t a r t  t im e s  f o r  each ta s k  based on th e  g e n e ra te d  a d ja c e n c y  
m a t r ix .  The sou rce  code f o r  th e  r e p o r t  r o u t in e  i s  i n  a p p e n d ix  B . 3 .
User Report 
Routine RWCL RW ^
Report
File
Initialisation
R outines
RW Solution (
Source Code File
SCICONIC
Problem  
Data File
MG
MPS form at 
m atrix file
Sciconic 
run stream
* -»  U ser Supplied
F ig u re  3 : S c ic o n ic  Deve lopm ent E n v iro nm en t
5.0 Paeudo-Dvnamlc Load Balancing
T h is  c h a p te r  p roposes  an e x te n s io n  t o  Casavant and K u h l ' s 
taxonom y b y  f u r t h e r  d e f in in g  th e  d i s t i n c t i o n  be tw een s t a t i c  and  
dynam ic lo a d  b a la n c in g  to  in c lu d e  a new c la s s i f i c a t i o n  Pseudo-Dynam ic  
Load B a la n c in g . Pseudo-Dynam ic Load B a la n c in g  takeB  th e  b e s t from  
b o th  th e  s t a t i c  and dynam ic app roaches and merges them . S t a t i c  lo a d  
b a la n c in g  a n a ly s e s  th e  p rog ram  and ha rdw a re  c o n f ig u r a t io n  o f  th e  
p a r a l l e l  o r  d i s t r ib u t e d  com pu tin g  sys tem , and com m its i t s e l f  t o  an  
a l lo c a t io n  o f  ta s k s  to  p ro c e s s in g  nodes a t  c o m p ila t io n  t im e .  Dynam ic  
lo a d  b a la n c in g  makes th e  a l lo c a t io n  o f  a ta s k  t o  a p ro c e s s in g  node a t  
ru n  t im e , based p r im a r i l y  on th e  s ta te  o f  th e  p a r a l l e l  o r  d i s t r ib u t e d  
com pu tin g  sys tem  a t  t h a t  p o in t  i n  t im e . B o th  m ethods have advan tages  
and d is a d v a n ta g e s . Pseudo-Dynam ic Load B a la n c in g  ta k e s  th e  d a ta  from  
th e  a n a ly s is  o f  th e  p rog ram  g raph  a t  c o m p ila t io n  t im e  and th e  s ta te  
o f  th e  p a r a l l e l  o r  d i s t r ib u t e d  com pu tin g  sys tem  a t  ru n  t im e , and  
makes an a l lo c a t io n  o f  ta s k s  t o  p ro c e s s in g  nodes , a t  ru n  t im e , based  
on th e  c u r r e n t  s ta te  o f  th e  p a r a l l e l  o r  d i s t r ib u t e d  com pu tin g  sys tem  
and th e  p rog ram  g ra ph  d a ta  fro m  a n a ly s is  a t  c o m p ila t io n  t im e .
Pseudo-Dynam ic Load B a la n c in g  i s  an o n - l in e  te c h n iq u e  t h a t  
p roduces  h ig h  q u a l i t y  nea r-o p tim um  ta s k  t o  node a l lo c a t io n s  where th e  
o p t im a l i t y  c o n d i t io n  i s  t o  m in im is e  th e  ru n  t im e  o f  th e  p rog ram . T h is  
h e u r i s t i c  te c h n iq u e  uses in fo rm a t io n  a bou t th e  p rog ram  e x t r a c te d  a t  
c o m p ila t io n  t im e , to g e th e r  w i t h  ru n - t im e  in fo rm a t io n  to  d e te rm in e  th e  
"b e s t"  a l l o c a t io n  o f  ta s k s  to  p ro c e s s in g  nodes . The c o m p ila t io n  t im e  
in fo rm a t io n  i s  a p rog ram  g raph  w h ich  can be g e n e ra te d  b y  th e  c o m p ile r  
o r  p re -p r o c e s s o r .  The ru n - t im e  in fo rm a t io n  i s  a g ra p h  o f  th e  p a r a l l e l
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o r  d i s t r i b u t e d  com pu tin g  system  and in fo rm a t io n  on th e  c u r r e n t  
lo a d in g  o f  th e  p ro c e s s in g  nodes.
The advan tages o f  th e  pseudo -dynam ic  app roach  o v e r th e  p u r e ly  
s t a t i c  and dynam ic approaches a re  :
(1) S t a t i c  lo a d  b a la n c in g  a lg o r ith m s  ca nno t r e a c t  t o  changes i n  th e
p a r a l l e l  o r  d is t r ib u t e d  com pu tin g  sys tem  p r i o r  t o ,  o r  d u r in g ,  
r u n - t im e .  Any change i n  th e  e n v iro nm en t r e q u ir e s  a
r e c o m p i la t io n  o f  th e  p rog ram .
(2) S t a t i c  lo a d  b a la n c in g  a lg o r ith m s  a re  dependen t on th e  a c c u ra c y
o f  th e  e s t im a t io n  o f  th e  c o m p u ta t io n a l lo a d  o f  each ta s k  and
th e  amount o f  com m un ica tions  be tw een each ta s k .  I f  th e
e s t im a t io n s  a re  in c o r r e c t  th e  s t a t i c  lo a d  b a la n c in g  a lg o r i th m  
c a n n o t make any c o r r e c t io n s  d u r in g  r u n - t im e .
(3) Pure dynam ic lo a d  b a la n c in g  a lg o r ith m s  te n d  t o  r e a c t  m a in ly  to  
th e  c u r r e n t  s ta te  o f  th e  p a r a l l e l  o r  d is t r ib u t e d  com pu tin g  
sys tem , s in c e  v e ry  l i t t l e  a p r i o r i  in fo rm a t io n  i s  in c lu d e d  
a b o u t th e  p ro g ram . These a lg o r ith m s  te n d  t o  chase th e  optim um  
a l lo c a t io n  as th e  s ta te  o f  th e  sys tem  changes. They do n o t  use  
any a v a i la b le  a p r i o r i  know ledge t o  im p rove  th e  ta s k  to  
p ro c e s s in g  node a l lo c a t io n .
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5.1 Definitions
5 .1 .1  A Task
A  ta s k  i s  a c o m p u ta t io n a l e n t i t y  t h a t  i s  c re a te d , re c e iv e s  
d a ta , p e r fo rm s  a c o m p u ta tio n  i n  a t im e  1 ^ , t r a n s m its  d a ta  t o  o th e r  
ta s k s  and th e n  ceases t o  e x i s t .  A ta s k  can com m unica te w i t h  any o th e r  
t a s k .  The amount o f  d a ta  t r a n s m it te d  from  ta s k  i  t o  ta s k  j  i s  j .  A  
c o m p u ta t io n a l e n t i t y  t h a t  re c e iv e s  and t r a n s m its  d a ta  b e fo re  a l l  
c o m p u ta t io n s  a re  com p le te d  can be decomposed in t o  ta s k s  w h ic h  obey  
t h i s  d e f i n i t i o n .
5 .1 .2  A Program
A  p rog ram  c o n s is ts  o f  a s e t  o f  in te r - c o m m u n ic a t in g  ta s k s  
bounded b y  p recedence  c o n s t r a in t s .
5 .1 .3  A P ro ce s s in g  Node
A p ro c e s s in g  node i s  a c o m p u ta t io n a l e n g in e  capab le  o f  
e x e c u t in g  one ta s k  a t  a t im e .  M u l t ip le  ta s k s  can be a s s ig n e d  t o  th e  
same node a t  any g iv e n  t im e .  The o rd e r  i n  w h ic h  a node e xe cu te s  th e  
ta s k s  a l lo c a te d  to  i t  i s  g iv e n  b y  a p re d e f in e d  r u le .  T h is  r u le  s ta te  
t h a t  th e  ta s k  c u r r e n t ly  e x e c u t in g  i s  th e  ta s k  w i t h  th e  h ig h e s t
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p re cedence  t h a t  i s  n o t w a i t in g  f o r  any d a ta  from  o th e r  ta s k s .  The 
node may p reem p t a ta s k  w i t h  a n o th e r ta s k  i f  th e  o th e r  ta s k  has a 
h ig h e r  p re cedence  and i s  n o t  w a it in g  f o r  d a ta .  P ro ce s s in g  nodes a re  
n o t r e q u i r e d  t o  m u l t i - t a s k  b y  t im e  s l i c i n g  ta s k s  re a d y  t o  e x e c u te .
The p ro c e s s in g  nodes i n  th e  p a r a l l e l  o r  d is t r ib u t e d  com pu tin g  
sys tem  a re  he te rogeneous  Q -c la s s  p ro c e s s in g  nodes [2 1 ] ,  . i . e .  th e
p ro c e s s in g  nodes a re  s im i la r  b u t th e  p ro c e s s in g  speed o f  d i f f e r e n t  
nodes i n  th e  sys tem  a re  r e la t e d  b y  a l in e a r  speed -up  f u n c t io n .
5 .1 .4  A P rogram  G raph
A p rog ram  g raph  i s  a g raph  where th e  v e r t ic e s  re p re s e n t ta s k s  
and th e  edges between v e r t ic e s  re p re s e n t th e  com m un ica tions  be tw een  
th e  c o r re s p o n d in g  ta s k s .  The w e ig h t o f  each v e r te x  re p re s e n ts  th e  
c o m p u ta t io n a l lo a d , p ro c e s s in g  t im e , o f  th e  ta s k  a s s o c ia te d  w i t h  t h a t  
v e r te x .  The w e ig h t o f  an edge between tw o  v e r t ic e s  i s  th e  
com m un ica tio n s  lo a d  between th e  ta s k s  re p re s e n te d  b y  th e  v e r t i c e s .  
The com m un ica tio n s  lo a d  re p re s e n ts  th e  amount o f  d a ta  t r a n s fe r r e d  
between ta s k s .  Edges a re  d i r e c t io n a l  and r e p re s e n t  th e  t r a n s f e r  o f  
d a ta  f ro m  one ta s k  to  a n o th e r .  P recedence c o n s t r a in t s  be tween non ­
com m un ica tin g  ta s k s  can be re p re s e n te d  b y  an edge o f  z e ro , o r  
m in im a l,  w e ig h t .
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5.1.5 Precedence Level
The p recedence  le v e l  o f  task i ,  p r e c ( i ) ,  i s  d e f in e d  as th e  
c o m p u ta t io n a l lo a d  o f  ta s k  i  p lu s  th e  maximum, o v e r  a l l  ta s k  i ' s  
s u c c e s s o rs , o f  th e  s u c c e s s o r 's  p recedence  le v e l  p lu s  th e  
com m un ica tio n s  lo a d  be tw een th e  ta s k s .  Assume, w i th o u t  a lo s s  o f  
g e n e r a l i t y ,  t h a t  ta s k  n  i s  th e  te rm in a l ta s k .  Then,
prec(n) = 0
F o r th e  p rog ram  g ra ph  i n  f i g u r e  4 , th e  p recedence  le v e ls  a re :
p re c (7 )  = 0 , p re c (S ) = 3 , p re c (5 )  = 9, p re c (4 )  = 6, p re c (3 )  = 19, 
p re c (2 )  = 16, p r e c ( l )  = 25
precii) = /. + max{prec(j) + a .>}; S = {i e{l,..,n},j eS\i-> j)
JZS
4 task 10
com m unications load
com putational length
Figure 4 ; Program Graph
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A c o m p ile r ,  o r  p re -p ro c e s s o r ,  can e s t im a te  th e  c o m p u ta t io n a l 
lo a d  o f  each ta s k  and th e  com m un ica tions  lo a d  between ta s k s .  U s in g  
t h i s  in fo rm a t io n  th e  c o m p ile r ,  o r  p re -p ro c e s s o r ,  can c a lc u la te  th e  
p recedence  le v e l  o f  each ta s k ,  and p roduce  a p rog ram  g raph  f o r  th e  
p rog ram .
19 communications load
precedence
level
computational length
F ig u re  5 ; Program  Graph w i t h  P recedence L e v e ls
The p recedence  le v e l  o f  a ta s k  a s s ig n s  a  ra n k in g  t o  th e  ta s k  in  
te rm s o f  th e  w o rs t case p a th  fro m  th e  ta s k ,  th ro u g h  th e  p rog ram  
g ra p h , t o  th e  l a s t  ta s k  i n  th e  p rog ram . I t  i s  s im i l a r  t o  th e  co n cep t 
o f  p o s i t io n a l  w e ig h t used i n  th e  Ranked P o s i t io n a l  W e igh t H e u r is t i c  
[22] , b u t  does fo r c e  th e  Pseudo-Dynam ic Load B a la n c in g  a lg o r i th m  t o  
p ro ce ss  th e  ta s k s  i n  o rd e r  o f  t h e i r  p recedence  le v e ls .
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5.1.6 A Network Graph
A n e tw o rk  g ra p h  ie  a g raph  where th e  v e r t i c e s  re p re s e n t
p ro c e s s in g  nodes and an edge between tw o v e r t i c e s  re p re s e n ts  a 
c om m un ica tio n  l i n k  be tween th e  nodes re p re s e n te d  b y  th e  tw o v e r t i c e s .  
The w e ig h t o f  a v e r te x  re p re s e n ts  th e  r e l a t i v e  p ro c e s s in g  speed o f
th e  a s s o c ia te d  p ro c e s s in g  node to  some re fe re n c e  v a lu e . The w e ig h t o f
an edge be tw een tw o  v e r t i c e s  re p re s e n ts  th e  d is ta n c e  o r  speed o f  th e  
com m un ica tio n s  medium be tw een th e  a s s o c ia te d  p ro c e s s in g  nodes .
The com m un ica tions  d is ta n c e  m a t r ix  [D] i s  an n x  a  m a t r ix  whose 
e le m e n ts , d± t j ,  a re  th e  com m un ica tions  d is ta n c e s  from  node i  t o  node  
j .  S in ce  ta s k s  a s s ig n e d  t o  th e  same p ro c e s s in g  node com municate w i th  
each o th e r  th ro u g h  on -node memory, d^ £ i s  ta k e n  to  be z e ro . F ig u re  6 
shows a n e tw o rk  g raph  and i t  a s s o c ia te d  com m un ica tions  d is ta n c e
m a t r ix .
5 .2  The Pseudo-Dynam ic A l lo c a t io n  H e u r is t ic
By e xam in in g  th e  e q u a t io n s  ( [4 .1 ]  to  [4 .1 4 ] )  w h ic h  d e f in e  th e  
n o n -s ym m e tr ic  fo rm u la t io n  o f  th e  ta s k  a l lo c a t io n  p ro b lem , th e  key  
f a c t o r s  t h a t  a f f e c t  th e  a l lo c a t io n  can be i d e n t i f i e d .  From th e se  
f a c t o r s  a h e u r i s t i c  v a lu e  f u n c t io n  can be g e n e ra te d  w h ic h  seeks to  
m in im is e  th e  makespan o f  th e  a l lo c a te d  p rog ram  g ra p h .
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0 1 1 2 1
1 0 2 1 1
1 2 0 1 1
2 1 1 0 1
1 1 1 1 0
F lcrure 6 : N e tw o rk  Graph and Com m un ica tions M a t r ix
The o b je c t iv e  f u n c t io n  ' ^ y t  i s  e q u iv a le n t  t o  m in (y n—_yi), b y
/
lemma 1 . rea ches  i t s  minimum when each o f  th e  in d iv id u a l
i
re a ched  i t s  m inimum v a lu e . Ig n o r in g  th e  e f f e c t s  o f  in t e r - t a s k  
com m un ica tio n s , and assum ing t h a t  th e  e a r l i e s t  t im e  a ta s k  on node j  
can e xe cu te  i s  a j  th e n :
min = min ^  / t j l ;  k  = \k\task k  is assigned to node j ]
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S in ce  a p ro c e s s in g  node can o n ly  e x e cu te  one ta s k  a t  a t im e ,  
t h i s  i s  e f f e c t i v e l y  an u n c a p a c ita te d  b in -p a c k in g  p ro b lem  o f  n  o b je c ts  
i n t o  m b in s  such t h a t  th e  la r g e s t  v a lu e  h e ld  b y  any b in  i s  m in im is e d .  
T h e re fo re ,  th e  h e u r i s t i c  s h o u ld  seek t o  a ve rage  th e  c o m p u ta t io n a l 
lo a d s  o v e r  a l l  th e  m p ro c e s s in g  nodes .
B u t in t e r - t a s k  com m un ica tions  have an o p p o s ite  e f f e c t  on th e  
makespan. C o n s id e r c o n s t r a in t  [4 .2 3 ] ,  th e  re la x e d  fo rm  o f  c o n s t r a in t
[4 .4 ]  :
yj -  yi > Ii + (1 -  au j)a, j V i  ~ j
S eek ing  t o  m in im is e  each y j  im p lie s  t h a t  &±f j  = 1, i . e .  t h a t  
ta s k s  i  and j  a re  a l lo c a te d  t o  th e  same node . T h e re fo re  th e  h e u r i s t i c  
s h o u ld  seek to  a l lo c a te  com m un ica ting  ta s k s  t o  th e  same node w h i le  
a v e ra g in g  th e  c o m p u ta t io n a l lo a d s  o v e r a l l  th e  p ro c e s s in g  nodes . F o r  
an o n - l in e  h e u r i s t i c  t h i s  can be r e s ta te d  as s e e k in g  t o  a l lo c a t e  th e  
c u r r e n t l y  " v i s i b l e "  ta s k s  o n to  th e  same nodes as t h e i r  p re d e c e s s o rs  
w h ile  a v e ra g in g  th e  c o m p u ta t io n a l lo a d s  o f  th e  ta s k s  c a p a b le  o f  
e x e c u t in g  a t  t h a t  g iv e n  in s t a n t  o v e r a l l  th e  p ro c e s s in g  nodes .
When th e se  c o n d it io n s  c o n f l i c t  th e  a l l o c a t io n  d e c is io n  s h o u ld
be made b y  com pa ring  th e  re d u c t io n  i n  " £ y i  t h a t  each c o n d i t io n
<
c o n t r ib u t e s .
A l lo c a t in g  in te r -c o m m u n ic a t in g  ta s k s  i  and j  t o  th e  same node , 
node x ,  w i l l  reduce  y j  b y  c ^ j .  However, a l l o c a t in g  ta s k  i  and ta s k  
j  t o  th e  same p ro c e s s in g  node x  w i l l  in c re a s e
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^ Ik k =  \k\task k is assigned to node j ]
k
by  l j ,  and in c re a s e  th e  make span, Cma_x, b y
5 > - p |  i f  2 ik>p
\ k  )  k
where
and k={k | ta s k  k i s  a l lo c a te d  t o  p ro c e s s in g  node x } .
So a l lo c a t in g  ta s k  j  t o  th e  same p ro c e s s in g  node as ta s k  i
in  o rd e r  t o  reduce  y j  ta s k s  w i t h  h ig h e r  p recedence  le v e ls  
s h o u ld  s t a r t  b e fo re  o th e r  ta s k s .  T h e re fo re  th e  h e u r i s t i c  s h o u ld  
in c o rp o ra te  th e  d i f f e r e n c e  be tw een d i f f e r e n t  ta s k s ' p recedence  
l e v e ls .  I n  an o n - l in e  h e u r i s t i c  t h i s  can be re c o rd e d  as th e  
d i f f e r e n c e  between th e  t a s k 's  p recedence  le v e l  and th e  m inimum  
p recedence  le v e l  o f  any c u r r e n t l y  " v i s i b l e "  ta s k .
/
c o n t r ib u te s  P  — to  th e  r e d u c t io n  i n  y j  i f  ^  Ik >  P .
< k J  k
From c o n s t r a in t  [4 .1 4 ]
k
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The c o m p u ta t io n a l lo a d  com ponent, o f  ta s k  i  a l lo c a te d
to  node j  i s  d e f in e d  as :
5.2.1 The Computational Load Component.
(a) The ave rage  c o m p u ta t io n a l lo a d  p e r  node , P, i s  th e
sum o f  th e  c o m p u ta t io n a l lo a d  o f  a l l  a c t iv e  ta s k s  
d iv id e d  b y  th e  number o f  p ro c e s s in g  n o d e s .
(b) An a c t iv e  ta s k  i s  a ta s k  t h a t  i s  e i t h e r  c u r r e n t l y  
ru n n in g  on a p ro c e s s in g  node o r  re a d y  t o  e x e c u te ,  
i . e .  has re c e iv e d  a l l  th e  messages fro m  i t s  
p re d e c e s s o r ta s k s .
(c) The lo a d  le v e l  o f  node j ,  L ( j ) ,  i s  th e  sum o f  th e  
c o m p u ta t io n a l lo a d s  o f  a l l  th e  ta s k s  c u r r e n t l y  
a s s ig n e d  t o  p ro c e s s in g  node j ,  d iv id e d  b y  th e  
r e la t i v e  p ro c e s s in g  speed o f  node j .
, otherwise
where S j  = r e l a t i v e  p ro c e s s in g  speed o f  node j ,
and:
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i s  th e  sum o f  th e  c o m p u ta t io n a l lo a d s  o f  th e
deceden ts  o f  ta s k  i  t h a t  a re  c u r r e n t l y  a s s ig n e d  to  
p ro c e s s in g  node j ,  d iv id e d  b y  th e  r e l a t i v e
p ro c e s s in g  speed o f  node j .
The reason  f o r  c a lc u la t in g  L p ( i , j )  i s  t h a t  th e re  i s  no 
p o s s i b i l i t y  o f  ta s k  i 1s d eceden ts  e x e c u t in g  on p ro c e s s in g  node j  when 
ta s k  i  i s  re ad y  to  e x e c u te . T h e re fo re , we need t o  remove t h e i r
c o m p u ta t io n a l lo a d s  from  th e  c a lc u la t io n  o f  th e  e f f e c t s  o f  a l l o c a t in g
ta s k  i  t o  node j .
(d) The precedence load of task i on node j, L p (i, j ) ,
5 .2 .2  The Conrmun4rat io n s  Load Component. Cc
I f  ta s k  i ,  a l lo c a te d  t o  node j, com munica tes w i t h  ta s k  k, 
{k \k  e (l...« ),C i.ir ^  0 } , a l lo c a te d  t o  node 1 th e n  th e  com m un ica tio n s  lo a d  
com ponent, Cc(i,j), o f  ta s k  i  a l lo c a te d  t o  node j i s :
C c ( i j )  =  dj, i a,  k 
k
where djti i s  th e  com m un ica tions  d is ta n c e  fro m  node j t o  node
1.
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5.2.3 The Precedence Component. Cg
The minimum a c t iv e  p re cedence , tp ,  i s  th e  m inimum p recedence  
v a lu e  o f  any ta s k  i n  th e  g lo b a l s c h e d u lin g  t a b l e .
The p recedence  com ponent, C p { i )  , o f  ta s k  i  i s  g iv e n  b y :
Cp(i) = prec(i) -  ip
5 .2 .4  The G lo b a l S c h e d u lin g  T ab le  (GST)
A t  each p o in t  i n  a p a r a l l e l  o r  d i s t r ib u t e d  com pu tin g  system  
f ro m  w h ic h  an a p p l ic a t io n  can be i n i t i a t e d  a g lo b a l s c h e d u lin g  ta b le  
i s  m a in ta in e d . T h is  t a b le  c o n ta in s  a l i s t  o f  a l l  th e  ta s k s  c u r r e n t ly  
w a it in g  t o  be a s s ig n e d , and t h e i r  a l lo c a t io n  h e u r i s t i c  v a lu e s ,  
h ( i , j ) ,  f o r  each ta s k  i  and p ro c e s s in g  node j  i n  th e  sys tem . Because  
i t  c o n ta in s  in fo rm a t io n  r e la t i n g  to  th e  who le  p a r a l l e l  o r  d is t r ib u t e d  
com pu tin g  system , i t  i s  te rm ed  a g lo b a l t a b le .  However i n  s e c t io n  
8 .3 .2 ,  a method o f  d i s t r i b u t i n g  th e  ta b le  i s  d e s c r ib e d , i n  w h ic h  each  
t a b le  o n ly  c o n ta in s  in fo rm a t io n  abou t a r e s t r i c t e d  s e t  o f  p ro c e s s in g  
nodes c a l le d  a n e ig h b o u rh o o d . These ne ighbou rhoods  a re  co nne c te d  v ia  
ga tew ay nodes w h ich  e x is t  i n  b o th  n e ig h b o u rh o o d s .
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P=14 |»p=61 L[1]=9 L[2]=4 L(3]=10 L(4]=14 M5J=3
T ask holds comp
prec
evel h (U ] h(i*2) h(i,3) hp.4) h(i.5)
k 1 4 79 4+ 18-5 4+ 18-10 4+ 18-5 -4+ 18-8 4+ 18-9
e 0 6 76 -1+ 15-4 6+ 15-4 -2+ 15-4 -6+ 15-8 6+ 15-4
h o A 7 8 4+ 15-4 4+ 15-4 4+ 15-2 -4+ 15-12 4+ 15-8
i 2 3 72 3+11-1 3+ 11-3 3+11-3 -3+11-4 3+ 11-6
J i 15 70 -10+9-3 -5+9-5 -11+ 9-6 -15+ 9-3 -4+9-2
n 1 8 6 9 -3+ 8 -8 8+8-8 -4+ 8-10 -8+8-6 8+8-8
0 3 5 64 5+3-4 5+3-4 -1+3-2 -5+3-4 5+3-4
q 0 6 61 -1+0-3 6+0-3 -2+0-3 -6+0-3 6+0-3
com p = computational load 
level = Prece^ encc *ev c*
— com m unications load factor 
-p re c e d e n c e  load factor 
-com putational load factor
F ig u re  7 ; Sample G lo b a l S c h e d u lin g  T ab la
F ig u re  7 re p re s e n ts  a sample GST. The ta b le  c o n ta in s  th e
f o l lo w in g  in fo rm a t io n :
(1) The minimum a c t iv e  p re cedence , Cp^
(2) The ave rage  c o m p u ta t io n a l lo a d  p e r  node , P.
(3) The lo a d  le v e l ,  Lj, f o r  each node j  i n  th e  p a r a l l e l  o r
d i s t r ib u t e d  com pu tin g  sys tem  o r  th e  n e ig h b o u rh o o d .
(4) A l i s t  o f  ta s k s  c u r r e n t ly  w a it in g  t o  be s ch e d u le d .
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For each task i, the following information is recorded:
(1) The number o f  h o ld s  re m a in in g  on ta s k  i .
(2) The a l lo c a t io n  h e u r i s t i c ,  h ( i , j ) ,  f o r  each node j  i n  th e
p a r a l l e l  o r  d i s t r ib u t e d  com pu tin g  sys tem  o r  th e  n e ig h b o u rh o o d .
The number o f  h o ld s  on a ta s k  i n  th e  GST i s  i n i t i a l l y  e q u a l to  
th e  number o f  p re d e ce s so r ta s k s  th e  ta s k  h a s . The f i r s t  t im e  a ta s k  
re c e iv e s  d a ta  from  any i t s  p re d e ce s so rs , i t  dec rem en ts  th e  number o f  
h o ld s  on a l l  o f  i t s  s u cce sso r ta s k s .  Subsequen t d a ta  tra n s m is s io n s  
r e c e iv e d  b y  a ta s k  have no e f f e c t  on i t s  su c ce s so rs  i n  th e  GST.
5 .3  L o c a l S chedu le rs
Each p ro c e s s in g  node has a lo c a l  s c h e d u le r  t h a t  d e te rm in e s  
w h ic h  o f  th e  ta s k s  c u r r e n t ly  a l lo c a te d  to  i t  w i l l  be e x e cu te d  a t  any  
g iv e n  t im e . The lo c a l  s c h e d u le rs  a re  s im p le  s c h e d u le rs  t h a t  obey th e  
f o l lo w in g  r u le s .
(1) L o c a l s ch e d u le rs  e xe cu te  th e  ta s k  w i th  th e  h ig h e s t  p recedence  
le v e l  w h ich  i s  n o t w a it in g  f o r  messages fro m  any o f  i t s  
p re d e c e s s o r ta s k s .
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(2) A ta s k  w i t h  a h ig h e r  p recedence  le v e l  can p reem p t an e x e c u t in g  
t a s k  when i t  has re c e iv e d  a l l  i t s  messages from  i t s  p re d e c e s s o r  
t a s k s .
(3) T asks  t h a t  w ish  t o  t r a n s m it  d a ta  to  a ta s k  t h a t  has n o t  y e t  
been a l lo c a te d ,  e n te r  a w a i t i n g  s t a t e  u n t i l  th e  r e c e iv in g  ta s k  
i s  a l lo c a te d .  Once th e  r e c e iv in g  ta s k  has been a l lo c a te d ,  th e  
w a i t in g  ta s k  le a v e s  th e  w a i t i n g  s t a t e  and i s  a v a i la b le  f o r  
s c h e d u lin g .  When th e  ta s k  resumes e x e c u t io n , th e  message i s  
t r a n s m it te d  and th e  ta s k  w i l l  te rm in a te .
(4) L o c a l s c h e d u le rs  do n o t  m u l t i - t a s k  b y  t im e  s l i c i n g  ta s k s  t h a t  
a re  re a d y  t o  e x e cu te .
I f  a ta s k  i s  t r a n s m i t t in g  messages t o  more th a n  one ta s k ,  th e n  
i t  w i l l  sequence th e  messages i n  o rd e r  o f  d e c re a s in g  p recedence  
le v e ls .  T h is  can be e n fo rc e d  b y  th e  c o m p ile r .
5 .4  The Pseudo-Dynam ic Load B a la n c in g  A lg o r i th m
The Pseudo-Dynam ic Load B a la n c in g  a lg o r i th m  has th re e  phases , 
i n i t i a l i s a t i o n ,  a l l o c a t io n  and u p d a te . The s ta te  o f  th e  GST i s  a ls o  
m o d if ie d  b y  two e ve n ts  e x te r n a l t o  th e  t a b le ,  massage t r a n s m is s io n  
com p le te d  and ta s k  te rm in a t io n .
84
Phase 1 : Initialise
(a ) I n i t i a l i s e  th e  g lo b a l s c h e d u lin g  t a b le  , GST, w i t h  th e
r o o t  ta s k s  and t h e i r  im m ed ia te  s u c ce s s o r ta s k s .
(b ) I n i t i a l i s e  th e  number o f  h o ld s  on each r o o t  ta s k  i n  th e
ta b le  t o  z e ro .
(c ) I n i t i a l i s e  th e  lo a d  le v e l ,  L ( j ) ,  f o r  each p ro c e s s in g  node  
t o  z e ro .
(d ) C a lc u la te  th e  ave rage  c o m p u ta t io n a l lo a d  p e r  node , P.
(e) C a lc u la te  th e  h e u r i s t i c  v a lu e  f u n c t io n ,  f o r  each
ta s k  i  i n  th e  GST and each node j .
Phase 2 : A l lo c a t io n
(a) F in d  th e  ta s k  i n  th e  GST w i th  la r g e s t  h e u r i s t i c  v a lu e ,
, and z e ro  h o ld s .  I f  h ( i , j )  i s  e q u a l to  h ( i , k ) , 
choose th e  node w i t h  th e  s m a lle s t  lo a d  le v e l .
(b) A l lo c a te  ta s k  i  t o  node j .  I f  ta s k  i  i s  a r o o t  ta s k ,  send  
a re le a s e  message t o  i t s  s u cce sso r ta s k s .
<c) Remove ta s k  i  f ro m  th e  GST.
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Phase 3 : Update
(a) Add each o f  ta s k  i ' s  su cce sso r ta skB  t o  th e  GST i f  th e  
s u c ce s so r ta s k  i s  n o t  a lre a d y  in  th e  ta b le .
(b) S e t th e  number o f  h o ld s  on each ta s k  added t o  th e  GST 
e q u a l t o  th e  number o f  p re d e ce s so r ta s k s  th e  ta s k  h a s .
(c ) I f  any ta s k  k  added to  th e  GST has a p recedence  le v e l ,  
p r e c ( k )  , le s s  th a n  th e  minimum a c t iv e  p recedence  tp ,  l e t  
tp  = p r e c ( k )  .
(d) Update th e  lo a d  le v e l  f o r  p ro c e s s in g  node j .
UJ) = L (J )+ -Sj
(e) I f  tp  has changed, r e c a lc u la te  th e  p recedence  component 
Cp f o r  each ( ta s k ,  node) p a i r  i n  th e  GST. I f  t p  has n o t  
been changed, o n ly  upda te  th e  p recedence  component f o r  
th e  ta s k s  added t o  th e  GST.
(£) I f  th e  ave rage  c o m p u ta t io n a l lo a d  p e r  node, P, has been
changed, r e c a lc u la te  th e  c o m p u ta t io n a l lo a d  com ponent, 
C^, f o r  each ( ta s k ,  node) p a i r  i n  th e  GST. I f  P has n o t  
been changed, o n ly  r e c a lc u la te  th e  c o m p u ta t io n a l lo a d  
component f o r  each ta s k  i n  th e  GST a t  node j .
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(g) Update th e  com m un ica tions  lo a d  component, Cc , f o r  each  
ta s k  k ,  a c h i ld  o f  ta s k  i ,  i n  th e  GST f o r  each node 1 i n  
th e  sys tem .
Cc(k, I)  = C c ( k , l ) - d j . i a , k
(h) I f  th e re  a re  any ta s k s  i n  th e  GST w i t h  z e ro  h o ld s ,  r e t u r n  
to  Phase 2 ( a ) .
E ven t 1 : Message t r a n s m is s io n  com p le te d
(a) When a ta s k  re c e iv e s  a d a ta  message, i t  checks th e  s ta te  
o f  i t s  b lo c k in g  f l a g .  I f  th e  f l a g  i s  n o t s e t ,  a re le a s e  
i s  s e n t to  each o f  i t s  su cce sso rs  i n  th e  GST. The ta s k  
th e n  s e ts  i t s  b lo c k in g  f l a g .  A re le a s e  message dec rem en ts  
th e  number o f  h o ld s  on th e  r e c e iv in g  ta s k .
(b) I f  any ta s k  in  th e  GST re c e iv e s  a re le a s e  t h a t  causes th e  
number o f  h o ld s  on th e  ta s k  t o  be reduced  t o  z e ro , th e  
Pseudo-Dynam ic Load B a la n c in g  a lg o r i th m  e n te rs  th e  
a l lo c a t io n  phase , Phase 2 ( a ) .
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Event 2 : Terminating task i on node j
(a) Update th e  lo a d  le v e l ,  L ( j ) , f o r  node j .
(b) Update th e  ave rage  c o m p u ta t io n a l lo a d  p e r  node , P.
(c) I f  th e  average c o m p u ta t io n a l lo a d  p e r  node, P, has been
changed, r e c a lc u la te  th e  c o m p u ta t io n a l lo a d  com ponent, 
C j ,  f o r  each ( ta s k ,  node) p a i r  i n  th e  GST. I f  P  has n o t  
been changed, o n ly  r e c a lc u la te  th e  c o m p u ta t io n a l lo a d  
component f o r  each ta s k  i n  th e  GST a t  node j .
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I n  o rd e r  t o  e v a lu a te  th e  Pseudo-Dynam ic Load B a la n c in g  
a lg o r i th m  a p rog ram  was d e ve lo ped  t o  s im u la te  th e  a c t io n  o f  th e  
a lg o r i t h m  a l lo c a t in g  a s e t o f  p rog ram s o n to  a p a r a l l e l  o r
d i s t r ib u t e d  com pu tin g  sys tem  (A ppend ix  C) . Each p rog ram  can be
s u b m it te d  t o  th e  p a r a l l e l  o r  d is t r ib u t e d  com pu tin g  sys tem  a t
d i f f e r e n t  p o in t s  i n  t im e .  A p rog ram  i s  c h a ra c te r is e d  b y  an
a p p l ic a t io n  d e s c r ip t o r  f i l e  w h ich  c o n ta in s  a d i r e c te d  a c y c l i c  p rog ram  
g ra p h . T h is  p rog ram  g raph  d e s c r ib e s  th e  p rog ram  i n  te rm s o f  a s e t  o f  
in te r - c o m m u n ic a t in g  ta s k s , and s p e c i f ie s  th e  c o m p u ta t io n a l lo a d  o f  
each ta s k  and th e  com m un ica tions  lo a d  be tween ta s k s .  The a p p l i c a t io n  
d e s c r ip t o r  f i l e  has th e  f o l lo w in g  fo rm a t .
1 1 0 1 .0  2 4 .0  (2 ,1 .0 )  (3 ,1 .0 )  (4 ,1 .0 )  (5 ,1 .0 )
Each ta s k  i s  s p e c i f ie d  b y  a l i n e  o f  d a ta , and each f i e l d  i n  a 
l i n e  i s  s e p a ra te d  b y  w h ite  space c h a ra c te r s .  The f i r s t  e n t r y  i n  th e  
l i n e  i s  th e  ta s k  ID  number. T h is  i s  fo l lo w e d  b y  th e  ty p e  o f  th e  ta s k  
(1 = r o o t  ta s k ,  2 = no rm a l ta s k ,  3 = te rm in a l ta s k )  . N e x t i s  th e
number o f  p re d e ce sso rs  o f  th e  c u r r e n t  ta s k .  The f o u r t h  ite m  i s  th e
c o m p u ta t io n a l lo a d  o f  th e  ta s k ,  w h ich  i s  fo l lo w e d  by  i t s  p recedence  
l e v e l .  F in a l l y ,  th e  l i n e  c o n ta in s  a su c ce s so r l i s t .  Each e n t r y  i n  th e  
su c ce s so r l i s t  c o n ta in s  th e  ID  o f  th e  ta s k  t o  w h ich  th e  c u r r e n t  ta s k  
w i l l  t r a n s m it  d a ta , and th e  com m un ica tions  lo a d  between th e s e  tw o  
t a s k s .
6.0 Experimental Evaluation of Paeudo-DvnanHn Load Balan^Hnfj
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The p a r a l l e l  o r  d i s t r ib u t e d  com pu tin g  sys tem  i s  c h a ra c te r is e d  
b y  a n e tw o rk  to p o lo g y  f i l e  w h ich  c o n ta in s  a n e tw o rk  g ra p h  i n  th e  
f o l lo w in g  fo rm a t .  The f i r s t  l i n e  s p e c i f ie s  th e  number o f  p ro c e s s in g  
nodes m i n  th e  n e tw o rk . The n e x t m l in e s  c o n ta in  th e  r e l a t i v e  speed  
o f  each  p ro c e s s in g  node . F in a l l y ,  th e  l a s t  m l in e s  o f  th e  n e tw o rk  
to p o lo g y  f i l e  c o n ta in s  th e  com m un ica tions  d is ta n c e  m a t r ix  D. The i t h  
row  ( l i n e )  o f  th e  com m un ica tions  m a t r ix  s p e c i f ie s  th e  com m un ica tions  
d is ta n c e  from  i t h  node t o  th e  o th e r  p ro c e s s in g  nodes . Each f i e l d  i n  
th e  f i n a l  m l in e s  i s  s e p a ra te d  b y  w h ite  space c h a ra c te r s .  P ro c e s s in g  
nodes w h ic h  a re  n o t connec te d  b y  a p a th  i n  th e  n e tw o rk  g raph  have an  
i n f i n i t e  (o r  an a r b i t r a r i l y  la rg e )  com m un ica tions  d is ta n c e .  The 
num be rin g  o f  th e  p ro c e s s in g  nodes i s  im p o r ta n t ,  because i f  th e  
a l l o c a t i o n  h e u r i s t i c  f o r  a ta s k  i s  th e  same f o r  k  p ro c e s s in g  nodes , 
and each o f  th e se  p ro c e s s in g  nodes has th e  same lo a d  le v e l  L, th e n  
th e  ta s k  i s  a s s ig n ed  t o  th e  p ro c e s s in g  node w i t h  th e  lo w e s t c a r d in a l  
node ID . I f  t h i s  s c e n a r io  was t r u e  f o r  tw o  ta s k s  w h ic h  have a common 
s u c ce s so r ta s k , t o  w h ich  b o th  ta s k s  com m unica te , th e n  th e  s u c ce s so r  
w i l l  n o t  be a l lo c a te d  t o  th e  same p ro c e s s in g  node as one o f  i t s  
p a re n ts .  I n  o rd e r  t o  m in im is e  th e  r e s u l t in g  com m un ica tions  t im e  th e  
tw o  p a re n ts  s h o u ld  be a l lo c a te d  t o  two p ro c e s s in g  nodes w h ic h  a re  
c lo s e  t o  each o th e r  i n  te rm s  o f  com m un ica tions d is ta n c e .  T h is  can be 
a c com p lis h e d  by num be ring  p ro c e s s in g  nodes such t h a t  p ro c e s s in g  node  
i  i s  c lo s e r ,  i n  te rm s o f  com m un ica tions  d is ta n c e ,  t o  p ro c e s s in g  nodes  
( i - k ) , ,  ( i + k ) ,  f o r  some a r b i t r a r y  v a lu e  o f  k .
The s im u la t io n  s o f tw a re  uses th e  Pseudo-Dynam ic Load B a la n c in g  
a lg o r i th m  to  a l lo c a te  ta s k s  t o  p ro c e s s in g  nodes , and th e n  s im u la te s  
th e  e x e c u t io n  o f  th e se  ta s k s  on th e  p a r a l l e l  o r  d i s t r ib u t e d  com pu tin g
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g e n e ra te d , c a lc u la te s  when each ta s k  b e g in s  e x e c u t io n ,  re c e iv e s  and  
t r a n s m its  i t s  d a ta , p reem p ts  o th e r  ta s k s ,  e n te r s  and le a v e s  a w a i t in g  
s ta te  and when th e  ta s k  te rm in a te s .  From th e se  c a lc u la t io n s  a p r o f i l e  
o f  th e  p ro c e s s in g  node a c t i v i t y  i s  g e n e ra te d  and th e  p rog ram
c o m p le t io n  t im e  i s  c a lc u la te d .
I f  tw o p rog ram  g raphs  s t a r t  a t  th e  same, th e n  th e  r o o t  ta s k s ,  
and th e  succe sso rs  o f  th e  r o o t  ta s k s ,  fro m  each p rog ram  g ra p h  a re  
in c lu d e d  in t o  th e  GST and th e  a lg o r i th m  w ou ld  ru n  as n o rm a l. I f
p rog ram  g raph  P2 s t a r t s  a t  t im e  t 2 and p rog ram  g raph  P I s t a r t s  a t
t im e  where t 2 > t l r  th e n  i n  o rd e r  t o  a s s ig n  th e  a p p ro p r ia te
p recedence  t o  th e  ta s k s  i n  P2, th e  p recedence  lo a d  fa c to r s  f o r  th e  
ta s k s  i n  P I a re  m o d if ie d  b y :
(t2+mpp2-r)
and r  i s  u pda te d  t o
r = t2 + mpp7
where mppx  i s  th e  maximum p recedence  le v e l  i n  p rog ram  g ra p h  Px 
and r  i s  i n i t i a l i s e d  to  z e ro .
T h is  e q u a lis e s  th e  p recedence  lo a d  f a c t o r s  o f  th e  ta s k s  o f  P I 
i n  th e  GST a t  t im e  t 2 w i t h  th e  r o o t  ta s k s  o f  P2 . I f  th e re  a re  more  
th a n  tw o  p rog ram s , t h i s  te c h n iq u e  o f  e q u a l is in g  th e  p recedence  le v e ls  
i s  a p p l ie d  to  a l l  th e  p rog ram s w h ich  s t i l l  have ta s k s  in  th e  GST.
network. The simulation software, using the allocation as it is
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6.1 Experimental Teat Resulta
6 .1 .1  Pseudo-Dynam ic Load B a la n c in g  v s .  R e laxed  Non-Svnm»etrie  
M a th e m a tic a l F o rm u la t io n
The re la x e d  n o n -s ym m e tr ic  m a th e m a tic a l fo rm u la t io n  o f  th e  ta s k  
a l l o c a t i o n  p ro b lem  de ve lo ped  i n  c h a p te r  4 g e n e ra te s  an uppe r bound on 
th e  e x e c u t io n  t im e  o f  a p rog ram  on a homogeneous p a r a l l e l  o r  
d is t r ib u t e d  com pu tin g  sys tem  a rra n g e d  in  a bus to p o lo g y . These u p p e r  
bounds g e n e ra te d  by  th e  re la x e d  n o n -s ym m e tr ic  m a th e m a tic a l
fo rm u la t io n  w i l l  be compared w i t h  th e  a l lo c a t io n s  p ro d u ced  by  
S im u la te d  A n n e a lin g  [2 5 ] ,  a s ta n d a rd  c o m b in a to r ia l o p t im is a t io n  
te c h n iq u e , i n  o rd e r  to  v e r i f y  th e  s t r e n g th  o f  th e  u p p e r bounds . Then 
th e  a l lo c a t io n s  p rodu ced  b y  th e  Pseudo-Dynam ic Load B a la n c in g  
a lg o r i t h m  w i l l  be compared w i th  th e  u p p e r bounds t o  t e s t  th e
a l lo c a t io n s  p roduced  b y  th e  Pseudo-Dynam ic Load B a la n c in g  a lg o r i t h m .
S in ce  th e  n o n -s ym m e tr ic  fo rm u la t io n  i s  s t i l l  an in t e g e r  l i n e a r  
p rog ram , th e  s o lu t io n  t im e  f o r  th e  o p t im a l ta s k  a l lo c a t io n  can s t i l l  
s u f f e r  th e  e f f e c t s  o f  a c o m b in a to r ia l e xpan s io n  o f  th e  s o lu t io n
space . To t ra d e  e x c e s s iv e  s o lu t io n  t im e  a g a in s t  a l l o c a t io n
o p t im a l i t y ,  two S c ic o n ic  ru n  s tream s were w r i t t e n .  Run s tre a m  1 
te rm in a te s  th e  b ra n ch  and bound sea rch  when th e n  r e d u c t io n  i n  th e  
o b je c t iv e  f u n c t io n  between two su c ce s s ive  v a l i d  in t e g e r  s o lu t io n s ,  
fo u n d  b y  th e  b ra n ch  and bound p ro c e d u re , was le s s  th a n  1%. Run s tre am  
2 te rm in a te s  th e  b ra n ch  and bound sea rch  i f  th e  im provem ent i n  th e  
o b je c t iv e  fu n c t io n  be tween tw o  su c ce s s ive  v a l i d  in t e g e r  s o lu t io n s ,  
fo u n d  b y  th e  b ra n ch  and bound p ro c e d u re , i s  le s s  th a n  1% on tw o
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occasions. Appendix B.5 contains the source for both run stream 1 and
ru n  s tre am  2 .
I n  o rd e r  to  compare th e  r e s u l t s  o f  th e  Pseudo-Dynam ic Load  
B a la n c in g  a lg o r i th m  w i th  th e  u ppe r bound d e te rm in e d  b y  th e  re la x e d  
no n -s ym m e tr ic  m a th e m a tic a l fo rm u la t io n ,  a module from  th e  S p a t i a l  
C o h e r e n c e  M e th o d  (18 t a s k s ) , used in  a tm o s p h e r ic  a n a ly s is  [2 4 ] ,  was 
chosen as a p ro b lem  in s ta n c e .  F ig u re  8 shows th e  p rog ram  g ra ph  f o r  
t h i s  m odu le .
F ig u re  8 : Program  G raph f o r  A tm o sphe ric  A n a ly s is  M odu le
A ppend ix  B .4  c o n ta in s  th e  p ro b lem  d a ta  f i l e  f o r  t h i s  in s ta n c e  
w h ich  th e  m a t r ix  g e n e ra to r ,  MG, used t o  g e n e ra te  th e  s ta n d a rd  MPS 
f i l e  f o r  th e  S c ic o n ic  p ro g ram .
93
T ab le  2 and T ab le  3 c o n ta in s  th e  r e s u l t s  p ro du ced , i n  a d d i t io n  
t o  th e  s o lu t io n  t im e  (hou rs  :m in u te s : seconds) on a VAXSTATION 3100 , 
f o r  ru n  s tream  1 and ru n  s tre am  2 r e s p e c t iv e ly .
2 Nodes 3 Nodes 4 Nodes 5 Nodes 6 Nodes 7 Nodes 8 Nodes
p rog ram  
ru n  t im e
110 64 51 42 42 41 42
s o lu t io n 0 :3 5 :2 1 1 :3 5 :1 3 0 :4 7 :5 1 1 :1 9 :4 6 0 :2 5 :4 2 0 :2 4 :1 2 0 :3 8 :4 1
t im e
Tab le  2 : Run s tre am  1 r e s u l t s
2 Nodes 3 Nodes 4 Nodes 5 Nodes 6 Nodes 7 Nodes 8 Nodes
prog ram  
ru n  t im e
73 67 42 41 43 38 40
s o lu t io n 1 :1 6 :0 0 4 : 01:32 (a) 2 :0 0 :5 1 3 :0 7 :2 5 1 :4 3 :4 9 1 :4 3 :4 9
tim e
Table 3: Run stream 2 results
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N o te  (a) : S c ic o n ic  p rog ram  te rm in a te d  a f t e r  a l i m i t  o f  12
hou rs  o f  CPU t im e  was re a ch e d .
Run s tream  2 g e n e ra l ly  p roduces  b e t t e r  a l lo c a t io n s  a t  th e  
expense o f  s o lu t io n  t im e . The Pseudo-Dynam ic Load B a la n c in g  a lg o r i t h m  
was a p p l ie d  to  th e  same p rob lem  in s ta n c e .  I t s  r e s u l t s ,  and th o se  
g e n e ra te d  by  a p p ly in g  S im u la te d  A n n e a lin g  to  th e  same p ro b lem  
in s ta n c e ,  a re  combined w i t h  th e  r e s u l t s  o f  T a b le s  2 and 3 i n  o rd e r
(a) Compare th e  pe rfo rm ance  o f  th e  Pseudo-Dynam ic Load  
B a la n c in g  a lg o r i th m  a g a in s t  th e  u p pe r bounds s e t  b y  th e  
re la x e d  non -s ym m e tr ic  m a th e m a tic a l fo rm u la t io n .
(b) Measure th e  q u a l i t y  o f  th e  u p p e r bounds s e t b y  th e  
re la x e d  no n -s ym m e tr ic  m a th e m a tic a l fo rm u la t io n .
The v a lu e s  c o n ta in e d  i n  T ab le  4 and 5 a re  p rog ram  ru n  t im e s .
The r e s u l t s  i n  T ab le s  4 and 5 show t h a t  th e  re la x e d  
no n -s ym m e tr ic  m a th e m a tic a l f o rm u la t io n  p rodu ces  s t ro n g  u p p e r bounds  
on th e  e x e c u t io n  t im e  o f  a p rog ram  g raph  a l lo c a te d  t o  a homogeneous 
p ro c e s s in g  n e tw o rk . T ab le s  4 and 5 a ls o  shows t h a t  th e  Pseudo-Dynam ic  
Load B a la n c in g  a lg o r i th m ,  w h ich  i s  an o n - l in e  a lg o r i th m ,  p ro d u ce s  
a l lo c a t io n s  w h ich  a re  s u p e r io r  t o  th o se  g e n e ra te d  b y  th e  re la x e d  
n o n -s ym m e tr ic  m a th e m a tic a l fo rm u la t io n .
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2Nodes
3
Nodes
4
Nodes
5
Nodes
6
Nodes
7
Nodes
8
Nodes
re la x e d
non - s ym m e tric
fo rm u la t io n
73 64 42 41 42 30 40
pseudo - dynam ic  
lo a d  b a la n c in g
63 57 33 40 40 40 37
s im u la te d
a n n e a lin g
59 50 30 37 37 37 37
Tabla 4: Comparison of relaxed non-symmetric mathematical 
formulation. Pseudo-Dynamic Load Balancing and simulated annealing.
2
Nodes
3
Nodes
4
Nodes
5
Nodes
6
Nodes
7
Nodes
8
Nodes
re la x e d
non -s ym m e tr ic
fo rm u la t io n
24% 28% 11% 11% 14% 3% 8%
pseudo -dynam ic  
lo a d  b a la n c in g
7% 14% 0% 8% 8% 8% 0%
Tabla 5; Relaxed Non-Symmetric Formulation and Pseudo-Dynamic Load 
Baianr-lnp Allocations aa a percentage of Simulated Annealing
Allocations
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6.1.2 Pseudo-Dynamic Load Balancing vs. Simulated Annealing and Tabu 
Search
The Pseudo-Dynamic Load Balancing algorithm was evaluated 
against two common methods for combinatorial optimisation, Simulated 
Annealing [25] and Tabu Search [26], using the simulation software. 
Two test cases were used, whose program graphs have different 
structures. The program graphs are shown in figures 9 and 10. Figure
9 is the program graph of a computer vision program (31 tasks) 
initially presented by Kunii, Nishimura and Noma [19] which was used 
to evaluate the Maximum (k-1) Sum algorithm in section 3.5.3. Figure
10 is a program graph for Gaussian elimination (55 tasks) presented 
by Darte [13]. The Gaussian elimination program graph exhibits 
regular repetitive sub-structures.
Figure 9 ; Program Graph for Computer Vision Problem
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F ig u re  10 ; P rogram  Graph f o r  G auss ian  E l im in a t io n
The te s t s  u s in g  S im u la te d  A n n e a lin g  had a s t a r t i n g  te m p e ra tu re  
o f  0 .9  and a c o o l in g  s ch edu le  o f  0 .8 .  These v a lu e s  were chosen t o  
p ro d u ce  a l lo c a t io n s  w i th  lo w e r  e x e c u t io n  t im e s  a t  th e  expense o f  th e  
t im e  ta k e n  f o r  th e  e xp e r im en t to  c om p le te . A t  each te m p e ra tu re , up t o  
(25 *  number o f  nodes *  number o f  ta s k s )  a l lo c a t io n s  were g e n e ra te d ,  
w i t h  each a l lo c a t io n  b e in g  a s in g le  ta s k  move p e r tu r b a t io n  o f  th e  
p re v io u s  a l lo c a t io n .  The a n n e a lin g  p ro ce s s  a t  th e  c u r r e n t  te m p e ra tu re  
was te rm in a te d  when (25 *  number o f  nodes * number o f  ta s k s )
a l lo c a t io n s  were te s te d ,  o r  when (10 *  number o f  ta s k s )  a l lo c a t io n s  
were fo u n d  w h ich  reduced  th e  e x e c u t io n  t im e  o f  th e  t e s t  p rog ram  a t  
th e  c u r r e n t  te m p e ra tu re .
The s iz e  o f  th e  ta b u  l i s t  i n  e xp e r im e n ts  u s in g  th e  Tabu S ea rch  
te c h n iq u e  was s e t t o  (number o f  ta s k s  /  3) . O th e r e xp e r im e n ts  w i t h  
th e  s iz e  o f  th e  ta b u  l i s t  depend ing  on th e  number o f  p ro c e s s in g
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nodes, as w e l l  as th e  number o f  ta s k s ,  d id  n o t p ro d u ce  any
s i g n i f i c a n t l y  b e t t e r  r e s u l t s .  The Tabu S ea rch  used an a s p i r a t io n  
c o n d i t io n  t h a t  a llo w e d  an a l lo c a t io n  w i th  a lo w e r  e x e c u t io n  t im e  
d e s p ite  th e  f a c t  t h a t  th e  p e r t u r b a t io n  t h a t  p rodu ced  th e  a l l o c a t io n  
was i n  th e  ta b u  l i s t .  The Tabu Search  chose th e  b e s t o f  20 ra n dom ly  
g e n e ra te d  s in g le  ta s k  moves as th e  p e r tu r b a t io n ,  and p e r fo rm e d  up to
(20 * number o f  ta s k s  * number o f  nodes) p e r tu r b a t io n s .
These p rog ram  g raphs were a l lo c a te d  o n to  a homogeneous bus  
n e tw o rk  w i t h  2 t o  8 p ro c e s s in g  nodes . T a b le s  6 and 7 sum marises th e  
r e s u l t s  p ro d u ced  by  S im u la te d  A n n e a lin g , Tabu S ea rch  and
Pseudo-Dynam ic Load B a la n c in g . Each e n t r y  i n  ta b le s  6 and 7 i s  th e  
r u n - t im e  f o r  th e  p rog ram  a l lo c a te d  t o  th e  s p e c i f ie d  number o f  
p ro c e s s in g  nodes .
2
Nodes
3
Nodes
4
Nodes
5
Nodes
6
Nodes
7
Nodes
8
Nodes
P s eudo-Dynam ic 490 380 370 320 320 320 320
S im u la te d
A n n e a lin g
430 380 350 330 320 320 320
Tabu Sea rch 510 410 370 370 370 360 360
Tabla 6 : Experimental ReBulta for Computer Vialon Problem
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2Nodes
3
Nodes
4
Nodes
5
Nodes
6
Nodes
7
Nodes
8
Nodes
P s eudo - Dynami c 6010 4960 4210 4069 4089 3669 3360
S im u la te d
A n n e a lin g
6540 5010 4090 3690 3550 3550 3480
Tabu S ea rch 6360 5100 4530 4130 3880 3520 3550
Table 7 : Experimental Results for Gausaian Elimination Problem
From th e  d a ta  i n  T a b le s  6 and 7, we can see th e  Pseudo-Dynam ic  
Load B a la n c in g  a lg o r i th m  p roduces  a l lo c a t io n s  t h a t  a re  com pa rab le  to  
th o se  g e n e ra te d  b y  S im u la te d  A n n e a lin g  and Tabu S ea rch . B o th  o f  th e s e  
te c h n iq u e s  have re c e iv e d  c o n s id e ra b le  academ ic s c r u t in y  and a re  
c o n s id e re d  e x c e l le n t  m ethods f o r  c o m b in a to r ia l o p t im is a t io n .  
S im u la te d  A n n e a lin g  and Tabu Search a re  s t a t i c  app roaches t o  lo a d  
b a la n c in g  w h ich  r e q u ir e  s e v e ra l h ou rs  p ro c e s s in g  t o  g e n e ra te  a  n e a r-  
o p t im a l a l l o c a t io n .  The Pseudo-Dynam ic Load B a la n c in g  a lg o r i th m  i s  an  
o n - l in e  a lg o r i th m  t h a t  p roduces  s im i la r  q u a l i t y  a l lo c a t io n s  i n  r e a l  
t im e .
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7.0 Worst Case Analysis of Pgeudo-Dynamic Load Balancing
A lg o r ith m s  can be a n a ly se d  in  te rm s  o f  t h e i r  a ve rage  
p e rfo rm a n ce , based on m a th e m a tic a l a n a ly s is  o r  e m p ir ic a l s tu d ie s ,  o r  
i n  te rm s  o f  t h e i r  w o rs t case p e rfo rm an ce . The w o rs t case r a t i o ,  R, o f  
lo a d  b a la n c in g  te c h n iq u e  H i s  d e f in e d  a s :
p rodu ced  by  te c h n iq u e  H, and C*(P) deno tes  th e  c o r re s p o n d in g  makespan  
i n  some o p t im a l s c h e d u le .
T h is  c h a p te r  p re s e n ts  an a n a ly s is  o f  th e  Pseudo-Dynam ic Load
s t r u c t u r e  o f  th e  p rog ram  g raph  w i t h  th e  w o rs t case a l lo c a t io n  u n de r  
Pseudo-Dynam ic Load B a la n c in g  i s  d e r iv e d , i n  a d d i t io n  t o  i t s  o p t im a l  
a l lo c a t io n .  The o p t im a l a l l o c a t io n  o f  th e  w o rs t case s t r u c t u r e  w i l l  
be shown t o  have a lo w e r makespan th a n  any o th e r  s t r u c t u r e  w i t h  
s im i l a r  c o m p u ta t io n a l and com m un ica tion  lo a d s , and th e r e fo r e  no o th e r  
p rog ram  g ra ph  s t r u c tu r e  can g iv e  r i s e  t o  a h ig h e r  w o rs t case r a t i o .
where c P (P )  deno tes  th e  makespan o f  th e  a l lo c a t io n  o f  p rog ram  P
B a la n c in g  te c h n iq u e  t o  d e te rm in e  i t s  w o rs t case r a t i o ,  RPD. The
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7.1 Worst Case Program Graph Structura
The Pseudo-Dynam ic Load B a la n c in g  a lg o r i th m  chooses ta s k  to  
p ro c e s s in g  node a l lo c a t io n s  based on th e  v a lu e  o f  th e  h e u r i s t i c  
f u n c t io n  o f  th e  ta s k s  a v a i la b le  f o r  a l l o c a t io n .  T h is  f u n c t io n  has  
th re e  com ponents, a c o m p u ta t io n a l lo a d  com ponent, a com m un ica tions  
lo a d  component and a p recedence  com ponent. When th e  h e u r i s t i c  
f u n c t io n  v a lu e  i s  th e  same f o r  a l l  th e  ta s k s  a v a i la b le  f o r  
a l lo c a t io n ,  th e n  th e  f i r s t  a v a i la b le  ta s k  i s  a s s ig n e d  t o  th e  
p ro c e s s in g  node w i th  th e  lo w e s t lo a d  le v e l .  I f  more th a n  one 
p ro c e s s in g  node have th e  same lo a d  le v e l ,  th e n  th e  ta s k  i s  a l lo c a te d  
t o  one o f  th e se  p ro c e s s in g  nodes, u s u a l ly  th e  p ro c e s s in g  node w i t h  
th e  lo w e s t c a r d in a l number.
The w o rs t case p rog ram  g raph  s t r u c tu r e  o c c u rs  i n  Pseudo-Dynam ic  
Load B a la n c in g  when a t  each s ta ge  i n  a l l o c a t in g  a p rog ram  g ra p h  o f  n  
ta s k s  t o  a s e t o f  m p ro c e s s in g  nodes, th e  th re e  components o f  th e  
h e u r i s t i c  f u n c t io n  v a lu e  a re  e q u a l f o r  a l l  th e  ta s k s  a v a i la b le  f o r  
a l lo c a t io n ,  when t h i s  o c c u rs  ta s k  n  i s  a l lo c a te d  t o  p ro c e s s in g  node  
(n mod m) . I f ,  i n  a d d i t io n ,  each one o f  th e  ta s k s  a l lo c a te d  t o  a 
d i f f e r e n t  p ro c e s s in g  node com municates w i t h  th e  same ta s k ,  th e n  th e  
in te r - n o d e  com m un ica tions  a re  m ax im ised . I t  i s  u nde r th e s e  c o n d it io n s  
t h a t  th e  makespan i s  m ax im ised , s in c e :
( i )  I f  p re d e c e s s o r ta s k s  o f  th e  ta s k s  a v a i la b le  f o r  a l lo c a t io n ,  
e xce p t r o o t  ta s k s ,  had e qua l h e u r i s t i c  components and th e  
a v a i la b le  ta s k s  do n o t have equa l h e u r i s t i c  com ponents, th e n  
some o f  th e  su cce sso r ta s k s  w i l l  have d i f f e r e n t  h e u r i s t i c
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f u n c t io n  v a lu e s  and th e  ta s k s  w i l l  be a l lo c a te d  i n  such a way 
as to  reduce  th e  in te r - n o d e  com m un ica tio n s  o r  c o m p u ta t io n a l 
lo a d  le v e l ,  o r  b o th .  T h is  w i l l  r e s u l t  i n  some ta s k s  h a v in g  a 
lo w e r  c o m p le t io n  t im e  and hence reduce  th e  makespan.
( i i )  I f  th e  ta s k s  a v a i la b le  f o r  a l l o c a t io n  a re  a l l  r o o t  ta s k s ,  th e n  
f o r  s u c ce s so r ta s k s  t o  have th e  same h e u r i s t i c  f u n c t io n  v a lu e s ,  
i t  i s  o n ly  n e ce ssa ry  f o r  th e  h e u r i s t i c  f u n c t io n  v a lu e s  and th e  
p recedence  components to  be e q u a l t o  e nsu re  t h a t  th e  s u c ce s so r  
ta s k s  have th e  same p recedence  com ponent. However, i n  a 
non-homogeneous com m un ica tions  e n v iro n m e n t, where th e  t im e  t o  
t r a n s m it  a u n i t  message between a l l  p ro c e s s in g  nodes i s  n o t  th e  
same, th e  r o o t  ta s k s  w i th  la r g e r  com m un ica tions  lo a d  components  
w i l l  be a l lo c a te d  to  th e  same p ro c e s s in g  node as t h e i r  
su c ce s so r ta s k .  T h is  w i l l  reduce  th e  c o m p le t io n  t im e  o f  th e se  
r o o t  ta s k s  and may reduce  th e  c o m p le t io n  t im e  o f  th e  s u c ce s so r  
ta s k ,  le a d in g  t o  a reduced  makespan.
T h e re fo re  th e  w o rs t case p rog ram  g raph  s t r u c t u r e  f o r
Pseudo-Dynam ic Load B a la n c in g  i s  th e  g raph  s t r u c tu r e  shown i n  f ig u r e
The w o rs t case p rog ram  g raph  s t r u c tu r e  c o n s is ts  o f  n  ta s k s
a l lo c a te d  among m p ro c e s s in g  nodes, and has k  le v e ls  w e re :
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level ■ ■ ■
F ig u re  11 : W ora t Case Program  G raph S t r u c tu r e
L e v e l i  has m ^ t a s k s  o f  c o m p u ta t io n a l lo a d  l j _ . The 
com m un ica tions  lo a d  be tween a ta s k  on le v e l  ( i + 1 )  and a ta s k  on le v e l  
i  i s  c_£. I n  each le v e l  i ,  th e re  a re  m t 1 ’ 2 ) g ro u p in g s  o f  m ta s k s  t h a t  
communicate w i t h  th e  same ta s k  on le v e l  ( i - 1 ) .
I n  t h i s  w o rs t case s t r u c tu r e  ta s k  j  w i l l  be a l lo c a te d  t o  node  
(j  mod m) s in c e  each ta s k  on le v e l  i  :
(i) Has th e  same c o m p u ta t io n a l lo a d , com m un ica tions  lo a d  and
p recedence  l e v e l .
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(ii) Communicates with the same task on level (i-1) as (m-1) other 
tasks on level i.
(iii) Each level i, except level 1, has a multiple of m tasks, and 
therefore an equal number of off-node and on-node task to task 
data transfers. Hence no processing node will be available to 
process any task on level (i-1) before the other (m-1) 
processing nodes.
The time taken to execute and transmit data for all the tasks 
on level k is the time taken until the last task on level k is 
completed. Since all the tasks are similar, this is the time for any 
one processing node to complete all the tasks allocated to it. A 
processing node will have m(^-2) tasks allocated to it and every m-th 
one of these tasks will communicate with a task assigned to the same 
node. The remaining tasks will communicate with tasks allocated to 
different processing nodes.
The time taken to complete level k is:
m ik~3)lk +  ( m -  {h+ck- 1)
= m {k^ )[lk-\-{m-\){lk +  Ck-\)]
The time taken to complete the tasks on level (k-1) is the time 
taken for a processing node to complete all the m (k-3) tasks from 
level (k-1) allocated it. The time taken to receive data from the 
tasks on level k, execute the tasks on level (k-1) and transmit data 
to the tasks on level (k-2) is:
105
m{k *){ {m -\ )ck - \+ lk - \ }  + ( m - \ ) m {'k A){ { m - \ ) c k - \+ h - \  + Ck-2} 
-  m(k~3) {(m - 1  )ck-i + l k - i } + ( m - 1 )m(-k~4)ck - 2
I n  g e n e ra l th e  t im e  ta k e n  to  com p le te  th e  ta s k s  on le v e l  i  i s :  
m°~2) { ( m - 1 )a + lî] + { m - 1 )/w(,-3)c, -1
T h e re fo re ,  th e  t o t a l  t im e  ta k e n  to  e xe cu te  a p rog ram  g ra ph  
e x h ib i t i n g  th e  w o rs t case s t r u c tu r e  i s :
C PD = m ik~3){ h + ( m -  \){lk +  Ck - 1)} +  2  {(m  - 1 ) a  +  / .}+ ( m -  l ) m (i~3)a  - 1}
i=3
+ {(m  -  l ) c 2 4- / 2} +  {(m  -  l)ci +  / 1}
7 .2  O p tim a l A l lo c a t io n  f o r  W ora t Case S t r u c tu r e
To reduce  th e  makespan, a m u l t ip le  o f  m c o l le c t io n s  m ust be  
fo u n d  w h ic h  reduce  th e  in te r - n o d e  com m un ica tions  t im e  b y  more th a n  
th e  c o r re s p o n d in g  maximum in c re a s e  in  c o m p u ta tio n  t im e  f o r  any o f  th e  
m p ro c e s s in g  n ode s .
C o n s id e r a l l o c a t in g  ta s k s  { ( £ - l )m  + 1 ,  . . .  , £m} t o  p ro c e s s in g
node (£ mod m) .
106
Flcrura 12: One Stage in the Tranaformation to an Optimal Allocation
T h is  e f f e c t i v e l y  removes le v e l  k and t ra n s fo rm s  le v e l  (k-1) 
i n t o  a le v e l  w i th  ta s k s  o f  c o m p u ta t io n a l lo a d  + I j t - i J  •
The makespan f o r  th e  tra n s fo rm e d  g ra p h , w i th  k-1 l e v e ls ,  i s :
+  {m 0 2) {(m  - 1  )ci + li] + { m - 1 ) m ^ 3)a  - 1} +  {(m  -  l ) c 2 -1- / 2} +  {(w -  l ) c i + / 1}
i=3
and th e  r e d u c t io n  i n  th e  makespan o ve r Ck i s  :
C£D ~ C ™ =  m (i_3) { I k + ( m - 1) ( / * + Ck - 1) }  +  m (* '3) { (m  - 1  ) a  -1 +  h  - 1} + (m  -  \ )m ik~A)Ck -  2 
- m ik~4) {(mlk +  lk - 1) + (m  - 1  )((mlk + Ik - 1) + Ck - 2 )}
= h { m (i- 3) +  m (k~2) - -  m (k~3) -  m ^ 2) + m (k~3)) 
+ /t-.(w(i-3) - m (t-4)- w (t-3) +/w(‘-4))
+ Ck- ( mik-2 ) +
+ ck - 2(/«(i-3) - m (k~4) - m(t-4) + m(k^ )
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= 2 - 1 +  -  m(t~4>)c* - 2
= ( m -  l ) m (k~4)(2m c t  - 1  + c* -  2)
Therefore the reduction in makespan is due to a reduction in 
inter-node communications time alone. There is no counteracting 
increase in computation time. Therefore repeated applications of this 
transform will continually reduce the makespan until the maximum 
level in the transformed program graph is 2. The transform can not be 
applied again because level 1 does not have a multiple of m tasks (it 
has only one task).
Therefore, the program graph can be transformed to: 
level 2
level 1
Figure 13: Level 2 Prom-am flya-ph
k
where It = ^  {/W^ ‘ 2V/}
i=2
The processing node to which the level 1 task is allocated can 
start to receive data immediately after it has finished executing its 
level 2 tasks. Because of tnis, another transform can be performed, 
assigning all the taBks to the same processing node, if:
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It+ (m -  l ) c i+ 1\ > mit+ h 
=> ( w - l ) c i  > ( o t - 1 ) / î  
=> C\>h
The minimum makespan for the worst case structure is:
(a) If ci^h, then
C* = £{m CM)/,}
j=i
(b) If c\<lt, then
C* =  £  + (m  -  l)c i + h
i=2
Program graphs, with similar computational and communication 
loads, can not have a lower minimum makespan. This is because the 
optimal allocation of Pseudo-Dynamic Load Balancing's worst case 
structure initially divided (n-1) tasks equally among the m 
processing nodes minimising the largest computational load of any 
processing node, while, at the same time, minimising communications 
to m messages of length c1. Testing if c^ < 2t determines whether or 
not the makespan can be reduced if all tasks are allocated to the 
same node.
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7.3 Worst Case Ratio. R. for Pseudo-Dynamic Load Balancing
Given a worst case program graph structure, shown in figure 11, 
with n tasks, to be allocated among m processing nodes, with the n
k&N 1 - m ™ 1tasks divided into k levels, * = < — ---- >«
1, \ 1 - m
■>n>, in which the
computational load of a task on level i is and the communications 
load between a task on level (i+1) and a task on level i is c^, then 
the worst case scheduling ratio, RPD, is:
!c
Case (a) : If Ci > m° then
1=2
jt-i
CrD {/*+(m -l)(/*+ct-i)} + ^ { m (' J) {(m -  l)c/+ li} + (m — 1 )mw 3)ci - 1} + {(m -  l)c i+ ¡1} + {(m -  l)ci + /i}RrD= —  =--------------------   r
C* *Zi»™*}/=!
k
Case (b) ; If Ci< then
1=2
3){/*+(m-l)(/*+«-i)} + Z im<l 2){(m “ l)c/+//}+(m ~ - l ) c i+ / 2}+{(m  -  l)ci +/i}R” = —  = ---------------------------------------------^ ------------ j-----------------------------------------------------------------------------------------------r>PD ~)FD L-
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7.4 Estimating the Worst Case Ration, i?— . for a Given Graph
G iven  a p rog ram  g raph  w i t h  n  ta s k s  t o  be a l lo c a te d  among th e  m 
p ro c e s s in g  nodes o f  a p a r a l l e l  o r  d is t r ib u t e d  com pu tin g  sys tem , l e t :
U = max(/j) = maximum c o m p u ta t io n a l lo a dlijin
Ci = m ax (cj.k) = maximum com m un ica tions  lo a dlijjcin
iteJV — ----
I 1 - m  \
Then th e  w o rs t case makespan can be w r i t t e n  a s :
CPD = m{k~3) { / + ( / » - 1)(/+ c)} + X  {(m -  l)c  + / } + ( /« -  l)/w(i_3>c} + {(m -  l ) c + / } + {(m -  l ) c + /}
1= 3
=  { l + ( m - 1)(/+ c)} +  {/w0+1) {(m  - 1  )c  +  / } + ( / » - l ) / ^ } + 2 { ( m  -  l ) c + /}
;= 0
=  /w(t 3) { / + (w  - 1)(/ +  c)} +  {(/w - 1  )c + / } ^  m u+x) + ( m  -  l ) c £  mJ +  2{(w  -  l )c  +  / )j=0 7=0
= m ik~2)l + { m - 1 )c/w(t' 3) +  {(/w -  l )c  +  / } ^  m J + ( m -  l ) c ^  +  2{(/w -  l ) c + /}
;=i y=o
_  +  {(/w - l ) c  +  / } ^ / n ; + ( m - l ) c ^ / M ; + 2 { ( / w - l ) c  +  /}
J=1 ;=0
_ /w(*-2)/ + {(/w_ l ) c + / j ^ w; +(/n -  + {(/w -l)c  + /}
;=Q j =o
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k-3 k-3, m ik 2)j + _ i)c} £  mi + mJ + _ l)c + /j.
;=0 7=0
*-3
=  /wc* 2)/  + [2 (m  -  l)c + / } £  mJ + {(/« - l)c  +  /}
/=0
" , - a(W+1)But since > a = --------- then,
g  1-«
C™ = w ("-2)/ + {2(m -I ) c + + {( w _  i)c+ 1}
1 - m
(1 - m ) m (k 2) + { 2 ( /M - l ) c  +  / } { l - w (* 2)} + ( l - / » ) { ( / » - l ) c + / }  
1 - m
/ ( - m (*_,) -  m  +  2) +  c( - 2 j» (W) +  2/w(*-2) -  w 2 +  4/w -  3)
l-/w
l ( - m (k~l) -  m  + 2 ) +  c ( - 2 ( w  -  l ) m (ir_2) -  w 2 +  4 m  -  3 )
1-m
Therefore the worst case ratio, RPD, is given by:
r (i_2) ,1 f  1 - m (k~l) \
Case (a): If C ^ >  V»  f' then/=2 I I“ »» J
1=1 y=o I 1 m  J
nPD C PD l [m ('k~X) + m - 2 ) + c ( 2 ( m -  \ ) m (k~2) + m 2 - 4 / m +  3 )
c* /» — 1
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Case <b) : I f  C <  Ÿ  {;m {i 2)/ }  =  — - --------1, th e n
w  I l ~ m J
(*-i)
C* = ^ {/w(,'-2)/} + (w-l)c+/
1=2
k-l
-  'Y Sp tii \ + { m - \ ) c  + l
j=0
-  /<--------- >+(m-l)c+7
l 1-» J
/ ( l  -  w (i_1)) + (1 -  /w)(w -  l ) c +(1 -  /«)/ 
1-m
l ( - m ik~0 -  m  +  2) + c(-/w2 + 2/w - 1) 
I-/«
Therefore,
/?PD = C PD _  /(w^0 + /M -  2 ) + c(2(tw -  l)/»(t_2) +m2- 4 m  +  3) C* l ( m (k~l) +  m -  2 ) +  c(m2 - 2 m  + l)
7 .5  w o rs t  Case R a t io .  R— . as a F u n c t io n  o f  th e  C om m un ica tions to  
C om pu ta tions  R a t io ,  a
I f  th e  maximum com m un ica tions  lo a d  i s  c  and th e  maximum 
c o m p u ta t io n a l lo a d  i s  1 , th e n  l e t  c = a l . The w o rs t case r a t i o ,  i n  
te rm s o f  a i s  th e n :
113
Case (a) : If a'Z.---------, then
1 - m
dPD _  m ik ( 1 + 2 a)  -  2 a m (k 2) + a m 2 + m (  1 -  4 a ) + (3 a  -  2)
mi* — 1
1 -r t f }Case (b) : If a  < ---------------, then1 - m
nPD 1)( l  + 2 a ) - 2 a m ik' 2) + a m 2 +w(l-4a) + (3a-2)
+  a m 2 +  m { \ -  2 a ) + ( a  -  2)
7 .6  A s y m p to t ic  Bounds on W o rs t Case R a t io .  R—
(a) L e t  m  —> °o . S in ce  th e  w o rs t case p rog ram  g ra p h  s t r u c t u r e  i s  a 
b a la n c e d  t r e e  w i t h  b ra n c h in g  f a c t o r  m, th e n  as m —> oo, k —> 2 ,  s in c e
k  i s  th e  d e p th  o f  th e  t r e e .
1 - m (k~x) 1 - m  ,I f  a > ------------- = ----------=  1, th e n :1 - m  1 - m
PD a m 2 +  m{ 2  -  2 a ) + (a  -  2)
R = 1 tn —i
nPD a m '  T h e re f o re  as m  —> oo, R  —> — — = a .m
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If a < --------= ----- = 1, then:l - m  1 - m
^ PD m  ' { l  + 2 a ) - 2 a + a m 1 + m { \ - 4 a ) + ( 3 a - 2 )  
mTx + a m 2 + m ( l - 2 a ) + ( a - 2 )
„ pd a m  ,T h e re fo re  as W —> co, i? —^ -----   =  1.am
(b) As 71 —^ , k —  ^no since more tasks must be accommodated in the
worst case program graph, which is a balanced tree with branching
1 -factor m. Therefore a < -------  andl - m
PD m {k~x)(1+ 2a)  -  2 a m {k~2) + a m 2 + m ( l -  4 a ) + (3a  -  2) 
m ik~2) + a m 2 + m ( l - 2 a ) + ( a - 2 )  
^ R PD* ( l + 2 a ) ~ —  m  
^ R PD* l  + 2 a ^ ^ -  m
Therefore as «-»<», ( n - m ) » l  , R PD ->l + 2a.
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8.0 Conclusions
8 .1  G oa ls
P a r a l le l  and d is t r ib u t e d  p ro c e s s in g  fo rm  one o f  th e  c o m e r  
s to ne s  o f  th e  f u t u r e  o f  com pu tin g . A p o p u la r  pa ra d igm  o f  p a r a l l e l  and  
d is t r ib u t e d  p ro c e s s in g  i s  c o n c u r re n t p ro c e s s in g , i n  w h ic h  a s e t  o f  
in te r - c o m m u n ic a t in g  s e q u e n t ia l ta s k s  c o o p e ra t iv e ly  s o lv e  a p ro b le m .  
Two fu n d am en ta l p rob lem s p re v e n t p a r a l l e l  and d is t r ib u t e d  p ro c e s s in g ,  
p a r t i c u l a r l y  c o n c u r re n t p ro c e s s in g , from  e n te r in g  th e  m a in s tre am  o f  
com pu tin g :
(a) A language  t h a t  e xp re sses  th e  p a r a l le l is m  in h e re n t  i n  th e  
p rob lem  w ith o u t  r e fe re n c e  t o  th e  com pu tin g  e n v iro n m e n t i n  
w h ich  th e  p rog ram  w i l l  be e xe cu te d .
(b) A m ethod, w h ich  i s  in d ependen t o f  th e  u s e r ,  o f  
e f f e c t i v e l y  e x p lo i t i n g  th e  e xp re ssed  p a r a l le l is m  by  
d i s t r i b u t i n g  th e  components o f  th e  p rog ram  among th e  
a v a i la b le  p ro c e s s in g  nodes .
T h is  th e s is  exam ined th e  second p ro b lem , th e  lo a d  b a la n c in g  
p ro b le m . I n  o rd e r  t o  s o lv e  th e  lo a d  b a la n c in g  p ro b lem  th e  a im s o f  
t h i s  t h e s is  were t o :
(a) A n a ly s is  th e  fu n d am en ta l s t r u c tu r e  o f  th e  lo a d  b a la n c in g
p rob lem .
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(b) D es ign  a lg o r i th m s  w h ich  e f f e c t i v e l y  a l lo c a te  th e  n  
in te r -c o m m u n ic a t in g  ta s k s ,  t h a t  fo rm  th e  p rog ram , among 
th e  a v a i la b le  m p ro c e s s in g  n o d e s .
8 .2  R e s u lts  and Ach ievem en ts
The E la s t i c  Force a lg o r i th m ,  p re s e n te d  i n  c h a p te r  3 , i s  a 
s t a t i c  lo a d  b a la n c in g  a lg o r i th m  f o r  a p rog ram  o f  n
in te r - c o m m u n ic a t in g  ta s k s  w i t h  e q ua l c o m p u ta t io n a l lo a d s . I t  draws an  
a n a lo g y  w i t h  a p h y s ic a l sys tem  o f  o b je c t  connec te d  b y  e l a s t i c  fo r c e s .  
Such a p h y s ic a l system  reaches  e q u i l ib r iu m  when th e  e ne rg y  s to re d  in  
th e  sys tem  i s  m in im is e d . I n  th e  E la s t i c  Fo rce  a lg o r i th m  th e
in t e r - t a s k  com m un ica tions  were re p re s e n te d  as d is ta n t -d e p e n d e n t  
e la s t i c  fo r c e s .  The E la s t i c  F o rce  a lg o r i th m  p e r fo rm s  a d i r e c t  s e a rc h  
o f  th e  s o lu t io n  space s e e k in g  a s o lu t io n  w i t h  m inimum in t e r - t a s k  
com m un ica tio n s . S in ce  t h i s  m in im is e s  th e  t im e  th e  p ro c e s s in g  nodes  
spend p ro c e s s in g  ta s k s  and com m un ica ting  between ta s k s ,  t h i s  
m ax im ises  th e  th ro u g h p u t o f  ta s k s  th ro u g h  th e  p a r a l l e l  o r  d is t r ib u t e d  
com pu tin g  sys tem .
The Maximum (k -1 ) Sum a lg o r i th m  i s  a h e u r i s t i c  s t a t i c  lo a d  
b a la n c in g  te c h n iq u e  th a t  was d e r iv e d  fro m  th e  E la s t i c  F o rce  
a lg o r i th m .  I t  a ls o  seeks t o  m ax im ise  th e  th ro u g h p u t o f  th e  p a r a l l e l  
o r  d i s t r ib u t e d  com pu ting  sys tem . The Maximum (k -1 ) Siam a lg o r i th m  i s  
c o m p u ta t io n a lly  e f f i c i e n t ,  0(mn2 ) ,  and p roduces  h ig h  q u a l i t y
a l lo c a t io n s  when th e  p rog ram  g raph  does n o t  c o n ta in  r e p e t i t i v e
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s u b - s t r u c tu r e s  w i t h  c h a in s  o f  com m un ica ting  ta s k s .  When a p p l ie d  t o  a 
r e a l  w o r ld  com pu te r v is io n  p rog ram , and th e  number o f  p ro c e s s in g  
nodes was g re a te r  th a n  5 (T ab le  1) , th e  Maximum (k -1 ) Sum a lg o r i t h m  
p rodu ced  b e t t e r  a l lo c a t io n s  th a n  th o se  p ro duced  b y  D a r te 's  o r
S a r k a r1s a lg o r i th m s .
The lo a d  b a la n c in g  p ro b lem  was a n a ly se d  m a th e m a t ic a l ly  i n  o rd e r  
t o  u n d e rs ta n d  th e  fu n dam en ta l s t r u c tu r e  o f  th e  p ro b lem , w i t h  a  v ie w  
t o  d e v e lo p in g  an o n - l in e  a lg o r i th m  f o r  lo a d  b a la n c in g .  The 
m a th e m a tic a l fo rm u la t io n  p re s e n te d  i n  t h i s  t h e s is  i s  a n o n -s ym m e tr ic  
f o rm u la t io n  o f  th e  lo a d  b a la n c in g  p ro b lem  t h a t  m in im is e s  th e  
make span . F o r e v e ry  s non -em p ty  sub se ts  o f  th e  n  ta s k s  t o  be 
a l lo c a te d  to  m p ro c e s s in g  nodes, t h i s  f o rm u la t io n  reduces  th e
m\s o lu t io n  space by  rem ov ing  th e   --------— id e n t i c a l  a l lo c a t io n s  s in c e(/w-s)!
th e  p ro c e s s in g  nodes can be numbered a r b i t r a r i l y .  Removing such  
sym m e trie s  can s i g n i f i c a n t l y  reduce  th e  s iz e  o f  th e  s o lu t io n  space . 
The n o n -s ym m e tr ic  m a th e m a tic a l fo rm u la t io n  o f  th e  lo a d  b a la n c in g  
p ro b le m  shows th a t  th e  s t r u c t u r e  o f  th e  p ro b lem  i s  n o t  o n ly  d is c r e t e ,  
b u t  a ls o  q u a d ra t ic .  A new te c h n iq u e  f o r  r e la x in g  th e  fo rm u la t io n  in t o  
a m ixed  in t e g e r - l i n e a r  p rog ram m ing p ro b lem  was d e ve lo p e d . T h is  
re la x e d  n o n -s ym m e tr ic  fo rm u la t io n  o f  th e  p ro b lem  can be used  to  
g e n e ra te  u ppe r bounds on th e  lo a d  b a la n c in g  p ro b le m . When a p p l ie d  to  
th e  p rog ram  g raph  o f  an a tm o sp h e r ic  a n a ly s is  m odu le , and compared  
a g a in s t  th e  a l lo c a t io n s  p roduced  b y  a s ta n d a rd  c o m b in a to r ia l
o p t im is a t io n  te c h n iq u e , S im u la te d  A n n e a lin g , th e  u p p e r bounds
g e n e ra te d  b y  th e  re la x e d  n o n -s ym m e tr ic  fo rm u la t io n  were shown t o  be 
s t ro n g  ( ta b le  5) .
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Based on th e  n on -s ym m e tr ic  fo rm u la t io n  o f  th e  lo a d  b a la n c in g  
p ro b le m , th e  Pseudo--D ynam ic Load B a la n c in g  a lg o r i th m  was d e ve lo p e d .  
T h is  a lg o r i th m  i s  an o n - l in e  h e u r i s t i c  a lg o r i th m  t h a t  seeks to  
a l lo c a te  th e  ta s k s  o f  a p rog ram  among th e  a v a i la b le  p ro c e s s in g  nodes  
i n  o rd e r  to  m in im is e  th e  makespan o f  th e  a l lo c a te d  p ro g ram . Key 
e lem en ts  o f  th e  m a th e m a tic a l fo rm u la t io n  were a n a ly se d  and used  to  
g e n e ra te  a h e u r i s t i c  f u n c t io n  t h a t  d e te rm in e s  th e  o n - l in e  a l l o c a t io n  
o f  ta s k s  t o  p ro c e s s in g  nodes . T h is  a lg o r i th m  was te s te d  b y  d e v e lo p in g  
a s im u la t io n  package t h a t  uses th e  Pseudo-Dynam ic Load B a la n c in g  
a lg o r i t h m  t o  a l lo c a te  ta s k s  t o  p ro c e s s in g  nodes . The b e h a v io u r  o f  th e  
a l lo c a te d  ta s k s  was re c o rd e d  and compared w i t h  th e  re la x e d  
n o n -s ym m e tr ic  m a th e m a tic a l f o rm u la t io n  and two s ta n d a rd  s t a t i c  
c o m b in a to r ia l o p t im is a t io n  te c h n iq u e s , S im u la te d  A n n e a lin g  and Tabu  
S ea rch , w h ic h  were o p t im is e d  f o r  p ro d u c in g  n e a r -o p t im a l a l lo c a t io n s  
a t  th e  expense o f  s o lu t io n  t im e . When te s te d  a g a in s t  th e  u p p e r  
bounds s e t  b y  th e  n o n -s ym m e tr ic  m a th e m a tic a l fo rm u la t io n  f o r  th e  
a tm o s p h e r ic  a n a ly s is  m odu le , th e  a l lo c a t io n s  g e n e ra te d  by  
Pseudo-Dynam ic Load B a la n c in g  were lo w e r  th a n  th e  u p p e r bounds , w i t h  
one e x c e p t io n . On tw o o th e r  t e s t  cases th e  a l lo c a t io n s  g e n e ra te d  by
Pseudo-Dynam ic Load B a la n c in g  were b e t t e r  th a n  th o se  g e n e ra te d  by
Tabu S ea rch , and v e ry  c lo s e  to  th o se  g e n e ra te d  b y  S im u la te d  
A n n e a lin g .  The a l lo c a t io n s  g e n e ra te d  b y  th e  Pseudo-Dynam ic Load  
B a la n c in g  a lg o r i th m  were le s s  th a n  115% o f  th e  S im u la te d  A n n e a lin g  
a l l o c a t io n  and g e n e ra l ly  le s s  th a n  103%. The m a jo r a d van tages  o f  
Pseudo-Dynam ic Load B a la n c in g  i s  t h a t  i t  i s  an o n - l in e  te c h n iq u e ,
g e n e ra t in g  a l lo c a t io n s  i n  r e a l - t im e ,  and capab le  o f  r e a c t in g  to
changes i n  th e  p a r a l l e l  o r  d i s t r ib u t e d  com pu tin g  sys tem .
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The Pseudo-Dynam ic Load B a la n c in g  a lg o r i th m  was th e n  a n a ly s e d  
t o  d e te rm in e  i t s  w o rs t case p e rfo rm a n ce . The s t r u c tu r e  o f  th e  p rog ram  
g ra p h  w h ic h  g iv e s  r i s e  t o  t h i s  w o rs t case pe rfo rm an ce  was d e r iv e d  and  
i t s  o p t im a l a l lo c a t io n  was shown t o  be th e  o p t im a l f o r  any s im i l a r  
s e t  ta s k s .  From t h i s  th e  w o rs t case s c h e d u lin g  r a t i o ,  RPD, was 
d e r iv e d .  I f  th e  r a t i o  o f  th e  maximum com m un ica tions  lo a d  t o  maximum 
c o m p u ta t io n a l lo a d  i s  g iv e n  as a , th e n  th e  u p p e r bound on RPD i s  
( l+ 2 a ) . U n lik e  p re v io u s  w o rs t case s c h e d u lin g  r a t i o  a n a ly s is  [21 ] in  
w h ic h  th e  e f f e c t s  o f  i n t e r - t a s k  com m un ica tions  were ig n o re d , when 
i n t e r - t a s k  com m un ica tions  a re  in c lu d e d  in  th e  m ode l, th e  r a t i o  o f  th e  
maximum com m un ica tions  lo a d  t o  maximum c o m p u ta t io n a l lo a d  i s  th e  
s ig n i f i c a n t  f a c t o r  t h a t  in f lu e n c e s  on th e  w o rs t case p e r fo rm a n c e . The 
w o rs t  case p rog ram  g raph  s t r u c tu r e  i s  v e ry  s ym m e tr ic a l i n  s t r u c t u r e  
and can be e a s i ly  d e te c te d  b y  th e  c o m p ile r  m o d u le /p re p ro c e s s o r w h ich  
g e n e ra te s  th e  p rog ram  g ra p h . I f  s m a ll i r r e g u l a r i t i e s  a re  in t r o d u c e d  
t o  th e  p rog ram  g raph  b y  t h i s  module o r  p re p ro c e s s o r  th e n  th e  
s c h e d u lin g  r a t i o  can be s i g n i f i c a n t l y  re du ced .
8 .3  T o p ic s  f o r  f u r t h e r  R esearch
8 .3 .1  Enhancements to  th a  Pseudo-Dynam ic Load B a la n c in g  A lg o r i th m
The Pseudo-Dynam ic Load B a la n c in g  a lg o r i th m  g e n e ra te s  
nea r-o p tim um  ta s k  a l lo c a t io n  i n  a r e a l  t im e . However, th e  speed o f  
th e  a lg o r i th m  can be in c re a s e d  b y  o n ly  a l lo w in g  phases 2 and 3 to  
o c c u r  a t  f i x e d  in t e r v a ls  i n  t im e .  T h is  way m u l t ip le  e v e n ts  w h ic h
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a f f e c t  th e  s ta te  o f  th e  GST a re  amalgamated in t o  one up da te  phase . 
T h is  w i l l  in c re a s e  th e  speed o f  th e  a lg o r i th m  a t  th e  expense o f  th e  
r u n - t im e  o f  th e  p rog ram  b e in g  b a la n ce d  a c ro s s  th e  p a r a l l e l  o r  
d is t r ib u t e d  com pu tin g  sys tem .
A n o th e r enhancement t o  th e  a lg o r i th m  d e a ls  w i t h  ta s k s  t h a t  
r e q u ir e  re s o u rc e s  w h ich  a re  n o t a v a i la b le  a t  e v e ry  p ro c e s s in g  node in  
th e  sys tem . The d e s c r ip t io n  o f  each ta s k  can be e x te nded  t o  in c lu d e  a 
l i s t  o f  s p e c i f i c  re s o u rc e s  r e q u ir e d  b y  th e  ta s k .  Phase 2 (a ) can be 
m o d if ie d  t o  e x c lu d e  p ro c e s s in g  nodes t h a t  do n o t have th e  s p e c i f ie d  
re s o u rc e s  fro m  th e  a l lo c a t io n  p h a se .
8 .3 .2  D is t r i b u t i n g  th e  PBeudo-Pvnam ic Load B a la n c in g  A lg o r i th m
The te rm  g lo b a l s c h e d u lin g  ta b le  (GST) was used  to  
d i f f e r e n t i a t e  i t  from  any d a ta  s t r u c tu r e  r e q u ir e d  a t  each p ro c e s s in g  
node b y  th e  lo c a l  s c h e d u le rs . However, th e  a lg o r i th m  can be 
d is t r ib u t e d  a c ro ss  th e  p a r a l l e l  o r  d i s t r ib u t e d  com pu tin g  sys tem  by  
p a r t i t i o n i n g  th e  system  in t o  a s e t  o f  in te r - c o n n e c te d  re g io n s  [27 ] . 
In  th e  Pseudo-Dynam ic Load B a la n c in g  a lg o r i th m  t h i s  i s  a c com p lis h e d  
by  c o n f in in g  th e  g lo b a l s c h e d u lin g  t a b le  t o  a n e ig h bou rh ood  o f  
p ro c e s s in g  nodes . In  each ne ig hbou rh ood  th e re  w ou ld  be some nodes  
from  w h ic h  p rog ram s can be la u n ched , and some nodes s p e c i f i c a l l y  f o r  
c o m p u ta t io n a l a n d /o r  re s o u rc e  usage . Each node , i n  th e  n e ig h b o u rh o o d ,  
fro m  w h ic h  a p rog ram  c o u ld  be la unched  w ou ld  have i t s  own g lo b a l  
s c h e d u lin g  ta b le  f o r  t h a t  n e ig h b o u rh o o d . These GSTb w ou ld  c o n ta in  th e
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n e ig h b o u rh o o d  v a lu e s  o f  th e  m inimum a c t iv e  p re cedence , th e  ave rage  
c o m p u ta t io n a l lo a d  p e r  node and th e  a c tu a l lo a d  le v e ls  o f  each  
p ro c e s s in g  node . A l l  o th e r  in fo rm a t io n  i n  each GST w ou ld  be lo c a l  to  
each la u n c h  node .
A d ja c e n t n e ig hbou rhood  can t r a n s f e r  ta s k s  between them b y  th e  
use o f  a ga teway node. A ga tew ay node i s  a p ro c e s s in g  node t h a t  
p re s e n ts  a summary o f  th e  s ta te  o f  th e  a d ja c e n t n e ig hbou rhood  th ro u g h  
i t s  lo a d  le v e l .  The lo a d  le v e l  o f  a ga tew ay node i s  th e  a ve rage  lo a d  
l e v e l  o f  th e  p ro c e s s in g  nodes i n  th e  a d ja c e n t n e ig h bou rh o od , m o d if ie d  
upw ards t o  a ccoun t f o r  th e  e x t r a  com m un ica tions  d is ta n c e s  i n  th e  
a d ja c e n t  n e ig hbou rh ood . T h is  lo a d  le v e l  c o u ld  a ls o  be m o d if ie d  
downwards t o  a ccoun t f o r  any p a r t i c u l a r l y  l i g h t l y  lo a d e d  p ro c e s s in g  
nodes i n  th e  a d ja c e n t n e ig h b o u rh o o d . Tasks a l lo c a te d  t o  a ga tew ay  
node a re  e n te re d  in t o  th e  ga tew ay n o d e 's  GST f o r  th e  a d ja c e n t  
n e ig h b o u rh o o d , and a re  a l lo c a te d  a c c o rd in g ly  i n  t h a t  n e ig h b o u rh o o d . A  
n e ig h b o u rh o o d  may have s e v e ra l ga tew ay nodes t o  o th e r  n e ig h b o u rh o o d s , 
w h ile  ga tew ay  nodes do n o t  f u l l y  d i s t r i b u t e  th e  ta s k  a l lo c a t io n  
p ro b le m  a c ro s s  th e  p a r a l l e l  o r  d is t r ib u t e d  com pu tin g  sys tem , re c e n t  
re s e a rc h  has shown th a t  a p rog ram  w i l l  te n d  t o  l im i t  i t s e l f  t o  a s e t  
o f  p ro c e s s o rs  c a l le d  th e  p ro c e s s o r  w o rk in g  s e t  [2 8 ] .  The p ro c e s s o r  
w o rk in g  s e t  i s  a d i r e c t  r e s u l t  o f  th e  e f f e c t s  o f  in t e r - t a s k  
com m un ica tio n s  and in te r - n o d e  com m un ica tion  d is ta n c e s .  A p rog ram  w ith  
a p ro c e s s o r  w o rk in g  s e t t h a t  i s  g re a te r  th a n  th e  n e ig hbou rh o od  may 
have ta s k s  e x p o r te d  to  a d ja c e n t ne ighbou rhoods  f o r  e x e c u t io n ,  
d epend in g  on th e  c u r r e n t  s ta te  o f  a d ja c e n t n e ig h bou rh ood s .
122
8.4 Concluding Remarks
The lo a d  b a la n c in g  p ro b lem  i s  one o f  th e  fu n d am en ta l p ro b lem s  
w h ic h  has p re v e n te d  c o n c u r re n t com pu tin g  from  e n te r in g  th e  m a in s tre am  
o f  com pu tin g . W h ile  th e  lo a d  b a la n c in g  p ro b lem , i n  th e  g e n e ra l sense , 
b e lo n g s  t o  th e  c la s s  o f  N P -com p le te  p ro b lem s , and i s  th e r e fo r e  
b e l ie v e d  t o  be in t r a c t a b le ,  many app roaches , s t a t i c  and dynam ic , have  
been t r i e d  to  e i t h e r  g e n e ra te  an o p t im a l s o lu t io n  to  a r e s t r i c t e d  s e t  
o f  p rog ram  g raphs and com pu tin g  e n v iro n m e n ts , o r  g e n e ra te  
n e a r - o p t im a l s o lu t io n s  to  th e  g e n e ra l p ro b lem  b y  u s in g  g ra p h  th e o r y ,  
m a th e m a tic a l p rog ram m ing , q u e u in g  th e o ry  o r  h e u r i s t i c s .
T h is  th e s is  p roposes  tw o  e f f i c i e n t  h e u r i s t i c  a lg o r i th m s  f o r  
g e n e ra t in g  n e a r -o p t im a l lo a d  b a la n c in g  a l lo c a t io n s .  The Maximum ( k - 1) 
Sum a lg o r i th m  i s  a s t a t i c  a lg o r i th m  th a t  seeks t o  m ax im ise  th e  
th ro u g h p u t o f  p rog ram s th ro u g h  th e  p a r a l l e l  o r  d i s t r ib u t e d  c o n fu t in g  
sys tem . T h is  a lg o r i th m  i s  d e r iv e d  from  a d i r e c te d  s e a rc h  a lg o r i t h m  
t h a t  uses an a n a lo g y  w i th  a m inimum ene rg y  p h y s ic a l sys tem  t o  d i r e c t  
a s e a rc h  o f  th e  s o lu t io n  space .
The Pseudo-Dynam ic Load B a la n c in g  a lg o r i th m  i s  o n - l in e  
h e u r i s t i c  a lg o r i th m  th a t  re p re s e n ts  an im p o r ta n t e x te n s io n  t o  th e  
e x is t i n g  approaches to  lo a d  b a la n c in g . I t  i s  u n iq u e  i n  t h a t  i t  
com bines th e  advan tages o f  b o th  s t a t i c  and dynam ic lo a d  b a la n c in g  
m e th o d o lo g ie s  i n  o rd e r  t o  m in im is e  th e  makespan o f  an a l lo c a te d  
p ro g ram . The a lg o r i th m  i s  d e ve lo p ed  from  a m a th e m a tic a l a n a ly s is  o f  
th e  lo a d  b a la n c in g  p ro b lem . I t  ta k e s  two in p u ts ,  a p rog ram  g ra p h  
d e s c r ib in g  th e  p rog ram , g e n e ra te d  when th e  p rog ram  i s  c o m p ile d , and a
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n e tw o rk  g ra p h  t h a t  d e s c r ib e s  th e  c u r r e n t  c o n f ig u r a t io n  o f  th e  
p a r a l l e l  o r  d is t r ib u t e d  com pu tin g  sys tem . These tw o  in p u ts  a re  
com bined a t  ru n  t im e , a l lo w in g  th e  a lg o r i th m  t o  e x p lo i t  know ledge  
a bou t th e  s t r u c tu r e  o f  th e  p rog ram  and th e  c u r r e n t  s ta te  o f  th e  
com pu tin g  e n v iro n m e n t, t o  p roduce  a n e a r -o p t im a l a l lo c a t io n  o f  ta s k s  
t o  p ro c e s s in g  nodes as th e  p rog ram  i s  b e in g  e x e cu te d .
S in ce  Pseudo-Dynam ic Load B a la n c in g  a lg o r i th m  i s  an o n - l in e  
a lg o r i th m ,  th e  in fo rm a t io n  r e la t i n g  to  th e  s ta te  o f  th e  com pu tin g  
e n v iro n m e n t i s  o n ly  r e q u ir e d  when th e  ta s k  i s  b e in g  a l lo c a te d .  
T h e re fo re  th e  n e tw o rk  g ra p h , w h ich  re p re s e n ts  th e  com pu tin g  
e n v iro n m e n t, can be r e - c o n f ig u r e d  'o n  th e  f l y ' .  T h is  may be n e ce s sa ry  
due t o  a f a i l u r e ,  o r  a d d i t io n ,  o f  a p ro c e s s in g  node o r  com m un ica tions  
c h a n n e l.
A m a jo r  is s u e  w i th  any lo a d  b a la n c in g  a lg o r i th m  i s  th e  lo a d
t h a t  i t  p la c e s  on th e  com pu tin g  sys tem . In  th e  Pseudo-Dynam ic Load
B a la n c in g  a lg o r i th m  t h i s  i s  k e p t to  a m inimum, s in c e  th e  G lo b a l 
S c h e d u lin g  T a b le s  (GST) a re  o n ly  k e p t on p ro c e s s in g  nodes t h a t  a re  
capab le  o f  la u n c h in g  a p p l ic a t io n s .  In  a d d i t io n ,  e ve n ts  w h ic h  r e q u ir e  
t h a t  th e  GST be upda te d  a re  g e n e ra l ly  in f r e q u e n t  compared t o  th e
c o m p u ta t io n a l and com m un ica tions  lo a d s  o f  th e  ta s k s . The GST was 
d e s ig n e d  so t h a t  o n ly  a few  e n t r ie s  need t o  be upda te d  when an e ve n t 
o c c u rs .
One o f  th e  in p u ts  in t o  th e  Pseudo-Dynam ic Load B a la n c in g  
a lg o r i t h m  i s  th e  p rog ram  g ra p h , w h ich  c o n ta in s  th e  c o m p u ta t io n a l and  
com m un ica tio n s  lo a d s  o f  each ta s k  in  th e  p rog ram . How does th e
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a lg o r i t h m  cope when th e se  a re  n o n -d e te rm in is t ic ?  The v a lu e s  o f  th e  
c o m p u ta t io n a l and com m un ica tions  lo a d s  o f  each ta s k  a re  used to  
compare ta s k s  w i th  one a n o th e r . They need n o t be a b s o lu te ly  a c c u ra te ,  
o n ly  r e l a t i v e l y  a c c u ra te . Even i f  th e re  a re  r e l a t i v e  e r r o r s  i n  th e se  
v a lu e s ,  th e  Pseudo-Dynam ic Load B a la n c in g  a lg o r i th m  compensates f o r  
th e s e  e r r o r s  s in c e  th e  ta s k s  w i t h  th e  ' i n c o r r e c t '  c o m p u ta t io n a l and  
com m un ica tio n s  lo a d s  w i l l  rem a in  i n  th e  GST as a c t iv e  ta s k s , and 
m a in ta in  th e  a s s o c ia te d  p ro c e s s in g  node lo a d  le v e ls  a t  t h e i r  c u r r e n t  
v a lu e  u n t i l  th e  ta s k s  a c t u a l ly  te rm in a te d .
The Pseudo-Dynam ic Load B a la n c in g  a lg o r i th m  i s  a s ig n i f i c a n t  
s te p p in g  s to n e  to  th e  day when th e  ave rage  com pu te r u s e r  w i l l  have a 
p a r a l l e l  com pu te r o r  d i s t r ib u t e d  com pu te r te rm in a l on h is  o r  h e r  
de sk , and w i l l  be u s in g  c o m m e rc ia lly  d e ve lo p ed  p a r a l l e l  o r  
d i s t r i b u t e d  s o ftw a re  packages . I t  does t h i s  because :
(a) Pseudo-dynam ic lo a d  b a la n c in g  p ro v id e s  a v e r y  e f f i c i e n t  
o n - l in e  m ethod f o r  e x p lo i t in g  th e  p a r a l le l is m  e xp re ssed  
i n  a p rog ram .
(b) I t  can be embedded in  th e  o p e ra t in g  sys tem  o f  a p a r a l l e l  
o r  d is t r ib u t e d  com pu tin g  sys tem  and n o t  be v i s i b l e  t o  th e  
u s e r (U ser In d e p e n d e n ce ).
(c ) I t  o n ly  r e q u ir e s  th e  s o ftw a re  d e v e lo p e r t o  p roduce  a 
d e s c r ip t io n  o f  th e  p a r a l l e l  o r  d i s t r ib u t e d  p rog ram . T h is  
d e s c r ip t io n  o f  th e  p rog ram  i s  in d ependen t o f  th e  p a r a l l e l
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o r  d is t r ib u t e d  com pu tin g  sys tem  on w h ich  th e  p rog ram  w i l l  
be e v e n tu a l ly  e xe cu te d  (D eve lo pe r In d e p e n d e n ce ).
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APPENDIX A; Maximum (k-1) Sim algorithm Source Coda
The 1C ' sou rce  code f o r  th e  Maximum (k -1 )  Sum a lg o r i th m  i s  on 
th e  e n c lo s e d  P C -fo rm a tte d  d is k  i n  th e  " \ s t a t i c \ s l c "  s u b d ir e c to r y .  
T h is  d i r e c t o r y  c o n ta in s  th e  fo l lo w in g  f i l e s :
s lc .e x e  E xe cu ta b le  Maximum (k -1 ) Sum p ro g ram ,
s lc . c  Source code f o r  Maximum (k -1 )  Sum
a lg o r i th m .
ta s k .h  D e f in i t i o n  f i l e  f o r  Maximum (k -1 )  Sum
a lg o r i th m .
A ls o  i n  t h i s  d i r e c t o r y  i s  a s u b d ir e c to r y  n\ s t a t i c \ s l c \ c v i s "  
w h ich  c o n ta in s  th e  f o l lo w in g  f i l e s :
The in p u t  f i l e  " c v in .d a t "  f o r  th e  com pu te r v is io n  p ro g ram .
The f i l e s  "c v is JT .d a t" t h a t  c o n ta in  th e  r e s u l t s  o f  u s in g  th e  
Maximum (k -1 ) Sum a lg o r i th m  to  a l lo c a te  th e  com pu te r v is io n
p rog ram  to  a bus n e tw o rk  o f  X  p ro c e s s o rs .
The f i l e  " c v is 4 r l2 . d a t "  t h a t  c o n ta in s  th e  r e s u l t s  o f  u s in g  th e
Maximum (k -1 ) Sum a lg o r i th m  to  a l lo c a te  th e  com pu te r v is io n
p rog ram  to  a bus n e tw o rk  o f  4 p ro c e s s o rs , b u t r e la x in g  th e  
a lg o r i th m  t o  a l lo w  up t o  12 ta s k s  t o  be a l lo c a te d  t o  a
p ro c e s s o r .
Al
F o rm u la t io n  o f  th e  Task A l lo c a t io n  P rob lem
APPENDIX B: Sciconlcs Implementation of the Relaxed Non-Symmetric
B . l  I n t r o d u c t io n
When s p e c i f y in g  th e  p ro b lem  th e  u s e r  i s  r e s t r i c t e d  t o  MGG's s y n ta x .  
The MGG s y n ta x  re q u ir e s  th e  u s e r to  s p e c i f y  th e  p ro b lem  in  a  s e r ie s  
o f  s e c t io n s .
B .1 .1  S u f f ic e s
T h is  s e c t io n  d e f in e s  th e  s u f f ic e s  t o  be used  i n  th e  p ro b lem  
f o rm u la t io n .  F o r th e  n on -s ym m e tr ic  m odel f o u r  s u f f i c e s  a re  r e q u ir e d .  
A dummy in d e x  D i s  needed t o  a l lo w  th e  u s e r  s u p p l ie d  p ro b lem  d a ta  to  
be fo rm a t te d  w i t h  one d a ta  ite m  on each l i n e  o f  th e  p ro b le m  d a ta  
f i l e .  The need f o r  th e  s u f f ic e s  I ,  J ,  and K a re  o b v io u s  from  
e q u a tio n s  [4 .2 2 ] t o  [4 .3 6 ] .
B . l . 2 E x te rn a l V a lues
T h is  s e c t io n  d e f in e s  th e  d a ta  t o  be s u p p l ie d  b y  th e  u s e r  f o r  a 
g iv e n  in s ta n c e  o f  th e  p ro b lem . The n o n -s ym m e tr ic  model r e q u ir e s
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e x te r n a l v a lu e s  t o  h o ld  th e  c o m p u ta t io n a l lo a d  o f  each ta s k  (CLQAD), 
th e  p recedence  le v e l  o f  each ta s k  (PREC), w h e th e r tw o ta s k s  
communicate (COMMW), th e  com m un ica tions  lo a d  between each ta s k  
(CLOAD), th e  bound in g  c o e f f i c i e n t  (BCOEFF) and th e  number o f  
p ro c e s s in g  nodes (NODES).
B .1 .3  I n t e r n a l  V a lue s
T h is  s e c t io n  d e f in e s  any a d d i t io n a l  d a ta  s to ra g e  a re a  re q u ir e d  
by  th e  m a t r ix  g e n e ra to r  (MG) and th e  r e p o r t  w r i t e r  (RW), as w e l l  as a 
s u b ro u t in e  to  i n i t i a l i s e  th e se  in t e r n a l  v a lu e s . T h is  s e c t io n  i s  
o p t io n a l .
T h is  s e c t io n  c o u ld  have used t o  c a lc u la te  th e  p recedence  le v e l  
f o r  each ta s k ,  b u t  i t  was d e c id e d  t o  s im p l i f y  th e  fo rm u la t io n  and  
re a d  th e  p recedence  le v e ls  d i r e c t l y  from  th e  p ro b lem  d a ta  f i l e .
B .1 .4  D e c la ra t io n s
T h is  s e c t io n  i s  used  to  m o d ify  th e  d e f i n i t i o n  o f  e x te r n a l and  
i n t e r n a l  v a lu e s . T h is  s e c t io n  i s  o p t io n a l .
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B.1.5 Varlablea
T h is  s e c t io n  d e f in e s  th e  v a r ia b le s  i n  th e  m a th e m a tic a l 
f o rm u la t io n  o f  th e  p ro b lem , and s p e c i f ie s  u p p e r and lo w e r  l im i t s  on 
t h e i r  v a lu e s .  From e q u a tio n s  [4 .2 2 ] t o  [4 .3 6 ] th e  n o n -s ym m e tr ic  m odel 
r e q u i r e s  th e  f o l lo w in g  v a r ia b le s .
Y ( i ) :  An n e lem en t a r r a y  c o n ta in in g  th e  re la x e d
e a r l i e s t  s t a r t  t im e  f o r  ta s k  1 .
Z ( i , j ) ,  W ( i , j ) : Two n x  n  e lem en t a r ra y s  o f  r e la x a t io n
v a r ia b le s .
N ( i )  : An n  e lem en t a r r a y  s p e c i f y in g  i f  a t a s k  i s
th e  lo w e s t c a r d in a l numbered ta s k  a l lo c a te d  
t o  i t s  p ro c e s s in g  node .
A ( x , j ) : An n x  n  e lem en t a d ja c e n c y  a r r a y .
B .1 .6  P rob lem
T h is  s e c t io n  d e f in e s  th e  p ro b lem  in  te rm s o f  an o b je c t iv e  
f u n c t io n  s u b je c t  t o  c o n s t r a in t s .  The d e f i n i t i o n  o f  th e  p ro b le m  i n  th e  
s y n ta x  o f  MGG re q u ir e s  t h a t :
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C o ns ta n ts  and c o e f f i c ie n t s  m ust have e x a c t ly  3 c h a ra c te r  names; 
no more and no le s s .
(a) Constants and c o e f f ic ie n ts  must have names with 3 charac ters
(b)  O n l y  c o n s t a n t s  a r e  a l l o w e d  on t h e  r i g h t  h a n d  s i d e .
Remember t h a t  a c o n s ta n t i n  a g iv e n  in s ta n c e  o f  a p ro b lem  i s  a 
v a r ia b le  i n  th e  fo rm u la t io n  o f  th e  p ro b lem .
(c )  The o b j e c t i v e  f u n c t i o n  a n d  l e f t  h a n d  s i d e s  o f  t h e  c o n s t r a i n t s  
h a v e  a  s p e c i f i c  f o r m a t .
The o b je c t iv e  f u n c t io n  and th e  l e f t  hand s id e  o f  th e  
c o n s t r a in t s  must be th e  sum o f  te rm s , i n  w h ic h  each te rm  has th e  
f o l lo w in g  fo rm a t.
SUM (S u f f ic e s )  (C o e f f ic ie n t )  *  (G e n e ric  V a r ia b le  Name)
The s u f f ic e s  a re  r e q u ir e d  i n  th e  summation i f  th e  s u f f ic e s  
d i f f e r  f ro m  th o se  i n  th e  g e n e r ic  c o n s t r a in t .  However, i t  i s  a lw ays  a 
good id e a  to  in c lu d e  th e  s u f f i c e s .
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The c o e f f i c i e n t  must have a 3 c h a ra c te r  name. T h e re fo re ,  u s in g  
BCOEFF as a  c o e f f i c i e n t  i s  i l l e g a l .  The s o lu t io n  i s  t o  d e f in e  a 3 
c h a ra c te r  name, say OBI, as e q ua l to  BCOEFF i n  th e  e lem en ts  s e c t io n  
o f  th e  f o rm u la t io n .
The g e n e r ic  v a r ia b le  name must have i t s  s u f f i c e s  i n  th e  c o r r e c t
o r d e r ,
(d )  The f i r s t  c h a r a c t e r  o f  a c o e f f i c i e n t  d e t e r m i n e s  i t s  t y p e .
Because MGG g e n e ra te s  FORTRAN sou rce  code c o e f f i c i e n t  names
th a t  s t a r t  w i th  I ,  J , K, L , M o r  N a re  im p l i c i t l y  in te g e r s .  A
c o e f f i c i e n t  c a l le d  JLS i s  an in te g e r  and w i l l  cause an e r r o r  when 
MGCL i s  used  to  c om p ile  and l i n k  th e  m a t r ix  g e n e ra to r  MG, i f  JLS i s
used  as a f l o a t i n g  p o in t  v a lu e .
(e )  S p e c i f i c  e l e m e n t s  o f  g e n e r i c  v a r i a b l e  a r r a y s  c a n  n o t  b e  
r e f e r e n c e d .
I f  Y ( i )  i s  an n e lem en t a r r a y  and you  w is h  t o  re fe re n c e  th e  
f i r s t  e lem en t i n  a c o n s t r a in t ,  i . e .  Y ( l )  > 0 .0 ,  you  m ust sum Y ( r )  
t im e s  a c o e f f i c i e n t  o v e r a l l  r .  The c o e f f i c i e n t  i s  d e f in e d  i n  th e  
e lem en ts  s e c t io n  to  be 1 .0  f o r  r  = 1, and 0 .0  o th e rw is e . S im i la r ly ,  
t o  re fe re n c e  Y ( j ) ,  you  m ust sum Y ( r )  t im e s  a c o e f f i c i e n t  o v e r a l l  r
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and d e f in e  th e  c o e f f i c i e n t  t o  be 1 .0  i f  r  = j ,  and 0 .0  o th e rw is e .  B u t  
r  i s  n o t  a v a l id  s u f f i x  f o r  Y, so you  must d e f in e  i t  as b e in g  sq u a re ,  
e .g .
SUM ( I I )  CIO * Y ( I I )  - Y ( I )  + C l J * A ( I , J) .GE. TMP 
FOR ALL I ,  J  
FOR I I  = SQUARE
B .1 .7  E lem en ts
T h is  s e c t io n  d e f in e s  any 3 c h a ra c te r  e lem en ts  t h a t  have been  
used  as c o e f f i c ie n t s  in  th e  o b je c t iv e  f u n c t io n  and c o n s t r a in t s  i n  th e  
p ro b le m  s e c t io n ,  o r  in  th e  u p p e r and lo w e r bounds when v a r ia b le s  a re  
d e c la re  i n  th e  v a r ia b le s  s e c t io n .  The v a lu e s  o f  th e  c o e f f i c i e n t s  can  
be c o n d i t io n a l  on th e  s u f f ic e s  and e x te r n a l d a ta  u s in g  FORTRAN 
c o n s t r u c ts .  The in c lu s io n  o f  t h i s  s e c t io n  i s  o p t io n a l  i n  th e  MGG 
s y n ta x , b u t  e s s e n t ia l  i n  p r a c t ic e .
B .1 .8  F u n c tio n s
T h is  s e c t io n  c o n ta in s  any FORTRAN fu n c t io n s  used i n  th e  p ro b le m  
and e lem en ts  s e c t io n .  T y p ic a l l y ,  th e se  fu n c t io n s  a re  used  t o  s p e c i f y  
when a c o n s t r a in t  e x is t s ,  and to  c a lc u la te  com plex c o e f f i c ie n t s  i n  
th e  o b je c t iv e  fu n c t io n  and th e  c o n s t r a in t s .  Symbol names d e f in e d  i n
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th e  s u f f i c e s  s e c t io n  w i l l  be g lo b a l i n  th e  m a t r ix  g e n e ra to r  and th e  
r e p o r t  w r i t e r ,  and th e r e fo r e  s h o u ld  be a v o id e d  i n  u s e r  s u p p l ie d  
f u n c t io n s .
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B.2 MGG Problem Formulation
DATE: 5 -3 -9 3
C 
C 
C 
C 
C 
C
OPTIONS EIGHT
C
NOTATION
G
SUFFICES
C
P a r a l le l  C r i t i c a l  P a th  P rob lem
D MAXA 1
C
I MAXI 60
C
J MAXJ 60
C
K MAXK 60
C
C
C
EXTERNAL VALUES
C
LO AD (I, D) F5
COMMW(I, J ) ( IX , I I )
t a s k  J  
C
CLQAD (X , J ) ( IX , F5 .0 )
C
PREC (I,D ) F5 .0
C
BCOEFF F I0 .0
C
NODES 13
C
C
C
VARIABLES
C
Y ( I )  ' *  I I '
BOUND LO 0 .0  
C
Z ( I , J )  ' *  I I  J J '
BOUND LO 0 .0
C
W ( I ,J )  ' *  I I  J J '
BOUND 1X3 0 .0  
C
N ( I )  • *  I I 1
BOUND BV
Dummy in d e x  fro m  1 t o  1
C o m pu ta tio n a l lo a d  o f  ta s k  I
Se t t o  1 i f  ta s k  I  com m unica tes w i t h
Com m unica tions fro m  ta s k  I  t o  ta s k  J  
Precedence L e v e l o f  ta s k  I  
Bound ing  C o e f f ic ie n t
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A ( I , J )  ' *  I I  J J '
BOUND BV 
G
PROBLEM
C
MINIM ISE
C
*  OBJ ' * * * 1
C
C
SUM ( I )  O B l*Y ( I )  - SUM ( I , J )  W ( I ,J )
C
C
SUBJECT TO 
C
C
*  FIRST ' * * * * * '
C
C Y (1) .EQ. 0 .0  
C
SUM ( I )  C 5 0 *Y (I) .EQ. 0 .0
C
C E a r ly  S ta r t  C o n s t r a in t
C
*  ES ' * *  I I  J J ' NOT IF  (COMMW(I,J) .EQ. 0)
C
C Y (J ) - Y ( I )  + C IJ * A ( I , J )  .GE. IMP 
C
SUM ( I I )  C 1 0 *Y ( I I )  - Y ( I )  + C IJ * A ( I , J )  .GE. TMP 
FOR ALL I ,  J  
FOR I I  = SQUARE
C
c One Task a t  a  Time C o n s t r a in t
C
* OT '* *  I I  J J 1 NOT IF  (EXISTS() .EQ. 0 .0 )
C
C A ( I ,  J ) *Y  ( I )  - A ( I , J ) * Y ( I )  - LOAD (1 ,1 ) * A ( I ,  J) .GE. 0 .0
C
Z ( I , J )  - Z ( J , I )  - C P I*A ( I ,J )  .GE. 0 .0
FOR ALL I ,  J  
C
c
*  ZB •**  I I  J J 1
C
Z ( I , J )  - SUM (17) C 60 *Y (I7 ) .LE . 0 .0  
FOR ALL I ,  J  
FOR 17 = SQUARE 
C
C
* WA ' * *  I I  J J '
C
c
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Symmetry C o n s t r a in t
W ( I ,J )  - Z ( I , J )  .LE . 0 .0  
FOR ALL I ,  J  
C 
C
* WB ' * * 1 1  J J '
C
W { I ,J )  - SUM (15) C40*Y (15) + Z ( I , J )  .LE . 0 .0  
FOR ALL I ,  J  
FOR 15 = SQUARE 
C
C A s s o c ia t i v i t y  C o n s t r a in t
C
*  ASS 1* * I IJ J K K '
C
C A ( I , J ) + A ( I ,K )  - A (J ,K ) .LE . 1 
C
A ( I , J ) + SUM ( J l )  C2 0 * A ( I , J l )  - SUM (1 2 ,J2) C 2 1 *A (I2 ,J 2 ) .LE . 1 
FOR ALL I ,  J , K 
FOR J l  = SQUARE 
FOR 12 = SQUARE 
FOR J2 = SQUARE 
C
C
* SYM ' * * *  I  J '
C
A ( I , J ) - A ( J , I )  .EQ. 0 
FOR ALL I ,  J  
C
C
* DIAG i * * * *  i  j i  
C
A ( I , J ) .EQ. 1 
FOR ALL I ,  J
C 
C 
C
* N1 ' * * '
C
SUM ( I )  C 50 *N (I) .EQ. 0
C
* NL '**11'
C
N ( I )  - SUM (J) C 7 0 *A ( I ,J )  .LE . 0 .0  
FOR I  .GT. 1 .AND. I  .LE . MAXI
C
*  NU ' * *  I I  J J ’ NOT IF  ( I  .EQ. 1 .OR. I  . LE . J)
C
N ( I ) - C 7 1 *A ( I ,J )  .GE. 0 .0  
FOR ALL J  
C
* SUMN 
C
SUM ( I )  N ( I )  .GE. SMN
C
U n it  D ia g o n a l C o n s t r a in t  
NOT IF  ( I  .NE. J)
Number o f  Nodes C o n s t r a in t
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c
ELEMENTS
C
CPI = LOAD (1 ,1 )
C IJ  = CLOAD(I,J)
TMP = LOAD(1 ,1 ) + CLOAD (I,J )
C
OBI = 3C0EFF
C
CIO = 0 . 0  
OIF ( I I  .EQ. J) CIO = 1 .0
C
C20 = 0 . 0  
OIF (J1 .EQ. K) C20 = 1 . 0
C
C21 = 0 . 0
O IF (12 .EQ. J  .AND. J2 .EQ. K) C21 = 1 .0
C
C40 = 0 . 0  
OIF (15 .EQ. J) C40 = 1 .0
C
C50 = 0 . 0  
OIF ( I  .EQ. 1) C50 = 1 .0
C
C60 = 0 .0  
OIF (17 .EQ. J) C60 = 1 .0
C
C70 = 0 . 0  
OIF (J  .LT . I )  C70 = 1 .0
C
C71 = 0 .0  
OIF (J .L T . I )  C71 = 1 .0
C
SMN = MAXI - NODES
C
C
FUNCTIONS
C
FUNCTION EXISTS ()
C
INTEGER M
REAL CL0AD_I, CLOAD_J
C
CLOAD_I = 0 . 0  
DO 10 H = 1 , MAXI
CLQAD_I = CLOAD_I + CLOAD (M, I )
10 CONTINUE
C
CLOAD_J = 0 . 0  
DO 20 M = 1, MAXI
CLOAD_J = CLOAD_J + CLOAD (M ,J)
20 CONTINUE
C
C
EXISTS =0 . 0
C
Bll
n 
o 
o
C
IF  ( (PREC(1 ,1 ) .EQ. PREC(J , 1 ) )  .AND.
1 (CLOAD_I .LT . CLOAD_J)
2 ) EXISTS = 1 . 0
C
IF  ( (PREC(1 ,1 ) .EQ. PREC(J , 1 ) )  .AND.
1 (CLOAD_I .EQ. CLOAD_J) .AND.
2 ( I  .LT . J)
3 ) EXISTS = 1 . 0
C
C
RETURN
END
IF (PREC(1,1) .GT. PREC(J,1)) EXISTS = 1 . 0
ENDATA
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B.3: User Supplied Report Routine
C:
c
c
c
c
c
c
c=
c
c
DATE: 21 JAN 1993
AUTHOR: DAVID SINCLAIR
REPORT.FOR
SUBROUTINE REPORT
C
C
C
C
C
R epo rt W r i t e r  f o r  P a r a l le l  C r i t i c a l  P a th  P rob lem
INCLUDE 1MGCOMS1 
INCLUDE ' RWCOMS1
D e c la re  L o c a l D a ta
INTEGER ASSIGNED ( 50) ,  NODE, TASK, NEMPTY 
REAL RUNTIME (50) ,  EXTIME ( 50) ,  TIME, PROG_TIME 
REAL NDAVTIME (20)
LOGICAL SUCC (50 ,50 )
LOGICAL ROOT
REAL STACK (5 0 ,2 )
INTEGER TOP
IF  (MAXI .GT. 50) THEN 
WRITE (6, 5)
5 FORMAT ( IX , 'Too many t a s k s i !  Need t o  re c o m p ile  REPORT.FOR1) 
GO TO 999
DO 10 IL  = 1, MAXI 
DO 20 JL = 1, MAXI
IF  ( COMMW ( I L , JL) .NE. 0) THEN 
SUCC ( IL ,  JL) = .TRUE.
ELSE
SUCC ( IL ,  JL) = .FALSE.
END IF  
20 CONTINUE 
10 CONTINUE
END IF
Setup S uccesso r a r r a y
C A s s ig n  Tasks to  Nodes
C
DO 30 I L  = 1, MAXI 
ASSIGNED ( IL )  = 0  
3 0 CONTINUE
C
NODE = 1 
II = 1
C
50 IF  (ASSIGNED ( I I )  .NE. 0) GO TO 60 
DO 70 J1 = 1 , MAXI
IF  (BA ( I I ,  J l )  .EQ. 1 .0 ) ASSIGNED ( J l )  = NODE 
70 CONTINUE
NODE = NODE + 1
60 IF  ( I I  .EQ. MAXI) GO TO 80
II = II + 1 
GO TO 50 
80 CONTINUE
C
C C a lc u la te  ru n  t im e  f o r  each ta s k
C (c o m p u ta t io n a l lo a d  + r e c e iv in g  t im e  +
C t ra n s m is s io n  tim e )
C
DO 220 I I  = 1 , MAXI
RUNTIME ( I I )  = LOAD ( I I ,  1)
DO 230 J l  = 1, MAXI
IF  (BA ( I I ,  J l )  .NE. 1 .0 ) THEN
IF  (COMMW ( J l ,  I I )  .EQ. 1) THEN
RUNTIME ( I I )  = RUNTIME ( I I )  + CLOAD (J 1 , I1 )  
END IF
IF  (COMMW ( I I ,  J l )  .EQ. 1) THEN
RUNTIME ( I I )  = RUNTIME ( I I )  + CLOAD ( I I , J l )  
END IF  
END IF  
230 CONTINUE 
220 CONTINUE
C
C
C F in d  r o o t  ta s k s  and s o r t  them  b y  in c re a s in g
C p recedence
C
J l  = 1
CALL INITSTK (TOP)
C
110 ROOT = .TRUE.
DO 100 I I  = 1, MAXI
IF  (SUCC ( I I ,  J l )  .EQ. .TRUE.) ROOT = .FALSE.
100 CONTINUE
IF  (ROOT .EQ. .TRUE.) THEN
CALL PUSH (STACK, TOP, J l , 0. 0)
END IF
IF  ( J l  .EQ. MAXI) GOTO 120 
J l  = J l  + 1 
GO TO 110 
12 0 CONTINUE
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WRITE (6 , 152)
WRITE (KPRINT, 152)
152 FORMAT ( IX , / / ,  ' P a r a l le l  C r i t i c a l  P a th  R e p o r t1, / ,
c
1 *     ====== ' ,//)
C
C I n i t i a l i s e  E a r l ie s t  Node A v a i la b le  Times
C
DO 180 I I  = 1, NODES 
NDAVTIME ( I I )  = 0 . 0  
180 CONTINUE
C
C I n i t i a l i s e  Task E x e c u tio n  T imes
C
DO 190 I I  = 1, MAXI 
EXTIME ( I I )  = -1 .0  
190 CONTINUE
C
C Update Task E x e c u tio n  T imes
C
160 CONTINUE
NEMPTY = IPOP (STACK, TOP, TASK, TIME)
IF  (NEMPTY .EQ. 1) THEN
CALL UPDATE (TASK, TIME, STACK, TOP, NDAVTIME, ASSIGNED,
1 EXTIME, SUCC, RUNTIME)
ELSE
GO TO 170 
END IF  
GO TO 160 
170 CONTINUE
C
C P r in t  o u t E x e c u tio n  Times
C
DO 200 I L  = 1 , MAXI
WRITE (6 ,201 ) I L ,  ASSIGNED ( I L ) , EXTIME ( IL )
WRITE (KPRINT,201) I L ,  ASSIGNED ( I L ) , EXTIME ( IL )
201 FORMAT ( IX , 'T a s k  1 2 , '  e xe cu te s  on Node ' ,  1 2 , '  a t  T=
1 F10 .5 )
200 CONTINUE
C
PROG_TIME = 0 . 0  
DO 240 IL  = 1 , NODES
IF  (NDAVTIME ( IL )  .GT. PROGJTIME) PROG_TIME = NDAVTIME ( IL )  
24 0 CONTINUE
C
WRITE (KPRINT,211) PROGJTIME 
WRITE (6 ,211 ) PROGJTIME 
211 FORMAT ( I X , / / ,  ' Run tim e o f  P rogram  = F 1 0 .5 , / / )
C
C
999 RETURN 
END
C
SUBROUTINE INITSORT (TA IL)
C
B15
INTEGER TA IL  
TA IL  = 1 
RETURN 
END
C
C
SUBROUTINE ADDSORT (S, TA IL , TASKNUM)
C =====================================
C
INCLUDE 1MGCOMS'
INCLUDE ' RWCOMS'
C
INTEGER S (50) ,  T A IL , TASKNUM
C
IF  (TA IL .EQ. 1) THEN 
S (TA IL) = TASKNUM 
TA IL = TA IL  + 1
ELSE IF  (PREC (TASKNUM, 1) .GE. PREC (S (TA IL  - 1 ) ,  I ) )  THEN 
S (TA IL) = TASKNUM 
TA IL  = TA IL  + 1 
ELSE
DO 130 I L  = 1, (TA IL  - 1)
IF  (PREC (S ( I L ) , 1) .GT. PREC (TASKNUM, 1 )) THEN
DO 140 12 = 1, (TA IL - IL )
S (TA IL - 1 2  + 1) = S (TA IL - 12)
140 CONTINUE
S ( IL )  = TASKNUM 
TA IL  = TA IL + 1 
END IF  
130 CONTINUE 
END IF
C
C
RETURN
END
C
C
SUBROUTINE IN ITSTK (TOP)
C ========================
C
INTEGER TOP 
TOP = 1 
RETURN 
END
C
C
SUBROUTINE PUSH (S, TOP, TASK, TIME)
C 333333333333333333333333333333333333
C
INCLUDE 'MGCOMS'
INCLUDE 'RWCOMS1
C
C Add to  P r i o r i t i s e d  S ta ck
c
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C S ta ck  p r i o r i t i s e d  by  P recedence . D u p lic a te  Tasks
C a re  p r i o r i t i s e d  b y  TIME.
C
REAL S ( 50 , 2 ) ,  TIME 
INTEGER TOP, TASK
C
IF  (TOP .EQ. 50) THEN 
WRITE (6 , 340)
340 FORMAT ( IX , ' STACK OVERFLOW1, / / )
GOTO 399 
END IF
C
DO 310 IP  = 1, (TOP - 1)
IF  ( (PREC (TASK, 1) .LT . PREC (S ( IP , 1 ) ,  1 ))
1 .OR. ((PREC (TASK, 1) .EQ. PREC (S ( IP , 1 ) ,  1 ))
2 .AND. (TIME .GE. S ( I P , 2) )
3 )
4 ) GO TO 315
310 CONTINUE
C
315 IF  (IP  .EQ. TOP) THEN
S (TOP, 1) = REAL (TASK)
S (TOP, 2) = TIME
ELSE
DO 320 12 = 1, (TOP - IP )
S ((TOP - 1 2 + 1 ) ,  1) = S ((TOP - 12 ) ,  1)
S ((TOP - 1 2 + 1 ) ,  2) = S ((TOP - 12 ) ,  2)
320 CONTINUE
S ( IP , 1) = REAL (TASK)
S ( IP , 2) = TIME 
END IF
C
TOP = TOP + 1
399 RETURN 
END
INTEGER FUNCTION IPOP (S, TOP, TASK, TIME)
REAL S (50,  2 ) ,  TIME 
INTEGER TOP, TASK
C
IF  (TOP .EQ. 1) THEN 
IPOP = 0 
ELSE
TASK = INT (S ((TOP - 1 ) ,  1 ))  
TIME = S ( (TOP - 1 ) ,  2)
TOP = TOP - 1 
IPOP = 1 
END IF
C
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c
RETURN
END
SUBROUTINE UPDATE (TASK, TIME, S, TOP, AVAILT, ASGN, 
L XTIME, CHILDS, RTIME)
INCLUDE 1MGCOMS'
INCLUDE 1RWCOMS1
INTEGER TASK, TOP, ASGN ( 50) ,  NODE
REAL S ( 50 , 2 ) ,  AVAILT ( 20) ,  XTIME ( 50) ,  RTIME (50)
REAL TIME, PSTIME, CSUM 
LOGICAL CHILDS ( 50 , 50 ) ,  MOVED 
INTEGER WAIT
INTEGER SUCCS ( 50) ,  STAIL
Se t Task E x e c u t io n  Time
NODE = ASGN (TASK)
IF  (XTIME (TASK) .GE. TIME) THEN 
GO TO 599 
END IF
A d ju s t  t im e  so t h a t  i t  does n o t  o v e r la p  w i th  a 
h ig h e r  p recedence  ta s k  a lr e a d y  a l lo c a te d  t o  t h i s  
node .
540 MOVED = .FALSE.
DO 550 IU  = 1 , MAXI
IF  ( (PREC (IU ,1 ) .GE. PREC (TASK,1)) .AND.
1 ( IU  .NE. TASK) .AND.
2 (XTIME (IU ) .NE. -1 .0 )  .AND. (NODE .EQ. ASGN ( IU ) ) .AND.
3 (TIME .GE. XTIME ( IU ) )
4 ) THEN
FIN ISH = XTIME (IU ) + RTIME (IU )
IF  (TIME .LT . FIN ISH) THEN 
TIME = F IN ISH  
MOVED = .TRUE.
ENDTIME = TIME + RTIME (TASK)
DO 560 JU = 1, MAXI
IF  ((PREC (JU ,1 ) .GT. PREC (TASK,1)) .AND.
1 (ENDTIME .GT. XTIME (JU) )
2 ) THEN
FIN ISH = XTIME (JU) + RTIME (JU)
IF  (ENDTIME .LT . FIN ISH) THEN 
TIME = FIN ISH
ENDTIME = TIME + RTIME (TASK)
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END IF  
END IF  
560 CONTINUE
END IF  
END IF  
550 CONTINUE
IF  (MOVED .EQ. .TRUE.) GO TO 540
IF  (XTIME (TASK) .EQ. - 1 . 0 )  THEN
IF  (TIME .GT. AVAILT (NODE)) THEN 
XTIME (TASK) = TIME 
ELSE
XTIME (TASK) = AVAILT (NODE)
END IF  
ELSE
XTIME (TASK) = TIME 
END IF
Update th e  t im e  a t  w h ich  t h i s  node w i l l  become 
a v a i la b le  f o r  a n o th e r ta s k .
AVAILT (NODE) = XTIME (TASK) + RTIME (TASK)
Push Sucesso rs  on t o  S ta ck
CALL INITSORT (STAIL)
C
DO 510 JU = 1, MAXI
IF  (CHILDS (TASK, JU) .EQ. .TRUE.) THEN 
CALL ADDSORT (SUCCS, STAIL, JU)
END IF  
510 CONTINUE
C
CSUM = 0 . 0
DO 520 JU = 1, (STAIL - 1)
CSUM = CSUM + ( ( 1 . 0  - BA (TASK, SUCCS ( JU) ) )  *
1 CLOAD (TASK, SUCCS (JU) ))
PSTIME = AVAILT (NODE) - CSUM
CALL PUSH (S, TOP, SUCCS (JU ), PSTIME)
520 CONTINUE
C
C Push ta s k s  w i th  lo w e r p recedence  on th e  same node ,
C w h ich  now o v e r la p  i n  t im e  w i t h  th e  c u r r e n t  ta s k ,  on
C to  th e  ta s k  s ta c k .
C
DO 570 IU  = 1, MAXI
IF  ( (PREC (IU ,1 ) .LE . PREC (TASK,1)) .AND.
1 (IU  .NE. TASK) .AND. (NODE .EQ. ASGN ( IU ) ) .AND.
2 (XTIME (IU ) .GE. XTIME (TASK)) .AND.
3 (XTIME (IU ) .LE . AVAILT (NODE)) .AND.
4 (RTIME (IU ) .NE. 0 . 0)
5 ) THEN
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CALL PUSH (S, TOP, IU, AVAILT (NODE))
END IF  
570 CONTINUE
599 CONTINUE
RETURN
END
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B .4 : Problem Data Fila
TEST FILE 3: ATMOSPHERIC ANALYSIS 
DATE: 4-1-93
EXTERNAL VALUES
KDNAME 1 * DUMMY
KINAME 1 TASK.1
KINAME2 TASK.2
KINAME 3 TASK.3
KINAME 4 TASK.4
KINAME 5 TASK.5
KINAME 6 TASK.6
KINAME 7 TASK.7
KINAME 8 TASK.8
KINAME 9 TASK.9
KINAME 10 TASK. 10
KINAME 11 TASK. 11
KINAME 12 TASK. 12
KINAME 13 TASK. 13
KINAME 14 TASK. 14
KINAME 15 TASK. 15
KINAME 16 TASK. 16
KINAME 17 TASK. 17
KINAME 18 * TASK. 18
KJNAME 1 JTASK1
KJNAME 2 JTASK2
KJNAME 3 JTASK3
KJNAME 4 JTASK4
KJNAME 5 JTASK5
KJNAME 6 JTASK6
KJNAME 7 JTASK7
KJNAME 8 JTASK8
KJNAME 9 JTASK9
KJNAME 10 JTASK10
KJNAME 11 JTASK11
KJNAME 12 JTASK12
KJNAME 13 JTASK13
KJNAME 14 JTASK14
KJNAME 15 JTASK15
KJNAME 16 JTASL16
KJNAME 17 JTASK17
KJNAME 18 * JTASK18
KKNAME 1 KTASK1
KKNAME 2 KTASK2
KKNAME 3 KTASK3
KKNAME 4 KTASK4
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KKNAME 5 KTASK5
KKNAME 6 KTASK6
KKNAME 7 KTASK7
KKNAME 8 KTASK8
KKNAME 9 KTASK9
KKNAME 10 KTASK10
KKNAME 11 KTASK11
KKNAME 12 KTASK12
KKNAME 13 KTASK13
KKNAME 14 KTASK14
KKNAME 15 KTASK15
KKNAME 16 KTASK16
KKNAME 17 KTASK17
KKNAME 18 KTASK18
Computational Load Data
LOAD TASK.1 1.0
LOAD TASK.2 3.0
LOAD TASK.3 3.0
LOAD TASK4 3.0
LOAD TASK.5 3.0
LOAD TASK.6 3.0
LOAD TASK.7 3.0
LOAD TASK. 8 3.0
LOAD TASK.9 3.0
LOAD TASK. 10 10.0
LOAD TASK. 11 10.0
LOAD TASK. 12 10.0
LOAD TASK. 13 10.0
LOAD TASK. 14 5.0
LOAD TASK. 15 5.0
LOAD TASK. 16 5.0
LOAD TASK. 17 5.0
LOAD TASK. 18 1.0
Communicates With Data
COMMW TASK.1 1 0 1 1 1 1 1 1 1 1 0 0 0 0
COMMW TASK.2 1 0 0 0 0 0 0 0 0 0  1 0 0 0
COMMW TASK.3 1 0 0 0 0 0 0 0 0 0  1 0 0 0
COMMW TASK.4 1 0 0 0 0 0 0 0 0 0 0  1 0 0
COMMW TASK.5 1 0 0 0 0 0 0 0 0 0 0  1 0 0
COMMW TASK.6 1 0 0 0 0 0 0 0 0 0 0 0  10
COMMW TASK.7 1 0 0 0 0 0 0 0 0 0 0 0  10
COMMW TASK. 8 1 0 0 0 0 0 0 0 0 0 0 0 0  1
COMMW TASK.9 1 0 0 0 0 0 0 0 0 0 0 0 0  1
COMMW TASK. 10 1 0 0 0 0 0 0 0 0 0 0 0 0 0
COMMW TASK. 11 1 0 0 0 0 0 0 0 0 0 0 0 0 0
COMMW TASK. 12 1 0 0 0 0 0 0 0 0 0 0 0 0 0
COMMW TASK. 13 1 0 0 0 0 0 0 0 0 0 0 0 0 0
COMMW TASK. 14 1 0 0 0 0 0 0 0 0 0 0 0 0 0
COMMW TASK. 15 1 0 0 0 0 0 0 0 0 0 0 0 0 0
00000 
0 0 0 0 0  
00000 
00000 
0 0 0 0 0  
0 0 0 0 0  
0 0 0 0 0  
0 0 0 0 0  
0 0 0 0 0  
1 1 1 1 0  
1 1 1 1 0  
1 1 1 1 0  
1 1 1 1 0  
0 0 0 0  1 
0 0 0 0  1
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COMMW TASK. 16 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
COMMW TASK. 17 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
COMMW TASK 18 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  *
* Communications Load Data*
CLOAD TASK.l 1 0.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 0.0
CLOAD TASK.1 * 2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
CLOAD TASK.2 1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0
CLOAD TASK.2 * 2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
CLOAD TASK. 3 1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0
CLOAD TASK. 3 2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
CLOAD TASK.4 1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
CLOAD TASK.4 * 2 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
CLOAD TASK.5 1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
CLOAD TASK.5 * 2 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
CLOAD TASK.6 1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
CLOAD TASK.6 * 2 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0
CLOAD TASK. 7 1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
CLOAD TASK.7 2 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0
CLOAD TASK.8 1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
CLOAD TASK.8 * 2 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0
CLOAD TASK. 9 1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
CLOAD TASK. 9 * 2 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0
CLOAD TASK. 10 1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
CLOAD TASK. 10 2 ± 0.0 0.0 0.0 1.0 1.0 1.0 1.0 0.0
CLOAD TASK. 11 1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
CLOAD TASK. 11 2 0.0 0.0 0.0 1.0 1.0 1.0 1.0 0.0
CLOAD TASK. 12 1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
CLOAD TASK. 12 * 2 0.0 0.0 0.0 1.0 1.0 1.0 1.0 0.0
CLOAD TASK. 13 1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
CLOAD TASK. 13 * 2 0.0 0.0 0.0 1.0 1.0 1.0 1.0 0.0
CLOAD TASK. 14 1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
CLOAD TASK. 14 2 * 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0
CLOAD TASK. 15 1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
CLOAD TASK. 15 * 2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0
CLOAD TASK. 16 1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
CLOAD TASK. 16 * 2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0
CLOAD TASK. 17 1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
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CLOAD TASK.17 2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0
*
CLOAD TASK. 18 1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
CLOAD TASK. 18 2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0*
* Precedence Levels
*
PREC TASK.l 24.0
PREC TASK.2 22.0
PREC TASK.3 22.0
PREC TASK.4 22.0
PREC TASK.5 22.0
PREC TASK.6 22.0
PREC TASK.7 22.0
PREC TASK. 8 22.0
PREC TASK. 9 22.0
PREC TASK. 10 18.0
PREC TASK. 11 18.0
PREC TASK. 12 18.0
PREC TASK. 13 18.0
PREC TASK. 14 7.0
PREC TASK. 15 7.0
PREC TASK. 16 7.0
PREC TASK.17 7.0
PREC TASK. 18 1.0
Bounding Coefficient 
BCOEFF 9.5
Maximum Number of Nodes 
NODES 8
ENDATA
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B.5: Sciconic Run Streama
Run S tream  1
$SET DEF SCRATCH 
$CREATE/DIR [.LBAL]
$SET DEF SYS$LOGIN
$ASSIGN "SATO$DKB100: [SCICONIC]HELPFILE.DAT" HELPLINP 
$ ASSIGN "SAT2$DKB300: [SCRATCH.LBAL]" TEMPPCP 
$RDN SAT0$DKB100:[SCICONICiSCICONICX.EXE 
I  NT J
DP D IFF , L IM IT
INF ILE  = 1 [ . LOAD_LP]MATRIX.DAT'
OUTFILE = 'TEMPPCP:TEST.OUT'
SOLNFILE = ' [,LOAD_LP]SOLN.DAT'
GLOBSCRATCH='TEMPPCP:GLOBSCRATCH.TMP1 
GLOBFILE='TEMPPCP:GLOBFILE.TMP1
CONVERT
SETUP
PRIMAL
J  = 0
10 J  = J  + 1
GLOBAL (USER)
DIFF = CUTOFF - OBJVAL 
L IM IT  = 0 .01  * OBJVAL
IF  ((D IFF  .L T . L IM IT ) .AND. (J  .NE. 1 ))  GOTO 20 
IF  (FINISHED .EQ. 5) GOTO 20
IF  (FINISHED .EQ, 3) CUTOFF = OBJVAL
IF  (FINISHED .EQ. 3) OBJTAR = OBJVAL
IF  (FINISHED .EQ. 3) GOTO 10
20 PUNCHSOLN 
STOP
Run S tream  2
$SET DEF SCRATCH 
$CREATE/DIR [.LBAL]
$SET DEF SYS$LOGIN
$ASSIGN "SATO$DKB100: [SCICONIC]HELPFILE.DAT" HELPLINP 
$ASSIGN "SAT2$DKB300:[SCRATCH.LBAL]" TEMPPCP 
$RUN SAT0$DKB100:[SCICONIClSCICONICX.EXE 
INT J , EXIT  
DP D IFF , L IM IT
INF ILE  = ' [ . LOAD_LP]MATRIX.DAT'
OUTFILE = 'TEMPPCP:TEST.OUT'
SOLNFILE = ' [ . LOAD_LP]SOLN.DAT'
GLOB S CRATCH = 1TEMPPCP:GLOBSCRATCH.TMP1
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GLOBFILE='TEMPPCP:GLOBFILE.TMP1
CONVERT
SETUP
PRIMAL
J = 0 
EXIT = 0
10 J = J + 1
GLOBAL (USER)
D IFF = CUTOFF - OBJVAL 
L IM IT  = 0 .0 1  * OBJVAL
IF ((D IFF  .L T . L IM IT ) .AND. (J .NE. 1) .AND. (EXIT .EQ. 1
IF ((D IFF  .LT . L IM IT ) .AND. (J  .NE. 1 )) EXIT = 1
IF (FINISHED .EQ. 5) GOTO 20
IF (FINISHED .EQ. 3) CUTOFF = OBJVAL
IF (FINISHED .EQ. 3) OBJTAR = OBJVAL
IF (FINISHED .EQ. 3) GOTO 10
) )  GOTO
20 PUNCHSOLN 
STOP
APPENDIX C; Pseudo-Dynamic Load Balancing algorithm Source Coda
The sou rce  code f o r  th e  p a r a l l e l  and d is t r ib u t e d  com pu tin g  
sys tem  s im u la to r ,  w h ich  c o n ta in s  th e  P seudo-dynam ic Load B a la n c in g  
a lg o r i th m ,  i s  c o n ta in e d  on th e  e n c lo se d  P C - fo rm a tte d  d is k  i n  th e  
s u b d ir e c to r y  " \d y n a m ic " .
The s u b d ir e c to r y  " \d y n a m ic \s o u rc e "  c o n ta in s  th e  e x e c u ta b le  f i l e ,  
sou rce  code f i l e s  and heade r f i l e s .
d lb _ s im .e x e  E xe cu ta b le  p a r a l l e l  and d i s t r ib u t e d
com pu tin g  sys tem  s im u la t io n  p ro g ram .
'C 1 Source F i le s :
d lb  s im .c Source code f o r  m a in  s im u la t io n  d r i v e r
m odu le .
d a ta  i o . c Source code f o r  d a ta  in p u t / o u tp u t
r o u t in e s .
g s _ ta b le . c Source code f o r  G lo b a l S c h e d u lin g  T a b le
(GST) r o u t in e s .
e v e n ts . c Source code f o r  e v e n t h a n d l in g
r o u t in e s .
u t i l s . c Source code f o r  g e n e ra l u t i l i t y
r o u t in e s .
Cl
Header F i le s :  
c o m p ile r ,  h  
d lb _ s im .h
data_io.h
events.h 
gs_table.h 
node.h 
project.h 
task.h
Compiler specific definitions. 
Definitions for main simulation driver 
module.
Definitions for data input/output 
routines.
Definitions of event specific data. 
Definitions for GST routines.
Definitions of node specific data. 
Definitions of project specific data. 
Definitions of task specific data.
The subdirectory "\dynamic\adg" contains the application descriptor 
files for the test data.
atmos.adg
cvis.adg
gelim.adg
Application descriptor file for the
module used in the Spatial Coherence
Method of atmospheric analysis. 
Application descriptor file for a
computer vision program.
Application descriptor file for a
Gaussian elimination program.
The subdirectory "\dynamic\ntp" contains a set of network topology 
files.
bus2.ntp
bus3.ntp
Network topology file for a 2 processor 
bus network.
Network topology file for a 3 processor 
bus network.
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bus4.ntp
bus5.ntp
bus6.ntp
bus7.ntp
bus8 .ntp
bring4.ntp
bring6.ntp
brings.ntp
h3cube.ntp
h4cube.ntp
Network topology file for a 4 processor 
bus network.
Network topology file for a 5 processor 
bus network.
Network topology file for a 6 processor 
bus network.
Network topology file for a 7 processor 
bus network.
Network topology file for a 8 processor 
bus network.
Network topology file for a 4 processor 
ring network..
Network topology file for a 6 processor 
ring network..
Network topology file for a 8 processor 
ring network..
Network topology file for a
3-dimensional hyper-cube.
Network topology file for a
4-dimensional hyper-cube.
The subdirectory "\dynamic\atmos" contains the test data generated by 
allocating the atmospheric analysis module to a bus topology of 2 to 
8 processors. The file "atmosbX.log" contains the simulation log file 
generated when the atmospheric analysis module was allocated to X 
processors. The file "atmosbx. rpt" contains the simulation report 
file generated when the atmospheric analysis module was allocated to 
X processors.
C3
The subdirectory " \dynamic\cvis" contains the test data generated by 
allocating the computer vision program to a bus topology of 2 to 8 
processors. The file " cvisbT.log" contains the simulation log file 
generated when the computer vision program was allocated to X 
processors. The file "cvisbX.rpt" contains the simulation report file 
generated when the computer vision program was allocated to X 
processors.
The subdirectory "\dynamic\gelim" contains the test data generated by 
allocating the Gaussian elimination program to a bus topology of 2 to 
8 processors. The file "gelimbX.log" contains the simulation log file 
generated when the Gaussian elimination program was allocated to X 
processors. The file "gelimbi. rpt" contains the simulation report 
file generated when the Gaussian elimination program was allocated to 
X processors.
C4
APPENDIX D: Simulated Annaallnq Source Coda
The source code for the Simulated Annealing program is 
contained on the enclosed PC-formatted disk in the subdirectory 
"\static\anneal". This directory contains:
sanneal.exe Executable Simulated Annealing program,
sanneal.c Source code for Simulated Annealing
program.
task.h Definition file for Simulated Annealing
program.
This directory also contains a subdirectory "XstaticVannealXatmos" 
which contains the data generated when applied to the module used in 
the Spatial Coherence Method of atmospheric analysis. The file 
"atmos.dat" is the input file and the files "atmosbX.dat" are the 
results when "atmos.dat" was allocated to a bus topology of X 
processors.
This directory also contains a subdirectory "\static\anneal\cvis" 
which contains the data generated when applied to the computer vision 
program. The file "cvin.dat" is the input file and the files 
"cvisbX.dat" are the results when "cvin.dat" was allocated to a bus 
topology of X processors.
This directory also contains a subdirectory "\static\anneal\gelim" 
which contains the data generated when applied to the Gaussian
D1
elimination program. The file "gelim.dat" is the input file and the 
files 1 gelimbi.dat" are the results when "gelim.dat" was allocated to 
a bus topology of X processors.
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APPENDIX E; Tahn Search Source Coda
The source code for the Tabu Search program is contained on the 
enclosed PC-formatted disk in the subdirectory "\static\tabu". This 
directory contains:
tabu.exe Executable Tabu Search program,
tabu.c Source code for Tabu Search program,
task.h Definition file for Tabu Search
program.
This directory also contains a subdirectory "\static\tabu\atmos" 
which contains the data generated when applied to the module used in 
the Spatial Coherence Method of atmospheric analysis. The file 
"atmos.dat" is the input file and the files natmoshX.datN are the 
results when "atmos.dat" was allocated to a bus topology of X 
processors.
This directory also contains a subdirectory "\static\tabu\cvis" which 
contains the data generated when applied to the computer vision 
program. The file "cvin.dat" is the input file and the files 
"cvisbX.dat" are the results when "cvin.dat" was allocated to a bus 
topology of X processors.
This directory also contains a subdirectory n\static\tabu\gelim" 
which contains the data generated when applied to the Gaussian 
elimination program. The file "gelim.dat" is the input file and the
El
files "gelimbJ.dat" are the results when "gelim.dat" was allocated to 
a bus topology of X processors.
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