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INTRODUCTION GENERALE 
Les phénomènes de combustion interviennent dans de nombreux secteurs industriels; à titre 
d'exemples, on peut citer les domaines touchant à la production d'énergie (fours et foyers 
industriels) ou à la propulsion d'engins (moteurs à combustion interne des voitures où mo-
teurs de fusées). Dans ce type d'écoulement, la physique est souvent extrêmement complexe 
(présence de gouttes, effets de turbulence, réactions chimiques multiples...) et à caractère 
multl-échelle spatiale et temporelle. La modélisation et la simulation numérique de l'ensemble 
de ces phénomènes font l'objet actuellement de nombreuses recherches fondamentales et ap-
pliquées. 
Les écoulements fluides se classifient en fonction d'un nombre sans dimension qui est le 
nombre de Mach. Ce nombre noté M est le rapport de la vitesse du fluide sur la vitesse du 
son. On distingue alors principalement quatre régimes: 
Si M < 1 , l'écoulement est fortement subsonique. En général, les variations de pression 
sont négligeables. 
Si M > 1, l'écoulement est hypersonique. C'est le cas typique des écoulements autour 
des corps rentrant dans l'atmosphère. 
Si 0.5 < M < 1, l'écoulement est subsonique, mais les variations de pression ne sont en 
général plus négligeables. 
Si M > 1, l'écoulement est supersonique. 
Les écoulements considérés dans cette thèse appartiennent à ces deux dernières catégories. 
Nous parlerons alors, de façon abusive, d'écoulements transsoniques. 
Les écoulements que nous nous proposons d'étudier sont en fait très simplifiés par rapport 
aux écoulements réels et ne comportent que les éléments de base, à savoir la convection, la 
diffusion et la réaction chimique. Même pour un modèle simplifié, les effets compressibles 
qui apparaissent dans les écoulements transsoniques avec ou sans réaction chimique sont très 
importants, us nécessitent la mise au point de schémas numériques efficaces et performants 
ainsi que des maillages suffisamment fins si l'on souhaite capturer les détails essentiels (cap-
ture des chocs, des discontinuités de contact ou des zones de réaction pour ne citer que les 
principaux). Une autre difficulté provient de la disparité des échelles temporelles. Contraire-
ment aux écoulements fortement subsoniques, pour lesquels les phénomènes acoustiques sont 
les plus contraignants, ce sont en général la chimie et les termes diffusifs qui s'avèrent être 
les plus restrictifs pour les écoulements transsoniques. 
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Pour résoudre numériquement les équations d'Euler réactive ainsi définies, nous utilisons 
une formulation mixte Eléments finis-Volumes finis sur des maillages non structurés (à base 
de triangles pour le cas bidimensionnel) utilisant des fonctions de flux numériques décentrés. 
Ces flux décentrés ne nécessitent aucun ajustement de paramètre comme c'est le cas pour les 
schémas centrés. L'utilisation de maillages non structurés présente le double avantage d'une 
part, de prendre en compte de façon naturelle les geometries complexes que l'on rencontre 
dans les écoulements industriels et d'autre part, de permettre des raffinements locaux du 
maillage lorsque cela est nécessaire. Pour atteindre l'ordre deux, nous combinons la méthode 
précédente avec une approche MUSCL (Monotonie Upstream Scheme for Conservation Laws) 
introduite par van-Leer [68]. Cette méthode numérique a été initialement développée pour les 
écoulements externes par la NASA au début des années 80. Les études réalisées à l'INRIA, 
pour des écoulements externes hypersoniques ([22],[30],...) et pour des écoulements internes 
subsoniques ([7],[23],[27],[31],...) ont montré les performances de cette méthode. 
Les travaux que nous présentons constituent la première étape d'un programme d'étude 
visant à étudier le comportement de ces méthodes numériques pour les problèmes de com-
bustion en régime transsonique. Il est en effet nécessaire d'un point de vue numérique de 
bien maîtriser ces écoulements avant d'y inclure des modèles physiques plus sophistiqués. 
Le plan de la thèse qui comprend sept chapitres est le suivant: 
Dans le premier chapitre, on présente en détail les équations de base pour l'étude des 
écoulements réactifs multi-espèces. Ces équations peuvent se scinder en trois parties; dans 
une première partie on retrouve les équations d'Euler multi-espèces écrites pour un mélange 
de gaz parfaits, tandis que les deux autres parties comprennent respectivement les effets 
diffusifs et les effets dus à la combustion. 
Dans la plupart des cas, l'étude d'un phénomène de combustion se ramène à l'étude de la 
propagation d'un front de combustion. On distingue alors deux grandes classes d'écoulements 
réactifs suivant la valeur de la vitesse du front par rapport à la vitesse du son dans les gaz 
frais: les déflagrations et les détonations. Pour chacun de ces deux phénomènes, on présente 
des modèles simplifiés qui permettront entre autres de déterminer les différentes échelles 
caractéristiques utiles pour le traitement numérique. 
Étant donné que notre objectif principal est l'étude du processus instationnaire de com-
bustion, on se limite pour la partie hyperbolique à des méthodes numériques explicites en 
temps. Au chapitre 2, nous présentons une comparaison détaillée de trois classes de schémas 
numériques explicites adaptés au calcul d'écoulements de mélanges de gaz. Les principales 
différences entre les schémas résident dans le couplage discret entre les équations d'Euler 
écrites pour le mélange et les relations de conservation additionnelles décrivant la convection 
des espèces gazeuses. Les meilleurs résultats sont obtenus pour une classe de schémas qui 
préservent le principe du maximum pour les fractions massiques de chaque espèce. On met 
aussi en évidence que la meilleure stratégie pour étendre les schémas au second ordre avec 
la technique MUSCL est d'effectuer la limitation sur les variables physiques. 
L'étude des phénomènes de détonation a connu un essor très important ces dernières 
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années. Et si d'importants progrès ont été réalisés aussi bien au niveau de la modélisation 
que de l'expérimentation, il semble maintenant que la majeure partie des difficultés provient 
d'une certaine inadaptation des méthodes numériques existantes pour le calcul de ce type 
d'écoulement. Le travail présenté dans le chapitre 3 est la première partie d'une étude ayant 
pour but d'évaluer les besoins en termes de schémas et de méthodes numériques pour le 
calcul des fronts de détonation stables ou instables en une dimension d'espace. On compare 
différents schémas numériques explicites et semi-implicites. On apporte aussi une justification 
sur l'existence des solutions non physiques qui apparaissent dans ces écoulements lorsque le 
pas spatial devient important devant la largeur de la zone de réaction. 
Au chapitre 4 on présente en détail la méthode numérique bidimensionnelle qui est ensuite 
utilisée pour résoudre un certain nombre d'écoulements réactifs. Pour l'étude de ces écoule-
ments muiti-fluides à caractéristiques physiques différentes, le traitement des conditions aux 
limites est un problème très délicat. Il peut conduire dans certains cas à des solutions non 
physiques. On étudie en détail ce point et on propose des traitements qui se sont avérés 
relativement performants pour les écoulements considérés. Les différents solveurs que nous 
utilisons sont construits sur des maillages triangulaires non structurés, ce qui permet le cas 
échéant d'effectuer des calculs sur des geometries complexes ou bien d'avoir recours à une 
adaptation statique ou dynamique du maillage pour capter correctement les chocs ou les 
zones de réaction. Dans le cadre de ce travail, une procédure d'adaptation dynamique a été 
implémentée dans le code numérique, on présente quelques résultats illustrant les avantages 
de cette méthode. 
Au chapitre 5, en utilisant le même modèle numérique que précédemment, on traite 
un problème bidimensionnel de flamme de diffusion dans une tête de chambre de moteur 
de fusée. Pour ce calcul on a dû traiter le problème des conditions aux limites entrantes 
qui, contrairement aux autres cas tests rencontrés sont subsoniques. Le choix adopté pour 
ces conditions aux limites conduit à des instabilités. Ces instabilités associées au caractère 
subsonique de la solution conduisent à des temps de calcul importants. On propose alors 
différentes solutions pour s'affranchir de cette difficulté. On met aussi en évidence dans ce 
chapitre les limites du modèle physique adopté et on compare l'influence d'un raffinement 
de maillage sur les valeurs les plus représentatives de l'écoulement. 
Dans le chapitre 6, on présente une méthode de résolution des équations d'Euler monodi-
mensionnelîes, avec ou sans terme source, par un schéma totalement implicite, où une re-
laxation non linéaire par point est utilisée. Un des intérêts direct de ce schéma, mis à part 
le fait qu'il soit consistant en temps, est l'absence de matrice implicite à stocker. Dans une 
première partie on montre que cette classe de schéma possède de bonnes propriétés: stabilité 
inconditionnelle et, pour le cas linéaire, de préservation de la variation totale. Sous certaines 
hypothèses on montre que ce schéma converge vers la solution faible. Ensuite, on étudie la 
convergence de la phase de relaxation par analyse matricielle ou par analyse de Fourier; 
on montre que dans certains cas et par l'utilisation d'un processus de sur-relaxation, il est 
possible d'accroître cette convergence. Sur un cas test de flamme stationnaire, on obtient par 
ce schéma des gains en temps de calcul, par rapport à l'explicite, voisins de 5. 
4 INTRODUCTION 
Enfin dans le dernier chapitre, on a étudié différents schémas numériques explicites 
et implicites pour résoudre un problème monodimensionnel de combustion instationnaire. 
L'originalité de ce travail réside dans la décomposition des différents opérateurs constituant 
le système et l'utilisation pour chacun du schéma numérique le mieux adapté. On a ainsi pu, 
tout en conservant une solution instationnaire de bonne qualité, et en utilisant une procédure 
de sur-relaxation obtenir des gains en temps de calcul supérieurs à 10. 
Chapitre Premier 
LES EQUATIONS DE LA 
COMBUSTION 
I.l INTRODUCTION 
Dans cette première partie, on présente tout d'abord les équations de base de la combustion. 
Afin de simplifier le traitement numérique et mathématique des équations, on fait un certain 
nombre d'hypothèses qui bien que paraissant parfois grossières, seront jugées "physiquement 
raisonnables" pour les phénomènes que nous nous proposons d'étudier. On trouvera dans [72] 
ou [40], l'écriture de ces équations pour un écoulement très général comportant différentes 
espèces dont les caractéristiques physiques sont a priori différentes. Après avoir rappelé ces 
équations de base, on présente le modèle bidimensionnel qui est utilisé dans le code numérique 
(voir chapitres 4 et 5). 
Dans la plupart des cas, l'étude d'un phénomène de combustion se ramène à l'étude de la 
propagation d'un front de combustion. On distingue alors deux grandes classes d'écoulements 
réactifs suivant la valeur de la vitesse de propagation du front D par rapport à la vitesse du 
son dans les gaz frais C0 dans lesquels s'effectue cette propagation. Si D > C0, le front de 
flamme est supersonique (D ~ km/'s), on parle alors de détonation. Si par contre D < Co, le 
front de flamme est subsonique (D ~ m/s), on est en présence d'une déflagration ou flamme. 
L'étude physique et numérique de ces phénomènes distincts (bien que régis par le même sys-
tème d'équations) ne fait pas intervenir les mêmes phénomènes physiques. En effet, alors que 
pour les processus de déflagration les effets diffusifs sont essentiels, les processus de détona-
tion sont si rapides et si violents que ces mêmes phénomènes deviennent négligeables ([28], 
[72]). C'est cette propriété de conversion très rapide de l'énergie qui caractérise les explosifs. 
L'étude directe sur le système d'équation général est très coûteuse et pas toujours justifiée 
pour la mise au point de méthodes numériques. Aussi, il n'est pas surprenant de trouver 
dans la littérature des modèles simplifiés ne prenant en compte que les effets essentiels appa-
raissant pour chacun de ces phénomènes. On citera par exemple pour une flamme le modèle 
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thermodiffusif isobare ([72], [39]) et pour une détonation le modèle de Zeldovich-Neumann-
Doering (ZND) [28] ou celui de Majda [49]. De plus ces différents modèles permettent d'avoir 
des estimations sur des quantités essentielles pour le traitement numérique (par exemple la 
largeur de la zone de combustion). 
On se propose de mettre en évidence à partir de la théorie de Chapman-Jouguet [28] les pro-
priétés principales des déflagrations et des détonations. Ensuite, on présente deux modèles 
de combustion qui nous serviront pour le traitement numérique (détermination entre autre 
des échelles spatiales et temporelles). Le premier, propre à la déflagration, est le modèle de 
flamme isobare tandis que le second portant sur la détonation, est le modèle / D. 
1.2 EQUATIONS DE BASE DE LA C O M B I STION 
Pour établir ces équations, on se place dans le cadre théorique de la mécanique des milieux 
continus. On considère l'écoulement d'un fluide homogène composé de N espèces gazeuses 
pouvant donner lieu à une réaction exothermique du type combustion: 
^ / i f c A f c — • J I ^ A * , (1) 
k h 
où Ak représente l'espèce k; k £ [l,iV]. ßk et vk sont les coefficients stœchiométriques de la 
réaction (1). On note pk la masse volumique de l'espèce k, Yk = — la fraction massique de 
P 
l'espèce k et m* la masse molaire de l'espèce k. 
1.2.1 Conservation de la masse 
Pour chaque espèce k, on a: 
p* + div(pkVk) = pk, (2) 
où Vk représente la vitesse moyenne de l'espèce k et p\ le taux de variation de la masse 
volumique de l'espèce k due à la réaction chimique. 
On somme la relation (2) sur toutes les espèces pour k = 1, N; on obtient alors: 
Yl Pt + div(Y< PWk) = Y, />*• 
k k k 
mais ^2 Pk — 0 puisque globalement il n'y ni production ni consommation de matière. De 
k 
plus, si l'on note v la vitesse du mélange, on a: 
vk = v+ Vk, 
ou Vk représente la vitesse de diffusion de l'espèce k. 
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Mais par définition v = ¿2^kVk et pk = pYk, alors: 
Jb 
pt + div(pv) = 0 
On retrouve pour le mélange la forme classique de la conservation de la masse pour les 
écoulements fluides mono-espèce. 
1.2.2 Conservation de la quanti té de mouvement 
De la même façon, on écrit la conservation de la quantité de mouvement pour une espèce et 
on somme sur toutes les espèces. 
(pkvï)t + div(pkv«vk) = akX)û + pkFtk + / ? , 
i représente la coordonnée d'espace. 
Pk est la variation de la quantité de mouvement de l'espèce k due aux interactions avec les 
autres espèces. 
Fk est la somme des efforts extérieurs s'exerçant sur l'espèce k et <7tj représente le tenseur 
des contraintes. 
La réaction chimique ainsi que les collisions entre molécules d'espèces différentes ne créent 
pas de quantité de mouvement, en conséquence ¿L^i ~ ®-
k 
En sommant sur toutes les espèces k = 1, N on obtient alors 
(pvi)t + div(pviv) - <7ij:J + pF{. 
Dans cette écriture, on a posé <7,j = Ylaij ~ pYkvïv1-; le terme pYkvfv^ représente un terme 
k 
visqueux de diffusion. 
On retrouve là aussi une équation similaire à celle obtenue pour un seul gaz. 
1.2.3 Equation de conservation de l'énergie 
Pour chaque espèce on a: 
(PiÊfc + -pkVk)t + div[vk(pkek + -pkV2k)\ = pkF%kvf + (<TijVi)j + Qk~ divqk, 
avec ek l'énergie interne de l'espèce k par unité de masse, qk le flux surfacique d'énergie et 
Qk la variation d'énergie de l'espèce k due aux interactions entre les espèces. 
On somme sur les espèces, k = 1, N: 
1 1 
(pe + -pv2)t + div[v(pe + -pv2)} = (<TÍJVÍ)¿ + pFtVi - qjtj 
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avec pe = J2(pYkek + \pYkVfVf) et q, = £fo* - ^ V ? + pYk€kVf + V * K * ^ j . 
i ¿ fe l 
pe représente l'énergie interne par unité de volume. C'est la somme des énergies internes 
volumiques des espèces et des énergies cinétiques de diffusion et c'est le flux total surfacique 
d'énergie. 
On a donc ainsi une équation de masse, N équations pour les espèces Yk, trois pour la 
quantité de mouvement et une d'énergie. Soit au total N+5 équations. 
On choisit comme variables indépendantes: p, Yk, v et T la température, soit N+5 variables. 
Pour effectuer la fermeture du modèle, il reste donc à exprimer les quantités inconnues en 
fonction de ces variables. 
1.2.4 Fermeture du modèle 
Termes de réaction 
Comme décrit au début de ce paragraphe, la réaction qui a lieu est du type: 
k k 
Si on note nk le nombre de molécules de l'espèce k par unité de volume, on a: 
dnk dnk Pk = mk—7- avec —— = wfc. dt dt 
uk 
<jjk est le taux de réaction relatif à l'espèce k. La quantité constante = w est le 
taux global de la réaction. 
Dans le cas où une seule réaction chimique a lieu, on a (avec une loi de type Arrhenius): 
Pk = mk{vk ~ ßk)u , u> = U(—)ßkB(T)exp(—£). 
avec B(T) fonction algébrique de la température, en est l'énergie d'activation de la réaction 
et R la constante des gaz parfaits. 
Contraintes et forces 
Les forces extérieures F sont supposées connues. De plus, chaque fluide pris séparément est 
newtonien avec même viscosité cinématique v, ce qui entraine que la viscosité dynamique 
v / ß , ß ßk ßk , ßk = ßYk (car i/ = - et - = — = —rr). 
p p pk pik 
Enfin, on néglige les termes quadratiques en Vk, on obtient alors pour a if 
2 
va = ~(P + o A* div{v))8ij + fi(vi7J + vjti), 
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p, la pression totale du fluide, est donnée par la loi de Dalton, p = y^ pk • 
k 
Termes de diffusion 
qk, le flux de diffusion de l'espèce k, est donné par la loi de Fourier: 
qk = -XkVT. 
En négligeant les termes non linéaires en Vk et en supposant les coefficients de diffusion 
thermique \k identiques pour chaque espèce, il s'en suit: 
q=-XVT + ,£i(pYkVkhk), 
k 
où A = 2_] Afc est la conductivité thermique du mélange et hk = ek H l'enthalpie totale de 
k P* 
l'espèce k. 
Le terme de diffusion des espèces YkVk est quant à lui donné par la loi de Fick avec comme 
hypothèse que le coefficient de diffusion moléculaire D est identique pour chaque espèce. On 
obtient alors: 
YkVk = -DVYk. 
Lois d 'é ta t 
Il reste à exprimer les pressions partielles et totale ainsi que les énergies en fonction des 
variables indépendantes choisies. 
On suppose que chaque fluide suit une loi d'état de gaz parfait. On a donc: 
Pk = RT , p = pRTY\—, 
mk Y mk 
R est la constante universelle des gaz parfaits. 
D'autre part, l'énergie interne e peut s'exprimer en fonction des enthalpies hk, en effet : 
e - h - £ et hk = h°k + fT CkdT, 
P JTo y 
donc: 
= ZYkh°k + YkrcidT-2. 
k JTo * p 
h°k est l'enthalpie massique de formation à la température TQ de l'espèce k, C* la chaleur 
massique à pression constante. 
Nous pouvons maintenant aborder la phase finale de cette partie: assembler les différentes 
parties pour aboutir, moyennant quelques hypothèses, au système d'équation implémenté 
dans le code numérique. 
e = 
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1.2.5 Equation d'un mélange gazeux réactif 
On suppose que les forces extérieures Fk sont nulles. On néglige d'autre part, parfois de façon 
abusive, le tenseur des contraintes visqueuses. Enfin, on suppose que les chaleurs massiques 
à pression constante C* ne dépendent pas de la température. 
Conservation des espèces 
On a Pf + div[pk(v + Vk)] = p\,, cette équation conduit à: 
(pYk)t + (pvYk)i = (pD Yu)i + m*(i/fc - nk)u. 
Conservation de la masse 
Cette équation reste inchangée. 
Pt + (pv)i = 0. 
Conservation de la quanti té de mouvement 
En reportant dans l'équation correspondante l'expression du tenseur des contraintes cr, . il 
vient: 
(pvi)t + (pviv)i = -p.t. 
Conservation de l'énergie 
L'équation d'énergie peut se mettre sous la forme: 
(pe)t + (pvie)i = (TijVjj - qiti 
On pose Qu — ^ h%pk avec h° = h\ — C^TQ. Q représente la chaleur dégagée (exprimée en 
k 
Joule/mole) par la réaction chimique à la température To, c'est la différence entre Penthalpie 
des réactants et l'enthaipie des produits de réaction à la température de référence TQ. En 
notant e l'énergie totale par unité de volume diminuée de l'énergie de formation des espèces: 
e=pZYkCtT-p+±pvl 
k 
L'équation d'énergie devient: 
et + [v¡(e + p)]i = (AT,), + Qu; + ^{pDC^TY^. 
k 
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Modele bidimensionnel à une réaction chimique 
On note u et v les composantes du vecteur vitesse v; moyennant les différentes hypothèses 
énoncées plus haut, le modèle s'écrit: 
Pt + {PU)X + {pv)y = 0, 
(pu)t + (pu2 + p)x + (puv)y = 0, 
(pv)t 4- (puv)x + (pv2 +p)y - 0, 
k=N 
Y. 
k-\ 
(3) 
et 4- [u(e + p)]x + [v(e + p))y = V(XVT) + QLO + £ V(pDC¡TVYk), 
[ V* = 1, JV - 1, (pYk)t + (pYku)x + (pYkv)y = V(pDVYk) + mk(uk - ßk)uj. 
Notons R = 8.314J¡°K¡mole la constante des gaz parfaits. On définit alors les carac-
téristiques physiques du mélange de gaz parfaits: 
k=N ^k=N y ck 
C - Y" KC* et f - ^k=1 lkïkU" 
it=i 2-^=1 -r*L'v 
pt la pression partielle s'exprime en fonction de "jk et de Ck. 
pYkRT 
Pk = Yk(lk-\)CkPT = 
mk 
Alors les équations de fermeture du système (3) s'écrivent: 
f p = (7-i)/>c„r, 
(4) 
1 e = pC v r + |p(u2 + v2). 
A ce système d'équations, on associe des conditions initiales et des conditions aux limites. 
D'un point de vue pratique, la résolution numérique d'un tel système se fait sur des équations 
adimensionnées afin de mettre en évidence les différentes échelles de grandeur. On présentera 
lorsque cela sera nécessaire l'adimensionnement et le système qui en découle (voir notamment 
pour les cas bidimensionnels les chapitres 4 et 5). 
1.3 DEFLAGRATION ET DETONATION 
Introduction 
Les phénomènes de déflagration et de détonation ont été mis en évidence, à partir d'expérien-
ces portant sur la propagation d'un front de combustion d'un mélange gazeux dans un tube, 
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par plusieurs physiciens français: Berthelot (1881), Vielle (1882), Maillard et Le Chatelier 
(1881). Ils ont observé qu'en fonction des circonstances de l'expérience, des phénomènes 
très différents et reproductibles peuvent se produire. En effet, la plupart du temps le front 
de combustion se déplace dans le tube à une vitesse relativement faible (quelques m/s). 
Mais dans certains cas le front peut se déplacer à des vitesses de l'ordre du km/s. La 
première explication permettant de justifier l'existence de ces deux phénomènes a été donnée 
indépendamment par Chapman (1899) et par Jouguet (1905, 1917). Leur théorie repose sur 
les hypothèses suivantes: 
1. L'écoulement est monodimensionnel. 
2. La réaction chimique est instantanée (i.e les gaz frais et les gaz brûlés sont séparés par 
une interface d'épaisseur nulle à travers laquelle on peut utiliser les lois de conservation). Le 
fluide derrière la discontinuité (i.e dans les gaz brûlés) est en équilibre thermochimique. 
3. Le saut au niveau du front de combustion est stationnaire. Par contre derrière le front, 
l'état des gaz brûlés peut éventuellement dépendre du temps. 
Ces hypothèses, bien que très simplistes permettent cependant de mettre en évidence, 
comme nous allons le voir, les deux phénomènes observés expérimentalement. De plus, ce 
modèle permet de dégager certaines caractéristiques propres à chacun d'eux. D'un point 
de vue quantitatif, cette théorie est relativement satisfaisante pour les fronts de déflagra-
tion: elle prédit bien la forme des variables caractéristiques de l'écoulement. Par contre elle 
s'avère très approximative pour les détonations, c'est-à-dire pour les fronts qui se déplacent à 
grande vitesse. Alors que cette théorie prédit ri variables hydrodynamiques (vitesse, pres-
sion, ,..) monotones, l'expérience montre au ire que ces mêmes variables présentent 
derrière le choc un pic qui peut être très impo jusqu'à 10 fois plus grand que la valeur 
prédite). L'explication et la théorie permettai, .cpliquer cette structure ont été données 
indépendamment par Zeldovich (1940) en URSS, von Neumann (1942) aux Eta ts Unis et par 
Doering (1943) en Allemagne (modèle de détonation référencé ZND). L'idée, relativement 
simple, consiste à remarquer que la vitesse de propagation du choc est trop importante pour 
que la réaction chimique puisse avoir heu instantanément sur une épaisseur nulle. C'est-
à-dire que l'on considère une détonation comme un choc purement hydrodynamique suivi 
d'une zone de réaction dans laquelle toute l'énergie chimique est libérée. Les hypothèses de 
cette théorie sont alors les suivantes: 
1. L'écoulement est monodimensionnel. 
2. Le choc est une discontinuité purement hydrodynamique d'épaisseur nulle (car tous 
les phénomènes visqueux et diffusifs sont négligés). 
3. Le taux de réaction chimique est nul au niveau du choc et est fini derrière celui-ci, la 
réaction est irréversible. 
4. Toutes les variables hydrodynamiques autres que la composition chimique sont en 
équilibre thermodynamique local. 
En fait, des effets 3-D très complexes se produisent dans l'onde de choc, mais la théorie 
de l'onde de choc plane comporte tous les éléments essentiels et permet d'obtenir une bonne 
précision des vitesses, températures et pressions correspondant à l'onde de détonation. 
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1.3.1 Théorie de Chaprnan-Jouguet 
On considère un choc réactif d'épaisseur nulle se déplaçant à la vitesse D > 0 dans un milieu 
réactant supposé au repos. Notons par l'indice
 0 la valeur des variables à droite du choc (i.e 
dans les gaz frais), et sans indice les variables justes à gauche de ce choc (i.e dans les gaz 
brûlés). Le choc étant stationnaire, les lois de conservation de la masse et de la quantité de 
mouvement s'écrivent: 
PoD = p(D - u). (5) 
p + p(D - uf = po + PoD2. (6) 
où p représente la masse volumique, u la vitesse et p la pression du fluide. 
Par élimination de la vitesse u dans ces deux équations, on définit une droite dans le plan 
(p — v),(v est dans ce paragraphe le volume spécifique v = -) appellee droite de Rayleigh: 
n = plD2 - ^ ^ = o. (7) 
v0 - v 
Cette droite passe par le point (p0, v0) et sa pente vaut —p^D2. L'équation (7) montre aussi 
que la pression et le volume massique varient en sens contraire à la traversée du choc. Ceci 
nous permet déjà de distinguer deux types de choc: ceux à travers lesquels la pression et la 
densité croissent (ce sont les détonations) et ceux à travers lesquels la pression et la densité 
décroissent (ce sont les déflagrations). Si on analyse l'équation (5) on constate alors que 
dans une détonation la vitesse du fluide est diminuée alors que dans une déflagration elle est 
augmentée. 
Remarque : 
En mécanique des fluides classique (i.e sans réaction chimique) les déflagrations, c'est-à-
dire les chocs correspondant à une diminution de pression ne peuvent pas exister, ils violent 
le second principe de la thermodynamique (croissance de l'entropie). 
Pour finir et déterminer entièrement l'état du fluide derrière le choc, il reste à utiliser la 
loi de conservation de l'énergie. Notons Y la fraction massique du réactant (Y = 1 dans les 
gaz frais et Y — 0 dans les gaz brûlés) et e(p,v,Y) l'énergie interne spécifique. Cette loi de 
conservation donne alors: 
e(p,v)+pv + -(D-u)2 = e{p7v)+p0Vo + -D2. (8) 
Si maintenant on élimine u et D de cette équation par utilisation de (5-6), on obtient la 
courbe de Hugoniot dans le plan (p — u): 
H = e{p,v,Y = 0) - e(pyv,Y = 1) - ^(p + Po)(vo -v) = 0. (9) 
En conclusion si l'équation d'état e est connue, les deux équations (7-9) déterminent alors 
l'état final (p,v) (pour une vitesse de choc donnée) comme l'intersection de la droite de 
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Courbe d'Hugoniot 
— \/a 
Figure 1.1 : Détermination de l'état du fluide derrière le choc 
Rayleigh avec la courbe d'Hugoniot. On suppose que la réaction chimique est exothermique 
c'est à dire que e(p,v) < e(p0, vQ) (voir figure 1.1 ci-dessus). 
La courbe de Hugoniot peut être divisée en quatre parties. Considérons les deux demi-
droites de Rayleigh issues du point (p, v) et tangentes à la courbe de Hugoniot. On définit 
alors deux points: le point B ou point de détonation de Chapman-Jouguet et le point E 
ou point de déflagration de Chapman-Jouguet (voir figure 1.2). On définit également la 
classification suivante de ces chocs réactifs: 
Si le point (p, v) est situé: 
-Sur AB: on a une détonation forte (l'écoulement par rapport au front est supersonique 
devant le front et subsonique derrière). 
-Sur BC: on a une détonation faible (l'écoulement par rapport au front est supersonique 
devant le front et supersonique derrière). 
En B on a une détonation de Chapman-Jouguet. 
D'après (7), on constate que la zone CD est interdite. 
-Sur DE: on a une déflagration faible (l'écoulement par rapport au front est subsonique 
devant le front et subsonique derrière). 
-Sur EF: on a une déflagration forte (l'écoulement par rapport au front est subsonique devant 
le front et supersonique derrière). 
La caractérisation de ces états en terme de vitesse subsonique ou supersonique en amont 
et en aval du choc constitue la "règle de Jouguet". 
Avec ce modèle de Chapman-Jouguet, les quatres phénomènes précédemment décrit peu-
vent exister. Cependant sous des hypothèses moins restrictives et plus réalistes (par exemple 
réaction non instantanée), on peut montrer [28] que les déflagrations fortes n'existent pas. 
En fait, la plupart des déflagrations sont quasiment isobares, c'est à dire près du point D. 
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Solution typique de détonation forte 
- Courbe d'Hugoniot 
Point C-J haut 
Solution typique de détonation faible 
Solution typique de déflagration faible 
I) 
!\ 
Point C-J bas 
Solution typique de déflagration 
forte 
l/p 
Figure 1.2 : Diagramme montrant les différents états possibles sur la courbe de Hugoniot. 
Par contre les deux types de détonation peuvent exister, mais les détonations faibles sont 
très rares et ne peuvent s'obtenir que dans des circonstances très particulières. A ce sujet 
mentionnons les travaux de Wagner [71] qui montre que des détonations faibles peuvent être 
solutions des équations de Navier-Stokes sous certaines conditions (paramètre de diffusion 
très important), ce résultat confirme les phénomènes observés dans les calculs numériques et 
dans le modèle de Colelia, Majda et Roytburd [10]. On peux aussi montrer que sans inter-
vention extérieure les détonations fortes sont très rares et convergent vers la détonation de 
Chapman-Jouguet. Notons par DQJ la vitesse du front de détonation au point de Chapman-
Jouguet (pour D < DCJ il n'existe pas de solution). Pour obtenir des détonations fortes, il 
suffit à l'aide d'un piston par exemple de forcer les gaz brûlés dans le sens de propagation 
du front de combustion; on introduit alors un paramètre de pilotage (overdrive dans la lit-
térature américaine) / = (D/DCJ)2, ou la vitesse D dépend directement de la vitesse que 
l'on impose au fluide par l'intermédiaire du piston. 
1.3.2 Un modèle de déflagration: le modèle isobare monodimen-
sionnel 
On présente maintenant le modèle utilisé pour les déflagrations. Pour cela, on va se servir 
du système d'équations (3) réécrit pour deux espèces (F, l — Y) de mêmes caractéristiques 
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physiques. Bien que ce système résulte de nombreuses hypothèses simplificatrices, il demeure 
encore trop complexe pour une étude mathématique. On va donc faire des hypothèses sup-
plémentaires qui finalement permettront d'aboutir au modèle isobare monodimensionnel. 
Comme on l'a vu, une déflagration se caractérise par le fait que l'écoulement par rapport 
au front de combustion est subsonique devant et derrière le front. On s'intéresse plus particu-
lièrement à une classe d'écoulements fortement subsoniques (en d'autres termes dans le cadre 
du modèle de Chapman-Jouguet, l'état du fluide derrière le front de combustion se situe dans 
la courbe de Hugoniot près du point D). 
La première approximation, relativement classique dans ce cas, consiste à remarquer que 
lorsque l'écoulement se fait à vitesse faible (le nombre de Mach est petit Ma <C 1) la pression 
s'écrit: 
p(x,t) = P(t) -f p(x,i) avec -^ = 0(Ma2) 
Une étude d'ordres de grandeurs permet d'établir que le terme Vp est négligeable dans 
l'équation d'énergie (réécrite sous forme de température), mais pas dans l'équation de quan-
tité de mouvement. Ceci permet d'aboutir au modèle isobare monodimensionnel. 
{ pu = c = Csie, 
A OUJ 
*—Lx — — J-xx r ~ 5 
O p Up 
T,- A Yxx 
cYT = ——-—- rnui. LjCUrj 
Avec: 
BpY .-e 
U =
 IT***-RT '} 
U =
 7DCV 
Analyse asymptot ique 
Pour étudier la structure de la flamme, on effectue des développements asymptotiques • 
labiés pour les grandes énergies d'activation [7,18,39]. 
On suppose que les gaz frais sont en x — — 00 (à gauche), avec T = Tu et y = yu. En 
x = +<jx> (à droite), on a les gaz brûlés définis par T — T¡¡ et y — y& = 0. (On suppose que 
tous les gaz frais sont brûlés par la réaction chimique). On arrive alors aux résultats suivants 
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[7,39]: 
Tb - Tu +
 m C yu 
Vf = 
RT? 2ß Le X T, 
en{Th - r u ) ^ Cp Tb pu 
a / '-n \ 
¿RTb 
f
 VfCpPJ 
où Vf représente la vitesse d'avancement du front de flamme et L¡ représente l'épaisseur de 
la flamme. 
trp rp \ 
D'autre part, on note ß = b
 2 -, ß est le nombre de Zeldovich. Alors la largeur 
r 
de la zone de réaction L^ vérifie Lu ~ -^. On a alors la structure de flamme représentée 
ci-dessous figure 1.3. 
Cette étude met en évidence deux grandeurs caractéristiques de la flamme qui sont L¡ et Lw. 
f u frais Croat ( u brûlis 
Figure Í.3 : Structure de la flamme, profil de T, Y, u¡ 
Pour des paramètres physiques réels, L¡ est de l'ordre du dixième de millimètre et le rapport 
— est de l'ordre de dix. Si la longueur du tube est de dix centimètres, on constate une 
disproportion entre ces différentes grandeurs caractéristiques : rapport de 1000. Une solution 
pour s'affranchir de cette difficulté consiste à utiliser un maillage adapté (soit une adaptation 
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dynamique pour l'étude des phénomènes instationnaires soit une adaptation statique pour 
les phénomènes stationnaires). 
Notons avant de conclure cette partie que l'étude présentée est valable pour des phénomè-
nes fortement subsoniques. Or les flammes que l'on considérera (interaction réactive de jets) 
apparaissent dans des milieux où l'écoulement peut être supersonique. Il n'est pas prouvé 
que les résultats asymptotiques restent valables dans ce cadre, c'est l'objet actuellement de 
nombreux travaux. Quoi qu'il en soit, pour les problèmes que l'on a traités, ces résultats 
assymptotiques ont tout de même permis de se fixer des ordres de grandeur qui se sont 
trouvés assez bien vérifiés dans les expériences numériques réalisées. 
1.3.3 Un modèle de détonation: le modèle ZND 
Il n'est pas possible, comme c'était le cas pour le phénomène de déflagration, de tirer du 
système d'équation (3) un modèle simplifié permettant d'apprécier les caractéristiques d'une 
détonation. Nous conserverons donc pour l'étude des détonations le système complet (3). 
Par ailleurs, Le modèle de Chapman-Jouguet s'avère insuffisant et ce pour deux raisons: 
il ne prédit pas les pics précédemment évoqués et surtout il ne permet pas l'obtention d'une 
estimation de la largeur de flamme (puisque ce modèle confond dans une zone d'épaisseur 
nulle le choc et la zone de réaction chimique). Le modèle ZND dont nous avons précisé les 
hypothèses dans l'introduction ci-dessus, donne une réponse à ces deux problèmes. 
Dans ce modèle, le front de détonation est représenté par un choc d'épaisseur nulle suivi 
par une zone de réaction stationnaire. On appelle état final l'état du fluide juste derrière la 
zone de réaction. Les gaz brûlés derrière l'état final peuvent être (comme le montre la figure 
1.4) de deux types suivant la valeur de la vitesse up qu'un hypothétique piston imposerait 
au fluide. Le cas (b) (cas piloté) où le fluide derrière l'état final est stationnaire correspond 
au cas / > 1, dans ce cas la vitesse du piston up est égale à la vitesse de l'état final. Dans 
ce cas, c'est la vitesse up qui conditionne la vitesse D > DCJ du front de détonation. Le 
cas (a) ou cas non piloté (détente du fluide derrière l'état final suivi d'un état stationnaire) 
correspond à un cas ou la vitesse hypothétique du piston est inférieure à la vitesse de l'état 
final. Dans ce cas c'est le front de détonation, qui se déplace nécessairement à la vitesse DCJ, 
qui détermine la vitesse de l'état final; l'écoulement est alors entièrement déterminé par les 
deux conditions aux limites (état final et piston). 
En conclusion de ce qui précède, une détonation sera entièrement définie si on Fait déter-
miner l'état final. Aussi, pour rendre les calculs permettant la détermination de at final 
plus simples et plus généraux, on s'impose par la suite le coefficient de pilotage / plutôt que 
la vitesse up du fluide à l'infini. 
Compte tenu des hypothèses, les différentes équations mises en place pour la théorie de 
Chapman-Jouguet (conservation de la masse (5) et de la quantité de mouvement (6)) restent 
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Figure 1.4 : Structures des detonations stationnaires, cas non piloté (a) et cas piloté (b) 
valables. Simplement, on doit maintenant considérer que l'équation de Hugoniot dépend de 
la fraction massique Y. 
H = e(p, v, Y) - e{p, v, Y=l)--(p + p0)(v0 - v) = 0. (10) 
Donc pour chaque valeur de Y comprise entre 1 et 0, on peut comme on l'a fait pour la 
théorie de Chapman-Jouguet déterminer l'état du fluide comme étant l'intersection de la 
courbe de Hugoniot avec la droite de Rayieigh (qui reste la même puisque cette droite ne 
dépend que de l'état final et de l'état initial). La solution que l'on obtient est représentée dans 
le plan (p — v) figure 1.5. L'intersection de la courbe de Hugoniot correspondant à Y = 1 
avec la droite D\ donne le point N pour lequel la réaction ne s'est pas encore produite, 
ensuite le fluide passe de Y — 1 à Y ~ 0 en se déplaçant sur la droite D\ jusqu'au point 
S correspondant à l'état final. On constate que ce modèle prédit bien un pic des variables 
puisque par exemple ps > Ps-
Si on note u la vitesse d'une particule se déplaçant du point iV vers le point S, son 
équation de mouvement sera donnée par l'équation suivante: 
dx 
- = / ) , - . , ( H ) 
où x représente la distance séparant à l'instant t la particule du point N situé juste derrière 
le choc. Si on se donne en plus la la loi de la réaction chimique: 
— =u(p,Y,T), (12) 
alors on connaît explicitement Y{x), ou x(Y). En effet pour chaque point compris entre N 
et S l'utilisation des relations (5,6,10) et de la loi d'état du fluide (non précisée ici) permet 
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de transformer les équations (11,12): 
dY 
La résolution de ce système est alors immédiate. La largeur de la zone de réaction devient: 
LT = x(Y = 0). Malheureusement, pour les formes classiques du terme source, l'intégration 
directe permettant de déterminer Y(x) n'est pas possible. Aussi, on doit résoudre ce système 
de façon numérique. 
Y 
Y 
Y 
0 
1/2 
1 
'UP 
Figure 1.5 : Détonations stationnaires pour le modèle ZND 
Ce modèle ZND n'autorise en fait que des détonations fortes (S sur la figure 1.5) ou des 
détonations de Chapman-Jouguet (CJ), c'est à dire qu'il exclut toute détonation faible (W). 
Par exemple, on pourrait très bien imaginer une détonation sans choc amenant directement 
le fluide du point O au point W; en fait, dans notre contexte ces solutions sont non physiques 
puisque alors la réaction devrait avoir lieu dans l'état initial sans choc pour la déclencher. 
Pour mettre en évidence de telles solutions, il faut faire appel à des hypothèses physiques 
plus réalistes (effets de transport, plusieurs réactions,....) [28,72]. 
Détermination de l'état CJ 
La détermination de l'état CJ est obtenu en remarquant que la droite de Rayleigh est tangente 
à la courbe de Hugoniot. L'égalité des pentes donne alors (voir [28]): 
PCJ -
PoD CJ 
7 4 - 1 - 2^-' 
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L'utilisation des lois de conservation (5-6) permet d'obtenir le volume massique VCJ et la 
vitesse UCJ. 
Exemples de solutions obtenues par le modèle ZND 
On considère une réaction chimique simple du type A -—• B et on suppose que A et B sont 
deux gaz parfaits de mêmes caractéristiques physiques: 
pv = — T = rT, e = 7 — - ç(l - Y), 
m 1 7 - 1 ) 
on prend pour le terme source une loi simple de type Arrhenius: 
dY 
— =u> = -kYexp(-E/rT)1 
où k est une constante définie de façon à obtenir une demi largeur de réaction L\/2 égale à 
1 (la/2 est la distance sur laquelle la fraction massique passe de 1 à 1/2). 
Par exemple, pour q = 50rTo, 7 = 1.2, E = 50rT0 et / = 1.6 on obtient le résultat 
figure 1.6. Dans la pratique, la demi largeur de réaction peut varier dans des proportions très 
importante: par exemple pour les hydrocarbones, elle varie de 0.3 mm (acétylène) à 25 mm 
(méthane). 
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O.OOOE+OO 
Ö.OOOE+0O 
max= 0.100E+01 
max= 0.723E+01 
Temp. : min= Û.100E+01 max= 0.150E+02 
Omega : min= O.OOOE+00 max= 0.723E+01 
D 
H> 
Densité : min= O.lOOE+01 max= 0.947E+01 
Vitesse : min= O.OOOE+00 rnax= 0.770E+01 
M 
Pression : min= 0.100E+01 
Mach : min= O.OOOE+OO 
max= 0.674E+O2 
max= 0.264E+01 
Figure 1.6 : Solution ZND pour / = 1.6, L1/2 
M = 1.47, D = 8.6 
= 1, état final: p = 54.82, p = 1.2, u - 6.25, 
Chapitre II 
ETUDE DE PLUSIEURS 
SCHEMAS CONSERVATIFS 
DECENTRES POUR LES 
MELANGES DE GAZ PARFAITS 
II. 1 INTRODUCTION 
On s'intéresse à l'approximation numérique du système des équations d'Euler multi-espèces : 
Pt + (p«)r = 0 , 
(pu)t + {pu2 + p)x = 0 , 
' Et + [u(E + p)]x = 0, 
. (pY)t + {puY)x = 0 , 
qui décrit le comportement d'un écoulement unidimensionnel formé de deux espèces (pour les 
notations, voir plus loin). Ceci constitue une première étape vers des études plus complexes 
concernant les mélanges de gaz dans lesquels les phénomènes hyperboliques jouent un rôle 
prépondérant : les écoulements transsoniques réactifs (voir par exemple [15]), les écoulements 
hypersoniques ou la détonation (voir par exemple [2], [12], [22], [30], [51], [48]). 
Nous nous intéressons plus particulièrement aux définitions et comparaisons de schémas 
décentrés pour ces équations d'Euler multi-espèces. Partant des schémas décentrés qui ont 
été développés pour les équations d'Euler classiques (tels que les schémas d'Osher [52], van 
Leer [68] et Roe [57]), nous décrivons trois approches possibles pour étendre ces schémas au 
système multi-espèces (13). Les différences entre ces trois classes de schémas multi-espèces 
concerne le couplage de la dernière équation de (13) avec les trois premières équations de ce 
même système. Deux de ces approches s'appuient sur le caractère hyperbolique du système 
(13) ainsi que sur le comportement de la solution du problème de Riemann multi-espèces 
correspondant. 
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Après avoir rappelé dans la section II.2 quelques propriétés de base du système (13) et du 
problème de Riemann correspondant, nous décrirons en détail dans la section II.3 les trois 
différentes classes de méthode numérique pour le calcul des solutions de (13). Une extension 
au second ordre de ces schémas est décrite dans la section II.4. Des comparaisons numériques 
détaillées sont présentées dans la section II.5. 
II.2 LES EQUATIONS D'EULER MULTI-ESPECES 
II.2.1 Les équations 
Dans cette partie, on considère l'écoulement unidimensionnel non visqueux d'un mélange de 
N espèces Si, S2, ..., SAT. Nous supposerons toujours que les différentes espèces constituant 
le mélange sont à l'équilibre thermodynamique, que la pression du gaz est la somme des 
pressions partielles de chaque espèce (loi de Dalton), et que chaque espèce S& se comporte 
comme un gaz parfait dont les chaleurs spécifiques Cvk et Cvk sont constantes ; on notera 7^ 
leur rapport 7^  = -—-. Enfin les effets diffusifs, ainsi que d'éventuelles réactions chimiques, 
Cvk 
seront négligés. 
Les équations régissant le mélange traduisent la conservation de la masse pour chaque es-
pèce, la conservation de la quantité de mouvement et celle de l'énergie totale. Nous l'écrirons 
sous la forme suivante (voir par exemple [72]) : 
( (pYk)t + (puYk)x = 0 pour l<k<N, 
( (pu), + (pu2 + p)x = 0 , (14) 
[ et + [u(€ + p)}x = 0, 
où p est la masse volumique du mélange, Yk est la fraction massique de l'espèce S^ (pk = pYk 
est la masse volumique partielle de l'espèce S*, donc J2k=i ^k — 1); u es^ la vitesse du 
mélange (qui est aussi la vitesse de chaque espèce si on néglige la diffusion moléculaire), p 
est la pression du mélange et £ est l'énergie totale par unité de volume. 
En tenant compte des hypothèses précédentes, les équations de conservation (14) sont 
complétées par les relations suivantes (voir par exemple [43]) : 
P = E£U pYkfiT , 
(15) 
£ = Ö L {ipYkU2 + pYkCvkT + pYkhi) . 
Ici, R est la constante universelle des gaz parfaits, T est la température du mélange, h°k est 
l'enthalpie spécifique de formation de l'espèce S^ et Mk sa masse molaire. 
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On vérifie immédiatement que les relations (15) peuvent être combinées pour donner : 
P = (T-l)(f-\«2-EpYkh°?J, (16) 
7 étant le rapport local des chaleurs spécifiques du mélange : 
(r , Y^ YkCpk Yl YkCyk-yk 
_ \^p)mélange _ Jç _ k , - , - , , 
i'-v¡mélange /
 J YkCvk / J YkCvk 
k k 
La dernière égalité (17) montre que la valeur locale de 7 (qui dépend de la composition 
du mélange) est une combinaison convexe des j k . 
Le système (14-16) peut être réécrit de plusieurs manières. Si le symbole E désigne la 
somme des énergies cinétiques et thermiques par unité de volume : 
' (pYk)t 4- {puYk)x = 0 pour 1 < k < N , 
< (pu)t + {pu2 + p); = 0 , (18) 
, Et + [u(E + p)}x = 0 , 
et si on somme les équations portant sur les espèces dans (18), on peut réécrire (18) comme : 
f Pt + (pu)x = 0 , 
(pu)t + (pu2 + p)x = 0 , 
Et + [u{E+p)]x = 0, [ ' 
l {pYk)t + (puYk)x = 0 pour \<k<N-l. 
la pression p étant donnée par : 
p={~í~\)(E-i-pu2^ . (20) 
On remarque que dans (19), les trois premières équations sont les équations d'Euler clas-
siques, écrites ici pour le mélange. Dans la suite, ce sera cette forme des équations d'Euler 
multi-espèces que nous utiliserons. 
II.2.2 Hyperbolicité du flux 
Dans la suite, nous nous restreindrons au cas du mélange de deux espèces de gaz parfait, Si 
et £2- Néanmoins, tous les résultats présentés ici peuvent être généralisés immédiatement 
au cas du mélange d'un nombre quelconque N d'espèces. Si on désigne par Y la fraction 
massique Yx de la première espèce, on obtient le système (13), que l'on écrit sous forme 
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conservative Wt •+ F{W)X = 0, W et F étant les vecteurs des variables conservatives et des 
flux : 
( P \ ( Pu \ 
pu2 + p 
u(E + p) 
\ puY j 
pu 
E + 
= 0 , (21) 
\pY/t 
la pression étant définie par la relation (20). Dans (20), 7 est défini par 
YCvllx + (1 - Y)Cv2l2 
7 = YCvl + (1 - Y)Cv2 ' (22) 
On obtient facilement le résultat suivant (qui est montré dans, par exemple. [1,3,12,25,43] : 
Proposition 1 Si les rapports des chaleurs spécifiques jk de chaque espèce du mélange 
vérifient l'inégalité : 
lk > 1 
alors le système (21) est hyperbolique. • 
La démonstration de ce résultat est immédiate. Nous mentionnerons simplement que la 
matrice jacobienne >1(W) = Tjm- a l'expression suivante : 
/ 
A(W) = 
<I^>«' + * 
1 0 0 \ 
(3 - 7)u 7 - 1 X' 
^ ' u
3
 - uH + uX f f - ( 7 - l ) « 2 7it uX' 
ù 
\ ~uY Y 0 u / 
On a posé H = —r-^ (H est l'enthalpie totale du mélange), X = ~_\ ^trli, où 7 est 
p d'y donné par (22) et X' = • - — . Un calcul immédiat montre que les valeurs propres de 
A(W) sont 
Aj = u — c , A2 = u, A3 = u, A4 = u + c 
où la vitesse du son c a l'expression habituelle c — J~fp (mais 7 est fonction de W et n'e-
donc plus constant). Un système complet de vecteurs propres de A(W) peut facilement être 
trouvé : A(W) est diagonalisable. La seule différence avec le cas habituel du gaz parfait est 
la multiplicité de la valeur propre A2 = u. 
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Remarque : Les relations suivantes sont faciles à vérifier et seront utiles par la suite : 
2 
H = — + 
c
2 
2 7 - 1 
X' = - P ^ 1 ^ 2 Í 7 l - 72) Cy\Cv2{l\ - 1l)T 
" 7 - l p[YCvl + (1 - Y)Cv2f * YCvl + (1 - Y)Cv2 
II.2.3 Le problème de Riemann multi-espèces 
(23) 
Dans cette partie, nous étudions la solution du problème de Riemann associé au système 
(21). Considérons deux états constants Wi et WR et le problème : 
[ Wt + F{W)X ~ 0 pour x 6 R , t > 0 , 
W(x 0) - Í WL Si X < ° ' (24) 
1
 '
 J
~ [ H/H si x > 0 . 
Ce problème est résolu dans [1,3,43]. Sa solution W-n(x, t) est présentée sur la figure II. 1. 
Elle est bien sûr auto-similaire (c'est à dire Wn(x, i) ne dépend que du rapport y) et consiste, 
comme dans le cas mono-espèce, en quatre états constants W^\ W^2\ W^\ W^ séparés 
par des chocs, ondes de détente ou discontinuités de contact. De manière plus précise, comme 
cela est montré sur la Figure II. 1, W^ — Wi et W^ sont séparés par une 1-onde (c.a.d. une 
onde associée au premier champ caractéristique, soit un 1-choc, soit une 1-détente); W^ et 
W^ sont séparés par une 2-discontinuité de contact ; W^ et W^ = WR sont séparés par 
une 4-onde. Aussi, la pression p et la vitesse u sont constantes au travers d'une discontinuité 
de contact. Enfin, la fraction massique Y demeure constante au travers d'une 1- ou 4-onde 
(quelque soit la nature de ces ondes, chocs ou détentes) ; elle ne peut varier qu'au travers 
d'une discontinuité de contact. 
II.3 SCHEMAS DECENTRES DU PREMIER OR-
DRE 
On s'intéresse ici au calcul numérique de la solution du problème (21) : 
( Wt + F{W)X = 0 pour x € Si , í > 0 , 
{ W(x,0) = W°(x) pour x € JR . 
Dans ce paragraphe, on se restreindra au cas d'un schéma explicite à trois points du premier 
ordre écrit sous forme conservative. En d'autres termes et si on utilise des notations très 
classiques, nous considérons des schémas numériques de la forme : 
¿M Ax 
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Discontinuité 
de contact 
Figure II.1 : La solution W-n(x,t) du problème de Riemann multi-espèces. 
où le flux numérique <t>j+\¡i est évalué en utilisant une fonction de flux numérique $ : 
4>]+i = * ( ' w ; , H 7 + 1 ) . 
(Nous écrivons 4>j+i/2 au h'eu de ç)"+1,2 our simplifier). 
il existe de nombreux schémas de ce type pour les équations d'Euler mono-espèce (voir 
par exemple [32] et les références mentionnées à la fin de cet article). Nous considérerons 
trois de ces schémas, les schémas d'Osher. de Roe et de van Leer, et nous décrirons trois 
manières différentes de les généraliser au cas du système multi-espèces (21). 
II.3.1 Une première extension : l 'approche découplée 
Un première approche, très simple, pour calculer les solutions numériques de (21) a été 
utilisée par exemple dans [24]. Elle consiste à traiter séparément à chaque pas de temps les 
équations d'Euler et les équations portant sur les espèces dans (21). Dans ia suite, cette 
approche sera dénommée approche "découplée" ou "approche (A)". 
Pour les équations d'Euler, on utilise l'un des flux numériques classiques adapté au cas 
mono-espèce avec 7 figé. Cela veut dire que, pour l'évaluation des trois premières composantes 
de &+1/2 au temps tn, on utilise l'un des flux précédents calculé en remplaçant 7 par 7,-+i/2 = 
7((r, + r,+1)/2). 
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De plus, on utilise une approximation décentrée de type donor-cell pour les équations 
portant sur les espèces ; en définisant ui+i/2 = ("»" + ui+in)/2, on évalue la quatrième 
composante <^+1/2 de &+1/2 par : 
VÎ + 1/2 — ".+1/2 A | (pY)n 
SI U t+1/2 >o, 
l'+l si u t+1/2 < 0 . 
(25) 
Cette approximation donor-cell repose sur la formulation non conservative Yt + uYx = 0 
de l'équation portant sur les espèces (qui peut être obtenue en combinant les première et 
quatrième équations de (21) : la variable Y est simplement convectée par l'écoulement ). 
On peut facilement voir que l'approche (A) garantit la positivité des concentrations (si 
Y? > 0 pour tout j , alors Y"+1 > 0) sous une condition de type CFL appropriée (voir [4.1]). 
II.3.2 Un seconde approche : l 'approche couplée 
Dans cette seconde approche, on ne traite plus les équations d'Euler et les équations sur 
les espèces séparément : on considère maintenant le système (21) comme un système hy-
perbolique d'équations non linéaires couplées et on généralise à celui-ci les trois schémas de 
base, les schémas de Roe, de Osher et de van Leer. On appeîera cette approche "l'approche 
couplée" ou encore "approche (B)". 
Remarque 2 : Evidemment, puisqu'on peut calculer la solution exacte du système couplé 
(24), on aurait pu aussi définir un "schéma de Godunov couplé" : en appelant W(o~; W¿, WR) 
la valeur de WR(crt, t), qui est indépendante de t pour tout a G ïït et t > 0, on aurait 
simplement posé $(WL, WR) = W(0; WL, WR). • 
Le schéma de van Leer mult i -espèces 
Un extension naturelle de la décomposition de flux de van Leer au cas multi-espèces est 
proposé dans [43]. On pose simplement : 
* ( W L , WR) = F+(WL) + F.(WR) , 
où F+(W) = F(W) quand u > c, F+(W) — 0 quand u < —c, et : 
/ 
F+(W) = 
Fl 
n 
¿(tt+o- Ï 
F\\u-
r 
u — 2c 
(FI)" 
2(72-i) n 
YF\ 
(26) 
30 ETUDE DE SCHEMAS CONSERVATIFS DECENTRES 
quand —c < u < c. 
On remarque que dans (26), les trois premières composantes de F+ ont la même expression 
que dans le cas mono-espèce, mais avec une valeur locale (non constante) de 7. 
Le résultat suivant, qui étend au cas multi-espèces le résultat obtenu par van Leer [66] 
dans le cas mono-espèce, montre la validité de cette décomposition de flux et la stabilité du 
schéma qu'on obtient : le schéma utilise des valeurs amont (resp. aval) pour F + (resp F_) 
parce que toutes les valeurs propres associées à F+ (resp. F_) sont positives (resp. négatives) 
(voir [43] pour la preuve). 
Proposi t ion 2 Si le rapport des chaleurs spécifiques 7* de chaque espèce du mélange satis-
DF+ font l'inégalité 1 < 7*, < 3, alors toutes les valeurs propres de la matrice Jacobienne 
DF~ (resp. • ) sont réelles et positives (resp, négatives). • 
Le schéma de Roe multi-espèces 
L'extension du solveur de Riemann de Roe [57] a été obtenu dans [l] et dans [25]. Le schéma 
de Roe multi-espèces repose sur les relations : 
*(WL , WR) = F[WL) + F{WR) + ±\Â\(WL - WR) , (27) 
où la matrice A = A(Wi, WR) satisfait la propriété : 
F(WL) - F(WR) = À(WL - WR) . (28) 
Dans (27), nous avons utilisé une notation classique : si C est une matrice diagonalisable, 
la matrice \C\ est définie de la manière suivante : la diagonalisation de C est écrite comme 
C = TAT"1 où A est la matrice diagonale A = [ / ¿ i , ^ , - - . ^ ] , et on pose \C\ = T|A|T -1 , 
avec |A| = [|/ii|, |/i2 |, • • •, KO-
Comme dans le cas mono-espèce, on peut définir une moyenne de Roe W — {p,ßü,E, pY)T 
par : 
. PLyßi + PRyJpR ^Ly/PL + "Ry/PR 
y/PL + x/pR ' x/PL + y/pR 
H - HLVPL + ÜR\ßR 
y/pïJr yfpR 
x/p~L + xfpR 
(En fait, la valeur réelle de p ne joue pas, comme on le voit sur l'expression (30) de la matrice 
A donnée plus bas). Cependant, à moins que les deux gaz formant le mélange aient le même 
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rapport de chaleurs spécifiques, la matrice jacobienne J4(H^) ne vérifie pas la propriété (28). 
En conséquence, la matrice A doit être différente de A(VF) (mais suffisamment proche de 
cette dernière puisque nous voulons que cette généralisation se réduise au schéma de Roe 
usuel quand les deux espèces sont identiques). Le résultat, donné dans [l] et [25], est le 
suivant : 
A 
0 \ 
( 7 - 3 ) , , Ü2 - YX' (3 _
 7 ) ¿ 7 - 1 X' 
~ûH + (7 l\ü3-üYX' H-(~f-l)Ù2 7ü ÜX' 
2 
-ÚY Y u 
\ 
(30) 
où 7 = 7(VVr) mais où X' n'est pas égal à X'{W) donné par (23). De manière à avoir la 
propriété (28), on doit choisir : 
X' = CylCy2(ll - 72)T 
YCvl + (1 - Y)Cv2 ' 
avec 
(31) 
(32) 
(comparer (31) avec (23)). 
La matrice A définie par (30)-(32) est alors diagonalisable : ses valeurs propres sont û — c, 
ü, ü, û + c où c2 = (7 — 1) I H —— I. Il est facile de voir que cette quantité est bien positive. 
La vérification de (28) est laissée au lecteur, les calculs peuvent aussi être trouvés dans [1]. 
Le schéma d'Osher multi-espèces 
La généralisation du schéma d'Osher [52] au cas multi-espèces a été faite dans [3]. Le schéma 
obtenu est défini par les relations : 
*(WL, WR) = 
F(WL) + F(WR) 1 f** l r «
- - / \A(W)\dW , (33) 
où l'intégration est faite sur un chemin reliant Wi et WR dans l'espace des phases. Il est 
formé de trois sous-chemins ; chacun d'entre eux est parallèle à l'un des vecteurs propres 
à droite de A(W), notés rm(W). Aussi, l'évaluation de l'intégrale dans (33) repose sur la 
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connaissance des invariants de Riemann associés à chaque valeur propre. Rappelons que 
<¿>(m) = $,(m)(W) est un m-invariant de Riemann si 
Vw4>{m){W).rm{W) = J2 -SÛT-M = ° . 
ce qui implique que è^ est constant le long d'une courbe W(s) dans l'espace des phases qui 
est parallèle au mtème vecteur propre à droite de la matrice jacobienne A, c'est à dire le long 
dW 
de laquelle —¡~- est colinéaire à rm(W(s)). Il est facile de voir que les quantités suivantes 
as 
sont des invariants de Riemann : 
m 
Am 
^
m > 
1 
u — c 
2c 
J
 l(W) - 1 
P 
pt(W) 
Y 
2 
u 
u 
p 
3 
u 
u 
p 
4 
u + c 
2c 
" i{W) - 1 
P 
Y 
Table 1: Invariants de Riemann. 
Plusieurs commentaires sont nécessaires ici. Puisque Y est un invariant de Riemann pour 
les premier et dernier champs caractéristiques, Y est constant sur une courbe parallèle aux 
premier et dernier vecteurs propres. Ceci explique pourquoi les deux autres invariants de 
Riemann de ces champs de vecteurs sont les mêmes que pour le cas mono-espèce. De plus, 
il n'y a que deux invariants de Riemann associés à la valeur propre u parce que celle-ci est 
double. 
Une fois que les invariants de Riemann sont connus, le problème de l'évaluation de 
l'intégrale dans (33) est essentiellement similaire au cas mono-espèce, puisque Y (et donc 7) 
est constant le long des sous chemins de F qui sont parallèles à rx ou r4. Nous renvoyons 
le lecteur à [3] pour plus de détails. On peut aussi définir deux schémas d'Osher différents 
suivant le choix du chemin d'intégration entre WL et WR : dans le schéma originellement 
proposé par Osher-Solornon [52], le chemin d'intégration entre WL et WR est parallèle par 
morceaux aux vecteurs propres à droite correspondant à u + a, u et u — a pris dans cet 
ordre. On peut définir un autre schéma, souvent dénommé "Osher physique" en définissant 
le chemin d'intégration comme précédemment mais en choisissant l'ordre inverse des valeurs 
propres (voir l'annexe A pour plus de détails). 
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II.3.3 Une troisième approche : le flux de Riemann approché 
Une troisième approche ("approche (C)") est proposée dans [41] ; elle est motivée par la 
remarque que les schémas de Roe et Osher rappelés plus haut ne préservent pas le principe 
du maximum pour les fractions massiques (c'est à dire que ces schémas ne préservent pas 
les inégalités 0 < Y < 1). Au contraire, les schémas de van Leer et de Godunov couplés 
préservent cette propriété. On montre dans [41] que cette propriété du schéma de Godunov 
repose sur la propriété suivante de la solution exacte du problème de Riemann (on utilise à 
nouveau la notation W de la remarque 2) : 
Propos i t ion 3 Pour deux états quelconques WL et WR, on a l'égalité suivante : 
[ ( )l [ K h
 \YR s i F 1 [ W ( 0 ) ] < 0 . . W 
Aussi, pour les schémas d'Osher et de Roe, où l'évaluation du flux est obtenue par un 
solveur de Riemann approché, nous définissons l'approche (C) comme suit. Nous conservons 
les trois premières composantes de &+1/2 évalués comme dans l'approche (B), et nous cal-
culons la quatrième composante 4>t+i/2 ^ u Aux à partir de la relation suivante, calquée sur 
(34): 
0Í+1/2 - <Pi+l/2 X | yn+i g i ^ l + i / 2 < 0_ (35) 
Ainsi, la proposition 3 montre que le schéma de Godunov du type (B) est aussi du type 
(C). L'approche (C) définit un flux de Riemann approché pour le système muiti-espèces com-
plet et utilise les même flux discrets de masse pour l'équation de continuité et les équations 
sur les espèces. De plus, le principal avantage de cette approche est le suivant : il respecte 
le principe du maximum pour la fraction massique. Le résultat démontré dans [41] est le 
suivant : 
Propos i t ion 4 Sous les conditions de type CFL suivantes 
'm&x{4>}+1/2, Q) m i n ( ^ + 1 / a , 0 ) ' 
P% Pi+1 
le schéma de type (C) respecte le principe du maximum pour la fraction massique Y : pour 
tout i et n > 0 : 
At_ 
< 1 , (36) 
minK 0 <Ytn < m a x ^ 0 . • 
Remarque 3 : Toutes les expériences numériques que nous avons faites en utilisant les 
schémas de Roe ou d'Osher de type (C) ont montré que la condition (36) n'est pas plus 
restrictive, en pratique, que la condition de CFL habituelle. • 
Remarque 4 : On peut remarquer que les fonctions de flux numérique du schéma d'Osher 
(C) et du schéma de Roe (B) et (C) ne sont pas differentiabies, tandis que les fonctions de 
flux numérique du schéma de van Leer et du schéma d'Osher (B) le sont. • 
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II.4 SCHEMAS D E C E N T R E S DU SECOND ORDRE 
Considérons maintenant les extensions au second ordre des schémas précédents. Partant des 
schémas du premier ordre que l'on a construit précédemment, la précision au second ordre 
est obtenue en utilisant des interpolations linéaires par morceaux de certaines variables au 
lieu d'approximations constantes par morceaux, et en évaluant les flux ^,+1/2 au demi pas de 
temps n + 1/2. Nous suivons ici l'approche "MUSCL" de van Leer ' \ La méthode demande 
six étapes à chaque pas de temps, en démarrant de W™ : 
(a) On évalue des pentes sj1 pour toutes les variables qui sont choisies pour l'inter-
polation linéaire par morceaux. Plusieurs choix sont possibles : par exemple, on peut 
choisir ou bien les variables conservatives p, pu, E, pY ou bien les "variables physiques" 
p. u, p, Y ou encore les variables conservatives (voir [73]) pour varier linéairement dans 
chaque cellule de contrôle. 
(b) Des limiteurs de pentes sont employés de manière à éviter la création de nou-
veaux extrema ; on peut de même utiliser plusieurs stratégies pour évaluer les pentes 
limitées (voir par exemple [21], [58], [65], [66]). Dans les expériences numériques dont 
les résultats sont présentés ci-dessous, on a utilisé le Hmiteur "superbee" de Roe [58]. 
(c) Les pentes limitées sont employées pour évaluer les valeurs W,\+.i/2 ± a u x m*er" 
faces des cellules de contrôle : pour chaque variable linéaire par morceau / , on pose : 
Ax Ax 
en __ tn , "•*' „n en _ en *-*•* „n 
/ i ' + l / 2 , - — J% -r O / ¿ - 1 / 2 . + — Ji ~~ 0 
(à) La solution est avancée d'un demi pas en temps en utilisant un prédicteur 
centré : 
Ai WÍ-+V2
 = Wn _ [F(Wi+1/a,_) - F(Wt.l/2<+) 
2Ax 
(e) Ensuite, on utilise encore les même pentes s" pour évaluer les valeurs ^'T+iÁi 
aux interfaces des cellules de contrôle au demi pas de temps (on pose f¡+xL _ = / f + 
Ax 
(f) Enfin, le calcul de W¿n+1 s'effectue en utilisant une fonction de flux numérique 
TT'TI+1 Tirn J™* 1 /^ ; n + l / 2 
At + Ax 
où: 
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La construction (a)-(f) peut être appliquée à n'importe quelle fonction de flux numérique 
$, c'est à dire à n'importe lequel des schémas de type (A), (B) ou (C) présentés dans les 
parties précédentes. 
Remarque 5 : On montre dans [41] que les schémas du second ordre de type (C) respectent 
le principe du maximum pour la fraction massique quand les pentes sur les variables physiques 
sont employées, plus précisément quand la fraction massique Y elle-même (et non pY) fait 
partie des variables qui sont choisies pour l'interpolation linéaire dans chaque cellule de 
contrôle. • 
II.5 RESULTATS NUMERIQUES ET COMPARAI-
SONS 
Nous présentons dans cette partie une comparaison détaillée des approches (A), (B) et (C). 
Pour cela, nous considérons principalement le problème classique du tube à choc de Sod [59] 
avec 2 espèces. En d'autres termes, nous voulons résoudre le problème de Riemann (24) avec: 
Í pL = \ , pR = 0.125 , 
! uL = 0 , uR = 0 , (37) 
l PL ~ 1 , PR = 0.1 , 
Les valeurs de Y¿, YR, 7¿ et ~IR varieront d'une expérience à l'autre; elles seront donc pré-
cisées plus loin. Tous les résultats présentés ici montrent une solution numérique ainsi que la 
solution exacte correpondante au temps t0 — .21. Ces résultats sont obtenus avec une grille 
de 101 points également espacés sur l'intervalle (—0.5,0.5), et 60 pas de temps constants (le 
nombre de CFL moyen est d'environ 0.75). 
II.5.1 Résultats précis au premier ordre 
Dans cette partie, nous étudions les solutions précises au premier ordre du problème du tube 
à choc pour différents types de 7. 
Le tube à choc à 7 constant 
Nous considérons pour commencer, le problème de Riemann avec un 7 constant de part et 
d'autre de la discontinuité: ji = JR = 1.4. 
Nous représentons sur la Figure II.2 les courbes des fractions massiques obtenues avec le 
schéma non couplé de Roe (A). Les fractions massiques initiales sont V¿ = 1 , YR = 0 dans 
le cas (a) et V¿ = 0 , YR = 1 dans le cas (b). (Les deux courbes de Y\ — Y et F2 = 1 — Y 
sont représentées sur la Figure). 
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a) b) 
IIIIIIIIIIUmil l iHlIHII ' l ' I l lHt» , 
Yl 
+ 
Y2 
Espèce 1: min= Q.QOOE+00 max= 
Espèce 2: min= -0.802E-02 max= 
»HimillDIUiiW} £> 
O.lOîE+01 
o.iooE+m 
Y2 
inmimininniiniiiinmniimnHminintmin> 
+ 
+ 
+ 
j i ï \ ViiHHim 
Y*-
Espèce l: min= 
Espèce 2: min-
0347E-12 
O.OOOE+OO 
max= 
max: 
O.10OE+O1 
O.IOOE+Ol 
Figure il.2 : Fractions massiques pour le tube à choc de Sod à 7 constant. Schéma de Roe 
du premier ordre (A) avec 2 conditions initiales distinctes. 
On peut remarquer sur cette expérience que l'approche (A) donne de mauvais résultats 
bien que la posivité des fractions massiques Y soit préservée. La solution présente des oscil-
lations (en particulier des valeurs non physiques de Y dépassant la valeur 1) dans la détente 
pour le cas (a) alors qu'un défaut est visible en avant du choc pour le cas (b). Par ailleurs, 
le fait que les cas (a) et (b) donnent par cette méthode des résultats différents est un arte-
fact numérique; en effet cela veut dire que le fait d'indicer par 1 ou 2 le gaz qui se trouve 
initialement dans la partie gauche du tube a une influence sur le résultat quand on utilise 
l'approche (A)! 
Ce fait surprenant provient de la formulation conservative. En effet la fraction massique 
WA 
est obtenue comme fonction non-linéaire des variables de calcul: Y ~ ——. C'est ce qui 
Wi 
explique aussi pourquoi l'approche (A) donne de si mauvais résultats: la fraction massique 
est calculée comme le rapport de deux variables qui avancent en temps selon des approches 
distinctes, plus précisément par des décentrages différents: l'un basé sur la viscosité artificielle 
du schéma de Roe (pour VV^ ) et l'autre, sur la formulation "donor-cell" (25) pour W4. 
En conclusion, nous estimons que l'approche (A) produit des résultats inacceptables et 
nous ne la considérerons plus par la suite. 
Contrastant avec les résultats précédents, les approches (B) et (C) donnent de meilleures 
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courbes de fraction massique. Les résultats correspondants à ceux de la Figure II.2 (cas (a)) 
sont représentés maintenant sur ¡a Figure IÍ.3. 
Espèce I: min= 0.000E+Ö0 max= 
Espèce 2: miiv= -0.163E-06 max= 
0.100E+01 
0.I00E+01 
Espèce 1: min= 0.000E+00 
Espèce 2: min= 0.0O0E+O0 
max= 0.100E+0Î 
max= 0.100E+01 
Figure II.3 : Fractions massiques pour le tube à choc de Sod à 7 constant = 1.4 (Schéma de 
Roe du premier ordre, approche (B) et (C)). 
Le schéma utilisé ici étant précis au premier ordre, la diffusion numérique a pour effet d'étaler 
la discontinuité de contact. On peut remarquer aussi que conformément à la proposition 4, 
les valeurs Y restent toutes dans l'intervalle [0,1] avec l'approche (C) alors que certaines 
de ces valeurs sortent de l'intervalle lorsqu'on utilise l'approche (B). Néanmoins tous les 
résultats de la Figure II.3 sont acceptables. 
Un autre progrès en comparaison de l'approche (A) est le suivant: si on considère le 
problème avec les conditions initiales du cas (b) (ie, si on interchange les parties gauche 
et droite du gaz dans le tube), on obtient les mêmes fractions massiques que sur la Figure 
II.3: le fait que ces résultats restent inchangés peut être prouvé dans ce cas particulier (7 
constant), en utilisant les relations (39)-(40), (42)-(43) et (44)-(45) de l'annexe A). 
Nous ne montrons pas ici les résultats obtenus pour les variables hydrodynamiques 
p, u, v, p. En effet, 7 étant constant, la fraction massique Y n'a aucune influence sur l'écoulement 
et les trois approches (A), (B) et (C) donnent pour ces variables les mêmes résultats que 
dans le cas d'un gaz mono-espèce. 
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Le t u b e à choc avec 7 variable 
On résoud maintenant le tube à choc de Sod avec un 7 non constant: on prend 7^ = 1.4,7/? = 
1.2, et 7L = 1, YR = 0. 
On a représenté sur les Figures II.4 à II.6 les résultats obtenus avec le schéma de Van 
Leer (B) et avec les extensions (B) et (C) du schéma de Roe. Le schéma d'Osher-Solomon 
et celui de Osher "physique" donnent, dans l'approche (B) ou (C), des résultats très proches 
de ceux du schéma de Roe correspondant. 
\]mm{ * 
Densité: min= 0.125E+00 max= 0.100E+01 
Vitesse : min= O.OOOE+00 max= 0.970E+00 
Pression : min= O.lOOE+00 max= 0.100E+01 
Mach : min= O.OOOE+00 max= 0.933E+O0 
Figure II.4 : Courbes de densité, vitesse, pression et nombre de Mach pour le tube à choc de 
Sod avec 7 variable (Schéma de Van Leer du premier ordre (B)). 
Une différence intéressante entre ces résultats et ceux obtenus à 7 constant est l'apparition 
d'un saut de la vitesse dans la discontinuité de contact. Ce phénomène est clairement lié au 
fait que 7 n'est plus constant dans ces expériences; ce point est analysé dans l'annexe B. 
On observe cependant sur les Figures II.4 à II.6 des différences dans les résultats obtenus 
avec les divers schémas utilisés. Mais la remarque principale que l'on peut faire est que les 
schémas complètement couplés (B) et (C) donnent des résultats sensiblement équivalents, à 
l'exception de la fraction massique Y pour laquelle les valeurs calculées par l'approche (C) 
sont toutes dans l'intervalle [0, 1] alors que le minimum de Y est de l'ordre —10~6 avec les 
schémas de Roe et de Osher dans la formulation (B) (les calculs sont effectués en double-
précision). Les courbes de fractions massiques sont quasiment identiques à celles de la Figure 
II.3 et ne sont donc pas représentées ici. 
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* M W " 
Densité: min= 0.125E+00 max= O.îOOE+01 
Vitesse : min= O.OOOE+00 max= 0.970E+00 
Pression: min= 0.100E+00 max= 0.100E+01 
Mach : min= 0.000E+00 max= 0.933E+0O 
Figure II.5 : Courbes de densité, vitesse, pression et nombre de Mach pour le tube à choc de 
Sod avec 7 variable (Schéma de Roe du premier ordre (B)). 
Densité: min= 0.125E+O0 
Vitesse: min= 0.O00E+O0 
max= O.IOOE+Oî 
max= 0.970E+00 
Pression : min= O.IOOE+OO 
Mach : min= 0.000E+00 
max= O.IOOE+Ol 
max= 0.934E+00 
Figure II.6 : Courbes de densité, vitesse, pression et nombre de Mach pour le tube à choc de 
Sod avec 7 variable (Schéma de Roe du premier ordre (C)). 
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Nous pouvons aussi comparer les approches (B) et (C) en termes de coût en temps de 
calcul. A travers ces expériences, les schémas précis au premier ordre utilisés ici (Roe, Osher-
Solomon, Osher "physique") sont environ 8% moins chers dans la formulation (C) que dans 
la formulation (B), On peut légitimement penser que cette efficacité de l'approche (C) par 
rapport à l'approche (B) ne peut qu'augmenter avec le nombre d'espèces présentes dans le 
gaz étudié. 
Le t u b e à choc avec 7 figé 
Comme cela a été proposé dans une version préliminaire de [41], on peut considérer une 
approche (C) simplifiée où les trois premières composantes du flux &+1/2 sont calculées 
comme dans l'approche (A) avec un 7 figé et la quatrième composante <^+1,2 est calculée à 
partir de (35). Cette approche intermédiaire aura ainsi la simplicité de programmation de 
l'approche (A) tout en utilisant la propriété (35) qui assure en particulier que îe principe du 
maximum est vérifié pour les fractions massiques. Les résultats obtenus avec cette nouvelle 
approche en utilisant le schéma de Roe sont représentés sur la Figure II.7. On voit clairement 
que ces résultats sont bien médiocres en comparaison de ceux obtenus avec le même schéma 
en utilisant l'approche (C) complète (Figure II.6), et ce en particulier au voisinage de la 
discontinuité de contact. Le gain en temps CPU est encore de 8%. II est intéressant de 
remarquer que cette différence entre l'approche (C) complète et l'approche (C) avec un 7 
figé s'estompe quelque peu lorsqu'on remplace le tube à choc de Sod par le problème de 
Riemann (plus raide) suivant: 
PL = 1 , PR = 0.125 , 
uL=0 , uR = 0 , 
pL = 1000 , pR = 1 , (38) 
YL = 1 , YR = 0 , 
7X = 1-6 , 7fi = 1.4 . 
Il apparaît sur la Figure II.8 que les résultats obtenus avec l'approche (C) avec 7 figé sont plus 
acceptables pour ce tube à choc. On peut trouver une explication de ce fait dans l'expression 
(30) de la matrice de Roe A. En effet figer 7 revient essentiellement à négliger X dans le 
premier terme de ia deuxième et la troisième lignes de A: par conséquent plus le rapport 
—r est grand et plus l'erreur numérique due au "gel" de 7 est grande. Mais une évaluation 
u
¿ 
X 
grossière de ce rapport montre qu'on a — ~ 3 pour le tube à choc de Sod alors qu'on a 
X 
— ~ 10 - 3 pour le deuxième tube à choc. 
u
¿ 
Néanmoins nous ne considérerons plus par la suite cette approche simplifiée (7 figé), 
l'approche (C) complète donnant indubitablement de meilleurs résultats. 
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Densité: min= 0.125E+00 max= 0.100E+OÎ 
Vitesse : min= O.OOOE+00 max= 0.964E+00 
Pression: min= 0.100E+OO max= 0.100E+01 
Mach : min= O.OOOE+00 max- 0.946E+00 
Figure II.7 : Courbes de densité, vitesse, pression et nombre de Mach pour le tube à choc de 
Sod avec 7 variable (Schéma de Roe du premier ordre (C) avec 7 figé). 
Densité: min= 0.125E+Q0 
Vitesse: min= O.OOOE+00 
max= O.lOOE+01 
max= 0.361E+02 
Densité : min= 0.125E+00 max= 0.100E+OÎ 
Vitesse : min= 0.000E+00 max= 0.363E+02 
Figure IÏ.8 : Courbes de densité et vitesse pour le tube à choc raide (38) avec 7 variable 
(Schéma de Roe du premier ordre (B) et (C) avec 7 figé). 
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Espèce 1: min= O.OOOE+00 max= 0.100E+01 
Espèce 2: min= -0.197E-03 max= O.lOOE+01 
Espèce 1: min= O.OOOE+00 max= O.ïOOE+01 
Espèce 2: min= O.OOOE+00 max= O.ÎOOE+Oi 
Figure II.9 : Courbes de fractions massiques pour le tube à choc de Sod à 7 constant = 1.4 
(Schémas de Roe du second-ordre (B) et (C), limiteurs sur les variables physiques). 
II.5.2 Résultats précis au second ordre 
Le tube à choc avec 7 constant 
On considère maintenant les solutions précises au second ordre du tube à choc de Sod (37) 
avec la donnée initiale: Yi = 1, YR = 0 et 7¿ = 7^ = 1.4. 
On présente sur la Figure II.9 les courbes des fractions massiques obtenues avec les 
schémas précis au second ordre de Roe (B) et (C). On peut constater sur ce résultat comme 
pour tous les résultats précis au second ordre, que l'étalement de la discontinuité de contact 
due à la viscosité numérique a été réduit d'un facteur 2 en comparaison avec les résultats du 
premier ordre de la Figure II.3 (bien entendu, les pas de temps et d'espace sont les mêmes 
dans les deux cas). 
Aucune différence sensible n'apparait entre ces différentes courbes de fraction massique 
(ainsi d'ailleurs que sur toutes les autres courbes obtenues par les schémas du second-ordre 
considérés ici). On peut remarquer cependant que les valeurs de Y obtenues avec les schémas 
de Roe et de Osher de type (B) sont dans l'intervalle [—10~3.1] et ce, quelques soient les 
variables choisies dans la limitation: physiques, conservatives ou caractéristiques. Le schéma 
de Van Leer ainsi que les schémas (C), avec une limitation sur les variables physiques, 
vérifient quant à eux le principe du maximum pour les fractions massiques (comme le prédit 
la remarque 5). 
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%***H> 
Densité: min= 0.125E+00 max= 0.100E+01 
Vitesse : min= O.OOOE+00 max= 0.929E+00 
Pression : 
Mach : 
mins 
min= 
0.100E+00 
O.OOOE+00 
max: 
max= 
0.100E+01 
0.932E+00 
Figure 11.10 : Courbes de densité, vitesse, pression et nombre de Mach pour le tube à choc 
de Sod à 7 constant = 1.4 (Schéma de Roe du second-ordre, limiteurs sur les variables 
physiques). 
Le rapport 7 étant constant, les résultats obtenus pour les variables hydrodynamiques 
p, u, p coincident là aussi avec les résultats du cas du gaz mono-espèce, qui sont déjà publiés 
(voir Figure 11.10 pour les résultats avec le schéma de Roe et se référer par exemple à [14] 
pour les résultats obtenus avec les autres schémas). 
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Le t u b e à choc de Sod avec 7 variable 
Nous avons fait plusieurs comparaisons entre les différents schémas du second-ordre dans le 
cas où 7 est variable (en prenant encore 7¿ = 1.4, fn = 1.2). Nous présentons sur les Figures 
11.11 et 11.12 les schémas de Roe du second-ordre de type (B) et (C) avec une limitation 
sur les variables physiques. En comparant ces résultats avec ceux de la Figure 11.10, on peut 
remarquer qu'un léger saut de la vitesse réapparaît sur la discontinuité de contact et qu'une 
oscillation sur la densité est visible à droite de cette discontinuité de contact. On pourra se 
référer à l'annexe B pour une discussion sur ce point. 
Nous n'avons pas montré les courbes des fractions massiques qui sont quasiment iden-
tiques à celles de la Figure II.9. Là encore on obtient un minimum de Y de l'ordre de -10" 3 
avec l'approche (B) alors que l'approche (C) respecte le principe du maximum quand la 
limitation s'opère sur les variables physiques. 
Une conclusion importante reste que les approches (B) et (C) donnent des résultats 
comparables et que cette dernière est légèrement moins coûteuse que l'approche (B). 
Toutes les précédentes observations et conclusions demeurent lorsqu'on considère le tube 
à choc raide (38) pour comparer les différents schémas. On pourra se référer à [14] pour des 
comparaisons plus détaillées. 
Densité: rrún= 0.I25E+0Ö max= 0.100E+01 Pression : min = 0.100E+00 max= 0.100E+01 
Vitesse: min= O.OOOE+00 max= 0.961 E+00 Mach : min= 0.000E+00 max= 0.948E+00 
Figure 11.11 : Courbes de densité, vitesse, pression et nombre de Mach pour le tube à choc 
de Sod avec 7 variable (Schéma de Roe du second-ordre (B), limiteurs sur les variables 
physiques). 
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Densité : min= 
Vitesse : min= 
0.125E+00 
O.OOOE+00 
1
 Tiiiiniiinnil [> 
max= 0.100E+01 
max= 0.960E+OO 
Pressure : min= O.IOOE+OO max= 
Mach : min= O.OOOE+00 max= 
"T)lHlllilHHl| > 
0.100E+01 
0.949E+00 
Figure 11.12 : Courbes de densité, vitesse, pression et nombre de Mach pour le tube à choc 
de Sod avec 7 variable (Schéma de Roe du second-ordre (C), lirniteurs sur les variables 
physiques) 
II.6 CONCLUSIONS 
Dans cette étude, nous avons considéré trois approches adaptées au calcul d'écoulements flui-
des formés de mélanges de gaz : une approche découplée (A) où les équations d'Euler pour le 
mélange sont résolues au moyen d'un schéma décentré classique utilisant un "gamma équiva-
lent" et où les équations portant sur les fractions massiques sont approchées au moyen d'un 
schéma "donor-cell" ; une approche couplée (B) qui utilise une généralisation des schémas 
classiques construits pour des gaz mono-espèce non visqueux au système complet des équa-
tions d'Euler multi-espèces, et une approche couplée modifiée (C) qui repose sur l'approche 
(B) mais dans laquelle les équations sur les fractions massiques sont résolues au moyen 
d'une technique qui utilise l'information contenue dans l'équation de continuité. Chacun de 
ces schémas peut être facilement étendu au cas d'écoulements multidimensionneis (voir par 
exemple [41],[42]). 
Les principales conclusions des comparaisons que l'on a présentées ici sont les suivantes. 
Il est clair que les schémas (A) qui découplent partiellement les équations d'Euler classiques 
et les équations portant sur les espèces en utilisant un "7 figé équivalent" donne des résultats 
inacceptables. Quand 7 est constant, toutes les approches donnent les même résultats pour 
les variables hydrodynamiques, tandis que les résultats donnés par chacune des approches 
quand 7 varie effectivement ne sont pas aussi bons dans le cas où 7 est constant. De plus, ces 
comparaisons montrent aussi que la modification des solveurs de Roe et d'Osher de type (B) 
46 ETUDE DE SCHEMAS CONSERVATIFS DECENTRES 
proposés dans l'approche (C) améliore la qualité des résultats numériques obtenus sur les 
fractions massiques (les schémas (C) respectent exactement le principe du maximum pour 
les fractions massiques comme prévu par la proposition 4 et la remarque 5) sans altérer les 
résultats obtenus pour les variables hydrodynamiques. 
Cet avantage des schémas (C) sur les schémas multi-espèces de Roe ou d'Osher de 
type (B) peut se révéler utile dans de nombreuses applications, notamment pour le cal-
cul d'écoulements réactifs. En particulier, bien que nous ayons obtenu numériquement avec 
les schémas (B) des fractions massiques Y qui débordent très peu de l'intervalle [0,1] (de 
10~3 par excès ou par défaut), ceci ne devrait pas faire oublier la capacité de ces schémas à 
produire des valeurs non physiques qui peuvent être vraiment inacceptables dans certains cas. 
Cependant, il faut noter que les flux donnés par les schémas (C) ne sont pas différentiables, 
ce qui peut avoir une influence non évaluée ici sur le comportement des calculs utilisant une 
formulation implicite de ces schémas. 
Plus généralement, nous avons observé que les extensions que nous avons considérés 
ici des schémas de Roe, Osher et van Leer au cas multi-espèces se comportent comme les 
schémas de Roe, Osher et van Leer mono-espèce dans le problème du tube à choc sauf à 
la discontinuité de contact où des difficultés numériques supplémentaires apparaissent si le 
rapport des chaleurs spécifiques varie fortement à travers la discontinuité. 
La dernière conclusion de ce travail est que la meilleure stratégie pour étendre au second 
ordre, avec la technique MUSCL, les schémas étudiés ici est d'appliquer les techniques de 
limiteurs de pente aux "variables physiques". Ceci est certainement vrai quand l'approche 
(C) est utilisée, comme le suggère la remarque 5, et semble aussi exact pour l'approche (B). 
II.7 ANNEXE A 
Dans cette annexe, on montre que les schémas (B) utilisant les flux de Roe et d'Osher peuvent 
is préserver le principe du maximum pour les fractions massiques. 
Commençons tout d'abord par le schéma de " Osher physique" . Les états W¿ et WR étant 
donnés, il est nécessaire d'introduire quelques notations de façon à détailler l'équation (33). 
Le chemin V reliant WL à WR est decomposable en trois parties (on note F = Yx U F2 U T4), 
, , . • , •
 d W 
qui sont définies par les propriétés suivantes: —r~ est parallele au premier vecteur propre 
as 
dW dW 
ri(W(s)) sur Ti, —— est parallèle au quatrième vecteur propre r4(W(s)) sur r 4 , et —r— 
appartient à l'espace propre associé à la valeur propre u sur F2. On note WXß et W2ß les 
points extrêmes de F'2. De plus, puisque le premier champ caractéristique est vraiment non 
linéaire (voir [3], [43]), il existe au plus un point pour lequel A¡ s'annule sur Ti; ce point, 
appelé point sonique, est noté W*,3. De la même façon, il existe au plus un point W%,3 P o u r 
lequel À4 s'annule sur F4. Enfin, u est constant le long de T2 puisque cette valeur propre 
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est associée à un champ caractéristique linéairement dégénéré: on note u = u* sur T% (voir 
Figure 11.13). 
Wf/3 
Figure 11.13 : Chemin reliant Wi à WR pour le schéma de Osher physique. 
Avec ces différentes notations, l'intégrale qui apparaît dans (33) se détermine facilement. 
Par exemple, on a: 
I ïl3\A{W)\dW = / 1/3 sign{X1(W))A(W)dW JwL JwL 
= st9n(Xï(WL)){F(W^/3) - F(WL)} , 
puisque sign(\x(W)) est constant sur la partie de I \ considérée. Alors, (33) peut se réécrire: 
F(WL) + F(WR) sign(u*). 
*{WL,WR) = •[F(W2/3) - F(W1/3)} 
J-j^\A{W)\dW~l~j^\A{W)\dW 
Puisque nous savons que la fraction massique Y est constante le long de T\ et de 1^, on 
peut écrire la première et la quatrième composante du flux numérique sous ia forme: 
&{wL, wR) = &+{wL, wR) + *i(wL , wR), 
$\WLl WR) = YL *\(WL, WR) + YR *L(WL, WR) , 
(39) 
(40) 
ou: 
*UWt,WR) = i - ip l - i (/r_ \A(W)iäWy + ü t í i i í i ^ ) , 
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Par conséquent, de (39) et (40), on constate que le schéma "'Osher physique" de type 
(B) utilise les mêmes flux discrets pour l'équation de continuité et pour l'équation d'espèce 
(comme les schémas (C)). Il est prouvé dans [41] qu'une condition nécessaire et suffisante 
pour préserver le principe du maximum pour les fractions massiques est alors: 
*
1+{WL,WR)>0, *1{WL,WR)<0. (41) 
On peut remarquer ici que, pour le schéma muîti-espèces de Van Leer, on a les relations: 
&(WL, WR) = F\{WL) + Fi(WR) , (42) 
&{WL, WR) = YL F\{WL) + YR Fl{WR) , (43) 
lesquelles sont très proches des relations (39)-(40). De plus, il est aisé de montrer que 
F\{W) > 0 et F\(W) < 0 pour tout W. D'après la relation (41), ceci est la raison pour 
laquelle le schéma multi-espèces de Van Leer préserve le principe du maximum pour les 
fractions massiques. 
Malheureusement, (41) n'est pas toujours vérifiée pour le schéma de "Osher physique". 
Les tableaux A.l and A.2 ci-dessous, dans lesquels nous distinguons 16 cas différents, en 
suivant Spekreijse [60], indiquent les cas pour lesquels la relation (41) est vérifiée ou non: 
Cl/3 < U* 
0 < U* < Ci/3 
- C 2 / 3 < U* < 0 
U* < - C 2 / 3 
Ul < CL,UR > -CR 
Oui(l) 
Oui(2) 
Oui(3) 
Oui(4) 
UL > CLlUR > -CR 
Oui(5) 
Non (6) 
Non (7) 
Non (8) 
Table A. l : Principe du maximum pour la fraction massique en utilisant le schéma de 
"Osher physique". 
Cl/3 < U* 
0 < U* < Ci/3 
- C 2 / 3 < U* < 0 
U* < - C 2 / 3 
UL < CL,UR < -CR 
Oui(9) 
Oui(10) 
Oui(ll) 
Oui(12) 
UL > CL,UR < -CR 
Oui(13) 
Non (14) 
Non (15) 
Non (16) 
Table A.2: Principe du maximum pour la fraction massique en utilisant le schéma de 
"Osher physique". 
Les calculs sont laissés au lecteur. L'idée est d'évaluer si la quantité de mouvement m 
augmente ou non dans une détente. Remarquons que le cas (6) est hybride : le respect ou 
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non de la positivité des fractions massiques dépend du signe de m¿ + m ¡ / 3 — m" (où m3 
désigne la quantité de mouvement au point sonique) qui n'est pas uniforme dans tous les 
cas: il est possible que les fractions massiques gardent îe bon signe. Dans tous les autres cas 
où la réponse est négative, ce principe est généralement violé. 
On peut illustrer ces résultats en considérant le problème du tube à choc défini par les 
conditions initiales suivantes: 
PL = 1 , PR = (1.4)5 , 
uL = 2 , uR = 0 , 
PL = (1.4)-1 , pR = (i.4)6 , 
YL = 1, YR = 0, 
IL = 1.4 , 7H = 1.4 -
Ce problème particulier correspondant aux cas (6) et (7), est celui qui a le plus de chance 
de se produire parmi tout les cas où la relation (41) n'est pas vérifiée (voir Spekreijse [24]), 
Il est choisi tel que Wx/3 = W2ß = WR. 
Soit i tel que Wj — WL pour tout j < i et W° = WR pour j > i. Un calcul direct montre 
qu'après un pas de temps, on a: 
\f 
At 
(p)} = PR + ^ [ ( H L ~ ( » 1 / 3 J • 
Puisque [(pu)i — {puYt,3} « —0.52, o a Y*o < 0, et le principe du maximum n'est pas 
préservé. Un calcul analogue conduit aux mêmes conclusions pour le schéma de "Osher-
Solomon". 
Considérons maintenant le schéma multi-espèces de Roe. Il est facile de voir que le schéma 
multi-espèces de Roe de type (B) peut s'écrire sous la forme (39)-(40) (là encore, ce schéma 
utilise les mêmes flux discrets pour l'équation de continuité et pour l'équation d'espèce). On 
a ici: 
*\{WL,WR) =pL(uL + \ñ\)~\ñ xfpï Ap 
Wy/pZ+y/pk') C2 
*l(WL,WR) = />fl(UR - lfi|) + |fi| _ V ^ / - ^ 
y/PÏ+ \/PR C 
VPR {,. - i r A p pAu Ap pAu \ 
--7—p~¡—r=- \u - c { — — } + u + c {-TT- + —r-j , 
2(^/pï+y/pR) \ C2 C C2 C J 
(44) 
(45) 
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avec p = yfpTPR, à.u~uL- uR, Ap = pL - pR. 
Pour montrer que le schéma (B) multi-espèces de Roe ne préserve pas toujours le principe 
du maximum pour les fractions massiques, on exhibe simplement un exemple pour lequel les 
inégalités (41) ne sont pas vérifiée. On considère le problème du tube à choc défini par les 
conditions suivantes: 
PL = 1 , PR - 1 , 
uL = - 1 , uR = 1 , 
{ Hi = 1 , HR — 5 , 
YL = 1 , YR = 0 , 
IL = 1-4 , IR = 1-4 • 
Ces valeurs ont été choisies de façon à obtenir pour la matrice A des valeurs propres po-
sitives, ce qui permet de simplifier l'expression des flux puisqu'alors (27)-(28) donne simple-
ment ${WL, WR) = F{WL). On obtient pour cet exemple Q\{WL, WR) = - 1 , $L(WL, WR) = 
0, et donc la relation (41) n'est pas vérifiée. 
ILS ANNEXE B 
Dans cette annexe, on discute des problèmes spécifiques qui apparaissent lorsque 7 n'est 
pas constant. On montre que tous les schémas décentrés considérés précédemment ont des 
difficultés pour traiter ces problèmes. 
Comme nous l'avons dit précédemment, les légères oscillations qui apparaissent au niveau 
de ia discontinuité de contact pour les écoulements multi-espèces lorsque 7 n'est pas con-
stant sont intrinsèquement dues à la présence des différentes espèces. En suivant les travaux 
présentés dans [1] et [43], on analyse l'origine de cette difficulté en considérant le problème 
de Riemann (24) dans un cas où les deux états WL et WR sont supersoniques et peuvent être 
séparés par une discontinuité de contact (plus précisément, on suppose que u¿ = uR — ù, 
UL > ci, uR > CR, pi = PR — p). On suppose en outre que l'on utilise un schéma décentré 
qui vérifie: 
*(WL,WR) = F(WL) , (46) 
pour le problème considéré, cette condition est tout à fait naturelle puisque les états WL et 
WR sont supersoniques. Après discrétisation spatiale, on a au temps t ~ 0: Wj = W¿ pour 
j < i — lj Wj° = W/î pour j > i. En utilisant la relation de consistance $(W,W) = F(W), il 
est facile de voir que les valeurs Wj (valeurs obtenues après une itération) sont égales à W® 
pour tout j T¿ i, et que W} est donné par: 
Ai 
W¡ = WR- -£¿[F{WR) - F(WL)} . (47) 
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En notant v — —— le nombre de Courant (la condition de stabilité impose 0 < // < 1 ), 
on déduit aisément de (47) que: 
p] = (1 - U)PR + V PL , 
Y1 - l1 - v)pRYR + VPLYL 
(1-V)PR + VPL 
et: 
tí,1 = ü , (48) 
P.1 ( \ — v v \
 x 
= P 771ZT-T + 7 7 i r ^ - 7 • (49) 
7 (y; 1 ) - i "\I(YR)~I 7 ( i i ) - i , 
Aussi, après un pas de temps ia vitesse a une valeur correcte en chaque point, mais la 
pression est modifiée au point i (puisqu'en général p¡ =¿ p). Cette inaptitude du schéma à 
reproduire d'une itération à l'autre la pression constante p peut très bien causer après après 
plusieurs itérations temporelles les oscillations observées, et est directement lié au fait que 7 
est non constant, i.e que le fluide est un mélange de plusieurs espèces. 
Avant d'étudier de façon plus détaillée la relation (49), nous tenons à souligner que 
l'observation précédente se produit dès que l'hypothèse (46) est satisfaite; en particulier elle 
se produit même si un solveur de Riemann exact est utilisé à chaque interface x ;+1/2 du 
maillage, comme c'est le cas pour la méthode de Godunov, et également avec le schéma 
de Van Leer. Seul le schéma de Glimm [29], qui n'utilise pas les procédés de moyenne qui 
apparaissent dans les schémas de type Godunov, devrait permettre d'obtenir une pression 
correcte p] = p. Une autre façon de s'affranchir de cette difficulté consiste à déplacer les 
points du maillage localisés dans le voisinage de la discontinuité de contact avec la vitesse 
û, comme le font Harten and Hyman [34] dans leur méthode de maillage mobile. 
Pour des raisons de simplicité, supposons maintenant que Yi = 1, et YR = 0. Alors (49) 
devient: 
É. - K7L - 1)PLCVL + (1 - v){lR - 1)PRCVR ( l - v y \ ( 5 Q , 
P VPLCVL + {1-V)PRCVR \ 7 H - 1 7 L - 1 / 
En gardant tous les autres paramètres fixés, on considère le membre de droite de (50) 
comme une fonction de 7¿ et 7#, notée fhi, JR). En posant a = - , " _,— et ß = , 
(1 ~ V)PRCVR 1 - v 
on peut écrire: 
t( >v ï K7L - 1) + 7fl - 1] [ßilL - 1) + 7fl - 1]
 K 1 , 
( a + l)(j8 + l ) ( 7 £ - l ) ( 7 f l - 1) 
On montre sur la figure 11.14 le tracé de la fonction -JR »-*• / (7¿ , 7«) dans le cas particulier 
où a = 1 et ß = ~, pour trois valeurs de 7¿. Il apparaît que, pour la même valeur de \JL~ 1R\, 
la situation après une itération temporelle est plus mauvaise dans le cas JR < JL que dans 
le cas 7/Î > 7¿: par exemple, on a /(1.6,1.2) > /(1.2,1.6) > 1. 
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fin, m) 
IL = 1-2 
1.20 1.40 1.60 Î.80 2.00 1R 
Figure ÍÍ.14 : Tracé de /(7Î, ,7A)» P o u r t r o i s valeurs de 7¿ (a = 1, ß = §). 
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Cette conclusion peut être illustrée par les résultats suivants. On considère de nouveau 
le tube à choc de Sod résolu en prennant un nombre de CFL proche de 0.75. Les valeurs des 
paramètres précédents a et ß définis pour la discontinuité de contact sont approximativement 
celles de la figure (11.14). La figure (11.15) montre alors les résultats pour deux cas différents: 
pour le cas (a), on prend 7¿ = 1.2,7/* = 1-6, tandis que pour le cas (b) on prend -yL = 
1.6,7ß = 1.2. En accord avec nos observations sur la figure (11.14), on voit que les résultats 
obtenus pour le cas (b) sont plus mauvais que ceux obtenus pour le cas (a) 
a) b) 
Densité : 
Vitesse : 
min= 
min= 
0.125E+00 
0.000E+OO 
max= 
max= 
0.100E+OI 
0.981E+O0 
Densité : min= 0.125E+00 max= 0.100E+01 
Vitesse: min= 0.0OOE+0O max= 0.949E+00 
Figure 11.15 : Densité et vitesse pour le tube à choc de Sod avec IL = 1.6, fR = 1.2 (cas (a)) 
et fL — 1.2, 7fl = 1.6 (cas (b)) (Schéma (C) de Roe précis au premier ordre). 
Naturellement, l'analyse précédente basée sur les relations (50)-(51) ne s'applique que 
pour la première itération temporelle et ceci pour une situation très particulière (laquelle, 
strictement parlant, ne concerne pas le tube à choc de Sod dont la discontinuité de contact est 
subsonique). Par conséquent, cette analyse donne simplement quelques éléments de réponse 
concernant les médiocres résultats que l'on obtient au niveau de la discontinuité de contact 
de la figure il. 15. La conclusion principale de cette annexe est seulement qualitative: tous les 
schémas décentrés que nous avons considérés dans cet article ont un mauvais comportement 
en présence de fortes variations de 7. • 
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Chapitre III 
ETUDE NUMERIQUE DES 
ONDES DE DETONATION 
MONODIMENSIONNELLES 
III. 1 INTRODUCTION 
Les phénomènes de détonation ont fait l'objet ces dernières années de gros efforts de recherche. 
Si d'importants progrès ont été réalisés aussi bien au niveau de la modélisation que de 
l'expérimentation, il semble maintenant que la majeure partie des difficultés viennent d'une 
certaine inadaptation des méthodes numériques existantes au calcul de ce type d'écoulement. 
Ceux ci se caractérisent, par rapport aux phénomènes de déflagration qui sont maintenant 
bien maîtrisés, par des chocs et une cinétique chimique très raide spatialement qui néces-
site la mise au point de méthodes numériques performantes si l'on souhaite capturer une 
solution physique. En effet, sous certaines conditions, on peut obtenir comme solutions des 
ondes de détonation faible avec un front de flamme qui peut se propager à la vitesse d'une 
maille par itération; bien évidemment ces solutions sont non physiques et d'origine purement 
numérique. Un autre problème soulevé par ce type d'écoulement provient de leur struc-
ture instable. L'instabilité monodimensionelle est régie par une équation aux amplitudes 
de Landau-Stuart [10] et elle dépend directement du coefficient de pilotage / introduit au 
chapitre 1. Pour les écoulements monodimensionnels, cette instabilité se traduit par une 
oscillation des variables (pression, vitesse,...) autour de la solution ZND. La régularité de 
ces oscillations dépend du nombre de modes instables (c'est à dire du nombre de valeurs 
propres de partie réelle positive de l'équation aux amplitudes). Pour les écoulements multi-
dimensionneis, cette instabilité peut donner lieu à des structures instables bien plus com-
plexes, la plus connue étant la structure cellulaire qui représente la trace spatiale des points 
triples [28] (le point triple est l'intersection d'un choc droit, d'un choc incident et d'un choc 
réfléchi). Là encore, on souhaite que les méthodes numériques puissent capter correctement 
ces instabilités lorsqu'elles existent. 
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Le travail présenté dans ce chapitre concerne la première partie d'une étude de ces 
phénomènes de détonation. Les objectifs que nous nous sommes fixés sont dans un pre-
mier temps d'étudier le comportement des méthodes numériques développées à PINRIA et 
de les comparer aux meilleures méthodes existantes pour ces problèmes, puis en parallèle 
à cette analyse, d'étudier les différentes solutions envisageables (existantes ou non) pour 
améliorer les résultats (traitement particulier du terme source, utilisation d'une procédure 
d'adaptation dynamique du maillage, utilisation de schémas numériques d'ordre élevé ). 
Cette étude purement monodimensionnelle est faite dans le but d'être étendue au cas multi-
dimensionnel. 
Mis à part au CEA [8,9], qui utilise en fait des maillages et des méthodes différentes 
des nôtres (maillage quadrangulaire, schémas lagrangiens, procédure de suivi de front), très 
peu d'études numériques des phénomènes de détonation existent en France. Plus proches 
des méthodes que nous utilisons (schémas Eulériens), on peut citer les travaux de Ben Artzi 
[6], Bourlioux et al [10] et ceux de Colella et al [19] que nous détaillerons par la suite et qui 
serviront pour notre étude comparative. 
On présente tout d'abord ci-dessous le système d'équations dimensionnées et adimension-
nées. Le système d'équation peut en fait s'écrire de deux manières suivant que l'on prend 
comme variable conservative dans l'équation d'énergie, l'énergie totale (1) ou l'énergie totale 
diminuée de l'énergie chimique (2). Sur le problème continu, les deux écritures sont bien 
évidemment équivalentes comme nous l'avons vu au chapitre précédent. 
Dans une seconde partie, on présente les différents schémas numériques explicites et 
implicites qui ont été utilisés. On montre à ce sujet que les discrétisations explicites (couplées 
ou par pas fractionnaires) des deux systèmes d'équations (1) et (2) sont équivalentes, mais 
par contre, qu'une discrétisation implicite par pas fractionnaires nécessite une correction 
si l'on souhaite obtenir les mêmes résultats. Une analyse de stabilité par Fourier est aussi 
présentée pour ces différents schémas. 
Pour les équations d'Euler dont le modèle le plus simplifié s'écrit ut + cux = 0, l'utilisation 
des équations équivalentes ou équations modifiées constitue un outil très performant. En 
effet, elles permettent d'une part d'obtenir des conditions de stabilité basses fréquences (que 
l'on obtient aussi par une analyse de stabilité par Fourier) mais surtout de comparer les 
erreurs de dispersion et de diffusion entre différents schémas numériques. De plus, bien que 
ces études se fassent sur des équations modèles, les résultats qu'elles permettent d'obtenir 
sont tout à fait valables pour les équations d'Euler. Pour les équations d'Euler réactives, le 
modèle le plus simplifié s'écrit ut + cux = —Xu, ou A < 0 correspond à une création de la 
variable u et A > 0 correspond à une consommation de la variable u. Pour ce modèle, il n'est 
pas possible d'obtenir une équation équivalente possédant les mêmes propriétés que pour 
le modèle purement convectif. Cependant, sous certaines conditions que nous détaillons et 
pour un modèle légèrement différent, l'équation équivalente montre le couplage entre le terme 
source et la convection. Une analyse rapide de ces termes permet d'évaluer leurs actions sur 
la flamme (erreur de diffusion ou de convection), on a ainsi pu justifier certains résultats 
numériques. 
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Ensuite, on s'intéresse plus particulièrement au traitement du terme source. L'idée généra-
le est ici qu'un décentrage de ce terme, analogue à ce qui ce fait pour les termes convectifs, 
peut éventuellement améliorer les résultats. A partir de l'équation modèle ut + cux = Au, 
on met en évidence pour un schéma de type Godunov qu'il existe pour le schéma explicite 
couplé un décentrage optimal basé sur le nombre de courant cAt/Ax; on montre aussi que le 
schéma à pas fractionnaires réalise naturellement ce décentrage. On propose alors une exten-
tion naturelle de ce schéma pour la résolution des termes sources non linéaires. L'équation 
équivalente montre alors (pour le modèle non linéaire considéré précédemment) que seul un 
terme de convection du second ordre distingue ce schéma du schéma à pas fractionnaires. 
Sur le cas test de détonation de Chapman-Jouguet (coefficient d'overdrive / = 1), les 
résultats que l'on obtient avec nos méthodes numériques sont tout à fait en accord avec ceux 
présentés dans [6,10]. On retrouve pour des pas spatiaux importants (par rapport à la largeur 
de la zone de réaction) des solutions non physiques constituées d'un choc réactif (dont la 
vitesse peut atteindre une maille par itération) suivi d'un choc purement Euler très diffusé 
de vitesse plus faible. Ces solutions non physiques sont la conséquence de deux phénomènes 
distincts. A partir de l'équation modèle non linéaire qui modélise parfaitement le choc réactif 
précédent, on apporte une explication physique sur l'origine de ces solutions dont la vitesse 
peut atteindre une maille par itération. 
Dans une troisième partie, on s'intéresse plus particulièrement à la capture des instabilités 
des ondes de détonation. On choisit pour cette étude de prendre le schéma explicite couplé. Le 
but de cette partie est d'évaluer le comportement de nos méthodes numériques et d'étudier 
les différentes solutions pour une amélioration des résultats (intérêt d'un schéma d'ordre 
élevé, utilisation d'un adaptation dynamique du mailiage e t c . ) . Four mener à bien cette 
étude, on dispose des résultats de Bourlioux et al [10] qui ont testé différentes méthodes. 
Le bilan de cette première étude montre que pour une approche instationnaire, il est 
illusoire de vouloir traiter le terme source de manière implicite puisqu'il est nécessaire d'avoir 
plusieurs points dans la zone de réaction. Par conséquent un traitement explicite du terme 
source est tout à fait envisageable et même préférable. Les différents schémas numériques que 
nous avons considérés se sont montrés équivalents pour les expériences traitées. Il apparaît 
d'autre part que le calcul des phénomènes de détonation nécessitent à la fois des schémas 
numériques d'ordre élevé et des maillages fins ce qui rend inévitable l'utilisation de maillages 
adaptés. 
Cette étude mériterait d'être complétée par l'investigation d'un traitement implicite des 
termes convectifs. En effet l'obtention de solutions précises, c'est à dire avec beaucoup de 
points dans la zone de réaction (ce qui est fait pour l'étude sur les instabilités), entraîne 
une limitation du pas de temps (Ax petit), et il serait alors intéressant d'étudier dans quelle 
mesure la dissipation numérique du schéma implicite (le terme source restant explicite) influe 
sur la qualité de la solution. 
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III .2 EQUATIONS ET ADIMENSIONNEMENT 
III.2.1 Equations 
On considère les équations d'Euler pour un fluide réactif non visqueux à deux espèces. Notre 
but étant l'étude des phénomènes de détonation, on néglige les effets de la conduction ther-
mique et moléculaire. On considère de plus une réaction chimique simple irréversible du 
type: 
R—* P, 
où R et P désignent respectivement les deux espèces présentes dans l'écoulement. De plus, 
on suppose que R le réactant et P le produit de la réaction ont les mêmes caractéristiques 
physiques (même 7 et même chaleur spécifique à pression constante Cp). Les équations 
s'écrivent alors: 
Pt + (pu)* = ° 
(pu)t H- {pu2 -f p) r = 0 ,52« 
et + [u(e + p)]x = Qu • ' 
(pY)t + {pYu)x = -u;, 
p est la masse volumique, u la vitesse, p la pression du fluide et T est la température. 
e représente l'énergie totale par unité de volume diminuée de l'énergie de formation des 
espèces; Q est la quantité de chaleur dégagée par la réaction chimique à la température de 
référence (Q est exprimée en J/Kg). Enfin, on a noté u; le taux global de la réaction (en 
kg/m3/s). 
Notons R — 8.314J/°it/mo/e la constante des gaz parfaits; la capacité calorifique à volume 
constant est alors donnée par Cv ~ m(R_1), où m la masse molaire. Alors les équations de 
fermeture du système (52) s'écrivent: 
Í p = ( 7 ~ l ) p C v r , 
\ e = pCvT + \pu\ [bâ) 
Pour le taux de réaction w, on utilise suivant les cas tests (pour comparer avec les expériences 
existantes) deux expressions. La première écriture pour u est donné par une loi d'Arrhenius: 
—E 
u = KpY exp(—), 
ou K est une constante et E est l'énergie d'activation. 
Le deuxième modèle utilisé est un modèle à température d'ignition correspondant en fait à 
un modèle à énergie d'activation infinie: 
u = KpYH{T - Ti) 
où H(T - Ti) = 0 si T < Ti et H{T - T¿) = 1 si T > T¡, K est une constante qui détermine 
le temps de réaction. 
A ce système d'équations, on associe les conditions initiales et aux limites. 
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III.2.2 Adimensionnement 
D'un point de vue pratique, la résolution d'un tel système se fait sur des équations adimen-
sionnées afin de mettre en évidence les différentes échelles de grandeur. Pour adimensionner 
ces équations, on introduit des grandeurs de référence (indicées par o)-
p0: masse volumique 
t0: temps 
lo'- longueur 
VQ — -p-: vitesse 
'0 
Po = POUQ: pression 
e0 = p0: énergie par unité de volume 
T0 = —UQ: température 
YQ: fraction massique 
P » P Cela revient à poser p* = —, p* = —, ...... (les quantités * étant sans dimension), et à les 
reporter dans les systèmes précédents. Le détail de cet adimensionnement est présenté au 
chapitre 4. On obtient alors (on supprime la notation *): 
Pt + {pu)x = 0 
Avec: 
(pu)t + (pu2 + p)x = 0 
et + [u(e + p)}x = QÜ 
(pY)t + {pYu)x = - f i 
P- ( 7 - l ) ( e - -pu2) 
T = -
P 
Ü = ApY exp(-eJT) ou 0 = KpYH(T - Tt) 
(54) 
III.2.3 Equations réécrites en utilisant l'énergie totale 
Le système d'équation (54) peut être écrit d'une autre façon en posant E = e + QpY; E est 
l'énergie totale par unité de volume. Si on reporte dans le système (54) l'énergie ainsi définie 
on obtient le système suivant: 
Í Pi + (P«)x = 0 
(pu)t + {pu2 +p)x = 0 
Et + [u(E + p)]x = 0 
(pY)t + {pYu)x = -Ü 
(55) 
Avec: 
p = ( 7 - l)(E - \pu2 - QpY) 
rp r 
Ü = ApY exp{-tJT) ou O = KpYH{T ~ T.) 
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Bien évidemment, pour le problème continu, les deux systèmes (54) et (55) sont iden-
tiques puisque l'on utilise seulement des combinaisons linéaires d'équations conservatives 
pour transformer un système en l'autre (voir chapitre 2). Par contre, d'un point de vue 
numérique, les solutions obtenues ne sont identiques que sous certaines conditions que nous 
précisons par la suite. 
III .3 SCHEMAS NUMERIQUES 
Etant donné que l'on s'intéresse à la capture de phénomènes instationnaires, on se limite à 
des schémas numériques explicites pour la partie Euler. Par contre dans certains cas (peu 
de points dans la zone de réaction par exemple), la réaction chimique peut entraîner une 
limitation du pas de temps. Aussi, pour s'affranchir de cette contrainte, on envisage la 
possibilité de traiter le terme source de façon implicite ou éventuellement par un schéma 
de type exponentiel (voir ci-dessous). 
III.3.1 Schémas explicites 
D'une manière simplifiée, les deux systèmes (54) et (55) peuvent s'écrire: 
Wt + F(W)X = S(W) (56) 
La discrétisation du système (56) sans terme source (S(W) = 0, absence de phénomènes chi-
miques) par un schéma numérique explicite est présentée au chapitre précédent. En présence 
du terme source, deux discrétisations sont possibles. La première, appelée schéma couplé, 
traite dans la même étape la partie Euler et la partie source, tandis que la deuxième, dite 
schéma à pas fractionnaires traite ces mêmes parties en deux étapes distinctes. 
Schéma couplé 
W?+1 - W? <ft.U2 - fö 1/2 
At + A* = S{W^ ( 5 7 ) 
où $"+i/2 est le flux numérique défini au chapitre précédent. 
On peut montrer (nous le verrons par la suite) que le schéma ainsi construit est précis au 
premier ordre en temps et en espace. Pour obtenir une solution précise au second ordre, on 
utilise l'approche "MUSCL"; par rapport à ce qui a été présenté au chapitre précédent pour 
le système Euler multi-espèces, on introduit dans les phases de prédiction et de correction 
le terme source S(W). Notons par F " le gradient supposé constant de la solution W™ sur 
la cellule Cj = [?' — 1/2, j + 1/2], la solution à l'étape n + 1/2 s'obtient après l'étape de 
prédiction: 
K+1/2 - *7 + ^-X{F{W} + P¡~) - F{W3 - P ; ^ ) ) = fs(W?). (58) 
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L'étape de correction permet d'obtenir la solution à l'étape n + 1: 
At_ 
Ax 
w
r
+ï
-
w? + ^-MW::$~IW&/2+)-m:^%,w;%\)) = A Î 5 ( ^ " + I / 2 ) , (59) 
ou
 ^,
n
+
+i/2- = ^n+1/2 + p ? ^ r e t ^ïi/A = wïïî12 - ^"+i^- 0 n obtient alors un schema 
précis au second ordre en temps et en espace. 
Stabilité du schéma couplé 
Pour déterminer le domaine de stabilité du schéma ainsi construit, on réalise une analyse 
de Fourier sur une équation scalaire modélisant les deux phénomènes physiques considérés 
(convection et combustion): 
«t + cux = — Au, 
où A est une constante positive, (on suppose qu'il y a consommation de la variable u). Dans 
ces conditions, le schéma explicite couplé d'ordre 1 s'écrit pour c > 0: 
où l'on a introduit deux nombres adimensionnés qui sont le nombre de Courant convectif 
ß = cAt/Ax et le "nombre de Courant chimique" v — \At. On étudie la stabilité L2 du 
schéma par analyse de Fourier. Posons u7- = eue* et u"+1 = Gk e''e* (e¿ = 2kw/N, N 
étant le nombre de points du maillage); Gk représente le module d'amplification du schéma 
numérique. Le schéma numérique sera stable si le critère de von Neuman est vérifié, à savoir: 
max|Gfc| < 1. 
K 
Un calcul immédiat permet de montrer que le critère précédent est vérifié si: 
v + 2p < 2, 
en fait si on souhaite la positivité de la variable u, on impose en plus la condition suffisante 
suivante: 
v + P < 1. 
Dans la pratique, la condition de stabilité s'est avérée moins sévère que cette dernière. 
Schéma à pas fractionnaires 
Ce schéma s'écrit: 
f w; -w?
 I < w - ¿j-i/2 _ 0 
WvK-W AX ' (60) 
—¿ L
 = S(W*). 
At v Jj 
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De même que pour le schéma couplé, le schéma à pas fractionnaires ainsi défini est précis au 
premier ordre en temps et en espace. Pour obtenir une précision au second ordre, on utilise 
comme précédemment un schéma prédicteur correcteur pour chaque étape. C'est à dire pour 
l'étape de convection: 
At Pn Pn 
J J
 2Axv v J 2AxJ v 3 2Az ; ; (61) 
et pour l'étape de co. .justion: 
r,,n+1/J -w; = ~s(w*) , , 
3
 2 3 (62) W?+l - W* = Ai5(W;*'n+1/2) J J x J ' 
Pour des opérateurs linéaires, on peut montrer que le schéma ainsi construit est précis au 
second ordre en temps et en espace. Il semble que dans le cas général ceci ne soit plus vrai. 
D'après Colella et al [19], pour obtenir de l'ordre deux avec ce type de schéma, il suffit 
alors d'ajouter au processus précédent un schéma identique en inversant simplement l'étape 
"Euler" et l'étape "combustion". On obtient ainsi la solution au temps tn+2. Pour les calculs 
numériques effectués par la suite, ces deux schémas se sont avérés équivalents. 
Stabilité du schéma à pas fractionnaires 
On procède de la même façon par analyse de Fourier. Pour la phase Euler, on obtient ¡J, < 1 
tandis que pour la phase chimique la conjugaison de la stabilité L2 et de la stabilité ¿°° donne 
la condition suffisante v < 1. On constate que par rapport au schéma précédent le domaine 
de stabilité est considérablement plus étendu et donc qu'a priori ce schéma est préférable. 
Condition d'équivalence 
Les deux schémas explicites que l'on a présentés s'appliquent aussi bien pour le système 
(54) que pour le système (55). Cependant, on peut montrer simplement que les solutions 
obtenues, pour un schéma donné ne sont équivalentes que si: 
<t>{E) = ©(e) 4. Q4>(pY), (63) 
où $(A") représente le flux numérique de la variaole X. En fait cette relation n'est pas vérifiée 
si l'on utilise pour le flux d'espèce le schéma (BL) (approche (C) du chapitre précédent), par 
contre cette relation est vraie pour l'approche (B) (schéma à Jacobien complet). Cependant, 
pour des raisons de positivité on préfère prendre le schéma (BL) d'autant que les différences 
constatées entre les deux méthodes restent toujours inférieures à 1%. 
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III.3.2 Schémas à stabilité inconditionnelle 
Comme nous i'avons cité précédemment, nous souhaitons construire des schémas numériques 
pour lesquels la stabilité liée au terme source est inconditionnelle. Ceci peut être obtenu par 
des schémas à pas fractionnaires de deux façons. La première très simple et peu coûteuse 
suppose la température constante durant l 'étape de combustion . On a donc un découplage 
total entre la chimie et la température, c'est cette méthode qui est utilisée entre autre dans 
[10,6,19]. La deuxième suppose quant à elle que la température évolue durant la combustion, 
elle entraîne bien évidemment un coût calcul supérieur mais il semble intéressant de savoir 
si cette méthode améliore les résultats. 
Notons fi = pYf(T), Le schéma à pas fractionnaires utilisé par les auteurs cités précédem-
ment s'écrit pour le système (55): 
Pt + (pu)x = 0 
(pu)t + (pu2 + p)x = 0 
Et + [u(E + p)]x = 0 
(pY)t + (pYu)x = 0 
Cette première étape purement Euler multi-espèces permet par utilisation d'un schéma ex-
plicite de déterminer la température T*. Dans une deuxième étape on résout le processus de 
combustion: 
(PY)t = -pYf(T*) 
La résolution de cette dernière équation se fait soit par utilisation d'un schéma implicite ou 
soit plus simplement en utilisant la solution exacte: 
(pY)n+1 = (pY)ne~f^')Ai. (64) 
Cette même méthode ne s'applique pas directement pour résoudre le système (54) du fait 
de la présence du terme source dans l'équation d'énergie. Dans ces conditions, le schéma 
équivalent (c'est à dire donnant la même solution numérique) s'écrit: 
f Pt + (pu)x = 0 
(pu)t + (pu2 + p)x = 0 
et + [u(e + p)]x = 0 
l (PY)t + (pYu)x = 0 
Notons comme ci dessus par * les variables issues de la résolution de ce système, la deuxième 
étape est identique à celle présentée pour le système (55): 
(pY)t = ~pYf(T') 
Par résolution de cette équation on obtient (pY)n+l. L'étape correctrice pour avoir l'équivalen-
ce est: 
e
n+1
 = e* + Q[(pY)n - (pY)n+l\ 
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La démonstration non présentée est très simple, elle repose sur le fait que pour la phase 
Euler et pour l'approche (B), les flux numériques <f> vérifient la relation (63). 
Ces schémas numériques sont souvent employés pour leur simplicité; cependant ils pré-
sentent l'inconvénient de ne pas prendre en compte dans la phase chimique la variation de 
température puisque celle ci est figée après l'étape Euler. Pour pallier cet inconvénient on in-
troduit un schéma par décomposition des opérateurs. Présentons ce schéma pour le système 
(54), la première phase Euler reste inchangée; par contre pour la deuxième phase relative à 
la chimie, le système à résoudre est: 
f et = QPYf(T) 
\ (PY)t = -pYf(T) 
M 
avec et = T, le système ainsi défini est résolu par un schéma implicite linéarisé, par 
7 - 1 
une méthode de Newton ou plus simplement par la solution exacte lorsqu'elle est connue. On 
peux aussi, bien entendu, le résoudre par un schéma explicite. On trouvera au chapitre 7 une 
étude détaillée de ce schéma ainsi que des résultats numériques sur des cas tests de flamme qui 
montre son efficacité. En fait, on peut montrer que pour le modèle de combustion à énergie 
d'activation infinie, le schéma numérique ainsi construit en utilisant la solution exacte est 
identique au schéma précédent. En effet au cours du processus de combustion, la température 
ne peut que croître (comme le montre (65)), et comme f(T) est une constante il est immédiat 
que les deux schémas sont identiques. 
III.3.3 Equations équivalentes pour le modèle de combustion 
Pour comparer de façon théorique différents schémas et aussi pour déterminer la précision 
en temps et en espace de ces mêmes schémas, on dispose d'un outil performant, l'équation 
équivalente ou équation modifiée. Partant du système différentiel continu et de la discrétisa-
tion choisie, on peut par cette technique déterminer quel est réellement le système différentiel 
résolu par le schéma numérique. Nous pourrions considérer de nouveau ici le modèle simplifié 
ut + cux = —Au comportant à la fois les effets convectifs et les effets chimiques. En fait, nous 
préférons utiliser pour cette étude un modèle un peu plus complexe qui permet de tenir 
compte du signe des valeurs propres de la matrice jacobienne S (W) (on rappelle à ce sujet 
que les termes sources que l'on utilise ont des valeurs propres positives dans la zone des gaz 
frais et négatives dans celle des gaz brûlés). On suppose la variable u comprise entre 0 et 1, 
le modèle retenu s'écrit alors: 
Ut + cux = —s(u), (66) 
avec 3 = s(u) = au(l — u) et a constante positive. On a: 
; ds(u) , „ » d2s(u) 
s = — ^ = a(l - 2«) et s = , \ ' = -2a. du du* 
(65) 
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Remarque: 
Dans l'équation (66) est absent tout phénomène de diffusion. Cela signifie que si on ini-
tialise par une discontinuité (u(x) = 0 si x < x0, u(x) = 1 sinon), la solution exacte de cette 
équation est la même que celle pour laquelle s(u) = 0. Or une analyse de stabilité linéaire 
que nous présentons par la suite montre que cette solution est instable. Cette remarque nous 
servira pour justifier l'existence de solutions numériques dont la vitesse de propagation est 
d'une maille par itération. 
Equation équivalente pour le schéma couplé d'ordre 1 
On note Ai et Ax les pas temporel et spatial de la discrétisation. Le schéma numérique 
d'ordre 1 s'écrit: 
u?+1 - u? c 
On effectue dans un premier temps des développements de Taylor pour évaluer les différences: 
At2 At3 
u?+ 1 = < + Atut + —u« + —um + 0(At*), ¿ o 
Ax2 Ax3 u?-i = u? - Axux + —r~uxx — uxxx + 0(Ax4) . 
ù D 
En reportant dans (67) , on obtient: 
Ai Ai2 Ax Ax2 
ut + —utt + —z-
utti + 0(At3) + cux - c—uxx + c——uxxx + 0(Ax3) = s(u). (68) ¿ o ¿ o 
Pour déterminer quelle est l'équation différentielle effectivement résolue par le schéma numéri-
que (67), il ne reste plus qu'à éliminer dans (68) les dérivées temporelles. Pour réaliser ceci, 
on procède par une technique de dérivation et d'élimination. On obtient: 
utt + iruttt + cuxt - c—uxxt = -sut + 0(At2, Ax2), 
utx + —Utu + cuxx - c~—uxxx - -sux + 0(At2, Ax2), 
uttx + cuxxt - -s utx - s utux + 0(At, Ax), 
Uttt + cunt — —s Un — s ut + U(At, Ax), 
Utxx + cuxxx = -s uxx - 5 ul + 0(At, Ax). 
Les dérivées croisées sont déterminées à partir de (68): 
utux — —sux — eu
2
 + 0( At, Ax), 
u] = s2 + c2u2 + 2scux + O (At, Ax). 
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Le calcul que l'on fait n'est valable que si le produit <zAi est petit. Ceci provient en fait 
du terme source pour lequel on ne sait pas, à la main du moins, déterminer l'équation équiva-
lente. En effet dans le calcul apparaissent des puissances en aAt qui ne sont négligeables que 
si ce produit, qui correspond en fait au CFL chimique, tend vers 0. Pour le schéma explicite, 
ce CFL est toujours inférieur à 1 et l'équation équivalente est alors précise en 0(aAt)n, par 
contre pour des CFL chimiques proches de l'unité ou supérieurs (cas des schémas implicites) 
le calcul n'est plus valable. Des études sont envisagés actuellement à l'INRIA pour résoudre 
ce genre de problème par le calcul formel. En d'autres termes l'étude que l'on présente ne 
sera valable que pour des CFL chimiques suffisamment petits. Cependant, on peut quan 
même espérer obtenir des informations sur le couplage entre la chimie et la convection. 
Après substitution et en faisant l'hypothèse que aAt est petit, on obtient l'équation équiva-
lente au troisième ordre en temps et en espace du schéma aux différences (67): 
ut + cux + s{u) = - s ( u ) ( - L J — + -—{s 2( u) + v ; v ')) 
L à 4 
-cu r(s ' (u)At + At2(s'2{u) + -s(u)s"(u))) 
cAxuxx, cAt i. . „ , cAi, , 
+
- ^
£ £ ( 1
- A Î + 3 W A Î , 1 - 2 A Ï ) ' 
cAxAt ». .
 0 , 3cAi, 
cAx2 ^cAt ,
 nc
2At\ 
—ru,«(-l - 3 — + 2 — ) 
+0[(aAt) , Ai , Aar. termes croisés] 
Cette équation nous fournit un certain nombre de renseignements. Tout d'abord, on vérifie 
bien comme nous l'avions évoqué dans la section précédente que le schéma numérique ainsi 
construit est précis au premier ordre en temps et en espace. 
Pour le modèle purement Euler, c'est à dire avec a = 0, l'équation (69) permet de déterminer 
entre autre les erreur dispersivas (dérivées impaires: uT, uTXX,...) et diffusives (dérivées paires: 
uxx, uxxxx,...). On peut aussi en étudiant le signe de la première erreur diffusive obtenir une 
condition de stabilité. Par exemple, pour le cas a = 0, on a stabilité si le coefficient de uxx 
est positif, à savoir : 1 — p > 0. On retrouve la condition de stabilité donnée par analyse 
de Fourier. On ne peut pas mener une étude identique pour notre équation (avec a ^ 0) 
du fait de la présence des termes non linéaires. En revanche, on peut évaluer simplement le 
comportement des différents termes non linéaires présents dans l'équation (18). Cela nous 
servira pour comparer les différents schémas. Supposons la solution u croissante (u > 0) et 
considérons un terme du type ßuxs (u). Ce terme est du signe de ß si u < u0 et du signe 
opposé sinon (0 < u0 < 1). Si 3 > 0, ce terme élargit la zone de réaction. Si par contre 
ß < 0, ce terme réduit la largeur de flamme. De la même façon, on peut montrer que les 
termes du type ßuxxs (u) sont toujours du signe de ß. Ils apparaissent donc comme des 
termes dispersifs. 
(69) 
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Equation équivalente pour le schéma à pas fractionnaires d'ordre 1 
Le schéma numérique d'ordre 1 s'écrit: 
uV-+l _ uv- c c/\t 
-"~KT- + Â ; K - u l i ) = ~s{u< - Â 7 K - u«-i)} (70) 
On utilise les développement de Taylor, il vient; 
"í + ^ - u « + T " u « * + ^ ( ^ ^ ) = ~cu* + c-TT^x ~ C-—-uxxx + 0(Ax J) 
2 0 2 , 0 
Ax 
- s ( u - cAi(ur —uxx + 0(Ax3))) 2 
(71) 
On développe le terme source: 
A* Ai2 ^ / A j 3 x Ax Ax2 „ , A ,, wt + -^r"« + -T~u«í + ° ( A t ) = _ r a r + c—Uxx - c—r-^xrx + 0(Ax J) 2 6 2 6
 A 
—.s(u) + 3 (u)cAtux — s {u)cAt——uxx (72) 
Ai2 
- 3 (u)c2 u\ 4- O(OrdreS) 
Les dérivées d'ordre trois sont identiques à celles du schéma précédent; les dérivées secondes 
s'écrivent: 
A i A x i i H / i ?\ Utt + -z~uttt + cuxt — c——uxxt = —s ut.+ s cAtuxt + s cAtutux + 0{At , Ax ) 2 2 
A / A x 
utx + -7ruttx + c^ir ~ c—Uxxx = -s ux + s cAtuxx + s" cAtu2x + 0(At2, Ax2) 2 2 
Après développement et simplification pour a Ai petit (même remarque que précédemment), 
on obtient l'équation équivalente pour le schéma à pas fractionnaires: 
.
 v , .,s'(u)At Ai 2 . ,. , s"(u)s(u).. 
cAxuxx T cAi, 
+ ££(i ) 
2 Ax 
cAxAi „
 2 cAi (73) 
cAx2 ., cAi ^c2Ai2 
+0[(aAi)3 , Ai3, Ax7, + termes croisés] 
De même que pour le schéma couplé, on vérifie que le schéma à pas fractionnaires est précis 
au premier ordre en temps et en espace. On constate que les deux équations équivalentes 
ont le même terme source. Par contre pour ce schéma, le couplage entre la convection et 
cAi 
la combustion ne se fait que sur le terme en u2. On vérifie aussi que pour —— = 1 on a 
Ax 
un découplage total entre la chimie et la convection, on retrouve là une caractéristique du 
schéma à pas fractionnaires. 
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III.3.4 Traitement du terme source 
On considère l'équation scalaire d'advection-réaction: 
ut + cux = g(u) = -Au, 
avec la condition initiale: 
u(x,i) = ui si x < XQ et u(x,t) = upt si x > xQ 
La solution exacte de ce problème de Riemann réactif s'écrit: 
f u(x, i) = ti¿,e~At pour x < x0 + et, 
\ u(x,t) = ti#e~At pour x > x0 + et. (74) 
Notons îi™ la solution au noeud j au temps ¿n, on construit la solution numérique au temps 
tn+1 à l'aide d'un schéma de Godunov. On note Ax le pas spatial du maillage supposé 
uniforme. 
J
 A i Jj-i/2 Ax J v A x ; 
XAt est supposé petit, en notant \i — ^  et v — AAi, le schéma de Godunov s'écrit: 
u]+1 - u* + ß(u] - u^U) = -/i(Aii,-_i) - (1 - ri(\rii) (75) 
Pour le terme source linéaire que l'on a pris, ce schéma est identique au schéma à pas 
fractionnaires (70). Dans le cas général où le terme source est non linéaire, on peut par 
analogie avec (75) construire un schéma couplé pour lequel le terme source est décentré. Ce 
schéma s'écrit: 
u]+1 - u] + n(u] - u ^ J = ngiuj-x) + (1~ ii)g(uj), (76) 
alors que le schéma à pas fractionnaires s'écrit: 
un+l _ un + ^un _ „n_ j = « ^ ^ + (1 _ ^ ) U j ) , (77) 
Pour évaluer l'influence sur la solution numérique de ce décentrage, on détermine l'équation 
équivalente fournit par le schéma (76) pour g(u) = — au(l — u). Ce résultat sera à comparer 
à l'équation équivalente (73) du schéma (77). 
Après développement du terme source, le schéma numérique (75) s'écrit: 
Ai At2 „ ,
 A 3 , Ax Ax2 _, A 3. 
ut + —-u« + -T-uut + 0(At ) = -eux + c—-uxz - c——uxxx + 0(Ax ) ¿ o ¿ o 
—s(u) + s (u)cAtux — s (u)cAt-—uXT (78) 
-s\u)cAt-^-ul + 0{OrdreZ) 
SCHEMAS NUMERIQUES 69 
En utilisant les résultats précédent (le seul terme modifié par rapport à (72 ) étant le terme 
en s (u)), on obtient l'équation équivalente au troisième ordre: 
, / \ (
 x,s(u)At r A i 2 . -. . s"(u)s(u).. 
ut + cus + s(u) = ~s(u)( 2 +—-(s(u)+ * ' K })) 
cAxuxx . cAt, 
.E^Ls"iu)u2(1 _ £ ^ ) (79) 
cAx2 cAt c2At2 
6 Ax Ax¿ 
+0{(aAty, A r , Aar, + termes croisés] 
L'équation (79) montre que ce schéma présente la même diffusion numérique que le schéma 
à pas fractionnaires. Par contre le terme en u2x change de signe et ce schéma présente alors 
une erreur dispersive plus faible. Cependant, cette erreur est d'ordre deux et ne devrait 
donc modifier que très sensiblement les résultats numériques. Nous vérifieront ce point sur 
le problème de la détonation. 
III.3.5 Schémas de type Godunov basés sur la solution du PRG 
Les schémas que nous utilisons sont très proches de ceux implémentés dans [10,19] et il n'est 
pas surprenant de ce fait que nos résultats soient comparables aux leurs. Par contre Ben 
Artzi [6] ainsi que Bourgeade [8,9] ont construit un schéma numérique (précis au second 
ordre en temps et éventuellement en espace) basé sur la solution du problème de Riemann 
généralisé (noté PRG par la suite). 
Définition du problème de Riemann classique 
On considère le problème à valeur initiale suivant: 
- Wt + F(W)X = 0 
N-°>=U:-o <80) 
Résoudre le problème de Riemann classique, c'est chercher W(x, t) solution de (80). 
Si l'on note par p la dimension du vecteur W, alors on sait (sous certaines conditions, en 
particulier si le système est hyperbolique) qu'il existe une unique solution faible composée 
de p + 1 états constants séparés par des ondes simples. De plus, cette solution vérifie: 
W(x,t) = W(Z,WL,WR) = V°fy 
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Définition du problème de Riemann généralisé 
On considère le problème à valeur initiale suivant: 
r wt + F(W)X = s(w) 
Résoudre le problème de Riemann généralisé, c'est chercher W t) solution de (81), 
Contrairement au PRC, La solution H'(x, t) n'est plus auto-sin ire. Mais on peut montrer 
qu'au voisinage de l'origine, la solution W(x, t) est solution faible unique et qu'elle a la même 
structure que celle du PRC. On peut donc l'écrire: 
W{x, t) = V°(j) + tVl(j) + .... + tkVh(j) + .... 
ou V°(f ) est la solution du PRC correspondant. 
Construction du schéma numérique 
Soient Xi = ¿Ax les points du maillages, C, = [xi-i/î-Zt+i/î] Ia cellule et tn = nAt. 
X- 1 X-.\ 
l
~1 , l+l 
Xi-i Xi xi+l 
On note W" la moyenne de W sur la cellule C, à l'instant nAi, la solution numérique à 
l'instant (n + l)At sera donnée par le schéma de Godunov suivant: 
W?+ 1 - W? = - ^ ( W ^ A * ) - F(W;\")} + &tS(W?+"), 
LSX T 2 2 
avec 
W^l/2 _ Wn , ^ £ Ä n 
i + l/2 — ^>+l/2 ^ 2 dt n+l/2 
dW 
Dans cette dernière expression, W"
 l est la solution du PRC en a\+i/2 et [-~—]"+i/2 e s t 
solution au premier ordre du PRG. 
Pour calculer le terme source 5 , on pose simplement W™ ' = ¿(W™^ Z + W,>i/2 ) 
Pour les équations d'Euler réactives, la construction d'un tel schéma est assez complexe et 
très technique. Aussi pour simplifier, on va construire ce schéma pour une équation scalaire 
d'advection avec terme source. 
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III.3.6 Solution du PRG et schéma numérique pour l'équation 
modèle 
On considère l'équation modèle suivante avec c > 0: 
ut + cux = g(u) 
Pour avoir une solution précise au second ordre en espace, on suppose que la solution varie 
linéairement sur chaque cellule Cj. Soit P" le gradient constant sur la cellule. Pour chaque 
bord de cellule i + 1/2, la solution du PRG s'écrit: 
ti(x, *) = «? + ^~Ptn + P?t(ï - c) + Atg(u? + ~PD 
Alors, on a: 
<H/2 = W0,0) = < + ~ i ^ 
Ce schéma est à comparer à ceux définis par (58-59) pour le schéma couplé et par (61-62) 
pour le schéma à pas fractionnaires. En fait, cette étude montre qu'en l'absence de terme 
source la résolution de l'équation ut + cux = 0 par le schéma utilisant la solution du PRG 
conduit au même schéma numérique que la méthode MUSCL. A noter aussi que le schéma 
ainsi construit réalise naturellement un décentrage du terme source. Mais contrairement au 
schéma à pas fractionnaires, le paramètre de décentrage vaut 1/2. 
III.4 RESULTATS NUMERIQUES POUR UNE DE-
TONATION DE CHAPMAN-JOUGUET 
III.4.1 Présentation du cas test 
Comme nous le verrons plus loin, le modèle non linéaire qui a servi de base à la détermination 
des équations équivalentes ne peut pas être utilisé pour faire une comparaison des différents 
schémas numériques. Aussi, pour effectuer cette comparaison, on choisit le cas test de dé-
tonation de Chapman-Jouguet correspondant à la décomposition de l'ozone. Ce cas test est 
présenté dans [6]. Le modèle de combustion pris pour ce calcul est le modèle à température 
d'ignition. Les différentes constantes apparaissant dans les équations de fermeture sont (pour 
le système adimensionné par rapport aux unités CGS): 
7 = 1.4, Q = 0.5196 ÎO10, K = 0.5825 ÎO10, T, = 0.1155 10 
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Notons XQ l'abscisse de la discontinuité initiale. Les conditions initiales, prises constantes de 
part et d'autre de cette discontinuité, définissent une détonation de Chapman-Jouguet: 
(p u p Y) = i (-p0' ° ' p 0 ' ^ p o u r X > X ° ' 
\ ( / ?CJ ,UCJ ,PCJ ,0 ) , pour x < x0. 
où pQ = 1.201 10"3, pa = 8.321 105 et pCJ = 1.945 10"3, uCJ = 4.162 104, pCj = 6.270 106. 
Dans la théorie de Chapman-Jouguet, la vitesse du front de détonation est alors de DCJ = 
1.088 105. La largeur de la zone de réaction est de l'ordre de 5 10 - 5 cm. La valeur du pic en 
pression est de PZND — 11.9 106 (cette valeur a été obtenue par le calcul numérique). 
Nos différents calculs ont été effectués sur un maillage equidistant de 100 points; on note 
Ax le pas spatial du maillage. On prend x0 = SQAz. Pour suivre le front de détonation 
durant le calcul (celui-ci se déplace de la gauche vers la droite, c'est à dire des gaz brûlés 
vers les gaz frais), on élimine le point le plus à gauche que l'on ajoute à droite de façon à 
garder le front de détonation à l'abscisse i 0 initialement choisi. 
Tous les calculs de détonation présentés dans cette partie et la suivante ont été réalisés avec 
le flux numérique de Roe. 
III.4.2 Comparaison des schémas 
Dans un premier temps on prend Ax = 5 10~6, on a approximativement 10 points dans la 
zone de réaction. Contrairement à Ben-Artzi qui ne présente des résultats que pour un pas 
de temps, on souhaite déterminer l'influence du pas de temps sur la solution obtenue. On 
note ß le CFL Euler et v le CFL chimique. Pour ce cas test, aucune différence notable sur 
la vitesse de propagation du front de détonation n'a été constatée; la valeur trouvée est très 
proche de la valeur prédite par la théorie de Chapman-Jouguet. Par contre, sur le pic en 
pression on observe des différences notables qui caractérisent en fait la diffusion numérique 
du schéma. 
Notons par: 
- SC le schéma couplé (57), 
- PF le schéma à pas fractionnaires (60), 
- SCD le schéma couplé utilisant un décentrage du terme source suivant le CFL convectif 
par point (76), 
- SPE le schéma à pas fractionnaires résolvant le terme source par une solution exponen-
tielle (64). 
On a représenté dans les tableaux ci-dessous, la moyenne temporelle du pic de pression 
obtenue pour les différents schémas à l'état stationnaire. Les oscillations des variables que 
l'on observe dans la zone de réaction sont au plus de l'ordre de 5% pour la pression et 
justifient la notation de "valeur moyenne". Ces variations s'estompent si l'on prend un plus 
grand nombre de points dans la zone de réaction, c'est à dire si l'on baisse le CFL chimique. 
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ß 
0.1 
0.3 
0.5 
0.7 
0.9 
V 
0.026 
0.08 
0.134 
0.187 
0.24 
SC 
8.14 
8.59 
9.02 
9.54 
10.3 
PF 
8.08 
8.39 
8.67 
9.06 
9.48 
SCD 
8.12 
8.59 
9.02 
9.55 
10.2 
SPE 
8.09 
8.44 
8.75 
9.15 
9.60 
Comparaison des schémas numériques précis à ¡'ordre 1 pour différents pas de temps. 
Valeur du pic de pression x 10~6 pour les différents schémas 
ß 
0.1 
0.3 
0.5 
0.7 
0.9 
V 
0.026 
0.08 
0.134 
0.187 
0.24 
SC 
9.03 
9.15 
9.40 
9.60 
9.87 
PF 
9.02 
9.16 
9.34 
9.57 
9.87 
SCD 
9.06 
9.30 
9.65 
10.4 
10.6 
SPE 
9.02 
9.16 
9.34 
9.57 
9.86 
Comparaison des schémas numériques précis à l'ordre 2 pour différents pas de temps. 
Valeur du pic de pression x 10 - 6 pour les différents schémas. 
L'analyse de ces résultats numériques montre qu'à l'ordre deux, mis à part le schéma 
SCD les différents schémas sont équivalents. On met aussi en évidence comme le montrent 
les équations équivalentes que la diffusion numérique est inversement proportionnelle au CFL 
Euler. On a représenté figure III. 1 la solution obtenue à l'ordre deux pour le schéma couplé et 
pour p = .7. Les oscillations qui apparaissent sont dues aux variations des variables dans la 
zones de réaction. Elles se rencontrent sur tous les schémas et sont proportionnelles au CFL 
chimique. On retrouve dans les résultats présentés par Ben-Artzi des oscillations similaires 
qu'il attribue à des problèmes de conditions aux limites sur le bord du domaine. Des calculs 
effectués dans des domaines de grande taille ne confirment pas cette explication. 
En ce qui concerne le schéma SCD, on constate que les résultats qu'il donne pour les petits 
pas de temps sont très proches de ceux fournis par le schéma SC. En fait, la faible valeur 
du CFL convectif justifie ce résultat. Pour des pas de temps plus grands, les différences 
s'accentuent. Bien que donnant les meilleurs résultats sur ce cas test, puisque plus proches 
de la solution ZND, ce schéma s'est avéré moins bon que le schéma SC pour le calcul d'une 
instabilité. 
Les résultats à l'ordre 1 présentent quant à eux plusieurs particularités qui méritent d'être 
discutées. 
Diffusion numérique du schéma couplé 
On constate que le schéma couplé d'ordre 1 est moins diffusif que le schéma d'ordre deux. 
L'analyse des différents termes dans l'équation équivalente de ce schéma (équation (69)) 
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o 
lIlillllllllllllHIIIIIIIIIMIIIIÍ 
Species : min= 0.6HE-15 max= O.iOOE+01 
Omega : müi= O.OOOE+OÛ max= 0.115E+Ü8 
*MH«*#« ,'Hi* i" 
O 
Temp. : min= O.lOOE+09 max= 0.333E+10 
Omega : min= O.OOOE+00 m u = Q.115E+0Í 
+ 
+ 
+ 
<IIIMIIIIUIMW| > 
Density: min« 0.120E-02 max= 0.308E-02 
Velocity: min= O.OOOE+00 max= 0.672E+05 
M 
Pressure: min= 0.832E+06 
Mach : min= O.OOOE+00 
max= 0.968E+07 
max= 0.I03E+01 
Figure III. 1 : Solution obtenue par le schéma SC à l'ordre 2 pour ß = .7 
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montre la présence de deux termes diffusifs d'ordre 1. 
-euxAts (u) + —uxx{\ ~ ——). 
En fait le premier de ces deux termes qui est proportionnel au CFL chimique, a pour effet 
de réduire la largeur de la zone de réaction. Ce même terme devient prépondérant pour des 
valeurs de ß — ~ proche de 1 et justifie les résultats obtenus. A l'ordre deux, ce terme 
disparaît et on retrouve des résultats "standards". Pour valider cette hypothèse, il suffit de 
tracer la différence de la pression en fonction de v pour le schéma SC et le schéma PF. 
Le tracé, non présenté ici, met en évidence une évolution linéaire (i.e proportionnelle à v) 
comme le laisse prévoir l'analyse à partir des équations équivalentes. 
Comportement du schéma SCD 
Pour ce schéma, on peut globalement faire les mêmes remarques qu'à l'ordre deux. Une 
version a été implémenté (à l'ordre 1) en utilisant un décentrage constant. Dans ce cas 
et conformément à l'analyse à partir des équations équivalentes, on obtient des résultats 
comparables à ceux du schéma PF. 
Schémas à pas fractionnaires: Traitement du terme source 
La comparaison schéma PF - schéma SPE met en évidence que ce dernier donne à l'ordre 
1 de meilleurs résultats alors qu'à l'ordre deux les solutions obtenues sont comparables. 
Ce résultat provient du fait que la résolution du terme source par une solution du type 
exponentiel est d'ordre infini tandis que la résolution par le schéma PF est d'ordre 1. Pour 
mieux expliciter ceci, comparons les solutions obtenues sur une équation modèle. 
Considérons l'intégration de l'équation ut — —Au, équation qui correspond à la deuxième 
étape du schéma à pas fractionnaires. 
La résolution par une solution exacte de type exponentiel fournit: 
u,n+1 = u"exp(~aAt). 
Pour aAt petit, comme c'est le cas dans notre expérience numérique, on obtient après déve-
loppement limité: 
a"
2
 At2 
< + 1 = < ( 1 - aAt + — — ) + O(aAt)3 
La résolution par le schéma explicite d'ordre 1 conduit à: 
< + 1 = < ( l - a A i ) . 
Considérons maintenant le schéma d'ordre deux obtenu par prédicteur correcteur. La solution 
s'écrit: 
<+ 1 = «? - aAi<(l - í | í ) , 
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on constate que cette dernière équation est identique à celle obtenue par résolution exacte 
(à Tordre deux). Il n'est donc pas surprenant qu'à l'ordre 1 le schéma SPE soit supérieur 
au schéma PF et qu'à Tordre deux ces mêmes schémas donnent des résultats comparables 
puisque le CFL chimique reste petit. 
Pour un modèle de combustion à énergie d'activation finie, pour lequel f(T) évolue au 
cours du temps, montrons que le schéma à pas fractionnaires PF d'ordre deux est préférable 
au schéma SPE. Pour cela, on considère le modèle non linéaire ut = —auf(u) avec f(u) = 
1 — u. La résolution par le schéma SPE conduit au résultat suivant (à Tordre 2): 
u^
+1
 = u?(l - aAt -r — ) + aAiu?(l - aAt) + (u^)2^-=-
2 2 
On peut alors montrer que le schéma à pas fractionnaires d'ordre deux donne le même 
résultat (à l'ordre deux) que la résolution exacte: 
a2 Ai2 3 
u*+l =
 u ?( l - aAt + ——- ) + aAiu?(l - -aAt) + (un%)2a2At2, 2 2 
Par utilisation du schéma SPE on commet une erreur d'ordre deux. Ce calcul très simple 
valide pour une approche par pas fractionnaires le schéma (65). Bien évidemment ces calculs 
ne sont valables que dans la limite où le CFL chimique est petit. 
III.4.3 Analyse des solutions non physiques 
Pour le cas test précédent, où le nombre de points dans la zone de réaction est de Tordre de 
10, les résultats que l'on obtient sont tout à fait conformes à ceux de Ben-Artzi [6] ou à ceux 
de Colella et al [19] (qui utilisent un schéma de Godunov du second ordre pour la partie 
Euler et une résolution exacte pour le terme source). Si on réduit le nombre de points dans 
la zone de réaction, on obtient des solutions non physiques constituées d'un choc purement 
Euler suivi d'un choc réactif dont la vitesse peut atteindre une maille par itération. Pour 
Ax = 5 10 - 5 . c'est à dire pour un pas spatial de Tordre de la largeur de la zone de réaction, 
on a réalisé deux calculs avec le schéma SPE pour deux valeurs différentes du pas de temps. 
Le premier pour ß = 0.4, conduit à une solution non physique avec un choc réactif dont la 
vitesse correspond à la traversée d'une maille en deux itérations. Le second pour ß = 0.6 
donne le même type de solution mais la vitesse du choc réactif est d'une maille par itération. 
On a représenté figure III.2 ci-après, la solution que Ton obtient pour le second cas. 
Quelque soient les pas de temps considérés et pour tous les schémas, on obtient le même 
genre de solution. Simplement la vitesse du choc réactif dépend du pas de temps considéré 
et cette vitesse n'excède jamais la vitesse d'une maille par itération. Pour des pas spatiaux 
très peu différents de celui que nous avons utilisé, les auteurs précités obtiennent aussi ce 
genre de solution. 
En fait ces solutions non physiques apparaissent toujours lorsque le nombre de points 
dans la zone de réaction est voisin de ou inférieur à 1. Dans ce cas le schéma introduit une 
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Velocity: min= O.OOOE+OO max= 0.413E+05 
Pressure: min= 0.832E+O6 max= 0.631E+07 
Mach : min= O.OOOE+OO max= 0.611E+O0 
Figure III.2 : Solution obtenue par le schéma SPE à l'ordre 2 pour ß — .6, v — 1.6. Vitesse 
du front = vitesse de maille 
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diffusion numérique très importante. Or la détonation faible est une solution physique des 
équations de Navier-Stokes pour des paramètres de diffusion importants [71]. Il semble bien 
que les solutions que l'on obtient soient une combinaison de ces deux phénomènes et pour 
une raison que nous allons expliciter le choc réactif est instable et se convecte alors à une 
vitesse fausse. Ceci semble aussi confirmé par les résultats de Colella et al [19] qui présentent 
un résultat obtenu par la méthode RCM (Random Choice Method) pour lequel on prédit 
bien le pic de détonation (puisque cette méthode est très peu diffusive). 
Intéressons nous maintenant au choc réactif. Pour cela on reprend le modèle non linéaire qui 
a servi à établir les équations équivalentes. Ce modèle est parfaitement adapté pour l'étude 
du choc réactif qui nous intéresse. On considère dans cette partie les d^ schémas explicites 
notés SC et PF. Pour comparer le vitesse de flamme fournie par ce eux schémas, nous 
présentons les résultats numériques issus de deux calculs. La conditio a initiale est définie 
par: 
ii(x, 0) = 0 pour x < XQ et u(x,0) = 1 sinon. 
On prend c = 1 et on impose dans chacune des expériences le rapport vjy. (qui traduit la 
raideur du problème). Les résultats sont précis à l'ordre 2 en temps et en espace. Dans les 
tableaux ci-dessous, o n a représenté eu plu» de la vitesse due au terme source (V> . £ , ( „ ) * ) , 
le produit de la vitesse du front par le CFL Euler. Ce dernier terme représente la portion de 
la maille parcourue pendant un pas de temps par le fluide. 
ß 
0.1 
0.3 
0.5 
0.7 
0.9 
0.95 
V 
0.01 
0.03 
0.05 
0.07 
0.09 
0.095 
yS 
se 0.218 
0.202 
0.176 
0.429 
0.112 
0.047 
Vs, 
0.219 
0.205 
0.183 
0.429 
0.111 
0.052 
Aí/Ax(l + K f ) | Aí/Ax(l + Kf) 
0.122 0.122 
0.360 0.361 
0.588 
1 
1 
.99 
0.591 
1 
1 
1 
Vitesse de flamme obtenue par le schéma couplé et par le schéma à pas fractionnaires 
pour ßjv — 10 
p 
0.1 
0.5 
0.9 
V 
0.001 
0.005 
0.009 
yS 
3C 
0.046 
0.04 
0.112 
V?t 
0.046 
0.04 
0.111 
A i / A x ( c + V i ) 
0.104 
0.52 
1 
Ai/Ax(l + Vfc) 
0.104 
0.52 
1 
Vitesse de flamme obtenue par le schéma couplé et par le schéma à pas fractionnaires 
pour nju = 100 
On constate que pour des valeurs de ß importantes, c'est à dire lorsque la diffusion 
numérique du schéma est réduite, la vitesse du front peut atteindre la vitesse d'une maille 
par itération; pour \i proche de l'unité ceci reste vrai, même si l'on réduit la valeur de 
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v. Par contre cette vitesse n'excède jamais la vitesse d'une maille par itération. Lorsque 
ce phénomène se produit (voir figure ci-dessous), on observe la bifurcation d'une solution 
instable vers une solution stable. 
Ce type de comportement est tout à fait conforme à celui que nous avons rencontré sur 
le modèle complet. Le modèle que nous utilisons, associé à une solution initiale avec choc 
permet de justifier la présence de ces solutions dont la vitesse de propagation est d'une maille 
par itération. 
Montrons tout d'abord que la solution de l'équation ut + cux = — au(l — u) avec comme 
condition initiale u(x,0) = 0 si x < xQ et u(x,0) = 1 sinon et vérifiant V = c est instable. 
On note u0(x) = u(x,0), il est immédiat que la solution qui nous intéresse s'écrit u(x,t) = 
UQ(X — et) (la condition initiale est convectée à la vitesse c). 
Pour étudier la stabilité linéaire, on perturbe la solution u0: 
u(x, t) = u0(x — et) + eû(x)exp(Xt), 
où e est un petit paramètre. On cherche alors une fonction û bornée en x et le complexe A. Le 
signe de la partie réelle de A permet de déterminer la stabilité; si TZ{\) > 0 la perturbation 
croit de façon exponentielle en fonction du temps et la solution u0 est instable. Si par contre 
on trouve 7Z{\) négatif, la perturbation est atténuée et la solution est stable. 
L'équation différentielle à résoudre devient (on néglige les termes en e2): 
cûx(x) = [—A — a(l — 2uo(x — ct))]ù(x) 
Cette équation s'intègre directement. 
Pour x < et, û(x) = aiexp^^-x). La solution ainsi définie est bornée en —oo si 1Z(\) < —a. 
Pour x > et, ù(x) = a2exp(—~-x). La solution ainsi définie est bornée en +oo si 1Z(X) > a. 
On voit que la solution û avec ai = 0 et ^(A) > a est bornée en x et assure une croissance 
exponentielle en temps. Par conséquent, la solution uQ est instable. 
Montrons maintenant que toutes les solutions pseudo-stationnaires de ut + cux = — au(l — 
u) sont instables. On cherche dans un premier temps ces solutions sous la forme u(x,t) = 
u(x + kt) — u(y). L'intégration directe donne: 
u(y) = Kexp{-~-cy) 
avec K réel positif. Pour montrer que ces solutions sont instables, on effectue tout d'abord 
le changement de variable y = x + kt et r = t (on se place dans un repère associé au front). 
On cherche alors û et A telle que: 
u(y,r) = u(y) + eû(y)exp(Ar). 
L'équation différentielle à résoudre est: 
(k + c)Û(y) = [-A - a(l - 2u{y))}û(y). 
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Figure III.3 : Evolution de la vitesse de flamme pour p = 0.7 et v = 0.07 en fonction du 
nombre d'itérations. 
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Après intégration, on obtient 
û(y) = a exp[yj-^y - J-—y - 2Log(l + Kexp(j~y))}. 
En fait la seule solution physiquement acceptable impose k + c < 0, c'est à dire que la 
convection ne peut pas se faire (pour c et a positifs) avec augmentation de la variable u. La 
fonction û s'écrit: 
Pour y —»• — oo: 
-1 \ r ^ + a i 
u(y) ~ a exp[——-y\. 
Pour y —• -foo: 
û(t/) ~ a exp[—r-—-y]. 
K ~j- C 
Il est immédiat que la solution û(y) sera bornée pour —a < 7£(A) < a. La présence de 
1Z(\) > 0 dans cette famille de solution permet de conclure, il n'existe pas de solution 
pseudo-stationnaire solution de l'équation ut + cux = —au(l — u). 
L'étude précédente montre qu'en l'absence de diffusion, il n'existe pas de solution physique-
ment stable se déplaçant à vitesse constante (bornée). Cela signifie que le front de détonation 
discret va avoir tendance à se déplacer avec la plus grande vitesse numériquement possible. 
Pour conclure, montrons maintenant que pour l'équation considérée, les schémas ex-
plicites ne peuvent pas fournir une vitesse de flamme supérieure à la vitesse d'une maille par 
itération. 
Schéma à pas fractionnaires: 
On considère donc l'équation modèle avec c et a positifs: 
ut + cux = ~-au(l — u), 
avec la condition initiale: u(x,0) = 0 si x < xQ et u(x,0) = 1 sinon. On obtient pour la 
solution discrétisée (on pose v = a At et p, = cAt/Ax): 
< = < + /«!-<), 
< + 1 = < ( i - ^ ( i - < ) ) , . 
avec la condition initiale: 
ti° = 0 si i < ¿o et u° = 1 sinon. 
Une condition suffisante pour que la vitesse de flamme soit inférieure à la vitesse d'une maille 
par itération s'écrit alors (compte tenus des signes de c et a): 
V i , < + 1 > < _ ! (82) 
Tout en restant dans le domaine de stabilité, u" + 1 sera minimum pour v = 1, le minimum 
de la solution à l'étape n + 1 s'écrit: 
ur1 = [(i-A'K+K ,-1]2 
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Montrons maintenant par récurrence que la relation (82) est toujours vérifiée. 
On vérifie que pour n = 0 on a bien [(1 — n)u® 4- /zu°_t]2 > u°_1, on suppose alors cette 
relation vraie à l'ordre n, démontrons qu'elle reste vraie à l'ordre n + 1. 
u?+a = [(i-Ai)u?+1 + M«OT-
Après majoration, compte tenu de l'hypothèse de récurence: 
«?+a>[(l-MK.,+A*ti?-a]3 = «ííil, 
ce qui achève la démonstration. 
Schéma couplé: 
Avec les mêmes hypothèses que précédemment, la solution à l'étape n + 1 s'écrit: 
< + 1 = u¡ + ii{uU - < ) - ™?(1 - < ) , 
cette solution sera minimum pour ^ maximum, c'est à dire pour v — 1 — fi (voir analyse de 
stabilité). La solution s'écrit alors après simplification: 
«?+1 = (l-/i)(«?)2 +/!«?_! 
la relation (82), traduisant que la vitesse du front est inférieure à la vitesse d'une maille par 
itération, s'écrit simplement {u")2 > u"_ r On vérifie que cette dernière relation est vraie 
pour n = 0, on la suppose vraie à l'ordre n. Montrons qu'elle est aussi vraie à l'ordre n + 1. 
(ti?+1)a = [ ( l - A i ) K ) 2 + M«?.t]2, 
On utilise la relation de récurence: 
K+ 1)2 > K_i)2 > (i - M ) « . , ) 2 + /i«?_2 = «rJi1, 
et donc de même que pour le schéma à pas fractionnaires, le schéma couplé ne peut pas 
donner une vitesse de front supérieure à la vitesse d'une maille par itération. 
Remarques: 
Lorsque la bifurcation numérique s'observe, elle ne se déplace pas forcément à la vitesse 
d'une maille par itération (comme c'est le cas pour le modèle complet), dans certains cas 
on a observé des solutions pour lesquelles la traversée d'une maille se fait en un nombre 
entier d'itérations. Ces solutions numériquement stables sont dues à la diffusion numérique 
du schéma. Simplement et pour conclure la vitesse limite, d'une maille par itération, s'obtient 
nécessairement si le CFL convectif est supérieur à 0.5; puisqu'alors la convection seule déplace 
le front d'une demi-maille (ce qui apparaît clairement sur les résultats numériques présentés 
ci-dessus). 
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III.4.4 Conclusions 
Cette première étude numérique montre que pour obtenir des solutions physiques et pré-
cises, il est nécessaire d'avoir un grand nombre de point dans la zone de réaction. Le calcul 
précédent, qui comporte 10 points dans la zone de réaction, permet d'obtenir en moyenne la 
bonne vitesse du front de détonation à 1 ou 2%, Par contre en ce qui concerne la pression, 
où plus exactement toutes les variables qui présentent un pic, la valeur moyenne obtenue est 
à peu près 20% plus faibles que la valeur exacte. Même si on se limite à 10 points dans la 
zone de réaction, le pas de temps chimique est moins contraignant que le pas de temps Euler 
et à l'ordre deux tous les schémas que l'on a considérés donnent des solutions équivalentes. 
Les résultats obtenus à l'ordre 1 mettent en évidence des différences beaucoup plus impor-
tantes. Par utilisation des équations équivalentes, on a pu en partie justifier ces différences 
et mieux comprendre le couplage entre la convection et la chimie. 
III.5 E T U D E NUMERIQUE DES ONDES DE DETO-
NATIONS INSTABLES 
111.5.1 Introduction 
L'étude précédente portait sur un cas test de détonation stable. On souhaite maintenant 
étudier un problème légèrement différent portant sur un cas test de détonation instable. 
Compte tenu des résultats précédents, on se limite dans cette partie au schéma explicite 
couplé d'ordre 1 et 2. 
111.5.2 Présentation du cas test 
Le cas test que nous utilisons ici est celui utilisé par Bourlioux et al [10]. Il correspond à 
une détonation pilotée pour laquelle le degré de pilotage / = 1.6 (rappelons à ce sujet que 
/ = (D/DCJ)2, où D est la vitesse du front de détonation). Dans ce type de détonation, l'état 
du fluide dans les gaz brûlés conditionne la valeur de la vitesse D, Le modèle de combustion 
utilisé est le modèle d'Arrhenius. Les différentes constantes apparaissant dans les équations 
de fermeture valent: 
7 = 1.2, ea =50 , Q = 50, K = 231.16 
Le préfacteur d'Arrhenius K, est déterminé de façon que la demi largeur de réaction L\¡i soit 
égale à 1 (i.e L\ß est la distance nécessaire pour que la fraction massique des gaz frais passe 
de 1 à 0.5). Le demi temps de réaction est alors de ¿i/2 = 0.891. L'état du fluide dans les gaz 
frais est: 
(p,u,p,F) = (1,0,1,1) 
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On choisit alors comme condition initiale la solution ZND correspondante. Cette solution est 
présentée au chapitre 1 figure 1.6. 
La valeur du pic en pression est alors de p = 67.35 (la pression des gaz brûlés fournie par 
la théorie de Chapman-Jouguet est de p — 54.35). En suivant l'analyse de stabilité linéaire 
d'Erpenbeck qui est rappelée dans [10], on montre que cette solution ZND possède un mode 
complexe instable. Cette instabilité se manifeste par une oscillation périodique des variables 
autour de la solution ZND. Le maximum de la pression est alors voisin de p = 101, soit un 
accroissement de la pression de 50%. 
III.5.3 Résultats numériques 
On choisit pour cette étude le schéma couplé et on présente les résultats à l'ordre 2 pour 
trois pas spatiaux. On prendra en effet Ax = iq/2/2, Az = Liß/5 et enfin Ax = L ^ / I O . 
On présente la solution jusqu'au temps T = 50. Le maillage le plus fin comporte alors près 
de 5000 points tandis que le plus grossier comporte 1000 points. Enfin on définit le pas de 
temps tel que le nombre de Courant (CFL Euler) soit de 0.5. 
On présente aussi deux résultats à l'ordre 1 (un sur le maillage grossier et un sur le mail-
lage moyen) avec un nombre de courant de 0.9; ceci afin de mesurer l'influence des termes 
antidiffusifs qui apparaissent dans le schéma couplé d'ordre 1. 
Les résultats à l'ordre deux sont présentés figure III.4. Sur le maillage grossier (Ax = 
-¿1/2/2), le schéma ne capte pas d'instabilité et. la faible valeur de la pression obtenue traduit 
que la diffusion numérique du schéma est trop importante. Pour le maillage intermédiaire 
( A,x = L1/2/5) on obtient bien une instabilité mais elle est considérablement atténuée puisque 
la pression maximale obtenue n'est que de 70 alors que l'on devrait obternir une valeur voisine 
de 100. Le calcul sur le maillage le plus fin, c'est à dire avec 10 points dans la demi largeur 
de réaction, est très satisfaisant. On observe bien une instabilité périodique, la valeur de la 
pression (p=95) est très proche de la valeur attendue; l'écart n'est que de 5%. 
Le même calcul effectué à l'ordre 1 est présenté figure IÏI.5. La solution sur le maillage fin, 
bien que ne décelant pas d'instabilité, est moins diffusée que celle obtenue à l'ordre deux. En 
effet la faible diffusion numérique de ce schéma permet d'obtenir une pression très proche de 
celle prévue par la théorie ZND. Par contre sur le maillage intermédiaire, et contrairement 
au calcul à l'ordre deux, on ne capte pas d'instabilité. Ici encore, on retrouve une pression 
voisine de pzND- Le calcul sur maillage fin, non présenté ici, donne une solution semblable à 
celle obtenue pour l'ordre deux, mais avec un niveau de pression considérablement atténué. 
Cette comparaison entre l'ordre 1 et l'ordre 2 met en évidence que la capture de l'instabilité 
ne dépend pas uniquement de l'erreur de diffusion du schéma numérique. L'erreur dispersive 
semble jouer un rôle essentiel dans la formation de cette instabilité. Cette remarque est cor; 
firmée si l'on effectue une comparaison entre nos résultats (à l'ordre deux) et ceux présentés 
dans [10] qui utilisent un schéma d'ordre trois (méthode PPM: piecewise-parabolic method). 
Sur le maillage grossier les résultats sont comparables. Par contre pour le maillage fin, les 
résultats qu'ils présentent sont légèrement meilleurs que les nôtres. 
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III.5.4 Conclusions 
Cette étude sur un cas test de détonation instable met en évidence que l'utilisation d'un 
maillage fin associé à un schéma numérique d'odre élevé semblent constituer le minimum 
pour le calcul de ce type d'écoulement. Bien évidemment, les résultats que l'on présente 
auraient pu être améliorés par utilisation de limiteurs moins diffusifs pour les calculs à 
l'ordre deux, mais cela ne devrait pas changer les conclusions précédentes. 
Le calcul monodimensionnel à 5000 points ne peut bien évidemment pas s'étendre tel quel à 
un calcul bi- ou tri- dimensiormel, cela conduirait à des temps de calcul inacceptables. Une 
procédure de rafinement local du maillage semble alors la meilleure solution comme cela est 
fait par Bourlioux et al [10]. En plus de cette adaptation, ils utilisent une méthode de capture 
du front de détonation. Les travaux présentés dans ce chapitre se poursuivent actuellement 
pour résoudre ces différents problèmes. 
III.6 CONCLUSIONS ET PERSPECTIVES 
Le travail présenté dans ce chapitre constitue les premières études de détonation à L'INRIA. 
En plus d'une meilleure compréhension du phénomène physique (voir chapitre 1), on s'est 
intéressé aux problèmes numériques qui apparaissent dans le calcul de ce type d'écoulement. 
On a ainsi pu justifier certains résultats surprenants comme par exemple la présence de 
solutions non physiques constituées d'un choc se déplaçant à la vitesse du maillage. Cette 
étude a montré aussi qu'il est nécessaire pour le calcul de ces écoulements de disposer de 
maillage très fin (à peu près 20 points dans la zone de réaction) qui rendent inévitable 
l'utilisation de maillage localement rafinés. Dans ces conditions, ce sont les termes convectifs 
qui limitent le pas de temps et on peut se poser la question de l'intérêt d'un traitement 
implicite de ces termes. Les études à venir vont surtout porter sur une réduction globale des 
temps de calcul en introduisant des méthodes d'adaptation dynamique du maillage, cette 
étape semble en effet essentielle si Ton souhaite faire des calculs bi- ou tridimensionnels. 
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Figure III.4 : Tracé du pic en pression en fonction du temps pour trois maillages différents. 
Les résultats sont précis à l'ordre deux, CFLEUIFT = 0.5 
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Figure III.5 : TVacé du pic eu pression en fonction du temps pour deux maillages différents. 
Les résultats sont précis à l'ordre un, CFLBUIKT — 0.9 
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Chapitre IV 
ETUDE NUMERIQUE DE 
L'INTERACTION REACTIVE DE 
JETS GAZEUX TRANSSONIQUES 
IV.1 INTRODUCTION 
On s'intéresse dans ce chapitre à l'interaction réactive bidimensionnelle de jets gazeux en 
écoulement transsonique. Plus précisément, on étudie l'allumage d'un mélange d'hydrogène 
et d'oxygène à faible température (supposé en phase gazeuse) provoqué par un jet chaud. 
Etant donné que les caractéristiques physiques du jet chaud et des jets froids sont différentes, 
le système d'équations (3-4) défini au chapitre 1 pris avec trois espèces (une pour le jet chaud, 
une pour les gaz frais et une pour les gaz brûlés) est parfaitement adapté pour cette étude 
bidimensionnelle. 
Après avoir présenté le système d'équations adimensionné qui servira de base à notre 
étude, on décrit en détail le schéma numérique utilisé. Etant donné que l'objectif principal 
est de simuler le processus instationnaire de l'allumage, on utilise un schéma explicite pour 
l'avancement en temps de la solution numérique. 
La discrétisation spatiale est réalisée de façon mixte par volumes finis pour les termes 
convectifs qui constituent un système hyperbolique et par éléments finis P-l Galerkin pour 
les termes diffusifs. 
Les termes hyperboliques qui apparaissent dans le membre de gauche du système (3) sont 
résolus par une formulation décentrée construite par extension au cas muiti-espèces des 
méthodes décentrées basées sur un solveur approché de Riemann pour les équations d'Euler 
[1,25,33,43]. Comme nous l'avons vu au chapitre 2, différentes approches sont envisagea-
bles pour la résolution des termes convectifs (approches appelées (A),(B) et (C)). Compte 
tenu des résultats obtenus dans cette étude monodimensionnelle nous rejetons définitivement 
l'approche (A), approche où la convection des espèces est traitée de manière découplée par 
un schéma Donor cell. On trouvera dans [13] des résultats bidimensionnels utilisant cette 
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méthode et montrant son innefficacité. 
La deuxième approche (B) est construite en considérant le système complet (partie Euier et 
convection des espèces) comme un système non linéaire des lois de conservation et d'appliquer 
à ce système complet les méthodes Euler classiques. Mis à part le solveur approché de van 
Leer [66], les solveurs ainsi construits (Roe [57] ou Osher [52]) ne préservent pas la positivité 
des espèces (voir chapitre 2 ou [14]). 
Aussi, on construit un schéma identique au précédent, mis à part la convection des espèces 
qui est traitée par un schéma dit "schéma BL" [41] (approche (C)); le schéma ainsi construit 
vérifie sous une condition de type CFL le principe du maximum. 
Pour atteindre l'ordre 2, nous combinons la méthode des volumes finis avec une approche 
M.U.S.CL (Monotonie Upstream Schemes for Conservation Laws) introduite par van Leer 
[68], dont le principe est d'augmenter le degré d'interpolation des solutions sans changer la 
formulation du flux numérique. 
La stabilité des schémas numériques explicites est conditionnée par la détermination du 
pas de temps. Le calcul de ce pas de temps se fait sur les équations linéarisées et on obtient 
des critères de stabilité du type C.F.L (Courant Friedrichs Lewy). Pour la recherche d'une 
solution stationnaire, on peut utiliser une procédure de pas de temps local; on améliore par 
ce procédé la convergence de la méthode numérique. 
Un problème délicat concerne le choix des conditions aux limites sur les frontières sor-
tantes qui peut conduire dans certains cas à des solutions non physiques (dissymétrie, taille 
des jets non respectée,...). On présente par la suite une étude détaillée pour traiter ce pro-
blème. Pour les écoulements multi-espèces qui nous intéressent, on met en évidence que les 
flux numériques couramment utilisés pour les écoulements régis par les équations d'Euler ne 
sont plus applicables directement, du moins pour la recherche d'une solution stationnaire. On 
construit alors différents flux numériques de bords dont l'utilisation dépendra essentiellement 
de la taille du domaine de calcul. 
Ces différents solveurs sont construits sur des maillages triangulaires non structurés, 
ce qui permet le cas échéant, d'effectuer des calculs sur des geometries complexes ou bien 
d'avoir recours à une adaptation statique [15] ou dynamique [50] pour capter correctement 
les chocs ou les zones de réaction. De plus, ces méthodes numériques présentent l'avantage 
de s'étendre aisément au cas tridimensionnel (voir par exemple [64]). Dans le cadre de ce 
travail; une procédure d'adaptation dynamique a été implémentée dans le code numérique, 
on montrera dans la partie concernant les résultas numériques quelques résultats illustrant 
les avantages de cette méthode. 
IV.2 EQUATIONS 
On considère un écoulement bidimensionnel réactif comportant 3 espèces A, R, P avec la 
réaction chimique simple: 
R—*P 
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A est chimiquement inerte. 
On note: 
Y\\ fraction massique de A (produit inerte), 
Y2: fraction massique de R (réactant), 
Y3: fraction massique de P (produit de réaction), 
avec Yi + Y2 + Y3 = 1. 
On néglige îes termes visqueux et on suppose que les masses molaires du réactant et du 
produit de réaction sont les mêmes: m2 = m3, ainsi que les chaleurs spécifiques à pression 
constante: Cp2 = Cp3. 
Par contre le produit inerte A n'a pas les mêmes caractéristiques : soient mx et Cpl sa masse 
molaire et sa chaleur spécifique. 
Moyennant ces hypothèses, CP,CV et 7 sont variables et dépendent des fractions massiques. 
La réaction chimique n'apparaît que sur l'espèce 2 (on ne résout pas d'équation de conser-
vation pour l'espèce 3). 
Les équations s'écrivent alors: 
Pi + (pu)* + (pv)y = 0, 
(pu)t + (pu2 + p)x + {puv)y = 0, 
(pv)t + {puv)x + (pv2 + p)y = 0, 
k=3 (83) 
V(pDCfiVYk), 
{PYx)t + (pYtu)x + (pYlV)y = VipDVY^, 
(pY2)t + (pY2u)x + [pY2v)y = V(pDVY2) - m3u. 
et + [u(e + p)}x + [v(e + p)]y = V(AVT) + Qu; + £ V(pDCfiVYk), 
Où l'on a utilisé les notations classiques suivantes: 
p est la masse volumique, u et v les composantes de la vitesse U, p la pression du fluide, T 
est la température et e représente l'énergie totale par unité de volume diminuée de l'énergie 
de formation des espèces. De plus, A et D représentent respectivement les coefficients de 
diffusion thermique et moléculaire et Q est la quantité de chaleur dégagée par unité de mole 
du réactant. On suppose de plus que les quantités suivantes: A, pD, Cp et C* sont constantes. 
Enfin, on a noté u le taux global de la réaction. 
Notons R — 8.3liJ/°K/mole la constante des gaz parfaits. 
On définit alors les caractéristiques physiques du mélange de gaz parfaits: 
fc=3 
C - V* YuCk et -y - ^ f e = 1 ^kYkCv 
k=l 
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Pk la pression partielle s'exprime en fonction de 7^ et de C*. 
?k = n(7* - i)ckvPT = ^ ^ , c ; = Ä 
m* ' v mfc(7fc - 1) 
Alors les équations de fermeture du système (83) s'écrivent: 
f p = {i-l)pCvT, 
e = pCvT + \p{u2 + v2), 
BPY* . -En 
w = exp{——), 
m2 Ri 
(84) 
avec B le préfacteur de la loi d'Arrhenius et en énergie d'activation. 
A ce système d'équations, on associe des conditions initiales et des conditions limites. 
Adimensionnement 
D'un point de vue pratique, la résolution d'un tel système se fait sur des équations adimen-
sionnées afin de mettre en évidence les différentes échelles de grandeur. Pour adimensionner 
ces équations, on introduit des grandeurs de référence (indicées par
 0) . 
pQ: masse volumique 
tQ: temps 
lo- longueur 
VQ = lf-: vitesse 
Po = PQU^: pression 
e0 = p0: énergie par unité de volume 
To: température 
YQ: fraction massique 
etc 
P P Cela revient à poser p* = —, p* = —, (les quantités * étant sans dimension), et à les 
. Po' Po 
reporter dans les systèmes (83) et (84). 
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On obtient alors (on supprime la notation *): 
Pi + (/"Or + (pv)y = 0, 
(pu)t + (pu2 + p)x + (puv)y = 0, 
(pv)t + (puv)x + (pv2 + p)y = 0, 
et + [u(e + p)}x + [v{e + p)}y = DTAT 4- QQ + DTYJ^ V.{CkpTVYk), 
k=3 
E 
k=\ 
(85) 
(pY\)t + (pY\u)x + (PYxv)y = DY*YU 
(pY2)t + (PY2u)x + (pYzv)y = DYAY2 - fi. 
Avec: 
P = 
(7-l)pCvT 
Ma2 (72 - l)7aCw2' 
e = \p{u2 + v2) + 
7 — 1 
(86) 
et: 
< 
fi = ^ p y j c x p f - ^ ) 
£)T = J 
Ma2PR(~/2 - 1) 
£>r = 
LePRMa2(l2-l)Cp2 
I 
(87) 
7 et C„ sont les mêmes que ceux définis précédemment. 
Les paramètres adimensionnés sont les suivants: 
Le = 
A 
nombre de Lewis, rapport du coefficient de diffusion thermique sur le 
pDCp2 
coefficient de diffusion moléculaire. 
pR — ° ° p2: p 0 u r u n fluide visqueux, PR serait le produit du nombre de Prandtl 
A 
pr = —L— p a r ie nombre de Reynolds Re = . 
A 
Ma = 
UQ 
[(72-l)Cp2To]i 
nombre de Mach. 
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QYg 
m 2 U g 
: facteur d'augmentation de chaleur. 
ea = „~" : énergie d'activation adimensionnée. 
RTQ 
A = Bt0: préfacteur d'Arrhenius adimensionné, 
La réaction chimique n'apparaît, dans le système d'équations considéré, que sur l'espèce 
2 (espèce réactante). C'est pourquoi on a réalisé l'adimensionnement en utilisant les carac-
téristiques physiques de cette espèce: m2, Cp2i j 2 
IV.3 DISCRETISATION SPATIALE 
IV.3.1 Formulation variâtionnelle 
Avant de détailler le schéma, on réécrit les systèmes (85-87) sous la forme suivante: 
Wt + F(W)X + G{W)y = P{W)X + Q(W)y + S(W) 
w = 
P(W) = 
( p ) pu 
pv 
e 
pYi 
\pY2) 
, F(W) = 
( pi i \ 
pu2 + p 
puv 
u(e + p) 
puYx 
\ puY2 j 
, G(W) = 
0 \ / 
0 
0 
Tx + DrYJ2c;T{Yk), 
DY(YÎ)X 
DY(Y2)X ) 
, Q(W) = DTTy 
/ 0 \ 
S(W) = 
0 
0 
A 
) 
• 
/ pv \ 
puv 
pv2 + p 
v(e + p) 
pvYi 
\ PvY2 ) 
1 
0 
0 
0 
+ DTYJ2C"T(Yk) 
DY(Y^ 
DY(Y2)y 
(88) 
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Figure IV. 1 : Volume de controle C, 
Soit V le domaine de calcul, Y sa frontière et n = (n r , ny) la normale unitaire sortante sur 
F. La discrétisation est du type volumes finis avec des cellules construites à partir d'éléments 
finis triangulaires. 
Cette construction consiste à définir une subdivision 7^ du domaine V par des triangles et 
pour chaque nœud 5¿ à définir une cellule de controle C¡ construite en joignant successivement 
les centres de gravité des triangles contenant le noeud S, aux milieux des segments (5,-,5;) 
issus de S{ (voir figure IV.1). On note <9C, la frontière de C, et V{ = (i/ix,i/,-y) la normale 
extérieure sur dC{. 
On intègre alors le système d'équations (88) sur le domaine V en utilisant une formulation 
variationnelle. 
dP dQ 
lia, W'dxi* + JUTS + VdXdy = //c,(& + ^  + S)dXdV-
En utilisant la formule de Green, on obtient: 
/ / Wtdxdy + ! (Fuix + Gviy)da = I {Pvix + Qviy)da + ¡S Sdxdy, 
JJOi J dCt JdGt JJCi 
où da représente l'élément de longueur sur dC¡. 
Il ne reste plus qu'à évaluer chaque terme de cette équation. On note Wn = W(x,y,tn) 
et W{ la valeur au noeud i de Wn , tn représente le temps à la n,eme itération. 
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IV.3.2 Terme temporel et t e rme source 
Le terme de dérivée temporelle et le terme source sont supposés constants sur la cellule de 
controle Ct, l'intégration est alors immédiate: 
¡I Wtdxdy = W\a%re{Ci) 
ff S(Wn)dxdy = S{W?)aire{C,) 
IV.3.3 Termes convectifs 
On s'intéresse maintenant à l'approximation des termes convectifs du système (88), soit: 
/ {Fvtx + Gvty)da, (89) 
JdC, 
avec la pression p donnée par (87). 
Le système ainsi défini est un système hyperbolique non linéaire de lois de conservation. Pour 
dF dG 
tout vecteur (or,/?) G M2, la matrice H(a¿) = Û-^TJT + ß~ZT77 possède 3 + K valeurs propres 
réelles (où K représente le nombre d'espèces considérées): 
Xi = au + ßv — > "2 + ß2c, 
\k=au + ßv,\? I,..., K + 2, 
A/f+3 = au + ßi Ja¿ + ß2c, 
o ù c = . / — est la vitesse locale du son; de plus la matrice H est diagonalisable et tous ces 
V P 
vecteurs propres sont réels. 
On a les relations suivantes: 
H = TAT-1 et \H\ = T\\\T-\ 
avec A = diag(X¡) matrice diagonale des valeurs propres et |A| = diag(\Xi\). 
La matrice T est la matrice des vecteurs propres de H. On utilise ces différentes propriétés 
pour définir un solveur approché de Riemann afin de discrétiser spatialement le système (89). 
Solveur approché de Roe 
On définit la fonction de flux numérique décentré de Roe par: 
*{WL, WR,V) = \[TV{WL) + FU{WR)\ + \\HV\{WL ~ WR). (90) 
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avec Ty ~ vxF(W) + uyG(W). Ici Hu = ffv(WL, WR) est une matrice diagonalisable vérifiant 
la propriété de Roe: 
TAWL) - ?U{WR) = ÉV(WL, WR)(WR - WL). 
La construction de la matrice Hv se construit de la même façon que pour le cas monodi-
mensionnel (voir [l] ou bien dans [25]). La fonction de flux numérique ainsi construite utilise 
un solveur approché de Riemann basé sur une linéarisation des flux. Cependant, on montre 
dans le chapitre 2 que le schéma ainsi construit ne vérifie pas la positivité des espèces, ce qui 
peut être gênant dans certains cas (notamment en présence de combustion). 
On construit donc un nouveau schéma numérique identique en tout point au précédent mis à 
part la convection des espèces qui est traitée par un schéma dit "schéma BL'1 (voir [41]). Ce 
schéma est construit en se basant sur la solution exacte du problème de Riemann pour les 
écoulements rnulti-espèces. Notons $ i la première composante du flux numérique $ (cette 
composante correspond à la convection de la masse volurnique). En remarquant, sur le pro-
blème discret, que le terme de convection de l'espèce Yk s'écrit (pU) x Yk\ on construit la 
composante $* du flux numérique correspondant à la convection de l'espèce k de la manière 
suivante: 
* ,Tir xxr -\ A /ur ixz - \ f I^fcL SÍ $ ! (W L , Wfl, ¿7) > 0, 
l rkR sinon . 
En ce qui concerne la construction des autres solveurs (solveurs de Osher et de van Leer), 
la démarche reste la même et on renvoie au chapitre 2 où ces solveurs sont présentés pour 
des écoulements monodimensionnels. 
Remarque: 
Pour remédier au caractère non "entropique" du flux de Roe au voisinage immédiat des 
points soniques, on utilise une correction entropique. On renvoie à Harten [32] pour plus de 
détail sur cette correction. 
Précis ion spat ia le de la solution 
Avant de déterminer l'intégrale des termes convectifs, on réécrit ces derniers sous la forme: 
/ (Fuis + Guiy)d<T= £ / (Fvtx + Gviy)da + TB7 
où K{i) représente l'ensemble des sommets Sj voisin du sommet S,- et où dC,j — dC,f]dC,. 
TB représente les termes de bord. 
Alors, en définissant le vecteur v¡} = (i/fr vfj) par: 
"5 = / vf, "& = ¡ "?. 
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on obtient une approximation précise au premier ordre pour les termes convectifs par: 
/ {Fvtr + Gviy)da= £ <$>{WiyW3,^) + TB. (91) 
j€AC(:) 
Pour réduire la diffusion numérique, nous utilisons une approximation précise au second 
ordre obtenue par une interpolation linéaire des variables sur chaque cellule C, (méthode 
M.U.S.CL introduite par van Leer [68]). Dans ce cas, (91) s'écrit: 
h (FviX + Gvty)d<r = £ QiW^W^^ + TB, dC>
 J6C(¿) 
où on utilise la même fonction de flux numérique $, mais où W¿, (resp. W3i) est une ap-
proximation du second ordre de W k l'interface dCi-j à l'intérieur de la cellule C, (resp. à 
l'intérieur de la cellule Cj). Pour construire les quantités W¿J et W¿¿, on définit tout d'abord 
une approximation du gradient de W au noeud 5, par les formules suivantes: 
Uiit Cl ¿ | I J J Xi t / X 
1 ff dW 
W
«
(l)
 = 7ÏMï)}k-dïdxdy' 
dW dW 
où % représente l'ensemble des triangles ayant pour sommet S{. Les integrands —— et -^ r— 
ax ay 
sont les dérivées de l'interpolée classique P-l Lagrange de la variable W. On définit alors 
W¡j et Wji par: 
Wji = Wj + ^W(j).S~Si. 
En fait, l'approximation du second ordre ainsi définie peut produire des résultats oscil-
latoires [26], et donc elle n'est pas employée directement sous cette forme. On utilise alors 
un schéma du type TVD en limitant les valeurs extrapolées W¿¿ et W¿¿ (voir [26] pour 
plus de détails). L'introduction de tels limiteurs peut affecter la précision d'ordre deux du 
schéma. Cependant ces limiteurs n'interviennent que lorsque apparaissent des oscillations, 
c'est à dire près des chocs ou des discontinuités. Pour augmenter la précision, il est nécessaire 
d'augmenter le nombre de points par raffinement local. 
Dans la pratique et compte tenu des résultats obtenus au chapitre 2, l'interpolation et la 
limitation s'effectuent sur les variables physiques. Ce choix semble en effet être le meilleur du 
point de vue qualité/coût. De plus, il permet lorsque l'on utilise l'approche (C) ou "schéma 
BL" de conserver la positivité des fractions massiques. 
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IV.3 .4 Termes diffusifs 
li ne reste plus qu'à traiter maintenant l'approximation des termes diffusifs présents dans le 
système (88), soit: 
/ (Pvix + QViy)d<T. 
JdC, 
De par la définition de P et de Q donnée dans (88), l'intégrale précédente se ramène au 
calcul des quantités suivantes: 
/ VT.Vidcr , / VYk.vtdcr , et / TVYk.utda. (92) 
JdC, JdC, JdC, 
Pour évaluer ces termes, on suppose que les integrands sont constants par triangle. Plus 
précisément, on considère que sur chaque triangle r de sommets S3(l < j < 3), on a: 
VT\r = £ T3 V ^ , vyfc|T = £ Ykj V ^ , 
avec 4>j la fonction de base P-l éléments finis associée au noeud Sj et, pour le dernier terme 
de (92): 
i=i 
On obtient alors pour la discrétisation des termes diffusifs: 
/ {Pv* + Q*y)da = E ( n)- Í Ï + TB, 
JdC,
 T^(i) \QT ) JdC.nr 
où PT et QT sont les valeurs constantes de P et Q sur le triangle r. On peut montrer qu'une 
discrétisation par éléments finis classiques des termes diffusifs donne un résultat identique 
(voir [31]). 
IV.4 DISCRETISATION TEMPORELLE 
Etant donné que notre objectif principal est de simuler le processus instationnaire de l'al-
lumage, nous utilisons un schéma d'Euler explicite pour l'avancement en temps de la solution 
numérique. 
Le passage à l'ordre deux spatial par interpolation des variables couplé à un schéma Euler 
explicite d'ordre 1 est inconditionnellement instable. Par contre, on peut montrer sur un 
modèle simple de convection pure que le schéma temporel à prédicteur correcteur est stable 
sous une condition de type CFL et de plus que la solution obtenue est précise à l'ordre 2 
en temps et en espace. En présence des termes diffusifs et du terme source, la discrétisation 
temporelle choisie rend la solution d'ordre 1 en temps. 
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IV.4.1 Part ie Euler 
Soit à discrétiser: 
Wt(aireCt)+ £ < M ^ , WjU û*3) = 0. 
J6C(«) 
Le schéma temporel utilisé pour la partie Euler (sans diffusion et sans terme source) appar-
tient à la classe des schémas à 2 pas avec une étape de prédiction et une étape de correction. 
n 
Notons Atn le pas de temps variable, tn ~ ]P Atn le temps à la
 n
%eme
 itération et 
W? = W(St(xiy),tn). 
1. Prédiction 
Le prédicteur est calculé en variables physiques (W = (p,u,v,p,Yit)) à l'instant n + | en 
utilisant la forme quasi-linéaire des équations d'euler: 
•
 1
 Ai 
wr~2 = wp~ y (ATOO + ÉiWy{i)), 
A et B sont les matrices jacobiennes de F(W) et de G(W) écrites en variables physiques. 
Wx(i) et Wy{i) sont les dérivées définies précédemment (approximations du gradient de W 
au nœud 5,-). On a donc utilisé l'interpolation linéaire de W sur C¡ à l'instant tn pour 
déterminer sa valeur à l'instant £n_l"2. 
2. Correction 
On calcule les flux <í\¿ avec les valeurs du prédicteur Wn+ï au point lij après passage en 
variable conservative. On écrit donc: 
avec: 
H / -+ l = ^ - + 1 + l$W(j).S&. 
Dans cette étape de correction, on ne recalcule pas les gradients à l'étape n + | , ceci pour 
rendre moins coûteux le calcul. 
Lorsque l'on fait de Tordre 1, les dérivées sont alors nulles. Cela revient à faire: 
At Ni 
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IV.4.2 Termes de diffusion et terme source 
Pour ce, on utilise le schéma d'Euler explicite d'ordre 1, soit: 
Wn+l - Wn 
t _ _ 
IV.4.3 Stabilité 
Le choix d'un schéma explicite entraine pour des raisons de stabilité une limitation du pas 
de temps. L'analyse de stabilité sur sur tout le système non linéaire étant trop complexe, on 
tire trois conditions de stabilité approximatives en considérant séparément pour un problème 
monodimensionnel les termes convectifs, les termes diffusifs et le terme réactif. En considérant 
seulement les termes hyperboliques: 
Wt + Fx = 0, 
on obtient la condition de stabilité approchée pour les termes convectifs et acoustiques: 
~max(|l7 +
 Cj,¡í7|,¡t/~C¡)< 1. Ah 
Ah est une mesure du pas en espace. U — c,U et U -f c représentent les valeurs propres de 
la matrice Jacobienne de F(W). 
En ne considérant que les termes diffusifs: 
et = XAT = XA[-^r-1-(u2 + v% 
(pYk)t = (pD)AYk, 
on obtient la condition de stabilité diffusive: 
2At X (pDY) 
Enfin, la considération du terme réactif seul: 
(pY2)t = -A pY2 exp(-j^), 
donne: 
Aimax[,4 exp(™)] < 1, (93) 
» I 
On choisit alors le pas de temps comme étant le minimum de ces différents pas de temps 
calculés sur tout le domaine de calcul. Cette procédure est appelée par la suite "Calcul du 
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pas de temps global". Pour la recherche d'une solution stationnaire, la procédure ainsi définie 
peut donner des temps de calcul très longs. Ceci est dû au fait que pour certains calculs, la 
discrétisation choisie comportera des mailles dont la taille peut varier dans un rapport de 1 
à 106. On définit alors une procédure de "Calcul de pas de temps local" où le pas de temps 
est défini par sommet. Bien évidemment cette procédure donne une solution instationnaire 
non physique. 
IV.5 CONDITIONS AUX LIMITES 
Soit F la frontière du domaine de calcul et ñ la normale sortante unitaire de T. On suppose 
que T se décompose en deux parties T = To U Too sur lesquelles s'appliquent les conditions 
aux limites. F0 représente les bords glissants (i.e. les parois matérielles du domaine) et T^ 
représente les frontières entrantes et sortantes. 
Dans les schémas que l'on utilise, on ne force pas la valeur d'une variable sur la frontière 
mais on applique une formulation faible. Dans ces conditions, le traitement des conditions 
aux limites se fait simplement en modifiant les flux (définis à partir de (91)) pour tous les 
bords de cellules ¿>C, vérifiant dC,:f]T ~£ 0. 
IV.5.1 Sur To: t ra i tement des bords glissants 
Pour tout sommet S¿ € / 0 , la condition de glissement, v.ñ = 0 k la paroi imposée faiblement 
donne: 
/ 0 \ 
/ (Fnx + Gny)der — 
iac,nrov y/ 
/ pnxda 
Jddnro 
/ miyda 
Jac,nr0 ' 
\ 
0 
0 
0 
(94) 
/ 
L'intégrale de pression qui apparaît dans (94) est calculée en supposant la pression cons-
tante sur dCi fi F0. Elle s'écrit alors: 
/ pnxda — pi \ nxda , / pnydcr — pi / nyda. 
JdC,nr0 JdC,nrQ JdCtnV0 JdC,nr0 
En ce qui concerne l'intégration des termes diffusifs, on suppose que la paroi est ac • 
batique et non catalytique (i.e. VT.n = 0 et VV^.n = 0 ). Dans ces conditions on montre 
simplement que: 
/ {Pnx + Qnv)dcr = 0. 
Jd 3C¿nr0 
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IV.5.2 Sur Too: t rai tement des bords sortants 
Pour les problèmes que l'on considère, les entrées sont supersoniques. Toutes les caractéristi-
ques sont entrantes, les flux numériques définis à partir de (91) pour tous les bords de cellules 
dCi restent valables sans aucune modification. Cela revient en fait à forcer les valeurs en 
entrée du domaine. On ne s'intéresse donc qu'au calcul des flux pour les frontières sortantes. 
Pour les termes diffusifs, on suppose que les frontières de sorties sont suffisamment 
éloignées des injecteurs (voir figure IV.5), on peut donc supposer que les relations VT.ñ = 0 et 
Vyîfc.n = 0 restent valables. Par conséquent, l'intégrale de bord des termes diffusifs s'annule. 
Ja (Pnx + Qnv)d<r = 0. dC,nrx 
Pour évaluer les flux convectifs sur dCif^T^, on utilise de nouveau une décomposition 
de flux. La difficulté réside ici dans le fait que sur la frontière F^ l'écoulement peut être 
subsonique ou supersonique. On définit tout d'abord "une solution à l'infini" notée WM et 
on pose ñi — / n. On construit alors une fonction de flux numérique $ en accord avec 
(91): 
{Fnx + Gny)da = $(Wi, Wœ, rf,). (95) / 
JdC /3c,nr0 
Ce traitement des conditions aux limites est inspiré de l'aérodynamique externe où W^ est 
constant. 
IV.5.3 Détermination de la fonction de flux numérique $ 
On s'intéresse maintenant à la détermination de la fonction de flux numérique intervenant 
dans (95). Le domaine occupé par le fluide est à priori infini, il apparaît nécessaire pour 
des raisons pratiques de tronquer ce domaine. Le problème revient alors à déterminer une 
fonction de flux numérique de bord compatible avec le domaine de calcul considéré. 
Les troncatures de domaine que nous envisageons sont de deux types que nous qualifierons 
de proches et d'éloignées. Dans le premier cas, seul le processus d'allumage, qui apparaît près 
des entrées nous intéresse, alors lors que dans le second on s'intéresse en plus à la structure 
interne des jets détendus (c'est à dire que le domaine de calcul doit être suffisamment grand 
pour capter les chocs, les discontinuités de contact, etc ...). 
Pour les types de problèmes que nous avons à résoudre, le traitement des conditions aux 
limites sur les bords sortants est un problème très difficile. De plus, par rapport au cas Euler 
mono-espèce, il vient se greffer une difficulté suplémentaire liée aux caractéristiques physiques 
différentes des espèces considérées. Les flux numériques $ que l'on considère sont des flux de 
type Steger et Warming, ces flux sont couramment utilisés pour les écoulements régis par les 
équations d'Euler et présentent l'avantage d'être très simple à implémenter. On va à partir 
de constatations numériques, dont certaines peuvent s'expliquer mathématiquement sur des 
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cas simples, justifier les différents choix adoptés par la suite pour l'extension de ces flux au 
cas multi-espèces. 
Le flux de Steger et Warming 
Le premier flux envisageable est le flux de "Steger et Warming"(voir [61]), il s'écrit de la 
manière suivante: 
*(Wi, W^, nt) = H+(Wi)Wi + H-iW^W,», (96) 
où Hn représente la matrice Jacobienne définie précédemment. Ce flux donne dans le cas 
linéaire un problème stationnaire discret bien posé. Pour les écoulements sans espèces régis 
par les équations d'Euler, ce flux donne en général de bons résultats, du moins si les frontières 
Too sont suffisamment éloignées. 
1. Convection des espèces 
De même que pour les flux numériques utilisés à l'intérieur du domaine de calcul, la partie 
correspondant à la convection des espèces peut être traitée soit en utilisant l'approche (B) 
(en considérant tout le système comme un système non linéaire des lois de conservation) soit 
par utilisation du schéma BL ou approche (C). En fait, pour les écoulements multi-espèces 
même à 7 et Cv constants, ce flux utilisé avec l'approche (B) peut bloquer les espèces sur les 
bords sortants. Par contre, l'utilisation de l'approche (C) supprime ce problème. 
Pour illustrer ce poi on a simulé dans une chambre de taille moyenne (104 x 240 mm) 
la détente d'un jet supe nique où les caractéristiques physiques de l'espèce introduite sont 
différentes de celles initialement au repos dans la chambre. Les conditions initiales et aux 
limites sont les suivantes): 
Jet 
p = 1.85 kg /m 3 
tí = 0 m/s 
v = —980 m/s 
p = 14.6 10s Pa 
M = l 
7 = 1.22 
[ m = 23 10_3%/mo/e 
Wo{x,y) = W» 
poo = 0.2 kg/m3 
Uoo = 0 m/s 
v-yz = 0 m/s 
p=l. 105 Pa 
7 = 1.4 
m = 3.4 I0~3kg/mole 
(97) 
Afin de préserver une solution instationnaire physique sur les bords du domaine de calcul, 
on choisit la solution à l'infini W^ égale à la solution initiale dans la chambre Wo(x,y). 
Le flux numérique utilisé à l'intérieur du domaine est le flux de van Leer, la précision spa-
tiale est d'ordre 2. On utilise une procédure de pas de temps local. Le maillage utilisé est 
relativement grossier (voir figure IV.2), il comporte 3081 points. 
On a représenté figure IV.3 (resp. figure IV.4) les lignes isoespèces et isomach obtenues 
en utilisant sur T^ le flux de Steger et Warming (resp. le flux de Steger et Warming où la 
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convection des espèces est traitée par le schéma BL). On constate figure IV.3 que l'espèce qui 
devrait être évacuée, puisque le champ de vitesse est sortant, reste bloquée sur la frontière. 
Pour comprendre ce qui ce passe, considérons une discontinuité de contact stationnaire 
monodimensionnelle où seule l'espèce est variable. C'est à dire que toutes les variables hy-
drodynamiques sont constantes de part et d'autre de cette discontinuité. Si nous notons par 
Wl et W2 les états en question, on a; 
P\ = p2, u1=u2 = 0, px = p2, 7i ¿ 72 et Fi ^ Y2 
On prend pour simplifier 1^ = 1, Y2 = 0. On note Ci et c2 les vitesses locales du son. 
Le flux à l'interface doit en toute logique être nul puis que l'on a un équilibre hydrody-
namique. Calculons ce flux par utilisation du flux numérique de Steger et Warming; on note 
$i le flux de densité et $4 le flux d'espèce. On obtient alors: 
<5 - £l5l _ P2C2 
1
 27i 2 7 2 
$ - PlYiCi _ ?2*2C2 
4
~ 2 7 l 2 7 2 
Ce qui après simplification s'écrit: 
1
 2 1VTT VTT 
$4 = y/PP 1 
2 sfh 
La solution exacte de ce problème impose $1 = $4 = 0, on constate que ce flux ne vérifie 
pas ces conditions, même si 71 = 72 car alors $ 4 ^ 0. 
Supposons comme c'est le cas dans notre expérience numérique que 71 < 72. Alors $4 > 
$ ! > 0 et on montre aisément qu'après la première itération on a Y\ < 1. On fait rentrer 
dans le domaine de l'espèce 2. Ce flux ne traite donc pas correctement la convection de 
l'espèce. Il apparaît immédiat par un raisonnement identique que ce problème disparait par 
utilisation du schéma BL puisqu'alors, $ ! étant positif on a: $4 = F i ^ i et donc après la 
première itération Y\ — 1. 
Remarque: 
Le flux numérique de Steger et Warming avec le schéma BL, pour le cas considéré ci-dessus 
d'une discontinuité de contact stationnaire, donne une solution exacte uniquement lorsque 
7J = 72; dans le cas contraire la solution est fausse mais la convection des espèces se fait 
correctement (c'est à dire en accord avec le signe de §1). 
En conclusion, l'utilisation du flux (96) ne pourra se faire que si la convection des espèces 
est traitée par le schéma BL et ceci quelque soit la taille du maillage considéré. 
2. Comportement du flux de Steger et Warming en frontière proche 
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Pour étudier le comportement de ce flux numérique en frontières proches, on reprend le 
cas test défini dans [13] qui consiste en l'interaction non réactive de deux jets gazeux. Le 
maillage utilisé est représenté figure ÍV.5, il comporte 3322 points et ses dimensions sont de 
50 par 65.6 mm alors que les entrées sont respectivement de 2.9 et 5.6 mm. Les conditions 
initiales et aux limites sont les suivantes: 
Jet 1: < 
p = 1.67 kg ¡m3 
u — 769 m/s 
v = —769 m/s 
p= 11.7 105 Pa 
M = i.l 
7 = 1.23 
m = 22.7 10~3kg/mole 
Jet 2: < 
p = 0.51 kg/m3 
u = 0 m/s 
v = —799 m/s 
p = 0.81 105 Pa 
M = 1.7 
7 = 1.4 
m = 3.4 I0~3kg/mole 
(98) 
W0(x,y) = Woo:{ 
p = 0.2 kg/m3 
u^ = 0 m/s 
v^, = 0 m/s 
p = 0.5 105 Pa 
7 = 1.4 
m = 3.4 10~zkg/mole 
(99) 
Les lignes isomach à l'état stationnaire sont représentées figure IV.6, elles mettent en 
évidence une solution fortement polluée sur les bords sortants, le flux de Steger et Warming 
(96) s'avère donc peu précis en frontière proche. En, fait cela s'explique en partie par le fait 
que ce flux n'est pas valide en écoulement supersonique (i.e. lorsque l'état W¿ est supers' 
nique, on perd la consistance $(W¿, W^, ñ¿) ^ ^„(VV,)) si W^ n'est pas aussi supersonique. 
Pour remédier à cet inconvénient, on construit un flux entièrement décentré sur la solution 
à l'intérieur du domaine (voir section suivante). 
En conclusion, on utilisera ce flux qui est relativement robuste lorsque la solution sur les 
frontières "infinies" est subsonique. On montrera par la suite comment, au détriment de la 
précision, on peut rendre une solution subsonique sur un bord éloigné. 
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Maillage grossier à 3081 points de dimension 104 - 240 
Figure IV.2 : Représentation totale du maillage 
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Détente d'un jet supersonique à 7 variable dans une chambre ouverte 
Figure IV.3 : Lignes Isoespèce 1 et Isomach obtenues avec le flux de Steger et Warming 
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Détente d'un jet supersonique à 7 variable dans une chambre ouverte 
Figure IV.4 : Lignes Isoespèces Isomach obtenues avec le flux de Steger et Warming & schéma 
BL 
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Maillage de 3322 points de dimension 50 - 65.6 
ins 
Figure IV.5 : Représentation totale du maillage 
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Interaction non réactive de deux jets en frontière proche dans une chambre ouverte 
15 isovaieurs min=0.2 10~3, max=4.295, isoref=l 
Figure IV.6 : Lignes Isomach obtenues avec le flux de Steger et Warming 
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Le flux de Steger et Warming modifié 
Pour préserver l'éventuel caractère supersonique de la solution sur le bord du domaine, on 
peut envisager un flux numérique pour lequel le décentrage se fait uniquement sur la solution 
à l'intérieur du domaine de calcul W,, ce flux dit flux de Steger et Warming modifié s'écrit: 
MW^W^nA^HÜWiWi + H-iWiWn, (100) 
On constate alors que la façon dont on traite la convection des espèces (par un sch i BL 
ou non), ne modifie que très faiblement les résultats numériques. Cependant, en í cière 
proche l'utilisation de ce flux avec l'approche (B) s'est avéré plus robuste qu'avec l'a[. .oche 
(C) ou schéma BL, Malheureusement, aucune justification mathématique satisfaisante n'a 
pu être trouvée pour ce comportement. 
1. Influence des termes —— dans la matrice Jacobienne H 
dW 
Pour les écoulements multi-espèces à 7 et Cv variables, le vecteur H~(Wi)W00 comporte 
des termes du type qui, pour les cas tests considérés, conduisent à des solutions non 
aWi 
physiques. De ce fait, l'utilisation du flux (100) ne peut ce faire que si on annule ces termes 
(par contre, on peut montrer que ces termes donnent une contribution nulle pour le flux 
(96)). Pour illustrer ce point, on a repris le même exemple que précédemment (détente d'un 
jet transsonique dans la chambre ouverte (97)). Le flux numérique de bord utilisé pour cette 
expérience est donc le flux de Steger et Warming modifit 100). 
On présenté figure IV.7-a (resp. figure IV.7-b) les résultats numériques obtenus en prenant 
en compte les termes -r-— dans la matrice Jacobienne H (resp. en annulant les termes —— r
 dW dW 
dans la matrice Jacobienne H), 
On constate que la solution obtenue en prenant en compte ces dérivées est non physique. 
Pour comprendre ce comportement, on effectue une étude mathématique simplifiée monodi-
mensionnelle du même type que celle réalisée précédemment. Cette analyse met en évidence 
(pour les valeurs numériques de 7 et Cv considérées) que la présence des termes •—7; dans 
la matrice Jacobienne H a pour effet de modifier le signe des flux numériques. 
On considère donc une discontinuité de contact stationnaire séparant deux fluides différents. 
Si nous notons par W\ et Wi les états en question, on a: 
Pi ~ P2, ul = u2= 0, PJ = p2, 7i 5¿ 72, C] T¿ Cl et Yx 5É Y2 
On prend pour simplifier Y\ = 1, Yi = 0. On note cx la vitesse locale du son pour l'état W\. 
Pour l'application numérique, on choisit les valeurs de 7 et Cv suivantes: 71 = 1.22, 72 = 1.4, 
C] = 1890 et Cl = 6130. On calcule alors le flux donné par (100), on note respectivement 
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$i,<&2, et $3 les flux de masse, de quantité de mouvement et d'énergie. Si on prend 
compte les termes dérivées, le calcul direct donne: 
», = f ( ^ - S2>Z2L)
 a _2.2i 
2cv 7 2 - 1 C¿ 7! - 1 2c 
A - , P/71 - 7 2 , C„ 2 72-7 i , _ ,
 o n P $2 = P + r ( - + 7 ^ - - - ) ^ V t 2.2-2 72 - 1 C¿ 7i - 1 2 
en 
/>c $ 3 = — - i — 
2 ( 7 l - I ) 1 72 
I L 2 i „ ^ 7 2 - 7 i ,
 2_ pc /72 
l
- - 1 C J T , - 1 ; " "¿2(7i-l) 
dj 
Si maintenant on supprime les termes -5777, on obtient: 
2c l 7 2 - 1 2c 
- 0 . 5 -
2 
$ 2 = = p + ( - ) ~ p 
2 7 2 - 1 
*3 = P C (H^H) ~ 0.5 PC 3
 2 ( 7 i - l ) S 2 - l J 2 ( 7 i - l ) 
(101) 
Cette analyse, bien que très simplifiée permet cependant d'expliquer les grandes dif-
férences observées dans les résultats numériques. En effet, on observe que les flux sont de 
signes opposés et qu'en module ils sont presques six fois plus important lorsque l'on prend en 
compte les termes dérivés, alors que la solution exacte impose $ = (0,p,0). On reviendra un 
peu plus loin sur ces résultats pour expliquer les différences observées en frontières éloignées 
entre le flux de Steger et Warming (96) et le flux de Steger et Warming modifié (100). 
Quoi qu'il en soit, il ressort de cette étude que l'utilisation du flux (100) ne peut se faire 
que si l'on néglige dans la matrice Jacobienne les dérivées de 7. 
La figure IV.7-b met en évidence que la solution obtenue est fortement diffusée, en effet 
on constate entre autre, que la sortie aval située dans l'axe du jet est subsonique. Pour 
mettre en évidence si ce problème provient du flux numérique de van Leer, on réalise la 
même expérience en utilisant à l'intérieur du domaine le flux numérique de Roe. La solution 
obtenue figure IV.8 met en évidence une solution un peu moins "polluée" sur la frontière, 
mais fortement dissymétrique. En fait, l'importante diffusion du flux de van Leer permet dans 
l'expérience précédente de "tuer" les dissymétries qui proviennent du mauvais traitement des 
conditions aux limites. On notera aussi qu'aucun comportement de ce type n'a été observé 
par utilisation sur le bord du domaine du flux de Steger et Warming non modifié (96). 
2. Comportement du flux de Steger et Warming modifié en frontière proche 
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On reprend ici le cas de l'interaction non réactive de deux jets gazeux (98)-(99), les 
lignes isomach présentées figure IV.9 font apparaître comme cela était prévisible une nette 
amélioration de la solution numérique, cependant on observe encore notamment sur le bord 
inférieur droit un choc d'origine numérique. La mauvaise qualité de la solution obtenue peut 
en partie s'expliquer par le fait que l'état W^ que l'on s'impose constant et faiblement est très 
éloigné de l'état effectivement présent sur le bord du domaine. L'idée, pour éviter ceci, est 
alors de remplacer le champ W^ du flux (100) par une moyenne entre l 'état W¡ effectivement 
présent sur le bord du domaine et l'état W^ que l'on s'impose à l'infini. On obtient alors le 
flux suivant: 
HW^W^n,) = H¿{Wt)Wt + H-(Wt){ßWt + (1 - ß)W00], (102) 
où ß est un paramètre à déterminer compris entre 0 et 1 (voir l'annexe en fin de chapitre ou 
ce flux est étudié plus en détail sur une équation scalaire monodimensionnelle). On choisit 
en accord avec l 'étude réalisée dans l'annexe de prendre ß — 0.7 et on applique le flux (102) 
pour le cas test de l'interaction de deux jets en frontière proche. La solution ainsi obtenue 
est présentée figure IV. 10. Le choc bloqué du précédent calcul (correspondant en fait au cas 
ß = 0) a complètement été convecté en dehors du domaine de calcul; à noter aussi que ce 
flux n'affecte que très faiblement la solution dans les zones très subsoniques. La solution ainsi 
obtenue est indéniablement d'une qualité supérieure. On confirme par cet exemple l 'aptitude 
du flux (102) à améliorer les résultats numériques pour ce cas test. 
Sur cette géométrie, différents calculs avec et sans combustion ont été réalisés. On a 
aussi étudié l'influence d'une adaptation statique sur la solution stationnaire par raffinement 
local du maillage. Afin de limiter dans cette thèse le nombre déjà important de résultats 
numériques, on renvoie à [13] ou [15] pour plus de détails concernant ces résultats. 
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Détente d'un jet supersonique à 7 variable dans une chambre ouverte 
Figure IV.7 : Lignes Isomach obtenues avec et sans les termes —— dans la matrice Jacobienne 
H 
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Détente d'un jet supersonique à 7 variabie dans une chambre ouverte 
Figure IV.8 : Lignes Isomach obtenus avec le flux numérique de Roe 
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Interaction non réactive de deux jets en frontière proche dans une chambre ouverte 
15 isovaleurs min=0.15 1CT1, max=4.30, isoref=l 
Figure IV.9 : Lignes Isomach obtenues avec le flux de Steger et Warming modifié 
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Interaction non réactive de deux jets en frontière proche dans une chambre ouverte 
15 isovaleurs min=0.41 10"2, max=4.31, isoref=l 
Figure IV. 10 : Lignes Isomach obtenues avec le /3-flux de Steger et Warming, ß = 0.7 
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3.Comparaison en frontière éloignée des flux numériques de bord 
Pour les cas tests présentés par la suite, on souhaite connaître parfaitement la structure 
des jets détendus. Pour cette raison et compte tenu des résultats obtenus sur des domaines de 
taille moyenne avec le flux de Steger et Warming et surtout avec le flux de Steger et Warming 
modifié (dissymétrie du jet), on envisage des maillages de grande taille. Pour limiter le nombre 
de points et donc les temps de calculs, on construit des maillages dont la taille des mailles va 
croissant. La diffusion numérique qui en découle sera sur le bord fortement subsonique même 
en écoulement non visqueux. On va donc maintenant étudier le comportement des deux flux 
envisagés sur ce type de maillage. 
Le domaine de calcul que l'on utilise est de grande taille avec de grandes mailles près 
des bords sortants, Sur le maillage ainsi défini qui comporte 3640 points (voir figure IV.ll), 
on étudie la détente du jet chaud seul. Les conditions initiales et aux limites ainsi que les 
quantités d'adimensionnement sont définies dans la section suivante. Les solutions que l'on 
présente ont été obtenues avec le flux numérique de van Leer, elles sont précises au premier 
ordre. Le nombre de CFL est égal à 0.7, on utilise une procédure de pas de temps local. 
Pour mesurer la convergence des solutions vers l'état stationnaire, on définit un résidu 
normalisé à partir du flux de la densité: 
^
+1(/>) = [^E(^ + 1 -^ ) 2 ]^ 
avec : 
N le nombre de points du maillage, 
p la densité du fluide. 
$" la composante de la densité du flux numérique à l'instant n. 
Le résidu présenté est normalisé par le résidu à la première itération temporelle, on obtient 
alors: 
. , , * . , resn+l(p) 
résidu "r (p) - logl0 rr-— 
resl(p) 
Pour mettre en évidence les éventuels problèmes de bord dus aux conditions aux limites, 
on calcule deux résidus. Le premier prend en compte tous les points du maillage tandis que 
le deuxième nommé "Résidu localisé" est défini sur une partie de la chambre proche des 
entrées. La taille du domaine de calcul est en variable adimensionnée de 10000 par 10000, 
Le résidu localisé est quant à lui défini sur un domaine de dimension 300 par 400. 
On a présenté figure IV.12-a (resp. figure IV.12-b) les courbes de convergence obtenues 
avec le flux de Steger et Warming (96) (resp. avec le flux de Steger et Warming modifié 
(100)). Ces résultats mettent en évidence l'inaptitude du deuxième flux à capter la solution 
stationnaire pour le maillage considéré. De plus, l'analyse de la solution près des bords fait 
apparaître que certaines variables prennent des valeurs fausses. Ce résultat peut en partie 
s'expliquer par l'étude sur une discontinuité stationnaire monodimensionnelle. En effet, cette 
étude est parfaitement adaptée ici puisque du fait de la taille du domaine de calcul et compte 
120 INTERACTION RE ACTIVE DE JETS GAZEUX 
tenu de la diffusion numérique, on peut supposer que la vitesse du fluide sur le bord est 
négligeable. Si on refait le calcul (101) pour le flux de Steger et Warming, on obtient: 
•i = fil - # * o-arf 
2c y/ñ 2c 
$2=P 
$ - 1 = P° (i _ Y ^ Z l ^ l ) ~ o 4i pc 
2 ( 7 i - l ) '
 V
/ T T 7 2 - 1 ' 2 ( 7 l -
Alors que pour les deux flux considérés le flux d'énergie $ 3 est sensielement identique, on 
constate que le flux de masse $i et surtout le flux de quantité de mouvement $2 prennent 
des valeurs différentes, dans le cas du flux de Steger et Warming modifié le signe de $2 — P 
montre que l'on fait entrer dans le domaine de la quantité de mouvement. Là encore cette 
étude bien que simplifiée à l'extrême permet de comprendre les comportements numériques 
observés sur les bords du domaine de calcul. 
Par contre, près des entrées et comme le montre les courbes de résidu localisé les solutions 
sont pratiquement identiques. Dorénavant, pour les cas test à venir tous en éloigné, seul le 
flux de Steger et Warming sera utilisé. On trouvera figure IV.13 les lignes isomachs obtenues 
avec ce flux, le nombre de Mach maximal est de 3.90. 
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Maillage 3640 points de dimension 10000-10000 
Figure IV. 11 : Représentation partielle du maillage (300-471) 
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Détente du jet d'ergol - Comparaison des conditions aux iimites 
Iterations No 
2250 4500 6750 2250 
Iterations No 
4500 6750 
•S L 
Résidu chambre 
Résidu localise 
Résidu chambre 
Résidu localise 
Figure IV. 12 : Courbes de convergence obtenues avec les flux de SW (gauche) et de SWM 
(droite) 
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Détente du jet 1 - Flux de van Leer ordre 1 
15 isovaleurs min=2.4 lu-3, max=3.9, isoref=l 
Figure IV. 13 : Lignes Isomach obtenues sur le maillage à 3640 points 
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IV.5.4 Conclusions 
li ressort de cette étude sur le traitement des conditions limites que le choix du flux numérique 
de bord n'est pas quelque chose de parfaitement défini et d'immuable. En effet, il apparaît 
clairement que ce choix est intimement lié d'une part au problème physique (cas mono ou 
multi-espèces, caractéristiques de ces mêmes espèces identiques ou variables) et d'autre part 
aux conditions initiales et aux limites que l'on s'impose (raideur du problème). L'analyse 
mathématique sur les flux de bord est très complexe, on a simplement pu dans cer* : is cas 
et en simplifiant considérablement le problème, justifier quelques résultats numériq ^uoi 
qu'il en soit, on a pu déterminer pour les problèmes considérés (en frontière proc en 
frontière éloigné) des flux numériques qui préservent une solution physique sur les fro,, .lères 
et qui de plus se sont avérés relativement robustes: 
Pour les frontières éloignées on retiendra le flux de Steger et Warming pour lequel la 
convection des espèces se fait avec le schéma BL. 
Pour les frontière proche, on utilisera le flux de Steger et Warming modifié utilisant le 
/3-schérna et pour lequel on supprimera les termes -TTT?-
aW 
IV.6 PROBLEME PHYSIQUE A RESOUDRE 
IV.6.1 Introduction 
Le problème physique que l'on souhaite résoudre est l'interaction réactive de deux jets gazeux 
en écoulement transsonique. Principalement, deux geometries ont été utilisées. La première 
ne comporte qu'un seul injecteur et l'étude se limite donc à l'interaction de deux jets gazeux. 
Les caractéristiques géométriques sont présentées ci-après. Le diamètre de l'injecteur (jet 
froid) est de 5.6mm alors que celui du jet chaud est de 3.6mm. La distance de l'injecteur à 
l'axe de symétrie est de 38mm. 
Géométrie simplifiée à 1 injecteur 
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La deuxième géométrie étudiée, plus proche de la réaiité, conserve le rapport des sections 
réelles. Elle comporte trois injecteurs ainsi qu'un col, (voir figure ci-dessous). 
Le diamètre du jet chaud (toujours positionné au même endroit n'est plus que de 0.1mm 
dans cette configuration (sa petite taille ne lui permet pas d'être vue sur la figure), alors 
que le diamètre des injecteurs est de 4.3mm. On peut déjà prévoir du fait des rapports des 
diamètres d'injections (di/dj — 43) que ce cas test sera numériquement très difficile. Le rayon 
de la chambre est de 150 mm, alors qu'au coi il est de 54.1 mm. La distance à partir de l'axe 
de symétrie des différents injecteurs est respectivement de 38, 75 et 112 mm. 
J"L J"L 
Géométrie à 3 injecteurs avec col 
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IV.6.2 Caractéristiques physiques 
Pour chacun des jets, les données sont les suivantes: 
Grandeurs physiques 
Pression (Pa) 
Température (°K) 
Vitesse (m/s) 
Masse voiumique(Ä'^/m3) 
Nombre de Mach 
Masse molaire (Kg/Mole) 
Gamma 
JET CHAUD 
14.6 105 
218! 
98 
1. 
i 
23 io~3 
1.22 
JET FROID 
1.2 105 
54.2 
431 
0.92 
1.0 
3.4 10"3 
1.4 
On choisit comme grandeur de référence: 
Y0=l, /0 = 0.001, uo = 10, po = l, To = 10. 
(Toutes ces grandeurs sont données en unité S.I) 
Dans la chambre, la pression initiale est choisie égale à pc — 0.5 10sPa tandis que la 
température est de Tc = 100 °K. 
Aux frontières avales, on a tilisé pour les conditions aux limites un état "à l'infini" donné 
par: 
UQQ = V00 = U iPx> = = Pc ^ " L ÇQ =• L c . 
Les autres paramètres propres à la diffusion et à la combustion sont présentés ci-dessous: 
Le nombre de Lewis est pris égal à 1 tandis que le coefficient de diffusion thermique 
A — 135 J/m/s/°K. Le coefficient de diffusion moléculaire est alors connu. 
Pour la flamme, on utilise les résultats issus de l'analyse asymptotiques (voir [53,39] où le 
chapitre 1). La température des gaz réactants est estimée à Tu = 72 °K. Pour une chaleur 
de réaction de Q = 7300kJ/kg la température des gaz brûlés vaut T¡> = 925 °K alors que 
pour la vitesse et l'épaisseur de flamme on a: Vf = 53m/s et L¡ = 0.93 mm. Le problème 
est entièrement déterminé. On a regroupé dans le tableau suivant les paramètres physiques 
de la flamme (en variables adimensionnées): 
T 
7.2 
Tb 
92.5 
Pu 
0.315 
Le 
1 
PR 
0.63 
£a 
80 
K 
i 
Qh 
2.14 106 
Arrh 
55 
Li 
0.93 
Vf 
5.3 
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IV.7 RESULTATS NUMERIQUES 
IV.7.1 Détente d'un jet supersonique 
On considère ici la détente d'un seul jet transsonique (nombre de Mach de 1.1, diamètre de 
Pinjecteur 2 mm) dans une chambre ouverte rectangulaire. Les conditions initiales et aux 
limites sont en variables adimensionnées: 
W0(x,y) 
Jet : « 
p = 1.67 
u = 0 
v = -108 
p = 11700 
M = 1.1 
' Po = 0.14 
"0 = ° w . 
v0 = 0 
. pQ = 1000 
f Poo = 0.14 
Uoo = 0 
t'oo = 0 
Pee = 1000 
Les caractéristiques physiques du jet et du fluide initialement dans la chambre sont iden-
tiques. La solution (représentée figure IV. 15 au temps t = 3 ms) est obtenue en utilisant 
une procédure de pas de temps global avec un flux numérique de Roe. Elle est précise au 
second ordre en espace et a nécessité 45000 itérations temporelles (temps CPU sur CRAY: 
lh45mn). Le taille du domaine de calcul est de 2000 x 2000, soit en variables dimensionnées 
2m x 2m). Le maillage ainsi construit comporte 9387 points principalement situés dans l'axe 
du jet (voir figure IV.14 ou est présentée une vue partielle de ce maillage). 
Le nombre de Mach maximal est de 4.72 tandis que la vitesse maximale est de 2190m/s. 
La largeur du jet en entrée est de 2mm, dans sa zone la plus large, elle est de 50mm (ce 
qui fait un rapport entre la taille du domaine de calcul et celle du jet de 40). Cet exemple 
tout à fait classique montre le bon comportement du code numérique. En effet, on retrouve 
sur la solution figure IV. 15 (lignes isentropiques et lignes isomach), les chocs incidents et 
réfléchis, le choc droit ainsi que les lignes de glissement. On notera aussi la présence de la 
poche subsonique. Dans la zone en amont des chocs on vérifie bien que l'entropie est con-
stante. Notons aussi que sur le choc incident, la déviation entropique est très faible. Ceci 
s'explique simplement par le fait que contrairement au choc droit (où la déviation entropique 
est importante) le saut de vitesse normal au choc est plus faible. 
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Maillage 9387 points de dimension 2000 - 2000 
Figure IV. 14 : Représentation partielle du maillage symétrique (120 - 250) 
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Détente d'un jet supersonique à 7 constant dans une chambre ouverte 
Figure IV. 15 : Lignes Isentropiques et Isomach 
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IV.7.2 Interaction réactive de deux jets gazeux 
On s'intéresse maintenant aux cas tests d'interaction de jets. Tous les résultats présentés 
par la suite sont précis au second ordre et ont été obtenus par utilisation du flux numérique 
de Roe avec une procédure de pas de temps local. L'expérience numérique a montré que 
les zones de discontinuité de contact à très faible nombre de Mach, qui sont visibles sur les 
figures présentés,sont supprimées par diffusion lorsque l'on utilise le flux numérique de van 
Leer. 
1,Détente du jet allumeur 
Dans un premier temps, on se propose d'analyser la détente du jet allumeur (nommé par 
la suite jet 1) en écoulement Euler pur (i.e sans diffusion moléculaires et sans diffusion 
thermique). 
On prend pour cette expérience et celles à suivre les conditions définies dans la section IV.6 
(Problème physique à résoudre). 
Tous les dessins présentés sont à l'échelle | , une simple mesure à la règle permet de mesurer 
entre autres la position des différents chocs (1 mm dessin = 3 mm réel). 
On a représenté figures IV. 16 et IV. 17 les lignes isoespèce l et isomach. 
Pour cette expérience, on est parti d'une solution convergée à l'ordre 1 (8000 itérations 
temporelles avec un nombre de CFL de 0.7, le résidu étant de 10~4) suivi d'un calcul à 
l'ordre 2 (4000 itérations temporelles au même nombre de CFL, baisse de deux décades du 
résidu). Le temps CPU total sur CONVEX C2 est de 2hl0mn (lh6mn pour l'ordre 1 et 
lh4mn pour l'ordre 2). 
On obtient une solution dissymétrique. Cette dissymétrie est due d'une part à la présence 
de Pinjecteur et d'autre part à la non symétrie de la tète de chambre. On peut découper le 
choc stationnaire en trois parties, deux où le choc est fortement oblique (parties inférieure 
gauche et supérieure droite) et une où le choc est pratiquement droit. L'analyse du champ de 
température fait apparaître derrière le choc oblique une discontinuité de contact (continuité 
des pressions et des vitesses) qui correspond à la séparation entre l'espèce injectée et l'espèce 
initialement au repos. 
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Détente du jet 1 - Flux de Roe ordre 2 
15 isovaleurs min=0.16 10~\ max=l, isoref=0.5 
r~ 
^ 
Figure IV. 16 : Lignes Isoespèce 1 - Calcul sans diffusion 
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Détente du jet 1 - Flux de Roe ordre 2 
15 isovaleurs min=1.7 10"2, max=4.86, isoref—1 
\ 'À \ \ \ 
Figure IV.17 : Lignes Isomach - Calcul sans diffusion 
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2.Interaction non réactive des deux jets 
On étudie maintenant l'interaction non réactive du jet allumeur (jet 1) et du jet injecteur (jet 
2). On prend en compte pour cette expérience les diffusions moléculaires et thermique. Là 
encore, le calcul s'est déroulé en deux phases (une phase Euier à l'ordre 1 suivie d'une phase 
à l'ordre 2 prenant en compte les termes diffusifs). La présence du jet 2 entraine comme le 
laisse apparaître les temps de calcul sur CONVEX C2 une meilleure convergence. 
-Calcul ordre 1 Euler, 8000 itérations avec un nombre de CFL=0.7, résidu de 6.7 10 -5, temps 
CPU: lh6mn. 
-Calcuksôrdre 2 Euler et diffusion, 5000 itérations avec un nombre du CFL diffusif =0.2, 
baisse du résidu de 3 décades, temps CPU: lh30mn. 
On a représenté figures IV.18 et IV.19 les lignes isoespèce 1 et isomach. 
La présence de la diffusion se fait clairement sentir (choc plus épais, diffusion importante des 
espèces) et rend plus difficile l'analyse physique des résultats, notamment pour la recherche 
des discontinuités de contact. La zone de recirculation apparaît ici nettement (figure IV. 18); 
La structure du choc stationnaire est quant à elle fortement modifiée (en forme et en posi-
tion). On notera la présence d'un choc près de l'injecteur dû à l'interaction directe des jets 
1 et 2. Le nombre de Mach maximal passe de 4.86 (calcul précédent) à 4.39; en fait cette 
baisse est principalement due à la diffusion. La superposition du champ de température (non 
présenté ici) et les lignes isoespèces permet de localiser la zone où la combustion va avoir 
lieu. C'est l'objet de la partie qui suit. 
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Détente des jets I et 2 - Flux de Roe ordre 2 
15 isovaleurs min=0, max=l, isoref=0.5 
Figure IV.18 : Lignes Isoespèce 1 - Calcul avec diffusion 
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Détente des jets 1 et 2 - Fiux de Roe ordre 2 
15 isovaleurs min=10"3, max~4.39, isoref=l 
Figure IV. 19 : Lignes Isomach - Calcul avec diffusion 
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3.Interaction réactive des deux jets 
On part pour cette expérience de la solution précédente et à t=0 on active le processus de 
combustion. On choisit pour cette expérience de ne présenter que la solution stationnaire. 
On a représenté figure IV.20 les lignes isomach et figure IV.21 le champ de température. On 
trouvera figure IV.22 un agrandissement du terme de réaction O et des isoespèces Y2. 
Comme le laissaient prévoir les résultas précédents, la zone de combustion se trouve localisée 
autour de l'injecteur. Le processus de combustion apparaît clairement sur les lignes isomach 
et sur le champ de température. A noter aussi que le maillage n'est pas suffisament fin pour 
capter correctement la flamme et ceci malgré le nombre de Zeldovich relativement petit. On 
remarquera cependant que la température des gaz brûlés est assez proche de celle prévue 
par l'étude asymptotique valable pour les flammes isobares (voir chapitre 1); ceci peut être 
rapproché du fait que dans la zone où il =^  0 l'écoulement est subsonique (on avait déjà 
remarqué ce phénomène dans de précédents calculs). 
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Combustion du jet 2 - Flux de Roe ordre 2 
15 isovaleurs min=0.2 10~2, max=4.30, isoref=l 
Figure IV.20 : Lignes Isomach - Calcul avec combustion 
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Combustion du jet 2 - Flux de Roe ordre 2 
15 isovaieurs min=5.41, max=218, isoref=100 
Figure IV.21 : Lignes Isotherme - Calcul avec combustion 
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Combustion du jet 2 - Flux de Roe ordre 2 
10 isovaleurs min=0, max=1.46, isoref=l 
\ 
/ 
10 isovaleurs min=0, max=l, isoref=0.5 
> 
v ^ 
Figure IV.22 : Lignes Isoomega et Isoespèce 2 - Calcul avec combustion 
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IV.7.3 Interaction des jets sur la géométrie à 3 injecteurs 
Les conditions d'injection sur cette géométrie sont les mêmes que celles utilisées dans les 
calculs précédents. Le maillage utilisé est là encore relativement grossier (voir figure IV.23), 
il comporte 2333 points. Tous les dessins présentés par la suite sont, sauf mention spéciale, 
à l'échelle | . Tous les résultats numériques présentés dans cette partie sont précis au second 
ordre et ont été obtenus par utilisation du flux numérique de Roe. Comme nous l'avons 
évoqué lors de la présentation de la géométrie, le faible diamètre du jet chaud (0.1 mm) 
conduit à des disprop ions importantes en termes de taille de maille. Ceci est d'autant 
plus vrai que, pour de aisons de précision (détente du jet chaud symétrique), il apparaît 
nécessaire de mailler ez finement au voisinage de cette entrée. De ce fait, l'obtention 
d'une solution instationnaire (par utilisation d'une procédure de pas de temps global) est 
impossible à obtenir (temps de calcul très importants) et ce même en l'absence des termes 
diffusifs et chimique. On rappelle a ce sujet que tous les résultats présentés dans ce chapitre 
ont été obtenus par utilisation du pas de temps local (sauf pour le cas test de la détente 
du jet supersonique). Pour pallier cet inconvénient, différentes méthodes sont actuellement 
envisageables. La première consiste à utiliser un schéma numérique implicite; toutefois cette 
solution semble a priori peu satisfaisante car dans le meilleur des cas en écoulement non 
visqueux les gains ne pourront excéder un facteur 10. De plus même avec des schémas 
implicites, la présence des termes diffusifs et du terme source limitent de façon sensible le 
pas de temps. Une deuxième solution consiste en l'utilisation d'une méthode muiti-domaine; 
notre connaissance actuelle sur ces méthodes ne permet pas de dire si elles conduiront à 
une réduction sensible des temps de calcul. Enfin, la dernière solution envisageable consiste 
en l'utilisation d'une méthode multigrilles [38]; l'intérêt direct de cette méthode est qu'elle 
s'adapte parfaitement à la résolution des termes diffusifs, et qu'elle donne des résultats très 
satisfaisants en écoulement non visqueux. 
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Maillage 2333 points de dimension 150-500 
Représentation à l'échelle 1/3 
Figure IV.23 : Représentation totale du maillage 
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1. Détente du jet allumeur 
On se propose tout d'abord d'étudier la détente du jet chaud allumeur en écoulement Euler 
pur. La solution obtenue par une procédure de pas de temps local a nécessité 20000 itérations 
(nombre de CFL=0.7, le résidu est de 10~3, le temps CPU sur CONVEX-C2 est de 3 heures). 
On trouvera figure IV.24 les lignes isomach et le champ de vitesse. La détente du jet est très 
importante et se fait dans une zone très proche de l'entrée. Ceci est tout à fait en accord 
avec les résultats précédents bien que le maillage utilisé au voisinage de l'entrée ne permette 
pas la capture des différents chocs. L'analyse des solutions obtenues montre que l'espèce 
initialement dans la chambre est presque entiè-ement évacuée; le manque de convergence 
ainsi que le tourbillon justifie que cette dernière ne soit pas entièrement évacuée. La présence 
de la zone de recirculation au centre de la chambre entraine une déviation sensible du jet et 
tend à rendre uniforme les variables hydrodynamiques (pression p es; 450,500, température 
T ~ 200, densité p ~ 0.05). Cette zone tourbillonnaire provient de la vorticité Vp A Vp qui 
est non nulle. En anticipant sur les résultats à venir, on peut d'ores et déjà prévoir, du fait 
des valeurs de la température, un allumage correct. 
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Détente du jet 1 
15 isovaleurs 
min=0.08, max=263.2 min=1.3 10"3, max=4,23, isoref=l 
mm 
• ' , - . ' . * : : : : ; î * : ; 
' .
 ?r
!
tr f r T \il 
[ f î t Í , / 
Figure ÍV.24 : Champ de vitesse et lignes Isomach 
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2. Interaction non réactive des jets 
Toujours sans diffusion thermique et moléculaire, on s'intéresse maintenant à l'interaction 
entre le jet chaud et les trois jets froids. La situation dans ce cas est beaucoup plus complexe, 
et il n'a pas été possible d'obtenir une solution stationnaire. On présente la solution obtenue 
à 12000 itérations bien que celle ci soit non physique, puisque obtenue par utilisation d'une 
procédure de pas de temps local. On a représenté les lignes isoespèces 1 et isomach figure 
IV.25, les champ de vitesse et de température figure IV.26. L'analyse du résidu et des solu-
tions à différents "instants" montrent que l'on a une solution périodi le. Cette instabilité 
qui apparaît directement sur la discontinuité de contact (voir entre a res figure IV.27 où 
sont représentées les lignes isodensité à deux "instants") est d'origine acoustique liée à la 
réflexion sur les parois des ondes de pression. Cependant, l'impossibité pratique d'obtenir 
une solution physique ne permet pas de vérifier réellement si cette instabilité est physique ou 
non. Un calcul identique en supprimant l'injecteur le plus proche du jet chaud (non présenté 
ici) montre que l'on obtient le même comportement: discontinuité de contact instable entre 
le jet chaud et le deuxième injecteur. 
En présence de diffusion (thermique et moléculaire), toujours sans réaction chimique, l'insta-
bilité précédente persiste. Simplement, l'effet de la diffusion à pour conséquence de réduire 
son amplitude. 
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Interaction non réactive des jets (3 injecteurs) 
15 isovaleurs 
min=0. max=l, isoref=0.5 min=4.3 10"3, max=4.02, isoref=l 
Figure IV.25 : Lignes Isoespèce 1 et Isomach 
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Interaction non réactive des jets (3 injecteurs) 
15 isovaleurs 
min=0.47. max=257.3 min=4.01, max=238.2, isoref=100 
; ^ ; ^ ' 7 ^ ? : • ' / M / / : • ; 
.•.*-"•~-*• • ' - ' / • ' ; ' ' ' / ' / / ; ' - v ' ; -
Figure IV.26 : Champ de vitesse et lignes Isotherme 
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Interaction non réactive des jets (3 injecteurs) 
10 isovaleurs tracées entre 0 et 0.5, isoref=0.25 
Figure IV.27 : Champ de densité à 12000 et 12100 itérations 
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3. Interaction réactive des jets 
On s'intéresse dans cette partie à l'interaction reactive avec diffusion des jets. Plus précisé-
ment, on considère deux cas tests. Le premier comporte les trois injecteurs (figures IV.28 
et IV.29) tandis que le deuxième n'en comporte que deux (figures IV.30 et IV.31). Dans 
les deux cas, la combustion s'effectue correctement. On retrouve une zone de combustion 
localisé près des injecteurs. A l'intérieur de la chambre, en amont du col, on à des solutions 
stationnaires. Cependant, comme le montre le champ de vitesse (figures IV.28 et fV.30) un 
tourbillon sur la frontière de sortie empêche une conver jnce globale de la solution. *te non 
convergence globale s'explique aussi par le fait que les frontières "à l'infini" sont re ement 
proches, d'autant plus que l'activation du processus de combustion ainsi que la p; nce du 
col donnent une solution sur les bords du domaine très éloignée de la solution W^ supposée 
à l'infini. Ces calculs nécessiteraient d'être effectués sur une géométrie de plus grande taille. 
On constate figures IV.29 et IV.31 que le terme source il est plus faible dans le cas où 
seulement deux injecteurs sont présents, ceci s'explique simplement par le fait que dans ce 
cas, la pression et donc la densité est plus faible alors que la température est dans les deux 
cas sensiblement la même. On remarque aussi que le volume occupé par le réactant et par 
injecteur est plus importante dans le second cas, c'est à dire lorsque la pression est la plus 
faible. 
Comme cela a déjà été dit, les variables hydrodynamiques dans la chambre sont pratiquement 
constantes (sauf près du jet chaud). Dans le cas où l'on considère trois jets, on obtient: 
p ~ 2000 , p ~ 0.07 , T ~ 92 
Lorsque deux jets sont présents, on a: 
p ~ 1500 , p ~ 0.06 , T c- 92 
La baisse de pression est tout à fait normale, puisque globalement l'énergie libérée dans le 
second cas est réduite. Par contre on retrouve dans la chambre une température égale à la 
température théorique des gaz brûlés. Par rapport à la solution Euler sans combustion, on 
remarquera l'accroissement très important de la vitesse des gaz au passage du col. Dans les 
deux cas, la tuyère est ammorcée, le col est sonique. 
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Interaction réactive avec diffusion des jets (3 injecteurs) 
15 îsovaleurs 
min=0.38, max=241.6 min=5.42, max=218, isoref=100 
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Figure IV.28 : Champ de vitesse et lignes Isotherme 
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Interaction réactive avec diffusion des jets (3 injecteurs) 
10 isovaleurs min=0. max=1.12, isoref=0.5 
10 isovaleurs min=0, max=l, isoref=0.5 
\*my ^ 
Figure IV.29 : Lignes Isoomega et Isoespèce 2 à l'échelle ~ | 
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Interaction réactive avec diffusion des jets (2 injecteurs) 
15 isovaleurs 
min=0.l3, max=234.8 min=5.41, max=218, isoref=100 
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Figure IV.30 : Champ de vitesse et lignes Isotherme 
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Interaction réactive avec diffusion des jets (2 injecteurs) 
10 isovaleurs min=Q, max=G,84. isoref=0.5 
10 isovaleurs min=0, max=l, isoref=0.5 
1 
Figure IV.31 : Lignes Isoomega et Isoespèce 2 à l'échelle ~ | 
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IV.7.4 Présentation d'une solution stationnaire obtenue par une 
procédure d'adaptation dynamique du maillage 
La simulation d'écoulements de jets supersoniques, comme nous avons pu le voir, nécessite 
la capture précise des chocs et des lignes de glissement qui constituent les principaux détails 
de ce type d'écoulement. Dans l 'état actuel des méthodes numériques, il n'existe pas à notre 
connaissance de méthodes suffisamment fiable permettant de représenter ces discontinuités 
en les ajustant par des discontinuités numériques (méthodes de "shock fitting"). Ces dis-
continuités doivent alors être capturées, c'est à dire approchées par une transition continue 
et calculées par des volumes finis comme les autres détails de la solution. Il en résulte une 
représentation de ces détails de faible précision (la capture d'un choc est au plus précise à 
l'ordre un), d'où la nécessité de disposer de maillages fins au moins localement. Le même 
souhait de finesse locale du maillage résulte également de la présence de flammes assez minces 
ou de zones d'ignition localisées. Un module raffineur-déraffineur se présentant sous la forme 
d'une boite noire a été couplé au code bidimensionnel multi-espèces par M. LORIOT et N. 
MAMAN. On se propose dans cette section de présenter une solution stationnaire permet-
tant de mettre en évidence les avantages tant sur la qualité des solutions que sur les gains en 
temps CPU (à qualité de solution équivalente) du code ainsi construit (voir [16] pour plus 
de détail concernant la procédure d'adaptation dynamique). 
Le maillage macro servant de base au calcul est présenté figure IV.32, il comporte 162 
sommets. On choisit de présenter la solution stationnaire (maillage et lignes isomach en 
écoulement Euler pur) obtenue par la procédure d'adaptation dynamique (figures IV.33 et 
IV.34) qui correspond à la détente du jet chaud dans la chambre ouverte (i.e figure IV.17 
sans adaptation). Le maillage rafiné comporte 8000 points, le temps de calcul est de l'ordre 
3 heures sur CONVEX-C2. Pour un surcoût en temps de calcul de 50%, on obtient une 
solution d'une grande précision dans les zones de forts gradients. On distingue nettement 
la structure de la solution: choc droit, choc incident et choc réfléchi. A titre d'exemple, le 
même calcul sur maillage uniformément raffiné nécessiterait 107 noeuds pour un temps de 
calcul de l'ordre de 5000 heures, ceci se passe de commentaire. 
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Maillage macro (avant raffinement) 
Figure IV,32 : Nombre de sommets: 162, Nombre d'éléments: 247 
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Détente du jet 1 - Fiux de Roe ordre 2 
Figure IV.33 : Maillage adapté - Solution stationnaire 
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Détente du jet 1 - Flux de Roe ordre 2 
15 isovaleurs min=0.025, max=4.437, isoref=l 
Figure IV.34 : Lignes isomachs - Calcul sans combustion ni diffusion 
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IV.8 CONCLUSION 
Il ressort de cette étude que le code numérique mis au point s'est avéré performant et robuste, 
pour des calculs difficiles (rapports de pression voisin de 30). 
On a pu traiter correctement le problème des frontières avals en construisant des flux 
numériques de bord adaptés aux différents problèmes considérés; de plus ces flux se sont 
avérés à l'usage très robustes. Par contre, on n'a pas été en mesure de résoudre le problème 
particulier dû à tous les schémas décentrés lorsque 7 est variable (problème évoqué dans 
l'annexe B du chapitre 2), on notera cependant que sur la solution à l'intérieur du domaine 
ce problème n'est pas vraiment gênant alors qu'il apparaît essentiel (comme le montre l'étude 
sur les conditions aux limites) sur le bord du domaine. Cela nous a d'ailleurs conduit à 
prendre des maillages de dimensions très importantes. 
Les calculs que l'on a présentés ici nécessiteraient d'être effectués sur des maillages plus 
fins (comme le montre les résultats utilisant la procédure d'adaptation dynamique) afin 
d'améliorer la qualité des solutions. Pour la recherche d'une solution stationnaire la procédure 
d'adaptation statique reste quand même la solution la moins onéreuse. 
L'extension à une géométrie plus complexe (multiplication du nombre d'injecteurs) ne 
pose pas de problèmes particuliers comme le montre les derniers calculs. Par contre la ré-
duction du diamètre d'injection du jet chaud pose un problème d'ordre dimensionnel et 
l'obtention dans ce cas d'une solution instationnaire nécessiterait la mise au point de nou-
velles méthodes numériques (multi-domaines, multi-grilles,....). 
IV.9 ANNEXE: Etude du flux de Steger et Warming 
modifié utilisant le ß-schéma 
IV.9.1 Introduction 
Ce travail a été réalisé suite aux problèmes rencontrés sur les bords sortants pour des é-
coulements transsoniques bidimensionnels multi-espèces régis par les équations d'Euler. En 
effet, on constate (voir [13] et les résultats de la section IV.5) qu'en fonction des dimensions 
du domaine de calcul et du flux numérique de bord utilisé, les solutions obtenues sont assez 
différentes et non satisfaisantes (chocs bloqués à la frontière entre autres). 
Pour les écoulements subsoniques, les problèmes de troncature proche ont souvent été 
étudiés. Dans ce cas, on essaie d'utiliser des informations sur le comportement asymptotique 
de la solution. Le problème qui nous intéresse n'entre pas dans ce contexte d'étude. En 
effet, sur les frontières sortantes que nous considérons l'écoulement peut être supersonique 
ou subsonique. 
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Le flux numérique utilisé pour traiter les frontières sortantes est un flux de Steger et 
Warming modifié. Ce flux est entièrement décentré sur la solution à l'intérieur du domaine 
et s'écrit: $ = A+(H/,)H/',- + A~{Wi)Woa où W¡ représente la solution à l'intérieur du domaine 
et Wçç, la solution connue à l'infini. Ce flux numérique donne un problème stationnaire bien 
posé, mais n'est pas très précis en frontière proche. 
On peut aussi utiliser un flux numérique totalement décentré soit $ = A+( W,)W¿, ce flux est 
valide en supersonique 1-D et totalement absorbant [44]. Mais alors, le problème stationnaire 
devient mal posé. 
L'idée est de construire un flux numérique de bord entre ces deux options conservant le 
décentrage sur le champ à l'intérieur du domaine, pour préserver l'éventuel caracere super-
sonique de la solution et de r- lacer le champ infini par une moyenne entre Wt et W^. Il 
est en effet légitime de penser en écoulement subsonique, la solution exacte en aval de la 
frontière est comprise entre Wv ,t W^. 
On remplace donc W^ par W = ßWt + (1 - ß)WO0 , ß € [0,1[. 
Le but de ce travail est de voir sur une équation scalaire monodimensionnelle en l'absence de 
choc d'une part s'il existe un ß optimal assurant une solution exacte sur un domaine tronqué 
et d'autre part de voir l'influence de ce flux sur la stabilité et la consistance du schéma. 
IV.9.2 Etude du /3-schéma sur l 'équation scalaire d'advection 
On considère l'équation scalaire d'advection: 
wt + cwx = 0 (103) 
avec w(x, t) défini sur 0 x [0, +oo[, 0 C IR ; c est une constante négative. 
E tude de la t ronca ture du domaine de calcul 
On va donc chercher s'il existe une valeur de ß telle que la solution obtenue avec le flux de 
bord précédent soit identique à la solution que l'on obtiendrait sans troncature du domaine 
de calcul. 
Pour résoudre numériquement le problème (103) sur le domaine tronqué en espace, on 
utilise la même discrétisation spatiale et temporelle que celle mise en place en début de ce 
chapitre, le pas en espace est supposé variable. On a donc à l'intérieur du domaine: 
At 
< + 1 = < - 2 - — ( $ , + i - $ ,_ i ) , 
et sur le bord du domaine tronqué: 
At 
<=<- 2 T- (^ - $ H) 
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avec: 
$6 = c(ßWj + (1 - ß)woe>)) , $ 1 + 1 = CU7i+1 . 
WQQ est la solution supposée connue à l'infini. On va dans un premier temps calculer la 
solution IÜ"+1 en supposant d'une part le domaine tronqué, d'autre part le domaine infini. 
1.Domaine tronqué en x, 
2.Domaine infini 
At 
w?+1 =wf + 2—-c(l - ß)(w? -
 Woo) AX¡ 
^'^•
+2Ä^kr<<-^ 
On suppose qu'à l'instant tn, les deux schémas donnent la même solution tu", et on 
détermine alors ß tel que ces deux solutions restent identiques à l'instant tn+l. Il vient: 
0 = 1 Ag' .(<JA) 
AXÍ + Axi+i wf - Woo 
Si la solution to est monotone au voisinage de la frontière où l'on tronque le domaine de 
calcul, on a —• ¡±¿ € [0,1], d'où: 
W; — W0 
ße[hi-—^i ) 
¿\xi + Axi+i 
On observe ici que, si le mailiage est régulier, on a ß G [0.5,1]; on voit également que la 
valeur "optimale" de ß est directement liée au pas du mailiage. 
IV.9.3 Conclusion 
Le cas étudié, bien que simplifié à l'extrême et donc s'éloignant des cas réels d'écoulement, 
permet cependant de tirer les conclusions suivantes: 
Même pour ce cas simple, il n'est pas possible de trouver une valeur de ß assurant une 
solution exacte quelque soit la troncature; en effet il apparaît clairement qu'une telle valeur 
dépend de plusieurs facteurs liés au problème étudié: le pas du mailiage, l'endroit où l'on ef-
fectue la troncature, et la solution elle-même. Cependant on a pu mettre en évidence l'intérêt 
de choisir la valeur de ß dans l'intervalle [0.5,1]. Il est clair que l'étude, présentée pour un 
problème monodimensionnel, s'étend sans difficulté au cas d'un mailiage quadrangulaire rég-
ulier; mais, sur un mailiage triangulaire, même régulier, la complexité est telle qu'on ne peut 
conclure simplement. 
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Ce schéma à été appliqué sur différents problèmes tests, il ressort de ces essais numériques 
(qui ne sont pas tous présentés dans cette thèse), que le /3-schéma permet parfois de réduire de 
manière significative les problèmes sur les bords sortants. En pratique, cette amélioration ne 
ce produit que dans les cas où les problèmes dus au flux numérique de bord sont effectivement 
localisés au voisinage immédiat du bord du domaine de calcul. Enfin, il ressort des exemples 
traités qu'il est effectivement préférable, en accord avec l'étude simplifiée précédente, de 
choisir la valeur de ß dans l'intervalle [0.5,1] • 
Chapitre V 
SIMULATION NUMERIQUE DE 
LA COMBUSTION D'UN 
MELANGE GAZEUX H2-02 DANS 
UNE TETE DE CHAMBRE 
V.l INTRODUCTION 
L'objet de ce chapitre est l'étude numérique bidimensionnelle du processus de combustion 
dans une tête de chambre de moteur de fusée. De part le processus d'allumage adopté, que 
nous détaillerons par la suite, les flammes que l'on étudie sont dans un premier temps des 
flammes préméîangées qui se transforment à convergence en flammes de diffusion. 
La géométrie que l'on considère comporte deux injecteurs coaxiaux (introduction de 
l'oxygène au centre et de l'hydrogène sur la partie extérieure), puis une partie cylindrique 
suivie d'un convergent-divergent (voir figure V.l). 
Les différents calculs ont été réalisés sur deux maillages. Le premier, grossier, comporte 
836 points (voir figure V.l ) tandis que le deuxième relativement fin comporte 5281 points 
(voir figure V.2). L'intérêt d'effectuer les calculs sur deux maillages (un fin et un grossier) 
est lié à deux stratégies. 
La première a pour but de réduire les temps de calculs. En effet l'expérience montre que 
les calculs sur maillages fins posent en général de gros problèmes de convergence (surtout 
pour les écoulements fortement subsoniques), d'où l'idée d'effectuer un premier calcul sur 
maiilage grossier puis de se servir de la solution ainsi obtenue comme solution initiale pour 
le maiilage fin obtenu par raffinement statique du maiilage grossier (un peu dans l'idée des 
méthodes multigrilles). On peut ainsi obtenir une solution stationnaire à moindre coût. 
La deuxième stratégie, plus proche du travail présenté dans ce chapitre porte sur une ana-
lyse qualitative et quantitative des résultats numériques. Le but final étant la simulation 
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numérique tridimensionnelle, un calcul simple permet (à taille de mailles équivalentes) de 
relier le nombre de points d'un maillage 2-D au nombre de points d'un maillage 3-D: 
N3d = N¡{2. 
Pour N2d = 5280, on a N3d = 384000 alors que pour N2d = 836, on obtient N3d = 24000. Il 
apparaît clairement que le premier cas semble non raisonnable voire impossible aussi bien en 
taille mémoire qu'en temps de calcul. Par conséquent, l'analyse des résultats bidimension-
nels permet d'avoir une estimation de l'erreur commise lors d'un calcul tridimensionnel sur 
maillage grossier. 
Les conditions d'injections sont subsoniques et on impose le débit des différentes espèces. 
Ce processus, bien que physiquement acceptable, présente l'inconvénient de ralentir ia con-
vergence vers la solution stationnaire. Ceci est d'autant plus vrai que l'écoulement dans la 
chambre est fortement subsonique (nombre de Mach voisin de 0.1). 
Le modèle physique utilisé pour résoudre ce problème est un modèle laminaire non 
visqueux à trois espèces (une pour l'hydrogène, une pour l'oxygène et une pour les pro-
duits de réaction). Le modèle de combustion utilisé est de type E.B.U (Eddy Break Up). 
L'écoulement réel étant principalement, turbulent, on augmente artificiellement les coeffi-
cients de diffusion thermique et moléculaire afin d'obtenir une largeur de flamme proche de 
la réalité. 
Le schéma numérique utilisé est présenté au chapitre précédent; il est entièrement ex-
plicite. La discrétisation spatiale est réalisée de façon mixte par volumes finis pour les ter-
mes convectifs (utilisation d'un solveur de Riemann approché multi-espèces) et par éléments 
finis Pl-Galerkin pour les termes diffusifs. Pour atteindre l'ordre deux, nous combinons la 
méthode des volumes finis avec une approche M.U.S.CL (Monotonie Upstream Schemes for 
Conservation Laws). 
Pour accélérer la convergence vers l'état stationnaire on peut, comme cela a déjà été 
réalisé dans de précédents calculs, utiliser une procédure de pas de temps local. Ce procédé, 
bien que donnant une solution instationnaire non physique, permet de réduire les temps de 
calcul à convergence. Malheureusement, il n'a pas été possible d'atteindre numériquement 
une solution stationnaire et la procédure de pas de temps local génère des solutions fortement 
instationnaires et non physiques. Dans un calcul en pas de temps global, ces instationna-
rités sont considérablement atténuées sans toute fois disparaître; on obtient alors une solution 
quasi-stationnaire. Différents tests montrent que ces instationnarités sont dues au traitement 
des conditions limites entrantes, du moins pour les écoulements Euler (c'est à dire sans 
diffusion et sans terme source). En fait, tout laisse penser que l'instationnarité qui apparaît 
est une instabilité physique dont le processus excitateur provient des conditions entrantes 
(fluctuation et non uniformité du champ de pression au niveau des injecteurs). En effet, 
partant d'une solution quasi-stationnaire pour l'écoulement Euler avec termes diffusifs, une 
onde de pression (onde générée par l'initiation de la combustion) remontant sur les jets suffit à 
déclencher une forte instabilité. On apportera aussi une justification permettant d'expliquer 
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le mauvais comportement de la procédure de pas de temps local qui semble propre aux 
écoulements "internes". 
En fait, pour accélérer la convergence vers l'état quasi-stationnaire, la meilleure solution (tout 
en conservant un schéma explicite) est de combiner les deux types de calcul, une première 
phase en pas de temps local permet d'uniformiser les ondes de pression, puis une seconde 
phase en pas de temps global permet d'obtenir la solution quasi-stationnaire. Quoi qu'il en 
soit, pour le cas test étudié, la non possibilité d'utilisation de la procédure de pas de temps 
local conduit à des temps de calcul prohibitifs. 
Partant du principe que l'instabilité provient entre autres de la non uniformité des pressions, 
on a construit de nouvelles conditions aux limites entrantes qui imposent toujours le débit 
mais qui suppriment le problème de la non uniformité du champ de pression. Ces nouvelles 
conditions aux limites ont permis sur le maillage grossier l'obtention de solutions convergeas 
en pas de temps local tout à fait comparables à celles obtenues par une procédure de pas de 
temps global pour un coût 20 fois moindre. Malheureusement, sur le maillage fin, la faible 
diffusion numérique ne permet pas, même avec ce type de conditions aux limites, d'obtenir 
une solution convergée. Dans ce cas, la seule manière d'obtenir sur ce maillage une solution 
physique stationnaire consiste à forcer les entrées par l'état issu du calcul sur le maillage 
grossier (ce qui est très peu coûteux puisque l'obtention d'une solution Euler convergée à 
10~4 sur le maillage grossier nécessite moins de 3mn CRAY-2). On retrouve dans ce procédé 
un intérêt supplémentaire à effectuer un calcul sur maillage grossier. 
V.2 EQUATIONS 
V.2.1 Modèle 
Le modèle physique utilisé ici étant légèrement différent de celui étudié au chapitre précédent, 
nous le décrivons en détail ci-dessous. 
On considère un écoulement bidimensionnel réactif non visqueux comportant 3 espèces 
en phase gazeuse H2, 02, H20 avec la réaction chimique simple irréversible: 
H2 + ~02 —H- H20 
On note: 
Y\\ fraction massique de H2 (Hydrogène). 
Y2: fraction massique de 02 (Oxygène). 
Y3: fraction massique de H20 (Eau). 
avec: Yx + Y2 + Y3 = 1. 
Compte tenu de cette dernière relation, on choisit de ne pas écrire d'équation de conservation 
pour l'espèce 3. 
164 COMBUSTION D'UN MELANGE H2-02 
(104) 
Les équations s'écrivent alors: 
f Pt + {PU)* + {pV)y = 0 
(pu)« + (pu2 + p)x + (puv)y = 0 
(pv)t + (puv)x + (pv2 + p)y-0 
et + [u(e + p)]t + [v(e + p)}y = V.(A VT) + QLÜ + ¿ V .(pDCkpTVYk) 
fc=i 
(pF1) t + ( p ^ u ) , + (PYïv)y = V.ipDVY,) - ^ 
(pY2)t + (pY2u)x + (pY2v)y = V . ( p I ? W 2 ) - ^ 2 - a , 
Où Ton a utilisé les notations classiques suivantes: 
e p est la masse volumique, u et u les composantes de la vitesse v, p la pression du fluide et 
T est la température, e représente l'énergie totale par unité de volume diminuée de l'énergie 
de formation des espèces. 
A et D représentent respectivement les coefficients de diffusion thermique et moléculaire, A 
ainsi que le produit pD sont supposés constants. Q est la quantité de chaleur dégagée par 
la réaction chimique à la température de référence ( Q est exprimée en J /Kg) . Enfin, on a 
noté LU le taux de formation des produits de reaction (en kg/m?¡s). 
Remarque: 
On retrouve dans les équations de conservation des espèces 1 et 2 un rapport de masse 
molaire devant le terme source. Cette écriture provient d'une part de la définition même du 
terme source u (voir ci-dessous) et d'autre part de la loi de conservation de la masse. 
Notons R = 8.314 J¡QK¡moie la constante des gaz parfaits. 
On définit alors les caractéristiques physiques du mélange de gaz parfaits: 
C - V y , r * et ^ - ^k=i"ïkYkCv 
fe=3 
Pfc la pression partielle s'exprime en fonction de fk et de C*. 
PYkRT „ k Pk = tt(7* - l)CkvPT = C* = 
R 
mk mk{fk - 1) 
p la pression du fluide vérifie alors la loi de Dalton: 
P = ^Pk 
k 
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(105) 
Alors les équations de fermeture du système (104) s'écrivent: 
P=(j~l)PCvT 
e = pCvT + \p(u2 + v2) 
C Y2 
u = ep-Min{Yu—) 
avec C constante positive et r le délai d'auto inflammation, e est une constante qui vaut 0 si 
la température est inférieure à la température de seuil et 1 sinon. 
A ce système d'équations, on associe les conditions initiales et les conditions limites. 
V.2.2 Adimensionnement 
D'un point de vue pratique, la résolution d'un tel système se fait sur des équations adimen-
sionnées afin de mettre en évidence les différentes échelles de grandeur. Pour adimensionner 
ces équations, on introduit des grandeurs de référence (indicées par o). 
Poi masse volumique 
to: temps 
¡o: longueur 
v0 — J2-: vitesse 
pQ = PQU^: pression 
eo = Po' énergie par unité de volume 
T0: température 
Y0: fraction massique 
P P Cela revient à poser p* = —, p* = —, (les quantités * étant sans dimension), et à les 
Po Po 
reporter dans les systèmes (104) et (105). On obtient alors (on supprime la notation *): 
f pt + (/HI), + {pv)y = 0 
(pu)t + (pu2 + p)x + (puv)y - 0 
[pv)t + (puv)x + (pv2 + p)y = 0 
AT Y 
et + [u(e + p)]x + [v(e + p)]y= — — * - + QÜ + ° Ma*PR2{l2 - 1) Le2PR2Ma2(*f2-l)Cp2 
V.(T[(C¡ - Cp3)VKt + (C2 - C¡)W2]) 
(pYi)t + (pYlu)x + [pYxv)y = 7 ^ r - ^ - 0 
Lei P Ri m3 
(pY2)t + (PY2u)x + (pY2v)y = - Ä ~ - ^ - 0 
Le2PR2 ¿"^3 
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Avec: 
(7 - \)pCvT 
P
 Ma*{l2-l)l2Cv2 
e = \p{u2 + v2) + 
7 — 1 
ü^eApMiniYt,^-) 
o 
7 et Cv sont les mêmes que ceux définis précédemment. 
Les paramètres adimensionnés sont les suivants: 
^
e
» ~ r\^ '• n o m bre de Lewis, rapport du coefficient de diffusion thermique sur le coefficient 
p L/C
 Pi 
de diffusion moléculaire. 
PRi = : pour un fluide visqueux, PR serait le produit du nombre de Prandtl 
À 
Pr — —~— par le nombre de Reynolds Re = . 
A p, 
Ma = r: nombre de Mach. 
[(73 - l)Cp2To]5 
Q ~ —__: facteur d'augmentation de chaleur, 
"o 
A = C— préfacteur adimensionné du terme source. 
r 
On a choisi de façon arbitraire d'effectuer i'adimensionnement par rapport à l'espèce 2 
(Oxygène). On a donc réalisé I'adimensionnement en utilisant les caractéristiques physiques 
de cette espèce: m2, Cp2, 72 •• 
Remarques: 
Le modèle physique que l'on utilise suppose des coefficients de diffusion (thermique et 
moléculaire) identiques pour toutes les espèces. A la température standard, le produit pD 
peut effectivement être supposé constant, par contre pour l'hydrogène et l'oxygène, à cette 
même température, le rapport des coefficients de diffusion thermique est voisin de 10. La 
solution consiste alors à définir un A équivalent calculé à partir deb fractions molaires (voir 
Williams [72]). Les modifications qui en résultent d'un point de vue numérique restent assez 
faibles du moins pour un schéma explicite. 
Le terme source que l'on utilise dans ce modèle est linéaire, aussi dans le cadre d'une 
discrétisation par pas fractionnaires, on pourrait envisager une résolution exacte pour les 
termes sources. 
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V.2.3 Caractéristiques des jets et constantes physiques 
C a r a c t é r i s t i q u e s des j e t s 
On suppose par la suite que les trois espèces considérées ont le même rapport de chaleurs 
spécifiques 7. Pour chacun des jets, les données sont les suivantes: 
Grandeurs physiques 
Pression (Pa) 
Température (°A') 
Masse volumique (Kg/m3) 
Débit massique (K g / m2 j s) 
Vitesse (m/s) 
Nombre de Mach 
Masse molaire (Kg/Mole) 
Gamma 
JET OXYGENE 
9.74 105 
300 
12.5 
250 
20 
0.06 
32 iû-3 
1.4 
JET HYDROGENE 
9.74 105 
300 
0.78 
156 
200 
0.15 
2 IÛ"3 
1.4 
On suppose la chambre initialement remplie d'eau en phase gazeuse au repos à la pression 
p = 1.0 105 Pa et à la température T = 300 °K. 
Aux frontières aval, on a utilisé pour les conditions aux limites un état "à l'infini" (composé 
d'eau) donné par: 
Uoo = Uoo = 0 .p«, = 1. 103Pa et Too = 100 °K. 
On choisit comme grandeur de référence: 
Y0 = 1, ¿0 = 0.001, uQ = 10, po = 1, T0 = 10. 
(Toutes ces grandeurs sont données en unité S.I) 
On obtient alors pour les quantités hydrodynamiques adimensionnées: 
Grandeurs physiques 
Pression 
Température 
Vitesse 
Masse volumique 
JET OXYGENE 
9740 
30 
2 
12.5 
JET HYDROGENE 
9740 
30 
20 
0.78 
Paramètres physiques de la flamme 
Pour l 'étude de l'écoulement non réactif, les quantités définies précédemment suffisent. Main-
tenant, il reste à choisir les quantités relatives à la combustion, c'est à dire les coefficients 
de diffusion thermique et moléculaire ainsi que les constantes apparaissant dans le terme 
source. 
- Coefficient de transport 
On prend le nombre de Lewis Le2 — 1. 
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Le coefficient de diffusion thermique est le même pour toutes les espèces et vaut: A = 
1.2 J/m/s/K. 
Le produit du coefficient de diffusion moléculaire par la masse volumique est lui aussi supposé 
identique pour toutes les espèces, on prend: {pD) = 1.3 10~3 m2¡s. 
- Chaleur de réaction 
A la température de référence T0 = 293 °K, l'enthalpie de formation de l'oxygène et de 
l'hydrogène est nulle et celle de l'eau est de hQ = 250 kJ/mole. Si on néglige les termes en 
CpTo, la chaleur Q dégagée par la réaction chimique est Q = 13.89 103kJ/kg. 
- Taux de réaction 
On choisit pour le préfacteur du terme source C = et comme température de seuil 
T, = 900 °K. 
Pour la chimie considérée, le temps de réaction est de T = 1.5 10~ss. Cependant le choix de 
cette valeur associé d'une part au caractère subsonique de la solution (du moins pour la phase 
d'initiation du processus de combustion) et d'autre part aux coefficients de diffusion choisis, 
conduit à des temps de calcul importants. Pour illustrer ceci, on effectue une évaluation 
des différents temps caractéristiques. Notons T% le temps caractéristique Euler, TD le temps 
T ' 
caractéristique diffusif et enfin TQ le temps caractéristique chimique TC = —. 
As L\X 10"4
 8 
TE = TT",—' ~ / , ~ i = 1 0 ' 
u
 +c
 v w Vio6/io-2 
où ¡\x est une mesure du maillage, U la vitesse du fluide et c la vitesse du son. De même, 
une analyse pour les termes diffusifs conduit à: 
Ax2pCv IQ"8 10~2 103 . 
TD
 = ""SA ~ 2 = °-5 1 0 
On obtient alors pour les rapports des temps caractéristiques: 
— ~ 1000, 
TE 
— ~ 200. 
TD 
Compte tenu du fait que nous utilisons un schéma explicite en temps, ces rapports sont dif-
ficilement praticables. La solution pour s'affranchir de cette difficulté est de réduire le temps 
de réaction; mais alors, on • ée un problème supplémentaire car le rapport — n'est plus 
TC 
respecté, ce qui peut être assez gênant puisque les caractéristiques de la flamme dépendent 
de ce rapport. Malgré ceci, nous choisissons de prendre T = 1.5 10 - 6s, on obtient comme 
rapport des temps caractéristiques: 
Tr 
— - 100, 
TE 
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T
° on 
On souhaite maintenant déterminer la largeur et la vitesse de flamme liée au nouveau temps 
de réaction. Un calcul simple montre que la largeur de flamme, pour une viscosité constante, 
est proportionnelle à la racine carré de TC et que le produit de la vitesse de flamme par 
la largeur de flamme est constant. On obtient alors comme nouvelle largeur de flamme 
Lj = vO.l 3 10~3 = 9.4 10~4 m soit Lj ~ 1 mm et pour le vitesse de flamme V) = 
%/îô 200 = 632.4 m/s. Le mailiage que l'on utilise (figure V.2) permet de capter correctement 
cette flamme du moins dans les zones proches des entrées. 
Température adiabatique de flamme 
On souhaite dans ce paragraphe déterminer la température de la flamme pour la réaction 
qui nous intéresse, à savoir: 
#2 + \o2 —* H20. 
On applique pour cela le premier principe de la thermodynamique à un système clos composé 
initialement d'un mélange gazeux hydrogène-oxygène-eau à la température Tu (voir [54]). Le 
premier principe nous permet d'écrire: 
dq + dw — dh — vdp, (106) 
où dq représente la quantité de chaleur échangée avec le milieu extérieur, dw le travail 
d'origine mécanique, électrique ou thermique fournit au système, vdp le travail des forces de 
pression et enfin dh la variation d'enthalpie massique du système isolé. 
On suppose que la réaction chimique qui a lieu se fait à pression constante et sans échange 
de chaleur et de travail avec le milieu extérieur. Compte tenu des différentes hypothèses 
retenues, (106) s'écrit: 
dh = 0, 
qui traduit simplement que l'enthalpie du mélange gazeux est conservé durant la réaction 
chimique. Notons par l'indice
 u les gaz frais, par l'indice ¡, les gaz brûlés et par l'indice ,-
l'espèce chimique considérée, i — 1,2,3 [Y\ = Y#2, Y2 = Yo2, K¡ = YH2O)- Alors: 
!=3 ¿=3 
!=1 1=1 
Compte tenu de la définition même de h¡ = hiiTtj + /T C%pdT, il vient: 
(Y3,b - Y3iU)Q = ¡Tb Cp<bdT - lTu CPiUdT, 
car hi<ref = /i2,re/ = 0 et Q = —hz.ref avec Q la quantité de chaleur (J/kg) dégagée par la 
réaction chimique à la température de référence TTej. Dans cette dernière relation on a posé 
t=3 ¿=3 
i = l ¿=1 
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Pour terminer, il ne reste plus qu'à utiliser les lois de conservation de la réaction chimique. 
Ces dernières s'écrivent: 
^3,6 - ^3,u = (^2,6 - Y2lU)-^. 
On introduit Z la fraction du mélange avant combustion: Z = — ^ ^ — où n¿ représente 
le nombre de mole de l'espèce chimique i et m¿ sa masse molaire. Pour notre réaction, si 
on suppose qu'initialement le mélange gazeux n'est composé que d'oxygène et d'hydrogène, 
la fraction de mélange stoechiométrique est Zst = | . Pour Z < Zat le mélange est pauvre 
(c'est à dire que l'oxygène est en excès) tandis que pour Z > Zat le mélange est riche 
(excès d'hydrogène). Pour notre problème où les injecteurs introduisent de l'hydrogène et de 
l'oxygène purs, on a simplement YitU = Z, F2>u = 1 — Z et Y$iU = 0 (ce qui n'est pas le cas 
par exemple lorsque l'on considère la combustion de l'hydrogène dans de l'air). L'obtention 
de la température de flamme adiabatique est alors immédiate (on suppose que les Cp ne 
dépendent pas de la température): 
-Pour un mélange pauvre Z < Zst 
QZ— = CPib(Tb - Trej) - CPiU(Tu - TTef). 
Tïl\ 
-Pour un mélange riche Z > Zst 
Q(l — Z) = CPt¡,(T¡, — Trej) — CPmli(Tu — TTef). 
La température maximum sera atteinte pour Z = Zst = | , alors Cp>{, = Ci* et CPtU = 
|Cp + |Cp, Tref = 298 °K et Tu = TTS¡. On obtient pour TJ,, la température des gaz brûlés: 
Tb = 8931 °K. 
Cette température anormalement élevée mérite d'être discutée. En effet, le modèle physique 
utilisé pour déterminer cette température suppose que les capacités calorifiques à pression 
constante (les C*) ne dépendent pas de la température. Cette hypothèse peut à la limite être 
considérée comme raisonnable pour des fluides dont la température n'excède pas 2000 °K, on 
imagine aisément que pour une température de flamme proche de 10000 °K cette hypothèse 
des Cp constantes n'est absolument pas valide. Pour confirmer ceci et avoir une meilleure 
approximation de la température réelle de la flamme, on a réalisé le calcul précédent en se 
donnant une loi C'p(T) et pour simplifier le calcul on suppose Tu — Trej- La température T¡, 
est alors donnée par l'équation suivante: 
l I" C¡dT = Q. ¡•THJ 
Pour l'eau en phase gazeuse et pour des températures comprisent entre 1000 °K et 5000 °K, 
on a pour Cp la loi suivante ([36]): 
C¡ = — (ax + a2T + a3T2 + a4T3 + asT4), p
 m3 
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avec: 
ax = 2.7167, a2 = 0.2945 10"2, a3 = -0.8022 10~6, a4 = 0.1022 10~9 et enfin a5 = 
-0.4847 10~14. Par intégration et résolution numérique de l'équation en température de 
degré 5, on obtient: 7& = 5150 °K. Le même calcul avec C^ constant donne: T¡, ~ 8931 °K 
soit une température supérieure de 73%. Cette température voisine de 5000 °K est encore 
très importante et assez éloignée des températures observées expérimentalement (autour de 
3000 °K)i la raison provient du modèle de décomposition utilisé. A de telles températures, 
l'eau en phase gazeuse se décompose en différents radicaux (0,0H,...) suivant des réactions 
principalement endothermiques (réaction qui consomment de l'énergie). Ceci a pour consé-
quence évidente une baisse de la température des gaz brûlés. 
On peut d'ores et déjà s'attendre pour les résultats numériques à venir à une température 
de flamme très élevée puisque le code numérique utilise d'une part une réaction chimique 
simple et d'autre part des Clp = Cste. 
Une solution pour éviter ceci et tout en conservant un modèle physique simplifié, consiste 
à réduire la quantité de chaleur Q dégagée par la réaction. La nouvelle valeur de Q peut 
être déterminée simplement de façon à conserver par exemple une température de flamme 
adiabatique de 3000 °K. 
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I 
Figure V.l : Chambre à combustion - Maillage grossier (836 points) 
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Figure V.2 : Chambre à combustion - Maillage fin (52öl points) 
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V.3 CONDITIONS AUX LIMITES E N T R A N T E S 
Dans les calculs présentés au chapitre précédent, le traitement des conditions aux limites 
entrantes ne posait pas de problèmes puisque les entrées étaient supersoniques. On présente 
dans cette section deux calculs de flux qui d'une part imposent le débit et qui d'autre 
part prennent en compte le caractère subsonique des fluides injectés. Le premier flux à 
pression libre (flux A'0 1), physiquement satisfaisant, s'est avéré inefficace par utilisation 
d'une procédure de pas de temps local: forte instabilité qui se traduit entre autre par un 
important gradient de pression dans les sections d'entrée. Or l'analyse des solutions quasi-
stationnaires obtenues en pas de temps global et avec ce flux montre en fait que le champ 
de pression est pratiquement uniforme pour chacune des entrées (i.e. hydrogène et oxygène). 
D'où l'idée d'effectuer le calcul avec le même flux mais en prenant le même état (pris au 
centre de l'injecteur) pour tous les points d'une entrée. Cette façon de procéder revient à 
supprimer le gradient de pression. On parle alors de conditions limites à pression uniforme 
(flux iV° 2). 
Pour simplifier les différentes écritures à venir des flux numériques de bord, on se place 
dans un cadre monodimensionnel. 
V.3.1 Conditions aux limites à pression libre: Flux N° 1 
Notons par W^ l'état du fluide en amont de l'injecteur (hydrogène ou oxygène), par W¿ 
l'état au noeud i sur l'entrée de l'injecteur et par ^ ( W i , Wœ) Ie Aux numérique de bord au 
noeud i. W est défini de la façon suivante: 
W = 
/ p \ 
pu 
e 
pY1 
« i 
avec: e = \- -pu2. On impose naturellement le débit en calculant un flux numérique 
7 — 1 2 
de bord construit ainsi: QbiW^W») = F(W), 
avec: 
W = 
( P = Poo \ 
pU = PooUoo 
p\\ = PooYu 
\ P% = Pao Y2,oo ) 
4 (107) 
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V.3.2 Conditions aux limites à pression uniforme: Flux N° 2 
Ce traitement des conditions aux limites, moins naturel que le précédent, permet de sup-
primer une cause importante d'instationnarité par utilisation du pas de temps local. Ce flux 
s'est avéré comme nous le verrons par la suite très performant pour les calculs sur le maillage 
grossier puisqu'alors, la diffusion numérique aidant, on a pu obtenir des solutions station-
nâmes. En ce qui concerne les calculs sur maillage fin, cette procédure améliore les résultats 
mais la non possibilité de convergence ne permet pas l'obtention de solutions physiques. 
On proposera dans la section suivante une démarche permettant l'obtention de solutions 
convergées à moindre coût sur ce maillage. 
La détermination de ce flux se fait simplement en appliquant la même formule que 
précédemment: 
M^W^) = F(W), 
mais on impose en plus à W, construit de façon analogue à (107), d'être le même pour 
chacune des entrées (hydrogène et oxygène). 
Nous analyserons plus en détail dans la section suivante le comportement de ces deux 
flux numériques. 
V.4 RESULTATS NUMERIQUES 
V.4.1 Introduction 
On se propose dans cette partie de présenter les différents calculs relatifs au problème 
physique évoqué précédemment. Dans un premier temps, on s'est plus particulièrement in-
téressé à l'obtention d'une solution stationnaire en écoulement Euler pur (c'est à dire à 
l'écoulement sans termes diffusifs et sans terme source). Cette première étude a permis de 
montrer d'une part les limites d'une discrétisation en temps explicite pour la résolution des 
problèmes fortement subsoniques, et d'autre part la non possibilité d'obtention d'une solu-
tion stationnaire par utilisation de la procédure de pas de temps local pour le flux numérique 
de bord à pression libre. 
Pour le maillage grossier, le flux numérique de bord à pression constante permet l'obtention 
d'une solution convergée. Le gain en temps de calcul est alors considérable (supérieur a 20). 
Dans la dernière partie de cette section, on présente sur le maillage fin deux évolutions 
instationnaires de combustion pour deux temps de réaction. Le premier temps correspond 
au temps initialement prévu rc = 1.5 10~5s. On confirme d'une part, ce que l'analyse des 
temps caractéristiques avaient mis en évidence à savoir des temps de calculs très long et 
d'autre part, on montre que le processus d'initiation de la combustion adopté (allumage par 
dépôt d'énergie sur la paroi près du col) ne permet pas un allumage durable du moins sur le 
maillage fin. La flamme est évacuée par le col. 
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Le deuxième calcui avec TC — 1.5 10~6s permet d'obtenir une solution stationnaire, la flamme 
de prémélange issue de l'allumage se transforme à convergence et après explosion en flamme 
de diffusion. Nous présentons à ce sujet le 'film' de l'évolution. 
Puis sur le maillage grossier, pour le même temps caractéristique nous présentons la solution 
stationnaire de combustion (la procédure instationnaire présente peu d'intérêt puisque non 
physique car obtenue par une procédure de pas de temps local). 
Les différents calculs que nous présentons par la suite ont été obtenus sur deux machines 
différentes. Les calculs sur le maillage grossier ont été réalisé sur CONVEX-C2 tandis que 
les calculs sur le maillage fin nécessitant des temps de calculs parfc: s très long ont été faits 
sur le CRAY-2. Pour établir une correspondance entre ces différent aïeuls, nos estimations 
(pour le code utilisé) donnent un rapport en temps de calcul de 10 t .itre ces deux machines. 
V.4.2 Solution Euler 
Toutes les solutions présentées sont, sauf mentions particulières, précises au second ordre en 
espace et en temps, le nombre de CFL (Courant, Friedrichs, Lewy) est pris égal à 0.6. De 
plus, seul le flux de bord N° 1 a été utilisé avec la procédure de pas de temps global. 
Sur maillage grossier 
On a tout d'abord réalisé les calculs sur le maillage grossier. Un premier calcul en pas de 
temps constant (i.e global) montre clairement (voir la courbe de convergence figure V.3) que 
la solution ne converge pas. On est en présence d'une instationnarité qui persiste même si 
on poursuit le calcul. Par contre, l'examen de la solution obtenue (figure V.4) ne permet pas 
de mettre en évidence cette instationnarité. En fait une analyse détaillée, non présentée ici, 
montre une légère fluctuation des variables physiques au niveau des injecteurs. Ceci explique 
l'allure de la courbe de convergence. L'obtention de la solution quasi-stationnaire (100000 
itérations) est très coûteuse puisqu'elle a nécessité sur le CONVEX-C2 un temps CPU de 
330mn (33mn sur CRAY-2). Ces temps de calculs sont excessifs et on peut déjà prévoir pour 
le calcul sur maillage fin des temps très importants. Le nombre de Mach dans la chambre 
est voisin de 0.15 et peut à lui seul expliquer la convergence lente que l'on obtient. 
Pour réduire ces temps de calcul, tout en conservant un schéma numérique explicite en 
temps, on peut avoir recours à une procédure d'avancement en temps par maille (i.e pas de 
temps local). Dans certains cas, cette procédure permet d'avoir des gains en temps CPU très 
importants. Bien évidemment la solution instationnaire est non physique et cette procédure 
ne présente un intérêt que si l'on obtient une solution stationnaire. 
Un premier calcul a été effectué par utilisation du flux de bord N° 1, la courbe de convergence 
figure V.5 (haut) met clairement en évidence la présence d'une forte instationnarité qui est 
confirmée par la solution obtenue figure V.6. En comparant cette solution avec la solution 
physique (figures V.3 et V.4), on constate que les conditions en entrée sont très mal traitées. 
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D'où l'idée du flux de bord iV° 2. Le calcul ainsi réalisé est présenté figures V.5(bas) et V.6. 
On obtient alors une solution parfaitement convergée pour un temps de calcul 20 fois moindre. 
De plus, les résultats sont tout à fait comparables (mis à part la légère instationnarité) à 
ceux obtenus par la procédure de pas de temps constant. 
La pression dans la chambre est quasi uniforme et vaut 1.2 105 Pa. La température 
maximum est voisine de 46.4 °K, le nombre de Mach dans la chambre est 0.15 (le col est 
sonique). La vitesse d'éjection des gaz est de 442 m/s. La forte diffusion numérique due aux 
grandes mailles dans la chambre uniformise de façon exagérée la solution (la solution sur le 
maillage fin est donnée par la suite). 
Sur maillage fin 
Le calcul sur maillage fin a directement été fait en pas de temps local et ce pour les deux 
types de flux numériques de bord. Le calcul avec le flux iV0 1 donne pour le résidu un 
comportement identique à celui sur maillage grossier. On a représenté figure V.7 (gauche) la 
solution à 20000 itérations. En fait, cette instationnarité se développe à partir de l'itération 
4000, c'est à dire lorsque la pression dans la chambre devient presque uniforme mais avec une 
valeur bien supérieure à la normale. Ensuite, l'instationnarité se développe très rapidement 
(voir [17] pour plus de détail concernant le développement de cette instationnarité). Ce 
type de comportement est spécifique aux écoulements internes. En effet contrairement aux 
écoulements externes où les ondes de pression sont évacuées sur les frontières du domaine de 
calcul (avec des conditions non reflexives), les ondes de pression s'accumulent pour donner 
finalement une solution fortement perturbée. 
Le calcul avec le flux N° 2 (figure V.7 droite) ne permet pas contrairement au calcul sur 
le maillage grossier d'obtenir une solution convergée, la solution semble plus "physique" que 
précédemment avec une structure de jets qui ondule. L'analyse de la solution sur les sections 
d'entrée montre un champ de pression uniforme mais dont la valeur oscille en fonction des 
itérations. Pour le calcul sur maillage grossier, la forte diffusion numérique supprime cette 
oscillation des pressions et permet l'obtention d'une solution stationnaire. 
Les deux études précédentes nous obligent à utiliser une procédure de pas de temps 
global pour l'obtention sur le maiilage fin d'une solution physique et convergée. Pour rendre 
le calcul moins coûteux en temps CPU, on effectue un premier calcul à l'ordre 1 suivi d'un 
calcul à l'ordre 2 en partant de la solution obtenue par pas de temps local. Le premier calcul 
à l'ordre 1 fait entièrement disparaître l'instationnarité qui réapparaît à "convergence" à 
l'ordre 2. Les remarques que l'on peut faire ici sont les mêmes que celles énoncées sur le 
calcul avec le maillage grossier. L'obtention de la solution quasi-stationnaire figures V.8 et 
V.9 à nécessité 15 heures de calcul sur CRAY-2, temps bien évidemment inacceptable. 
Dans la chambre, on retrouve une pression uniforme voisine de 1.2 105 Pa, le nombre 
de Mach minimum en aval des jet est de 0.1, le col est sonique. La température maximum 
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est quant a elle supérieure à celle obtenue sur le maillage grossier puisqu'elle est alors de 
48.7°A'. La vitesse d'éjection des gaz est de 435 m/s. 
L'analyse comparative des solutions sur le maillage fin et sur le maillage grossier montre 
que les variables uniformes (comme la pression) sont identiques. Par contre les variables qui 
présentent un fort gradient (comme la température) sont fortement diffusées sur le maillage 
grossier. 
Pour réduire les temps de calcul sur le maillage fin, par utilisation de la procédure de pas 
de temps local, les études précédentes ont montrées qu'il faut se fixer un état constant sur les 
entrées (suppression des fluctuations et des oscillations du champ de pression). La solution 
la plus économique consiste alors à imposer sur les entrées l'état obtenu à convergence sur le 
maillage grossier. Cette procédure a été testée avec succès puisque la solution ainsi obtenue 
est comparable à ia précédente et ceci pour un temps CPU de 40mn sur CRAY-2. Le gain 
est de l'ordre de 20. 
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Figure V.3 : Courbe de résidu - Pas de temps global - Maillage grossier 
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Figure V.4 : Solution Euler - pas de temps global - Maillage grossier 
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Courbe de résidu - Pas de temps iocal - Maillage grossier 
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Figure V.5 : Flux de bord N° 1 (haut) et N° 2 (bas) 
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Solution Euler - Pas de temps local - Maillage grossier 
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Figure V.6 : Flux de bord N° 1 (gauche), Flux de bord A'0 2 (droite) 
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Solution Euler - Pas de temps local - Maillage fin 
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Figure V.7 : Flux de bord JV° 1 (gauche) - Flux de bord N° 2 (droite) 
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Isoespece 2 
Solution Euler - Pas de temps global - Maillage fin 
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Figure V.8 : Isoespèce 2 (oxygène), Isotherme, Isomach et Isodensité 
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Solution Euler - Pas de temps global - Maillage fin 
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Figure V.9 : Zoom: Champ de vitesse, ïsodensité, Isoespèce 2 (oxygène) et Isotherme 
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V.4.3 Solution Euler avec termes diffusifs et combustion 
On s'intéresse maintenant à la solution instationnaire avec combustion. On part pour cela de 
la solution avec diffusion (non présentée dans cette thèse, voir [17]) et on active le processus 
chimique. La température du réactant étant inférieure à la température de seuil, on initie 
artificiellement le processus de combustion par dépôt d'énergie sur la paroi de la chambre à 
proximité du col sur le convergent (voir V.10). 
Etant donné que notre objectif principal est l'étude instationnaire de propagation de la 
flamme, on utilise la procédure de pas de temps global. On présentera aussi la solution 
stationnaire obtenue avec le s de temps local sur le maillage grossier. 
Un premier calcul a été i alisé sur le maillage fin en prenant pour le temps de réaction 
rc = 1.5 10~5s. Le temps chimique est alors (voir section 4.2.3) 1000 fois plus grand que 
le temps accoustique. Ce rapport élevé signifie en fait qu'il sera très coûteux d'obtenir la 
solution stationnaire. Cependant, cette étude présente comme nous allons le voir deux in-
térêts. On a représenté les lignes isodensités et isothermes pour 6000, 18000, 42000 et 60000 
itérations figures V.10 et V.ll (16mn sur CRAY-2 pour 6000 itérations). 6000 itérations 
après l'allumage (figure V.10) on observe un flamme de prémélange qui remonte normale-
ment l'écoulement. La température que l'on obtient (3280 °K) est tout à fait celle prévue par 
la théorie compte tenu des différentes fractions massiques dans cette partie de la chambre. 
On remarque aussi que l'initiation de la combustion a généré une onde de pression qui se 
propage assez vite (voir les courbes isodensité). A 18000 itérations, la flamme n'a pratique-
ment pas bougé et sa température n'est plus que de 2560 °K. Par contre l'onde de pression 
est au niveau des injecteurs et elle déclenche une forte instabilité de jets (voir les isodensités). 
Ceci confirme l'idée selon laquelle la structure de l'écoulement que l'on étudie est instable. 
Ensuite (figure suivante), on constate que la flamme est évacuée par le col, sa vitesse ne lui 
permet pas de remonter vers les injecteurs. La structure instable disparaît si l'on poursuit 
suffisamment le calcul. 
Le fait que la flamme ne se stabilise pas autour des injecteurs ne signifie pas pour autant 
que le problème que l'on étudie n'admet pas de solution de ce type. Cela signifie simple-
ment qu'il faudrait changer la zone d'allumage. En fait, compte tenu du problème évoqué 
précédemment sur les temps caractéristiques, on choisit de réduire le temps de réaction tout 
en conservant la même zone d'allumage. Ceci est l'objet du calcul suivant. 
On prend maintenant TC = 1.5 10-6.s. Pour cette valeur du temps de réaction, la flamme 
arrive à remonter l'écoulement (puisque sa vitesse est plus importante) et se stabilise finale-
ment autour des injecteurs. On a représenté figures V.12 à V.16 les différentes étapes menant 
à la stabilisation de la flamme. De même que pour le calcul précédent, l'onde de pression 
génère une in ibilité physique qui disparaît à convergence. Cette expérience montre que le 
processus d'auumage choisi conduit à une forte explosion (pression supérieure à 150 105 Pa). 
Le front de flamme se caractérise par une température élevée et une pression élevée. En re-
montant sur les injecteurs, on comprime le réactant et on élève donc sa température. Lorsque 
cette température dépasse la température de seuil, on a alors un allumage très rapide et très 
violent dans la zone comprise entre les injecteurs et le front de flamme. L'écoulement est 
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principalement turbulent avec de fortes instabilités. La température de flamme dépasse les 
12000 °K alors que la pression est supérieure à 150 105 Pa. Ensuite, le processus se stabilise 
et on obtient une flamme de diffusion. La solution presque convergée (306000 itérations soit 
14 heures de CRAY-2) donne une température de flamme maximum de 9800 ° K pour une 
pression uniforme de 11.5 105 Pa. L'oxygène est alors entièrement brûlé, les gaz éjectés à une 
vitesse de 3810 m/s (soit 8.76 fois plus que pour la solution Euler) ne comportent que de 
l'eau et de l'hydrogène, La température que l'on obtient est assez proche de la température 
adiabatique de flamme (section 4.2.4). Rappelons ici que cette température très importante 
provient du modèle de combustion et des hypothèses de chaleur spécifiques constantes. 
Enfin, on a réalisé le même calcul sur le maillage grossier. La solution stationnaire obtenue 
par la procédure de pas de temps local avec le flux de bord N° 2 est présentée figure V.17. 
La solution convergée à 10~5 à nécessité 8000 itérations sur CONVEX-C2, le temps CPU est 
de 30mn soit 3mn sur CRAY-2. La solution que l'on obtient est tout à fait conforme à ce que 
l'on pouvait attendre, la pression dans la chambre est de 11.5 105 Pa (à peu près la même 
que celle obtenue sur le maillage fin, par contre on obtient une température maximale de 
flamme inférieure puisqu'elle est de 8720 °K. La vitesse d'éjection des gaz est de 3876 m/s. 
L'obtention sur le maillage grossier d'une solution stationnaire pour un faible temps 
CPU peut nous autoriser à adopter une démarche identique à celle mise en place pour 
l'écoulement Euler: utiliser pour les conditions aux limites sur maillage fin les valeurs de 
la solution convergée sur maillage grossier. Ce procédé, non testé ici, doit nous permettre 
d'obtenir une solution stationnaire avec combustion sur maillage fin pour un temps CPU 
inférieur à 60mn sur CRAY-2. 
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Solution avec combustion rc = 1.5 10 ""s - Pas de temps global - Maillage fin 
Isodensite Isotherme Isodensite Isotherme 
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Delu. ÎÎJ1SB 
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Figure V.10 : Isodensite et Isotherme à 6000 itérations (gauche) et 12000 (droite) 
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Solution avec combustion rc = 1.5 I0~5s - Pas de temps global - Maillage fin 
Isodensite isotherme Isodensite Isotherme 
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Figure V.ll : Isodensite et Isotherme à 42000 itérations (gauche) et 60000 (droite) 
190 COMBUSTION D'UN MELANGE H2-02 
Solution avec combustion rc — 1.5 10 6s - Pas de temps global - Maillage fin 
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Figure V.12 : Champs de vitesse et Isotherme, itérations 6000 (gauche) et 42000 (droite) 
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Solution avec combustion rc — 1.5 10 6s - Pas de temps global - Maillage fin 
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Figure V.13 : Champs de vitesse et Isotherme, itérations 90000 (gauche) et 132000 (droite) 
192 COMBUSTION D'UN MELANGE H2-02 
Solution avec combustion r,: = 1.5 10"6s - Pas de temps global - Maillage fin 
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Figure V.14 : Champs de vitesse et Isotherme, itérations 138000 (gauche) et 144000 (droite) 
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Solution avec combustion fc = 1.5 10 6s - Pas de temps global - Maillage fin 
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Figure V.15 : Champs de vitesse et Isotherme, itérations 156000 (gauche) et 306000 (droite) 
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Solution avec combustion rr ~ 1.5 10 6s - Pas de temps global - Maillage fin 
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Figure V.16 : itération 306000 - Isoespece 1, 2, 3 {H2, 02, H20) et Isoomega 
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Solution avec combustion rc = 1.5 10 s - Pas de temps local - Maillage grossier 
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Figure V.17 : Isoespece 1, 2, 3 (H2, 02 , HzO), Isooméga Isotherme et champ de vitesse 
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V.5 CONCLUSION 
Plusieurs conclusions d'ordre physique et numérique s'imposent. 
Pour le problème physique que l'on se propose de résoudre, il semble nécessaire de revoir 
plus en détail le modèle choisi si l'on souhaite obtenir une meilleure prédiction des variables 
physiques essentielles (comme la pression ou la température). Les différentes améliorations 
que l'on peut envisager sont principalement de deux types. Le premier porte sur la cinétique 
chimique avec l'inclusion d'espèces chimiques supplémentaires. On peut ainsi prendre er. 
compte les réactions endothermiques essentielles qui apparaissent lors de la combustion d'un 
mélange d'hydrogène et d'oxygène. Le second porte plus particulièrement sur l'évolution 
de certaines quantités physiques ('coefficients de diffusion) et thermodynamiques (chaleurs 
spécifiques à pression constante) en fonction de la température. Il va de soi que le modèle 
ainsi défini permettrait sans aucun doute une nette amélioration des résultats numériques 
mais qu'il entraînerait aussi une élévation importante des temps de calcul. 
Sur le plan numérique, on a dû résoudre un certain nombre de problèmes nouveaux. 
Les deux principaux problèmes rencontrés sont dus d'une part aux conditions limites en-
trantes qui contrairement aux précédents cas tests sont subsoniques et d'autre part au ca-
ractère subsonique de la solution dans la chambre (nombre de Mach voisin de 0.1). A ceci 
est venu s'ajouter une difficulté supplémentaire liée à la présence d'instabilités. 
Pour la recherche d'une solution stationnaire, l'intérêt d'une discrétisation explicite en 
terr > est double. Elle peut permettre à moindre coût l'inclusion de modèles physiques 
sop dqués et, lorsque cela est possible, l'utilisation du pas de temps l 1 s'avère très per-
formante. Malheureusement, pour notre problème, la présence d'une instabilité associée aux 
conditions entrantes ne permet pas l'obtention d'une solution convergée avec cette procédure 
de pas de temps local. D'autre part, le pas de temps global conduit à des temps calculs in-
nacceptables. On a donc construit un flux de bord compatible avec la solution que l'on doit 
obtenir qui permet l'utilisation du pas de temps local. Ce flux permet sur le maillage grossier 
l'obtention d'une solution stationnaire pour un temps CPU inférieur à 3mn CRAY-2. Sur le 
maillage fin, la faible diffusion numérique n'autorise pas l'obtention d'un état stationnaire. 
La solution que l'on a testé avec succès consiste alors à forcer les entrées avec l'état obtenu 
à convergence sur le maillage grossier. 
Le calcul grossier semble suffisamment précis pour constituer une bonne condition initiale 
à un calcul fin; il a en l'occurrence servi à construire une bonne condition aux bords. Cette 
remarque suggère aussi une approche multi-grille. 
Ce cas test à deux maillages confirme l'intérêt potentiel d'une approche en maillage 
adaptatif, puisque le calcul est réalisable en maillage grossier, qui permettrait en station-
naire (adaptatif statique) de restreindre le raffinement au voisinage immmédiat des couches 
de gradient, et en instationnaire (adaptatif dynamique) de suivre la flamme dès l'allumage. 
En instationnaire, lorsque les rapports des temps caractéristiques des phénomènes physiques 
intervenant sont importants (comme c'est la cas pour le calcul instationnaire de combustion), 
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une discrétisation semi-implicite semble la meilleure solution pour réduire les temps de calcul. 
La comparaison maiilage grossier/ maillage fin fournit les réponses suivantes sur la pré-
cision: 
D'une part un calcul grossier à 800 points en 2-D s'est avéré possible et plus facile à faire 
converger que le calcul fin; compte tenu des effets géométriques,le calcul équivalent en 3-D 
contiendrait 10000 à 20000 points. 
Ce calcul grossier donne une précision globale entre 10 et 20 % sur les valeurs les plus 
représentatives de l'écoulement avec toutefois de plus gros écarts sur la localisation des forts 
gradients. Des mailîages aussi pauvres peuvent être utilisés pour des prédictions très approx-
imatives, mais cette conclusion pourrait être révisée quand des modèles turbulents seront 
utilisés. 
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Chapitre VI 
ETUDE D'UNE CLASSE DE 
SCHEMAS IMPLICITES PAR 
RELAXATION NON LINEAIRE 
POUR LES SYSTEMES 
HYPERBOLIQUES AVEC OU 
SANS TERME SOURCE 
VI. 1 INTRODUCTION 
La résolution par des méthodes implicites de systèmes hyperboliques décrivant les lois de 
conservation a connu un grand essor ces dernières années. Ces méthodes permettent, pour 
la plupart, de s'affranchir du critère de stabilité (de type CFL, Courant-Friedrichs-Lewy). 
L'utilisation de grands pas de temps est alors possible et on peut ainsi espérer obtenir une 
solution stationnaire (lorsqu'elle est recherchée) pour un moindre coût. Deux grandes classes 
de schémas implicites existent: les schémas implicites linéarisés et les schémas totalement 
implicites. Ces deux classes conduisent en monodimensionnel à la résolution de systèmes 
linéaires tridiagonaux par bloc pour les schémas centrés (Beam et Warming [4], Lerat [44]) 
et à la résolution de systèmes linéaires bidiagonaux pour les schémas décentrés (Me Cormack 
[47])-
Plus récemment, Stoufflet [63] a construit une classe de schémas implicites inconsistants 
en temps. Considérant le schéma explicite de départ comme un processus de relaxation de 
Jacobi non linéaire, il construit le schéma associé à un algorithme de relaxation de Gauss-
Seidel (voir ci-dessous). Il a pu, par cette méthode, obtenir un gain de 4 à 5 par rapport à 
un schéma explicite. 
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L'objet de ce travail est de présenter une méthode de résolution des équations d'Euler 
monodimensionnelles avec ou sans terme source par un schéma totalement implicite con-
sistant en temps, où une relaxation non linéaire par point est utilisée en suivant l'idée de 
Stoufflet [63]. La phase non linéaire due à la présence du terme source est résolue par une 
méthode de Newton. Un des intérêts directs de cette méthode, par rapport aux méthodes 
existantes, est l'absence de matrices implicites à stocker. En fait, la recherche de nouveaux 
schémas implicites consistants en temps est surtout motivée par les problèmes de combustion 
(présence d'un terme source) pour lesquels l'utilisation d'un schéma explicite peut donner 
des temps de calculs très importants. 
Dans une première partie, on cherche à établir des théorèmes de conv agence pour ce type 
de schéma. Après avoir précisé l'équation scalaire monodimensionnelle qui servira de base 
à notre étude, et ce que l'on attend d'un "bon schéma", on rappelle des définitions et des 
théorèmes généraux de convergence. Malheureusement, on n'a pas été en mesure de montrer, 
même dans le cas linéaire et sans terme source, la convergence vers une solution faible de 
notre schéma de relaxation. Par contre, on a pu montrer que ce schéma implicite possède de 
bonnes propriétés de stabilité inconditionnelle et, pour le cas linéaire, de préservation de la 
variation totale (schéma TVD : Total Variation Diminishing). 
Ensuite, on étudie sur une équation scalaire linéaire la convergence de la phase de rela-
xation. On montre notamment l'influence sur la convergence de chacun des termes présents 
dans l'équation (convection, diffusion, terme source) et on discute sur la possibilité d'accélérer 
la convergence par utilisation de paramètres de sous- ou sur-relaxation. 
Enfin, dans une dernière partie, n. applique ces schémas de relaxation sur un problème 
pseudo-stationnaire de combustion boîte ouverte. On met en évidence l'importance de la 
procédure de sur-relaxation pour obtenir une réduction des temps de calculs. Pour finir, on 
discute de l'intérêt que présente cette classe de schémas implicites. 
VI.2 PRESENTATION DU PROBLEME SCALAIRE 
On souhaite résoudre par une méthode implicite le système hyperbolique monodimensionnel 
suivant: 
f u , + / ( « ) , + 3 ( u ) = 0 V( i , í ) 6 lRx]0 , r [ , , . 
\ u(x,0) = uo(*) VxGlR. l j 
Ai 
On notera h et Ai les pas spatial et temporel, et a = — {a est une constante positive). 
h 
On découpe ÏR en une infinité d'intervalles /¿: 
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et l'intervalle [0, T] en N intervalles notés Vn: 
Vn = [nAt, (n + l)At[ Vn € [0, N - 1] , N = - ^ 
Soient Xi(x) e* X™(0 les fonctions caractéristiques de 7¿ et Vn. Pour toute fonction u(x, i) G 
Zf°°(]Rx]0, T[), on définit l'approximation spatiale u/,(x, f) par: 
uU-M) = £ £ «?(x¿®Xn)(^í)t 
,'gZ n-0 
avec: 
u" = 7 / u(z, nAr)dx . 
/i i / , 
On définit aussi l'approximation temporelle uAi(x,t) par: 
uAt(x,i) = B~E1"B(*)xB(0, 
n=0 
avec: 
un(x) = u(x,nAi). 
VI.2.1 Schéma de relaxation 
On utilise un schéma sous forme conservative à deux niveaux en temps et trois points en 
espace. Soit: 
—
 +
 £ ( * $ - *£*> + * ( u r + i ) = ° ' (109) ,n+l 
le flux numérique $ t + i est donné par $ t + i = $(it¿,u¿+1) où la fonction de flux numérique 
$ vérifie la relation de consistance $(u,u) = / (u) . On prend pour le flux numérique $, une 
classe de flux appelée classe des Q-schémas ([63]-[67]), où $ est de la forme: 
<e(u,v)=ñu)+2ñv)-q(U,v)(v-u). 
Remarque: 
Il est facile de voir que les différents flux numériques que l'on a présentés dans les chapitres 
précédents appartiennent à cette classe des Q-schémas. 
En utilisant cette dernière expression, (109) se réécrit: 
«r1 = < -fi/«!1)-/fó1))+^(«^owi1 -<+1)
 (110) 
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Le système à résoudre pour construire un+l à partir de un est non trivial puisque le 
schéma (110) est a priori non linéaire (/, g et q sont non linéaires). 
Aussi pour passer de l'étape n à l'étape n + 1, on construit à partir de (110) une suite {ua}a 
où tous les termes non linéaires relatifs à la convection sont pris à l'étape de relaxation 
précédente. En utilisant un algorithme de type Gauss-Seidel et en supposant un balayage 
des noeuds dans le sens croissant, on définit la suite des uf par: 
Í Vie Z , V Q G I N , 
<+1 = «? - £(/(u?+l) - /tó1)) + *q(u?X+i)(< 
-<rq{u£ï, u f ) « + 1 - i£») - Ai<K«f+1), 
_ <=° = <. 
Remarque 1: 
Cette écriture suppose, comme nous l'avons dit, un balayage sur les noeuds dans le sens 
croissant. Dans la pratique pour améliorer la convergence de la méthode (la convection 
pouvant se faire aussi de i + 1 vers i), il conviendra de faire un balayage dans les deux sens 
(croissant et décroissant) (voir Steve [62]). On explicitera ceci ultérieurement. 
Remarque 2: 
Bien que non linéaire en général, le terme source g(u) doit être pris, pour des raisons de 
stabilité, à l'étape de relaxation a + 1. Le système non linéaire que l'on obtient ainsi sera 
résolu par une méthode de Newton. 
Remarque 3: 
Le schéma de Stoufflet [63] est donné simplement par la première itération de (111) (avec 
g(u) = 0), c'est-à-dire u"+1 = uf=1. Bien évidemment ce schéma est non conservatif et 
inconsistant en temps. 
On souhaite maintenant, avant d'aborder l'aspect programmation, déterminer de façon 
théorique si un tel schéma a de bonnes propriétés. On se pose les questions suivantes: 
1. Convergence de la suite uf : a-t-on, pour tout i € Z, lim uf = u™+1, solution de (110)? 
Or—>+00 
2. Convergence lorsque h et At tendent vers 0 de la solution numérique uf vers une 
solution faible de (108), 
3. tonicité de la solution obtenue: on souhaite sélectionner par un tel schéma la solution 
entropique de (108). 
4. Stabilité L2 inconditionnelle (sans limitation du pas de temps Ar). 
5. Stabilité L°° (solution numérique sans oscillation). 
Dans le cas général des équations d'Euier (même en monodimensionnel), la convergence 
des schémas numériques vers une solution faible, voire la solution entropique, est un problème 
ouvert. Par contre dans le cas scalaire, on sait démontrer l'existence et l'unicité de la solution 
moyennant certaines hypothèses. On citera par exemple les travaux de Le Roux [45], qui 
montre pour un schéma explicite du type Godunov la convergence vers une solution faible 
sous une condition de CFL. Plus proche des travaux que nous avons réalisés, Stoufflet [63] 
< + 1 ) (111) 
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montre aussi la convergence vers une solution faible pour son schéma implicite. Dans ces deux 
travaux, la démonstration de convergence de la solution discrétisée repose sur la vérification 
du principe du maximum, et sur des estimations de la variation totale spatiale et temporelle, 
tandis que la convergence vers une solution faible unique au sens de Kruzkov repose sur des 
méthodes de viscosité. 
Pour mener à bien une étude analogue, appliquée à notre schéma de relaxation (110), on 
dispose des résultats suivants dus à Le Roux [45]. 
VI. 2.2 Rappels 
On considère le problème scalaire à valeur initiale (108). La condition initiale (u°) est définie 
en tout point i du maillage par: 
u° - - / u0(x)dx. 
il ./ /, 
Par application d'un schéma numérique, on calcule w"+1 pour tout i G Z. On notera 
un+i _ Th,un, Th. désignant l'opérateur du schéma numérique. On définit alors l'approximation 
spatiale u/,(x,i) par: 
n=N-l 
«fc(x,i) = £ x; «?(*.-®xn)(*.<)-
Enfin, on note BV¡oc(JR) l'espace des fonctions à variation totale localement bornée. 
Définition 1 - Solution faible du problème de Cauchy 
Une solution faible du problème de Cauchy (108) est une fonction u G L°°(IRx]Q,T[) vérifi-
v^GC02(Mx]o,rD, 
/ / ("STU + ^ ~ / ( u ) - <¡>9(u))dxdt + I (¡>(x, 0)uo(x)dx = 0. 
i-'IRx]Oir[ ut OX 7¡R 
Définition 2 - Solution faible au sens de Kruzkov [37] 
Une solution faible au sens de Kruzkov du problème de Cauchy (108) (pour g(u) = 0) est 
une fonction u G I°°(lRx]0,r[) vérifiant: 
f Vk G IR,V¿ G Ci(JRx]0,T[) positive, 
/ / (I7I« - k\ + ^-sign{u - k)(f(u) - f(k)))dxdt > 0, 
JJMxiOJl Ol OX 
lim / \u(x, t) — u0(x)\dx = 0, Vß > 0. 
t-+° J\x\<R avec 
Théorème 3 - Existence d 'une solution faible au sens de Kruzkov 
Il existe une solution unique au sens de Kruzkov du problème de Cauchy à valeur initiale 
(108). 
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Afin d'assurer la convergence de la solution discrétisée du problème (108), on dispose du 
théorème de compacité suivant: 
Théorème 4 - Théorème de convergence 
Sous les hypothèses suivantes: 
u0eL°°(IR)nJ3V ioc(3R), 
3C0 > 0,V7i > 0,Vn < N - 1, sup i€Z | < + 1 | < (1 + hCQ) sup,.eZ \uf\, 
3Ci(h) > O.non décroissante, V/i > 0,V/ G Z,Vn < N - l , 
E K i 1 - « r + 1 ! < ( i + Äc1'-'-)) s iu?+1-t.?i, 
¡t|</ i«'i<m 
3C2(/i) > 0, non décroissante, VA > 0, . /' G Z, Vn < iV - 1, 
£K+ 1-<!<c2(A) J; |u?+l-«?|. 
!»';</ | t ' |</+l 
Alors: 
La famille{u/,}/, contient une sous suite {uhm}hm convergente dans 
Llc(JRx]0,T[) vers une fonction u G ¿°°(IRx]0,r[) telle que: 
VA > 0, lim / \u(x, t) — u0(x)\dx = 0, 
3L(A)>0,V(í 1 , í a)€]0.TÍ / \u(x,t1)~u(x,t2)\dx<L(R)\t1-t2\. 
K ' J\x\<R 
VI.3 ETUDE THEORIQUE SUR LE SCHEMA DE 
RELAXATION 
VI. 3.1 Préliminaires 
Avant de commencer cette section, on va préciser un certain nombres d'hypothèses. Tout 
d'abord, on suppose que / est C1, ce qui permet d'écrire, pour tout u, v € H: 
3f G JB. I / (u) - f{v) = f'(0(u - u). 
On suppose que la solution initiale u0 est définie sur un support compact et est bornée, on 
note Mo — ||UO||L<». Enfin, on suppose que la fonction g(u) vérifie g(0) = 0 et Vu G IR, ug{u) > 0. 
Ces hypothèses sur g traduisent que ce terme correspond à un terme de consommation de 
la variable u; elles sont nécessaires pour espérer des propriétés de stabilité du schéma (111), 
et raisonnables pour les problèmes de combustion qui nous intéressent. Nous utilisons par la 
suite la propriété suivante, conséquence des hypothèses sur g: 
VAG !R+,VtiGlR, \Au + ahg{u)\ > \Au\ 
On va maintenant réécrire le schéma de relaxation (111) en remplaçant la différence 
/(uf+1) - /K_+iX) Par / U a + " ) ( u ? + 1 - u«*1). Si on note M = max( |K + 1 | | L - , HufflU«) 
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alors j£t- 2 ¡ < M; compte tenu de ces dernières remarques, le schéma (111) s'écrit: 
f V ie Z,VCV€3N,VCT>0, 
î i a+1 = «? - 0 / (irT)(«f+i - CY) + *?W, «f+i)K+i - <+1) 
,a+l a+1^ ,ot + l -
<=° = Uf. 
-*?(u£\«?)(«ri - «f-+i ) - *M«?+ IJ, 
(112) 
VI.3-2 Stabilité X00 
Montrons que le schéma (112) vérifie le principe du maximum. 
Proposit ion 1: 
On suppose que un est définie sur un support compact, 
et que Vi € Z,Va G IN, i n f ( ç « , < + 1 ) , q(uf$,ut)) > i | / ( £ ? + * ) | . (113) 
Alors: Va 6 IN,supt6Z |ttf| < sup,eZ ¡u™|. 
Preuve : 
On note M — sup,
€Z |u"|, et: 
A? = 1 +<7Ç«_+11,<) +<T?«,uf + i ) 
5? = (79K,uf+1)-f/,(ír+*) 
C? = (TgKJi1liif) + | / ' ( i r + * ) 
On remarque que A? = 1 + B? + Cf, ßf > 0, Cf > 0. 
Pour montrer que le schéma (112) vérifie le principe du maximum, on effectue pour 
chaque étape de relaxation a une démonstration par récurrence sur i. 
Pour a = 0, le schéma (112) s'écrit: 
A°u] + ahg{u)) = < + J5?u?+1 + C?tiJ_i 
Ce qui donne après majoration, compte tenu des hypothèses faites sur g(u): 
u
n
 étant défini sur un compact, il existe i\ G Z tel que Vi < ix, u,- = u" = 0. On vérifie alors 
que pour i < ii + 1 on a: \u]\ < M. En supposant que cette dernière relation est vraie pour 
tout i < ¿i + p, on montre facilement qu'elle est vraie pour i < i\ + p + 1. En conclusion on 
a démontré: 
Vi € Zjsupju,1! < sup|u"|. 
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L'inégalité est démontrée pour a — 1. La récurrence sur a se fait par un procédé identique 
(récurrence sur i à partir de la solution définie sur un compact à l'étape de relaxation a). 
La proposition est donc démontrée. 
R e m a r q u e 4: 
Si l'on suppose un balayage des noeuds dans le sens décroissant, cela revient juste dans 
(112) à intervertir i + 1 et i — 1. Donc par une démonstration identique, on peut aussi montrer 
que le schéma construit en alternant sens croissant et sens décroissant préserve le principe 
du maximum. Simplement, le support compact voit sa taille croître à chaque itération en a. 
VI.3.3 Convergenc de la suite {uf}Q 
On souhaite montrer que la suite {uf } a définie à partir du schéma de relaxation (112) 
converge vers une solution u" + 1 de (109), lorsque a —>• oo. Même pour le cas scalaire, la 
démonstration est assez complexe et on ne pourra conclure, pour le cas général, que sous 
certaines hypothèses que l'on jugera "raisonnables". Par contre, pour le cas particulier où 
q = Cst et / et g sont linéaires, ia démonstration peut être achevée sans hypothèses supplé-
mentaires. La démonstration repose essentiellement sur le théorème de Bolzano Weierstrass 
et sur un argument de sous-suite diagonale. 
La solution uf à l 'étape n étant donnée, le schéma (112) peut se réécrire sous la forme: 
S ( u a , u a + 1 ) = 0, 
avec 5 fonction continue de chacun de ses arguments. 
Dans un premier temps, afin de simplifier la démonstration, on va supposer que i 6 IN et 
(artificiellement) que le schéma (112) ne fait pas intervenir de terme en i¿0 + 1 ; c'est à dire 
qu'il s'écrit: 
5 ( u f _ 1 , ü f , < + 1 ) = 0. (114) 
En utilisant le théorème de Bolzano Weierstrass et la proposition 1, on voit que, V¿ 6 IN on 
peut extraire une sous suite convergente de {uf } a . On peut donc définir une suite croissante 
d'entiers a^ telle que la suite u0k converge vers VQ. On peut ensuite définir une suite croissante 
d'entiers a\ extraite de a° telle que la suite u1k converge vers une limite V\. En procédant 
de la même façon, on définit pour tout N > 1 une suite croissante d'entiers a% extraite de 
ak
 - 1
 telle que: 
°k uN converge vers v^ 
Clairement, pour i < N, la suite d'entiers ce% est extraite de la suite a*k. Par conséquent, on 
a construit pour tout N une suite d'entiers a^ qui assure la convergence pour les N premiers 
indices i vers u,-. 
Vi < N, lim u,- * = Vi 
k—>oo 
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Introduisons maintenant la suite diagonale ßk ~ a%. Pour tout N, la suite {ßk}k est à 
partir du rang N une suite extraite de a£. Donc, V/V, lim u^ = VN. Comme on a: 
Vi G IN,VA > 0, S(utuUik,Ui+i) = 0, 
et que S est continue, on en déduit: 
lim S(uf*i,u?*,uf+i) = S(^_!,u,-,t;,+1) = 0. 
K—»OC 
On souhaite maintenant démontrer que pour tout i fixé, on a lim uf — u,. Ceci sera 
Q — O O 
assuré, par un argument de contradiction classique, si on fait l'hypothèse suivante: 
La suite des {V,},ÉS»Î vérifiant 5(u,-_i, vt, u t+i) = 0 est unique. (H5) 
Il reste à revenir sur les hypothèses u simplifications précédentes. Tout d'abord, la démon-
stration précédente suppose que i G IN. L'ensemble Z étant dénombrable, il est facile de voir 
que les résultats précédents restent valables pour i G Z. Revenons maintenant sur l'hypothèse 
irréaliste (114), et considérons le cas où le schéma numérique s'écrit: 
Par une démarche identique à celle développée plus haut , on sait construire une suite {ßk}k 
telle que: 
Vi g Z, lim Ui — Viy lim u, — u,-. 
k—'OO k—rOO 
Le problème qui apparaît ici est le suivant, peut on montrer que v¿ = u,-?. Ce sera par exemple 
le cas si on sait que: 
l i m « + 1 ~ < ) = 0, (116) 
a—'OO 
et on aura alors 5(u,_1, v,-,t',+1,u,) = 0; en posant uf+1 = u,-, on voit que les u"+ 1 satisfont 
(110). 
Dans le cas général, nous n'avons malheureusement pas été en mesure de démontrer la 
propriété (116) ni bien sûr la propriété (115) (unicité de un+ï vérifiant (110)). Nous devons 
nous contenter de vérifier ces propriétés dans le cas linéaire: 
On suppose donc que le terme source g(u) est linéaire: 
36 G R + / Vu, g(u) = bu. 
On suppose que / est aussi linéaire; enfin, q est supposé constant avec q > | | / |. Dans ces 
conditions, le schéma (112) s'écrit: 
(A + hah)u^x = < + Bauf+l + C 0 < - + i \ (117) 
avec: A = l+ 2qa, B = a{q - J~), C = tr(q + y ) 
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Vérifions d'abord la propriété 115. Supposons qu'il existe deux solutions (û,) et (u,) de: 
(A + bah)vt = < + Bavi+l + Cavi_l . 
En notant w¿ = u¿ — ö,-, on a immédiatement: 
Bwi+i + CIÎJ,-_I — (A + b<rh)wi = 0. 
On a alors u>,- = ^r\ + ¿r2, où rj et r2 sont les deux racines du trinôme f(r) = Br2 — (A + 
bah)r + C = 0. Mais J9 et C sont positifs et on voit que /(0) > 0 et / ( l ) < 0; donc les deux 
racines sont réelle- ;t vérifient: 
0 < rx < 1 < r2. 
Comme la suite (u>,-)t€Z es* bornée, on a nécessairement 7 = 8 = 0, ce qui démontre l'unicité. 
Vérifions enfin la propriété 116. On revient au schéma (117) et on pose: 
V-ar+l _ ,.a+ï a, 
il vient: 
(A H- <rhb)X?+l = BXf+x + CX&1. 
Posons Ma = 5up,|Xf|, la solution uf étant définie sur un compact, il en est de même pour 
uf et donc aussi pour Xf+l. Dans ces conditions, en effectuant une double récurrence sur i et 
sur a (démonstration identique à celle présentée pour le principe du maximum), on montre 
que: 
M a + 1 = SuPi\X?+1\ < f + CÍLMa, 
A + ahb 
B + C 
et donc: Ma = ( -r)a qui tend vers 0 lorsque a tend vers l'infini. 
A + ahb 
En conclusion, nous n'avons pas pu prouver, dans le cas général, la convergence des 
itérations de relaxation; mais cette convergence est bien assurée dans le cas linéaire. 
VI.3.4 Conservation de la variation totale spatiale 
On écrit maintenant le schéma de relaxation (112) sous la forme suivante: 
f <+ 1 = < + A a « n - <) + Et(uft1 - <+1) - F?g(uï+l), 
avec: 
Da_ ^ « , < + 1 ) - f / ' ( ^ ) Ea_ agK.Y.tiD+f/'ur*) 
l
 + aq(uT,uf+1)-Z2f'(Cl2), ' l + *«(«f.«f+i)-f/'(í?+*) ( U 8 ) 
et : 
F = 
l + *?(uf,u?+1)-f/'(tf+i) 
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Il est facile de voir que; pour tout i et pour tout a: Df Ç [0,1[; d'autre part, en notant 
S = <rsyip[q(vï+ï,uï),q(uT,uf+i)]t on a 0 < Ef < 25. 
».Of 
On veut démontrer dans ce paragraphe la propriété suivante: 
ts-f-oo «'—co 
va€iN,3*r/ E ¡ur++1i-<+li<(i + ^ ) E Ki-«?i, 
avec: lim kf — k0, k0 6 IR. 
a—t-oo 
Malheureusement, pour le cas général où / , g et q sont non linéaires, il n'a pas été possible 
de conclure. La difficulté est liée au fait que (en théorie) la solution un+1 est obtenue à partir 
de u" après une infinité de relaxations; on obtient dans la majoration (même pour g nulle), 
des termes de la forme (1 + kh)a, qui lorsque a —• oo ne sont pas bornés. 
On va donc pour cette partie se restreindre à vérifier la propriété (119) dans le cas particulier 
où / et g sont linéaires (avec g(u) = bu) et q constant. 
Dans ces conditions Df — D < 1 et Ef = E < 25. On pose: 
*r = ¡<+1-<¡etxr = ¡<+1-<! 
On obtient alors (car 1 — D > 0): 
(1 + E)Xf+l <(1 + E + Fb)Xf+1 < (1 - D)X? + DXf+ï + EX?+? 
Quand on somme ces inégalités pour i €] — oo, -f oo[, les termes en facteur de E s'annulent 
deux à deux et on obtient la relation de récurrence suivante: 
»=+oo t = + o o i '=-foo 
E Xr+l<(l-D)£ X? + D £ Xf. 
i=—oo •'=—oo i=—oo 
Or Xf = X™, et le résultat est immédiat: 
t = + o o i = + c o 
On a donc prouvé pour le cas linéaire que le schéma de relaxation préserve la variation totale 
en espace, car après passage à la limite en a on a bien: 
t = + 0O t = + 0O 
E l«?.ff-«?+1i< E l«?+1-«?i 
Pour la suite, on suppose que la relation (119) est aussi vraie pour le cas non linéaire. 
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VI.3.5 Conservation de la variation temporelle 
On veut démontrer une relation analogue à celle de la partie précédente, soit: 
i—+cx> «=+oo 
VaeiN.a*?/ E |«?+1-u?|<*j E K+1-u?|, 
avec: 
lim k% = ¿3. fc3 G IR 
Il est clair que cette propriété ne peut pas être vérifiée si g est non nulle (considérer le cas 
où te" est constant!). On suppose donc dans ce paragraphe que g est nulle. 
On reprend l'écriture (118) pour le schéma de relaxation. On s'intéresse à des petits pas de 
temps, il est donc possible de supposer que Va G IN, Afcf < 1. En conséquence, la relation 
(119) étant supposée vérifiée, on a: 
¿=-j-oo t '=+co 
E K+V-«?+1l<2 E K+i-«?l- (120) 
S = — OO »'= — CO 
On pose maintenant: Xf — uf — u" et X? — u"+1 — u", et on remplace dans (118) uf+1 — u" 
par uf+l — uf + uf — u™. On obtient alors: 
A',a+1 = Df Xf + A ° « + i - O + £f « + 1 1 - < + 1 ) 
Notons JD = sup,-
 a Df et E = sup¿ a Ef < 25; on suppose que l'on a Fin ité stricte D < 1. 
La relation précédente s'écrit alors après majoration et sommation sur t <= Z (compte tenu 
de la relation (120)): 
«=s+oo t = + c o t = + c o 
E \xr*\<D E i-vn+2(D + f?) E \x?\-
Í— — CO t = —CC t=—CO 
La relation de récurrence ainsi définie donne: 
t'=+CO i = + 0 0 
E \X?+1\<2(D + E)(I + D + .... + D°) E !A?i-
»'= — 0 0 ;'= —CO 
Puisque D < 1, cette suite est convergente et à la limite on obtient: 
¿:= — CO t = —CO 
Et donc, sous les hypothèses précédentes, le schéma de relaxation préserve la variation totale 
en temps. 
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VI.3.6 Conclusion partielle 
Le but de ce qui a été fait jusqu'à présent est de se placer dans le cadre des hypothèses du 
théorème de compacité (théorème 4), afin de prouver l'existence d'une sous-suite convergente 
vers une fonction u. En fait on ne se trouve pas tout à fait dans le cadre de ce théorème 
puisque les estimations TVD précédentes portent non pas sur une somme finie de termes 
(comme les estimations du Théorème 4), mais sur une somme infinie. Cela provient du type 
de schéma que nous étudions pour lequel le passage de l'étape de relaxation a à l'étape de 
relaxation a + 1 est tel que la solution u"+1 n'est plus définie a priori sur un compact. Le 
théorème 4 est donc trop restrictif pour le schéma de relaxation considéré, et ne peut être 
utilisé tel quel. Néanmoins les estimations TVD précédentes (dont certaines n'ont pu être 
établies que dans le cas linéaire) montrent que cette classe de schémas implicites possède de 
bonnes propriétés. 
De plus si l'on suppose que les conclusions du théorème 4 sont vraies (existence d'une 
sous suite convergente vers une fonction u), alors on peut montrer pour le cas q — Cste avec 
g nulle que la limite u est solution faible de (108) et qu'en plus elle est entropique au sens 
de Kruskov. Le détail de ces démonstrations est présenté en annexe à la fin de ce chapitre. 
VI.3.7 Stabilité L2 dans le cas linéaire 
Pour en finir avec les objectifs fixés, il ne reste plus qu'à montrer que le schéma implicite 
de relaxation est inconditionnellement stable. Pour cela, on considère le schéma dans ce cas 
linéaire qui s'écrit pour un balayage des noeuds dans le sens croissant: 
' Auf+l = u? + Bu?+1+Cufí¡, 
avec 
< A = 1 + 2qa, B = a{q~ \f), C = a(q + 1/'), (121) 
et 
, A=l + B + C, f < l , f < 1 . 
L'étude de stabilité est faite au moyen d'une analyse de Fourier. Notons u? les modes de 
Fourier de la forme: 
2&7T 
u? = exp(ijÇk), où Çk = N , i2 = - 1 ; 
Ar -f 1 représente le nombre de points du maillage. 
On note gk{o) le module d'amplification reliant l'état a à l'état a + 1, qui vérifie: 
et Gfc(a) le module d'amplification du schéma (121) reliant ua a un: 
u* = Gk(a)u]. 
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Le schéma (121) sera stable si le critère de von Neuman est vérifié, à savoir: 
max \Gk(a)\ < 1. 
Remarque 5: 
Si on note Gk(At) le module d'amplification reliant u" à u"+1, on a la relation suivante: 
Gfc(Ai) = Jim Gfc(a)= XI 9k(a), 
a=0,oo 
et ic si pour chaque relaxation le critère de von Neumann est vérifié, il le sera aussi pour 
l'éq .don en un et un+1. 
Proposition 2: 
Le schéma de relaxation (121) donnant u^+1 est inconditionnellement stable. 
Preuve: 
Le module d'amplification G* (a) est défini par la relation de récurrence suivante: 
' Va > 1 , Gfe(a) = Lfc + M*G¿(a - 1), 
< £
 = ! ^ M ¿ = Bexp(iÇk) 
A- Cexp(-iÇk) A-Cexpi — iÇk)1 
{ G*(Û) = 1. 
A partir de cette relation, on peut exprimer simplement Gk(a) en fonction de la condition 
initiale et de a, il vient : 
Gk{a) = Lk{\ + Mk + + (M*)*-1) + (Mk)a 
On peut alors majorer le module Gk en remarquant que: 
Vfc, ¡Lfc| < ¡Loi = T-^S et |M*| < |M0j - B 1 + B ' *>^"Ui~ i + S 
La majoration devient: 
'
G > < a > l s TT# + ÎTÂ + + (ITBr'] + 'ifä'"' 
d'où on déduit: 
Va , |G f c ( a ) |< l . 
Le schéma est donc inconditionnellement stable. 
Remarque 6: 
Il n'est absolument pas prouvé que |gfc(o¡)j soit inférieur à 1. Cependant, pour le cas 
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particulier des grands pas de temps (i.e. dans la limite a —• oo), le module d'amplification 
gk{o>) (qui ne dépend alors plus de a) reliant u j à u"+1 s'écrit: 
_ (<? - fyexpjiÇk) 
2q~(q- ¿j)txp{-i(k) 
et on montre alors simplement que \gk\ 5; 1-
Remarque 7: Intérêt des deux balayages. 
Plaçons nous dans le cas particulier des grands pas de temps, et considérons le module 
d'amplification du schéma de relaxation pour Çk = w (fréquence qui minimise §k). Alors, le 
module g* s'écrit: 
g - 4 -
g« = 3q + L 
On constate que lorsque la convection est positive (i.e / > 0) le module d'amplification du 
schéma est plus petit que celui obtenu pour une convection négative (i.e / < 0). C'est à dire 
que le module d'amplification du schéma de relaxation est minimum lorsque la convection se 
fait dans le sens de balayage des noeuds. Dans le cas général, on ne connait pas a priori le sens 
de convection, il est donc nécessaire pour accroître la convergence d'effectuer un balayage 
dans les deux sens (il est facile de voir que la majoration précédente de Gk s'étend aisément 
au double balayage du fait de la symétrie du schéma de relaxation). 
VI.4 E T U D E DE LA CONVERGENCE SUR UNE 
EQUATION MODELE 
L'efficacité du schéma implicite présenté sera déterminée par la convergence de la phase de 
relaxation donnant u a + 1 à partir de ua. L'étude de cette convergence sur les équations d'Euler 
est techniquement très difficile du fait de la non linéarité. De plus on souhaite par cette classe 
de schémas implicites résoudre des systèmes faisant intervenir non seulement la convection, 
mais aussi la diffusion et le terme source en vue de traiter des problèmes de combustion. On 
se propose donc dans cette partie d'étudier la convergence sur une équation scalaire linéaire 
contenant ces différents termes, et de voir dans quelle mesure il est possible d'améliorer cette 
convergence. L'accélération de la convergence sera réalisée en utilisant un paramètre de sous 
ou sur-relaxation par analogie avec ce qui est fait pour les systèmes linéaires matriciels. 
L'équation modèle considérée est donc: 
du du d2u , /ioo\ 
—- + c— = a-—,- - bu, (122) 
at ox ax¿ 
où a, 6 et c sont des constantes positives. 
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Pour étudier la convergence du schéma de relaxation, on peut effectuer une analyse par 
Fourier. On détermine alors le module d'amplification du schéma en fonction du paramètre 
de sous- ou sur-relaxation noté par la suite w, le problème consiste alors à déterminer la 
valeur de u qui minimise ce module d'amplification. Ce procédé est particulièrement bien 
adapté aux problèmes périodiques. 
Si par contre on considère un problème avec des conditions aux limites de type Dirichlet, la 
résolution de (122) par le schéma de relaxation se ramène alors à la résolution d'un système 
matriciel suivant un algorithme de Gauss-Seidel pour lequel on a, sous certaines conditions 
que nous précisons ci-dessous, des résultats de convergence (voir [70]). Lorsque cela sera 
possible, nous choisirons ce deuxième procédé qui est plus proche des problèmes que nous 
devons résoudre. 
Soit à résoudre le système matriciel MX = h, avec M = ra(i,j) une matrice inversible 
de rang n. On décompose par point la matrice M, M = D — E — F où D, E et F sont les 
matrices définies par: 
(D)i3 = m(i,j)6i„ 
(-E)ij = m(i,j) si i > j , 0 sinon, 
{~F)ij = m(i,j) si i < j',0 sinon. 
La résolution de ce système par une méthode itérative nous amène à considérer trois algo-
rithmes. 
L'algorithme de Jacobi s'écrit: 
DXk+l = (E + F)Xk + 6, 
celui de Gauss-Seidel par: 
(D - E)Xk+l = FXk + 6, ou (D - F)Xk+l = EXk + b, 
selon le sens de balayage et enfin l'algorithme de Gauss-Seidel sous- ou sur-relaxé (u ^ 0): 
( - - E)Xk+1 = ( — D + F)Xk + 6, ou ( - - F)Xk+l = (^—^-D + E)Xk + b 
On a alors les résultats suivants: 
-Si la matrice M est hermitienne définie positive alors la méthode de relaxation converge si 
0 < w < 2 
-Si la matrice M est hermitienne définie positive et tridiagonale, alors le paramètre u> qui 
optimise la convergence est: 
2 
ujopt — , , 
i + yi - (p(j)y 
avec p(J) le rayon spectral de la méthode de Jacobi (i.e. le rayon spectral de la matrice 
D-'iE + F). 
ETUDE DE LA CONVERGENCE SUR UNE EQUATION MODELE 215 
VI.4.1 Convection 
L'équation correspondante s'écrit: 
ut + cux = 0 
Notons LO le paramètre contrôlant la convergence, le schéma de relaxation donnant ua+1 
s'écrit (on suppose un balayage dans le sens croissant des noeuds car c > 0, et on utilise une 
approximation décentrée): 
At 
u°}
+l
 = uû]+1 + (1 - w)u? 
Cette discrétisation rentre bien dans le cadre de l'étude théorique précédente, elle correspond 
au cas u> = 1, / = c et ç = | / . 
Un calcul direct (matriciel ou par Fourier) montre que la convergence est optimale pour 
u = 1. Cela signifie qu'aucune amélioration par cette technique de sous- ou sur-relaxation 
n'est à espérer pour la convection. 
At On pose v = c—, le schéma peut alors se réécrire: h 
„ , , Lü „ LUV „ , , . ,
 n 
Il est immédiat que ce schéma respecte la positivité si UJ < 1. 
VI.4.2 Diffusion 
L'équation considérée s'écrit: 
ut = au, 
De même que pour la partie précédente, on écrit le schéma de relaxation en tenant compte 
du paramètre u> contrôlant la convergence : 
Ai 
M?+1 = W Û ? + 1 + ( l - w ) l l ? 
At On pose fi = a~r?- ^ a m a t nce J — D~l(E + F) de l'algorithme de Jacobi correspondant à 
ß 
ce schéma relaxé est symétrique et tridiagonale, J = r - ( l , 0,1); on peut donc appliquer 
1 T ¿ß 
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le résultat de convergence présenté ci-dessus. Un calcul simple de valeur propre montre alors 
que la convergence est optimale pour: 
2 , n 2ß TT 
u¿ovt — = , avec p(J) = r~c0SÍT7)i P
 l
 + s/l-(p(J)f 1 + 2/x {Nh 
ou N représente le nombre de points de la discrétisation. 
Pour mieux comprendre ce phénomène d'accélération de la convergence, on réalise l'étude 
précédente par Fourier. Les notations sont les mêmes que celles définies pour l'étude de 
stabilité. 
Le module d'amplification s'écrit alors: 
i 4- iï - U + 2 M)(1 ~ àj)Gk(a) + u>{\ + fiGk{a)exp(i£k)) 
9k{a }
~ Gk(a)(l+2ii-ußexp(-itk)) 
Pour les grands pas de temps, ß —• oo, il vient: 
2(1 -ui) +uexp(iÇk) 
9k 2 - uexp(-iÇk) 
On exclut le mode k — 0 (qui correspond à un état constant). Dans ces conditions, le 
maximum du module d'amplification est obtenu pour k = 1. Le paramètre u!k minimisant le 
module d'amplification gk (qui ne dépend plus de a) est solution de l'équation suivante: 
(2cos& - l)ul - 4wfc + 4 = 0. 
Des deux solutions de cette équation, on ne garde que celle qui appartient à l'intervalle [0,2]. 
On obtient directement la solution: 
opt 
uv = 1 + 2 « ^ ) 
o t 2 On constate que V& , ufk E [—,2] . Dans la pratique, les solutions ne sont pas décomposées 
suivant les modes propres; on choisit alors u de façon a améliorer la convergence sur les 
basses fréquences. Soit: 
2 
W
- i + 2 s t n ( 7 £ r ) " 
On a représenté figure VI. 1 le tracé du module d'amplification en fonction de la fréquence 
pour différentes \ ileurs de u>. La sur-relaxation a pour effet de remplacer la tangente hori-
zontale (pour k —• 0) par une tangente de pente négative. On constate que l'amélioration 
sur les basses fréquences se fait au détriment des hautes fréquences. 
Remarque 8: 
Pour le cas particulier des grand pas de temps, cette valeur de us est légèrement plus 
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petite que celle obtenue par l'analyse matricielle (pour N = 101 points, uopî = 1.88 alors que 
l'analyse matricielle donne uopt = 1.94). En fait on ne résout pas le même problème puisque 
l'analyse de Fourier suppose un problème périodique. 
Remarque 9: 
De même que pour la convection, il est possible d'effectuer pour la diffusion un double 
balayage par point (sens croissant puis sens décroissant). En fait pour u = 1 ce procédé 
n'améliore pas la convergence; par contre pour u ^ 1 il a tendance à détériorer la vitesse de 
convergence. Ce double balayage réduit la valeur observée de u>opt (du moins pour l'équation 
Uxx — 0) et la valeur obtenue concorde avec celle de l'analyse de Fourier (analyse qui fournit 
la même valeur que pour un simple balayage). Une analyse matricielle identique n'est plus 
réalisable. 
Remarque 10: 
En ce qui concerne la positivité, une étude similaire à ce qui a été fait pour la convection 
montre que la positivité est respectée si CJ < 1. En fait dans la pratique, pour des solutions 
suffisamment régulières, il est possible de sur-relaxer la solution sans pour autant perdre la 
positivité. 
Il est donc possible pour la diffusion de réduire considérablement les temps de calcul par 
utilisation d'un paramètre de sur-relaxation. L'étude théorique réalisée, bien que très simpli-
fiée, permet d'avoir un ordre de grandeur du paramètre optimal. Cependant, ce paramètre 
optimal ne permet pas a priori de vérifier le principe du maximum, en conséquence cette 
amélioration ne pourra s'effectuer que pour certains cas particuliers. 
VI.4.3 Terme source 
L'équation considérée s'écrit: 
ut — ~bu. 
Le schéma de relaxation s'écrit: 
û?+ 1 =u] -bAtû]+\ 
u*+1 = wû?+1 + ( l - w ) u ? . 
Le résultat est immédiat, le minimum de gu vérifiant la positivité sera obtenu pour u = 1. 
VI.4.4 Convection-diffusion 
Pour un système plus général comportant des termes convectif et diffusif; on peut discrétiser 
le terme convectif soit par une dérivée décentrée suivant le signe de c, soit par une dérivée 
centrée. 
On souhaite alors déterminer quelle est la discrétisation la plus avantageuse. Etant donné que 
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la matrice M n'est pas symétrique on choisit de faire l'étude de la convergence par analyse 
de Fourier. On considère l'équation (avec c et a positifs): 
ut + cux = auxx. 
Pour les grands pas de temps (Ai —• +00), le schéma de relaxation s'écrit (pour un balayage 
dans le sens croissant): 
Convection centrée 
*
 +1
 = I [ ( 1 - Ya)U^ + (1 + l K - ] + (1 - ")U? 
Convection décentrée 
U; = 
2a + ch 
ch 
s'écrivent 
0t
 + 1 — — \n„a _l_ Ir, J . ^ M , , 0 * 1 [auf+l + (a + ch)u^} + (1 - w)uf. 
Posons /? = — le Reynolds de maille, les modules d'amplification gck et gf. de ces deux schémas 
UJ 
1 - u -f —(1 - /5)exp(î^) 
g£ = — , 
l - - ( l + / 3 ) c a : p ( - i & ) 
„
 1
 - "
 +
 2X3TT)ej^6) 
9k
 ~ ^ "(20 + 1) i t / 
1
 ~ IfTTF^"^5 
On vérifie aisément que pour u> = 1, la stabilité est inconditionnelle quelque soit le schéma 
utilisé. Mais on constate que l'utilisation du schéma centré ne peut se faire que si ß < 1 (en 
effet si ß > 1 le principe du maximum et donc la positivité ne sont pas vérifiés même pour 
w < 1). 
Remarque 11: 
Le passage de g* à gl se faisant très simplement par la transformation: 
a Pc Q pd 
ßd = £ - . ° U Pc = 1 - Pc 1 I" Pd 
on choisit donc de n'étudier que le cas centré avec ßc 6 [0,1] (/?<¿ G [0, oo[). 
On a représenté figure VI.2 le tracé de g\ en fonction de la fréquence pour différentes 
valeurs de ßc et pour u = 1. Le nombre de points est / = 101. 
On constate que le module d'amplification décroît lorsque ß croît quelque soit la fréquence. 
Or ßd > ßc. Donc à ß fixé et si ß < 1, le schéma centré donnera la meilleure convergence pour 
la phase de relaxation. En d'autres termes, lorsque le pas h du maiilage est suffisamment 
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petit pour que l'approximation centrée soit stable, celle ci converge plus rapidement que 
l'approximation décentrée. 
De même que dans les études précédentes, la plus basse fréquence est celle qui est la 
moins amortie. Le paramètre de relaxation u/opt qui minimise gl est solution de l'équation 
suivante: 
[((1 + ß)2 + 2cos((k)(ß2 - l))u;2 + 4(t - ß)u - 4j[(l + ß)V - 4aw(&)(l + ß)u> + 4] = 0 
En fait le deuxième facteur ne comporte que des racines complexes, donc uopt est donnée 
simplement par la racine comprise entre 0 et 2 de: 
((1 + Qf + 2cos(Ck)(ß2 - \))u? + 4(1 - ß)u - 4. 
Pour ß = 0, on retrouve l'équation correspondant à la diffusion pure établie précédemment. 
Intéressons nous plus particulièrement à la solution basse fréquence, si l'on suppose que le 
nombre de points N est grand (i.e cos(Çi) ~ 1) on obtient pour uopt: 
2 
Uopt
 " J+ï' 
Alors uopt(ß - 0) = 2 et u^ß = 1) = 1. 
VI.4.5 Conclusion 
Pour le système complet comportant la convection, la diffusion et le terme source, la possi-
bilité de sur-relaxer pour améliorer la convergence sera inhibée, pour certains cas, par le non 
respect de la positivité engendré par cette méthode de sur-relaxation. Dans ces conditions 
la diffusion ralentira la convergence. On a pu établir par ailleurs que lorsque ß < 1, il est 
plus intéressant de discrétiser le terme convectif par une dérivée centrée. On a ainsi une 
accélération de la convergence. 
Pour les cas particuliers où la positivité n'a qu'une importance relative ou plus simplement 
pour les cas où la sur-relaxation est réalisable, il est possible de déterminer le paramètre 
optimal assurant une accélération de la convergence. La détermination de ce paramètre peut 
dans tous les cas être réalisée par analyse de Fourier. Cependant, lorsque cela est possible, 
on préfère le déterminer par l'analyse matricielle; en effet cette dernière donne de meilleurs 
résultats puisqu'elle se rapproche plus des conditions réelles. Par exemple pour un système 
ne comportant que les termes de diffusion et le terme source, la matrice M est symétrique, 
et on obtient pour les grands pas de temps: 
2 2a . w . 
»<* = i + V l - V aV6C P = 2-¿Tbh2C°S{~Ñ) 
On constate que la présence du terme source diminue aussi la valeur optimale du paramètre 
paramètre de sur-relaxation. 
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A 
o <•« 
j 
c 
< 
Q 
oí 
2 
0.50 1.00 1.50 2.00 2J0 
FREQUENCE 
3.00 • > 
w = 1.0 
u = 1.2 
w = 1 . 4 
•• a/ = 1.6 
- - - a-= 1.8 
Figure VI. 1 : Module d'amplification g¡¡(u>) pour la diffusion en fonction de îa fréquence pour 
différents paramètres de relaxation u> 
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OJO LOO 1.50 2.00 2.50 
FREQUENCE 
3.00 
ße = Q ßd = Q ß,_ = 0.6 ßd = 1.5 
ße = 0.2 ßd = 0.25 ßn = 0.8 ßd = 4 
ß, = 0.4 ßd = 0.66 
/3rt: Convection centrée 
¡örf: Convection décentrée 
ch 
Figure VI.2 : Facteur d'amplification pour l'équation cux — auxx ,ß = — en fonction de la 
¿a 
fréquence pour différentes valeurs de ß (mailîage à 101 points) 
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VI.5 RESULTATS NUMERIQUES SUR UN 
PROBLEME STATIONNAIRE 
On souhaite dans cette section étudier sur un problème stationnaire monodimensionnel le 
comportement du schéma de relaxation et voir ainsi dans quelles mesures ce schéma peut 
être intéressant pour la recherche de la solution stationnaire d'un problème bidimensionnel 
(on présente au chapitre suivant une étude utilisant ce schéma pour des problèmes instation-
naires). 
Le modèle mathématique utilisé est le modèle isobare monodimensionnel de la théorie de la 
combustion auquel on ajoute un terme de convection pour rendre le phénomème stationnaire 
dans un domaine borné (B.Larrouturou [39]). 
VI.5.1 Equations monodimensioimelles 
Le système que l'on résout ne comporte comme variable que la température (T) et la fraction 
massique du réactant (Y). Il s'écrit: 
j Tt = Tsx + Sl(T,Y) + V(t)Tx, 
\ Yt = ^-n(T,Y) + V(i)Yx, ( 1 2 4 ) 
^ Le 
n(T, Y) est le taux de réaction et Le le nombre de Lewis, rapport des diffusivités thermiques 
et moléculaires. La loi d'Arrhénius et la loi d'action de masse donnent pour le taux de 
réaction normalisé (voir [39,53]): 
#2 -3(1 - T) 
il{T,Y)=^-YCIp(TILr-±), 
3 est l'énergie d'activation réduite et S le rapport entre l'élévation de température due à la 
réaction et la température des gaz brûlés. On suppose de plus que Le,ß et S sont constants. 
Pour rendre ce problème stationnaire, le terme de convection V(t) (qui correspond en fait 
à la vitesse de flamme) ajouté dans les équations est calculé de façon à conserver l'énergie 
thermique dans le domaine de calcul. Notons XQ et X¡ les bornes du domaine, on obtient 
alors [39]: 
- [X'si(T, Y)(t)dl + TX(X„) - T,(Xi) 
v (
" - - ^ nx,)-T(Xt) • <125) 
Pour résoudre le système (124), il reste encore à préciser les conditions aux limites et initiales. 
En XQ (frontière froide) on impose des conditions du type Dirichlet: 
T(X0) = 0 , r(A'0) = 1, 
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et en X¡ (frontière chaude) des conditions du type Neumann: 
TAX!) = Yx{Xi) = 0. 
On prend pour les conditions initiales un état constant pour la température et la fraction 
massique de part et d'autre de xQ G [A"o,Xi]: 
pour x < x0 T(t = 0) = 0 , Y(t = 0) = 1, 
pour x>x0 T(t = 0) = 1 , Y(t = 0) = 0. 
VI.5.2 Schéma numérique 
On se propose de résoudre le système précédent en utilisant le schéma implicite de relaxation 
non linéaire. Pour simplifier l'écriture, on suppose que le nombre de Lewis vaut 1, dans ces 
conditions on a une relation simple reliant la température T à la fraction massique Y: 
y + r = i. 
On discrétise l'équation de température en supposant un maillage régulier de pas h = JT,+1 — 
ch Xi. Le rapport — est ici de l'ordre de grandeur de /Î, on choisit donc compte tenu des résultats 
issus de la section précédente (étude de la convergence sur l'équation modèle) de discrétiser 
le terme convectif par une dérivée centrée. Le système totalement implicite s'écrit en tenant 
compte des conditions limites: 
' r0
n+1
 = o 
Vi € [1 ,7 -1 ] 
jm+1
 = Tn + ¿£(7£+l _ 227+1 + I£+ l) + &tn(T?+i) 
fi 
Ai 
+—V7in+M(Tn ,H;1~Tn 
' 2h v(f+ I)( j ;^- i : :V) 
Ai, 
Ai. 
T2 
j.n+1
 = Tn + fL(7y_+ï _ r»+l) + AiO(rf+1) 
+=j-V{tn+1)(T?+1 - 77+!1) 
La conservation discrète de l'énergie thermique sur le domaine de calcul se traduit par: 
h !~x 
-(T£+l 4- '7?+1) + Y, Tî+1h = Cste 
2 ¡=i 
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On obtient alors pour la vitesse V(tn+1): 
_^(n(r0"+1) + fi(r;+1)) - ' =t! fi(?7+1)¿ + ^Ç-
V(tn+1) = — • ¿Si _ 
V
 V' ) rpn+l 
rpn+l Âl 
Il - — 
Cette relation est la traduction discrète de (125), compte tenues des conditions limites util-
isées. 
Le schéma de relaxation, écrit en supposa..: un balayage dans le sens croissant des noeuds 
s'écrit: 
r 0
a + 1
 = o, 
Ta+i = Tn + ^ ( j ^ + i _ 2T?+1 + T?+l) + AtU{T,a+ï) 
A 
+~V(n(Tt+1-T?_V), 
i = I: 
Ai 
T*+i = Tn + _(r«_+i _ rf+l) + At(i{Tf+1) 
At h 
+—V{ta){Tf+l -Tf+Î). 
[ avec: Tta=0 = T?, 
-^(Q(r0a+1) + O(Tf)) + , = ¿ íl(T?)h + T?h 
¿=i 
V(í") = 
Ta i j -
T? 
la vitesse V(ia) est calculée à chaque étape de relaxation. Le terme source étant non linéaire, 
le système est résolu pour chaque point i par une méthode de Newton. Pour ce problème par-
ticulier, une seule itération de Newton s'est avérée suffisante (la présence du terme convectif 
stationnarise rapidement la solution). 
VI.5.3 Résultats numériques 
On choisit pour présenter les résultats numériques: 
Le = 1, ß = 2, 6 = 0.84, XQ = -15 , X¡ = 20, x0 = 0 et / = 140. 
Compte tenu de ces valeurs, le pas spatial vaut h = 0.25. 
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L'initialisation ainsi que la solution obtenue par un schéma totalement explicite sont pré-
sentées figure VI.3. Le nombre de Zeldovich ß étant petit, on ne retrouve pas dans la zone 
de réaction les caractéristiques classiques d'une flamme (dérivée seconde de la température 
importante). La vitesse de flamme vaut: Vf = 0.7460375 
La courbe de convergence figure VI.4 met en évidence l'impossibilité pour ce type de prob-
lème (pseudo-stationnaire) d'obtenir une solution parfaitement convergée. Le plateau de 
convergence qui apparait est dû aux conditions limites. 
Pour cette étude, on a obtenu des temps de calcul minima lorsque la solution est obtenue 
en une itération temporelle. Ceci est dû au fait que le problème que l'on considère est peu 
complexe (ce que confirment les courbes de convergence des schémas explicites). 
Etant donnée la présence du terme convectif dans le système à résoudre, on choisit pour 
améliorer la convergence d'effectuer un double balayage dans le sens croissant puis dans le 
sens décroissant des noeuds. 
On a représenté figure VI.5 la convergence de la phase de relaxation pour la solution 
obtenue en une itération temporelle en fonction du paramètre de sur-relaxation u>. Con-
formément à l'étude de convergence, on constate que l'utilisation d'une procédure de sur-
relaxation accroît considérablement la convergence. En prenant les résultats établis dans la 
section précédente, et en ne considérant que les terme convectif et diffusif, on obtient (pour 
un grand nombre de points) u>opt = 1.8. Si par contre on ne considère que le terme diffusif 
et le terme source, en posant b — jj^;, le résultat matricielle donne u>opt = 1.5. La valeur 
optimale observée numériquement (u¡opt — 1.45) est tout à fait conforme aux résultats thé-
oriques. Etant donnée la faible valeur de 0, il n'est pas surprenant de trouver numériquement 
une valeur très proche de celle fournie pour un système réaction-diffusion. 
Pour un résidu de 10~6, le gain en temps de calcul (avec un code non vectorise) par rapport 
au schéma explicite est alors voisin de 5. Pour un paramètre de relaxation u> — 1, les temps 
sont comparables. 
VI.5.4 Conclusion 
Il ressort de cette étude, que le comportement du schéma implicite par relaxation non linéaire 
pour ce problème stationnaire permet d'avoir un gain voisin de 5 par rapport au schéma 
explicite. De plus les solutions obtenues sont de très bonne qualité. On a pu, par ailleurs, 
confirmer les résultats théoriques concernant la possibilité d'accroitre la convergence par des 
méthodes de sur-relaxation. Pour les problèmes spécifiques liés à la combustion, les équations 
comportent des termes de diffusion qui sont prépondérants devant les termes convectifs; il 
semble alors intéressant (pour les raisons précitées) d'utiliser des dérivées centrées pour ces 
termes. 
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temperature 
: 
M " " w,i '••.y.m.'.i i m,1 ', " " n m m m imiHiUiUmmuam» 
Initialisation 
Solution de référence 
Figure VI.3 : Initialisation et solution de référence obtenue par le schéma explicite pour 4000 
itérations (Vf=0.7460375) 
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Iteradonî No 
1000 2000 3000 
î 
.1 -* 
VI o 
Figure VI.4 : Résidu normalisé de la température pour le schéma explicite 
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Relaxations No 
50 100 150 
-1 
-4 . 
Q = 1, Vf = 0.74595 
Q = 1.2, Vf = 0.74597 
O = 1.4, Vf = 0.74595 
O = 1.45, Vf = 0.74595 
Figure VI.5 : Convergence de la phase de relaxation pour la solution obtenue par le schéma 
implicite en une itération temporelle en fonction du paramètre de sur-relaxation a» 
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VI.6 CONCLUSIONS ET PERSPECTIVES 
Dans la première partie de cette thèse, on a cherché à démontrer de façon rigoureuse, que 
le schéma implicite par relaxation non linéaire converge vers la solution faible du problème 
(108). Bien que nous n'ayons pu aboutir, nous avons quand même pu démontrer que ce type 
de schéma possède de bonnes propriétés (stabilité inconditionnelle, schéma TVD). 
Contrairement aux autres schémas implicites, le schéma ainsi défini ne nécessité aucun 
stockage matriciel. Ce qui est très intéressant surtout pour la résolution d'équations multi-
dimensionnelles. 
Une étude de convergence sur une équation modèle a permis de mettre en évidence qu'il 
est possible dans certains cas d'accroître la convergence par utilisation d'une procédure de 
sur-relaxation. 
Sur un cas test de flamme stationnaire, et par utilisation d'une procédure de sur-relaxation, 
ce schéma s'est avéré très robuste (obtention de la solution en une itération temporelle) et a 
permis d'obtenir des gains voisins de 5 par rapport à un schéma explicite. 
On présente au chapitre suivant des résultats sur un problème instationnaire qui montre, là 
encore, l'efficacité de ce schéma. 
230 SCHEMA IMPLICITE PAR RELAXATION NON LINEAIRE 
VI.7 ANNEXE 
L'objet de cette annexe est de montrer que si l'on suppose le théorème 4 vérifié (existence 
d'une sous suite convergente vers une fonction u), alors pour le cas q = Cste avec g nulle, la 
limite u est solution faible de (108) et cette solution est entropique au sens de Kruskov. 
VI.7.1 Convergence vers la solution faible pour q = Cst 
Le problème de la convergence vers la solution faible pour q = Cst a été traité par Stoufflet 
[63] pour un cas peu différent du nôtre; la démarche que nous allons suivre est identique à 
la sienne. 
On va tout d'abord énoncer un théorème sur la composition des suites qui nous servira 
ultérieurement. 
Théorème A l 
Soit Í7 un ouvert borné de 1R et soient {vm} et {wm} deux suites de Cauchy de £i(0) . On 
suppose qu'il existe M > 0 tel que: 
Vm,¡¡ym¡|í,«(n) < M et \\wm\\Loo{ñ) < M 
Soit tp une fonction lipschitzienne de [—M, +M] sur H, si v et w sont les limites de {vm} et 
{wm} alors {i/>(um)iüm} ——>• ip(v)w dans L1^). 
On peut maintenant établir le théorème suivant: 
Théorème A2 
Si / G Cï(IR),uo G L°°(JR)r\BVi0C(M), M = j¡uo¡¡L=» avec u0 définie sur un support compact 
et si, 3S G IR / q < S et q > \\f'(0\ avec Ç G [-A/,+M]; alors: 
La fonction u obtenue à la limite est solution faible du problème de Cauchy (108), c'est à 
direV^GCo2(Mx]0,r[) : 
, d<j) d4> 
ixjo.rf / / (~^~
u
 + Tr~f(u))dxdt + / 4>(x,Q)uQ(x)dx = 0 
JiiRxio.rr dt dx M 
Démonstra t ion: 
On sait d'après le théorème de convergence, que la suite uf converge vers u"+1 solution de 
l'équation suivante (g = 0 et q = Cst): 
u,n+1 = u? - f ( / («?#) - /(«?_?)) + <rq(u^ ~ 2 < + 1 + <_+/). (125) 
On suppose que les hypothèses du théorème 4 sont vérifiées, on peut alors extraire de (125) 
une sous-suite {uh\ qui converge lorsque h —• 0 vers une fonction u. 
Soient <p € Co2(ÎRx]0,r]) et h G {hm}mew 
On définit <f>h par: 
<l>h{x,t) = <% si{x,t)€ I,xVn 
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<j>\ = 0,V¿ pour h assez petit 
«o étant définie sur un compact, il existe un intervalle In de 3R tel que: 
Vn, Vz £ / „ , < = 0-
On multiplie (125) par <^>h et on somme cette relation pour n € [0, N — 1] et pour i G Z. 
On obtient: 
E n E~ W 1 - «?)# * + f i / « ; / ) " fWX))i>?h = ^ ?(«SÍ - 2<+1 + uft1)*? A] 
»eZ n=o ¿ 
On va évaluer successivement chaque terme de cette équation. 
1er terme: 
E E W 1 - «? )tf* = DEVw 1 - )^™ - «?# *] 
,gZ n=0 ¿gZ n=l ^ ^ 
On applique maintenant le théorème Al sur le deuxième membre de l'équation ainsi obtenue. 
Pour cela on pose: 
-iî = /nx]0,r] 
-ivm} = {uhm} avec {vm} —• u et |¡um¡|L«,(n) < M 
-{wm} = {—r-i^hmix,^ - <j>hm(x,t - ahm))} avec {wm} —• — , 
ahm ux 
d<p 
et ||iym||í,«(n) < ll^-¡U°°(n) borné. 
-ift la fonction identité. 
On se trouve dans les conditions d'application du théorème Al, par passage à la limite 
on obtient: 
7 1 = JV 
Y[-u°$h= / -^fcm(x,0)îifcmdar—» / ~4>{x,0)u0(x)dx 
ry, JÎR Jm. 
2eme terme: 
EE^'Cl-Ztö 'M^E E /K+1)W-i-^ i)ir-
, 6 Z n=0 ¿ ,gZ «=1 ¿U 
Par un procédé identique à la phase précédente, on pose: 
-O = /nx]0,T] 
-{ym} = {uhm} avec {vm} —• « et ||um|¡i,«>(n) < M 
1 ,rï*X 
-{^m} = {^- (^„ (s ~ Ä"" ¿) ~ ^ - ( X + Äm' ' M aVeC ' {*""*} " 'fa 
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O l 
et ||u>m|¡L-(n) < || Q-||L~(ÍJ) borné. 
-•0 la fonction / 
On montre alors: 
nsN
~
l
 ni.«^ñ±^i _k2 _ ff rt... ^ ^^ .fi *,.J*. YTÍ: fw")®-\®+y°*=Ji ~f(uhm)Wmdxdt—g -nudelt 
yme
 t e r m e : 
E E* *«(«?# - 2<+1 + « ¡ s w * = " E " 1 E ^ < + 1 ( ^ + I - 20? + ^ ) ~ 
í € Z n=0 n=0 içZ 
On pose: 
-iî = /nx]o,r] 
•{t'm} = {uhm} avec {um} —-• u et ¡^ ¡ ¡¿^n) < M 
-{"'m} = {Tj-(^Äm(a: + Äm,<) + <Phm{x - hm,t) -2<f>Hm(x,t))} avec , 
Tn 
d2<j) d24> 
{wm} —• — et ||iüm||Loo(n) < !|^-jSU°°(n) borné. 
-il? la fonction identité. 
Alors: 
^ ' ^ ^ I Í L ^ Í Í I ! ^ = / / kr^r^v^qdxdt — 0 
i = 0 t g ¿ 
En sommant les trois termes, on retrouve l'expression souhaitée, le théorème est démontré. 
Montrons maintenant que cette solution faible u est unique, cela fait l'objet de la section 
suivante. 
VI.7.2 Unicité de la solution au sens de Kruzkov 
Théorème A3 
Si les hypothèses du théorème A3 sont vérifiées, alors: 
La suite de fonction {u^} construite à partir de (125) converge dans L\0C(JRx]Q,T[) vers la 
fonction u qui est solution au sens de Kruzkov du problème de Cauchy (108). 
D'après le théorème 3, la solution est unique. 
Démonstrat ion: 
Il suffit de démontrer que la fonction u est solution faible au sens de Kruzkov, c'est à dire : 
VJb e R , V ^ C¿(lRx]0,T[) positive 
/ / (iz\u - *l + !Tsi9n{u - k)(f(u) - f(k)))dxdt > 0 
J J K X [ 0 , I [ Ol OX 
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Soit k un réel quelconque, (125) se réécrit: 
(1 + 2aq)(ur1 - *) = K - *) - f [/K&1) - /(*) + /(*) - /("ft1)] 
+<TQ«+ + 1 1 - k) + <rq(u^ - A:) 
Deux cas sont à envisager suivant la valeur du réel k. 
1. |ifc| < M 
Alors 3k?+l€ {-M, +M}/f(u»+lJ - f(k) = / ( A n + 1 ) « + 1 - k) 
Or aq — —f (k^y1) > 0 et aq + —f (kf^) > 0, on obtient après majoration: 
(1 + 2aq)\url ~k\< K -k\- -fikUÎMtt ~k\ + lf{k£ï)\u£î - k\ 
+vq\<tï ~k\ + aq\u^ - k\ 
Mais [ / (< + 1 ) - f(k)]sign(u?+l - k) = / ' (¿ , n + 1 ) ¡<+ 1 - k\, en reportant ceci dans l'inégalité 
précédente on obtient: 
(1 + 2aq)\u?+1 -k\< | < -k\ + <rq\u?£ - k\ + <rq\u^ - k\ 
- | [ / ( ^ + i ) n + 1 - f(k)]sign(u?S - k) { i 2 6 ) 
+ 2 I / ( U Î - I ) B + 1 - / í * ) ] « ^ « ? - *) 
2. ¡fc| > M 
Dans ce cas sign(u"£i — k) = sign(u"*l — k), on vérifie aisément que (126) reste valable, 
l'inégalité étant remplacée par une égalité. En conclusion, Vfc € 3R (126) est vérifiée. 
On va sommer cette relation sur i £ Z et sur n G [l, iV — 1] après l'avoir multipliée par 
4>™h, les notations sont les mêmes que pour la démonstration précédente. (126) s'écrit: 
n
~ElE(K+1~k\-\<~k\)^h< 
" E * I X k ï i 1 - k\ - ¡<+1 - *IWÄ + î'fl«?-!1 - *! - ¡<+1 - k\)^h 
+ " E_1 E TK/«-4"!1) - /(*))«W«ft! - *) - ( /«#) - f{k))sign(u?S - k)]fih 
n=l
 l € Z Z 
1er terme: 
n=N-l n=JV-l in -t,n+l 
E E(K+1 - *l -1«? - *I)#A = E S > ? + 1 - * r f' ^ 2 
n=l , e Z n=l tgZ ^ 
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On procède de la même façon que pour le théorème précédent on montre alors que ce terme 
a pour limite lorsque h —• 0: 
/ / —lu — k\-~dxdt 
JJÜ Ot 
2eme terme: 
* E_1 E ^(i«m - *l - !<+1 - *l)tf * + 9'ÍK-i1 - *! - l«?+1 - km h = 
n=l :€Z 
A la limite ce terme vaut: 
3e m e terme: 
n=JV-l 
E E «[(/M-Y) - f{k))sign{u^ - k) - (/(«ft1) - /(¿»«^(«ft1 - k)]fîh = 
n=l ¿6Z Z 
T E - f ( / « + i ) - /(*))«ffn(«?+1 ~ h)*1*-*-ti+y2h> 
n = l ¿gZ 
A la limite ce terme vaut: 
/ / ( / O O - f(k))sign(uhm - k)wmdxdt —» / / (/(«) - f(k))sign(u - k)—dxdt 
On somme ces trois termes, on retrouve alors l'expression souhaitée. Ceci achève la démon-
stration. 
Chapitre VII 
ETUDE DE METHODES 
IMPLICITES POUR LA 
RESOLUTION DES EQUATIONS 
DE LA COMBUSTION 
VII.l INTRODUCTION 
On s'intéresse dans ce chapitre à la simulation numérique d'écoulements réactifs à nombre 
de Mach moyen (compris entre 0.5 et 3 pour fixer les idées). Lorsque l'on utilise pour cette 
simulation des schémas explicites, les critères de stabilité des termes diffusifs et des termes 
sources sont en général plus restrictifs que ceux des termes convectifs, alors que pour les 
écoulements à petit nombre de Mach, ce sont au contraire les termes convectifs qui limitent 
le pas de temps (voir [23]). 
Pour s'affranchir de ces critères, on souhaite résoudre numériquement les équations par une 
méthode par pas fractionnaires (ou encore par séparation des opérateurs). Afin de conserver 
une solution instationnaire de bonne qualité, les termes convectifs sont résolus par un schéma 
explicite tandis que les autres termes qui entraînent une réduction du pas de temps sont 
traités soit par un schéma explicite par sous-cyclage, soit par un schéma implicite. 
Le but de ce travail est donc de mettre au point des méthodes implicites performantes pour 
la simulation d'écoulements réactifs transsoniques. 
Pour étudier les problèmes posés par l'approximation numérique des termes de réaction 
et de diffusion, on va considérer dans la première et dans la seconde partie de cette étude 
le modèle isobare monodimensionnel (modèle présenté en détail au chapitre 1) que nous 
rappelons ici. 
Ce modèle simplifié ne fait plus intervenir l'hydrodynamique; il ne conserve que la diffusion 
et la réaction. On considère de plus une chimie simple avec une seule réaction chimique 
et deux espèces. Le système que l'on étudie est alors parabolique et ne comporte comme 
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variable que la température (T) et la fraction massique du réactant (Y) (voir par exemple 
[39]). 
( Tt^Txx + YF(T), 
| r f = ^ - F F ( T ) . ( 1 2 7 ) 
YF(T) ~ Q(Y,T) est le taux de réaction et Le le nombre de Lewis, rapport des diffusivités 
thermique et moléculaire. 
La loi d'Arrhénius et la loi d'action de masse donnent pour le taux de réaction normalisé 
(voir [53], [39]): 
où ß est l'énergie d'activation réduite et S le rapport entre l'élévation de température due à la 
réaction et la température des gaz brûlés. On suppose de plus que Le, ß et 8 sont constants. 
Si Le = 1 le système (127) se réduit à une seule équation puique l'on a (avec la normalisation 
utilisée) la relation Y + T = 1. 
Pour ce modèle, l'analyse asymptotique pour les grandes énergies d'activation donne des 
caractéristiques physiques de la flamme: 
- Epaisseur de la flamme Lf = 1. 
- Epaisseur de la zone de réaction Lr ~ I . 
- Temps de transit t¡ = 1. 
On note h le pas spatial utilisé dans les essais numériques, supposé constant. 
Dans la première partie (Section VII.2), on traite séparément les termes diffusifs et réac-
tifs. On présente pour cette approche les différents schémas numériques envisageables ainsi 
que les critères de stabilité qui en découlent. La résolution des termes diffusifs se fait par 
une méthode itérative de type Jacobi ou Gauss-Seidel. On présente en détail une procédure 
de sur-relaxation qui permet d'accroître considérablement la convergence de la méthode 
itérative et donc de réduire les temps de calcul. 
Dans la seconde partie (Section VII.3), une étude similaire est effectuée en conservant 
couplés les effets diffusifs et réactifs. 
Enfin, dans une dernière partie (Section VIL4), on applique les résultats précédents pour 
la simulation numérique monodimensionnelle de propagation d'une flamme dans un fluide 
compressible, en prenant en compte les effets convectifs, réactifs et diffusifs. 
VII.2 SCHEMAS NUMERIQUES POUR LE SYS-
TEME DECOUPLE 
On souhaite, dans le cadre d'une approche par pas fractionnaires, déterminer le rapport des 
critères de stabilité entre le schéma explicite et les différents schémas implicites envisageables 
pour chacun des termes composant le système d'équations considéré. 
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VII.2.1 Schéma explicite 
Terme diffusif 
En l'absence de termes réactifs, le système à résoudre est découplé et s'écrit après discréti-
sation: 
77+1 = TT + ~(T^ - 227 + ï?+1), 
17+1 = Y
"
 +
 ¥Te{Yr-1 " 2Yr + ^ l } -
De manière immédiate, le schéma ainsi défini est stable si: 
A t e ^ . h2Le h2, Atd < min(——, y ) . 
Terme source 
En l'absence de termes diffusifs, le système discrétisé s'écrit: 
í T?+1 = 7? + Aty;nF(i;n), 
\ Y,n+l = Y%n - ùdYtnF{T?), 
Le schéma sera stable (V^n+1 > 0) si: 
A j e x . 1 2Le . . -ß(l-Tp) .. 
Cette dernière expression est une fonction croissante de la température T (ß > 0), le maxi-
mum sera donc atteint pour T = Tmax = 1 classiquement dans ce modèle. Par conséquent, 
la stabilité sera assurée si: 
^
 r S
 ß* • 
Ce pas de temps est indépendant du maillage, il ne dépend que du nombre de Zeidovich ß 
et du nombre de Lewis Le. 
Remarque: 
Comparons ces deux pas de temps pour le cas particulier où Le < 1, on a alors: 
Ai5 h2ß2 
AteT 4 
2 
La largeur de la zone de réaction est en —, si on souhaite capter correctement cette zone, 
il faut qu'elle comporte plusieurs points. En conséquence, le rapport des pas de temps —— 
Ai* 
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sera toujours inférieur à 1. Pour les exemples numériques considérés par la suite, on a pris 
Añ i 
3 = 10 et h = 0.05 (4 points dans la zone de réaction), ce rapport — - vaut alors —. 
V F ¡. VV
 Att 1 6 
De ce fait, si on souhaite utiliser des pas de temps de l'ordre de 10Aí¿, une approche 
explicite pour les termes réactifs est envisageable. Pour des pas de temps plus importants, 
on peut soit utiliser une approche explicite par sous-cyclage soit utiliser un schéma implicite. 
VII.2.2 Schéma implicite linéarisé 
Terme diffusif 
Les termes diffusifs étant linéaires, le schéma implicite linéarisé s'identifie à un schéma to-
talement implicite. Le système s'écrit: 
Le système ainsi défini est découplé, la résolution peut se faire soit par une méthode directe 
soit par une méthode itérative de type Gauss-Seidel, ou Jacobi si on souhaite vectoriser le 
code numérique. Une analyse de stabilité montre que ce schéma est inconditionnellement 
stable. 
La résolution par une méthode itérative est en général la plus avantageuse. Le système 
résolu étant linéaire, ce schéma s'identifie au schéma implicite par relaxation qui sera défini 
ultérieurement. On montrera alors un procédé de sur-relaxation qui permet d'accélérer con-
sidérablement la convergence de la méthode itérative. 
Terme source 
Le système à résoudre pour le terme source est un peu plus complexe dans la mesure où il y a 
un couplage entre l'équation de température et l'équation de fraction massique. Cependant, 
on remarque qu'en l'absence de termes diffusifs, on a Vi, Yi(t) +T,-(t) = C,. On peut donc se 
ramener pour simplifier l'écriture du schéma à la résolution d'une seule équation. Choisissons 
d'écrire le schéma pour la fraction massique Y avec C¿ = 1. 
i 7 + 1 [ i + A Î ( F ( I - Ytn) - YtnF'(i - v;n))] = y;n[i - AÏY?F\\ - Ytn)]. (12s) 
Le schéma est stable si Y:n+l > 0 et si ' < 1, ce qui revient à: 
£
 t 
í i + A¿F(i - y;n) - Aír¿nF'(i - Y?) > o, 
\ 1 - AtY?F'(l - y¿") > 0. 
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La deuxième relation est la plus restrictive, la stabilité sera donc assurée pour: 
A i " < : 
* - YtnF'{i-y,ny 
Il convient de comparer ce pas de temps à celui obtenu par le schéma explicite. Formons la 
différence entre les valeurs locales de ces deux pas de temps: 
Ai? - At' = YtnF'(l-Y?)F{l-Y?) ' 
On remarque que Ai* - &t'J a le signe de Y]nF'{l - Yxn) - F{\ - Y?). Cette quantité n'est 
d dQ(Yn) 
autre, au signe près, que — [Y;BF(1 - Ytn)] = —gy~-
Or de par sa structure, on sait que dans une flamme stationnaire, Q(Y, T) est croissante dans 
la zone de préchauffage et décroissante dans la zone des gaz brûlés (voir figure ci-dessous). 
í 
[ 
[ 
S jf 
i 
E. 
e 
I 
gaz frais front gaz brûlés 
préch*uiT*f * fitetlon 
» * • '
t
-
, J | - • il I L I I Í 
— Q 
j i_ i i i i i i 
Profil de T, fi et Y 
3Ü dû 
Gomme Y est alors décroissante en fonction de x, — a le même signe que — — et on 
voit que la différence Ai* — Ai'' n'a pas un signe constant. En particulier, la différence entre 
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les valeurs locales du pas de temps explicite et du pas de temps implicite linéarisé peut être 
positive. 
En ce qui nous concerne, l'approche instationnaire nécessite l'utilisation d'un pas de 
temps global. De ce fait il convient de comparer non les valeurs locales mais les minima de 
ces deux pas de temps. 
1 2 - 1 
Ater = min — — = — , AVj = min F(l-Y) ß2 ' r YF'(i - Y) " 
Un calcul simple montre que Ai'/ est extremal pour Y solution de l'équation du second degré: 
62Y2 + ßY - 1 = 0 
Des deux racines de cette équation, on ne garde que celle qui est positive. Si on suppose de 
c 
plus que le rapport — est petit (ce qui en pratique est vérifié), alors on détermine facilement 
cette racine. On obtient: 
On vérifie que cette racine donne Ai).' minimal. 
Le calcul du pas de temps AtJ.' est alors immédiat. 
u 2e(/? - 26) 
Ai'' = ßHß rïf + cV-
Pour les valeurs numériques prises par la suite, (ß = 10, 6 — 0.84, et Le — 1) on détermine 
le rapport des pas de temps: 
c Ai*' 
- à l'ordre 0 en — : ——- — e — 2,71 (voir Picon Í55]). 
ß At* l l J' 
S Ai*' 
- à l'ordre 1 en — : ——- = 2.47. 
ß Ai« 
Le calcul numérique a donné un rapport voisin de 2.5. 
Ai'7 Par contre le rapport —r- est de l'ordre de 40, et l'utilisation de ce schéma implicite 
peut effectivement être intéressante si le pas de temps de référence est donné par les termes 
diffusifs. Mais dans tous les cas, il existe pour ce schéma une limitation du pas de temps. 
Conclusion 
Dans le cadre d'une approche par pas fractionnaires où les résolutions des termes diffusifs 
et du terme source sont découplées, le schéma implicite linéarisé ne peut être utilisé sans 
limitation de pas de temps. 
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Une autre possibilité consiste à utiliser le fait qu'une seule réaction a lieu. En effet, 
dans ce cas, même en présence de plusieurs espèces, on peut former une équation pour le 
terme source. On présente dans la section suivante les discrétisations possibles issues de 
cette remarque. On mettra en évidence que cette méthode ne permet pas de s'affranchir 
d'un critère de stabilité. 
En conséquence, la solution pour s'affranchir d'une limitation du pas de temps, consiste 
à traiter le terme source par une méthode totalement implicite. Ce terme étant non linéaire, 
une méthode de Newton semble bien appropriée. On présentera par la suite l'implémentation 
de cette méthode pour le cas particulier où une seule réaction a lieu. 
VII.2.3 Formation d'une équation pour le terme source 
Le système que l'on souhaite résoudre est: 
ÍTt = ü(Y,T) 
\ Yt = -Ü{Y,T) K } 
Avec: n(Y,T) = YF(T) 
On écrit la dérivée temporelle du terme source Ct(Y, T): 
~dt ~W dt + ~dT dt 
On utilise le système (129) et l'expression du terme source pour évaluer chaque terme de 
cette équation. Deux écritures sont possibles: 
Çlt{Y,T) = K(Y,T) Ü(Y,T): 
On obtient une équation de ce type en écrivant: 
§-rm. § = YF\T). 
On obtient alors pour l'équation en fît: 
nt{Y,T) = [YF\T) - F(T)]Ü{Y,T). 
Si l'on suppose localement K(Y,T) — Y F'(T) — F(T) = Cst, on peut directement intégrer 
cette équation. Alors: 
iî(< + Ai) = il(t)exp[K(Y,T){t) At}. 
Vi, 0( ín + 1) > 0, il n'y a pas de critère sur At pour préserver la positivité du terme source. 
Formons maintenant l'équation discrétisée obtenue pour la fraction massique Y, en écrivant 
yn+i _ yn - Aííln + 1 : 
y-n+l
 = y-n _ ^ynF^exp^Y?F''(T?) - F(T?)) M\. 
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La stabilité de ce schéma est assurée si: 
A i ! < 3
 F(Tr)exp{(Y?F'(T?) - F(T?)) Ai] ' 
Comparons ce pas de temps au pas de temps obtenu par le schéma explicite. 
At° 
-^ = exp[{-Y?F'{T?) + F(Tn) A*]. 
Là encore, dans la zone de préchauffage ce rapport est inférieur à 1 et donc la stabilité de ce 
schéma est plus sévère que celle du schéma explicite. 
nt(Y,T) = K(Y,T) Q2(Y,T): 
Par un procédé identique à ce qui a été fait, on écrit: 
£ 0 _ fi dit _ F'(T) 
dY ~ Y ' dT~ F{T) 
Ce qui donne: 
nt(T,r) = [^-i]o2(y-,r). 
F'IT\ 1 
Si l'on suppose localement K(Y, T) = — — = Cst, on intègre cette équation: 
F\T) i 
n(t + At)= m 
n. 
i-[?$?-«On(t)At" 
Il est facile de voir, en écrivant l'équation discrétisée pour la fraction massique, que ce schéma 
est équivalent au schéma implicite linéarisé; sa stabilité est donc la même. 
Conclusion 
Ces deux méthodes s'avèrent inefficaces pour la résolution des équations considérées. Dans 
ces conditions, pour une approche découplée (termes diffusifs et source traités séparément), 
la seule façon de procéder consiste à utiliser pour le terme source un schéma totalement 
implicite. 
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VII.2.4 Schéma totalement implicite 
Soit à résoudre: 
f T?»=1? + toY?+lF(7T+l)t , 
\ F,n+1 = Ytn - AtY^FiT?*1). { > 
Pour le cas particulier où une seule réaction existe, on peut former une équation non linéaire 
pour 3a température ou pour la fraction massique. L'intérêt de procéder ainsi réside dans le 
fait que l'on traite par une méthode de Newton une équation scalaire. On réduit ainsi le coût 
de la méthode. 
Vi, TT + Y? = C(i), Alors: 
yrn+l
 = yn _ AtY^F(C(i) - Y?+l) 
Après résolution de cette équation, on obtient directement la température T?+1: 
T?+l = C(i) - >7+1 
La stabilité de ce schéma est inconditionnelle. 
Remarque: 
Pour un système très général (comportant plusieurs réactions), il n'est pas en général 
possible de former une équation scalaire pour une seule variable. La solution consiste alors à 
résoudre le système complet, ce qui a pour conséquence d'augmenter le coût de la méthode 
numérique. 
VII.2.5 Schéma implicite par relaxation non linéaire 
On s'intéressera plus loin à la résolution des termes diiFusifs et du terme source par un 
schéma implicite par relaxation non linéaire. Pour le terme réactif considéré seul, ce schéma 
s'identifiera au schéma totalement implicite. Pour des termes purement diiFusifs, ce schéma 
s'identifie à un algorithme de type Gauss-Seidel pour lequel nous présentons maintenant un 
procédé de sur-relaxation qui permet d'accroître la convergence de la phase de relaxation. 
Nous verrons dans la partie suivante comment étendre ce procédé de sur-relaxation pour un 
système couplant les termes diiFusifs et le terme source. 
Terme diffusif 
Les équations considérées sont linéaires, en conséquence ce schéma s'identifie au schéma 
implicite dont la résolution se fait par un algorithme de type Gauss-Seidel. 
Notons Ta et Ya la valeur de la température et de la fraction massique à l'étape de relaxation 
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a. Le schéma s'écrit en version Gauss-Seidel en supposant un balayage dans le sens des noeuds 
croissant: 
f Va > 0 : 
î ^ ( l + **) = 77 + ^ ( T « + 1 + Tt_f), 
V'O — V , n 1
 i ~ J » > 
h2 Le' 
(131) 
La stabilitt inconditionnelle. 
Pour réduire les temps de calcul, il est nécessaire d'améliorer la convergence de la phase 
relaxation. On peut réaliser ceci par une méthode de sur-relaxation. Pour une équation pure-
ment diffusive avec des conditions aux limites de type Dirichlet, nous avons vu au chapitre 
précédent que la procédure de sur-relaxation est plus performante lorsque l'on réalise un 
seul balayage. Cependant, bien que légèrement moins performante, on préfère réaliser une 
procédure à double balayage; en effet cette dernière s'avère moins sensible au variation du 
paramètre de sur-relaxation. Ceci est d'autant plus vrai que dans le cas général, la détermi-
nation du paramètre de sur-relaxation optimal est approchée. 
Procédé de sur-relaxation 
Considérons l'équation: 
ut — aux 
avec conditions aux limites de Dirichlet. On note u> le paramètre de sur-relaxation. Le schéma 
de relaxation s'écrit alors, Va > 0: 
f Pour i croissant, 
u,- = u, + a—(u¡_S - 2ut + ti1+1), 
ui — ujui i + (1 — u))u". 
Pour i décroissant, 
[ uf+l = uùf*1 + (1 - w)u*+* • 
On pose ß = a— et I le nombre de points de la discretisation spatiale. 
h2 
L'analyse matricielle donne pour le paramètre optimal de sur-relaxation uiopt si on suppose 
un seul balayage (voir Varga [70] ou chapitre précédent): 
2 2p .jr. w
-*
 =
 i+vi-p»'a v e c p = rrrr3^-
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(p est ie rayon spectral de la matrice reliant ua à ua+1 pour un algorithme de Jacobi). 
Cette procédure de sur-relaxation a pour conséquence d'amortir de façon "quasi uniforme" 
toutes les fréquences. 
Quel que soit le type de conditions aux limites envisagé, cette méthode s'est avérée très 
robuste et assez performante. A titre d'exemple pour un problème de diffusion pure avec des 
conditions aux limites de type Dirichlet et pour un résidu normalisé de la phase de relaxation 
fixé à 10 ~3, le gain en temps CPU par rapport au schéma non sur-reîaxé est de l'ordre de 4. 
Pour la recherche d'une solution instationnaire (pour laquelle on se limite pour des raisons 
de précision à des pas de temps petits), ce gain n'est en général pas suffisant pour rendre 
performante la méthode par rapport au schéma explicite. On présente donc une autre mé-
thode de sur-relaxât ion plus performante mais hélas moins robuste et qui n'est applicable 
que sous certaines conditions : les conditions aux limites doivent être du type Neumann et 
le pas de temps ne doit pas, pour des raisons de précision, être trop grand. L'utilisation de 
cette méthode nécessite de ce fait certaines précautions. 
Ce schéma est identique en tout point au schéma précédent, mis à part la sur-relaxation 
qui est toujours faite par rapport à l'étape de relaxation a. 
De plus, on n'effectue aucune sur-relaxation sur les bords du domaine. 
Ce schéma est présenté ci-dessous: 
[ Pour i croissant, 
* — il. J~ n [il. ¿ 9«. * 
h? ur
T
=«? + a^K.7 -2C+«f + 1 j I 
a • i a+-1
 = uûi * + (1 -u)uf. 
Pour i décroissant, 
< + 1 =LOÙf+l +(1-U)uf. 
Il n'est pas possible comme c'était le cas précédemment de déterminer le paramètre op-
timal de sur-relaxation. 
Cette procédure de sur-relaxation crée une erreur proportionnelle au pas de temps et inverse-
ment proportionnelle au résidu de la phase de relaxation. Pour illustrer ceci, on a réalisé une 
expérience de diffusion pure monodimensionnelle. Le maillage considéré comporte N=101 
points, on initialise par une marche. On prend sur les bords du domaine des conditions aux 
limites de type Dirichlet. Pour cette expérience, la solution stationnaire que l'on note uex est 
uniforme. On définit deux résidus, le premier mesure la convergence vers l'état stationnaire: 
R EiK+ 1 -«?l 
Kesn = E.-l«î-«?l ' 
tandis que le second mesure la convergence de la phase de relaxation: 
£,!u?+ 1-<¡ Resn = E,-1<=1 - «? a=OI 
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On applique le schéma précédent pour différents pas de temps et ce jusqu'à ce que Resn < 
10~6. Le nombre de relaxations est déterminé de façon à atteindre le résidu Resa souhaité. 
Le paramètre de sur-relaxation utilisé est le même que celui défini dans la partie précédente. 
On définit alors l'erreur en pourcentage de la méthode de sur-relaxation par: 
La solution ainsi obtenue par utilisation de la procédure de sur-relaxation est décalée par 
rapport à la solution exacte. On a regroupé dans le tableau ci-dessous les erreurs i. tenues 
pour différents pas de temps et pour deux résidus normalisés. 
_/XCÖ£^ 
10 -2 
10 "3 
At = 100AÍ5 
1.4 
0.2 
Ai = lOOOAí^  
7.5 
1 
Ai = 10000AÍS 
40 
4.3 
Erreurs en % dues à la procédure de sur-relaxation sur la solution 
stationnaire d'un problème de diffusion pure. 
Les limites d'utilisation de cette procédure apparaissent clairement: l'erreur relative 
obtenue pour des grands pas de temps n'est pas acceptable. Cependant, pour les pas de 
temps que nous sommes amenés à utiliser par la suite (Ai < lOOOAiJ) les erreurs commises 
sont acceptables. Ceci est d'autant plus vrai en présence de combustion, car le terme source 
supprime alors toute diffusion en dehors de la zone de combustion (en effet T et Y sont 
pratiquement constants). 
Un tel procédé de sur-relaxation a donné par rapport au schéma non sur-relaxé des gains en 
temps CPU de 20 à 40. 
Une analyse de Fourier de cette méthode a montré que cette procédure donne de bons résul-
tats car les basses fréquences sont très bien amorties. C'est cette méthode qui a été utilisée 
par la suite. Malgré les imperfections observées pour un problème de diffusion pure à grand 
pas de temps, cette méthode a donné en pratique des résultats très satisfaisants pour les 
problèmes traités. 
Terme source 
Le schéma totalement implicite écrit pour l'équation de fraction massique ne fait intervenir 
comme inconnue que F¿n+1. De ce fait, le schéma de relaxation non linéaire s'identifie là 
encore au schéma implicite décrit dans la section précédente. La solution est obtenue pour 
ce cas particulier en une relaxation. 
y;.-+i - ytn - Aty;n+1F(C(¿) - Y?+l) 
L'équation de température est immédiate. 
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Conclusion 
Par rapport à un schéma explicite, ce schéma de relaxation présente l'inconvénient d'avoir 
un paramètre supplémentaire à gérer (pour les termes diffusifs). En effet, il faut faire un 
choix en ce qui concerne le nombre de relaxations. En toute logique l'état n + 1 est obtenu 
après une infinité de relaxations. Dans la pratique, ce nombre devrait être conditionné par 
un résidu normalisé (très petit) calculé à partir des étapes de relaxation a et a + 1. On verra 
dans la partie concernant les résultats numériques l'influence du nombre de relaxations sur 
la qualité de la solution. 
VII.2.6 Conclusion 
Il ressort de cette étude que dans une approche par pas fractionnaires, telle que nous l'avons 
définie, la seule façon de traiter le terme source pour s'affranchir d'un critère de stabilité 
est d'utiliser un schéma totalement implicite où la phase non linéaire est résolue par une 
méthode de Newton. 
Pour l'utilisation de pas de temps plus faible, (At < 40Aí¿) on peut par contre envisager 
l'utilisation d'un schéma implicite linéarisé pour les termes réactifs. Pour des pas de temps 
encore plus petits (Ai < 10A#5), un approche explicite est possible pour ces termes. 
Il reste à vérifier numériquement si d'une part ces schémas implicites permettent d'obtenir 
un gain en temps de calcul et si d'autre part les solutions sont de qualité acceptable. 
De plus, on souhaite savoir qu'elle est l'influence sur la solution de l'ordre d'intégration des 
termes diffusifs et du terme source. 
VII.2.7 Résultats numériques 
On se propose dans cette partie de tester les différents schémas implicites présentés que 
l'on comparera à la solution obtenue par le schéma explicite. En plus de ce qui a été dit 
précédemment, on souhaite déterminer en fonction du pas de temps considéré quel est le 
schéma le mieux adapté. Pour ce, on considérera des pas de temps égaux à 10, 100 et 1000 
fois le pas de temps explicite obtenu pour les termes diffusifs. 
Tous les temps de calcul définis dans cette section et la suivante ont été obtenus avec une 
compilation scalaire des codes numériques, sur le CONVEX-C2 de l'INRIA. 
On choisit pour présenter les résultats numériques: 
I e = l, 0 = 10, ¿ = 0.84 
Le nombre de points considéré est de 400, le pas h = 0.05. 
Le pas de temps du schéma explicite est pris égal à 0.9Aí¿ soit : Ate = 1.125 10~3. 
On prend comme solution initiale l'état présenté figure VII. 1. Cet état est obtenu à partir 
du schéma explicite sans convergence. 
Sur les bords gauche et droit du domaine de calcul, on prend des conditions limites du type 
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Neumann (gradients de température et de concentration nuls). 
La vitesse de flamme est calculée comme dans [39]: on se place dans un repère fixe par 
rapport à la flamme, repère dont la vitesse de translation est calculée en imposant que 
l'énergie thermique contenue dans le domaine de calcul reste constante au cours du temps. 
Notons / le nombre de points (/ = 400), la conservation discrète de l'énergie thermique 
donne alors: 
-Í(Ü(TQ) + nm)-l=J2 n^h 
V(t) = — 21 
i / - i 0 
La vitesse pour l'initialisation est VQ = 0.8713. On choisit pour tous les résultats de présenter 
la solution à t = 1000Aie. 
Compte tenu de l'étude précédente, trois schémas sont susceptibles de convenir. Pour ces 
trois schémas, l'intégration des termes diffusifs est traitée par le schéma de relaxation (131), 
Pour traiter les termes réactifs, le premier utilise le schéma implicite linéarisé (128) tandis 
que le second utilise une approche explicite par sous-cyclage. Enfin, le troisième est le schéma 
totalement implicite (130). 
11 n'a pas été possible de traiter par cette approche le cas Ai; = 1000Aie (solution obtenue 
en une itération temporelle), autrement qu'avec la méthode de sous-cyclage. En effet, pour ce 
cas l'algorithme de Newton ne converge pas, la solution initiale est trop éloignée de la solution 
à t ~ 1000Aie. Dans ces conditions, si on souhaite obtenir la solution en une itération, un 
schéma complet couplant les termes diffusifs et le terme source est nécessaire. 
1. Schéma implicite non linéaire 
L'utilisation du schéma implicite par relaxation offre une liberté supplémentaire concernant 
le nombre de relaxations pour la résolution des termes diffusifs. Pour mesurer la convergence 
de cette phase, on définit un résidu normalisé à partir de la température et de la fraction 
massique. On a représenté figures VII.2a et VII.2b les solutions obtenues en 10 et 100 rela-
xations. Le pas de temps considéré est Ai; = 10ÛAie. On intègre les termes diffusifs puis le 
terme source par le schéma totalement implicite. 
Les résultats sont présentés dans le tableau suivant, le résidu qui y apparait est le résidu 
normalisé obtenue à la dernière relaxation de la dernière itération temporelle: 
Pas de temps 
Figure 
Nbr de relax 
Résidu 
Vitesse de flamme 
Temps CPU 
Efficacité 
Schéma implicite 
Ai = 100Aie 
-
5 
0.3 
0.4074 
0.66^ 
20.8 
VII.2a 
10 
0.1 
0.5741 
0.96 
14.3 
VII.2b 
100 
10"3 
0.8533 
5.6 
2.4 
Schéma explicite 
Ai = Aie 
-
-
-
0.8994 
13.7 
1 
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Comme nous pouvions le penser, la convergence de la phase de relaxation améliore con-
sidérablement la qualité de la solution. Cependant, cette convergence est très lente (100 
relaxations soit 200 balayages, sont nécessaires pour atteindre un résidu de 10~3). Ceci a 
pour conséquence de réduire l'efficacité du schéma. 
On peut cependant remarquer que, même lorsque la convergence est atteinte, la solution 
obtenue s'éloigne sensiblement de la solution de référence. 
Pour réduire ce nombre de relaxations, on utilise la méthode de sur-relaxation définie 
précédemment (la deuxième) que l'on applique à notre problème de combustion. Le paramè-
tre de sur-relaxation optimum défini par l'analyse matricielle est effectivement celui qui 
minimise le nombre de relaxation pour notre algorithme. 
Pour At{ = 100A¿e, la solution est obtenue en 10 itérations temporelles. L'intégration 
des termes diffusifs se fait avec ujopt = 1.75, 3 relaxations (c'est à dire 6 balayages) suffisent 
pour atteindre un résidu normalisé de 10"3. Par contre, l'algorithme de Newton converge 
difficilement (autour de 20 itérations). La solution (figure VII.3a) est tout à fait comparable 
à celle obtenue sans sur-relaxation (figure VII.2b). 
L'ordre d'intégration (termes diffusifs et termes réactifs) modifie considérablement la solution 
(figure VII.3b). En effet, la diffusion étale le terme source. La vitesse de flamme étant définie 
à partir de l'intégrale du terme source, lorsque la diffusion se fait en deuxième position, il est 
alors normal de trouver une vitesse de flamme légèrement supérieure. Il semble préférable 
d'intégrer les termes diffusifs en premier. 
Pour Ati = I0Ate) la solution est obtenue en 100 itérations temporelles. ujopt — 1.4 et 
avec seulement 2 relaxations le résidu moyen est de 3 10~4. L'algorithme de Newton converge 
en 3 itérations pour les points les plus délicats (dans la zone de combustion). 
Les mêmes remarques restent valables, le pas de temps plus faible atténue simplement les 
phénomènes et on n'observe pratiquement pas de différence avec la solution de référence. 
Pas de temps 
Ordre d'intégration 
Figure 
u 
Nbr de relax 
Vitesse de flamme 
Temps CPU 
Efficacité 
At = 100Aíe 
D/R 
VII.2b 
1 
100 
0.8533 
5.6 
2.2 
D/R 
VII.3a 
1.75 
3 
0.8573 
0.60 
22.8 
R/D 
VII.3b 
1.75 
3 
1.6480 
0.61 
22.8 
At = 10Are 
D/R 
-
1 
20 
0.8952 
18 
0.76 
D/R 
-
1.4 
2 
0.8951 
4.1 
3.3 
R/D 
-
1.4 
2 
0.9872 
4 
3.4 
2. Schéma implicite linéarisé 
D'après l'analyse faite plus haut, le schéma implicite linéarisé ne peut être utilisé que pour 
Ai < 40Aí¿. On a vérifié numériquement que c'est bien le cas. 
On ne présente par la suite que les résultats obtenus en intégrant d'abord les termes diffusifs 
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puis les termes réactifs. L'intégration des termes diffusifs se fait toujours en utilisant la 
méthode de sur-relaxation. 
On a représenté figure VII.4a pour Ai = 10Aie la solution obtenue par le schéma implicite 
linéarisé. Cette solution est comparable à celle obtenue par le schéma totalement implicite 
(la première itération de Newton s'identifie au schéma implicite linéarisé) pour un coût bien 
moindre. Le pas de temps considéré est inférieur au pas de temps explicite des termes réactifs, 
de ce fait l'algorithme de Newton implémenté dans le schéma implicite non linéaire converge 
très vite; aussi il n'est pas surprenant d'avoir des solutions quasi identiques. Pour un pas de 
temps plus important Ai = 40Aie (Ai proche de la limite de stabilité) le schéma implicite 
linéarisé s'avère insuffisant (figure VII.4b). 
Pas de temps 
Figure 
Uf 
Nbr de relax 
Vitesse de flamme 
Temps CPU 
Efficacité 
Schéma implicite 
Ai = 10Aie 
VII.4a 
1.4 
2 
0.8814 
2.6 
5.3 
Schéma implicite 
Ai = 40Aie 
VII.4b 
1.62 
3 
0.58206 
0.78 
17.6 
Schéma explicite 
At = Aie 
-
-
-
0.8994 
13.7 
1 
3. Schéma mixte implicite/explicite 
Pour Ai = 10Aie, les termes réactifs sont traités de manière explicite sans sous-cyclage 
(figure VII.5a). Contrairement à ce que l'on pouvait attendre, la solution ainsi obtenue est 
de moins bonne qualité que celle obtenue par le schéma implicite linéarisé (figure VII.4a). 
Pour Ai = 10QAie et pour 6 souscyclages, on se trouve juste en dessous de la limite de la 
stabilité (Ai = 15Aif), les défauts précédents sont accentués et l'efficacité de ce schéma se 
détériore. La solution n'est pas assez diffusée. 
On a regroupé dans le tableau suivant les résultats issus de ces calculs. 
Pas de temps 
Figure 
U! 
Nbr de relaxation 
Nbr de sous-cyclage 
Vitesse de flamme 
Temps CPU 
Efficacité 
Schéma mixte 
Ai = 10 Aie 
VILSa 
1.4 
2 
1 
0.7754 
2.14 
6.4 
Schéma mixte 
Ai = lOOAie 
VII.5b 
1.75 
3 
6 
0.3200 
0.55 
24.9 
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4. C o n c l u s i o n s 
Par utilisation du procédé de sur-relaxation, on a pu réduire les temps de calcul d'un facteur 
10 tout en conservant une solution de même qualité. Les gains réalisés par rapport à l'explicite 
sont compris entre 3 et 20. 
Pour les petits pas de temps, l'utilisation du schéma implicite linéarisé permet, tout 
en gardant une solution de qualité acceptable, des gains supérieurs à 6 par rapport au 
schéma explicite. L'approche mixte implicite/explicite permet d'améliorer l'efficacité, mais 
les solutions sont de mauvaise qualité. Pour le schéma totalement implicite, la vitesse de 
flamme est relativement proche de celle obtenue par le schéma explicite lorsque l'on intègre 
dans l'ordre les termes diffusifs puis le terme réactif. Quoi qu'il en soit, cette approche par 
pas fractionnaires rend inévitable les oscillations de vitesse. 
De par sa structure, on constate que cette approche ne permet pas d'obtenir une solution 
très précise pour les grands pas de temps. De plus, pour At — 1000Afe, l'obtention de la 
solution en une itération temporelle ne peut se faire. 
Pour ces raisons, on est intéressé par la mise au point de méthodes implicites globales 
intégrant ensemble les phases difFusives et réactives. Cela fait l'objet des sections suivantes. 
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temperature 
• 
i 
I J 
. . 
í , 
; 
/ 
/ 
/ 
omega 
1 
1 
Figure VII. 1 : Initialisation obtenue par le schema explicite 
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temperature 
• 
f | 1 
•i 
.7 
7 
7 
temperature 
¿Taction massique 
• 
• 
< 
omega 
1 
fraction massique 
omega 
a) Diffusion/Réaction 
10 relaxations 
b) Diffusion/Réaction 
100 relaxations 
Figure VII.2 : Schéma implicite de relaxation non linéaire, Ai = 100Aie 
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temperature 
/r 
fraction massique 
omega 
temperature 
omega 
• 
• 
-
• 
ft 
.\ 
; \ • 
i vV. 
a) Diffusion Réaction b) Réaction/Diffusion 
Figure VII.3 : Schéma implicite de relaxation non linéaire, Ai = 100Aíe, 3 relaxations, 
w = 1.75 
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temperature temperature 
omega 
í 11 
fraction massique 
omega 
• 
• 
. 
J 
1 
1 
|. 
• 
1. 
\ 
a) Ai = lOAie b) Ai = 40Aie 
Figure VII.4 : Schéma implicite linéarisé 
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temperature 
traction massique 
omega 
V 
temperature 
fraction massique 
a) A i = lOAie b) Ai = 100Aie 
Figure VII.5 : Schéma mixte implicite-explicite 
SCHEMAS NUMERIQUES POUR LE SYSTEME COUPLE 257 
VII.3 SCHEMAS NUMERIQUES P O U R LE SYS-
T E M E COUPLE 
On conserve toujours, dans l'optique d'une résolution globale équations d'Euler et équations 
de la combustion, une approche par pas fractionnaires: on va séparer maintenant d'une part 
les termes convectifs, d'autre part les termes de réaction et de diffusion. Pour ces derniers, 
on s'intéresse encore au système (127), que l'on va traiter dans cette partie sans séparer 
réaction et diffusion. 
Deux types de schémas sont susceptibles de convenir. 
Le premier est le schéma implicite linéarisé. L'effet stabilisateur de la diffusion peut sous 
certaines conditions liées à la physique du problème considéré, assurer une stabilité pour des 
critères moins restrictifs que pour le terme source seul. Nous verrons ce qu'il en est par la 
suite. 
Le second schéma, le schéma implicite par relaxation non linéaire, assure quant à lui une 
stabilité inconditionnelle (voir chapitre 6). Pour cela, le terme source doit être pris à l'étape 
de relaxation a + 1. De même que pour le précédent schéma, l'effet stabilisateur des termes 
diffusifs peut dans certains cas permettre de prendre le terme source à l 'étape de relaxation 
a (on définit ainsi un schéma implicite par relaxation "linéaire"). On évite une méthode de 
Newton qui s'avère assez coûteuse. Les deux versions de ce schéma sont donc envisageables. 
On va étudier ces différents schémas numériques et voir dans quelle mesure la stabilité 
reste inconditionnelle. 
VII.3.1 Schéma implicite linéarisé 
Pour le cas général où Le j¿ 1, il n'est pas possible de former une équation scalaire de fraction 
massique (dans l'idée de ce qui a été fait précédemment). Aussi pour simplifier notre étude, 
on pose Le = 1. On se ramène ainsi à la résolution d'une équation scalaire (Y + T = 1): 
Y^[l + At(F(l - Y?) - î ? F ' ( i - Y«) + ¿ ) ] = 
JÎTOÎ1 + ^ ,-t1) + *?[1 - Aiy,"F'(l - Y/1)]. { ' 
La stabilité du schéma sera assurée si le principe du maximum est vérifié, c'est à dire: 
Vn > 0, V», minK n < Y?+1 < m a x K n 
i i 
Pour étudier ceci, on effectue une analyse matricielle. Posons: 
y = (*í>v ,*?, ,5?) 
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avec YQ — F0n+i = 1 et Y" — F/4"1 = 0: on impose des conditions de Dirichlet sur les bords 
du domaine de calcul. 
Le schéma (132) s'écrit pour i G [0,/]: 
Ayn+i = ßyn 
où les matrices A et B sont définies comme suit: 
( \ 0 ... 
C Al C 
A = 
0 \ 
0 
C A/_! C 
\ 0 0 ... 0 1 
/ 1 0 ... 
0 Bx 0 
B = 
0 \ 
0 
0 Bu 0 
0 0 . . . 0 1 ) 
Les quantités définissant les matrices sont déterminées à partir du schéma: 
Ai = l + At[F(l - Y?) - Y?F'(1 - Y?) + ^} 
Bi = l - MYtnF'{l - Y,n) 
Ai 
C = - h2 
Si la matrice A est une M-matrice, elle est inversible et son inverse ne comporte que des 
coefficients positifs. Une condition nécessaire pour que le principe du maximum soit vérifié 
est que la positivité des espèces soit respectée. C'est à dire Vi, £?. > 0. Soit: 
ùdn < min[ 
YF\l~Yf 
On retrouve le critère de stabilité du schéma implicite linéarisé pour l'équation purement 
réactive. 
Montrons que sous cette condition la matrice A est une M-matrice. C'est à dire qu'elle vérifie 
Vi: 
Ai > 0, 
C < 0 , 
Ai + 2C > 0. 
Posons G(Y) = F(l — Y) — YF'(1 — Y), un calcul simple montre que G(Y) atteint son 
2 
minimum pour YQ = Q- -n-. La quantité G(YQ) est alors négative et vaut: ß + 26 
G(Yo) =-£(ß + *6)e -2 
C étant négatif, la matrice A est une M-matrice si la quantité suivante est positive: 
min(A; + 2C) = 1 + AtüG(Y0) > 0. 
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Sous les conditions précédemment définies (plusieurs points dans la zone de réaction et S 
S 
petit devant ß), cette condition s'écrit à Tordre 1 en —: 
l - - ( l - - ) > 0 . 
Pour les valeurs numériques utilisées, cette quantité est bien positive puisque l'on a: 
l - i ( l - i ) = 0.66. 
Montrons maintenant que sous le critère de stabilité précédent (positivité de Y) le principe 
du maximum est toujours vérifié. 
Posons C = A~XB, la matrice C n'a que des coefficients positifs en vertu de ce qui précède. 
Posons U le vecteur de composantes égal à 1. Vi G [0, / ] , on a 2C +A, > ¿?¿. Par conséquence, 
on a: AU > BU et donc U > CU, soit Vi, Ylj Cl3 < 1. Alors, puisque Y?+l = £ j CijY?: 
V ¿ , 0 < Y}n+1 <màxY?, 
ce qui achève la démonstration. 
Remarque: 
Numériquement, on observe que ce schéma implicite linéarisé est stable pour des valeurs 
du pas de temps largement supérieures à Ai,-/. Ceci provient du fait que cette étude nous 
donne une condition de stabilité suffisante et non nécessaire; de plus on ne prend pas en 
compte certaines caractéristiques physiques du problème considéré à savoir par exemple que 
Y est une fonction monotone. Pour ce schéma, l'étude de stabilité tenant compte de cette 
remarque ne peut pas être réalisée. 
Dans la pratique, la résolution de ce schéma se fait par une méthode itérative. Aussi on 
peut utiliser un procédé de sur-relaxation pour améliorer la convergence. Une étude identique 
à celle déjà réalisée pour les termes diffusifs seuls donne: 
2 2ß ir 
uopt{i) = / „ , avec p(i) = -T7rzcos(-). 
At 
ou n = — , A(i) = 1 + ¿\t[F(l - Ytn) - Y,nF'{l - y;n) + £ ] et / le nombre de points de la 
discrétisation spatiale. 
Contrairement au problème de diffusion pure, on définit ici un paramètre de sur-relaxation 
optimal pour chaque point i du maillage. 
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VII.3.2 Schéma implicite par relaxation 
Ce schéma a déjà été présenté en détail pour résoudre le problème linéaire de diffusion pure. 
De même que pour l'étude précédente, on prend pour simplifier Le = 1 afin de former une 
équation scalaire (T = 1 —Y). 
On prend un algorithme itératif de type Gauss-Seidel. Pour un balayage dans le sens croissant 
des noeuds, le schéma implicite par relaxation non linéaire s'écrit: 
f Va > 0 : 
I o /\t 
< Y»+l(l + At^) = Y» + —(Y»+l + Y°_+l -AtY°+1F(l-Yta+1), 
> y? = Y?-
Ce schéma assure une stabilité inconditionnelle (voir chapitre 6), mais il présente l'incon-
vénient d'avoir pour chaque point et pour chaque étape de relaxation un système non linéaire 
à résoudre qui rend la méthode coûteuse. L'étude numérique à venir confirme ceci, du moins 
pour la recherche de la solution instationnaire. 
Le système non linéaire étant ponctuel, on le résout dans la pratique en utilisant une méthode 
de Newton. 
Pour les mêmes raisons que précédemment (effet stabilisateur des termes diffusifs), on peut 
penser que ce schéma de relaxation "linéaire" (terme source pris à l'étape de relaxation 
a) peut assurer sous certaines conditions une stabilité inconditionnelle. On évite ainsi la 
résolution coûteuse du système non linéaire. 
Ce nouveau schéma s'écrit alors sous les mêmes hypothèses (algorithme de Gauss-Seidei et 
balayage dans le sens croissant des noeuds): 
' Va > 0 : 
2 Ai 
< Y?+1(l + A i - ) = 17« + ~ ( ^ + V£+») - AtY?F(l - Y?), 
Y0 = Yn 
L'intérêt premier de ce type de schéma, en version linéaire, est qu'il évite, contrairement 
au schéma implicite linéarisé, le calcul des matrices Jacobiennes et le stockage des matrices 
implicites. 
Il est immédiat que ce schéma n'est pas inconditionnellement stable pour un problème très 
général. 
Sous l'hypothèse de monotonie, étudions si ce schéma (écrit avec un algorithme de Jacobi) 
permet d'obtenir la positivité des espèces. Pour les grands pas de temps (Ai —• oo), le 
schéma s'écrit: 
2Y?+l = Y?_1 + Yf+l - h2Y°F(l -Y?). 
Une analyse matricielle directe montre que ce schéma ne préserve pas la positivité et donc est 
instable. Mais si l'on suppose que Y est une fonction monotone et si de plus cette monotonie 
est respectée au cours de chaque relaxation, on peut alors obtenir une condition de positivité 
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suffisante. 
Prenons par exemple Y¡Zi > Y" (on suppose la fraction massique Y décroissante) et V¡-+1 > O. 
La condition de positivité qui s'écrit Va, Yf+i > 0 est vérifiée si: 
V Y € [0,1], h2F(l -Y)-KO 
32 Or max[jp(l — Y)] = —. Donc l'inégalité précédente sera vérifiée si hß < \¡2. Ceci s'écrit aussi 
ù 
\/2 h < Lr, où Lr représente la largeur de la zone de réaction. On voit que sous l'hypothèse 
ù 
définie précédemment, à savoir quatre points dans la zone de réaction, ces inégalités sont 
vérifiées. 
Remarque: 
Cette hypothèse de monotonie de la fraction massique peut paraître sévère. Mais en 
pratique, ce schéma s'est effectivement avéré stable pour les pas de temps extrêmes que l'on 
a considérés (Ai = 1000Aie). 
De même que pour les termes diffusifs seuls, un procédé de sur-relaxation peut accélérer la 
vitesse de convergence de ce schéma en version linéaire ou non. Cependant, la détermination 
du paramètre optimal est ici plus complexe et moins précise. En effet, l'analyse matricielle 
qui permet de déterminer le paramètre ne peut (pour des raisons de stabilité) se faire que sur 
le schéma en version non linéaire et de plus, cette analyse doit supposer F(l — Y) = Cste. 
On pose comme cela a déjà été fait: 
¡x = — et / le nombre de points de la discrétisation spatiale. 
h2 
L'analyse matricielle (avec condition de Dirichlet sur les bords) donne pour le paramètre 
optimal de sur-relaxation u>opt: 
<**(«•) = T ï ^ - — . avec „(i) =
 1 + 2^1 + ^h2F{l ^ ^ ( j ) 
VII.3.3 Résultats numériques 
On souhaite dans cette partie, valider les résultats théoriques précédents et voir comment 
évoluent les solutions par rapport aux schémas déjà présentés. On reprend les mêmes cas-
tests. 
1. Schéma implicite linéarisé 
L'analyse théorique n'a permis de déterminer qu'une condition suffisante de stabilité de ce 
schéma. Numériquement, on a vérifié la stabilité pour Ai < 250A£e. Les résultats obtenus par 
ce schéma sont représentés dans le tableau ci-dessous. Contrairement aux schémas précédents, 
où le paramètre de sur-relaxation était global, le gain obtenu ici par sur-relaxation est moins 
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sensible. En effet, le paramètre de sur-relaxation étant local, il est nécessaire de le calculer à 
chaque itération et ceci pour chaque point. Cependant, le gain réalisé reste important et le 
paramètre défini théoriquement semble effectivement être le paramètre optimal. 
Pour Ai < 100Aie les solutions ainsi obtenues permettent un gain allant jusqu'à 14 par 
rapport à l'explicite. Les solutions sont de très bonne qualité et on n'observe pas de différence 
par rapport à la solution de référence . 
A la limite de stabilité, ce gain pas.- • à 27 mais alors la diffusion du schéma implicite détériore 
la précision de la solution (figure v ÍÍ.6) qui reste cependant acceptable. 
On peut ici faire une remarque sur les résultats obtenus, La zone de réaction ayant une 
épaisseur de 2/ß, et la vitesse de flamme valant approximativement 1, le temps nécessaire 
pour que la flamme se propage sur une distance égale à l'épaisseur de la zone de réaction 
2 
vaut t-Q ~ — = 0.2 ~ 200Aie- On peut alors penser que les schémas implicites (linéarisés où 
non) donneront des solutions peu diffusées si le pas de temps n'excède pas cette valeur i0. 
Ceci est assez bien vérifié numériquement. 
Remarque: 
Pour les petits pas de temps, l'utilisation d'un paramètre de sur-relaxation global permet 
de réduire encore plus les temps de calcul. Mais cela nécessite l'ajustement du paramètre. 
Aussi préfère-t-on la procédure locale (par point) définie précédemment. 
Pas de temps 
Sur-relaxation 
Figure 
Nbr de relax 
Résidu 
Vitesse de flamme 
Temps CPU 
Efficacité 
Ai = 
non 
-
20 
5 IQ"4 
0.9008 
14.5 
0.94 
10Aie 
oui 
-
2 
7 10"3 
0.9009 
4.4 
3.1 
Ai = lOOAie 
non 
-
200 
2 IQ"4 
0.8802 
12.9 
1.1 
oui 
-
8 
2 10"3 
0.8801 
0.95 
14.4 
Ai = 2Q0Aie 
oui 
VII.6 
10 
8 lu"3 
0.7867 
0.5 
27.4 
2. Schéma implicite par relaxation 
En version linéaire, les résultats sont préseï dans le tar ui ci-dessous. Aucune limite 
de stabilité n'a été constatée pour les pas de mps utilisés. j_e paramètre de sur-relaxation 
est déterminé pour chaque point et pour chaque étape de relaxation. Les solutions obtenues 
sont de qualité équivalente à celles obtenues par le schéma implicite linéarisé. Par contre, ce 
schéma est plus diffusif puisqu'il donne une vitesse de flamme supérieure. Les gains réalisés 
sont moins importants. 
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Pas de temps 
Sur-relaxation 
Figure 
Nbr de relax 
Résidu 
Vitesse de flamme 
Temps CPU 
Efficacité 
Ai = 
non 
-
20 
5 10~4 
0.9012 
25.3 
0.54 
lOAte 
oui 
-
2 
4 lO"2 
0.9022 
5.5 
2.5 
Ai = ] 
non 
-
200 
2 10"4 
0.9170 
24.6 
0.55 
LQ0Aie 
oui 
-
8 
4 lO"3 
0.9173 
1.9 
7.2 
Ai = 
non 
VII.7a 
1000 
5 lO"2 
1.1390 
12.4 
1.1 
1000Aie 
oui 
VII.7b 
30 
1.3 lO"2 
1.1404 
0.7 
19.6 
En accord avec l'argument précédent, on observe qu'une précision acceptable des résultats 
n'est encore obtenue que pour les valeurs du pas de temps inférieures à 200Ate. 
Passons maintenant au schéma de relaxation non linéaire. Par rapport au schéma en 
version linéaire, il n'y a pas de modification notable de la convergence de la phase de rela-
xation. Les solutions sont équivalentes pour un coût bien évidemment supérieur. Les vitesses 
de flammes sont légèrement supérieures, ce qui laisse penser que ce schéma est plus diffusif. 
Les résultats sont présentés en utilisant la procédure de sur-relaxation (voir le tableau ci-
dessous). 
Pas de temps 
Sur-relaxation 
Nbr de relax 
Résidu 
Vitesse de flamme 
Temps CPU 
Efficacité 
At = 10Aie 
oui 
2 
4.6 lO"2 
0.9019 
15.5 
0.9 
Ai = 100Aie 
oui 
8 
4 10~3 
0.9175 
6.3 
2.2 
Ai = lOOOAie 
oui 
30 
1.3 lO"2 
1.145 
2.3 
6 
VII.3.4 Conclusion 
Il ressort de cette étude que l'utilisation de la procédure automatique de sur-relaxation est 
très intéressante puisque dans certains cas elle permet de réduire par 10 les temps de calcul. 
Bien que sa stabilité ne soit pas démontrée, le schéma implicite linéarisé s'avère le plus 
performant pour des pas de temps allant jusqu'à 200Aie. Au delà, l'utilisation du schéma 
implicite par relaxation (en version linéaire) est nécessaire. La mauvaise qualité de la solution 
pour les grands pas de temps est inhérente à l'utilisation des schémas implicites. Ce schéma 
semble par contre très intéressant pour la recherche d'une solution stationnaire. 
Pour le problème considéré, une approche globale couplant la résolution des termes dif-
fusifs et des termes sources s'avère nécessaire pour l'obtention d'une solution de bonne qua-
lité. 
il reste à voir sur le problème complet Euler-Combustion comment se comporte ce type 
de schéma à pas fractionnaires. 
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temperature 
/ 
r 
' / ' J ' 
fraction massique 1 
•* 
1 
'. \ 1 
i 
omega 
; 
1 
• 
i : 
Avec sur-relaxation 
Figure VÍI.6 : Schéma implicite linéarisé, Ai = 200Ate 
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fraction 
• 
• 
massique 
\ 
\ 1 
fraction massique 
omega 
a) Sans sur-relaxation b) Avec sur-relaxation 
Figure VII.7 : Schéma implicite par relaxation linéaire, Ai = lQ00Aie 
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VII.4 APPLICATION A LA RESOLUTION DES 
ECOULEMENTS REACTIFS 
VII.4.1 Introduction 
On se propose dans ce qui suit d'étudier la propagation monodimensionnelle d'une flamme 
mince dans un fluide compressible. On s'intéresse plus particulièrement à une classe de 
problèmes où l'écoulement fluide est en régime subsonique à nombre de Mach voisin de 0.5. 
Pour cette classe de problèmes, les critères de stabilité des termes diffusifs et réactifs sont 
prédominants devant ceux obtenus pour les termes convectifs et acoustiques. Aussi, pour la 
recherche de la solution instationnaire, une méthode à pas fractionnaires est envisageable. Les 
termes hydrodynamiques sont traités par un schéma explicite tandis que les termes propres 
à la combustion (réaction, diffusion) sont traités par un schéma implicite ou par sous-cyclage 
en conservant une approche explicite. 
En suivant cette idée, on souhaite donc étudier dans quelle mesure les schémas numériques 
implicites présentés précédemment sont utilisables et évaluer s'ils permettent d'obtenir un 
gain en temps de calcul par rapport à un schéma totalement explicite. 
VII.4.2 Equation d'un mélange gazeux réactif à 2 espèces 
On considère un écoulement monodimensionnel réactif comportant deux espèces R et P avec 
la réaction chimique simple: 
R —+P 
On note: 
Y: fraction massique de R (réactant). 
1 — Y: fraction massique de P (produit de réaction). 
R le réactant et P le produit de la réaction sont supposés avoir les mêmes caractéristiques 
physiques, notamment la même masse molaire (m = m^ = mp) et la même chaleur spécifique 
à pression constante (Cp = Cf? = C£). 
Les équations adimensionnées traduisant les lois de conservation s'écrivent alors (voir par 
exemple [31] ou le chapitre 4): 
Pt + {pu)x = 0 
(pu)t + (pu2 + p)x = 0 
A T 
e,
 + Ke + P ) ] 1 = w ) + g n (133) 
(„n. + o ^ - A ^ - n 
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Avec les équations de fermeture: 
p = yMa2 
,2 e - \pui + 
1
 7—1 
O = ApY exp(-~) 
Pour avoir une idée de la structure de la flamme issue du système (133), on utilise les 
résultats tirés du modèle isobare présentés au chapitre 1. On suppose que les gaz frais sont 
en x — — oc (à gauche), avec T = Tu et Y = Yu. En x ~ +oo (à droite), on a les gaz 
brûlés définis par T — T¿, et Y = Y\, = 0. On suppose que tous les gaz frais sont brûlés par 
la réaction chimique. On pose le nombre de Zeldovich ß — " ' ^2—— ; on arrive alors aux 
résultats suivants exprimés à l'aide des variables adimensionnées: 
n 
V} = -: 
1 2ALeT» 
L,= 
ß V PRTtPu 
V¡PRp~u 
(134) 
où Vf représente la vitesse d'avancement du front de flamme et Lj représente l'épaisseur de 
2L 
la flamme. La largeur de la zone de réaction LT vaut approximativement ——. 
On va présenter maintenant l'approche à pas fractionnaires adoptée pour résoudre le système 
(133). 
VII.4.3 Schéma explicite pour la part ie Euler et la convection 
de l'espèce 
Le système traitant les équations d'Euler et la convection de l'espèce s'obtient simplement 
en supprimant dans (133) les termes diffusifs et le terme source. 
La résolution numérique est alors classique, elle utilise une formulation variationnelle basée 
sur la méthode des volumes finis (voir [26]). Le schéma utilisé est un schéma explicite, les 
flux convectifs sont traités par un flux numérique de Roe [57]. Le second ordre en temps est 
obtenu en utilisant un schéma prédicteur-correcteur, on obtient l'ordre deux spatialement 
en effectuant une interpolation linéaire des variables sur chaque intervalle [x,_i,x,+i] noté 
cellule C{. 
Une analyse linéaire permet simplement de déterminer la condition de stabilité. On note At 
¡TP le pas de temps, c = . /— la vitesse locale du son et h le pas spatial du maiilage. On obtient 
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alors ia stabilité sous la condition suivante: 
At 
—-maxi] u + c , I u |, | u — c ¡) < 1. h 
VII.4.4 Schéma explicite par sous-cyclage pour la diffusion et la 
réaction 
L'étude réalisée sur le modèle thermodiffusif isobare a montré qu'une approche explicite pour 
les termes diffusifs et réactifs est en général moins péri :iante qu'une approche implicite. 
Cependant, le système que l'on doit résoudre est plus > ;nplexe (absence de relation entre 
Y et T) et les gains en temps de calcul que l'on a mis en évidence ont été obtenus avec 
une compilation scalaire des codes numériques. Les schémas explicites se vectorisant mieux 
que les schémas implicites, une compilation vectorielle réduit ce gain. Pour ces différentes 
raisons, on va notamment étudier la résolution du système (133) par un schéma explicite 
avec sous-cyclage pour les termes diffusifs et réactifs. On résout tout d'abord ia partie Euler 
telle que nous l'avons définie précédemment; notons Ate le pas de temps utilisé. On suppose 
alors la masse volumique p et la vitesse u constantes. Puis on résout le système suivant par 
n étapes explicites. 
Ar 
e< = H 2 0 D / TT + 2 " ' 
AY P. <ldo> 
*~ pLePR p' 
Avec: 
il = ApY exp( a ' 
rp / 
Notons At le pas temporel utilisé , alors Aie = nAt 
Une analyse de stabilité linéaire donne pour le système (135) lorsqu'il est résolu par un 
schéma explicite (voir [31] ou chapitre 4): 
-Termes diffusifs: 
— m a x ( — , ^ - ^ ) < l , 
-Terme source: 
1 
At < max 
Aexp{-~) 
VII.4.5 Schémas implicites pour la diffusion et la réaction 
Pour cette méthode, on va écrire l'équation de conservation de l'énergie en fonction de la 
température T et des variables hydrodynamiques u et p. On suppose que seules la tempéra-
ture T et la fraction massique du réactant Y sont affectées par la réaction, c'est-à-dire que 
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l'on calcule les effets réactifs et diffusifs sur T et Y en supposant les autres variables (u et p) 
gelées. Moyennant ces hypothèses, le système à résoudre en température et fraction massique 
s écrit ' 
_ 7AT g 7 ( 7 - l)Ma2 
Yt = 
PPR 
AY 
pLePR 
Ü 
P 
Avec: 
£ 
0 = *4pF exp(—^) 
Remarques: 
Ce modèle de combustion n'est pas tout à fait équivalent au modèle isobare étudié dans 
les sections précédentes. En effet, bien que faisant apparaitre les effets de diffusion-réaction 
tirés des équations de l'énergie et de la conservation de l'espèce, l'hypothèse de pression 
constante n'est plus vérifiée. Cela se traduit par la présence de 7 qui se trouve en facteur 
dans l'équation de température. 
Si jLe = 1, il existe (comme c'était le cas sur le modèle isobare pour Le = 1) une relation 
simple liant la température à la fraction massique: 
T+Q~f(*r-l)Ma2Y ^Cste 
On peut donc se ramener à l'étude d'une équation scalaire. Par conséquent, toutes les études 
effectuées précédemment, notamment les études de stabilité des différents schémas implicites, 
peuvent être réalisées de la même façon pour ce cas particulier. 
L'hypothèse •jLe = 1 n'étant pas vérifiée en pratique, on va présenter sur le système et 
non sur une équation scalaire la procédure de sur-relaxation adoptée. 
Par souci de simplification, on ne présente la discrétisation que pour les points intérieurs au 
domaine de calcul; on rappelle que sur les bords on impose des gradients de température et 
de fraction massique nuls et qu'aucun procédé de sur-relaxation n'est utilisé (voir section 2). 
1. Schéma implicite linéarisé 
Posons X la matrice identité et: 
WP = 
rpn 
5 = 
K = 
7 
pPR 
0 
07(7 — l)Ma' 
0 
1 
pLePR J 
•fi? 
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J = 
C7(7 - l)Ma2 dû? Q7Í7 - l)Ma2 dQ? 
p dTf 
IdÜ? 
pdY? 
Alors le système discrétisé s'écrit: 
P dY? 
IdÜ? 
pdT? 
9 Ai 
[I + At(~K - J)]Wrl = W? + ^IC(WPJ¡1 + W»+V) 
-AtJ W? + AtSn. 
(136) 
On résout ce système linéaire par une méthode itérative du type Gauss-Seidel. Notons par 
a l'étape de relaxation, l'algorithme de résolution s'écrit en supposant un balayage dans le 
sens croissant des noeuds: 
V a > 0 : 
2 Ai 
[I + A¿(-/C - J)}W°+l =—K[W°X + W?+1) + T", 
Tn représente l'ensemble des termes du membre de droite de (136) n'évoluant pas au cours 
de la résolution. 
Il est possible d'accroître la convergence de la méthode itérative par un procédé de sur-
relaxation. La détermination du paramètre optimal de sur-relaxation telle qu'elle a été pré-
sentée uans la section précédente, pour un système linéaire, nécessite la détermination du 
rayon spectral de la matrice reliant l'étape de relaxation a à l'étape de relaxation a -j-1 pour 
un algorithme de Jacobi. 
La détermination du paramètre de sur-relaxation est techniquement possible mais elle est 
très coûteuse: on est amené en effet à résoudre des équations du second degré pour chaque 
point du maillage. 
On préfère alors définir un paramètre propre à chacune des deux équations en effectuant 
quelques simplifications. On considère tout d'abord un algorithme de résolution de type 
Jacobi, notons par l'indice a l'étape de relaxation. On s'intéresse alors à la résolution du 
système linéaire défini par: 
f anTr1 + auY°+1 = h(T?+l + T?_x), 
\ a2lTt+l + a„Y?+l = h(Y?+l + Y&). 
2 Atf 
avec üij les composantes de la matrice I + Ai(—K. — J), èj = h pr Rh et 62 = 
Ai 
pLePRh2 
Après inversion de ce système et en supprimant le terme Y£ ; +Y^.1 dans l'équation donnant 
77+ 1 (resp. en supprimant T^ + T?+1 dans l'équation donnant Y°+l), on se ramène à deux 
équations scalaires du types de celles déjà traitées. On définit alors un paramètre de sur-
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relaxation optimal pour la température et pour la fraction massique. On a: 
wopt(i,-) = 1 , avec p(Ti) = cos(-). 
1 + . / 1 - ,Ï2(T:\ 022Û11 - «12021 / l  yjl- p2(Ti) 022 H - a i 2 a 2 i 
^ ( r i ) = / avec ¿>(y¿) = cos(-). 
l + yjl- pHYi) a22011 - «Í2U21 / 
2. Schéma implicite par relaxation non linéaire 
Pour ce, on résout le schéma totalement implicite en décrivant un algorithme de relaxation 
non linéaire. On suppose un balayage dans le sens croissant des noeuds, on obtient: 
Í Va > 0 : 
2^+if 1 + 2 A * 7 ) - Tn + A t l (T°+1 + T« ) +
 A , g 7 ( 7 - l ) M a 2 
T? = T?, (137) 
^
+ 2 / ^ } - Y>+ »ÊPR^1 + w - ^r\ 
. Y? = Y?. 
Le système non linéaire ainsi défini est résolu par une méthode de Newton, et ce pour 
chaque point i du maillage. De même que pour l'étude précédente, on peut par utilisation 
d'une procédure de sur-relaxation accroître la convergence de la phase de relaxation. Comme 
pour le schéma implicite linéarisé, on va définir de manière approchée un paramètre optimal 
pour la température et pour la fraction massique en réécrivant le système (137) sous une 
ci? 
autre forme. Pour l'équation en température, on écrit de manière simplifiée 0f+1 = T?+ï~ 
i 
en supposant le rapport —¿- constant. Une démarche identique est utilisée pour l'équation 
Ii 
de fraction massique. On se ramène alors à l'écriture de deux équations linéaires du même 
type que celles présentées pour le schéma précédent. On obtient directement les paramètres 
de sur-relaxation optimaux: 
2 2 
<*Vpt(2<) = ; et uj0Vt(Yt) = 
1 + y/l - ?{Ti) 1 + sjl - P2(Yi) 
avec: 
(T) = 2Ar7 * 
P{ ,}
 h*pPR + Ai(27 - h*PRQ<y{t - l)Ma2§-)C0S[ J j T, 
2At ,7T, 
p{Y,)
 - WpLePR + Ai(2 + h*LePR%)cos(^ 
En toute logique, il convient de déterminer pour chaque point et pour chaque relaxation les 
paramètres précédemment définis en les calculant à partir des valeurs obtenues à l'étape de 
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relaxation précédente. Cette procédure donne de meilleures convergences, mais elle s'avère 
très coûteuse. Aussi on préfère définir ces paramètres pour chaque itération en temps et pour 
chaque point (comme c'est le cas pour le schéma implicite linéarisé). On réduit ainsi le temps 
de calcul. 
3. Schéma implicite par relaxation "linéaire" 
Ce schéma est le même que le précédent, mis à part le terme source qui, pour rendre le 
schéma linéaire, est pris à l'étape de relaxation a. La procédure de sur-relaxât ion utili- le 
même paramètre que celui défini pour le schéma par relaxation non linéaire. 
VII.4.6 Paramètres numériques 
Pour les différents essais numériques réalisés, on étudie la propagation d'une flamme dans 
un milieu clos aux parois non catalytiques et adiabatiques. Le fluide est supposé initialement 
au repos et à pression constante. 
On choisit les quantités définissant la flamme de façon à obtenir un écoulement fluide en 
régime subsonique. On prend alors le nombre de Mach de référence Ma = 1. 
On choisit arbitrairement la largeur de la flamme Lf = 0.2 et le nombre de Zeldovich ß = 10. 
Dans ces conditions, la largeur de la zone de réaction, définie à partir du modèle isobare, est 
Lr = 0.04. Si on choisit 4 ooints dans la zone de réaction, le pas spatial doit être alors de 
h = 0.01. On se fixe aussi "u = 1, Tj = 5, Yu = 1 ainsi que Le = 1 et pu — 1.3. On choisit 
une vitesse de flamme de Vj = 0.2. 
Les quantités Q, PR et A sont alors calculées par les relations présentées au chapitre 4. 
Les paramètres adimensionnés utilisés pour cette expérience sont regroupés dans le tableau 
ci dessous: 
ß 
10 
Tu 
1 
n 
5 
Pu 
1.3 
Le 
1 
PR ea 
19.2 62.5 
Y 
1
 u 1 
Qh 
10 
A 
6.71107 
A noter que pour cette expérience, la vitesse du fluide étant initialement nulle et la 
pression étant constante, c'est l'action combinée de la diffusion et de la réaction qui génère 
le mouvement du fluide. 
VII.4.7 Résultats numériques 
La mesure de la vitesse de flamme en fonction du temps permet de déterminer l'aptitude des 
différents schémas numériques à suivre un phénomène instationnaire. 
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Cette vitesse est calculée simplement par intégration entre deux instants t et t + At de la 
fraction massique du réactant. On a: 
Vf(t) = ^ - if Y(x, t + At)dx - j Y(x, t)dx) . 
Tous les temps de calcul présentés par la suite ont été obtenus avec une compilation 
vectorielle des codes numériques. 
1. Choix des pas de temps 
On suppose que l'expérience numérique est stoppée avant que la flamme n'atteigne le bord 
du domaine. On évite ainsi des problèmes spécifiques aux boites fermées (en effet, près du 
bord, la flamme devient très mince du fait des hautes pressions et le pas spatial que l'on se 
fixe initialement n'est alors plus adapté). 
Dans ces conditions, on obtient les limites de stabilité suivantes pour un schéma explicite: 
AtEuler = 4 1(T3 
AtDtff = 10"4 
Af„, — t; i n - 4 
On choisit alors pour le schéma totalement explicite un pas de temps égal au pas de temps 
donné par les termes diffusifs. C'est aussi le pas de temps utilisé pour le schéma explicite 
par sous-cyclage. Soit: 
AtExp — 10~ 
Pour les schémas mixtes, le pas de temps est déterminé par la partie Euler. On choisit 
de présenter les résultats pour des nombres de CFLEUUT égaux à 0.5 et 0.75. On a ainsi 
respectivement: 
Atimp = 20AtExp et AtImp = 30AtExp 
2. Résultats numériques 
Le domaine de calcul a une longueur égaie à 2. L'initialisation (solution à t = 0) est la 
suivante: 
Pour x < 1.70 , Y = I , p = 1.30 , u = 0 , T = 1. 
Pour x > 1.73 , Y = 0 , p = 0.26 , u = 0 , T = 5. 
Entre ces deux états, on impose une évolution linéaire de la fraction massique du réactant Y 
et de la masse volumique p. La vitesse initiale est égale à 0 sur tout le domaine, la pression 
initiale est constante. Les autres quantités sont alors déterminées par la loi d'état. 
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Pour les pas de temps considérés, l'expérience numérique a montré qu'une convergence 
de la phase de relaxation à 10 - 2 est suffisante lorsque l'on adopte une procédure de sur-
relaxation. Pour obtenir une solution équivalente lorsque l'on n'utilise pas cette procédure, 
il faut que ce résidu atteigne 10"3. 
Notons: 
- IL le schéma implicite linéarisé 
- RL le schéma implicite par relaxation "linéaire" 
- RNL le schéma implicite par relaxation non linéaire 
- SC le schéma explicite par sous-cyclage 
et E le schéma totalement explicite 
Les pas de temps que l'on considère pour les deux essais numériques sont relativement 
petits (par rapport au pas de temps explicite). Aussi, comme c'était le cas pour l 'étude sur 
le modèle isobare, les différents schémas envisagés donnent des solutions comparables. On 
note simplement une petite variation de la vitesse de flamme (toujours inférieure à 1%) qui 
se traduit par un léger décalage entre les différentes solutions. 
On choisit de ne présenter les solutions que pour le schéma implicite linéarisé (IL). On 
trouvera figure VII.8 les profils de la vitesse et de la pression obtenues pour un CFLEuier — 
0.75 aux temps fj = 0.75 et t2 = 1.5; et figure VII.9 les profils de température et du taux 
de réaction aux mêmes instants. La solution de référence est tracée en trait continu, elle a 
été obtenue par le schéma totalement explicite (E). A noter que le nor •• ore de Mach réel de 
l'écoulement est voisin de 0.6. 
On a regroupé dans les tableaux ci-dessous les caractéristiques des différents schémas pour 
les deux essais réalisés. Les temps de calcul obtenus sans procédure de sur-relaxation sont 
représentés entre parenthèses. Ils ont été obtenus avec un résidu de la phase de relaxation 
de 0.001. 
Schéma 
Vitesse de flamme 
Temps CPU D-R 
Efficacité D-R 
Temps CPU total 
Efficacité totale 
IL 
0.9448 
13.6 (29.9) 
2 (0.92) 
23.7 (40) 
9.5 (5.6) 
RL 
0.9484 
17.9 (47.7) 
1.5 (0.6) 
28 (57.8) 
8 (3.9) 
RNL 
0.9488 
55 (208) 
0.5 (0.13) 
65 (218) 
3.5 (1) 
se 
0.9419 
27.6 
1 
37.6 
6 
E 
0.9441 
-
-
225 
1 
Tableau 1 
Résultats obtenus par les différents schémas pour CFLEUUT — 0.5 et t = 1.5. 
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Schéma 
Vitesse de flamme 
Temps CPU D-R 
Efficacité D-R 
Temps CPU total 
Efficacité totale 
IL 
0.9474 
11.4 (27.1) 
2.4(1) 
18.1 (33.8) 
12.4 (6.7) 
RL 
0.9499 
14.3 (43.1) 
1.9 (0.75) 
21 (49.8) 
10.7 (4.5) 
RNL 
0.9522 
44 (187) 
0.63 (0.15) 
50.8 (195) 
4.4 (1.2) 
se 
0.9411 
27.6 
1 
34.3 
6.5 
E 
0.9441 
-
-
225 
1 
Tableau 2 
Résultats obtenus par les différents schémas pour CFLEUUT = 0.75 et t — 1.5. 
On constate que pour la résolution des équations propres à la combustion, l'efficacité 
des différents schémas implicites est considérablement réduite. En effet, pour At = 20Aíg 
l'efficacité du schéma implicite linéarisé n'est plus que de 2 alors que pour l'étude précédente 
elle était dans les mêmes conditions voisine de 5. 
La vectorisation des schémas explicites et implicites que l'on compare, ainsi que la complexité 
du problème (système 2-2 à résoudre) ont certainement réduit l'efficacité de ces schémas. 
Mais en fait, cette réduction du gain est surtout due à la phase de sur-relaxation. Dans la 
première partie, les paramètres de sur-relaxation que l'on définissait étaient des paramètres 
exacts alors qu'ici ce sont des paramètres approchés. A solutions équivalentes, le rapport des 
temps CPU entre schéma sur-relaxé et schéma non sur-relaxé étaient de l'ordre de 5. Ici il 
n'est plus que de 3. 
Quoi qu'il en soit, la procédure de sur-relaxation s'avère intéressante. Pour les faibles pas de 
temps que l'on utilise, elle permet aux schémas implicites (sauf le schéma RNL) d'être les 
plus performants. 
Comme c'était le cas précédemment, l'efficacité des schémas croît lorsque l'on augmente 
le pas de temps. Bien évidemment, cela se traduit par une légère détérioration des solutions 
qui restent cependant très correctes. 
On peut illustrer ceci par la figure VII. 10 où sont représentées les évolutions de la vitesse 
de flamme en fonction du temps pour le cas CFLEUUT — 0.75. Tous les schémas implicites 
donnent une vitesse de flamme supérieure à celle obtenue par le schéma totalement explicite. 
Seul le schéma par sous-cyclage donne une vitesse inférieure. Cependant, comme cela a déjà 
été dit, ces écarts sont très faibles et voisin de 1%. 
Les défauts qui apparaissent au temps t = 0.75 figures VII.8 et VII.9 sont présents pour tous 
les schémas implicites. Par contre, pour le schéma explicite par sous-cyclage, ces défauts sont 
amoindris. 
Pour comparer les différents schémas, il convient d'analyser l'efficacité globale, c'est à 
dire celle qui prend en compte la résolution du système complet. Bien évidemment, cette 
efficacité est encore réduite. Le schéma implicite linéarisé permet un gain de 12.4 par rapport 
au schéma totalement explicite, ce gain n'est plus que de 1.9 par rapport au schéma explicite 
avec sous-cyclage. 
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Remarque: 
Si on poursuit le calcul au delà de t = 1.65, la stabilité des différents schémas n'est plus 
assurée. Seul le schéma implicite par relaxation non linéaire est stable, mais alors la flamme 
est captée sur 1 point et le calcul n'a plus de sens. 
On a ainsi pu vérifier les résultats de stabilité constatés dans la section précédente: le schéma 
implicite de relaxation non linéaire est plus stable que le schéma de relaxation "linéaire", 
lui-même plus stable que le schéma implicite linéarisé. 
VII.4.8 Conclusion 
Il ressort de cette étude que pour le problème considéré, l'utilisation des schémas implicites 
ne permet pas de gain en temps de calcul par rapport au schéma explicite par sous-cyclage 
îorsqu'aucune procédure de sur-relaxation n'est utilisée. Un gain de 2 est obtenu lorsque 
cette procédure est utilisée. 
Cependant, dans l'optique d'une extension de ces schémas pour des écoulements bidimen-
sionnels, il paraît difficile de conserver ce gain. En effet dans ces conditions, il n'est pas 
prouvé que le paramètre de sur-relaxation existe et s'il existe on ne sait pas actuellement le 
calculer. 
Aussi pour les faibles pas de temps (Ai < 30A¿#), ne serait-ce que par sa simplicité 
d'implémentation, on choisira le schéma explicite par sous-cyclage. 
Pour des pas de temps plus importants, les schémas implicites (même sans sur-relaxation) 
permettent d'obtenir des gains en temps de calcul. Le schéma implicite linéarisé s'avère alors 
le plus performant. Si par contre on considère des pas de temps tels que ce schéma devient 
instable, on peut utiliser le schéma de relaxation en version linéaire. 
Pour tous ces schémas, il existe des critères de stabilité difficiles à évaluer, notam-
ment pour les schémas implicites. De plus, ces critères peuvent évoluer au cours du temps. 
L'utilisation d'une procédure d'adaptation automatique contrôlant le nombre de points dans 
la zone de réaction (voir par exemple [50], [39]) peut permettre à ces schémas de conserver 
leur stabilité pour un moindre coût. 
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Figure VII.9 : Profil de la température et du taux de réaction aux temps t = 0.75 et t = 1.5 
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VII.5 CONCLUSION 
Dans le cadre d'une approche à pas fractionnaires pour résoudre les équations d'Euler ré-
actives, on s'est tout d'abord intéressé à la résolution par des schémas implicites d'un sys-
tème monodimensionnel ne comportant que les termes diffusifs et réactifs. Pour ce problème 
particulier avec des conditions aux bords de type Neumann, on propose un procédé de sur-
relaxation qui rend particulièrement performant l'utilisation de ces schémas. On met en 
évidence qu'il est nécessaire de résoudre dans une même phase les termes diffusifs et réactifs. 
A ce stade, le choix du schéma optimal dépend essentiellement du pas de temps choisi pour 
l'avancement en temps de la solution. Dans tous les cas, lorsque la précision est recherchée, 
ce pas de temps ne doit pas excéder le temps nécessaire pour que la flamme se propage sur 
une distance égale à l'épaisseur de la zone de réaction. Le schéma implicite linéarisé s'est 
avéré le plus performant mais aussi le moins stable, le schéma de relaxation "linéaire" un peu 
moins performant est en revanche très stable. Les gains en temps de calcul par rapport au 
schéma explicite sont alors compris entre 3 et 20 (avec des codes numériques non vectorises). 
Ensuite, on a appliqué ces schémas pour la résolution du système complet. Globalement, 
pour le cas test considéré ces schémas ont permis d'obtenir des solutions de bonne qualité. 
Bien évidemment, par rapport à l'étude précédente, l'efficacité globale (c'est à dire l'efficacité 
prenant en compte les résolutions du système diffusion-réaction et de la partie Euler) est ré-
duite. Là encore, le schéma implicite linéarisé s'est avéré le plus performant. 
Ces différents résultats doivent être replacés dans un contexte plus général. En effet, les mé-
thodes que nous présentons sont très performantes du fait de la procédure de sur-relaxation; 
or pour des problèmes multidimensionnels avec des conditions aux limites a priori quel-
conques, cette procédure n'est pas forcément applicable. Cette étude a permis de valider 
l'approche implicite; pour conserver des temps de calcul acceptable en 2-D ou 3-D, la résolu-
tion des systèmes linéaires peut être réalisée par des méthodes plus performantes que celles 
que nous avons proposées (gradients congugués, multi-gradients). 
CONCLUSIONS GENERALES 
Le travail présenté dans cette thèse constitue les premières études numériques faites à l'INRIA 
pour résoudre des problèmes de combustion internes, instationnaires et stationnaires, en 
régime transsonique. Les résultats obtenus sur les divers cas tests que nous avons étudiés, 
permet de justifier et de valider l'approche numérique développée à l'INRIA pour l'étude de 
certains problèmes industriels concrets. Cette conclusion est d'autant plus vraie que cette ap-
proche a donné de très bons résultats dans de précédentes études portant sur des écoulements 
fortement subsoniques ainsi que sur des écoulements hypersoniques. 
Dans un premier temps, nous nous sommes intéressés à l'extension au cas multi-espèces 
des solveurs de Riemann couramment utilisés pour les écoulements d'Euler mono-espèce. On 
propose une classe de solveurs qui permet de préserver le principe du maximum des diffé-
rentes espèces. 
Une difficulté concerne le traitement des conditions aux limites aval. On a pu traiter cor-
rectement ce problème en construisant, par analogie avec ce qui se fait pour l'aérodynamique 
externe, des flux numériques de bords adaptés aux différents problèmes rencontrés. Les flux 
ainsi construits présentent l'intérêt de traiter indifféremment les parties subsoniques et su-
personiques. De plus ces flux se sont avérés très robustes. 
La difficulté des cas test étudiés, avec des rapports de pression supérieurs à 30, prouve la ro-
bustesse de la méthode. De plus l'utilisation de la méthode MUSCL associée à des maillages 
suffisamment fins obtenus par raffinement statique ou dynamique conduit à des solutions 
précise et sans oscillations numériques. En particulier, cette méthode s'est montrée très per-
formante pour la capture des phénomènes dus à la compressibilité du fluide. 
Pour s'affranchir des difficultés liées à la disparité des échelles temporelles, et tout en con-
servant une solution instationnaire précise, on propose une classe de schémas implicites qui 
permettent des gains en temps de calcul voisin de 5 par rapport à l'explicite. 
Cette première étude, même si elle apporte des réponses essentielles, met en évidence que 
de nombreux travaux restent encore à effectuer. On pourrait notamment considérer d'autres 
discrétisations numériques pour réduire les temps de calcul où améliorer les résultats et 
inclure des modèles physiques plus sophistiqués afin de mieux prédire les variables physiques 
essentielles de ces écoulements réactifs. 
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A B S T R A C T 
The work presented in this thesis deals with numerical studies of transonic 
reactive flows. The mathematical modelling used to solve these flows is built on 
the multi-species Euler equations written for mixed perfect gases where terms 
modelling diffusion and combustion effects are taken into account. In order to 
numerically solve the system of equations, we use a mixed finite volume/finite 
element formulation based upon MUSCL methodology with upwind numerical 
fluxes. The boundary conditions are treated by means of fluxes, adapted to 
multi-species flows, and solving boundaries where the flow is either subsonic or 
supersonic. 
With the help of this scheme, several one-dimensional problems of stable and 
unstable detonation are studied, as well as two-dimensional problems of reac-
tive interaction of jets and diffusion flames. The difficulty of the test cases, with 
pressure ratios sometimes larger than 30, proves the robustness of the method. 
Moreover, the use of a MUSCL method, associated with fine meshes obtained by 
either static or dynamic refinements, leads to precise numerical solutions with 
no oscillation. 
In order to get rid of the difficulties linked with the time scales disparities 
that appear in those flows, we propose various explicit and implicit schemes 
using operator decompositions which increases by a factor of 5 the efficiency 
(whilst keeping a good quality unsteady solution) in comparison with the ex-
plicit scheme. 
Keywords : reactive fluid Mechanics - deflagration - detonation - multi-
species Euler equations - Numerical analysis - Finite elements - Finite volumes 
- Upwind schemes - Adapted meshes 

R E S U M E 
Le travail présenté dans cette thèse porte sur l'étude numérique d'écoulements 
réactifs en régime transsonique. Le modèle mathématique pour résoudre ces é-
coulements est constitué des équations d'Euler multi-espèces écrites pour un 
mélange de gaz parfaits auxquelles nous ajoutons les termes modélisant les ef-
fets diffusifs et les eiFets dus à la combustion. Pour résoudre numériquement le 
système d'équations ainsi défini, nous utilisons une formulation mixte éléments 
finis - volumes finis basée sur la méthodologie MUSCL et utilisant des fonctions 
de flux numériques décentrés. Pour le traitement des conditions aux limites, on 
utilise des flux numériques adaptés aux écoulements multi-espèces qui traitent 
les frontières où l'écoulement est subsonique ou supersonique. 
A l'aide de ce schéma on étudie différents problèmes monodimensionnels de dét-
onation stable et instable ainsi que des problèmes bidimensionnels d'interaction 
réactive de jets et de flammes de diffusion. La difficulté des cas tests étudiés 
avec des rapports de pression parfois supérieurs à 30 prouve la robustesse de la 
méthode. De plus l'utilisation de la méthode MUSCL associée à des maillages 
fins obtenus par raffinement statique ou dynamique conduit à des solutions 
numériques précises et sans oscillations. 
Pour s'affranchir des difficultés liées à la disparité des échelles temporelles qui 
apparaissent dans ces écoulements, on propose différents schémas explicites et 
implicites par décomposition des opérateurs qui permettent (tout en conservant 
une solution instationnaire de bonne qualité) des gains supérieurs à 5 par rap-
port à l'explicite. 
M o t s clés: Mécanique des fluides réactifs - Déflagration - Détonation -
Equations d'Euler multi-espèces - Analyse numérique - Eléments finis - Volumes 
finis - Schémas décentrés - Maillages adaptés 
