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ABSOLUTE CONTINUITY OF SPECTRAL SHIFT
M.M. MALAMUD, H. NEIDHARDT AND V.V. PELLER
Abstract. In this paper we develop the method of double operator integrals to prove
trace formulae for functions of contractions, dissipative operators, unitary operators
and self-adjoint operators. To establish the absolute continuity of spectral shift, we
use the Sz.-Nagy theorem on the absolute continuity of the spectrum of the minimal
unitary dilation of a completely nonunitary contraction. We also give a construction
of an intermediate contraction for a pair of contractions with trace class difference.
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1. Introduction
The notion of spectral shift function was introduced by physicist I.M. Lifshits in [Li].
Later M.G. Krein elaborated the notion of spectral shift function in [Kr1] a most general
situation; he showed that for self-adjoint operators A0 and A1 with trace class difference,
there exists a unique real function ξ = ξA0,A1 in L
1(R) (it is called the spectral shift
function for the pair {A0, A1}) such that the following trace formula holds:
trace
(
f(A1)− f(A0)
)
=
∫
R
f ′(t)ξA0,A1(t) dt (1.1)
for sufficiently nice functions f . To prove the existence of the spectral shift function,
he introduced the concept of perturbation determinant ∆A1/A0 and proved the inversion
The publication was prepared with the support of the RUDN University Program 5-100.
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formula
ξA0,A1(t) =
1
π
lim
y↓0
Im(log(∆A1/A0(t+ iy))) for a.e. t ∈ R,
where ∆A1/A0(ζ)
def
= det(I + (A1 −A0)(A0 − ζI)
−1) (see [Kr1] and [Ya]).
Another approach to trace formula was given by Birman and Solomyak in [BS2].
Their approach is based on differentiating in the trace norm S1 of the parametric family
f(At) − f(A0) and computing the trace of the double operator integrals that represent
the derivative. Here At
def
= (1− t)A0+ tA1, 0 ≤ t ≤ 1. However, the approach of Birman
and Solomyak did not lead to the absolute continuity of spectral shift. They showed that
trace
(
f(A1)− f(A0)
)
=
∫
R
f ′(t) dν(t) (1.2)
for a finite signed Borel measure ν on R that is uniquely determined by the pair {A0, A1}
and for sufficiently nice functions f . Such a measure ν can be called the spectral shift
measure. However, it follows from the Krein theorem that is must be absolutely contin-
uous with respect to Lebesgue measure m and dν = ξA0,A1 dm.
Let us also mention here the paper [PSZ], in which the authors give another proof of
the Lifshits–Krein trace formula.
Note that spectral shift function plays an important role in perturbation theory. We
mention here the paper [BK], in which the following important formula was found:
detS (x) = e−2πiξ(x),
where S is the scattering matrix corresponding to the pair {A0, A1}.
Krein extended in [Kr3] formula (1.1) to the classW1(R) of functions whose derivative
is the Fourier transform of a complex Borel measure. He also observed in [Kr1] that the
right-hand side of (1.1) makes sense for arbitrary Lipschitz functions f and posed the
problem to describe the class of functions, for which formula (1.1) holds for all pairs of
self-adjoint operators with difference of trace class S1. It turned out that trace formula
(1.1) cannot be generalized to the class of all Lipschitz functions. Indeed, it was shown
in [F] that there exist a Lipschitz function f on R and self-adjoint operators A1 and A0
such that A1 −A0 ∈ S1, but f(A1)− f(A0) 6∈ S1. In [Pe1] and [Pe3] it was proved that
(1.1) holds for functions f in the (homogeneous) Besov space B1∞,1(R) and does not hold
unless f locally belongs to the Besov space B11,1
Krein’s problem was completely solved recently in [Pe5]. It was shown in [Pe5] that
trace formula (1.1) holds for arbitrary pairs {A0, A1} of not necessarily bounded self-
adjoint operators with trace class difference if and only if f is an operator Lipschitz
function, i.e., the inequality
‖f(A)− f(B)‖ ≤ const ‖A−B‖
holds for arbitrary self-adjoint operators A and B. To solve the Krein problem in [Pe5],
the method of Birman and Solomyak [BS2] was modified. In particular, instead of
differentiating the function t 7→ f(At)− f(A0) in the trace norm, the derivative is taken
in the Hilbert–Schmidt norm S2. This allowed the author to extend the Lifshits–Krein
trace formula to the class of all operator Lipschitz functions.
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However, the methods of [Pe5] did not lead to the absolute continuity of spectral shift.
To prove the validity of trace formula (1.1) for all operator Lipschitz functions, Krein’s
theorem had to be used which implied that the measure ν in formula (1.2) is absolutely
continuous with respect to Lebesgue measure.
In this paper we give a further development of the Birman–Solomyak idea [BS2] and
get directly the absolute continuity of spectral shift. However, it turned out that to achieve
this purpose, we have to consider similar problems not only for self-adjoint operators.
To get absolute continuity, we start with the case of functions of contractions. Then
we use the result for contractions to proceed to functions of unitary operators. Finally,
this will allow us to treat the cases of functions of self-adjoint operators and functions
of maximal dissipative operators.
Recall that Krein introduced in [Kr2] the notion of spectral shift function for pairs
of unitary operators with trace class difference. Namely, for a pair of unitary operators
{U0, U1} with trace class difference, he proved that there exists a real function ξ in L
1(T),
unique modulo an additive constant, (called a spectral shift function for {U0, U1} ) such
that the trace formula
trace
(
f(U1)− f(U0)
)
=
∫
T
f ′(ζ)ξ(ζ) dζ (1.3)
holds for functions f whose derivative f ′ has absolutely convergent Fourier series.
In the recent paper [AP4] an analog of the result of [Pe5] was obtained: the maximal
class of functions f , for which formula (1.3) holds for arbitrary pairs {U0, U1} of uni-
tary operators with U1 − U0 ∈ S1 coincides with the class OL(T) of operator Lipschitz
functions on T. This class can be defined by analogy with the definition of the class
of operator Lipschitz functions on R. The authors of [AP4] considered the paramet-
ric family eitAU0, 0 ≤ t ≤ 1, where A is a trace class self-adjoint operator such that
U1 = e
iAU0. However, unlike in the case of functions of self-adjoint operators (see [Pe5]),
it is still unknown whether the function t 7→ f(eitA) is differentiable in the S2 norm for
an arbitrary operator Lipschitz function f on the unit circle T . Instead, it was shown
in [AP4] that this functions must be differentiable in the strong operator topology. This
allowed the authors to extend trace formula (1.3) to the class of all operator Lipschitz
functions on T. To be more precise, the methods of [AP4] lead to the trace formula
trace
(
f(U1)− f(U0)
)
=
∫
T
f ′(ζ) dν(ζ)
for a finite signed Borel measure ν on T and for arbitrary operator Lipschitz functions
f on T. As in the case of functions of self-adjoint operators the absolute continuity of ν
follows from Krein’s theorem of [Kr2].
In the recent paper [MNP2] (see also [MNP1]) definitive results were obtained on
trace formulae for functions of contractions. For a pair of Hilbert space contractions
{T0, T1} with trace class difference T1 − T0, we considered the parametric family Tt =
T0+(1− t)(T1−T0), 0 ≤ t ≤ 1, of contractions. By differentiating the parametric family
f(Tt) and computing the trace of certain double operator integrals with respect to semi-
spectral measures we showed in [MNP2] that there exists a complex Borel measure ν on
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T such that
trace
(
f(T1)− f(T0)
)
=
∫
T
f ′(ζ) dν(ζ)
for arbitrary operator Lipschitz functions f analytic in D. However, we did not get
the absolute continuity of ν. To prove that ν is absolutely continuous, we used earlier
results of [MN] for functions of resolvent comparable maximal dissipative operators under
certain additional restrictions. Similar results were also obtained in [MNP2] for functions
of resolvent comparable maximal dissipative operators.
Note that the space of operator Lipschitz functions is nonseparable. That is why to
prove that trace formulae hold for all operator Lipschitz functions, it is not enough to
prove them for nice functions.
In this paper we consistently use differentiation of parametric families of functions of
operators and writing explicit formulae for the trace of the derivatives in terms of double
operator integrals. Moreover, we manage not only to describe the maximal classes of
functions, for which, the corresponding trace formula is applicable, but also establish
directly the absolute continuity of spectral shift.
We start with the case of functions of contractions. In § 4 we deduce the absolute
continuity of spectral shift for contractions from the Sz.-Nagy theorem on the absolute
continuity of the spectrum of minimal unitary dilations of completely nonunitary con-
tractions. This will allow us to obtain in § 5 the desired result for functions of unitary
operators by applying the brothers Riesz theorem. Then we use Cayley transform to
obtain in § 6 similar results for functions of self-adjoint operators. Finally, in § 7 and § 8
we apply Cayley transform to contractions and obtain definitive results for functions of
maximal dissipative operators.
Note that a spectral shift function for a pair of contractions is not unique. If ξ is a
spectral shift function for a pair {T0, T1} of contractions with trace class difference, then
all spectral shift functions for {T0, T1} can be parametrized by ξ + h, where h ranges
over the Hardy class H1. It is not always possible to find a real-valued spectral shift
function. In § 9 for a pair {T0, T1} of contractions with trace class difference under a
mild assumption, we construct an intermediate contraction T such that T − T0 ∈ S1
and such that the pair {T0, T} has a spectral shift function ξ0 with Im ξ0 ≥ 0, while
the pair {T, T1} has a spectral shift function ξ1 with Im ξ1 ≤ 0. Clearly, the function
ξ
def
= ξ0 + ξ1 is a spectral shift function for the pair {T0, T1}. This allows us to establish
in § 9 that if U is a unitary operator and T is a contraction such that T −U ∈ S1, then
the pair {U, T} has a spectral shift function ξ with Im ξ ≥ 0.
In the Appendix we present a useful result on Scha¨ffer matrix unitary dilations of
contractions.
Finally, in § 2 we give an introduction to double operator integrals and in § 3 we give
an introduction to operator Lipschitz functions.
We consider in this paper only operators on separable Hilbert spaces.
2. Double operator integrals and Schur multipliers
4
Double operator integrals∫∫
X ×Y
Φ(x, y) dE1(x)QdE2(y)
were introduced by Yu.L. Daletskii and S.G. Krein in [DK]. Later Birman and Solomyak
elaborated their beautiful theory of double operator integrals, see [BS1] and [BS3] (see
also [AP3] and references therein). Here Φ is a bounded measurable function, E1 and E2
are spectral measures on Hilbert space defined on σ-algebras of subsets of sets X and
Y and Q is a bounded linear operator.
The starting point of the Birman–Solomyak approach [BS1] is the case when Q ∈ S2.
Under this assumption double operator integrals can be defined for arbitrary bounded
measurable functions Φ as follows. Consider the spectral measure E whose values are
orthogonal projections on the Hilbert space S2, which is defined by
E(Λ×∆)Q = E1(Λ)QE2(∆), Q ∈ S2,
where Λ and ∆ are measurable subsets of X and Y . Obviously, left multiplication by
E1(Λ) commutes with right multiplication by E2(∆). It was shown in [BS1] (see also
[BS5]) that E extends to a spectral measure on X × Y if Φ is a bounded measurable
function on X × Y and, by definition,∫∫
X ×Y
Φ(x, y) dE1(x)QdE2(y)
def
=
(∫∫
X ×Y
Φ dE
)
Q.
Clearly, ∥∥∥∥∫∫
X ×Y
Φ(x, y) dE1(x)QdE2(y)
∥∥∥∥
S2
≤ ‖Φ‖L∞‖Q‖S2 .
If Q is an arbitrary bounded linear operator, then for the double operator integral to
make sense, Φ has to be a Schur multiplier with respect to E1 and E2, (see [Pe1] and
[AP3]). It is well known (see [Pe1], [AP3], [Pe6] and [Pi]) that Φ is a Schur multiplier if
and only if Φ belongs to the Haagerup tensor product L∞E1 ⊗h L
∞
E2
of L∞E1 and L
∞
E2
or, in
other words, Φ admits a representation
Φ(x, y) =
∑
n≥0
ϕn(x)ψn(y), (2.1)
where the ϕn and ψn are measurable functions such that∑
n≥0
|ϕn|
2 ∈ L∞E1 and
∑
n≥0
|ψn|
2 ∈ L∞E2 .
In this case∫∫
Φ(x, y) dE1(x)QdE2(y) =
∑
n≥0
(∫
ϕn(x) dE1(x)
)
Q
(∫
ψn(y) dE2(y)
)
,
the series on the right converges in the weak operator topology and the right-hand side
does not depend on the choice of a representation in (2.1).
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In this paper we also need double operator integrals with respect to semi-spectral
measures ∫∫
Φ(x, y) dE1(x)QdE2(y). (2.2)
Such double operator integrals were introduced in [Pe3] (see also [Pe5]). By analogy with
the case of double operator integrals with respect to spectral measures, double operator
integrals of the form (2.2) can be defined for arbitrary bounded measurable functions Φ
in the case when Q ∈ S2 and for functions Φ in L
∞
E1
⊗h L
∞
E2
in the case of an arbitrary
bounded operator Q.
We refer the reader to the recent surveys [AP3] and [Pe6] for detailed information.
Each contraction T (i.e., an operator of norm at most 1) on a Hilbert space H has a
minimal unitary dilation U , i.e., U is a unitary operator on a Hilbert space K , K ⊃ H ,
T n = PH U
n
∣∣H for n ≥ 0 and K is the closed linear span of UnH , n ∈ Z (see [SNF],
Ch. I, Th. 4.2). Here PH is the orthogonal projection onto H . The semi-spectral
measure ET of T is defined by
ET (∆)
def
= PH EU (∆)
∣∣H , (2.3)
where EU is the spectral measure of U and ∆ is a Borel subset of T. It is easy to see
that T n =
∫
T
ζn dET (ζ), n ≥ 0.
Note that if U is a unitary dilation of T on a Hilbert space K , K ⊃ H , that is
not necessarily minimal, then formula (2.3) still holds. Indeed, the closed linear span
of UnH , n ∈ Z, is a reducing subspace of U that contains H . Thus, for every Borel
subset ∆,
PH EU (∆)
∣∣H = PH EU0(∆)∣∣H ,
where U0 is the restriction of U to the closed linear span of U
nH , n ∈ Z.
Note also that for a minimal unitary dilation U , the operator measures ET and EU
are spectrally equivalent, i.e., ET (∆) = 0 if and only if EU (∆) = 0, and the multiplicity
functions NET and NEU coincide almost everywhere with respect to EU (see [MM]).
For a maximal dissipative operator L in a Hilbert space H , its semi-spectral measure
EL can be defined in the following way. It is well known that L has a minimal resolvent
self-adjoint dilation A, i.e., A is a self-adjoint operator in a Hilbert space K , H ⊂ K ,
(L− ζI)−1 = PH (A− ζI)
−1
∣∣H , Im ζ < 0,
and K = clos span
{
(A− ζI)−1H : Im ζ < 0
}
.
The semi-spectral measure EL of L is defined by
EL(∆)
def
= PH EA(∆)
∣∣H
for a Borel subset ∆ of R, where EA stands for the spectral measure of A.
The functional calculus f 7→ f(L) can be defined on the class of functions f bounded
and analytic in C+ and such that f
∣∣R is continuous on R. We put
f(L)
def
=
∫
R
f(t) dEL(t)
(see, e.g., [AP2]).
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3. Operator Lipschitz functions and divided differences
It is well known (see [AP3]) that for a continuous function f on R the following are
equivalent:
(i) f is operator Lipschitz, i.e.,
‖f(A)− f(B)‖ ≤ const ‖A−B‖ (3.1)
for arbitrary bounded self-adjoint operators A and B;
(ii) inequality (3.1) holds for arbitrary not necessarily bounded self-adjoint operators
A and B with bounded A−B;
(iii) for arbitrary not necessarily bounded self-adjoint operators A and B such that
A−B ∈ S1, the operator f(A)− f(B) is also of trace class;
(iv) the inequality
‖f(A)− f(B)‖S1 ≤ const ‖A−B‖S1
holds for arbitrary self-adjoint operators A and B with trace class difference.
We use the notation OL(R) for the class of operator Lipschitz functions on R.
It is also well known (see the original paper [JW] and the recent survey [AP3]) that
operator Lipschitz functions are differentiable everywhere on R. Moreover, they are also
differentiable at infinity, i.e., the limit
lim
|t|→∞
f(t)
t
exists for each function f in OL(R). However, operator Lipschitz functions are not
necessarily continuously differentiable, see [KS1] and the survey [AP3].
Similar properties hold for functions of unitary operators. For a continuous function
f on the unit circle T the following are equivalent:
(i) f is operator Lipschitz, i.e.,
‖f(U)− f(V )‖ ≤ const ‖U − V ‖
for arbitrary unitary operators U and V ;
(ii) for arbitrary unitary operators U and V such that U − B ∈ S1, the operator
f(U)− f(V ) is also of trace class;
(iii) the inequality
‖f(U)− f(V )‖S1 ≤ const ‖U − V ‖S1
holds for arbitrary unitary operators U and V with trace class difference.
This can be proved in a way similar to the case of self-adjoint operators, see [AP3].
It became clear from the papers [DK] and [BS3] that an important role in study-
ing functions of operators under perturbation is played by divided differences. For a
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differentiable function f on R the divided difference Df is defined on R× R by
(Df)(x, y)
def
=

f(x)− f(y)
x− y
, x 6= y,
f ′(x), x = y.
It is well known (see [AP3]) that a differentiable function f on R is operator Lipschitz
if and only if the divided difference Df is a Schur multiplier with respect to arbitrary
Borel spectral measures on R. Moreover, for an operator Lipschitz function f on R and
for self-adjoint operators A and B with bounded difference the following formula holds:
f(A)− f(B) =
∫∫
R×R
(Df)(x, y) dEA(x)(A−B) dEB(y),
where EA and EB are the spectral measures of A and B, see [BS3] and [AP3].
Finally, let us mention that a differentiable function f on R is operator Lipschitz if
and only if there exist sequences {ϕn}n≥1 and {ψn}n≥1 of continuous functions on R
such that the limits
lim
|x|→∞
ϕn(x) and lim
|x|→∞
ψn(x)
exist,
sup
x∈R
∑
|ϕn(x)|
2 <∞ and sup
x∈R
∑
|ψn(x)|
2 <∞
and
(Df)(x, y) =
∑
ϕn(x)ψn(y), x, y ∈ R,
see [AP3].
Note that similar definitions can be given for functions on the unit circle T and similar
result hold, see [AP3].
Let us proceed now to operator Lipschitz functions on the unit disk and on the upper
half-plane.
A function f defined on the closed unit disk closD is called operator Lipschitz if
‖f(N1)− f(N2)‖ ≤ const ‖N1 −N2‖
for arbitrary normal operators N1 and N2 with spectra in closD. If f is a function in
the disk-algebra CA, then it is operator Lipschitz if and only if
‖f(T )− f(R)‖ ≤ const ‖T −R‖
for arbitrary contractions T and R, see [KS2] and [AP3]. We use the notation OLA for
the class of operator Lipschitz functions in CA. It was proved in [KS2] that OLA =
OL(T) ∩ CA, see also[AP3], § 3.9.
Note also that for f ∈ OLA and for contractions T and R the condition T − R ∈ S1
implies f(T )− f(R) ∈ S1 (see [AP3]).
For f ∈ OLA, we consider the divided difference Df defined on closD× closD by
(Df)(ζ, τ)
def
=

f(ζ)− f(τ)
ζ − τ
, ζ 6= τ,
f ′(ζ), ζ = τ.
(3.2)
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We are going to use the following characterization of the divided difference Df for
functions in OLA (see [AP3], Theorems 3.9.1 and 3.9.2):
Let f be a function analytic in D. Then f ∈ OLA if and only if Df admits a repre-
sentation
(Df)(z, w) =
∑
n≥1
ϕn(z)ψn(w), z, w ∈ closD, (3.3)
where ϕn and ψn are functions in CA such that(
sup
z∈D
∑
n≥1
|ϕn(z)|
2
)(
sup
w∈D
∑
n≥1
|ψn(w)|
2
)
<∞. (3.4)
If f ∈ OLA, then the functions ϕn and ψn can be chosen so that the left-hand side of
(3.4) is equal to ‖f‖OLA .
Let T0 and T1 be contractions on Hilbert space, and let E0 and E1 be their semi-
spectral measures. Suppose now that f ∈ OLA. Consider a representation of Df in the
form (3.3), where ϕn and ψn are functions in CA satisfying (3.4). Then for a bounded
linear operator K, we have∫∫
T×T
(
Df)(ζ, τ) dE1(ζ)K dE0(τ) =
∞∑
n=1
ϕn(T1)Kψn(T0) (3.5)
(see Section 3.9 of [AP3]). This implies (see Theorem 3.9.9 of [AP3]) that
f(T1)− f(T0) =
∫∫
T×T
(
Df)(ζ, τ) dE1(ζ)(T1 − T0) dE0(τ). (3.6)
Similarly, a function f on the closed upper half-plane closC+ is called operator Lips-
chitz if the inequality
‖f(N1)− f(N2)‖ ≤ const ‖N1 −N2‖
holds for arbitrary normal operators N1 and N2 with spectra in closC+. Consider the
class of operator Lipschitz functions on closC+ that are analytic in C+ and denote it by
OLA(C+).
It is also well known ([JW], see also [AP3]) that for an arbitrary function f in
OLA(C+), the limit
lim
Im ζ≥0, |ζ|→∞
f(ζ)
ζ
(3.7)
exists.
We use the notation CA(C+) for the set of functions analytic in C+, continuous in
closC+ and having finite limit at infinity. For a function f in OLA(C+), we can define
the divided difference Df as in (3.2). The following analog of the above result holds (see
[AP3], Th. 3.9.6):
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Let f ∈ OLA(C+). Then there are sequences {ϕn}
∞
n=1 and {ψn}
∞
n=1 in CA(C+) such
that (
sup
z∈C+
∞∑
n=1
|ϕn(z)|
2
)(
sup
w∈C+
∞∑
n=1
|ψn(w)|
2
)
= ‖f‖2OL(C+)
and
(Df)(z, w) =
∞∑
n=1
ϕn(z)ψn(w).
Herewith the series converge uniformly while z and w range over compact subsets of the
open upper half-plane.
4. An analog of the Lifshits–Krein trace formula for contractions
Recall that in our paper [MNP2] the method of [Pe5] (which is in turn based on an
idea of [BS3]) was extended to the case of functions of contractions which led to the
following trace formula
trace
(
f(T1)− f(T0)
)
=
∫
T
f ′(ζ) dν(ζ) (4.1)
for arbitrary operator Lipschitz functions f in OLA and for a complex Borel measure ν
on T. Then another, more complicated, method was used in [MNP2] to prove that the
measure ν must be absolutely continuous with respect to normalized Lebesgue measure
m on T. That method is based on a development of Krein’s method of perturbation
determinants [Kr1], [Kr2] and [Kr3].
In this section we show that the method of differentiating parametric families of con-
tractions and computing the trace of the corresponding double operator integrals can
give more. Not only allows it us to describe the maximal class of functions f , for which
the trace formula is applicable, but also it can lead to the absolute continuity of the
measure ν. We also obtain at the end of the section new trace formulae in terms of
A-integrals.
Later we will see that the absolute continuity of spectral shift in the case of functions
of contractions can allow us to establish absolute continuity for self-adjoint operators,
unitary operators and dissipative operators.
However, it is important to start with the case of functions of contractions and deduce
from this case the results for the other classes of operators.
We are going to state here certain results obtained in [MNP2] and to repeat the
reasoning that was used in [MNP2] to obtain formula (4.1) for functions f in OLA.
The following result is Theorem 4.1 of [MNP2]:
Let f ∈ OLA and let T0 and T1 be contractions on Hilbert space and Tt
def
= T0 +
t(T1 − T0), 0 ≤ t ≤ 1. Then
lim
s→0
1
s
(
f(Tt+s)− f(Tt)
)
=
∫∫
T×T
(
Df)(ζ, τ) dEt(ζ)(T1 − T0) dEt(τ)
10
in the strong operator topology, where Et is the semi-spectral measure of Tt.
Note that we are going to prove an analog of Theorem 4.1 of [MNP2] for dissipative
operators in § 8 of this paper.
We also need Theorem 5.1 of [MNP2]:
Let f ∈ OLA. Suppose that T is a contraction with semi-spectral measure E and K is
a trace class operator on Hilbert space. Then
trace
( ∫∫
T×T
(
Df
)
(ζ, τ) dE (ζ)K dE (τ)
)
=
∫
T
f ′(ζ) dµ(ζ),
where µ is a complex Borel measure on T defined by µ(∆) = trace(KE (∆)).
Recall that to prove this result, we used in [MNP2] a representation of the divided
difference Df in the form (3.3) subject to the condition (3.4). We will prove in § 8 of
this paper a similar result in the case of dissipative operators.
The following theorem was proved in [MNP2]. Since we are going to use the construc-
tion given in the proof, we reproduce its proof here.
Theorem 4.1. Let T0 and T1 be contractions on Hilbert space such that T1−T0 ∈ S1.
Then there exists a complex Borel measure ν on T such that trace formula (4.1) holds
for every f in OLA.
Proof. LetK
def
= T1−T0. Consider the family of contractions Tt
def
= T0+tK, 0 ≤ t ≤ 1.
By Theorem 4.1 of [MNP2] stated above, the function t 7→ f(Tt) is differentiable in the
strong operator topology. Put
Qt
def
= lim
s→0
1
s
(
f(Tt+s)− f(Tt)
)
=
∫∫
T×T
(
Df)(ζ, τ) dEt(ζ)K dEt(τ).
Since K ∈ S1 and f ∈ OLA, we have
Qt ∈ S1, 0 ≤ t ≤ 1, and sup
t∈[0,1]
‖Qt‖S1 <∞.
It follows from the definition of Qt that the function t 7→ Qtu is measurable for every
vector u. Then the function t 7→ trace(QtW ) is measurable for an arbitrary bounded
operator W . In other words the S1-valued function t 7→ Qt is weakly measurable. Then
it must be strongly measurable because S1 is separable (see [Yo], Ch. V, § 4) and
f(T1)− f(T0) =
∫ 1
0
Qt dt,
where the integral is understood in the sense of Bochner.
By Theorem 5.1 of [MNP2] stated above,
traceQt =
∫
T
f ′(ζ) dνt(ζ),
where νt is the complex Borel measure on T defined by
νt(∆)
def
= trace
(
KEt(∆)
)
, (4.2)
for a Borel subset ∆ of T. Here Et is the semi-spectral measure of Tt.
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Let M be the space of complex Borel measures on T. Clearly,
‖νt‖M ≤ ‖K‖S1 .
We consider the weak-star topology on M induced by the space C(T) of continuous
functions on T. Let us show that the map t 7→ νt is continuous in this topology. Indeed,
let h ∈ C(T). It is easy to see that
〈h, νt〉 = trace
(
K
∫
T
h(ζ) dEt(ζ)
)
, h ∈ C(T).
We have to show that the map t 7→
∫
T
hdEt is continuous in the operator norm. Indeed,
if h = zn, then ∫
T
h(ζ) dEt(ζ) =
{
T nt , n ≥ 0,
(T ∗t )
n, n < 0.
Thus the map t 7→
∫
T
hdEt is continuous for all trigonometric polynomials h. It remains
to approximate h by trigonometric polynomials.
We can define the complex Borel measure ν by ν
def
=
∫ 1
0 νt dt. The integral can be
understood as the integral of the function t 7→ νt that is continuous in the weak-star
topology. We have
trace
(
f(T1)− f(T0)
)
=
∫ 1
0
traceQt dt =
∫ 1
0
(∫
T
f ′(ζ) dνt(ζ)
)
dt =
∫
T
f ′(ζ) dν(ζ)
which completes the proof. 
Lemma 4.2. For every t in (0, 1), the measure νt defined by (4.2) is absolutely con-
tinuous with respect to Lebesgue measure on T.
Proof. Let t ∈ (0, 1). If Tt is a completely nonunitary contraction, then by the
Sz.-Nagy theorem (see, [SNF], Th. 6.4 of Ch. 2), its minimal unitary dilation Ut has
spectral measure Et that is absolutely continious with respect to Lebesgue measure.
Since the semi-spectral measure Et is a compression of Et, it is also absolutely continuous
with respect to Lebesgue measure, and so the measure νt defined by (4.2) is absolutely
continuous as well.
Suppose now that Tt is not completely nonunitary. Let H be the Hilbert space on
which the contractions T0 and T1 are defined and let H = H♯⊕H♭ be the decomposition
of H such that Tt
∣∣H♯ is completely nonunitary while Tt∣∣H♭ is unitary. Consider the
restrictions T0
∣∣H♭ and T1∣∣H♭. We do not assume a priori that H♭ is an invariant subspace
of T0 and T1, instead we consider these restrictions as operators from H♭ to H . Clearly,
Tt
∣∣H♭ is a convex combination of T0∣∣H♭ and T1∣∣H♭, and so for every unit vector x in
H♭, Ttx is a convex combination of T0x and T1x. Since all vectors of norm 1 are extreme
points of the unit ball of H and ‖Ttx‖ = ‖x‖ = 1, it follows that T0x = T1x, and so H♭
is indeed an invariant subspace of T0 and T1 and T0
∣∣H♭ = T1∣∣H♭ = Tt∣∣H♭.
Thus, K
∣∣H♭ = 0. It follows that
νt(∆) = trace
(
Et(∆)K
)
= trace
(
E
♯
t (∆)K
)
,
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where E ♯t is the semi-spectral measure of Tt
∣∣H♯, which is absolutely continuous by the
Sz.-Nagy theorem. This implies that the scalar measure νt is absolutely continuous. 
Theorem 4.3. Let T0 and T1 be contractions on Hilbert space. Then there exists a
function ξ in L1(T) such that
trace
(
f(T1)− f(T0)
)
=
∫
T
f ′(ζ)ξ(ζ) dζ (4.3)
for every f in OLA.
A function ξ satisfying the conclusion of the theorem is called a spectral shift function
for the pair of contractions {T0, T1}.
Proof. Consider the measure νt defined by (4.2). By Theorem 4.1, formula (4.1)
holds with ν =
∫ 1
0 νt dt and by Lemma 4.2, νt is absolute continuous for t ∈ (0, 1). We
have to prove that ν is absolutely continuous with respect to Lebesgue measure on T.
Let dνt = gt dm, gt ∈ L
1(T). Then the L1-valued function t 7→ gt is weakly measurable
on (0, 1). Indeed, let h ∈ L∞(T). Then the function
t 7→
∫
T
gthdm (4.4)
is measurable on (0, 1). Indeed, for continuous functions h, the function (4.4) is continu-
ous. This is exactly the continuity of the function t 7→ νt in the weak-star topology which
was established in the proof of Theorem 4.1. In the general case we can approximate the
L∞ function h by a uniformly bounded sequence of continuous functions that converges
to h almost everywhere.
We can consider now the integral
∫ 1
0 gt dt which can be understood as a Bochner
integral. Clearly, dν =
( ∫ 1
0 gt dt
)
dm, and so ν is absolutely continuous. 
Remark 1. If f is a function in CA such that f(T1)−f(T0) ∈ S1 whenever T0 and T1
are contractions with T1 − T0 ∈ S1, then f ∈ OLA. This follows from the corresponding
fact for functions of unitary operators and the equality OLA = OL(T) ∩ CA (see § 3).
Remark 2. It is easy to see that the reasoning given in the proofs of Theorems 4.1
and 4.3 lead to the proof of the following more general facts:
(i) Let {Tn}n≥1 be a sequence of contractions that converges to a contraction T in the
norm and let K ∈ S1. Consider the complex Borel measures νn and ν on T defined by
νn(∆)
def
= trace
(
En(∆)K
)
and ν(∆)
def
= trace
(
E (∆)K
)
,
where En is the semi-spectral measure of Tn and E is the semi-spectral measure of T .
Then limn→∞ νn = ν in the weak-star topology on M.
(ii) Let {Tt}t∈[0,1] be a family of contractions that depends on t continuously in the
norm and let K ∈ S1. Consider the complex Borel measures νt, 0 ≤ t ≤ 1, defined by
νt(∆)
def
= trace
(
Et(∆)K
)
,
where Et is the semi-spectral measure of Tt. Let ν be the measure defined by ν =
∫ 1
0 νt dt,
where the integral is understood as an integral of an M-valued function continuous in
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the weak-star topology. Suppose that each νt is absolutely continuous with respect
to Lebesgue measure and dνt = gt dm, gt ∈ L
1(T), t ∈ (0, 1). Then ν is absolutely
continuous and dν = g dm, where g =
∫ 1
0 gt dt and the last integral is a Bochner integral
of the L1-valued function t 7→ gt.
Recall that it is easy to see that if ξ is a spectral shift function for a pair {T0, T1} of
contractions, then the set of all spectral shift functions for {T0, T1} can be parametrized
by
ξ + h, h ∈ H1.
The following fact allows us to see that if we consider the class of complex Borel
measures ν, for which trace formula (4.1) holds for all analytic polynomials f , we get
the same class.
Corollary 4.4. Let {T0, T1} be a pair of contractions in H with trace class difference.
Let ν be a complex Borel measure, for which the trace formula
trace(f(T1)− f(T0)) =
∫
T
f ′(ζ)dν(ζ)
holds for all analytic polynomials f . Then ν is absolutely continuous with respect to
Lebesgue measure on T.
Proof. By Theorem 4.3, there exists a function ξ in L1(T) such that trace formula
(4.3) holds for arbitrary analytic polynomials f . Let λ be the complex Borel measure
defined by dλ = dν − ξ dζ. Since∫
T
f ′(ζ) dν(ζ) =
∫
T
f ′(ζ)ξ(ζ) dζ
for all analytic polynomials f , it is easy to verify that the Fourier coefficients of λ satisfy
the equality λ̂(j) = 0 for j < 0, and so by the Brothers Riesz theorem (see [Ko], Sect.
V.C.4), λ is absolutely continuous. 
Note that the first paper treated pairs {T0, T1} of non-unitary (and non-self-adjoint)
operators is due to Langer [La]. Assuming that T1−T0 ∈ S1 and using the Riesz–Dunford
functional calculus, he proved the following trace formula:
trace
(
f(T1)− f(T0)
)
=
1
2πi
∫
Γ
f ′(ζ) log∆T1/T0(z) dz (4.5)
Here ∆T1/T0 is the perturbation determinant, f is a holomorphic function on a domain
Ω containing σ = σ(T0)∪σ(T1), and Γ is a contour consisting of finitely many positively
oriented, rectifiable, simple closed curves contained in Ω which contain σ in their interiors.
The first approach to trace formulae for the resolvents for a pair {T0, T1} with unitary
T0 and a contraction T1 satisfying T1 − T0 ∈ S1 and DT1
def
= (I − T ∗1 T1)
1/2 ∈ S1 was
given by Rybkin [R2, R3, R4]. His formulae involve a complex spectral shift function,
which is A-integrable but not Lebesgue integrable. We are going to improve his results
on A-integrable sprctral shift below, see Theorem 4.5.
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Later on Adamyan and Neidhardt [AN] proved that there exists a real spectral shift
function ξ ∈ L1(T) for a pair {T0, T1} of contractions satisfying T1 − T0 ∈ S1 and
assuming in addition that I − |T1| ∈ S
0
1 and I − |T
∗
0 | ∈ S
0
1. Here
S01
def
=
{
A :
∑
j
sj(A)
∣∣ log sj(A)∣∣ <∞} ⊂ S1
and {sj(A)}j≥0 is the sequence of singular values of an operator A. It is shown in [MNP2]
that this result from [AN] is sharp, hence the only assumption T1 − T0 ∈ S1 does not
ensure existence of a real spectral shift for the pair {T0, T1}.
The existence of a complex spectral shift ξ ∈ L1(T) for a pair {T0, T1} under an
additional assumption can be deduced from the corresponding result in [MN2] for pairs
of maximal dissipative operators. In full generality Theorem 4.3 was proved in [MNP2] by
using the technique of double operator integrals with Krein’s perturbation determinants
and the technique of boundary triplets.
We proceed now to trace formula in terms of A-integrals.
Definition. A complex measurable function g on T is called A-integrable on T if
lim
t→∞
tm{ζ ∈ T : |g| > t} = 0 (4.6)
and the limit
lim
t→∞
∫
{ζ:|g(ζ)|<t}
g(ζ) dm
exists. In this case the limit is called the A-integral of g and is denoted by
(A)
∫
T
g(ζ)dm.
It is well known that for every g ∈ L1(T), its harmonic conjugate g˜ is always A-
integrable but does not have to belong to L1(T) (see [Ko]).
Consider now the Riesz projections of an L1 function g:
(P+g)(ζ) =
∑
j≥0
ĝ(j)ζj , |ζ| < 1, and (P−g) =
∑
j<0
ĝ(j)ζj , |ζ| > 1.
Both P+g and P−g have nontangential boundary values almost everywhere on T (see
[Ko]). We are going to use the same notation P+g and P−g for the corresponding
boundary-value functions on T. It follows that the functions P+g and P−g are also
A-integrable. Note that the fact that g˜ satisfies (4.6) was proved by Kolmogorov, see
[Ko].
Suppose that η is a function on T such that the functions qf are A-integrable for ar-
bitrary trigonometric polynomial q. We say that η is a generalized spectral shift function
for a pair of contractions {T0, T1} with trace class difference if
trace
(
f(T1)− f(T0)
)
= (A)
∫
T
f ′(ζ)η(ζ) dζ
for every trigonometric polynomial f .
15
Theorem 4.5. Let {T0, T1} be a pair of contractions on with trace class difference.
Then
(i) there exists a function η− in P−L
1(T) such that ϕη− is A-integrable on T for every
ϕ in H∞ and the trace formula
trace
(
f(T1)− f(T0)
)
= (A)
∫
T
f ′(ζ)η−(ζ) dζ (4.7)
holds for every f in OLA;
(ii) there exists a real function ξr on T such ϕξr is A-integrable on T for every ϕ in
H∞ and the trace formula
trace
(
f(T1)− f(T0)
)
= (A)
∫
T
f ′(ζ)ξr(ζ) dζ
holds for every f in OLA.
Proof. (i) Let ξ ∈ L1(T) be a spectral shift function for the pair {T0, T1} and let
f ∈ OLA. We set ξ+ = P+ξ and ξ− = P−ξ. Since f ∈ OLA, it follows that f
′ ∈ H∞.
By Ul’yanov’s theorem [U], the functions ϕξ± A-integrable for any ϕ in H
∞. Thus,
both functions f ′ξ± are (A)-integrable and the function f
′ξ+ satisfies the hypotheses of
Alexandrov’s Theorem [Al], and so
(A)
∫
T
f ′(ζ)ξ+(ζ) dζ = 0.
Combining this equality with trace formula (4.1), we obtain
trace
(
f(T1)− f(T0)
)
=
∫
T
f ′(ζ)ξ(ζ) dζ
=(A)
∫
T
f ′(ζ)ξ+(ζ) dζ + (A)
∫
T
f ′(ζ)ξ−(ζ) dζ = (A)
∫
T
f ′(ζ)ξ−(ζ) dζ.
(4.8)
It suffices to set η−
def
= ξ−.
(ii) We have
ξ = Re ξ + i Im ξ = Re ξ + iP−(Im ξ) + iP+(Im ξ).
As mentioned above, the functions ϕP±(Im ξ) are A-integrable whenever ϕ ∈ H
∞. Put
ξr
def
= Re ξ + i
(
P−(Im ξ)− P−(Im ξ)
)
, (4.9)
we obtain a real A-integrable function. Moreover, since Im ξ ∈ L1(T), we have
ξ − ξr = i
(
P+(Im ξ) + P−(Im ξ)
)
∈ P+L
1(T).
Next, repeating the above reasoning, we find that that the function f ′(ξ − ξr) satisfies
the hypotheses of Alexandrov’s theorem [Al]. Hence,
(A)
∫
T
f ′(ζ)(ξ(ζ)− ξr(ζ)) dζ = 0. (4.10)
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Combining trace formula (4.1) with (4.9) and (4.10), we arrive at
trace
(
f(T1)− f(T0)
)
=
∫
T
f ′(ζ)ξ(ζ) dζ
= (A)
∫
T
f ′(ζ)ξr(ζ) dζ + (A)
∫
T
f ′(ζ)(ξ(ζ)− ξr(ζ)) dζ
= (A)
∫
T
f ′(ζ)ξr(ζ) dζ. 
Note that the first trace formulas of the form (4.7) for pairs {T0, T1} with unitary
T0 = U0 and contractive T1 and an A-integrable generalized spectral shift function was
established by Rybkin in [R2]-[R4]. Our Theorem 4.5 complements Rybkin’s results for
pairs {U0, T1}. In particular, the existence of an A-integrable real generalized spectral
shift function was never established earlier even for pairs {U0, T1}. In connection with the
existence of an A-integrable generalized spectral shift for pairs of the form {A,A− iV },
where A is a self-adjoint operator and V is a nonnegative trace class operator, we also
mention the recent publication [MSZ].
5. The trace formula for unitary operators
Let U0 and U1 be unitary operators on Hilbert space such that U1 − U0 ∈ S1. Recall
that in [AP4] it was proved that there exists a finite signed Borel measure µ on T such
that
trace
(
f(U1)− f(U0)
)
= i
∫
T
ζf ′(ζ) dµ(ζ) (5.1)
for every operator Lipschitz function f on T. This was obtained by considering the
parametric family Ut = e
itAU0, 0 ≤ t ≤ 1, differentiating the function t 7→ f(Ut) in the
strong operator topology, representing the trace of the derivative as
i
∫
T
ζf ′(ζ) dµt(ζ), (5.2)
where µt is a finite signed Borel measure on T defined in terms of the spectral measure
of Ut. To obtain trace formula (5.1), it remains to take the integral of (5.2) over [0, 1]
and define µ as
∫ 1
0 µt dt.
Though the method given in [AP4] works for all operator Lipschitz functions, it does
not give the absolute continuity of µ. In [AP4] Krein’s theorem [Kr2] was used to
conclude that µ is absolutely continuous.
It turns out that the technique used for contractions in the previous section allows us
to prove that µ is absolutely continuous without using the Krein result.
Recall that for an operator Lipschitz function f on T, the condition U1 −U0 ∈ S1 for
unitary operators U0 and U1 implies that f(U1) − f(U0) ∈ S1 (see, e.g., [AP3] and § 3
of this paper).
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Theorem 5.1. Let U0 and U1 be unitary operators on Hilbert space such that U1−U0 ∈
S1. Then there exists a real function ξ in L
1(T) such that
trace
(
f(U1)− f(U0)
)
=
∫
T
f ′(ζ)ξ(ζ) dζ (5.3)
for every f in OL(T).
Proof. Let µ be a Borel measure such that trace formula (5.1) holds for all f in
OL(T). In particular, (5.1) holds for all f in OLA. Since U0 and U1 are contractions,
we can apply Corollary 4.4 to find that µ is absolutely continuous. Let dµ = w dm. We
can define ξ by ξ = (2π)−1w. Clearly, (5.3) holds. 
Remark. The class OL(T) is the maximal class for the applicability of the trace
formula for functions of unitary operators. Indeed, if f is a continuous function on T
such that f(U1)−f(U0) ∈ S1 whenever U0 and U1 are unitary operators with trace class
difference, then f must be in OL(T), see § 3.
6. Trace formulae for self-adjoint operators
As we have already mentioned in the introduction, Krein’s problem to describe the
maximal class of functions f , for which trace formula (1.1) is applicable for arbitrary
self-adjoint operators A0 and A1 with trace class difference, was solved in [Pe5]. It was
shown in [Pe5] that the maximal class of functions in question coincides with the class
of operator Lipschitz functions on R. The method of [Pe5] is based on differentiating
the function t 7→ f(A0 + t(A1 −A0))− f(A0) in the Hilbert–Schmidt norm and leads to
trace formula (1.2) for a signed Borel measure ν. In this section we deduce the absolute
continuity of ν from the corresponding result for unitary operators (see § 5), which was
deduced in turn from the absolute continuity of spectral shift in the case of functions of
contractions (see § 4).
However, we first consider the case of resolvent comparable pairs {A0, A1} of self-
adjoint operators, i.e., self-adjoint operators satisfying the assumption
(A1 + iI)
−1 − (A0 + iI)
−1 ∈ S1. (6.1)
Definiton. We say that a continuous function f is resolvent operator Lipschitz if
‖f(A)− f(B)‖ ≤ const
∥∥(A+ iI)−1 − (B + iI)−1∥∥ (6.2)
for arbitrary bounded self-adjoint operators A and B. We denote by OLres the class of
resolvent operator Lipschitz functions on R.
Lemma 6.1. If f ∈ OLres, then f is bounded and inequality (6.2) holds for arbitrary
not necessarily bounded self-adjoint operators A and B.
Proof. Consider the Cayley transforms
U = (A− iI)(A+ iI)−1 and V = (B − iI)(B + iI)−1
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of A and B. It is well known and it is easy to verify that U and V are unitary operators
and
U − V = −2i
(
(A+ iI)−1 − (B + iI)−1
)
. (6.3)
It is also well known that a unitary operator U is the Cayley transform of a not necessarily
bounded self-adjoint operator if and only if 1 is not an eigenvalue of U , see e.g., [BS4].
Finally, a self-adjoint operator is bounded if and only if 1 is not in the spectrum of its
Cayley transform.
To prove that f is bounded, put A = tI, t ∈ R, and B = 0. Then inequality (6.2)
implies that |f(t)− f(0)| ≤ const. Consider the function ϕ defined by
ϕ(ζ) = f
(
i(1 + ζ)(1− ζ)−1
)
, ζ ∈ T \ {1}. (6.4)
It can easily be deduced from (6.3) that inequality (6.2) is equivalent to the inequality
‖ϕ(U)− ϕ(V )‖ ≤ const ‖U − V ‖ (6.5)
for arbitrary unitary operators U and V such that 1 6∈ σ(U) and 1 6∈ σ(V ). Then ϕ
extends to an operator Lipschitz function on T (see § 3.1 of [AP3]). In particular, this
implies that inequality (6.5) holds whenever U and V are unitary operators such that
1 6∈ σp(U) and 1 6∈ σp(V ). This together with (6.3) means that inequality (6.2) holds for
arbitrary not necessarily bounded self-adjoint operators A and B. 
Theorem 6.2. Let f be a continuous function on R. The following are equivalent:
(i) f is resolvent operator Lipschitz;
(ii) if A and B are self-adjoint operators such that
(A+ iI)−1 − (B + iI)−1 ∈ S1, (6.6)
then f(A)− f(B) ∈ S1;
(iii) if A and B are self-adjoint operators satisfying (7.5), then
‖f(A)− f(B)‖S1 ≤ const
∥∥(A+ iI)−1 − (B + iI)−1∥∥
S1
;
(iv) the function ϕ defined by (6.4) extends to an operator Lipschitz function on T.
Proof. Let us first prove that (i) implies (iii). It was shown in the proof of Lemma
6.1 that the function ϕ defined by (6.4) extends to an operator Lipschitz function on T,
and so
‖ϕ(U) − ϕ(V )‖S1 ≤ const ‖U − V ‖S1
for arbitrary unitary operators U and V (see [AP3], Ch. 1, see also § 3 of this paper).
Again, using (6.3), we can conclude that (iii) holds.
Obviously, (iii) implies (ii).
Let us prove that (ii) implies (i). Using Cayley transform, we see that (ii) is equivalent
to the condition that ϕ(U) − ϕ(V ) ∈ S1 whenever U and V are unitary operators such
that U − V ∈ S1 and 1 6∈ σp(U) and 1 6∈ σp(V ). As before, ϕ is defined by (6.4).
It suffices to show that ϕ extends to a continuous function on T and ϕ(U)−ϕ(V ) ∈ S1
whenever U and V are arbitrary unitary operators with U − V ∈ S1. Indeed, we have
already mentioned in § 3 that this would imply that ϕ ∈ OL(T).
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Assume that ϕ cannot be extended to a continuous function on T. Then there exist
sequences {ζn}n≥0 and {τn}n≥0 of points of T \ {1} such that
lim
n→∞
ζn = 1, lim
n→∞
τn = 1,
∑
n≥0
|ζn − τn| <∞ but inf
n≥0
|ϕ(ζn)− ϕ(τn)| > 0.
Consider the unitary operators U and V on ℓ2 defined by
U(x0, x1, x2, · · · ) = (ζ0x0, ζ1x1, ζ2x2, · · · )
and
V (x0, x1, x2, · · · ) = (τ0x0, τ1x1, τ2x2, · · · ).
Clearly, U and V have no point spectrum at 1, U−V ∈ S1 but the operator ϕ(U)−ϕ(V )
is not even compact. This allows us to assume that ϕ ∈ C(T).
Suppose now that U and V are unitary operators on a Hilbert space H such that
U − V ∈ S1. We have to show that ϕ(U) − ϕ(V ) ∈ S1. We denote by P and Q the
orthogonal projections onto the eigenspaces Ker(U − I) and Ker(V − I).
Let U♭ and V♭ be the restrictions of U and V to their invariant subspaces (Ker(U−I))
⊥
and (Ker(V − I))⊥. Clearly, U♭ and V♭ are unitary operators on (Ker(U − I))
⊥ and
(Ker(V − I))⊥ that do not have point spectrum at 1.
Suppose that {ζk}k≥0 is a sequence of points in T \ {1} such that∑
k
|ζk − 1| <∞ and
∑
k
|ϕ(ζk)− ϕ(1)| <∞. (6.7)
Let {uk}, 0 ≤ k < dimKer(U − I), and {vj}, 0 ≤ j < dimKer(V − I), be orthonormal
bases in the subspaces Ker(U − I) and Ker(V − I). Note that the subspaces can be
infinite dimensional, finite-dimensional or even trivial. In the last case the orthonormal
basis has no vectors. Consider the unitary operators
U♯ =
∑
k
ζk(·, uk)uk and V♯ =
∑
j
ζj(·, vj)vj
on these two subspaces. We can define now the unitary operators U♮ and V♮ on H by
U♮
def
= U♭ ⊕ U♯ and V♮
def
= V♭ ⊕ V♯.
Clearly, 1 6∈ σp(U♮) and 1 6∈ σp(V♮). We have
U♮ − V♮ = (U♮ − U)− (V♮ − V ) + (U − V ).
It is easy to see that
U♮ − U = 0⊕ (U♯ − I) ∈ S1 and V♮ − V = 0⊕ (V♯ − I) ∈ S1.
Since U − V ∈ S1, it follows that U♮ − V♮ ∈ S1, and so ϕ(U♮)− ϕ(V♮) ∈ S1. We have
ϕ(U) − ϕ(V ) = (ϕ(U) − ϕ(U♮))− (ϕ(V )− ϕ(V♮)) + (ϕ(U♮)− ϕ(V♮)).
It follows easily from the second inequality in (6.7) that ϕ(U) − ϕ(U♮) ∈ S1 and
ϕ(V ) − ϕ(V♮) ∈ S1. Thus, ϕ(U) − ϕ(V ) ∈ S1. This implies that ϕ ∈ OL(T) (see
§ 3), and so f ∈ OLres.
The equivalence of (i) and (iv) is established in the proof of Lemma 6.1. This completes
the proof. 
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Theorem 6.3. Let {A0, A1} be a resolvent comparable pair of self-adjoint operators.
Then there exists a real measurable function ξ on R satisfying∫
R
|ξ(t)|
1 + t2
dt <∞ (6.8)
and such that for an arbitrary function f in OLres, f(A1)−f(A0) ∈ S1 and the following
trace formula holds:
trace
(
f(A1)− f(A0)
)
=
∫
R
f ′(t)ξ(t) dt. (6.9)
The function ξ is called the spectral shift function for the pair {A0, A1}.
Proof. Let U0 and U1 be the Cayley transforms of A0 and A1 and let now f be a
function of class OLres. Consider the function ϕ on T be defined by (6.4). By Theorem
7.1, ϕ extends to an operator Lipschitz function on T. It is easy to verify that f(A0) =
ϕ(U0) and f(A1) = ϕ(U1). Thus,
f(A1)− f(A0) = ϕ(U1)− ϕ(U0) ∈ S1.
By Theorem 5.1, there exists a function ξu in L
1(T) (a spectral shift function for
{U0, U1}) such that
trace
(
ϕ(U1)− ϕ(U0)
)
=
∫
T
ϕ′(ζ)ξu(ζ) dζ.
Put now
ξ(t) = ξu
(
t− i
t+ i
)
, t ∈ R.
It is easily seen that ξ satisfies (6.8) and trace formula (6.9) holds. 
The following result shows that the class OLres is the maximal class of functions, for
which trace formula (6.9) holds for arbitrary resolvent comparable self-adjoint operators
A0 and A1.
Theorem 6.4. Suppose that f is a continuous function on R such that f(A1)−f(A0) ∈
S1 whenever A0 and A1 are self-adjoint operators satisfying (6.1). Then f ∈ OL
res.
Proof. Indeed, it follows from (6.3) that the function ϕ defined by (6.4) has the
property that ϕ(U)− ϕ(V ) ∈ S1 whenever U and V are unitary operators that have no
point spectrum at 1 and such that U −V ∈ S1. We have shown in the proof of Theorem
7.1 that ϕ extends to a function in OL(T) which means (see again Theorem 7.1) that
ϕ ∈ OLres. 
Let us now proceed to the case when A0 and A1 are self-adjoint operators with trace
class difference. The following theorem is a combination of Krein’s theorem [Kr1] and
the main result of [Pe5]. We prove it without using Krein’s theorem. Instead, we deduce
it from Theorem 6.3. Recall (see § 3) that if f ∈ OL(R) and A0 and A1 are self-adjoint
operators with A1 −A0 ∈ S1, then f(A1)− f(A0) ∈ S1.
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Theorem 6.5. Let A0 and A1 be self-adjoint operators such that A1−A0 ∈ S1. Then
there exists a real function ξ in L1(R) such that
trace
(
f(A1)− f(A0)
)
=
∫
R
f ′(t)ξ(t) dt
for every operator Lipschitz function f on R.
Proof. It is well known and it is easy to see that the assumption A1 − A0 ∈ S1
implies (6.1). Then it follows from Theorem 6.3 that there exists a function ξ satisfying
(6.8) such that trace formula (6.9) holds for smooth compactly supported functions f .
On the other hand, the construction in [Pe5] yields the existence of a finite signed
Borel measure ν on R such that
trace
(
f(A1)− f(A0)
)
=
∫
R
f ′(t) dν(t)
for arbitrary operator Lipschitz functions f . It follows that∫
R
f ′(t)ξ(t) dt =
∫
R
f ′(t) dν(t)
for arbitrary smooth compactly supported functions f . This easily implies that the
measure ν is absolutely continuous and dν(t) = ξ dt. Thus ξ ∈ L1(R) and trace formula
(6.9) holds for arbitrary operator Lipschitz functions f . 
7. The case of dissipative operators; resolvent comparable perturbations
We consider in this section a trace formula for functions of maximal dissipative oper-
ators L0 and L1 such that
(L1 + iI)
−1 − (L0 + iI)
−1 ∈ S1. (7.1)
Such a trace formula was obtained in [MNP2]. We deduce this trace formula here from
the corresponding result for functions of contractions, see § 4.
Let us remind the following fact that can be deduced from Theorem 3.9.9 of [AP3]
and from the corresponding fact for functions of unitary operators, see § 3.
Let f ∈ CA. The following are equivalent:
(i) f ∈ OLA;
(ii) for arbitrary contractions T and R such that T −R ∈ S1, the operator f(T )−f(R)
is also of trace class;
(iii) the inequality
‖f(T )− f(R)‖S1 ≤ const ‖T −R‖S1 (7.2)
holds for arbitrary contractions T and R with trace class difference.
Definition. By analogy with the definition given in § 6 we say that an H∞(C+)
function f continuous on R belongs to the class OLresA of resolvent operator Lipschitz
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functions analytic in C+ if
‖f(L)− f(M)‖ ≤ const
∥∥(L+ iI)−1 − (M + iI)−1∥∥ (7.3)
for arbitrary maximal dissipative operators L and M .
Actually, we do not have to assume a priori that the function f is bounded. We could
assume that f is a Lipschitz function on closC+ that is analytic in C+. Then it could
be shown as in Lemma 6.1 that f must be bounded.
Consider the function ϕ defined by
ϕ(ζ) = f
(
i(1 + ζ)(1− ζ)−1
)
, ζ ∈ D \ {1}. (7.4)
The following result is an analog of Theorem 7.1.
Theorem 7.1. Let f be a function in H∞(C+) that is continuous on R. The following
are equivalent:
(i) f ∈ OLresA ;
(ii) if L and M are maximal dissipative operators such that
(L+ iI)−1 − (M + iI)−1 ∈ S1, (7.5)
then f(L)− f(M) ∈ S1;
(iii) if L and M are maximal dissipative operators (7.5), then
‖f(L)− f(M)‖S1 ≤ const
∥∥(L+ iI)−1 − (M + iI)−1∥∥
S1
; (7.6)
(iv) the function ϕ defined by (7.4) extends to a function of class OLA.
Proof. Consider the Cayley transforms of L and M defined by
T = (L− iI)(L+ iI)−1 and R = (M − iI)(M + iI)−1 (7.7)
of L and M . It is well known that T and R are contractions. It is also well known that
a contraction is the Cayley transform of a maximal dissipative operator if and only if 1
is not its eigenvalue. It is easy to verify that
T −R = −2i
(
(L+ iI)−1 − (M + iI)−1
)
. (7.8)
Let us prove that (i) implies (iv). Let ϕ be the function defined by (7.4). Then
f(L) = ϕ(T ) and f(M) = ϕ(R). Thus, it follows from (7.8) and (7.3) that
‖ϕ(T ) − ϕ(R)‖ ≤ const ‖T −R‖
for arbitrary contractions T and R with no point spectrum at 1. In particular, this
is true if T and R are unitary operators with no point spectrum at 1. In the proof of
Lemma 6.1 it has been shown that this implies that ϕ|T extends to an operator Lipschitz
function on T. Then ϕ ∈ CA and since OLA = OL(T) ∩ CA, it follows that ϕ ∈ OLA.
It is obvious that we can reverse the reasoning and establish that (iv) implies (i).
To show that (iv) implies (iii), we observe that inequality (7.6) for arbitrary maximal
dissipative operators L and M is equivalent to inequality (7.2) for arbitrary contractions
T and R with no point spectrum at 1 which is certainly true.
The fact that (iii) implies (ii) is trivial.
It remains to establish the implication (ii)⇒(iv). Clearly, (ii) is equivalent to the
property that ϕ(T ) − ϕ(R) ∈ S1 whenever T and R are contractions with no point
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spectrum at 1 such that T − R ∈ S1. In particular, this is true if T and R are unitary
operators with no point spectrum at 1. It was established in the proof of Theorem 7.1
that in this case ϕ|T ∈ OL(T). Again it follows from the equality OLA = OL(T) ∩ CA
that ϕ ∈ OLA. 
Theorem 7.2. Let L0 and L1 be maximal dissipative operators satisfying (7.1). Then
there exists a complex measurable function ξ on R such that∫
R
|ξ(x)|(1 + x2)−1 dx <∞ (7.9)
and for an arbitrary function f of class OLresA , f(L1) − f(L0) ∈ S1 and the following
trace formula holds:
trace
(
f(L1)− f(L0)
)
=
∫
R
f ′(t)ξ(t) dt. (7.10)
Proof. Consider the Cayley transforms T0 and T1 of L0 and L1, see (7.7)).
Let f ∈ OLresA and let ϕ be the function defined by (7.4). Then ϕ ∈ OLA. It is easy
to see that
f(L1)− f(L0) = ϕ(T1)− ϕ(T0) ∈ S1 (7.11)
(see § 3). It follows from formula (7.8) that T1 − T0 ∈ S1.
By Theorem 4.3, there exists a function ξc in L
1(T) (a spectral shift function for the
pair {T0, T1}) such that
trace
(
ϕ(T1)− ϕ(T0)
)
=
∫
T
ϕ′(ζ)ξc(ζ) dζ. (7.12)
Put now
ξ(t) = ξc
(
t− i
t+ i
)
, t ∈ R.
It is easily seen that ξ satisfies (7.9). Trace formula (7.10) follows immediately from
(7.11) and (7.12) 
Remark. It is easy to see that OLresA is the maximal class of functions, for which the
following property holds
(L1 + iI)
−1 − (L0 + iI)
−1 ∈ S1 =⇒ f(L1)− f(L0) ∈ S1
for maximal dissipative operators L0 and L1. Indeed, self-adjoint operators are maximal
dissipative, and so as we have mentioned in § 6, f ∈ OLres. It remains to use the equality
OLA = OL(T) ∩ CA (see § 3).
Note that the first result on the existence of a spectral shift function for pairs {L0, L1}
of maximal accumulative resolvent comparable operators satisfying the additional as-
sumption ρ(L0) ∩C+ 6= ∅ was obtained in [MN]. Besides, under this assumption, using
the Langer method (see formula (4.5)), the authors proved formula (7.10) for a class
of functions holomorphic on the union of the spectra σ(L0) ∪ σ(L1). In full generality
Theorem 7.2 was proved in [MNP2] by developing and combining the Birman–Solomyak
DOI approach with the Krein approach of perturbation determinants.
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8. The case of dissipative operators; additive trace class perturbations
In this section we obtain an analog of the Lifshits–Krein trace formula for additive
trace class perturbations of maximal dissipative operators.
Let L be a maximal (not necessarily bounded) dissipative operator in a Hilbert space
H . If f is an operator Lipschitz function in closC+, we can define the operator f(L) as
follows. We have
f(ζ) =
fi(ζ)
(ζ + i)−1
, ζ ∈ C+, where fi(ζ)
def
=
f(ζ)
ζ + i
.
Since f is operator Lipschitz, the function fi is continuous in closC+ and continuous at
infinity (see (3.7)). The (possibly unbounded) operator f(L) can be defined by
f(L)
def
= (L+ iI)fi(L)
(see [SNF], Ch. IV, § 1). It follows from Th. 1.1 of Ch. IV of [SNF] that
f(L) ⊃ fi(L)(L+ iI),
and so D(f(L)) ⊃ D(L).
Theorem 8.1. Suppose that L0 and L1 are maximal dissipative operators in a Hilbert
space such that D(L1) = D(L0) and L1−L0 ∈ S1. Let f ∈ OLA(C+). Then the operator
f(L1)− f(L0) on D(L0) is given by
f(L1)− f(L0) =
∫∫
R×R
f(t)− f(s)
t− s
dEL1(t)(L1 − L0) dEL0(s),
and so f(L1)− f(L0) ∈ S1.
Proof. We are going to use Lemma 6.4 of [AP2], which gives a construction of a
sequence of functions ωn in H
∞(C+) with the following properties:
(i) lim
n→∞
ωn(z) = 1 for every z ∈ C+,
(ii) ‖ωn‖H∞ = 1 for every n,
(iii) (i + z)ωn ∈ H
∞ for every n,
(iv) lim
n→∞
‖(i + z)ω′n(z)‖H∞ = 0.
Then for an arbitrary maximal dissipative operator L the following equality holds
f(L)u = lim
n→∞
(fωn)(L)u, u ∈ D(L).
Indeed, it follows from Theorem 1.1 of Ch. IV of [SNF] that for u ∈ D(L),
(fωn)(L)u = f(L)ωn(L)u→ f(L)u as n→∞. (8.1)
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On the other hand by Theorem 6.6 of [AP2],
lim
n→∞
(
(fωn)(L1)− (fωn)(L0)
)
= lim
n→∞
∫∫
R2
ωn(x)f(x)− ωn(y)f(y)
x− y
dEL1(x)(L1 − L0) dEL0(y)
=
∫∫
R2
f(x)− f(y)
x− y
dEL1(x)(L1 − L0) dEL0(y).
which together with (8.1) implies the result. 
Theorem 8.2. Let L1 and L0 be maximal dissipative operators with L1 − L0 ∈ S1.
Then there exists a complex Borel measure ν on R such that the following trace formula
holds
trace
(
f(L1)− f(L0)
)
=
∫
R
f ′(x) dν(x) (8.2)
for every f in OLA(C+).
Proof. The proof is similar to the proof of Theorem 4.1 of [MNP2] stated in § 4. Let
K
def
= L1 − L0. Consider the family Lt
def
= L0 + tK, 0 ≤ t ≤ 1, of maximal dissipative
operators.
By Theorem 3.9.6 stated in § 3 of [AP3], there exist sequences {ϕn}n≥1 and {ψn}n≥1
of class CA(C+) such that sup
ζ∈C+
∑
n≥1
|ϕn(ζ)|
2
 sup
ζ∈C+
∑
n≥1
|ψn(ζ)|
2
 = ‖f‖2OLA(C+)
and
f(z)− f(w)
z − w
=
∑
n≥1
ϕn(z)ψn(w), z, w ∈ C+.
As in the proof of Theorem 4.1 of [MNP2], we can prove that
lim
h→0
1
h
(
f(Ls+h)− f(Ls)
)
=
∫∫
R×R
f(x)− f(y)
x− y
dEs(x)K dEs(y)
def
= Qs
in the strong operator topology, where Es is the semi-spectral measure of Ls.
Indeed, by Theorem 8.1,
1
h
(
f(Ls+h)− f(Ls)
)
=
∫∫
R×R
f(x)− f(y)
x− y
dEs+h(x)K dEs(y)
=
∑
n≥1
ϕn(Ls+h)Kψn(Ls),
while ∫∫
R×R
f(x)− f(y)
x− y
dEs(x)K dEs(y) =
∑
n≥1
ϕn(Ls)Kψn(Ls).
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Then following the proof of Theorem 4.1 of [MNP2], we see that it suffices to show that
lim
h→0
‖ϕn(Ls+h)− ϕn(L)‖ = 0.
This follows from the fact that the function ϕn, being in the class CA(C+), is uniformly
operator continuous, i.e., for each ε > 0 there exists δ > 0 such that
‖ϕn(L)− ϕn(M)‖ < ε
whenever M is a maximal dissipative operator satisfying ‖L −M‖ < δ. The latter is a
consequence of Theorem 7.2 of [AP2] and an analog of Theorem 8.1 of [AP1] for maximal
dissipative operators.
As in the proof of Theorem 4.1, we can show that
f(L1)− f(L0) =
∫ 1
0
Qs ds.
The integral on the right can be understood in the sense of Bochner. Hence,
trace
(
f(L1)− f(L0)
)
=
∫ 1
0
traceQs ds.
On the other hand, as in the proof of Theorem 4.1, we can show that
traceQs =
∫
R
f ′(x) dνs(x),
where νs is a complex Borel measure on R defined by
νs(∆) = trace(Es(∆)K).
The rest of the proof is similar to the proof what has been done in the proof of Theorem
4.1. Let M(R) be the space of complex Borel measures on R. We consider the function
s 7→ νs.
Let us show that it is continuous in the weak topology σ
(
M(R), C0(R)
)
, where C0(R)
is the space of continuous functions on R vanishing at infinity. Indeed, it is easy to see
that
〈h, νs〉 = trace
(
K
∫
R
hdEs
)
, h ∈ C0(R),
and it suffices to show that the function s 7→
∫
R
hdEs is continuous in the norm. If
h ∈ C0(R) ∩ CA(C+), then
∫
R
hdEs = h(Ls). The fact that the function s 7→ h(Ls) is
norm continuous is a consequence of Theorem 7.2 of [AP2] and Theorem 8.1 of [AP1].
On the other hand, if h = h¯♮, where h♮ ∈ C0(R)∩CA(C+), then
∫
R
hdEs =
(
h♮(Ls)
)∗
,
and so the function s 7→
∫
hdEs is norm continuous.
The continuity of the map s 7→
∫
R
hdEs for an arbitrary function h in C0(R) follows
from the obvious fact that the set{
h1 + h¯2 : h1, h2 ∈ C0(R) ∩ CA(C+)
}
is dense in C0(R).
We can define now the measure ν as the integral
∫ 1
0 νs ds of the weak-star continuous
function s 7→ νs. It is easy to verify that formula (8.2) holds. 
Now we are ready to establish the main result of this section.
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Theorem 8.3. Let L0 and L1 be maximal dissipative operators with L1 − L0 ∈ S1.
Then there exists a complex function ξ in L1(R) such that the following trace formula
holds
trace
(
f(L1)− f(L0)
)
=
∫
R
f ′(x)ξ(x) dx (8.3)
for every f in OLA(C+).
Proof. By Theorem 7.2, there exists a measurable function η on R such that∫
R
|η(x)|(1 + x2)−1 dx <∞ and the trace formula
trace
(
f(L1)− f(L0)
)
=
∫
R
f ′(x)η(x) dx
holds for all functions f in OLresA . It follows from Theorem 8.2 that∫
R
1
(λ− x)2
η(x) dx =
∫
R
1
(λ− x)2
dν(x), Imλ < 0.
Consider the Radon complex measure µ defined by dµ = dν − η dm, where m stands
for Lebesgue measure on R. Then∫
R
1
(λ− x)2
dν(x) = 0, Imλ < 0.
It can easily be deduced from the brothers Riesz theorem (see e.g., Lemma 3.7 of [MN]
for details) that ν is absolutely continuous with respect to Lebesgue measure, and so
trace formula (8.3) holds with ξ being the Radon–Nikodym density of ν, i.e., dν = ξ dm.

Remark. The class OLA(C+) is the maximal class, for which trace formula (8.3) holds
for arbitrary pairs of resolvent comparable maximal dissipative operators. Indeed, this
can be deduced from Theorem 6.4 and the fact that self-adjoint operators are maximal
dissipative operators.
First generalizations of formula (1.1) to the case of pairs {L0, L1} for a maximal
accumulative (dissipative) operator L1 and a self-adjoint operator L0 were obtained by
Rybkin [R1], [R4] and Krein [Kr4]. For instance, Krein treated a pair {L0, L1} with
L1 = L0 − iV , V ≥ 0, and V ∈ S1, and proved in [Kr4] an analog of formula (1.1)
with right-hand side
∫
R
f ′(t) dν(t) for a complex Borel measure ν and for functions f of
class W+1 (R). Here W
+
1 (R) is the class of functions f whose derivative is the Fourier
transform of a complex measure supported in [0,∞).
Trace formula (8.3) for pairs {L0, L1} of maximal accumulative operators with trace
class difference was proved for f in W+1 (R) in [MN]. It was extended in [MNP2] to
the class OLA(C+) by developing both the approach by Birman and Solomyak based on
double operator integrals and Krein’s perturbation determinants approach.
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9. A construction of an intermediate contraction
The purpose of this section is to show that under a certain additional condition on a
pair {T0, T1} of contractions with T1 − T0 ∈ S1, there exists a contraction T such that
T − T0 ∈ S1, and the pairs {T, T0} and {T, T1} have spectral shift functions ξ0 and ξ1
satisfying
Im ξ0 ≥ 0 and Im ξ1 ≥ 0.
Clearly, the function ξ defined by ξ
def
= ξ0 − ξ1 is a spectral shift function for the initial
pair {T0, T1}. To achieve this, we use another parametric family of contractions that
connects T0 and T1. A similar parametric family was used in [AP4] for pairs of unitary
operators.
We start with the following lemma:
Lemma 9.1. Let T be a contraction and let U be a unitary operator on Hilbert space.
If U − I ∈ S1, then the pair {T,UT} has a real spectral shift function ξ.
Proof. Since U − I ∈ S1, it is easy to see that there exists a trace class self-adjoint
operator A such that U = eiA.
Put
Tt
def
= eitAT, t ∈ [0, 1].
Then T0 = T and T1 = UT .
We are going to use a combination of the methods given in the proof of Theorem 4.1
of [AP4] and the proof of Theorem 4.1 of this paper. It can be shown that there exists a
finite signed Borel measure ν on T such that for any f ∈ OLA the following trace formula
holds
trace(f(UT )− f(T )) =
∫
T
i ζf ′(ζ) dν(ζ). (9.1)
Indeed, as in the proof of Theorem 4.1 of [AP4], we can define the real Borel measure
νt on T by
νt(∆) = trace(AEt(∆)) = trace
(
(Et(∆))
1/2A(Et(∆))
1/2
)
∈ R,
where Et is the semi-spectral measure of Tt.
As in the proof of Theorem 4.1 of this paper, we have
〈h, νt〉 = trace
(
A
∫
T
h(ζ) dEt(ζ)
)
, h ∈ C(T),
and we can conclude that the function t 7→ νt is a continuous function in the weak-star
topology of M (see also Remark 2 of § 4). Consider the integral
∫ 1
0 νt dt
def
= ν as an
integral of a continuous function in the weak-star topology of M. As in the proof of
Theorem 4.1, we can differentiate the function t 7→ Tt, express the derivative Qt of this
function as
Qt = i
∫
T
ζf ′(ζ) dνt(ζ)
and integrate over the interval [0, 1]. This leads to formula (9.1).
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By Corollary 4.4, the measure ν must be absolutely continuous. Let η be a real L1
function such that dν = η dm, where m is normalized Lebesgue measure on T. Clearly,
2πiζ dm(ζ) = dζ, and so
i ζ dν(ζ) = i ζη(ζ) dm(ζ) =
1
2π
η(ζ) dζ. (9.2)
This together with (9.1) implies that
trace(f(UT )− f(T )) =
1
2π
∫
T
f ′(ζ)η(ζ) dζ.
It remains to define ξ by ξ
def
= 12πη. 
Lemma 9.2. Let T be a contraction and let X be a nonnegative contraction, i.e.,
0 ≤ X ≤ I. If I − X ∈ S1 and X is invertible, then the pair {T,XT} has a purely
imaginary spectral shift function ξ satisfying Im ξ ≥ 0.
Proof. Clearly, X ≥ εI > 0 for some ε > 0. Hence, X =
∫ 1
ε λdE(λ), where E is
the spectral measure of X. Since I −X ∈ S1, it follows that the spectral measure E is
discrete with point masses at λk
I −X =
∫ 1
ε
(1− λ) dE(λ) =
∑
k
(1− λk)E({λk})
and
∑
k(1− λk) dimE({λk}) <∞.
Then the operator D defined by
−D
def
= logX =
∫ 1
ε
log λdE(λ) =
∑
k
log λk E({λk}) =
∑
k
log λk
1− λk
(1− λk)E({λk})
is a bounded nonnegative operator and X = e−D. Moreover, it is easy to see that
D ∈ S1.
Put
Tt
def
= e−tDT, t ∈ [0, 1].
Note that T0 = T and T1 = XT . By analogy with the proof of Lemma 9.1, we can
conclude that there exists a positive Borel measure ν such that the following trace formula
holds
trace(f(XT )− f(T )) = −
∫
T
ζf ′(ζ)dν(ζ)
for every f in OLA.
Indeed, we can define the positive Borel measure νt by
νt(∆) = trace(DEt(∆)) = trace(D
1/2
Et(∆)D
1/2) ≥ 0
for a Borel subset ∆ of T.
As in the proof of Lemma 9.1 (see Remark 2 in § 4), we can conclude that the function
t 7→ νt, t ∈ [0, 1], is continuous in the weak-star topology of M and define the positive
Borel measure ν by ν =
∫ 1
0 νt dt.
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By Corollary 4.4, the measure ν is absolutely continuous. Let η be an L1 function
such that dν = η dm. We have
trace(f(XT )− f(T )) = −
∫
T
ζf ′(ζ)dν(ζ) =
1
2π
i
∫
T
f ′(ζ)η(ζ) dζ
(see (9.2)). It remains to put ξ
def
= i2πη. 
Lemma 9.3. Let T1 and T0 be invertible contractions such that T1 − T0 ∈ S1. Then
there exists an invertible contraction T satisfying the following conditions:
(i) T − T0 ∈ S1;
(ii) the pair {T0, T} has a spectral shift function ξ0 satisfying Im ξ0 ≥ 0;
(iii) the pair {T, T1} has a spectral shift function ξ1 satisfying Im ξ1 ≤ 0.
(iv) the function ξ defined by
ξ
def
= ξ0 + ξ1
is a spectral shift function for the pair {T0, T1}.
Proof. Consider the operator R = T1T
−1
0 . Clearly, I − R ∈ S1 and I − |R|
2 =
I − R∗R = I −R∗ +R∗(I −R) ∈ S1. Hence, I − |R| = (I − |R|
2)(I + |R|)−1 ∈ S1. Let
R = U |R| be a polar decomposition of R. Since R is invertible, the operator U is unitary.
Moreover, the inclusion I −R ∈ S1 implies that I −U = I −R+U(|R| − I) ∈ S1. Since
I − |R| ∈ S1, there is a trace class self-adjoint operator C such that
|R| = eC and R = UeC . (9.3)
Put
C−
def
= −CEC((−∞, 0)) and C+
def
= CEC([0,∞).
Clearly, C± ≥ 0, C± ∈ S1 and C = C+ − C−. Let
T2
def
= e−C−T0 and R0
def
= T2T
−1
0 = e
−C− . (9.4)
The inclusion C− ∈ S1 implies that
T0 − T2 = (I −R0)T0 = (I − e
−C−)T0 ∈ S1. (9.5)
Since R0 is a nonnegative contraction satisfying (9.5), the pair {T0, T2} = {T0, R0T0}
satisfies the hypotheses of Lemma 9.2, and so it has a purely imaginary spectral shift
function η0 satisfying Imη0 ≥ 0.
Let now T
def
= UT2. Clearly, T2 − T = (I − U)T2 ∈ S1 and since U is unitary, Lemma
9.1 guaranties, that the pair {T2, T} has a real spectral shift function ̥. This allows us
to conclude that ξ0 = ̥ + η0 is a spectral shift function for the pair {T0, T}. Clearly,
Im ξ0 = Imη0 ≥ 0.
Next, consider the pair {T, T1}. Put R1 = TT
−1
1 . It follows from (9.4), (9.3), and the
identity T1 = RT0, that
R1 = TT
−1
1 = Ue
−C−T0(RT0)
−1 = Ue−C−T0T
−1
0 e
−CU∗ = Ue−C+U∗ = e−UC+U
∗
. (9.6)
Hence, T = e−UC+U
∗
T1. It follows that T1−T = (I− e
−UC+U∗)T1 ∈ S1. By Lemma 9.2,
the pair {T1, T} has a spectral shift function with nonnegative imaginary part. Thus,
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the pair {T, T1} has a spectral shift function ξ1 such that Im ξ1 ≤ 0. Setting ξ
def
= ξ0+ξ1
we obtain a spectral shift function of the pair {T1, T0} with the required properties. 
For a contraction T on a Hilbert space H , we need the construction of the Scha¨ffer
matrix dilation U [T ] on the two-sided sequence space ℓ2
Z
(H ) of H -valued sequences, see
[SNF], Ch. 1, § 5. Here we identify H with the subspace of sequences {vn}n∈Z such that
vj = 0 for j 6= 0. Such a dilation does not have to be minimal. However, the advantage
of this dilation is that it allows us to consider unitary dilations of contractions on H on
the same space ℓ2
Z
(H ). Recall that for a contraction T we use the notation DT for the
defect operator:
DT
def
= (I − T ∗T )1/2.
Here is the block matrix of U [T ]:
U [T ] =

. . .
. . .
...
...
...
...
...
... . .
.
· · · 0 I 0 0 0 0 0 · · ·
· · · 0 0 I 0 0 0 0 · · ·
· · · 0 0 0 DT −T
∗ 0 0 · · ·
· · · 0 0 0 T DT ∗ 0 0 · · ·
· · · 0 0 0 0 0 I 0 · · ·
· · · 0 0 0 0 0 0 I · · ·
. .
. ...
...
...
...
...
...
. . .
. . .

. (9.7)
Here the entry T is at the (0, 0) position. In other words, the entries U
[T ]
j,k of U
[T ] are
given by
U
[T ]
0,0 = T, U
[T ]
0,1 = DT ∗ , U
[T ]
−1,0 = DT , U
[T ]
−1,1 = −T
∗, U
[T ]
j,j+1 = I for j 6= 0, −1,
while all the remaining entries are equal to 0.
Theorem 9.4. Let T and Q be contractions on a Hilbert space. Suppose that
U [T ] − U [Q] ∈ S1 and let ξ be a spectral shift function for the pair
{
U [T ], U [Q]
}
. Then
T −Q ∈ S1 and ξ is a spectral shift function for the pair {T,Q}.
Proof. Let ξ be a a spectral shift function for the pair
{
U [T ], U [Q]
}
, i.e., the identity
trace
(
f
(
U [Q]
)
− f
(
U [T ]
))
=
∫
T
f ′(ζ)ξ(ζ) dζ (9.8)
holds for every f in OL(T). In particular, (9.8) holds for every f in OLA. Clearly, both
U [T ] and U [Q] are upper triangular matrices with the only nonzero diagonal entries T
and Q, and so for n ≥ 0, both
(
U [T ]
)n
and
(
U [Q]
)n
are upper triangular matrices with
the only nonzero diagonal entries T n and Qn. Thus,
trace
((
U [Q]
)n
−
(
U [T ]
)n)
= trace(Qn − T n), n ≥ 0,
and so
trace
(
f
(
U [Q]
)
− f
(
U [T ]
))
= trace
(
f(Q)− f(T )
)
(9.9)
for every f in OLA. Combining identities (9.8) and (9.9), we conclude that ξ is a spectral
shift function for the pair {T,Q}. 
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Remark. Clearly, under the hypotheses of Theorem 9.4, the pair {T,Q} has a real
spectral shift function. Corollary 8.4 of [MNP2] shows that there are pairs of contractions
{T,Q} with T −Q ∈ S1 that have no real spectral shift functions. Theorem 9.4 implies
that for such pairs U [T ] − U [Q] 6∈ S1.
Lemma 9.5. Let T be a Fredholm contraction of zero index. Then there is an invert-
ible contraction Q such that Q − T ∈ S1 and the pair {T,Q} has a real spectral shift
function.
Proof. Since T is a contraction with zero Fredholm index, there exists a partial
isometry V with initial space KerT and final space KerT ∗. We set Q
def
= T + V . Then
V ∗V = PKer T and V V
∗ = PKer T ∗ , the orthogonal projections onto KerT and KerT
∗.
Obviously, Q is an invertible contraction and T −Q = −V ∈ S1. We have
Q∗Q = T ∗T + T ∗V + V ∗T + V ∗V = T ∗T + V ∗V
which yields
D2Q = I −Q
∗Q = I − T ∗T − V ∗V = D2T − V
∗V = D2T − PKer T .
It follows that
D2Qx =
{
D2Tx, x ⊥ KerT,
0, x ∈ KerT,
and so
DQx =
{
DTx, x ⊥ KerT,
0, x ∈ KerT.
Hence, DQ = DT − PKer T = DT − V
∗V . Similarly, DQ∗ = (I −QQ
∗)1/2 = DT ∗ − V V
∗.
It follows that
DT −DQ = V
∗V ∈ S1 and DT ∗ −DQ∗ = V V
∗ ∈ S1. (9.10)
Let U [T ] and U [Q] be the Scha¨ffer matrix unitary dilations of T and Q on ℓ2(Z,H ).
Since the matrices U [T ] and U [Q] have only four non-trivial entries, it follows from (9.10)
that
U [T ] − U [Q] ∈ S1.
By Theorem 5.1, the pair {U [T ], U [Q]} has a real spectral shift function. The result
follows now from Theorem 9.4. 
Theorem 9.6. Let T0 be a Fredholm contraction with zero index and let T1 be a
contraction such that T1 − T0 ∈ S1. Then there exists a contraction T satisfying the
following conditions:
(i) T − T0 ∈ S1;
(ii) the pair {T0, T} has a spectral shift functions ξ0 satisfying Im ξ0 ≥ 0;
(iii) the pair {T, T1} has a spectral shift functions ξ1 satisfying Im ξ1 ≤ 0;
(iv) the function ξ defined by
ξ = ξ0 + ξ1
is a spectral shift function for the pair {T0, T1}.
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Proof. Since T1 − T0 ∈ S1, the contraction T1 is also a Fredholm operator with
zero index. By Lemma 9.5, there exist invertible contractions Q1 and Q0 such that
Qj − Tj ∈ S1, j = 0, 1. Moreover, Lemma 9.5 yields the existence of real spectral shift
functions ̥1 and ̥0 of the pairs {Q1, T1} and {T0, Q0}.
Next, since Q1 − Q0 ∈ S1, the pair {Q0, Q1} satisfies the hypotheses of Lemma 9.3,
and so there exists a contraction T such that T −Q0 ∈ S1 and T −Q1 ∈ S1 and such
that the pairs {Q0, T} and {T,Q1} have spectral shift functions η0 and η1 satisfying
Imη0 ≥ 0 and Imη1 ≤ 0. It is easy to verify that the functions
ξ0
def
= η0 +̥0 and ξ1
def
= η1 +̥1
are spectral shifts functions for the pairs {T0, T} and {T, T1}. Note that Im ξ0 ≥ 0 and
Im ξ1 ≤ 0. Hence
ξ
def
= ξ0 + ξ1 = η0 + η1 +̥0 +̥1
is a spectral shift function for the pair {T1, T0}. 
It would be interesting to find out whether the conclusion of Theorem 9.6 remains
valid for arbitrary pairs {T0, T1} of contractions with T1 − T0 ∈ S1.
Theorem 9.7. Let U be a unitary operator and let T be a contraction such that
T − U ∈ S1. Then there exists a spectral shift function ξ for the pair {U, T} such that
Im ξ ≥ 0.
Proof. Let us first assume that T is invertible. Consider the polar decomposition
T = V |T | of T . Clearly, V is a unitary operator. Then I − |T | ∈ S1. Indeed, let
K = T − U ∈ S1. We have
I − |T | = (I + |T |)−1(I − |T |2) = (I + |T |)−1
(
I − (U∗ +K∗)(U +K)
)
= −(I + |T |)−1(U∗K +K∗U +K∗K) ∈ S1.
It follows that
V − U = V (I − |T |) + T − U ∈ S1.
SettingW = V U−1, we see thatW is a unitary operator andW −I = (V −U)U−1 ∈ S1.
Thus, the pair {U, V } = {U,WU} satisfies the hypotheses of Lemma 9.1, and so it has
a real spectral shift function ̥.
Next setting X = V |T |V ∗, we consider the pair {V, T} = {V, V |T |} = {V,XV }.
Clearly,
X − I = V (|T | − I)V ∗ ∈ S1 and 0 ≤ X ≤ I.
Therefore, by Lemma 9.2, the pair {V, T} has a purely imaginary spectral shift function
η satisfying Imη ≥ 0. Put ξ
def
= ̥+η. It is easy to see that ξ is a spectral shift function
of the pair {U, T} and Im ξ = Imη ≥ 0.
Suppose now that 0 ∈ σ(T ). Since T − U ∈ S1, it follows that T is a Fredholm
operator of zero index. Then instead of Lemma 9.1, we apply Lemma 9.5. It implies the
existence of an invertible contraction Q such that Q − T ∈ S1 and such that the pair
{Q,T} has a real spectral shift function ̥.
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On the other hand, by what we have already proved, the pair {U,Q} has a spectral
shift function χ such that Imχ ≥ 0. Setting ξ
def
= ̥+χ, we see that ξ is a spectral shift
function for the pair {U, T} and Im ξ ≥ 0. 
The following analog of Corollary 9.7 for dissipative operators can be deduced from
Corollary 9.7 by passing to Cayley transform.
Corollary 9.8. Let A be a self-adjoint operator (not necessarily bounded) and let L
be a maximal dissipative operator such that
(A+ iI)−1 − (L+ iI)−1 ∈ S1.
Then the pair {A,L} has a spectral shift function ω in L1
(
R, (1 + t2)−1
)
such that
Imω ≥ 0.
Clearly, under the hypotheses of Corollary 9.7, the pair {T,U} has a spectral shift
function ξ satisfying Im ξ ≤ 0. This fact (as well as Corollary 9.7) was established by
a quite different method in [MNP2]. Similarly, under the hypotheses of Corollary 9.8,
the pair {L,A} has a spectral shift function ω satisfying Imω ≤ 0. This was proved in
[MN] under an additional assumtion and in [MNP2] in the general case.
10. Appendix
In § 4 we associated with a contraction T and a trace class operator K the complex
Borel measure ν on T defined by ν(∆)
def
= trace
(
E (∆)K
)
, where E is the semi-spectral
measure of T . For a fixed trace class operator K, we proved, that T 7→ ν is a continuous
map from the set of contractions equipped with the norm topology to the space of
complex Borel measures equipped with the weak-star topology (see the proof of Theorem
4.1 and Remark 2 in § 4). A similar problem was considered in § 8 (see the proof of
Theorem 8.2) for maximal dissipative operators.
In this section we give an alternative approach to such problems. The approach is
based on Scha¨ffer matrix dilations of contractions, see (9.7). First, we establish a useful
result on the structure of such dilations. Perhaps, this result can be known to experts.
However, we were not able to find a reference.
Theorem 10.1. Let T be a contraction on a Hilbert space H and let U [T ] be the
Scha¨ffer matrix unitary dilation of T on ℓ2
Z
(H ) defined by (9.7). Then ℓ2
Z
(H ) can be
represented as the orthogonal sum K ⊕K ⊥ of reducing subspaces of U [T ] such that
K = clos span
{(
U [T ]
)n
H : n ∈ Z
}
(10.1)
is the subspace of minimal unitary dilation of T and the restriction of U [T ] to K ⊥ is
unitarily equivalent to a bilateral shift.
By a bilateral shift we mean the operator SL on ℓ
2
Z
(L ) given by
SL {xn}n∈Z = {xn−1}n∈Z.
Here L is a Hilbert space.
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Proof. Put DT
def
= clos RangeDT and DT ∗
def
= clos RangeDT ∗ and put U
def
= U [T ]. We
have
U{xn}n∈Z = {· · · , x−2, x−1,DTx0 − T
∗x1, Tx0 +DT ∗x1 , x2, · · · }, {xn}n∈Z ∈ ℓ
2
Z(H ),
(see (9.7)). Here and in what follows the framed entry corresponds to the term indexed
by 0. It is easy to verify that
U∗{xn}n∈Z={· · ·, x−2, DTx−1+ T
∗x0 ,−Tx−1+DT ∗x0, x1, x2, · · · }, {xn}n∈Z ∈ ℓ
2
Z(H ).
Let K be the subspace defined by (10.1). Then
K =
{
{xn}n∈Z ∈ ℓ
2
Z(H ) : xn ∈ DT , n ≤ −1, h0 ∈ H , xn ∈ DT ∗ , n ≥ 1
}
,
see [SNF], Ch. 1, Sect. 5.
It is easy to see that
K
⊥ =
{
{xn}n∈Z ∈ ℓ
2
Z(H ) : xn ∈ KerDT , n ≤ −1, x0 = 0, xn ∈ KerDT ∗ , n ≥ 1
}
.
Let
x = {· · · , x−2, x−1, 0 , x1, x2, · · · } ∈ K
⊥.
It is easy to see that
Ux = {· · · , x−2, x−1,−T
∗x1, 0 , x2, x3, · · · } (10.2)
and
U∗x = {· · · , x−3, x−2, 0 ,−Tx−1, x1, x2, · · · }. (10.3)
It is easy to see that −T maps isometrically KerDT onto KerDT ∗ , while −T
∗ maps
isometrically KerDT ∗ onto KerDT . Identities (10.2) and (10.3) show that U
∣∣K ⊥ is
unitarily equivalent to the bilateral shift on ℓ2
Z
(KerDT ) or ℓ
2
Z
(KerDT ∗) (the map −T
allows us to identify KerDT and KerDT ∗). 
Corollary 10.2. If T is a completely nonunitary contraction, then the spectral mea-
sure of U [T ] is mutually absolutely continuous with Lebesgue measure on T.
Proof. By the Sz.-Nagy theorem (see [SNF], Th. 6.4 of Ch. II), the spectral measure
of the minimal unitary dilation of T is mutually absolutely continuous with Lebesgue
measure. By Theorem 10.1, U [T ] is the orthogonal sum of the minimal unitary dilation
and a bilateral shift whose spectral measure is certainly mutually absolutely continuous
with Lebesgue measure. 
Corollary 10.3. Let T be a contraction. Then σp(T ) = σp
(
U [T ]
)
.
Proof. By Proposition 6.1 of Ch. II of [SNF], the point spectrum of T coincides with
the point spectrum of its minimal unitary dilation. The result follow from Theorem 10.1
because the bilateral shift has no eigenvalues. 
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Corollary 10.4. Let K be a trace class operator. Suppose that {Tn}n≥1 is a sequence
of contractions on a Hilbert space H that converges to a contraction T in the norm.
Then for each arc I of T whose endpoints do not belong to σp(T ),
lim
n→∞
En(I ) = E (I ) (10.4)
in the strong operator topology.
Proof. Let Un and U be the Scha¨ffer matrix dilations of Tn and T . It follows easily
from (9.7) that
lim
n→1
Un = U (10.5)
in the norm.
Suppose now that I is an arc of T whose endpoints do not belong to σp(T ). By
Corollary 10.3, the endpoints of I do not belong to σp(U).
Let En and E be the spectral measures of Un and U . Then
lim
n→∞
En(I ) = E(I )
in the strong operator topology, see [AG], Sect. 78. To get (10.4), it suffices to consider
the compressions of the spectral measures to H . 
Corollary 10.5. Let Ln and L be maximal dissipative operators in a Hilbert space
H such that
lim
n→∞
∥∥(Ln + iI)−1 − (L+ iI)−1∥∥ = 0. (10.6)
Let En and E be the semi-spectral measures of Ln and L. The following hold:
(i) if α, β 6∈ R \ σp(L), then
lim
n→∞
En
(
(α, β)
)
= E
(
(α, β)
)
in the strong operator topology;
(ii) if ϕ ∈ C0(R), then
lim
n→∞
∫
R
ϕ(t) dEn(t) =
∫
R
ϕ(t) dE (t)
in the norm;
(iii) if ϕ is a bounded continuous function on R, then
lim
n→∞
∫
R
ϕ(t) dEn(t) =
∫
R
ϕ(t) dE (t)
in the strong operator topology.
It is easy to see that (10.6) holds if limn→∞ ‖Ln − L‖ = 0.
Proof. (i) Let
Tn = (Ln − iI)(Ln + iI)
−1 and T = (L− iI)(L+ iI)−1
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be the Cayley transforms of Ln and L. Then Tn and T are contractions and by (7.8),
limn→∞ ‖Tn − T‖ = 0. Let Un and U be the Scaha¨ffer matrix dilations of Tn and T (see
(9.7)). Then their inverse Cayley transforms
An
def
= i(I − Un)(I + Un)
−1 and A
def
= i(I − U)(I + U)−1
are self-adjoint resolvent dilations of Ln and L. As we have observed in the proof of
Corollary 10.4, limn→∞ ‖Un − U‖ = 0, and so
lim
n→∞
∥∥(An + iI)−1 − (A+ iI)−1∥∥ = 0
by (6.3). By Theorem 8.24 of [RS],
lim
n→∞
En
(
(α, β)
)
= E
(
(α, β)
)
, α, β 6∈ σp(A), (10.7)
where En and E are the spectral measures of An and A. It follows from Corollary 10.3
that σp(A) = σp(L). To complete the proof, it suffices to the compress identity (10.7)
to H .
(ii) Since limn→∞
∥∥(An + iI)−1 − (A + iI)−1∥∥ = 0, the result follows from Theorem
8.20 of [RS].
(iii) Again, since limn→∞
∥∥(An + iI)−1 − (A + iI)−1∥∥ = 0, the result follows from
Theorem 8.24 of [RS]. 
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