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SUMMARY
Sample pathwise numerical integration of noise-driven engineering dynamical systems cannot generally
be performed beyond a limited level of accuracy, especially when the noise processes are modelled
using (ﬁltered) white noises. Recently, a locally transversal linearization (LTL) strategy has been
proposed by the author (Proc Roy Soc London A 2001; 457:539–566) for direct integration of
deterministic and stochastic non-linear dynamical systems. The present effort is focussed on a host of
extensions along with detailed theoretical error analyses of the linearization approach, especially as
applied to problems in non-linear stochastic engineering dynamics. Thus, to begin with, estimates of
local and global error orders in the basic LTL scheme are obtained separately for the displacement
and velocity vectors when the system is driven either by a set of additive noises or by an arbitrary
combination of (independently evolving) additive and multiplicative noises. Following this, a new
family of higher-order LTL schemes is proposed in order to improve upon the basic LTL method and
the associated error orders are established. A stepwise implementation of the lower- and higher-order
versions of the LTL method, along with certain computational aspects, is also outlined. The proposed
schemes are numerically illustrated, to a limited extent, for a single degree-of-freedom (SDOF) and
a two degree-of-freedom (TDOF) non-linear engineering systems under additive and/or multiplicative
white noise excitations. Copyright  2004 John Wiley & Sons, Ltd.
KEY WORDS: transversal linearization; higher-order schemes; Ito–Taylor expansions; local and global
error orders; engineering systems; additive and multiplicative noises
1. THE INTRODUCTION
Accurate pathwise integration of non-linear stochastic dynamical systems under additive or
multiplicative white noise inputs (i.e. formal derivatives of Wiener processes) poses several
challenges to scientists and engineers. Since Wiener processes are non-differentiable [1],a
white noise process is not a valid mathematical function of time. Thus, taking for an instance
an engineering dynamical system driven by white noise(s), the acceleration vector does not
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have any mathematical meaning. To further complicate matters, Wiener increments, unlike a
deterministic functional increment, change by O(h1/2) in a time interval of h. It is thus natu-
ral that integration techniques for stochastic differential equation (SDE) should be so different
from their deterministic counterparts [2]. The stochastic Taylor expansion [3] provides a way to
generate consistently higher-order numerical integration schemes. The stochastic Euler scheme,
essentially a stochastic Taylor expansion of upto O(h) terms, has O(h) and O(h1/2) local and
global errors of convergence, respectively [4–6]. By including more terms in the expansion,
strong Taylor schemes of O(h3/2) and O(h2) have been proposed, among others, by Wagner
and Platen [7], Milstein [8] and Kloeden and Platen [9]. The book by Kloeden and Platen
[3] has a fairly extensive review of all these methods. However, the major downside in ap-
plying these schemes is the enormous difﬁculties in evaluating multiple stochastic integrals.
An additional difﬁculty is to evaluate the derivatives of drift and diffusion vectors. One may
alternatively use stochastic Runge–Kutta type schemes [10]. For SDEs with a one-dimensional
Wiener process, the stochastic Heun scheme (SHS), which is essentially a stochastic version of
the deterministic trapezoidal rule, appears to be the most general as well as accurate integration
scheme of strong (local) order 1.5 [2]. However, for SDEs with a higher-dimensional Wiener
process vector, SHS generally only yields a local error order 1.0 unless certain conditions on
the gradients of the diffusion terms are met with. In fact, Rumelin [10] has demonstrated that,
following the Runge–Kutta route, one can derive methods of higher order of accuracy than
SHS if and only if certain very restrictive equalities involving the partial derivatives of the
drift and diffusion coefﬁcients are satisﬁed.
Quite recently, a semi-analytical integration method, called the locally transversal lineariza-
tion (LTL), has been proposed by the author [11] for non-linear stochastic dynamical systems.
The essence of the method is to locally construct a set of conditionally linear and easily inte-
grable (non-unique) system of SDEs such that, with known initial conditions at the left end of
a given time interval, solution vector of the linearized SDE transversally intersects that of the
original SDE at the right end of the same interval. Even though the LTL method appears to
have several advantages over most existing schemes, estimates of local and global error orders
during integration are presently not known. Moreover, the possibility of improving the accuracy
of integration by constructing higher-order LTL systems remains unexplored. A purpose of this
study is to adequately ﬁll up these voids and also to extend these new developments to suf-
ﬁciently general engineering dynamical systems. Towards this, local and global error estimates
for the displacement and velocity vectors, as obtained via the lower-order LTL scheme (also
referred to as the basic LTL scheme) are provided. A method for constructing higher-order
LTL schemes, whereby orders of accuracy in computing the response vectors are increased, is
next dealt with in detail. Both additive and multiplicative noise excitations are included in the
analyses. No restrictions are imposed as to the number of white noise inputs to the system. A
few numerical illustrations for the basic and higher-order LTL schemes are provided, ﬁrst for a
single-degree-of-freedom (SDOF) Dufﬁng problem and then a two-degree-of-freedom (TDOF)
symmetrical non-linear problem.
2. THE LOWER ORDER OR BASIC LTL METHOD
Consider a very general N-DOF non-linear stochastic engineering dynamical system in the
following canonical form:
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¨ X = A(X, ˙ X,t)+
q  
r=1
Br(X, ˙ X,t) ˙ Wr(t) (1)
where X, ˙ X ∈  n, A(X, ˙ X,t) :  N ×  N ×  →  N is an N-dimensional drift vector
function (non-linear in X and ˙ X and with or without explicit time dependence), every element
b
(j)
r (X, ˙ X,t) of the set {Br(X, ˙ X,t)|r = 1,2,...,q} is an N-dimensional diffusion vector,
and {Wr(t)|r = 1,2,...,q} denotes a set of independently evolving Wiener processes with
Wr(0) = 0 and E[|Wr(t)−Wr(s)|2]=(t−s), t>s , so that { ˙ Wr(t)|r = 1,2,...,q} constitutes
the corresponding set of the so-called ‘white noise processes’. It may be noted that the overdot
(meaning differentiation w.r.t time, t) over Wr(t) needs to be construed in a formal sense since
Wiener processes are only continuous and not differentiable in t. From this point of view, the
acceleration vector ¨ X also does not make much of mathematical sense and thus it would be
more preferable to cast the system of second-order Equations (1) via the following incremental
form in the state space:
dX1 =X2 dt
dX2 =A(X1,X 2,t)dt +
q  
r=1
Br(X1,X 2,t)dWr(t)
(2)
where X1 ={ x
(1)
1 ,x
(2)
1 ,...,x
(N)
1 }T and X2 ={ x
(1)
2 ,x
(2)
2 ,...,x
(N)
2 }T are, respectively, the dis-
placement and velocity vector components of the 2N-dimensional response vector X ={ XT
1,
XT
2}T. Similarly, the vectors A and Br may be written in terms of their scalar components as
A ={ a(j) |j = 1,2,...,N} and Br ={ b
(j)
r |j = 1,2,...,N}. It is assumed that these vector
drift and diffusion functions are measurable with respect to all the arguments, Lipschitz contin-
uous and have appropriate growth bounds (not necessarily linear). Thus the sample continuity
of any realization of the (separable) non-linear ﬂow t(,X 1(0),X2(0)) for any  ∈  (
being the event space) is assured provided that the (norms of) initial displacement and velocity
vectors, X1(0),X2(0) ∈ RN, assumed to be deterministic without the loss of any generality,
are bounded. In all the discussion to follow, no differentiability requirements are imposed on
the drift and diffusion vectors, unless speciﬁcally mentioned on the contrary. However, it is
assumed that the drift vector is separable in the way as described below
A(X1,X 2,t)= Al(X1,X 2) + fe(t) + An(X1,X 2,t) (3a)
where
{Al(X1,X 2)}=[ Cl]{X2}+[ Kl]{X1} (3b)
and
{An(X1,X 2,t)}=[ Cn(X1,X 2,t)]{X2}+[ Kn(X1,X 2,t)]{X1} (3c)
In the above equations, fe(t) ={ f
(j)
e (t)|j = 1,2,...,N} is the non-parametric, external force
vector, Al ={ a
(j)
l |j = 1,...,N} is the linear, time-invariant part of the drift vector and is
decomposable in terms of the constant damping and stiffness matrices, denoted respectively, as
Cl and Kl in Equation (3b). Similarly, the parametric and/or non-linear part of the vector ﬁeld,
denoted by An(X1,X 2,t) ={ a
(j)
n (X1,X 2,t)}, is assumed to be decomposable as indicated
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in Equation (3c), where Cn and Kn, respectively, stand for the time and state-dependent,
conditionally known damping and stiffness matrices, respectively. Finally, the diffusion vector,
Br(X1,X 2,t), is assumed to be separable in terms of its additive (possibly time-dependent)
and multiplicative constituents as
Br(X1,X 2,t)= r(t) + r(X1,X 2,t), r = 1,2,...,q (4)
Let the subset of the time axis over [0,T], which is the interval over which integration needs
to be performed, be ordered such that 0 = t0 <t 1 <t 2 < ··· <t i < ··· <t P = T and
hi = ti − ti−1 where i ∈ Z+. The purpose of the LTL method is to replace the non-linear
system of SDEs (2) by a suitably chosen set of P linear systems of SDEs, wherein the ith
linear system should, in a sense, be a representative of the non-linear ﬂow over the ith time
interval Ti = (ti−1,t i]. Such a replacement is non-unique [11]; however the following system
of conditionally linearized SDEs constitutes a valid LTL system corresponding to Equation (2)
over the interval Ti:
d ¯ X1 = ¯ X2 dt
d ¯ X2 =[Al( ¯ X1, ¯ X2) + fe(t) + Cn(X1,i,X 2,i,t i) ¯ X2 + Kn(X1,i,X 2,i,t i) ¯ X1]dt
+
q  
r=1
[r(t) + r(X1,i,X 2,i,t)]dWr(t)
(5)
In the above equation, X1,iX1(ti),X2,iX2(ti) and the linearized system has to be solved
subject to the known initial condition vector (X1,i−1,X 2,i−1) ∈  2N. It may be readily observed
that the vector ﬁelds of the non-linear and transversally linearized equations (i.e. the right-hand
sides of Equations (2) and (5) respectively) are instantaneously identical at t = ti (and not
away from t = ti) provided one can enforce the following vector identities:
X1,i = ¯ X1,i; X2,i = ¯ X2,i (6)
Denoting by ui = (X1,i,X 2,i,t i) and ¯ ui = ( ¯ X1,i, ¯ X2,i,t i), the state-space discretized solutions
(i.e. discrete points in the associated phase spaces) to the non-linear and linearized SDEs at
t = ti, one may readily observe (also see Reference [11] for further details) that the corre-
sponding tangent spaces Tui and T¯ ui (constructed, respectively, at ui and ¯ ui) are transversal
(non-tangential). It is known that the local evolutions of solutions t(,X 1,i−1,X 2,i−1), ¯ t(,
X1,i−1,X 2,i−1) for t ∈ (ti−1,t i] and  ∈  ﬁxed, of the non-linear and linearized SDEs, respec-
tively, are governed by their respective tangent spaces. One may thus argue that t & ¯ t are
transversal to each other on and around t = ti. Moreover, if Equations (6) are somehow satisﬁed,
so that ui =¯ ui, then it implies that the two locally transversal solution manifolds (which are
locally homeomorphic to t(,X 1,i−1,X 2,i−1) and ¯ t(,X 1,i−1,X 2,i−1)) intersect at t = ti.
In other words, the discretized unknown vector (X1,i,X 2,i) may be obtained as the point of
transversal intersections of t(,X 1,i−1,X 2,i−1) and ¯ t(,X 1,i−1,X 2,i−1) at t = ti. Since the
point of intersection is common to non-linear and linearized manifolds, it should be possible
to arrive at the point based on the solutions of the linearized SDEs (5). Indeed, a closed form
solution, ¯ X(t) ={¯ XT
1(t), ¯ XT
2(t)}T, for Equation (5) may be conditionally constructed in terms
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of the unknown state vector, Xi ={ X1,i,X 2,i}T,a s
¯ X(ti) =[ (Xi,t i,t i−1)]

   
   
Xi−1 +
  ti
ti−1
[−1(Xi,s,t i−1)] ˆ f(s)ds
+
  ti
ti−1
[−1(Xi,s,t i−1)]
q  
r=1
(ˆ r(s) +ˆ (Xi,s))dWr(s)

   
   
(7)
In the above expression, ˆ r(s) ={ { 0}T,{r}T}T is the 2N-dimensional additive diffusion vec-
tor, obtained by pre-augmenting r with an N-dimensional zero vector, {0}, ˆ r(Xi,s) =
{{0}T,{r(Xi,s)}T}T is the 2N-dimensional, conditionally additive version of the originally
multiplicative diffusion vector and ˆ f(s)={ { 0}T,{fe(s)}T}T is the 2N-dimensional determinis-
tic force vector. Moreover, (Xi,t,t i−1) is a conditionally deﬁned fundamental solution matrix
(FSM) and has the following simple form:
(xi,t,t i−1) = exp{[M(Xi,t i)](t − ti−1)} (8)
where the 2N ×2N coefﬁcient matrix, M, corresponding to the transversally linearized system,
has the form
[M]=
 
[0][ I]
[Kl]+[ Kn(Xi,t i)][ Cl]+[ Cn(Xi,t i)]
 
(9)
Details of evaluating the matrix exponent, as needed to obtain the RHS of Equation (8),
will be considered later. The linearized solution, provided in Equation (7), is conditional as
it is expressible only in terms of the unknown, discretized solution vector Xi. At this stage,
Xi = (XT
1,i,XT
2,i)T may be determined by substituting the linearized solution (7) for ¯ Xi =
( ¯ XT
1,i, ¯ XT
2,i)T on the right-hand sides of the constraint (or, intersection) condition (6). Such an
exercise readily results in a system of 2N (coupled) non-linear algebraic equations for as many
unknowns to determine the 2N-dimensional vector variable Xi. Roots (not necessarily unique)
of these algebraic equations may be found via a Newton–Raphson search algorithm. A possible
multiplicity of roots is consistent with the fact that non-linear dynamical systems may undergo
bifurcations and thus may have multiple solutions.
2.1. Error estimates
The sample path, X(t) traced by Equation (2) is, in general, different from the approximated
LTL solution, ¯ X corresponding to Equation (5), unless the trajectory is in a phase-independent
regime (see Reference [11] for details). Thus in the more common case of phase-dependent
solutions (these include transient solutions), an instantaneous error at t = ti may be deﬁned as
the 2N-dimensional vector Ei ={ E
(j)
1,i E
(j)
2,i }={ (x
(j)
1,i −¯ x
(j)
1,i ),(x
(j)
2,i −¯ x
(j)
2,i )}, where j = 1,...,N,
and the instantaneous Euclidean error norm is denoted as ei =  Xi − ¯ Xi . The error vector
may be treated as a set of conditional random variables such that the local initial condition,
Xi−1, is deterministic and that ¯ Xi−1 = Xi−1. Let rm and rs, respectively, denote the orders of
the mean and mean square of the conditional (local) error with respect to the uniformly chosen
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time step size, h = ti − ti−1. Then, one can deﬁne the following local error bounds:
 E(Xi − ¯ Xi)   Q(1 +  Xi−1 2)hrm (10)
[E Xi − ¯ Xi 2]1/2  Q(1 +  Xi−1 2)hrs (11)
Proposition 1
Let rs  1
2 and rm rs + 1
2. Then, one has the following bound on the global error:
[E Xi − ¯ Xi 2]1/2 Q(1 +  X0 2)hrs−1/2 (12)
Put another way, the global order of accuracy of the method, constructed using a one-step
approximation, is rg = rs − 1
2.
Proof
See the monograph by Milstein [8, pp. 12–17] for a step-by-step proof of this important
proposition. 
Presently, the error estimates would be performed based on stochastic Ito–Taylor expansions
of the non-linear and conditionally linear vector ﬁelds. These expansions are in turn derived
based on a repeated application of Ito’s formula [5], which, as adapted speciﬁcally for Equation
(2), is stated below:
f(X 1(s),X2(s),s)=f(X 1(ti−1),X2(ti−1),ti−1) +
q  
r=1
  s
ti−1
rf(X 1(s1),X2(s1),s1)dWr(s1)
+
  s
ti−1
Lf (X1(s1),X2(s1),s1)ds1 (13a)
where f is any sufﬁciently differentiable (scalar or vector) function of its arguments, s ti−1
and the operators r and L are deﬁned through their actions on f as
rf =
N  
j=1
b
(j)
r
f(X 1,X 2,t)
x
(j)
2
(13b)
Lf =
f
t
+
N  
j=1
x
(j)
2
f
x
(j)
1
+
N  
j=1
a(j) f
x
(j)
2
+ 0.5
q  
r=1
N  
k=1
N  
l=1
b(k)
r b(l)
r

2f
x
(k)
2 x
(l)
2
(13c)
For convenience of further discussion, it is also necessary to deﬁne a multiple stochastic
integral as
Ij1,j2,...,jk =
  ti
ti−1
dWjk(s)
  s
ti−1
dWjk−1(s1)
  s1
ti−1
···
  sk−2
ti−1
dWj1(sk−1) (14)
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where the integers j1,j 2,...,j k take values in the set {0,1,2,...,q} and Ij1,j2,...,jk is called
the kth Ito multiple integral. Moreover, dW0(s) is taken to indicate ds. At this stage, the
following proposition is essential.
Proposition 2
One has E(Ij1,j2,...,jk) = 0 if there exists at least one jm  = 0, m = 1,2,...,k. On the other
hand, E(Ij1,j2,...,jk) = O(hk) if jm = 0 ∀m ∈[ 0,k]. Additionally, the following identity holds:
E(Ij1,j2,...,j k)2]1/2 = O(hw)
where
w =
 k
m=1(2 − ¯ jm)/2, ¯ jm = 1i f jm  = 0, else ¯ jm = 0 (15)
Proof
The ﬁrst part of the above proposition regarding the mean is quite straightforward. For the
second part, involving Equation (15), reference is made to the monographs by Milstein [8] or
Kloeden and Platen [3]. 
2.1.1. The case of only additive noises. To begin with, the case of purely additive stochastic
excitations (possibly with time dependent coefﬁcients), i.e. from Equation (4), Br(X,t) =
{
(j)
r (t)|j = 1,...,N} , is considered. Using the original vector ﬁeld as in Equation (2),
the displacement components, x
(j)
1 ,j= 1,2,...,N, may be expanded in a stochastic Taylor
series, which is obtainable through repeated applications of Ito’s formula given by Equation
(13). Thus, referring to Equation (13) with f(X 1,X 2,t)= x
(j)
1 (t), one readily has
x
(j)
1,i = x
(j)
1,i−1 +
  ti
ti−1
x
(j)
2 (s)ds (16a)
Now, one may use f(X 1,X 2,s)= x
(j)
2 (s) and apply Ito’s formula once more to arrive at
x
(j)
1,i =x
(j)
1,i−1 + x
(j)
2,i−1h +
q  
r=1
  ti
ti−1
  s
ti−1

(j)
r (s1)dWr(s1)ds
+
  ti
ti−1
  s
ti−1
a(j)(X1(s1),X2(s1),s1)ds1 ds (16b)
The Ito’s formula may again be applied with f(X 1,X 2,s) = 
(j)
r (s) and f(X 1,X 2,s) =
a(j)(X1(s),X2(s),s) to expand the two integrands associated with the two double integrals in
Equation (16b). This results in
x
(j)
1,i = x
(j)
1,i−1 + x
(j)
2,i−1h +
q  
r=1

(j)
r (ti−1)Ir0 + a(j)(X1,i−1,X 2,i−1,t i−1)
h2
2
+ T
(j)
1 (16c)
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where, a(j) denotes the jth component of the velocity drift vector A, and the remainder is
given by
T
(j)
1 =
q  
r=1
  ti
ti−1
  s
ti−1
  s1
ti−1
ra(j)(X(s2),s2)dWr(s2)ds1 ds
+
  ti
ti−1
  s
ti−1
  s1
ti−1
La(j)(X(s2),s2)ds2 ds1 ds
−
  ti
ti−1
  s
ti−1
  s1
ti−1
˙ 
(j)
r (s2)ds2 dWr(s1)ds (17)
An implicit form of Equation (16c) may be written by noting that
a(j)(Xi−1,t i−1) = a(j)(Xi,t i) −
q  
r=1
  ti
ti−1
ra(j)(X(s),s)ds −
  ti
ti−1
La(j)(X(s),s)ds (18)
Thus Equation (16c) takes the form
x
(j)
1,i = x
(j)
1,i−1 + x
(j)
2,i−1h +
q  
r=1

(j)
r (ti−1)Ir0 + a(j)(Xi,t i)h2/2 + R
(j)
1 (19)
The displacement remainder, corresponding to the ﬁnal form of the displacement map governed
by Equation (19), is given by
R
(j)
1 = T
(j)
1 −
  q  
r=1
  ti
ti−1
ra(j)(X,s)dWr(s) +
  ti
ti−1
La(j)(X,s)ds
 
h2/2 (20)
A similar expansion for the LTL-based displacement component, ¯ x
(j)
1 (j = 1,2,...,N), subject
to same initial conditions, (X1,i−1,X 2,i−1), leads to
¯ x
(j)
1,i =x
(j)
1,i−1 + x
(j)
2,i−1h +
q  
r=1

(j)
r (ti−1)Ir0 +{ [ C
(j)
l + C(j)
n (Xi,t i)] ¯ X2,i
+[K
(j)
l + K(j)
n (Xi,t i)] ¯ X1,i + f (j)
e (ti)}
h2
2
+ ¯ R
(j)
1 (21)
where, C
(j)
l ,C
(j)
n ,K
(j)
l ,K
(j)
n , respectively, denote the jth row vectors of the matrices Cl,C n,
Kl,K n. For convenience in further discussion, let the transversally linearized velocity drift vector
(as in Equation (5)) be denoted as ¯ A( ¯ X1, ¯ X2,t,X 1,i,X 2,i,t i) ={ ¯ a(j) |j = 1,...,N} so that
the jth scalar component is given by ¯ a(j) ={ C
(j)
l +C
(j)
n } ¯ X2+{K
(j)
l +K
(j)
n } ¯ X1+f
(j)
e (t).N o w ,
the displacement remainder corresponding to the LTL-based displacement map (21) is given by
¯ R1
(j) =
q  
r=1
  ti
ti−1
  s
ti−1
  s1
ti−1
˙ 
(j)
r (s2)ds2 dWr(s1)ds
+
q  
r=1
N  
m=1
  ti
ti−1
  s
ti−1
  s1
ti−1
(m)
r (s2){C
(j,m)
l + C(j,m)
n (Xi,t i)}dWr(s2)ds1 ds
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+
  ti
ti−1
  s
ti−1
  s1
ti−1
[ ˙ f (j)
e (s2) +
N  
m=1
x
(m)
2 (s2){K
(j,m)
l + K(j,m)
n (Xi,t i)}
+
N  
m=1
¯ a(m){C
(j,m)
l + C(j,m)
n (Xi,t i)}]ds2 ds1 ds
−
  q  
r=1
N  
m=1
  ti
ti−1
(m)
r {C
(j,m)
l + C(j,m)
n (Xi,t i)}dWr(s)
 
h2
2
−
   ti
ti−1
[ ˙ f (j)
e (s) +
N  
m=1
x
(m)
2 (s){K
(j,m)
l + K(j,m)
n (Xi,t i)}
+
N  
m=1
¯ a(m)(X(s),s,Xi,t i){C
(j,m)
l + C(j,m)
n (Xi,t i)}]ds
 
h2
2
(22)
In the above expression, the scalar C
(j,m)
l denotes the (j,m)th element of the matrix Cl, and
so on.
If the constraint conditions (6) along with the imposed identities in Equations 3(a–c) are now
made use of in Equation (20), it is observed that the expansions for x
(j)
1,i and ¯ x
(j)
1,i, as obtained
using Equations (18) and (20) respectively, are identical except for the remainder terms, viz
R
(j)
1 and ¯ R
(j)
1 . Thus the error order for ¯ x
(j)
1 is determined by the order of E
(j)
1,i = R
(j)
1 − ¯ R
(j)
1 .
Taking expectation of this term followed by the use of inequality (10) and Equation (15) leads
to the following estimate (for some real constant vector ¯ Q ={¯ Q(j) |j = 1,...,N}):
E(|E
(j)
1,i |) ¯ Q(j)(1 +| | Xi−1||2)h3 (23)
Thus, one has rm = 3.0. Similarly, using inequality (11) and Equation (15) one has the following
estimate of the mean square error:
|E(E
(l)
1,i)2|
1
2  ¯ Q(l)(1 +| | Xi−1||2)h2.5 (24)
and thus rs = 2.5. Now, a direct use of proposition (1) (noting that rm = 3.0 = rs + 1
2 and
rs > 1
2) leads to the global error order rg = 2.0 for the displacement components obtained via
the LTL scheme proposed in this section. In a similar manner, one can expand the original
and LTL-based velocity components, denoted respectively, as x
(j)
2,i and ¯ x
(j)
2,i, over the time step
h via the Ito–Taylor series to get
x
(j)
2,i = x
(j)
2,i−1 +
q  
r=1

(j)
r (ti−1)Ir + a(j)(Xi,t i)h + R
(j)
2 (25)
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where
R
(j)
2 =
q  
r=1
  ti
ti−1
  s
ti−1
˙ 
(j)
r ds1 dWr(s) +
q  
r=1
  ti
ti−1
  s
ti−1
ra(j)(X(s1),s1)dWr(s1)ds
+
  ti
ti−1
  s
ti−1
La(j)(X(s1),s1)ds1 ds
−
  q  
r=1
  ti
ti−1
ra(j)(X(s),s)dWr(s) +
  ti
ti−1
La(j)(X(s),s)ds
 
h (26)
and
¯ x
(j)
2,i =x
(j)
2,i−1 +
q  
r=1

(j)
r (ti−1)Ir +{ [ C
(j)
l + C(j)
n (Xi,t i)] ¯ X2,i +[ K
(j)
l + K(j)
n (Xi,t i) ¯ X1,i]
+f (j)
e (ti)}h + ¯ R
(j)
2 (27)
where,
¯ R
(j)
2 =
q  
r=1
  ti
ti−1
  s
ti−1
˙ 
(j)
r (s1)ds1 dWr(s) +
q  
r=1
N  
m=1
(m)
r {C
(j,m)
l + C(j,m)
n (X1i,X 2,i,t i)}Ir0
+
  ti−1
ti−1
  s
ti−1
 
˙ f (j)
e (s1) +
N  
m=1
x
(m)
2 (s1){K
(j,m)
l + K(j,m)
n (X1i,X 2i,t i)}
+
N  
m=1
¯ a(m)(s1){C
(j,m)
l + C(j,m)
n (X1i,X 2i,t i)}
 
ds1 ds
−
   q  
r=1
N  
m=1
(m)
r {C
(j,m)
l + C(j,m)
n (X1i,X 2,i,t i)}Ir
 
+
   ti
ti−1
 
˙ f (j)
e (s) +
N  
m=1
x
(m)
2 (s){K
(j,m)
l + K(j,m)
n (X1i,X 2i,t i)}
+
N  
m=1
¯ a(m)(s){C
(j,m)
l + C(j,m)
n (X1i,X 2i,t i)}
 
ds
  
h (28)
As before, one observes that stochastic maps given by Equations (25) and (27) are identical
except for the velocity remainders, R
(j)
2 and ¯ R
(j)
2 . Denoting E
(l)
2,i = x
(l)
2,i −¯ x
(l)
2,i, the following
estimates are immediately derived:
E(|E
(l)
2,i|)  ¯ Q(l)(1 +| | Xi−1||2)h2 (29)
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|E(E
(l)
2,i)2|1/2  ¯ Q(l)(1 +| | Xi−1||2)h3/2 (30)
Using proposition 1, it is clear that the local and global error orders for the LTL-based
velocity vector, ¯ X2, are respectively, given by rs = 1.5 and rg = 1.0. Error orders for velocity
components are therefore one order less than their corresponding values for the displacement
components.
2.1.2. The case of multiplicative noises. Consider Equation (2) driven by sufﬁciently gen-
eral q multiplicative noise (diffusion) vectors Br(X1,X 2,t)={ b
(j)
r (X1,X 2,t)|j = 1,...,n},
r = 1,...,q, which are functions of both displacement and velocity components. In other
words, considering the decomposition, Br(X1,X 2,t)= r(t) + r(X1,X 2,t), of the diffusion
components, the noise will be multiplicative if at least one of the functions r,r = 1,...,q
is an explicit function of X1 and/or X2. Following the same approach as in Section 2.1.1, an
implicit stochastic Taylor expansion for x
(j)
1,i corresponding to Equation (2) may be written as
x
(j)
1,i = x
(j)
1,i−1 + x
(j)
2,i−1h +
q  
r=1
b
(j)
r (Xi,t i)Ir0 + a(j)(Xi,t i)h2/2 + 
(j)
1 (31)
with the associated remainder

(j)
1 =
q  
p=1
q  
r=1
  ti
ti−1
  s
ti−1
  s1
ti−1
pb
(j)
r (X(s2),s2)dWp(s2)dWr(s1)ds
+
q  
r=1
  ti
ti−1
  s
ti−1
  s1
ti−1
Lb
(j)
r (X(s2),s2)ds2 dWr(s1)ds
−
q  
r=1
 
q  
p=1
  ti
ti−1
pb
(j)
r (X(s),s)dWp(s) +
  ti
ti−1
La(j)(X(s),s)ds
 
Ir0
+
q  
r=1
  ti
ti−1
  s
ti−1
  s1
ti−1
ra(j)(X(s2),s2)dWr(s2)ds1 ds +
  ti
ti−1
  s
ti−1
  s1
ti−1
La(j)(X(s2),s2)ds2 ds1 ds
−
  q  
r=1
  ti
ti−1
ra(j)(X(s),s)ds +
  ti
ti−1
La(j)(X(s),s)ds
 
h2
2
(32)
A corresponding expansion for the LTL-based displacement component, ¯ x
(j)
1,i, leads to
¯ x
(j)
1,i =x
(j)
1,i−1 + x
(j)
2,i−1h +
q  
r=1
b
(j)
r (Xi,t i)Ir0 +[ { C
(j)
l + C(j)
n (X1i,X 2i,t i)} ¯ X2,i
+{K
(j)
l + K(j)
n (X1i,X 2i,t i)} ¯ X1,i]
h2
2
+ ¯ 
(j)
1 (33)
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The remainder is
¯ 
(j)
1 =−
  q  
r=1
  ti
ti−1
˙ b
(j)
r (X1i,X 2i,s)ds
 
Ir0
+
q  
r=1
  ti
ti−1
  s
ti−1
  s1
ti−1
˙ b
(j)
r (X1i,X 2i,s 2)ds2 dWr(s1)ds
−
  q  
r=1
  ti
ti−1
r ¯ a(j) dWr(s) +
  ti
ti−1
L¯ a(j) ds
 
h2
2
+
q  
r=1
  ti
ti−1
  s
ti−1
  s1
ti−1
r ¯ a(j) dWr(s2)ds1 ds
+
  ti
ti−1
  s
ti−1
  s1
ti−1
L¯ a(j) ds2 ds1 ds (34a)
where the expressions for r ¯ a(j) and L¯ a(j) may be written in the following expanded forms:
r ¯ a(j)( ¯ X1, ¯ X2,s,X 1i,X 2i)=
N  
m=1
b(m)
r (X1i,X 2i,s){C
(j,m)
l + C(j,m)
n (X1i,X 2i,t i)} (34b)
L¯ a(j)( ¯ X1, ¯ X2,s,X 1i,X 2i)= ˙ f (j)
e (s) +
N  
m=1
¯ x
(m)
2 (s){K
(j,m)
l + K(j,m)
n (X1i,X 2i,t i)}
+
N  
m=1
¯ a(m)( ¯ X1, ¯ X2,s,X 1i,X 2i){C
(j,m)
l + C(j,m)
n (X1i,X 2i,t i)}
(34c)
With the displacement error vector deﬁned as E1,i ={ E
(j)
1,i }={ x
(j)
1,i −¯ x
(j)
1,i},j= 1,...,n,
one can readily see, using identities (3a–c) and (6), that the stochastic Taylor expansions (31)
and (33) are identical except for their respective remainders, 
(j)
1 and ¯ 
(j)
1 , so that one has
{E
(j)
1,i }={ 
(j)
1 − ¯ 
(j)
1 }. Based on propositions 1 and 2, one arrives at the following bounds:
E(|E
(j)
1,i |)  ¯ Q(j)(1 +| | Xi−1||2)h3 (35)
|E(E
(j)
1,i )2|
1
2  ¯ Q(j)(1 +| | Xi−1||2)h2 (36)
and hence the local and global displacement errors are, respectively, rs = 2.0 and rg = 1.5, i.e.
0.5 less than their corresponding values in the purely additive case (see Section 2.1.1). Thus the
accuracy of the present version of the LTL method is generally less under multiplicative noises.
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It is however interesting to note that in the speciﬁc case of multiplicative coefﬁcients being
functions of displacements alone, i.e. b
(j)
r (X1,X 2,t)= b
(j)
r (X1,t), the ﬁrst and third terms of
order O(h2) in Equation (32) vanish (via Equation (13b)) and thus rs = 2.5 and rg = 2.0,
which is the same as for the purely additive case. Expansions similar to (31)–(34) may also be
derived in the same way for the velocity components, x
(j)
2,i and ¯ x
(j)
2,i, and their corresponding
remainders, 
(j)
2 and ¯ 
(j)
2 . It may consequently be shown that the local and global error orders
under a general set of multiplicative noise vectors are rs = 1.0 and rg = 0.5. However in the
particular case of the multiplicative noise vectors depending only on X1, these error orders are
incremented by 0.5 to rs = 1.5 and rg = 1.0.
It is worth noting at this stage that, unlike the stochastic Heun method, no restrictions are
presently imposed in this study on the number of independent noise processes driving the
system for the above and following error estimates to hold true.
3. HIGHER-ORDER STOCHASTIC LTL SYSTEMS
The objective of constructing a higher-order LTL system is to increase the order of accuracy of
a stochastic LTL-based response calculation. In other words, as compared with the lower-order
LTL methods, more terms in the Ito–Taylor expansions of LTL-based displacement and velocity
components should match with those for the original displacement and velocity components. In
this study, this is achieved by appropriately augmenting the dimension of the given (non-linear)
system (2) followed by the construction of LTL-based conditional vector ﬁelds corresponding
to the augmented system. In what follows, a further elaboration on higher-order LTL systems
is provided separately for additive and multiplicative noise inputs.
3.1. The case of purely additive noises
As in Section 2.1.1, let the additive diffusion coefﬁcients be denoted as Br(X1,X 2,t) =
{
(j)
r (t)|j = 1,...,N}. Additionally, it is generally required that the drift elements
a(j)(X1,X 2,t) is at least C1 in the velocity vector X2 and C2 in the displacement vector
X1. Now the augmented 3N dimensional (augmented) dynamical system corresponding to the
2N dimensional original system, as given by Equation (2), is written as
dx
(j)
1 =x
(j)
2 dt
dx
(j)
2 =x
(j)
3 dt +
q  
r=1

(j)
r dWr(t) (37)
dx
(j)
3 =La(j)(X1,X 2,t)dt +
q  
r=1
ra(j)(X1,X 2,t)dWr(t)
where x
(j)
3 (t) = a(j)(X1,X 2,t)and r and L are, respectively, the drift and diffusion operators
as described by Equations (13b) and (13c). Note that the augmented system, in addition to
being higher dimensional, is driven by both additive and (artiﬁcially generated) multiplicative
noise processes. The higher-order LTL (HLTL) system is now constructed by simply writing
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an LTL equation corresponding to Equation (37) as
d¯ x
(j)
1 =¯ x
(j)
2 dt
d¯ x
(j)
2 =¯ x
(j)
3 dt +
q  
r=1

(j)
r (t)dWr(t)
d¯ x
(j)
3 ={
(j)
1 (X1i,X 2i,t i) ¯ X1 + 
(j)
2 (X1i,X 2i,t i) ¯ X2 + 
(j)
3 (X1i,X 2i,t i) ¯ X3}dt
+
q  
r=1
ra(j)(X1i,X 2i,t i)dWr(t)
(38)
where 
(j)
p ,p = 1,2,3 is the (N-dimensional) jth row vector of the corresponding N × N
matrices p. These matrices are so formed (conditionally) as to satisfy the vector identity
LA(X1i,X 2i,t i) = 1(X1i,X 2i,t i)X1i + 2(X1i,X 2i,t i)X2i + 3(X1i,X 2i,t i)X3i (39)
In the discussion to follow, the augmented state vectors for systems (37) and (38) will be
referred to as Y ={ X1,X 2,X 3}T and ¯ Y ={¯ X1, ¯ X2, ¯ X3}T, respectively. Since Equation (38) is
conditionally linear with purely additive noises, its solution can be written via its fundamental
solution matrix, ˆ ,a s
¯ Y(t)= ˆ (Yi,t i,t)
 
Yi−1 +
  t
ti−1
ˆ −1(Yi,t i,s)
q  
r=1
ˆ Br(X1i,X 2i,t i,s)dWr(s)
 
(40)
where, ˆ Br(X1i,X 2i,t i,t)={ { 0},{
(j)
r (t)},{ra(j)(X1i,X 2i,t i)}}T is the 3N dimensional aug-
mented, conditionally additive diffusion vector. The following expression is used to determine ˆ :
ˆ (Yi,t i,t)= exp{[ ˆ M(Yi,t i)](t − ti−1)} (41)
The coefﬁcient matrix ˆ M in the above expression is given by
[ ˆ M]=




[0][ I][ 0]
[0][ 0][ I]
[1][ 2][ 3]



 (42)
The conditionally linear solution (40) is subject to the following constraint identities at time
t = ti:
¯ X1i = X1i, ¯ X2i = X2i and ¯ X3i = X3i (43)
and the following initial conditions:
¯ X1,i−1 = X1,i−1, ¯ X2,i−1 = X2,i−1, ¯ X3,i−1 = A(X1,i−1,X 2,i−1,t i−1) (44)
If the constraint conditions (39) and (43) are satisﬁed, it may be readily veriﬁed that the vector
ﬁelds of the non-linear and transversally linearized augmented dynamical systems, represented,
respectively, by Equations (37) and (38), become (instantaneously) identical at t = ti.N o w ,
referring to the augmented system (37), it may be realized that the new equation for X3(t)
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essentially describes the tangent space dynamics of the drift vector, A(X1,X 2,t). Hence, the
augmented LTL system (38) should apparently have a better sensitivity to the solution paths
generated by the original system (2) when Br(X1,X 2,t)={ 
(j)
r (t)}. That it is indeed so is
also reﬂected in the error estimates that now follow.
3.1.1. Error estimates. The basic steps for obtaining the local and global error estimates remain
essentially the same as in Section 2. To begin with, the jth displacement component x
(j)
1i is
implicitly Taylor expanded using Equation (37) (with Br(X1,X 2,t)={ 
(j)
r (t)}) as
x
(j)
1i =x
(j)
1,i−1 + x
(j)
2,i−1h +
q  
r=1
  ti
ti−1
  s
ti−1

(j)
r (s1)dWr(s1)ds + a(j)(X1,i−1,X 2,i−1,t i−1)
h2
2
+
q  
r=1
ra(j)(X1i,X 2i,t i)Ir00 + La(j)(X1i,X 2i,t i)
h3
6
+ ˆ R
(j)
1 (45)
with the remainder
ˆ R
(j)
1 =
q  
m=1
q  
r=1
  ti
ti−1
  s
ti−1
  s1
ti−1
  s2
ti−1
mra(j)(X1(s3),X2(s3),s3)dWm(s3)dWr(s2)ds1 ds
+
q  
r=1
  ti
ti−1
  s
ti−1
  s1
ti−1
  s2
ti−1
Lra(j) ds3 dWr(s2)ds1 ds
+
q  
r=1
  ti
ti−1
  s
ti−1
  s1
ti−1
  s2
ti−1
rLa(j) dWr(s3)ds2 ds1 ds
+
  ti
ti−1
  s
ti−1
  s1
ti−1
  s2
ti−1
L2a(j) ds3 ds2 ds1 ds
−
q  
r=1
  q  
m=1
   ti
ti−1
rma(j)(X1(s),X2(s),s)dWm(s) +
  ti
ti−1
rLa(j) ds
  
Ir00
−
q  
r=1
    ti
ti−1
Lra(j)(X1(s),X2(s),s)dWr(s) +
  ti
ti−1
L2a(j) ds
  
h3
6
(46)
Now expanding the transversally linearized jth displacement component ¯ x
(j)
1i using the higher-
order LTL Equation (38) followed by the imposition of the constraint identities (39) and (43)
and the initial conditions (44), ﬁnally leads to
¯ x
(j)
1i =x
(j)
1,i−1 + x
(j)
2,i−1h +
q  
r=1
  ti
ti−1
  s
ti−1

(j)
r (s1)dWr(s1)ds + x
(j)
3,i−1
h2
2
+
q  
r=1
ra(j)(X1i,X 2i,t i)Ir00 + La(j)(X1i,X 2i,t i)
h3
6
+ ˜ R
(j)
1 (47)
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Since x
(j)
3,i−1 = a(j)(Xi−1,t i−1), it is noted that the expansion for ¯ x
(j)
1,i matches with that for
x
(j)
1i (Equation (45)) except for the remainder, ˜ R
(j)
1 , which is presently given by
˜ R
(j)
1 =
3  
p=1
q  
r=1
N  
k=1
[p]j,k
  ti
ti−1
  s
ti−1
  s1
ti−1
  s2
ti−1
r ¯ x(k)
p (s3)dWr(s3)ds2 ds1 ds
+
3  
p=1
N  
k=1
[p]j,k
  ti
ti−1
  s
ti−1
  s1
ti−1
  s2
ti−1
L¯ x(k)
p (s3)ds3 ds2 ds1 ds
−
3  
p=1
N  
k=1
[p]l,k
   q  
r=1
  ti
ti−1
r ¯ x
(j)
p dWr(s)
 
+
  ti
ti−1
L¯ x
(j)
p ds
 
h3
6
(48)
Using propositions (1) and (2) on the signed error E
(j)
1,i = ˆ R
(j)
1 − ˜ R
(j)
1 , it is now straightforward
to show that E(|E
(j)
1,i |) ≡ O(h4) and [E(|E
(j)
1,i |2)]
1
2 ≡ O(h3). The local and global displacement
error orders are therefore, respectively, given by rs = 3.0 and rg = 2.5. Carrying out a similar
exercise for the velocity components, x
(j)
2,i and ¯ x
(j)
2,i, it is not difﬁcult to show that the error
orders in the HLTL-based velocity approximations are rs = 2.0 and rg = 1.5 It is also
important to note that in the speciﬁc case, when the non-linearity in the drift vector is only
due to displacements, i.e. a(j)(X1,X 2,t)is linear in X2 for all j ∈[ 1,N], then terms involving
rma(j)(X1,X 2,t) become zero and thus one has an enhanced accuracy with rs = 3.5 and
rg = 3.0 for displacements and rs = 2.5 and rg = 2.0 for velocities.
3.2. The case of multiplicative noise inputs
Construction of appropriate higher-order LTL equations under sufﬁciently general multiplicative
excitations is not a simple task, especially when one strictly requires that the LTL-based drift
and diffusions vectors be instantaneously identical with the original drift and diffusion vectors
(say, at t = ti). Such an identity is quite essential to show that, whenever the targeted solution
is phase-independent (roughly meaning an asymptotic insensitivity of time histories to initial
conditions), the LTL methods remain accurate even under arbitrarily high time step sizes [11].
If, on the other hand, the condition of the instantaneous identity of the original and LTL-based
diffusion vectors is waived in favour of a ‘higher accuracy’ (purely in terms of the error orders
expressed as exponents of h) in transient and phase-dependent regimes, then one can construct
the following higher-order LTL equations for a given set of diffusion vectors {Br(X1,X 2,t)}:
d¯ x
(j)
1 =¯ x
(j)
2 dt
d¯ x
(j)
2 =¯ x
(j)
3 dt +
q  
r=1
b
(j)
r (X1,i−1,X 2,i−1,t i−1)dWr(t)
+
q  
r=1
q  
u=1
ub
(j)
r (X1,i−1,X 2,i−1,t i−1)(Wu(t) − Wu(ti−1))dWr(t)
+
q  
r=1
Lb
(j)
r (X1,i−1,X 2,i−1,t i−1)t dWr(t)
(49)
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d¯ x
(j)
3 ={
(j)
1 (X1i,X 2i,t i) ¯ X1 + 
(j)
2 (X1i,X 2i,t i) ¯ X2 + 
(j)
3 (X1i,X 2i,t i) ¯ X3}dt
+
q  
r=1
ra(j)(X1,i−1,X 2,i−1,t i−1)dWr(t)
subject to initial conditions ¯ x
(j)
1,i−1 = x
(j)
1,i−1, ¯ x
(l)
2,i−1 = x
(l)
2,i−1 and ¯ x
(j)
3,i−1 = a(j)(X1,i−1,X 2,i−1,
ti−1) as well as the same constraint identities as in Equations (39) and (43). With the funda-
mental solution matrix, ˆ , deﬁned as in Equation (41) and the coefﬁcient matrix, [ ˆ M],a s
in Equation (42), the conditionally linear solution, ¯ Y ={ ¯ X1, ¯ X2, ¯ X3}T, may presently be
written as
¯ Y(t)= ˆ (Yi,t i,t)
 
Yi−1 +
  t
ti−1
ˆ 
−1
(Yi,t i,s)
q  
r=1
˜ Br dWr(s)
 
(50)
where the 3N dimensional augmented diffusion vector ˜ Br(X1,i−1,X 2,i−1,t i−1) is given by
{ ˜ Br}=

     
     
{0}
 
B
(j)
r,i−1 +
q  
u=1
uB
(j)
r,i−1(Wu(t) − Wu(ti−1)) + LB
(j)
r,i−1t
 
{ra(j)(X1,i−1,X 2,i−1,t i−1)}

     
     
(51)
In the above expression, {0} is an N-dimensional zero vector and b
(j)
r,i−1 = b
(j)
r (X1,i−1,X 2,i−1,
ti−1). Now, use of the transversal intersection condition (43) on the LHS of Equation (50)
(at t = ti) leads to 3N non-linear algebraic in the 3N unknowns {X1i,X 2i,X 3i}T. Further
computational details for performing the integrations with respect to the Wiener increments will
be brieﬂy outlined in the next section. It may be noted that the augmented diffusion vector ˜ Br
in the LTL Equation (49) is not a function of (X1i,X 2i,t i) and hence the conditional vector
ﬁeld in Equation (49) cannot instantaneously match with the original vector ﬁeld at t = ti.
In other words, the condition (43) for transversal intersections of the linearized and non-linear
manifolds in the augmented phase space (3n dimensional) cannot be perfectly satisﬁed.
3.2.1. Error estimates. As in the earlier cases, an implicit Ito–Taylor expansion of the displace-
ment component, x
(j)
1i , in terms of the original drift and diffusion ﬁelds, as in Equation (2), is
given by
x
(j)
1i =x
(j)
1,i−1 + x
(j)
2,i−1h +
q  
r=1
B
(j)
r,i−1Ir0 +
q  
r=1
q  
u=1
uB
(j)
r,i−1Iur0 +
q  
r=1
LB
(j)
r,i−1I0r0
+a(j)(X1,i−1,X 2,i−1,t i−1)
h2
2
+
q  
r=1
ra(j)(X1,i−1,X 2,i−1,t i−1)Ir00
+La(j)(X1i,X 2i,t i)
h3
6
+ ˘ R
(j)
1 (52)
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Note that La(j)(X1i,X 2i,t i) is the only implicit term in the above expansion. Presently, the
remainder ˘ R
(j)
1 is given by
˘ R
(j)
1 =
q  
r=1
q  
u=1
q  
k=1
  ti
ti−1
  s
ti−1
  s1
ti−1
  s2
ti−1
kuB
(j)
r,s3 dWk(s3)dWu(s2)dWr(s1)ds
+
q  
r=1
q  
u=1
  ti
ti−1
  s
ti−1
  s1
ti−1
  s2
ti−1
LuB
(j)
r,s3 ds3 dWu(s2)dWr(s1)ds
+
q  
r=1
q  
u=1
  ti
ti−1
  s
ti−1
  s1
ti−1
  s2
ti−1
uLB
(j)
r,s3 dWu(s3)ds2 dW2(s1)ds
+
q  
r=1
  ti
ti−1
  s
ti−1
  s1
ti−1
  s2
ti−1
L2B
(j)
r,s3 ds3 ds2 dW2(s1)ds
+
q  
r=1
q  
u=1
  ti
ti−1
  s
ti−1
  s1
ti−1
  s2
ti−1
ura
(j)
s3 dWu(s3)dWr(s2)ds1 ds
+
q  
r=1
  ti
ti−1
  s
ti−1
  s1
ti−1
  s2
ti−1
Lra
(j)
s3 ds3 dWr(s2)ds1 ds
+
q  
r=1
  ti
ti−1
  s   s1
ti−1
  s2
ti−1
rLa
(j)
s3 dW(s3)ds2 ds1 ds
+
  ti
ti−1
  s
ti−1
  s1
ti−1
  s2
ti−1
L2a
(j)
s3 ds3 ds2 ds1 ds
−
  q  
r=1
  ti
ti−1
ra
(j)
s dWr(s) +
  ti
ti−1
La
(j)
s ds
 
h3
6
(53)
The following abbreviated notations have been used in the above expression: B
(j)
r,s3 = B
(j)
r (X1
(s3),X2(s3),s3), a
(j)
s3 = a(j)(X1(s3),X2(s3),s3) and a
(j)
s = a(j)(X1(s),X2(s),s). A similar
Ito–Taylor expansion of the linearized displacement component, ¯ x
(j)
1i , via the conditionally
linear drift and diffusion ﬁelds as in Equation (49), followed by imposition of the appropriate
constraint conditions may be seen to lead to the same series as in Equation (52) except for
the remainder term. This conditional remainder, denoted by
 
R
(j)
1 ,i sg i v e nb y
 
R
(j)
1 =
3  
p=1
N  
k=1
[p]lk
  q  
r=1
  ti
ti−1
  s
ti−1
  s1
ti−1
  s2
ti−1
r ¯ x(k)
p dWr(s3)ds2 ds1 ds
+
  ti
ti−1
  s
ti−1
  s1
ti−1
  s2
ti−1
L¯ x(k)
p ds3 ds2 ds1 ds
 
−
 
3  
p=1
N  
k=1
[p]lk
  q  
r=1
  ti
ti−1
r ¯ x(k)
p dWr(s) +
  ti
ti−1
L¯ x(k)
p ds
  
h3
6
(54)
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It may now be readily seen that the local and global error orders for the displacement vector
via this version of HLTL are rs = 2.5 and rg = 2.0, respectively. Similar calculations for
the velocity vector indicate the local and global error orders, respectively to be rs = 1.5
and rg = 1.0. However it must be noted that these estimates should often turn out to be
conservative in view of the fact that in many non-linear engineering systems, the diffusion
coefﬁcients B
(j)
r (X1,X 2,t) are either independent of or linearly dependent on the velocity
vector X2. In such cases, terms involving the composition u ◦ r of the diffusion operators
in the remainder equation (53) vanish. The local and global error orders thus become rs = 3.0
and rg = 2.5 for the computed displacement vector and rs = 2.0 and rg = 1.5 for the computed
velocity vector.
4. CERTAIN COMPUTATIONAL ISSUES
Computations of the fundamental solution matrix and its inverse, crucial for the construction of
a linearized solution, require exponentiation of certain (possibly quite large) system matrices.
Let it be required to numerically obtain [(t,ti−1) = exp{[M](t − ti−1)}. A computationally
expedient way to do so is to divide the interval (ti−1,t] into 2k equal sub-intervals and make
use of the following identity:
(t,ti−1) =
 

  
ti−1 +
t − ti−1
2k
 
,t i−1
  k
(55)
Denoting the RHS of the above equation as {k(ti−1)}k and hk = 2−k(t − ti−1), one may use
a deterministic Taylor expansion followed by the retention of the ﬁrst few terms (may be four
or even fewer) to compute k(ti−1) as
k(ti−1) = I +[ M]hk +[ M]2h2
k/2 +··· (56)
where [I] is an n × n identity matrix. A similar scheme may also be utilized to obtain the
inverse −1(t,ti−1) = exp{−[M](t − ti−1)}. In this case,
−1
k (ti−1) = I −[ M]hk +[ M]2h2
k/2 +··· (57)
At the time that this article was being written up, the attention of the author was attracted to a
recent paper by Leung [12], where a similar matrix exponentiation as outlined in this section
has been utilized for the response calculation of linear engineering systems under deterministic
and random loading conditions.
Implementation of the linearization methods requires an appropriate modelling of the vector
Wiener process {Wr(t)|r = 1,...,q}. This is numerically done by generating a set of pseudo-
random vectors {g
(r)
i |r = 1,...,q} for every positive integer i (including zero) corresponding
to the time interval ti. Each element g
(r)
i of the ith vector is an independently generated
N(0,1) random number. One thus has
Wr,i = Wr(ti) − Wr(ti−1) = g
(r)
i
√
h (58)
where h = ti − ti−1 is the uniform time step size.
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One may also note from Equations (7), (40) and (50) that the construction of particular
solutions for the linearized equations involves determining the Gaussian stochastic integrals
of the forms
  ti
ti−1 (s)dWr(s) and
  ti
ti−1 (s)Wu(s)dWr(s) for u,r = 1,2,...,q. Interpreted
according to Ito, expectations of both these Gaussian integrals are zero. Moreover, one has for
the standard deviation of the ﬁrst integral
1 =
 
E
  
 
 
 
  ti
ti−1
(s)dWr(s)
 
 
 
 
2  1/2
=
   ti
ti−1
2(s)ds
  1/2
(59)
In this work, the RHS of the above equation is generated using a 3-point Gauss quadrature and
ﬁnally the stochastic integral is obtained as
  ti
ti−1 (s)dWr(s) = g
(r)
i 1. In a similar manner,
following Ito’s deﬁnition, the standard deviation for the second integral is given by
2 =
 
E
  
 
 
 
  ti
ti−1
(s)Wu(s)dWr(s)
 
 
 
 
2  1/2
=
   ti
ti−1
2(s)s ds
  1/2
(60)
Hence 2 may also be determined using a Gauss quadrature rule and the second integral is
obtained as
  ti
ti−1 (s)Wu(s)dWr(s) = g
(u)
i g
(r)
i 2.
5. NUMERICAL ILLUSTRATIONS
Even though the focus of the present work is on the propositions and theoretical error estimates
of a family of transversal linearization schemes, a rather limited numerical illustration on
the stochastic response of a couple of oscillators is provided here. The construction of the
corresponding LTL equations and their respective solutions may be done based on Sections 2
and 3 and such details are presently omitted for brevity. The ﬁrst example problem concerns a
single-degree-of-freedom (SDOF) hardening Dufﬁng equation driven by combined additive and
multiplicative noises, in addition to a deterministic periodic excitation. The equation of motion
is presently written in an incremental form as
dx1(t)=x2(t)dt
dx2(t)={−21x2 − 422(x2
1 + 1)x1 + 423 cos(2t)}dt + g1 dW1(t) − g2x1 dW2(t)
(61)
In order to illustrate the construction of the transversally linearized vector ﬁelds corresponding
to the above equation, the case of g2 = 0 is ﬁrst considered. This corresponds to the oscillator
being driven only by a combination of a sinusoidal (deterministic) excitation and an additive
(white noise) excitation of constant intensity g1. For this case, the basic LTL-based linearized
form, valid over the interval (ti−1,t i],i s
d¯ x1(t)=¯ x2(t)dt
d¯ x2(t)={−21¯ x2 − 422(x2
1i + 1)¯ x1 + 423 cos(2t)}dt + g1 dW1(t)
(62)
Referring to Equations (2), (3) and (5) in Section 2, it may be readily veriﬁed that Cl =− 21,
Cn = 0, Kl =− 422, Kn =− 422x2
1 for the present problem. Treating x2
1i = (x(ti))2 as an
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unknown constant, the system coefﬁcient matrix corresponding to the transversally linearized
SDE (62) may be written as
[M]=
 
01
−422(x2
1i + 1) −21
 
(63)
Following Equation (8), the fundamental solution matrix (FSM) for Equation (62), valid over
(ti−1,t i], may be conditionally constructed as
(x1i,t,t i−1) = exp{[M](t − ti−1)} (64)
It may be noted that, for the presently chosen oscillator, the FSM is a function of x1i alone
(and not of both x1i and x2i, as in the more general case). Using Equation (7), the displacement
solution of Equation (62) may be written as
¯ x1i =11,ix1,i−1 + 12,ix2,i−1 + 423
 
11,i
  ti
ti−1
−1
12,s cos(2s)ds
+12,i
  ti
ti−1
−1
22,s cos(2s)ds
 
+g1
 
11,i
  ti
ti−1
−1
12,s dW1(s) + 12,i
  ti
ti−1
−1
22,s dW1(s)
 
(65)
where pk,i = pk(x1i,t i,t i−1) and −1
pk,s = −1
pk(x1i,s,t i−1); p,k = 1,2. Now, if the transver-
sal intersection condition (for displacements alone), i.e. x1i =¯ x1i, is made use of on the LHS of
Equation (65), one gets a non-linear algebraic equation to solve for x1i. Once x1i is computed,
the velocity variable x2i may be readily obtained from the following explicit map:
x2i =21,ix1,i−1 + 22,ix2,i−1 + 423
 
21,i
  ti
ti−1
−1
12,s cos(2s)ds
+22,i
  ti
ti−1
−1
22,s cos(2s)ds
 
+g1
 
21,i
  ti
ti−1
−1
12,s dW1(s) + 22,i
  ti
ti−1
−1
22,s dW1(s)
 
(66)
If it is intended to use the higher-order LTL method to transversally linearize the Dufﬁng
oscillator under additive, random excitation (i.e. g2 = 0), then, following Equations (37) and
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(38), the higher-order LTL-based linearized SDEs over (ti−1,t i] take the form
d¯ x1 =¯ x2 dt
d¯ x2 =¯ x3 dt + g1 dW1(t)
d¯ x3 =[42{2
1 − 3(1 + 3x2
1i)}¯ x2 + 8213(1 + x2
1i)¯ x1 − 833(1 cos2t + 3 sin2t)]dt
−21g1 dW1(t)
(67)
The system coefﬁcient matrix is presently given by
[M]=




01 0
00 1
8213(1 + x2
1i) 42{2
1 − 3(1 + 3x2
1i)} 0



 (68)
and the fundamental solution matrix is given by Equation (64). The rest of the procedure,
i.e. that of constructing the conditional solution of the linearzed SDEs (67) and forming the
non-linear algebraic equation for x1i, remains the same as in the lower-order case.
Now consider the more general case of the oscillator driven by combined additive and
multiplicative, random excitations (i.e. g1  = 0,g 2  = 0). Following the discussion in Section
2, the lower-order version of the transversally linearized oscillator, valid over (ti−1,t i],i s
given by
d¯ x1(t)=¯ x2(t)dt
d¯ x2(t)={−21¯ x2 − 422(x2
1i + 1)¯ x1 + 423 cos(2t)}dt + g1 dW1(t) − g2x1i dW2(t)
(69)
It may be noted that the multiplicative excitation is converted to a conditionally additive ex-
citation in the lower-order LTL. The remaining set of procedures to determine the solution
is precisely the same as followed for the additive case via the lower-order LTL method.
On the other hand, the higher-order LTL-based linearized SDEs may be derived using
Equation (49) as
d¯ x1 =¯ x2 dt
d¯ x2 =¯ x3 dt + g1 dW1(t) − g2(x1,i−1 + x2,i−1)dW2(t)
d¯ x3 =[42{2
1 − 3(1 + 3x2
1i)}¯ x2 + 8213(1 + x2
1i)¯ x1 − 833(1 cos2t + 3 sin2t)]dt
−21{g1 dW1(t) − g2x1,i−1 dW2(t)}
(70)
Once more, one arrives at a three-dimensional linearized SDE driven by conditionally additive
white noise excitations. However, unlike the lower-order linearization given by Equation (69),
the (conditionally) additive noise co-efﬁcients in Equation (70) are unconditionally known. The
system coefﬁcient matrix in Equation (70) is given by Equation (68) and the rest of the solution
procedure is also straightforward.
First, under a purely additive noise, comparisons of displacement and velocity histories via
the basic LTL (BLTL) and the higher-order LTL (HLTL) are shown in Figure 1. In Figure 2,
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Figure 1. (a) Displacement history of the Dufﬁng equation under only additive
noise; 1 = 0.25, 2 = 1.0, 3 = 0.0,g 1 = 6.0,g 2 = 0.0; and (b) velocity
history of the Dufﬁng equation under only additive noise; 1 = 0.25, 2 = 1.0,
3 = 0.0,g 1 = 6.0,g 2 = 0.0.
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Figure 2. (a) Displacement history of the Dufﬁng equation under
additive and multiplicative noises along with a periodic excitation;
1 = 0.25, 2 = 1.0, 3 = 0.2,g 1 = 2.0,g 2 = 2.0; and (b) ve-
locity history of the Dufﬁng equation under additive and multiplica-
tive noises along with a periodic excitation; 1 = 0.25, 2 = 1.0,
3 = 0.2,g 1 = 2.0,g 2 = 2.0.
these comparisons are shown when all the three different loads, i.e. periodic, additive and
multiplicative, are present. While comparisons of histories generated by BLTL and HLTL
methods are usually good, in Figure 3, the BLTL scheme may be seen to have erred to quite
an extent when the intensity of the multiplicative noise is rather high.
In the second set of examples, a symmetrically non-linear two-degree-of-freedom (TDOF)
oscillator under a couple of additive noises is numerically integrated using the transver-
sal linearization procedures. The differential equations, in the four-dimensional state space,
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Figure 3. (a) Displacement history of the Dufﬁng equation under ad-
ditive and strong multiplicative noises along with a periodic excitation;
1 = 0.25, 2 = 1.0, 3 = 0.2,g 1 = 1.0,g 2 = 10.0; and (b) ve-
locity history of the Dufﬁng equation under additive and strong multi-
plicative noises along with a periodic excitation; 1 = 0.25, 2 = 1.0,
3 = 0.2,g 1 = 1.0,g 2 = 10.0.
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Figure 4. (a) History of x(t) for a weakly non-linear TDOF equation under a couple of additive
noises; k1 = 0.1,k 2 = 0.3,k 3 = 0.3,k 4 = 0.1,g 1 = 0.5,g 2 = 0.2; and (b) history of y(t) for a
weakly non-linear TDOF equation under a couple of additive noises; k1 = 0.1,k 2 = 0.3,k 3 = 0.3,
k4 = 0.1,g 1 = 0.5,g 2 = 0.2.
are presently given by
dx1 =x2 dt
dx2 =(−0.4x2 − x1 − k1x3
1 − k2x1y2
1)dt + g1 dW1(t)
dy1 =y2 dt
dy2 =(−y2 − 2y1 − k3x3
1 − k4y3
1)dt + g2 dW2(t)
(71)
The steps for derivations of lower- and higher-order LTL systems for this TDOF problem
remain the same as for the single DOF Dufﬁng oscillator and are therefore not elaborated
further. The following numerical results are obtained for two different sets of values of the
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Figure 5. (a) History of x(t) for a strongly non-linear
TDOF equation under a couple of weak additive noises;
k1 = 0.5,k 2 = 0.6,k 3 = 0.6,k 4 = 0.3,g 1 = 0.1,g 2 = 0.1;
and (b) history of y(t) for a strongly non-linear TDOF equation un-
der a couple of weak additive noises; k1 = 0.5,k 2 = 0.6,k 3 = 0.6,
k4 = 0.3,g 1 = 0.1,g 2 = 0.1.
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Figure 6. (a) History of x(t) for a strongly non-linear
TDOF equation under a couple of strong additive noises;
k1 = 0.5,k 2 = 0.6,k 3 = 0.6,k 4 = 0.3,g 1 = 1.0,g 2 = 1.0;
and (b) history of y(t) for a strongly non-linear TDOF equation un-
der a couple of strong additive noises; k1 = 0.5,k 2 = 0.6,k 3 = 0.6,
k4 = 0.3,g 1 = 1.0,g 2 = 1.0.
parameters, namely the weakly non-linear case with (k1,k 2,k 3,k 4) = (0.1,0.3,0.3,0.1) and the
strongly non-linear case with (k1,k 2,k 3,k 4) = (0.5,0.6,0.6,0.3). Figure 4 shows the histories
for x(t) and y(t) for TDOF equation under a couple of additive noises of medium intensities
(i.e. g1 = 0.5,g 2 = 0.2) as obtained via both the BLTL and HLTL methods. In Figures 5
and 6, the time histories of x(t) and y(t) for a strongly non-linear TDOF equation under weak
and strong additive noise intensities are reported. While the comparisons of BLTL and HLTL
solutions are generally good, they appear to differ to an extent in some cases, especially when
the intensities of stochastic excitations are quite high.
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Finally it may be noted that comparisons of BLTL and HLTL solutions with those obtained
with other popular schemes, especially the stochastic Heun or Euler schemes, are not provided
here as the transversal linearization schemes have already been shown to have a higher accuracy
over a given time step.
6. CONCLUSIONS
A new family of locally transversal linearization (LTL) procedures for efﬁcient and accurate
integration of non-linear stochastic engineering dynamical systems is proposed and theoretically
explored for their local and global error orders. Detailed estimates for local and global error
orders for displacement and velocity components are provided. These estimates are based on
implicit Ito–Taylor expansions of these components in terms of the original and LTL-based
vector ﬁelds. The LTL methodologies espoused in this study are broadly classiﬁed into two
categories, namely the lower order or basic LTL (BLTL) method and the higher order LTL
(HLTL) method. As their respective names suggest, the HLTL method is designed to improve
upon the accuracy of the BLTL method, especially for systems under a sufﬁciently general set
of multiplicative excitations. Even though the tool for solving the BLTL and HLTL systems
remains essentially the same, solutions for the latter require a higher computational overhead
owing to a higher dimensionality (1.5 times that of the corresponding BLTL system) of an
HLTL system. In so far as the local error orders are concerned, the presently developed
techniques are notably higher in accuracy than most other existing algorithms, such as the
Heun scheme or similar other schemes based on stochastic Runge–Kutta. The only other
competing algorithm, using a direct stochastic Taylor expansion of displacement and velocity
vectors and leading (theoretically) to similar accuracy levels, involves extremely cumbersome
(and, sometimes, nearly impossible) computations of multiple stochastic integrals. The BLTL
and HLTL methodologies however effectively avoid such complexities. A limited numerical
exploration of the proposed algorithms is provided by obtaining sample path solutions of a
single-degree and a two-degree freedom, symmetrically non-linear dynamical systems under
additive and multiplicative white noise excitations.
While the present study only deals with sample path integration strategies, approximating
the moment functions, or more generally, the probability density or characteristic functions is
also an important issue. Towards this, the author is presently in the ﬁnal stages of developing
a family of weak forms of the transversal linearization method. Efforts are also under way
to see whether the LTL-based stochastic maps for engineering dynamical systems belong to a
generalized symplectic form or not. The author hopes to report a few interesting results on
these lines in a few forthcoming articles.
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