In this paper, a new updating rule for applying Temporal Difference (TD) learning to multilayer feedforward networks is derived. Networks are trained to evaluate Go board positions by TD(X) learning with different values of A. Performance of each network is estimated by letting it play against other networks. Results show that non-zero X gives better learning for the network and statistically, larger X gives better performance.
Introduction
In reinforcement learning, there is no teacher available to give the correct output for each training example. The output produced by the learning agent is fed to the environment and a scalar reinforcement value (reward) is returned. The learning agent tries to adjust itself to maximize the reward.
It is very often that the actions taken by the learning agent to produce an output will affect not only the immediate reward but also the subsequent ones. In this case, the immediate reward only reflects partial information about the action. It is called delayed-reward.
Temporal difference (TD) learning is a type of reinforcement learning for solving delayed-reward prediction problems. Unlike supervised learning which measures error between each prediction and target, T D uses the difference of two successive predictions to learn. The advantage of T D learning is that it can update weights incrementally and converge to a solution faster [5] .
Go is a perfect information 2-player zero-summed game with a search space complexity larger than Chess and other similar board games. Moreover, the Go game is rich in tactics and strategies which makes it difficult for computer to play. The current trend in designing computer Go program is to use knowledge base with a set of rules engineered by human experts. Programs based on this approach are very weak. Our goal is to have the computers to "learn" from its own experience.
T D learning has been successfully applied in evaluating static position in Backgammon [6] [7] . The program (called TD-gammon) achieves human master level. T D learning has also been used to evaluate static board position of Go games [a] [4] . With specially designed neural network architecture, the renulting program is ahle to heat a commercial Go program using a weak playing level. However, only TD(0) is used in that application. TD(0) degenerates to the same algorithm of supervised learning which is simpler in design.
In this paper, a new learning rule for applying TD(X) to backpropagation network is derived. A simple backpropagation network is trained with TD(X) learning to evaluate static positions of Go games. Performance of networks trained with different values of X is compared. 
.,P(m)).
Assuming the learniing agent is an artificial neural network, update for a weight w of the network with the classical gradient descent update rule for supervised learning is : m where q is the learning rate and V,E is the gradient vector ,E, of the mean square error function
In [5] , Sutton derived th:e incremental updating rule for equation (1) :
To emphasize more recent predictions, an exponential factor X is multiplied to the gradient term : 
Aw(t) 1 7 ( P ( t + 1) -P ( t ) ) V w . P ( t )
which has a similar form as Eq.(l). So the same training algorithm for supervised learning can be used for TD(0).
TD Learning with Backpropagation Network

New Generalized Delta Rule
In this section, we are going to derive a new generalized delta rule for TD(X) learning. The classical generalized delta rule for a multi-layer feedforward network [3] is:
where w1 is a m x n weight matrix connecting layer (1 -1) and l., m is the size of layer 1 -1 and n is the size of layer I , is the learning rate (a scalar), is a column vector of output in layer I -1, is transpose of the column vector 61 which is the error propagated from layer 1 to I -1, 
( t ) . The term inside summation is called the history vector, denoted by [hi @)Iij
We now obtain updating rules of T D learning by backpropagation. The weight update is performed by Eq. (5) with the new delta.
Training Procedure
Compared to the original backpropagation algorithm, the new procedures for TD( A) learning requires
1.
The previous output vector, P ( t -l ) , at time t , which is used in computing every weight change. The training procedure involves 3 stages (at time t ) : 
The history vector, hl(t, i, j ) = CL=, Xtwk [S;(k)3j
TD Learning in Position Evaluation
An important advantage of applying TD(X) learning in the Go game is that network can be trained by self-playing. There is no need to handcraft inany training examples as in supervised learning. The self-training strategy iE: used in TD-gammon [6].
Experimental Designs
We performed experiments using different values of X to train networks of the same architecture and analyze the network performance by letting them play against one another. 
Network Architecture
Issues in Training
The network is used to evaluate board positions in a game. Before training, the weights are initialized randomly by values between -1.0 and 1.0. During self-playing, it is used to evaluate all valid moves of a board position and a move is chosen according to the scores. The same initial configuration is used in 4 networks which are trained with different values of X : 0,0.25,0.5 and 0.75. Totally 100,000 games are trained for each network. The same set of experiments is repeiited four times to check the corisistency of performance.
Unlike Backgammon, playing Go does not have the element of chance. If the moves with highest score given by the neural network evaluator is always played, training will be trapped in local minima easily. In that situation, the same game will be played repeatedly. To avoid this, the move is selected stochastically using Gibbs sampling according to the score in evaluation [4] . The probability for a valid move being selected is :
where 2 is a normalizing factor equals to xi exp(*), score(mi) is the output of the network for board position m;, T is the temperature determining the degree of randomness.
The temperature T is set to a. high value (1.0) in the beginning and in the course of training it is reduced by a factor a : T k + 1 = d r k , 0 < CY < 1. In the experiments, CY is set to be 0.92 and is decreased after every 20 games. Finally, it becomes a very small value in which the "best" move will be played in most of the time.
Testing Method and Results
Instead of playing against existing programs, the trained network are made to play against leach other. The move is selected stochastically according to Eq.(6) with a very IOW temperature. This is to make the testing games non-deterministic to compare performance of the networks under many different board positions. If prediction made by a network is accurate, its playing strength should be high. Results of the testing games are summarized below. 
Discussion
Each of the row entry represents the winning percentage out of 2,000 simulated games against each of the column entry, e.g. network trained by TD(0) wins 46.11% against the one trained by TD(0.25). We obtain the relative score of each network by summing up all the winning percentages in each row. From the scores, we can observe that performance of TD (0) 
. Conclusion
TD(X) learning can be applied to train multi-layer feedforward networks using the new generalized delta rule derived in Eq. (5). More storage is needed in TD(X) than in supervised learning but we can have incremental learning and faster convergence. [5] .
TD(X) learning is used in training neural networks to evaluate board positions in Go games. Different values of X are tested. We find that TD(X) with non-zero X performs better than TD(0). Furthermore, the performance gets better with larger A.
In the future, we plan to use T D learning to train networks to analyze some game specific properties of Go such as territory and shape.
