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Abstract
Lo studio, proposto in questa tesi, riguarda l’applicazione della spet-
trometria di massa a ioni secondari (Secondary Ion Mass Spectrometry,
SIMS) all’analisi di tessuti biologici. La SIMS e` una tecnica analitica di
microscopia ionica che prevede il bombardamento, parzialmente distrutti-
vo, della superficie di un campione, mantenuto in condizioni di alto vuoto,
mediante un fascio ionico primario che scansiona, secondo posizioni discrete
sequenziali, una determinata area del campione.
L’acquisizione dello spettro di massa prevede il trasferimento di analiti
dalla matrice solida del campione alla fase gassosa e la separazione ionica
tramite analizzatore di massa sulla base del rapporto massa-carica degli
ioni estratti. Dai dati SIMS, oltre allo spettro di massa della matrice di
punti ordinati, e` possibile ottenere immagini di distribuzioni relative (e
quantitative, previa calibrazione) di specie chimiche, che rappresentano il
risultato di un processo di conteggio. La metodica SIMS presenta risolu-
zione spaziale dell’ordine del micron (µm), sensibilita` di parti per milione
(ppm, mg/kg) e risoluzione di massa compresa tra centinaia e migliaia di
unita` di massa atomica.
Nell’ambito di questo lavoro di tesi sono state descritte le principali e
piu` recenti applicazioni, in campo medico-biologico, della SIMS, riportate
in letteratura. Sono stati descritti metodi di analisi (indicati come indici di
caratterizzazione) di distribuzioni spaziali puntiformi, a cui sono assimilate
per ipotesi le immagini SIMS.
E` stato sviluppato un modello della formazione di immagini SIMS che
prevede un termine correlato alla dispersione causata dall’azione di sput-
tering e che risulta pertanto legato alla fisica ed ai settaggi di acquisizione
ed al tipo di strumentazione impiegata (indipendente dalla specie chimica
considerata), ed un termine correlato alla mobilita` dell’analita, ad artefatti
introdotti in fase di preparazione, alla presenza di contaminanti ambientali
e di rumore di altro tipo (pertanto variabile da campione a campione, da
analita ad analita).
Il modello e` stato validato tramite studi su immagini di campioni non
biologici di riferimento e di campioni sperimentali di tessuto miocardico,
acquisite mediante un sistema ToF-SIMS, installato presso il polo univer-
sitario di Colle Val d’Elsa (Siena, Italia). Il protocollo sperimentale, fina-
lizzato allo studio delle variazioni del microcircolo cardiaco coinvolte nella
genesi e nello sviluppo di disfunzioni miocardiche, e` stato sviluppato nel-
l’ambito di una collaborazione tra la Scuola S. Anna di Pisa, l’Istituto di
Fisiologia Clinica del CNR (Pisa) ed il Dipartimento di Scienze e Tecnologie
Chimiche e dei Biosistemi dell’Universita` di Siena.
La modellistica proposta e` stata applicata ad immagini chimiche di un
frammento del tracciante 99Tc-NOET impiegato in un modello cardiaco
sperimentale. E` stata studiata la variabilita` del segnale in presenza di una
discontinuita` della matrice tissutale. I risultati mostrano l’individuazione
della discontinuita` e lasciano, pertanto, supporre che sia possibile rivelare
anche alterazioni strutturali microscopiche.
Gli indici di caratterizzazione sono stati selezionati sulla base della sen-
sibilita` a variazioni morfologiche delle strutture superficiali del campione
ed a variazioni nel tempo di pre-sputtering, mediante studi di tipo model-
listico. Gli indici Standard Distance Deviation e Nearest Neighbor Index
sono risultati idonei a caratterizzare aspetti geometrici/dimensionali.
L’applicazione del modello ha permesso di individuare l’introduzione di
rumore all’aumentare del tempo di pre-sputtering e lascia, pertanto, sup-
porre che limitare quanto piu` possibile questa operazione risulti favorevole
all’analisi.
Futuri protocolli sperimentali ed ulteriori studi di tipo analitico/modellistico
possono valorizzare le peculiarita` della tecnica SIMS e promuoverne l’im-
piego in ambito farmaceutico e biomedico.
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Introduzione
Lo studio proposto in questa tesi riguarda l’applicazione della spettrometria
di massa a ioni secondari (Secondary Ion Mass Spectrometry, SIMS) all’ana-
lisi di tessuti biologici. Si tratta di una tecnica di imaging multielementare,
proposta nel 1962 da Castaing e Slodzian. Sebbene ampiamente utilizza-
ta nei campi della geochimica, della metallurgia e dell’elettronica, risulta
ancora poco impiegata in ambito biomedico.
Obiettivo di questa tesi e` stato la realizzazione di un modello della for-
mazione di immagini SIMS atto a verificare le potenzialita` della metodica
nell’ambito della caratterizzazione di tessuti biologici. Il modello e` stato
validato mediante l’elaborazione di immagini, acquisite mediante un analiz-
zatore a tempo di volo ToF-SIMS, installato presso il polo universitario di
Colle Val d’Elsa (Siena, Italia). Le misure sono state condotte nell’ambito di
un protocollo sperimentale, finalizzato ad indagare l’influenza di alterazioni
microvascolari nella genesi e nello sviluppo di disfunzioni miocardiche. Tale
protocollo sperimentale deriva dalla collaborazione tra la Scuola S. Anna
di Pisa, l’Istituto di Fisiologia Clinica del CNR (Pisa) e il Dipartimento di
Scienze e Tecnologie Chimiche e dei Biosistemi dell’Universita` di Siena.
La SIMS prevede il bombardamento, parzialmente distruttivo, della su-
perficie di un campione, in condizioni di alto vuoto, mediante un fascio ionico
primario che agisce come una sonda microscopica in grado di scansionare se-
quenzialmente la superficie del campione, secondo un pattern bidimensionale
discreto.
Le fasi fondamentali di acquisizione comprendono il trasferimento di
analiti dalla matrice solida alla fase gassosa, la separazione ionica in ac-
cordo al rapporto massa-carica degli ioni mediante analizzatore di massa,
l’acquisizione dello spettro di massa e la generazione dell’immagine chimica.
La strumentazione corrente per la tecnica SIMS e` capace di collezionare
ed immagazzinare, in tempi brevi, strutture dati contenenti l’intero spettro
di massa per ogni pixel spaziale, dal quale e` possibile estrarre immagini per
ogni specie chimica.
La metodica SIMS fornisce immagini della distribuzione di elementi (det-
te mappe ioniche) con risoluzione spaziale dell’ordine del micron (µm), con
sensibilita` dell’ordine delle parti per milione (ppm, µg/g) e con una risolu-
zione di massa compresa tra centinaia e migliaia di unita` di massa atomiche.
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Tali immagini restituiscono un’informazione relativa che puo` risultare quan-
titativa, previa calibrazione. Tra le potenzialita` della SIMS in campo medico
e biologico, si evidenzia la capacita` di eseguire l’imaging contemporaneo di
piu` molecole, frammenti molecolari ed isotopi stabili.
Nell’ambito di questa tesi e` stato sviluppato un modello di formazione
di immagini SIMS. Tale modello simula il processo subito da un’immagine
ideale (pattern) durante la fase di acquisizione e introduce due parametri
(indicati con h e λ) che tengono conto, rispettivamente, della diffusione degli
analiti, a seguito del bombardamento, (dimostrata indipendente dal tipo di
specie chimica e pertanto dipendente soltanto dal tipo di macchinario e dai
settaggi di acquisizione) e del rumore dovuto ad artefatti introdotti in fase
di preparazione del campione, a contaminanti ambientali, alla mobilita` degli
ioni (dimostrato dipendente dalla specie chimica considerata e variabile da
campione a campione).
L’approccio modellistico degli studi condotti nell’ambito di questa tesi,
ha permesso di selezionare alcuni metodi di analisi, tratti dalla letteratura,
idonei per un’analisi quantitativa di immagini SIMS. Ha inoltre permesso
di effettuare studi su sostanze traccianti impiegate per la valutazione della
perfusione miocardica, in un modello sperimentale, e dei valori di imposta-
zione dei parametri di acquisizione del sistema (in particolare la durata del
pre-sputtering).
Nel capitolo 1 vengono illustrate le caratteristiche della strumentazione
SIMS ed in particolare le tipologie esistenti di analizzatore di massa, gli
aspetti critici e le potenzialita` della metodica. Sono riportate inoltre le
principali applicazioni biologiche e non, tratte da studi in letteratura.
Nel capitolo 2 vengono proposti una serie di metodi di analisi multi-
variata, proposti nella letteratura recente, ed impiegati per analizzare la
correlazione tra picchi significativi dello spettro di massa.
Al fine di indagare la morfologia spaziale della superficie del campione,
mediante l’analisi di immagini chimiche, estratte dallo spettro di massa, sono
stati tratti dalla letteratura sviluppata in ambito ecologico ed astronomico
(e riportati in capitolo 2), alcuni descrittori e metodi di analisi (comples-
sivamente indicati come indici di caratterizzazione) idonei a caratterizzare
distribuzioni spaziali puntiformi, a cui le immagini SIMS sono assimilabi-
li. Le immagini SIMS, infatti, rappresentano il risultato di un fenomeno di
conteggio, a differenza delle immagini a livelli di grigio generalmente impie-
gate in ambito medico, provenienti da altre modalita` di imaging, che sono il
risultato dell’acquisizione di un fenomeno fisico continuo dal punto di vista
energetico.
Nel capitolo 3 e` riportata la descrizione del modello sviluppato nel lavoro
di tesi, unitamente alla presentazione degli strumenti d’analisi necessari.
Una serie di studi di tipo modellistico, applicati ad immagini surrogate
o realmente acquisite, viene presentata e discussa nel capitolo 3, a scopo di
validazione e di verifica delle ipotesi di modello. Tali studi sono finalizzati
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anche alla valutazione e selezione degli indici di caratterizzazione piu` idonei
a caratterizzare la struttura superficiale del campione.
Nel capitolo 4 sono riportati i risultati della modellistica proposta, re-
lativi alla scelta dei parametri del modello ed alla selezione degli indici di
caratterizzazione.
Il parametro di smoothing (indicato con h nel modello) che massimizza la
simiglianza dell’immagine generata per via modellistica e l’immagine origi-
nale, risulta indipendente dalla specie chimica di cui si analizza l’immagine
e dipendente soltanto dal macchinario SIMS impiegato. Questo risultato,
verificato sia su campioni biologici sia su fantocci non biologici, conferma
l’ipotesi che l’operazione di smoothing rappresenti in qualche modo la di-
spersione di ioni conseguente all’azione di sputtering e che pertanto h di-
penda dalla fisica e dai settaggi di acquisizione tipici del macchinario SIMS
considerato.
Il parametro indicato con λ nel modello, che massimizza la simiglianza
dell’immagine generata per via modellistica e l’immagine originale, risulta
invece diverso da specie chimica a specie chimica e risulta pertanto associato
ad artefatti introdotti in fase di preparazione del campione, alla mobilita`
della specie chimica, alla presenza di contaminanti ambientali ed a tutti i
tipi di rumore presenti variabili da acquisizione ad acquisizione, da campione
a campione.
Per quanto concerne la valutazione degli indici di caratterizzazione, e`
emerso che la Standard Distance Deviation ed il Nearest Neighbor Index
risultano idonei a rilevare variazioni morfologiche delle strutture superficiali
del campione.
Nel capitolo 4 vengono descritti inoltre il protocollo sperimentale di
acquisizione e l’elaborazione dello spettro di massa in ambiente software.
Infine l’applicazione del modello per la caratterizzazione della distribu-
zione di un frammento caratteristico della molecola 99Tc-NOET, impiegata
come sostanza tracciante, ha consentito di valutare l’effetto del tempo di
pre-sputtering sulla distribuzione del dato analitico (conteggi e spettro di
massa) nelle immagini SIMS. I risultati ottenuti nell’ambito di questo lavo-
ro di tesi (e riportati nel capitolo 4) indicano la possibilita` di individuare
discontinuita` di tipo morfologico, rilevate in questo studio a livello microva-
scolare, con il tracciante di flusso 99Tc-NOET e di ottimizzare i parametri
di acquisizione in base al tipo di matrice studiata.
I risultati, descritti in questa tesi, mostrano la possibilita` di estrarre
informazioni relative alla distribuzione delle specie di interesse su matrici
tissutali e costituiscono una nuova applicazione di modelli di analisi alla
tecnica SIMS in ambito biologico.
Ulteriori studi, di tipo analitico e modellistico, potranno evidenziare le
potenzialita` della metodica e promuoverne l’impiego nel settore biomedico
per l’analisi, la caratterizzazione e la progettazione di biomateriali e, in
5







1.1 Introduzione alla spettrometria di massa
La spettrometria di massa e` una metodologia analitica che ha ricevuto no-
tevole interesse negli ultimi anni, con numerose applicazioni in molti setto-
ri, quali, ad esempio, l’ambito ecologico per il monitoraggio ambientale, il
settore alimentare per il controllo di qualita` e, principalmente, nell’ultima
decade, il settore della biochimica per studi di metabolismo ed il settore
bio-farmaceutico.
La spettrometria di massa comporta la produzione di ioni in fase gassosa
a partire da una data matrice, l’eventuale frammentazione di tali ioni, la
loro separazione, mediante un analizzatore di massa, sulla base del rapporto
massa-carica e la rilevazione mediante un conteggio delle singole masse. In
tal modo viene prodotto uno spettro di massa.
Uno spettrometro di massa pertanto e` costituito da un sistema per l’in-
serimento del campione, una sorgente di ionizzazione per la produzione degli
ioni dal composto di partenza, uno o piu` analizzatori di massa, un rilevato-
re per il conteggio degli ioni in uscita dall’ultimo analizzatore ed infine un
sistema di processazione dati in grado di compilare lo spettro di massa in
un formato adatto all’elaborazione.
Nell’ambito della spettrometria di massa si distinguono varie tecniche di
ionizzazione sulla base delle modalita` di trasferimento di energia interna e
delle caratteristiche chimico-fisiche del campione che puo` essere analizzato.
Si fa inoltre distinzione tra le tecniche di ionizzazione che prevedono
l’impiego dell’analita in soluzione oppure deposto su un supporto solido o
contenuto in una matrice solida. In caso di supporto o matrice solida, si ha
bombardamento del supporto mediante particelle energetiche o fotoni che
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estraggono ioni in prossimita` della superficie del campione. Tali ioni vengo-
no estratti mediante un campo elettrico e focalizzati verso l’analizzatore di
massa.
Tra le tecniche che utilizzano questo principio, si annoverano la Matrix-
assisted laser desorption (MALDI) [1] e la spettrometria di massa a ioni
secondari (Secondary Ion Mass Spectrometry, SIMS), impiegata in questa
tesi.
1.2 Spettrometria di massa a ioni secondari (SIMS)
La spettrometria di massa a ioni secondari (Secondary Ion Mass Spectro-
metry, SIMS) e` una tecnica comunemente utilizzata per l’analisi chimica di
superfici complesse e per lo studio della localizzazione elementare in vari
campi (geochimica, metallurgia ed elettronica), che sta acquisendo sempre
maggiore rilevanza nell’ambito delle tecniche analitiche.
Originariamente la SIMS e` stata sviluppata ed impiegata per la caratte-
rizzazione di materiali (Thomson, 1910) [2].
Un passo in avanti e` stato fatto (Castaing e Slodzian, 1962) [3] con lo
sviluppo del primo microscopio a ioni secondari (il cui schema e` riportato in
Fig. 1.1), dotato di analizzatore di massa. Questo sistema viene considerato
il primo strumento SIMS per l’imaging.
Figura 1.1: Schema del primo microscopio ionico di Castaing e Slodtzian
[8].
Nonostante i primi strumenti commerciali fossero disponibili gia` nel 1968
ed i primi esperimenti su tessuti biologici siano riportati nel 1970 [4], le
applicazioni biologiche sono rimaste limitate [8].
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Sebbene le tecniche di spettrometria di massa siano molto numerose,
nessuna di queste, ad esclusione della SIMS, riesce a dare una risposta nel-
l’analisi di superfici. A differenza delle altre tecniche di spettrometria di
massa, la SIMS consente un’elevata risoluzione nella visualizzazione di ele-
menti o molecole costituenti la superficie del campione, e permette l’analisi
sia di matrici inorganiche (analisi di materiali), sia di campioni ottenuti
producendo sezioni o frammenti di campioni biologici.
La biologia molecolare si affida a tecniche di imaging che mirano allo
studio di una eventuale relazione tra l’organizzazione spaziale, la struttu-
ra e la funzione di particolari molecole all’interno di sistemi biologici. Per
esempio utilizzando dei marcatori fluorescenti e` adesso possibile studiare il
comportamento spazio-temporale di diverse molecole in parallelo in un solo
esperimento. Una tecnica di imaging multielementare, in grado di esegui-
re l’imaging di piu` traccianti isotopici stabili contemporaneamente, che si
avvalga della spettrometria di massa, quale e` appunto la microscopia ioni-
ca SIMS, permetterebbe di svincolarsi dalla necessita` di reperire marcatori
fluorescenti adatti e consentirebbe di disporre di un numero molto elevato
di traccianti isotopici.
1.3 Principi di funzionamento della SIMS
La tecnica SIMS e` annoverata tra le metodiche note come Imaging Mass
Spectrometry in quanto prevede l’impiego di un fascio ionico primario (ion
gun) che si comporta come una sonda microscopica che scansiona la super-
ficie del campione. L’estrazione degli ioni secondari avviene quindi secondo
un pattern bidimensionale, ed implica l’analisi sequenziale di un vettore di
punti discreti.
Le fasi fondamentali di acquisizione (riassunte in Fig. 1.2) mediante que-
sta tecnica comprendono, in sintesi, il trasferimento di analiti dalla ma-
trice solida alla fase gassosa, la separazione ionica in accordo al rapporto
massa-carica [m/z], l’acquisizione dello spettro di massa e la generazione
dell’immagine chimica (detta anche mappa ionica).
La SIMS fornisce immagini relative (che possono essere quantitative,
previa calibrazione) della distribuzione di elementi con risoluzione spazia-
le (definita come la minima distanza tra due oggetti visibili come distinti)
dell’ordine del micron e con sensibilita` (definita come la minima variazione
di una grandezza fisica (nel caso la concentrazione della specie chimica) in
grado di produrre un effetto sulla misura) dell’ordine delle parti per milione
(ppm). Nel caso dei sistemi ToF-SIMS, come quello installato presso il polo
universitario di Colle Val d’Elsa (Siena, Italia) con il quale sono state ac-
quisite le immagini analizzate in questa tesi, la sensibilita` risulta dell’ordine
dei µg/g.
Un parametro fondamentale nella spettrometria di massa e` la risoluzione
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Figura 1.2: Fasi di acquisizione nella tecnica SIMS.
di massa intesa come la capacita` di separare masse interferenti. La SIMS
presenta generalmente una risoluzione di massa compresa tra le centinaia e
le migliaia di unita` di massa atomiche (uma, pari ad 1 Dalton (Da), ovvero
1 uma=1 Da=1.660540× 10−27 kg).
La risoluzione di massa e` un parametro molto importante soprattut-
to nell’analisi di matrici complesse; spesso infatti e` necessario operare a
risoluzioni di massa piu` elevate per eliminare problemi di interferenza iso-
barica dovuti a specie ioniche o molecolari aventi un valore del rapporto
massa-carica molto vicino a quello dell’elemento analizzato.
Operativamente, per ottenere un’alta risoluzione di massa, si puo` agire
ad esempio sulle aperture (diaframmi e fenditure) che regolano il passaggio
del fascio secondario attraverso lo spettrometro. L’azione su tali aperture, al
fine di ottenere un aumento della risoluzione di massa, comporta una dimi-
nuzione dell’intensita` della corrente secondaria trasmessa attraverso lo spet-
trometro e di conseguenza una diminuzione di sensibilita`. Questo esempio
dimostra come sia necessario trovare un compromesso che permetta di otti-
mizzare la risoluzione di massa senza ridurre eccessivamente la trasmissione
(sensibilita`) dello spettrometro.
Come gia` accennato, tale tecnica e` basata sul bombardamento di un
campione, mediante fascio ionico, in una camera a vuoto, e sulla conseguente
produzione di ioni secondari dalla superficie.
L’impatto di uno ione (ione primario) o di una particella neutra che pos-
siedano una energia di pochi KeV innesca una cascata di collisioni atomiche,
alcune delle quali provocano l’emissione di uno o piu` atomi appartenenti agli
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strati piu` superficiali del campione solido (si veda la Fig. 1.3). Come con-
seguenza di questo impatto di ioni con una superficie, vengono prodotti
anche elettroni e fotoni. L’effetto cumulativo dell’intero fascio di ioni pri-
mari, ovvero la somma dei vari impatti, produce un’erosione progressiva del
campione.
Le particelle erose dalla superficie hanno una certa probabilita` di ve-
nire ionizzate (positivamente o negativamente) durante lo stesso processo
di espulsione e possono essere utilizzate per caratterizzarne la composizio-
ne chimica e isotopica. Il cosiddetto fascio secondario di particelle emesse
puo` essere costituito da ioni a carica singola o multipla, come i clusters po-
liatomici (aggregati molecolari poliatomici di natura elettrostatica). Nelle
condizioni tipiche di analisi, generalmente, gli ioni a carica singola hanno
intensita` maggiori degli altri.
Figura 1.3: Rappresentazione della sequenza di eventi successiva al bom-
bardamento della superficie del campione con un fascio primario di ioni
[9].
L’esistenza di clusters ha un impatto notevole sul disegno strumentale,
poiche´ e` necessaria un’alta capacita` di risoluzione per evitare o minimizzare
le possibili interferenze isobariche.
Ogni ione del fascio secondario ha origine da un punto che e` nelle imme-
diate vicinanze del punto originale in cui la superficie e` stata bombardata:
questo rende possibile l’analisi locale. Il processo consiste nella rimozione
(sputtering) in situ di uno o piu` strati molecolari del campione, seguita dal-
l’identificazione tramite spettrometria di massa delle specie ioniche generate
dall’impatto.
Gli ioni secondari emessi devono essere raccolti nel modo piu` efficiente
possibile. Il raggiungimento di questo scopo e` ostacolato dal fatto che gli
ioni secondari si disperdono secondo energie e traiettorie diverse.
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1.3.1 Modalita` di analisi: SIMS statica e dinamica
L’analisi SIMS e` applicabile a qualsiasi tipo di materiale conducibile o reso
conducibile, che sopporti permanenza in condizioni di alto vuoto. Per quanto
concerne l’azione distruttiva, determinata dall’estrazione di ioni in uno stesso
punto della matrice, si fa spesso la distinzione tra SIMS statica e dinamica
(Fig. 1.4).
Figura 1.4: Rappresentazione delle due modalita` di analisi [16]: a) SIMS
statica b) SIMS dinamica.
La SIMS statica agisce sulla superficie del campione restituendo prin-
cipalmente un’analisi del primo strato molecolare. A seguito di ciascun
impatto, durante il bombardamento ionico, vengono estratte le molecole nel
raggio di 5-10 nm. Pertanto il numero di molecole, estratte in una deter-
minata zona, e` limitato e la resa secondaria risulta bassa. Sono pertanto
necessari analizzatori molto efficienti per catturare la quasi totalita` degli
ioni secondari.
Gli spettri ottenuti in modalita` statica permettono di identificare la com-
posizione molecolare superficiale. Focalizzando e scansionando il fascio io-
nico primario, e` possibile ottenere informazioni, in forma di immagini, sulla
distribuzione superficiale di elementi e frammenti molecolari con risoluzione
(detta risoluzione laterale) di mezzo micron.
La SIMS dinamica, invece, lavora a livelli piu` elevati di corrente primaria
e restituisce informazione principalmente a livello elementare e isotopico. La
resa ionica puo` variare di diversi ordini di grandezza, a seconda dell’ambiente
chimico.
Durante il bombardamento ionico si verifica lo sputtering principalmente
degli strati superficiali dovuto a collisioni in cascata e la ionizzazione di una
piccola frazione di particelle secondarie. In queste condizioni di sputtering si
ha anche l’impianto di ioni primari nella matrice solida con relativo cambio
di composizione, morfologia e funzione superficiale.
Sulla base di queste caratteristiche, la modalita` dinamica e` ottimizzata
per l’analisi di distribuzione in profondita` di elementi in tracce.
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1.3.2 Requisiti necessari per l’analisi SIMS
Le grandi potenzialita` della SIMS, legate alla rilevazione di sostanze ed ele-
menti in un ampio range di massa, in una zona superficiale definita su scala
micrometrica, con alta velocita` di scansione superficiale, sembrano soddi-
sfare alcune delle necessita` di analisi di campioni biologici. Tuttavia e` una
tecnica ancora relativamente poco usata in campo biomedico, a causa di
alcuni fattori che ne limitano l’impiego (primo tra tutti la necessita` di porre
particolare cura nella preparazione del campione).
Occorre sottolineare come le comunita` scientifiche che si occupano di
SIMS e di spettrometria di massa in campo biologico siano storicamente
separate. La prima e` stata a lungo dominata da fisici e chimico-fisici, per
cui le applicazioni sono state piu` che altro trovate nel controllo di qua-
lita` dell’industria dei semiconduttori. La seconda si e` concentrata di piu`
sulla identificazione e quantificazione di peptidi e proteine tramite altre tec-
niche. Lentamente queste comunita` stanno cercando un terreno comune,
come dimostra il crescente numero di lavori pubblicati.
Come gia` accennato, l’uso efficace di questa tecnica dipende dall’affi-
dabilita` della preparazione del campione [11], [12]. La metodologia ideale
di preparazione del campione dovrebbe preservarne l’integrita` strutturale e
chimica e al tempo stesso soddisfare alcuni requisiti strumentali.
Inoltre e` spesso necessario correlare le immagini che si ottengono con la
SIMS con quelle che si ottengono con altri tipi di microscopia, per ottimizza-
re l’informazione morfologica, e questo implica la necessita` di un approccio
metodologico che si adatti contemporaneamente alle due diverse tecniche.
Occorre inoltre tener presente che la microscopia ionica si basa sul feno-
meno dello sputtering indotto dal bombardamento della superficie del cam-
pione con un fascio di ioni primari. Parte della materia erosa dalla superficie
e` costituita da ioni positivi o negativi (sia in forma di singoli atomi, sia in
forma aggregata) e questi vanno a costituire il fascio di ioni secondari, che
risulta caratteristico della composizione elementare dell’area del campione
analizzata. Come risultato, la superficie viene progressivamente erosa, dun-
que questo tipo di analisi e` da considerarsi parzialmente distruttivo. Tale
aspetto e` molto importante per l’analisi di sottili sezioni di campioni tissutali
o di colture cellulari.
Nell’analisi mediante SIMS, il campione e` tenuto ad un potenziale di
circa 5000 volt in una camera ad alto vuoto, circa 10−6 Pa. Pertanto il
primo requisito e` che il campione sia elettricamente conduttivo oppure che
gli effetti di carica della superficie possano essere neutralizzati.
In secondo luogo il campione dovrebbe poter resistere in condizioni di al-
to vuoto senza mostrare effetti negativi sulla sua integrita` chimica e struttu-
rale. Le condizioni di alto vuoto, che impediscono l’analisi di cellule viventi,
sono necessarie per permettere agli ioni di raggiungere il rivelatore senza en-
trare in collisione con altre molecole gassose. Tali collisioni provocherebbero
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una deviazione della traiettoria, causando la perdita della carica di alcuni
ioni nell’urto con le pareti dello strumento; potrebbero inoltre provocare
reazioni indesiderate, incrementando la complessita` dello spettro.
Il terzo requisito e` la planarita`. Una rilevante irregolarita` della su-
perficie del campione puo` causare distorsioni dell’immagine e degradare
l’informazione quantitativa generata dal fascio ionico secondario.
Anche lo spessore del campione risulta essere un aspetto fondamentale.
Una sezione piu` spessa di pochi micron puo` facilmente dare effetti di carica.
D’altro canto, le sezioni sottili come quelle usate per la TEM (microsco-
pia elettronica in trasmissione) sono facilmente distrutte dallo sputtering
operato sulla superficie dei campioni da parte del raggio ionico primario.
Tipicamente, uno spessore di 5-10 µm e` sufficiente per l’analisi SIMS.
Tra le principali limitazioni della SIMS e` necessario considerare l’a-
zione di severa frammentazione di macro-molecole organiche da parte de-
gli ioni primari convenzionalmente utilizzati, che origina piccoli frammenti
molecolari la cui origine macro-molecolare e` di difficile identificazione.
I fenomeni che si presentano durante l’analisi, dipendenti dalle condizioni
fisiche della superficie del campione, sono poco conosciuti. Pertanto l’analisi
quantitativa tramite SIMS incontra difficolta` di interpretazione spettrale,
connesse a possibili interferenze isobariche e molecolari, e difficolta` nel rica-
vare le concentrazioni elementari o isotopiche in base al segnale proveniente
dalla corrente ionica secondaria.
Esiste un’altra fondamentale limitazione che si incontra nell’imaging mo-
lecolare. L’analisi chimica di macromolecole integre e` limitata dal numero di
molecole disponibili sull’area del campione in esame. In caso di fascio ionico
focalizzato, e` stato valutato [9] che, passando da una dimensione dello spot
di 50 µm a 50 nm, il numero di molecole per pixel si riduce di sei ordini
di grandezza. Per questo motivo l’analisi statica e` stata rivolta principal-
mente verso ioni atomici, allo scopo di ottenere informazioni elementari ed
isotopiche.
Recenti sviluppi nelle sorgenti ioniche hanno permesso di superare quello
che per anni e` stato un problema di basilare importanza per lo sviluppo di
applicazioni in ambito biologico, ovvero il limite superiore di massa analiz-
zabile intorno a 200 uma. Solo recentemente infatti gli analizzatori SIMS
a tempo di volo (ToF-SIMS ) hanno raggiunto un limite superiore di massa
fino a oltre 1000 uma. Questo range include anche molti lipidi di membrana
(peso molecolare di circa 90-3000 uma o Da). Molti picchi infatti, in tessuti
non eccessivamente processati, risultano corrispondere a lipidi di membrana
piuttosto che alle altre classi di macro-molecole organiche. Questo concetto
sara` approfondito nel prosieguo.
I primi studi di imaging mediante ToF-SIMS, nonostante permettessero
l’acquisizione simultanea di ioni con risoluzione di circa 200 nm, erano ca-
ratterizzati da bassa sensibilita` ed eccessiva frammentazione delle molecole
organiche. L’introduzione di sorgenti ioniche a cluster, che ad oggi sono
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diventate lo standard per applicazioni organiche, ha permesso di superare
problemi connessi alla bassa resa degli ioni secondari. Queste nuove sorgenti
(tra cui ad esempio oro e bismuto in particolare) aumentano la resa di ioni
molecolari di sostanze organiche e sono generalmente impiegate per studi di
di membrana in quanto in grado di focalizzare su spot di 100 nm.
La possibilita` di tracciare profili di profondita` mediante sputtering su-
perficiale, ampiamente utilizzata nell’ambito della scienza dei materiali, si
scontra, in ambito biologico, con alcune limitazioni, prima tra tutte la fram-
mentazione non controllata di molecole organiche che si accumulano duran-
te lo sputtering continuo. Tale modalita` presuppone infatti uno sputtering
continuo ed una seconda sorgente ionica che opera in modalita` pulsata per
l’acquisizione dei dati.
L’analisi di matrici complesse, come i campioni biologici, mediante SIMS,
puo` essere soggetta a due principali tipi di artefatti: il primo tipo include
gli artefatti dovuti alla preparazione del campione, il secondo quelli stru-
mentali e quelli dovuti ad effetti matrice. I primi sono associati al rischio di
ridistribuzione spaziale dell’elemento di interesse e di danneggiamento strut-
turale della matrice del campione stesso. I secondi sono invece associati a
sputtering preferenziale di certe zone del campione, a variazioni in termini
di resa ionica nel passaggio tra una zona e l’altra del tessuto o della matrice
cellulare, ed infine alle possibili interferenze isobariche.
1.3.3 Preparazione di campioni biologici
La SIMS e` una tecnica molto potente per l’analisi della distribuzione ele-
mentare intracellulare in campioni biologici. I campioni biologici presentano
caratteristiche peculiari; innanzitutto sono scarsamente conduttivi.
Un aspetto critico della preparazione e` l’ottenimento di sezioni sottili e
planari, adese ad un supporto conduttore, generalmente costituito da metalli
molto puri e dalla massa elevata (indio, tantalio, oro), in modo da non creare
interferenze con gli elementi chimici del campione.
L’integrita` del tessuto deve essere preservata mediante metodi di fissag-
gio chimico che, oltre ad essere fonte di artefatti, non possono evitare la
migrazione e l’estrazione di elementi altamente diffusivi (quali, ad esempio,
calcio, sodio, magnesio e potassio), la cui localizzazione e distribuzione a
livello sub-cellulare giocano un ruolo fisiopatologico fondamentale. La natu-
ra diffusiva e la formazione di gradienti pronunciati dei cationi di interesse
fisiologico, implicano che, durante la preparazione, debba essere mantenuta
l’integrita` chimica e strutturale della cellula vivente.
L’analisi di cellule viventi e` pero` preclusa dalle condizioni di altissi-
mo vuoto richieste da tale tecnica. Solo una preparazione criogenica per-
mette di immobilizzare in situ gli elementi e quindi ottenere una mappa
rappresentativa della distribuzione in vivo.
Le metodologie per la preparazione dei campioni biologici, da sottoporre
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ad analisi SIMS, possono essere riassunte in tre categorie: metodi tradizio-
nali di fissazione, metodi semi-criogenici e metodi criogenici senza inclusione
(embedding).
I metodi tradizionali sono quelli di solito usati per le analisi ultrastruttu-
rali in TEM e coinvolgono il fissaggio chimico di piccole porzioni di tessuto
tramite agenti fissativi. A queste operazioni, segue una disidratazione trami-
te acetone o etanolo. Il tessuto viene dunque incluso in una resina plastica.
In alcuni casi sono necessari additivi insieme ai fissativi.
I materiali fissati con metodi tradizionali possono essere tagliati in acqua
e depositati su substrati conduttivi (anche in silicio) per l’analisi ionica.
Queste sezioni posseggono normalmente una buona integrita` strutturale e
permettono di osservare dettagliatamente la morfologia del campione, ma
l’integrita` chimica e` perduta, specialmente per elementi con valori elevati
del coefficiente di diffusione.
Tra i cosiddetti metodi semi-criogenici (o semi-cryo) sono annoverate
tecniche come la crio-sostituzione e la crio-liofilizzazione, seguite entram-
be dall’inclusione in resine. Esse hanno in comune la caratteristica che il
campione viene prima congelato per immobilizzare i cationi diffusivi. La
differenza risiede nelle modalita` di disidratazione rispettivamente ad opera
di solventi organici (per sostituzione) e tramite freeze drying. Per le prepa-
razioni del secondo tipo, occorre evitare il taglio in acqua, che causa perdita
della distribuzione elementare originale. Questi metodi, pur essendo piu`
adatti allo studio di cationi diffusivi, possono introdurre alterazioni nella
matrice del campione, in quanto il materiale tissutale, durante l’impregna-
zione con la resina, diviene la minor parte della matrice e si formano zone a
densita` diversa di acqua. E` stato riscontrato inoltre un effetto matrice tra
la zona del tessuto incluso e zone adiacenti di sola resina.
Infine, le crio-procedure senza inclusione prevedono l’analisi direttamen-
te dei campioni congelati, frozen-hydrated, oppure crio-liofilizzati. In tal
modo si evita la presenza di una sostanza estranea come la resina dell’in-
clusione. I campioni congelati possono essere analizzati direttamente, senza
necessita` di disidratazione, grazie all’innovazione, recentemente introdotta in
microscopia ionica, che prevede una camera di introduzione del campione a
temperatura sufficientemente bassa. Resta da definire l’entita` degli artefatti
introdotti in fase di crio-liofilizzazione, quando si verifica la sublimazione
dell’acqua.
Per quanto riguarda i tessuti animali, il congelamento e` la fase piu` cri-
tica, sia in termini di conservazione elementare, sia per quanto concerne la
successiva fase di taglio. Il tessuto deve essere ridotto in dimensioni per faci-
litare il rapido scambio di calore e congelato in liquido criogenico. A seguito
del congelamento, il campione puo` essere tagliato in sezioni dell’ordine del
micron mediante criomicrotomo. Tali sezioni vengono pressate su supporto
planare conduttivo.
Nel caso di campioni cellulari, e` stata proposta una metodologia, nota
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come sandwich freeze-fracturing [18], che consiste nel far crescere le cellule
su supporto di silicio, immerse nel mezzo nutritivo in una piastra Petri. Una
serie di procedure permettono di ottenere una struttura con due supporti
affacciati in silicio (sandwich), che viene sottoraffreddata ed aperta con lama
sotto azoto liquido.
La frattura produce zone casualmente distribuite in cui si presentano
gruppi di cellule in cui il piano di rottura passa attraverso la parte apicale del
monostrato cellulare, lasciando la meta` della membrana e il fluido nutritivo
extracellulare sul chip di silicio che non ha avuto funzione di substrato,
cioe` quello aggiunto per costituire il sandwich. Queste cellule sono dunque
lasciate scoperte ed e` possibile l’analisi diretta al microscopio ionico.
Il maggior vantaggio di questo metodo e` che permette di osservare le sin-
gole cellule senza perturbarne l’intorno e mantenendo l’integrita` morfologica
ed elementare.
1.4 Tipologie di analizzatore di massa
Per analizzatore di massa si intende un dispositivo in grado di separare specie
chimiche in funzione della massa e della carica ionica. Esistono vari tipi di
analizzatori di massa [1], quali ad esempio l’analizzatore a quadrupolo, a
trappola ionica, a settore magnetico-elettrostatico ed a tempo di volo.
Tutti gli analizzatori di massa utilizzano campi elettrici o magnetici,
statici o dinamici; la differenza principale tra le varie tipologie di analizzatore
risiede nelle modalita` con cui questi campi sono impiegati e combinati per
ottenere la separazione.
Gli analizzatori di massa possono essere classificati principalmente in due
categorie: a scansione sequenziale o in parallelo. Un analizzatore a scansione
trasmette gli ioni di masse differenti, in successione, durante un determinato
intervallo temporale; si tratta generalmente di strumenti a settore magnetico
(detti analizzatori di massa a quadrupolo), che permettono soltanto agli ioni
aventi un determinato rapporto massa-carica di attraversare un tubo di volo,
immerso in un campo magnetico, ad un determinato tempo. Gli analizzatori
di massa con funzionamento parallelo permettono, invece, la trasmissione
simultanea di tutti gli ioni; a questa categoria appartengono gli analizzatori
a settore magnetico-elettrostatico, a trappola ionica, ed a tempo di volo.
Ad oggi due tipi di analizzatori di massa sono principalmente impie-
gati nell’ambito della spettrometria di massa a ioni secondari noti come
analizzatore di massa a settore magnetico elettrostatico (Magnetic elec-
trostatic sector mass analyzer) ed analizzatore di massa basato sul tem-
po di volo (Time of Flight mass analyzer). Per definizione, entrambi gli
analizzatori distinguono gli analiti sulla base del rapporto tra la massa e
la carica [m/z], misurato in Thomson (Th) (che equivale al rapporto tra
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un’unita` di massa atomica (uma o u) e la carica e dell’elettrone, ovvero
1 Th=u/e = 1.036426× 10−8 kg C−1).
La distinzione tra i due tipi consiste nel fatto che l’analizzatore di mas-
sa a settore magnetico si basa sull’analisi delle traiettorie di volo, mentre
l’analizzatore di massa a tempo di volo si basa sulla velocita` dell’analita.
Nel caso dell’analizzatore a settore magnetico ad esempio, il raggio di
curvatura della traiettoria degli ioni dipende dal rapporto massa-carica. L’a-
nalizzatore di tipo ToF separa gli ioni sulla base delle velocita` all’interno di
un tubo privo di campi elettromagnetici (detto tubo di volo), a seguito di
un’accelerazione iniziale di tipo elettrostatico.
Lo strumento CAMECA IMS-3f (CAMECA, Francia), impiegato nei la-
vori descritti in § 1.5, e` un esempio di spettrometro basato su settore ma-
gnetico. Un esempio di spettromento basato sul tempo di volo e` il Trift III
Physical Electronics (mostrato in Fig. 1.12), installato al polo scientifico tec-
nologico di Colle Val d’Elsa (Siena, Italia), con il quale sono state acquisite
le immagini elaborate in questa tesi.
Parametri fondamentali per caratterizzare la qualita` di un analizzatore
di massa sono: il range di massa, che determina i limiti dell’intervallo di
rapporti [m/z] analizzabili; la velocita` di analisi, intesa come la velocita` di
misura di un particolare range di masse e misurata in unita` di massa per
secondo (us−1); la trasmissione, calcolata come il rapporto tra il numero
di ioni che raggiungono il rivelatore ed il numero di ioni che entrano nel-
l’analizzatore di massa; l’accuratezza di massa, calcolata come la differenza
tra il rapporto [m/z] teorico e misurato; la risoluzione di massa (o potere
di risoluzione), intesa come la capacita` di restituire segnali distinti per due
ioni con una piccola differenza di rapporto [m/z].
1.4.1 Analizzatore di massa basato su settore magnetico-
elettrostatico
In questa tecnica un fascio di ioni primari (ad esempio O− o Cs+, come mo-
strato in Fig. 1.5) viene focalizzato e scansionato sulla superficie di un cam-
pione, con una dimensione del fascio che raggiunge i 50 nm ed e` strettamente
connessa alla risoluzione spaziale della metodica.
Gli ioni estratti in tal modo dal fascio primario vengono raccolti e for-
mano un fascio secondario, modellato in forma tale da ottenere un filtraggio
di massa mediante un analizzatore di massa a settore magnetico. A seconda
dello strumento, un numero diverso di immagini, relative ad una determina-
ta massa, puo` essere registrato simultaneamente (Fig. 1.6). Queste immagini
hanno origine dallo stesso esatto volume soggetto a sputtering.
La sigla IMS-3f individua uno dei primi modelli di strumento SIMS do-
tato di analizzatore di massa a settore magnetico, introdotto nel 1977 da
CAMECA (Francia). Modelli successivi, come il modello IMS-6f, sono co-
stituiti da un microscopio ionico che si avvale della spettrometria di massa
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Figura 1.5: Schema di microscopio ionico dotato di analizzatore di massa a
settore magnetico elettrostatico.
Figura 1.6: Schema di funzionamento di un analizzatore di massa a settore
magnetico elettrostatico [12].
a settore magnetico, utilizzabile anche come sonda in quanto dotato di un
fascio ionico primario focalizzato.
Ogni zona del campione diventa una sorgente puntuale di ioni che, ana-
lizzata tramite spettrometria di massa, fornisce un’analisi localizzata della
composizione del campione, consentendo l’acquisizione di rapporti di massa
ed isotopici puntuali oppure effettuando una scansione lineare lungo un asse
che attraversa idealmente il campione. Inoltre la progressiva erosione del
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campione puo` permettere un’analisi in profondita` del campione. Una sintesi
delle possibilita` elencate e` riportata in Fig. 1.7.
Figura 1.7: Schema di uno strumento SIMS e dei risultati che e` possibile
ottenere nelle diverse modalita` di analisi [12].
L’ottica primaria dello strumento (mostrata in Fig. 1.8 ed in Fig. 1.9)
e` costituita da due sorgenti ioniche, un settore magnetico ed un insieme di
sistemi ottici di tipo elettrostatico che servono a focalizzare e deflettere il
raggio ionico.
Le sorgenti ioniche possono essere di diverso tipo. Le piu` frequentemente
utilizzate sono il cosiddetto duoplasmatron, un plasma d’ossigeno capace di
produrre sia ioni positivi O2+ che negativi O− , e la Cesium Source, che
produce ioni Cs+ per termoionizzazione superficiale.
Nel caso del duoplasmatron (Fig. 1.10), attraverso una valvola di flusso
variabile, un gas a bassa pressione viene introdotto nel catodo cavo. Il
plasma e` prodotto dalla corrente d’arco tra il catodo e l’anodo, tra i quali
viene mantenuta una differenza di potenziale di alcune centinaia di volt.
Una bobina, situata tra un elettrodo intermedio a potenziale variabile e
l’anodo, produce un campo magnetico che concentra il plasma vicino al foro
di estrazione che si trova sull’anodo. Una parte del plasma passa attraverso
questa apertura e si espande in una camera grazie alla differenza di pressione
tra il duoplasmatron e la camera stessa.
A seconda della polarita` del potenziale di estrazione, il duoplasmatron
puo` produrre ioni positivi o negativi. Il gas che viene usato per questa
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Figura 1.8: Schema della struttura dell’ottica primaria [12].
sorgente puo` essere argon o ossigeno; mentre l’argon produce ioni Ar+,
l’ossigeno puo` produrre ioni sia negativi che positivi.
Per quanto riguarda l’impiego della sorgente al Cesio, si sfrutta il fatto
che, allo stato di vapore, il Cesio ionizza se viene in contatto con la superficie
di una piastra di Tungsteno alla temperatura di almeno 1100◦C. Applicando
un campo elettrico tra la superficie della piastra e un elettrodo d’estrazione,
gli ioni Cs+ sono estratti e accelerati. Il vapore di Cesio, generato in un re-
cipiente portato alla temperatura di 400◦C, viene in contatto con la piastra
di Tungsteno che si trova nello ionizzatore e che, portata a 1100◦C, ionizza
il vapore a Cs+. Il recipiente e lo ionizzatore sono portati ad un potenziale
tra i 3 e i 12 kV e sono scaldati indipendentemente l’uno dall’altro tramite
bombardamento elettrico per mezzo di due filamenti circolari, che non si tro-
vano ad alto voltaggio. L’elettrodo di estrazione, che e` posizionato di fronte
allo ionizzatore, si trova ad un potenziale nullo e dunque genera un campo
elettrico che estrae e accelera gli ioni di Cesio. Regolando la temperatura
del filamento si puo` ottenere un’emissione costante di ioni.
La funzione dell’ottica elettrostatica della colonna primaria e` quella di in-
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Figura 1.9: Schema generale di strumento SIMS basato su settore magnetico-
elettrostatico.
Figura 1.10: Schema della struttura di una sorgente Duoplasmatron [12].
dirizzare verso il campione il raggio ionico primario in modo tale da formare
sulla superficie uno spot regolabile in energia e in diametro, mobile secondo
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due direzioni perpendicolari per coprire una zona dell’ordine di 500 µm. Le
sorgenti di ioni sono ad alto potenziale, dunque un elettrodo d’estrazione
a potenziale inferiore accelera, a seconda della polarita`, gli ioni positivi o
quelli negativi.
L’ottica primaria si distingue dall’ottica secondaria, in cui il sistema
acceleratore di raccolta degli ioni secondari e` costituito dalla superficie del
campione che si trova ad un certo potenziale, e da un elettrodo, fornito di un
foro circolare, che si trova invece a massa come l’apparecchio. Gli ioni che
vengono emessi dalla superficie del campione possiedono una propria energia
cinetica; essi vengono accelerati dal campo elettrostatico presente tra la
superficie del campione e l’elettrodo e arrivano in una regione priva di campi
dopo aver lasciato la zona di accelerazione attraverso il foro nell’elettrodo
di estrazione.
L’ottica di trasferimento ha la funzione di formare delle immagini reali
e di adattare i parametri di uscita dell’ottica di raccolta a quelli di entrata
nello spettrometro per le diverse dimensioni delle zone d’analisi. E` costituita
da lenti (una d’immersione e due di trasferimento).
Lo spettrometro di massa che costituisce l’analizzatore e` caratterizzato
dall’associazione di un settore elettrostatico e di un settore magnetico ac-
coppiati tramite una lente. La deviazione prodotta dal prisma magnetico
dipende dal momento delle particelle. Se si vuole ottenere una dispersio-
ne il cui angolo sia solo funzione della massa, bisogna rendere il fascio di
particelle monoenergetico. Il fascio secondario di ioni presenta infatti uno
spettro continuo di energie, quindi esse subiscono una dispersione ulteriore
rispetto a quella che avrebbero solo in funzione delle loro diverse masse (ef-
fetto cromatico). Questo deve essere corretto, poiche´ limita la risoluzione di
massa e influenza la possibilita` di ottenere delle immagini di buona qualita`.
Il settore elettrostatico dunque ha lo scopo di realizzare un monocromatismo
perfetto in energia.
L’immagine finale filtrata, data dallo spettrometro, e` virtuale e si trova
all’interno del prisma magnetico. E` il proiettore che ne da` un’immagine
reale e ingrandita, sul piano del convertitore d’immagini. Esso permette di
proiettare sia un’immagine ingrandita del piano della fenditura d’entrata,
sia di osservare anche una frazione dello spettro di massa. Si ha quindi
una modalita` immagine, per cui lo strumento lavora come un microscopio
e ci rende l’immagine filtrata della superficie del campione, e una modalita`
fenditura, che ci rende l’immagine solo dell’apertura ed e` impiegata quando
lo strumento lavora come uno spettrometro di massa.
Infine e` possibile una terza modalita` detta di conteggio, per cui il fascio
secondario e` indirizzato verso una Faraday Cup o un elettromoltiplicatore
[12] (mostrati in Fig. 1.11).
Una Faraday Cup si basa sulla misura della corrente di carica prodotta
quando uno ione e` neutralizzato nell’urto con una superficie; e` costituita da
una coppa (o cilindro) metallica con un orifizio, connessa a terra mediante
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Figura 1.11: Schema [1] di: a) Faraday Cup, b) elettromoltiplicatore.
una resistenza. Gli ioni, che raggiungono l’interno del cilindro, sono neutra-
lizzati mediante accettazione o cessione di elettroni nell’urto; cio` comporta
il passaggio di corrente nel resistore. La misura di tale corrente di scarica,
amplificata, restituisce un’informazione di abbondanza degli ioni.
In un elettromoltiplicatore, gli ioni, in uscita dall’analizzatore di massa,
sono accelerati mediante un elettrodo (detto dinodo di conversione) ad alto
potenziale (di carica opposta agli ioni), allo scopo di aumentare l’efficienza
di rivelazione. L’urto di uno ione contro un dinodo di conversione causa
l’emissione di particelle secondarie, che vengono convertite in elettroni dal
primo dinodo. Questi elettroni vengono amplificati da un effetto a cascata
nell’elettromoltiplicatore, fino a produrre una corrente elettrica in uscita,
che viene amplificata con strumenti elettronici convenzionali.
La combinazione di questi due rilevatori permette un grande range dina-
mico per la misura delle intensita` secondarie. Essi si trovano a fianco sulla
traiettoria del fascio secondario. Un deflettore permette al fascio di passare
rapidamente dall’uno all’altro.
Per ogni impulso che arriva all’uscita dell’elettromoltiplicatore, la catena
di conteggio non acquisisce segnale per un tempo che e` detto tempo morto ed
e` caratteristico del sistema. Questo riduce il tempo effettivo di acquisizione
del segnale e rende necessaria una correzione che in molti strumenti viene
operata automaticamente.
Lo strumento Cameca IMS-6f, utilizzato per l’acquisizione delle imma-
gini, puo` operare in tre modalita`: ion microscope, ion microprobe e depth
profiling.
Nella modalita` microscope il campione e` illuminato da un largo raggio
di ioni primari cos`ı che ogni punto della superficie puo` essere considerato
come una sorgente di ioni secondari. Tra il campione, polarizzato ad alto
voltaggio, e l’elettrodo, collegato a massa, gli ioni secondari sono accelerati
dal campo elettrostatico e la divergenza dello spettro delle traiettorie che
originano da ogni punto e` sensibilmente ridotta.
A questo punto una classica lente elettrostatica focalizza ogni ventaglio di
traiettorie. Questa immagine ionica ingrandita della superficie, cos`ı prodot-
ta, ha la nota proprieta` per cui gli ioni generati dallo stesso punto oggettivo,
diversi per massa e carica, sono focalizzati sullo stesso punto immagine.
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In altre parole, dal punto di vista geometrico, quest’immagine e` formata
dalla sovrapposizione di tante immagini quante sono le specie ioniche emes-
se. Per isolare una determinata specie, quest’immagine deve essere filtrata
attraverso lo spettrometro di massa.
Nella modalita` microprobe si utilizza invece un fascio primario molto
focalizzato. Questa modalita` e` utilizzata per l’acquisizione delle immagini
ioniche.
Il fascio ionico passa su tutta la superficie analizzata facendone una
scansione puntuale. Da ogni punto si ottiene un fascio ionico secondario
e il sistema registra tutte queste emissioni secondarie ricomponendole poi in
un’immagine (256×256 pixels) in cui la luminosita` di ogni punto e` funzione
dell’intensita` del fascio ionico secondario.
La risoluzione laterale dipende dal diametro del fascio ionico primario.
Alla fine l’immagine sara` il risultato di 256 posizioni del fascio primario su
256 linee di scansione.
L’erosione del campione permette anche di poter effettuare l’analisi in
profondita`, in quanto la rimozione degli strati atomici avviene con una certa
regolarita` per uno spessore di qualche decina di nanometri. In questo proces-
so si possono verificare artefatti dovuti a sputtering preferenziale, diffusione
indotta, effetti di parete e formazione di composti.
La registrazione della corrente secondaria in funzione del tempo per-
mette di ottenere un profilo di profondita` della distribuzione dell’elemento
considerato.
1.4.2 Analizzatore di massa basato sul tempo di volo (ToF-
SIMS)
La spettrometria basata sul tempo di volo (Time of Flight, ToF-SIMS ) e` una
tecnica di analisi in grado di fornire informazioni chimiche relative ai gruppi
funzionali presenti sulla superficie del campione ed alle loro distribuzioni
spaziali. E` ormai riconosciuta come una delle piu` importanti tecniche di
caratterizzazione delle superfici, grazie all’elevata sensibilita` ed all’elevata
risoluzione spaziale e di massa.
La prima applicazione della tecnica ToF-SIMS e` riportata da Chait e
Standing nel 1981 [13]. I primi strumenti basati sul tempo di volo, che
risalgono al 1948 [14], presentavano risoluzioni di massa scarse. Molti studi
presentati intorno al 1950 e 1960 sono rivolti al miglioramento di questo
aspetto.
Un sistema ToF-SIMS utilizza un fascio pulsato di ioni primari che estrae
e ionizza le specie dalla superficie del campione. Un’immagine e` generata
scansionando tale fascio, finemente focalizzato, sulla superficie del campione.
Gli ioni secondari risultanti sono accelerati in uno spettrometro di massa ed
analizzati mediante la misurazione del tempo di volo che impiegano dalla
superficie del campione al rivelatore.
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Gli ioni secondari estratti, accelerati elettrostaticamente, presentano un’e-
nergia cinetica E pari a




dove e rappresenta la carica dell’elettrone, V0 la tensione, m, v e q = ze
rappresentano rispettivamente la massa, la velocita` e la carica dello ione.
Ciascuna specie quindi acquisisce una velocita` caratteristica in funzione della
propria massa.
Quindi gli ioni, tutti con la stessa energia cinetica, attraversano una
regione esente da campi elettrostatici (detta drift region), ciascuno in un
tempo caratteristico. Si verifica pertanto una dispersione temporale degli
ioni con diversa massa che arrivano al rivelatore in tempi successivi.
Il tempo di volo t dipende dalle caratteristiche geometriche dello spet-
trometro (L), dal potenziale di accelerazione V , dalla massa m e dalla carica






Il rivelatore registra, quindi, una varieta` di ioni totali in modo da pro-
durre uno spettro, ovvero un grafico in cui l’intensita` e` riportata in funzione
del rapporto massa su carica [m/z].
A differenza di quanto si verifica negli spettrometri a dispersione spaziale
(settore magnetico o quadrupolo), nel ToF-SIMS gli ioni vengono rivelati in
maniera sequenziale, ovvero sono rivelati tutti gli ioni secondari emessi nel
corso di un singolo processo di eccitazione.
A causa della natura parallela della rilevazione, per ogni pixel e` acqui-
sito l’intero spettro di massa. Lo spettro di massa e le immagini di ioni
secondari sono pertanto utilizzati per determinare sia la composizione che
la distribuzione dei componenti della superficie del campione.
Un fattore determinante per la qualita` di uno spettro di massa e` la ri-
soluzione di massa [m/∆m]. Masse adiacenti m e m + ∆m possono essere
rivelate soltanto se la differenza di tempo di arrivo al rivelatore ∆t e` suffi-
ciente. La risoluzione di massa e` legata pertanto alla risoluzione temporale
t/∆t secondo la relazione
m/∆m = t/2∆t (1.3)
In assenza di altre limitazioni, pertanto, la risoluzione di massa miglio-
ra con l’aumento del tempo di volo, ovvero con l’aumento della lunghezza
dello spettrometro e della massa dello ione. Per aumentare la risoluzione di
questo tipo di analizzatori, poiche` la risoluzione di massa e` proporzionale
al tempo di volo, si potrebbe ipotizzare [1] l’allungamento del tubo di volo
(che comporta pero` la perdita di ioni a casa di scattering o dispersione an-
golare del fascio ionico) e il decremento della tensione di alimentazione (che
comporta una diminuzione di sensibilita`).
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Esistono tre modalita` di analisi di tipo ToF-SIMS che prevedono rispet-
tivamente:
• acquisizione degli spettri di massa per la determinazione delle specie
elementari e molecolari della superficie;
• acquisizione di immagini per la visualizzazione delle distribuzioni di
una specie individuale sulla superficie del campione;
• utilizzo di profili di profondita` per determinare la distribuzione delle
differenti specie chimiche in funzione della profondita` del campione.
Nelle prime due modalita`, vengono analizzati soltanto pochi strati ato-
mici della superficie, nell’ordine di poche unita`. L’estrazione reale di specie
chimiche e` dovuta ad una cascata di collisioni provocata dall’impatto del-
lo ione primario. Un elevato potenziale tra la superficie del campione e la
superficie dell’analizzatore di massa estrae gli ioni secondari emessi.
In tali modalita`, la sorgente di ioni primari ha un funzionamento ad
impulsi di durata inferiore al nanosecondo. Gli ioni secondari viaggiano
nell’analizzatore di massa con differenti velocita`, in funzione del rapporto
massa-carica [m/z].
Per ogni impulso del fascio primario, si ottiene un intero spettro di massa
misurando i tempi di arrivo degli ioni secondari al rivelatore ed effettuando
una semplice conversione tempo-massa. Le immagini chimiche sono generate
come collezione di uno spettro di massa per ogni pixel. L’immagine di ioni
totali (total ion) e` la sovrapposizione di tutti i picchi dello spettro.
Nella terza modalita` di analisi di tipo ToF-SIMS si ottengono profi-
li di profondita` mediante sputtering superficiale. In questo caso il fascio
primario (ion gun) funziona inizialmente in modalita` continua (DC mo-
de) durante la fase di sputtering (pre-sputtering) allo scopo di rimuovere
materiale contaminante deposto sulla superficie. Lo stesso fascio primario
agisce successivamente in modalita` ad impulsi (pulsed mode) per la fase di
acquisizione.
L’analizzatore di massa di tipo ToF risulta essere il piu` indicato per
l’analisi statica grazie alla capacita` di rivelazione parallela, unita ad una
elevata risoluzione di massa ed un ampio range di massa, sebbene il suo
funzionamento ad impulsi abbia, come notevole limitazione, un basso duty
cicle; risultano lunghi infatti i periodi in attesa che lo ione raggiunga il
rivelatore, rispetto al tempo di effettivo sputtering.
In modalita` dinamica tale rivelatore comporta un insostenibile allunga-
mento dei tempi di analisi. Pertanto la SIMS dinamica comporta spesso
l’impiego di un analizzatore in continua.
Un esempio di strumentazione di tipo ToF-SIMS e` lo strumento Trift
III Physical Electronics (mostrato in Fig. 1.12), impiegato per l’acquisizione
delle immagini elaborate nell’ambito di questa tesi. Uno schema di tale
strumento e` mostrato in Fig. 1.13.
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Figura 1.12: Strumento Trift III Physical Electronics, installato al polo
universitario di Colle Val d’Elsa.
L’analizzatore consiste di due lenti elettrostatiche e di un sistema di tre
analizzatori elettrostatici (ESA) semisferici. In questo tipo di analizzatore
viene usato un sistema ottico per il trasporto del fascio. Una lente proietta
un’immagine ingrandita della sorgente di fronte alla lente di trasferimento,
che viene usata per proiettare un’immagine di ioni secondari, ingrandita, dal
campione all’uscita del primo ESA.
Figura 1.13: Schema dello strumento Trift III Physical Electronics [16].
L’immagine di energia dispersa viene trasmessa dal secondo ESA nel
piano di ingresso del terzo ESA, che proietta un’immagine sul rivelatore.
Come si nota in Fig. 1.13, nello spettrometro Trift III, gli ioni secondari
partono dal campione con differenti energie, disperse lungo il cammino di
volo; gli ioni altamente energetici entrano per primi nel primo ESA.
Gli ioni con alta energia attraversano l’ESA vicino al settore esterno e
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hanno cos`ı un cammino di volo piu` lungo degli ioni a bassa energia.
All’entrata del secondo ESA il fascio viene disperso in accordo all’energia
degli ioni, perpendicolarmente agli assi dello spettrometro. Gli ioni ad alta
energia saranno piu` avanti di quelli a bassa energia. Gli ioni ad alta e
bassa energia cambiano posizione nel centro del secondo ESA e vengono
ulteriormente deflessi dal terzo ESA.
Lungo il loro cammino verso il rivelatore gli ioni altamente energeti-
ci sono vicini a quelli a bassa energia fino a quando non si arriva alla
focalizzazione sul piano del rivelatore.
1.5 Applicazioni della SIMS in biologia e medicina
In campo biologico e medico il potenziale della SIMS e` rappresentato dalla
possibilita` di mappare la distribuzione di elementi o frammenti di molecole
aventi interesse fisiopatologico.
La tecnica SIMS risulta particolarmente adatta per studi di microloca-
lizzazione delle distribuzioni di elementi e frammenti molecolari in ambito
biologico, in quanto si tratta di una tecnica analitica in grado di preservare
contestualmente l’informazione chimica e morfologica.
Inoltre la SIMS e` in grado di mappare elementi, in forma libera o legata
chimicamente a formare composti, nella matrice biologica ed e` in grado
di rilevare contemporaneamente l’elemento o frammento in esame, ed altre
specie fisiologicamente rilevanti per valutare la presenza di artefatti indotti
durante la preparazione del campione.
I primi lavori risalgono al 1989 (Ausserer et al., 1989) [17] quando si tento`
di convertire l’informazione di intensita` delle distribuzioni di ioni di colture
cellulari (sottoposte a freeze-fracturing) in concentrazioni locali di elementi.
In particolare gli autori valutarono fattori di sensibilita` relativa per B, Ca,
K, Mg e Na rispetto al carbonio (elemento costituente la matrice biologica)
al fine di determinare concentrazioni intracellulari con risoluzione inferiore
ad 1 µm. I fattori di sensibilita` furono determinati mediante correlazione
con le analisi di Inductively coupled plasma atomic emission spectrometry
(ICP-AES).
La microscopia a fascio ionico di tipo SIMS e` nota in letteratura an-
che come tecnica dalle grandi potenzialita` per la localizzazione di molecole
isotopicamente arricchite [18]. In questo studio sono stati localizzati, in col-
ture cellulari, gli amminoacidi L-arginina e fenilalanina, marcati con isotopi
stabili 13C e 15N, con una risoluzione spaziale di 500 nm.
Un’applicazione a cui la metodologia SIMS e` stata applicata e` la terapia
di cattura neutronica con boro (Boron Neutron Capture Therapy, BNCT)
[19], [20], [21]. La BNCT e` una terapia radiativa binaria, potenzialmente
in grado di trattare forme di tumore che non possono essere controllate con
metodi convenzionali, e si basa sull’impiego di neutroni e nuclei atomici
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in grado di dare reazioni di cattura neutronica. Questa terapia e` detta
binaria poiche´ si avvale di due componenti: la presenza contemporanea nelle
zone tumorali di neutroni ”lenti” e di una concentrazione significativamente
elevata di atomi di 10B nelle cellule maligne.
Per questo tipo di terapia sono necessari pertanto ampi studi, preclinici
e clinici, di bio-distribuzione per valutare l’efficacia dell’agente di trasporto
del boro.
Molte tecniche analitiche disponibili per questo tipo di studio restitui-
scono concentrazioni medie di boro in campioni macroscopici di tessuto; non
risultano pertanto adatte a studiare la micro-distribuzione dell’agente di tra-
sporto del boro. Inoltre molte di queste tecniche comportano la distruzione
della matrice biologica del campione.
Negli studi di Smith et al. [21] la spettrometria di massa a ioni se-
condari e` impiegata al fine di caratterizzare la micro-distribuzione di p-
borofenilalanina (BPA) in infiltrazioni microscopiche di tumore in tessuto
sano (con particolare attenzione alla zona di interfaccia tra cellule tumorali e
sane contigue) e valutare eventuali differenze nell’assunzione di 10B rispetto
alla massa tumorale principale.
Gli studi di Lorey et al. [19] riportano l’applicazione della tecnica SIMS
criogenica per l’analisi quantitativa dell’accumulo selettivo di boro, in co-
colture cellulari di tipi cellulari differenti. In tali esperimenti il boro e` vei-
colato tramite due farmaci clinicamente approvati per la BNCT. Gli autori
sottolineano l’opportunita`, tramite SIMS, di compiere l’analisi all’interno
dello stesso campo di vista, mantenendo i diversi tipi di cellule nelle stesse
condizioni di crescita, esposizione al farmaco, preparazione del campione e
analisi strumentale.
Per quanto concerne l’analisi della distribuzione del 10B nei tessuti molli
mediante spettrometria di massa a ioni secondari dinamica, si citano i la-
vori di Oyedepo et al. [20]. La correlazione tra i risultati della SIMS e le
concentrazioni di boro misurate mediante ICP-AES, effettuata a scopo di
calibrazione, risulta in perfetto accordo.
Recentemente l’attenzione e` stata rivolta verso la Neutron Capture The-
rapy con gadolinio-157, una modalita` terapeutica binaria, analoga alla BNCT
che utilizza composti del gadolinio (Gd) come potenziali agenti di cattura
dei neutroni, eventualmente in combinazione con l’impiego di boro. La SIMS
si e` rivelata capace di rivelare la distribuzione sub-cellulare del 157Gd [22] e
degli altri sei isotopi di tale elemento, abbondantemente presenti in natura.
Viene riportata la descrizione della preparazione criogenica del campione
(effettuata allo scopo di contenere effetti di matrice, sputtering differenziale
e interferenza isobarica) e del rivestimento mediante uno strato sottile di
lega Au/Pd per esaltare la conduttivita` elettrica.
Studi recenti di Chandra [23], [18], [24] descrivono l’impiego della SIMS
in ambito biologico. Uno studio del 2003 riporta l’utilizzo della microscopia
ionica di tipo SIMS come tool di imaging chimico sub-cellulare nell’ambito
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della ricerca sul cancro. La SIMS, nell’articolo citato, apporta un notevole
contributo allo studio del flusso e dell’immagazzinamento intracellulare del
calcio a risoluzione tipica degli organelli cellulari.
L’analisi cellulare mediante SIMS dinamica comporta la graduale erosio-
ne (detta sputtering) della superficie cellulare e permette di indagare carat-
teristiche microscopiche situate sotto la superficie cellulare. Questa capacita`
puo` essere sfruttata per l’analisi di regioni sub-cellulari specializzate, poste
sotto la membrana cellulare, durante la divisione cellulare. In letteratura e`
riportata un’applicazione di questo tipo su cellule in mitosi [24].
Ulteriori applicazioni recenti della SIMS in ambito biologico sono citate
nel materiale esplicativo [9], consultabile in rete.
Le applicazioni biologiche riguardano la rilevazione di elementi presenti
in tracce nei tessuti (quale ad esempio la localizzazione di selenio in rene di
ratti a seguito di somministrazione di un farmaco contenente tale elemento,
oppure la rilevazione di metalli nel glomerulo di rene umano, a seguito di
intossicazione da argento e selenio, oppure studi strutturali di cellule pan-
creatiche o studi multi-isotopici in colture di cellule endoteliali), l’impiego
di traccianti alogeni e di traccianti isotopici stabili.
Per quanto riguarda la mappatura di isotopi stabili sono riportati ad
esempio l’utilizzo simultaneo dei marcatori 14C e 15N in cellule di melano-
ma, l’utilizzo di adenina marcata con 15N, tracciata in cellule mammarie
cancerogene umane, l’impiego di isotopi dell’azoto per studi di turnover
proteico a livello della coclea e per studi di localizzazione di DNA e RNA
mediante uridina marcata con 15N.
1.6 Esempio di applicazione della tecnica ToF-SIMS
a fantoccio non biologico
Come esempio di funzionamento della tecnica ToF-SIMS si riportano le im-
magini (estratte dallo spettro in modo standardizzato, mediante il software
Wincadence (Physical Electronics)) di un fantoccio costituito da una griglia
prevalentemente in rame con una porzione centrale di gallio, sovrastante un
quadrato di alluminio. Nello spettro sono presenti altri picchi, relativi a
contaminanti ambientali, quali il sodio e il potassio.
Le immagini (riportate in Fig. 1.14 ed in Fig. 1.15) costituiscono un
esempio di come sia possibile, mediante la metodica SIMS, distinguere net-
tamente elementi diversi all’interno dello stesso campione in ambito non
biologico. Si nota infatti dalle immagini come sia possibile distinguere ed
identificare chimicamente gli elementi costituenti le diverse porzioni di griglia
ed il quadrato sottostante.
In ambito biologico sorgono ulteriori difficolta` connesse alla consistenza
non rigida del campione. Le tecniche di preparazione, necessarie per campio-
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Figura 1.14: Imagini SIMS: a) ioni totali, b) picco dell’alluminio (Al) (26.98
uma), c) picco del potassio (K) (38.96 uma).
Figura 1.15: Imagini SIMS (tratte da WinCadence (Physical Electronics)):
d) picco del rame (Cu) (62.92 uma), e) picco associato al rame (circa 64.9
uma), f) picco del gallio (Ga) (68.92 uma).
ni molli possono comportare variazioni nella morfologia e nella composizione
della superficie, nonche` notevole introduzione di contaminanti.
1.7 Recenti sviluppi dell’analisi di matrici cellulari
mediante ToF-SIMS
La tecnica ToF-SIMS, in ragione delle caratteristiche descritte, risulta la piu`
impiegata per lo studio di matrici biologiche.
Le membrane cellulari rappresentano una struttura di importanza critica
nell’ambito della biologia e della medicina. Nonostante i numerosi studi di
caratterizzazione riportati in letteratura, ad oggi restano irrisolte una serie
di ipotesi circa la loro natura, in particolare per quanto concerne la loca-
lizzazione spaziale dei lipidi di membrana, che rappresentano i costituenti
principali della struttura.
La membrana presenta infatti un doppio strato lipidico in cui i lipidi,
oltre alla funzione strutturale, giocano altri ruoli chiave. Alcuni lipidi di
membrana sembrano infatti avere funzioni di segnalazione e conferiscono
una diversa chimica di superficie alle strutture di membrana.
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Un aspetto interessante e` il fatto che i differenti lipidi di membrana
mostrano limitata miscibilita`, ovvero tendono a separarsi in fasi distinte.
Pertanto e` stata ipotizzata l’esistenza di domini di membrana (detti lipid
raft) con differente composizione lipidica e proteica.
Storicamente, le membrane cellulari sono state studiate a livello chimi-
co mediante preparazione di omogenati di cellule analizzati con tecniche
cromatografiche.
In alternativa, dettagli morfologici sono stati ottenuti mediante mar-
catura di specifiche molecole con marcatori fluorescenti o di altro tipo e
successiva analisi di microscopia ottica o elettronica.
Dal momento che i correnti modelli accreditati di membrana indicano
una sostanziale eterogeneita` di composizione tra le membrane di cellule di-
verse ed anche tra membrane differenti appartenenti ad una stessa cellula,
appare chiaro che la preparazione di omogenati impedisce presumibilmente
lo studio di aspetti importanti della composizione di membrana.
La microscopia a fluorescenza raggiunge la piu` alta sensibilita`, ma ri-
chiede l’aggiunta di marcatori fluorescenti, dal momento che la fluorescenza
naturale di membrana e` debole. Tale marcatura generalmente interferisce
con le interazioni molecolari dei lipidi. Inoltre il solo componente coniugato
al fluoroforo puo` essere rilevato.
Altri metodi di imaging spettroscopico sono stati impiegati per lo studio
di membrana, che non richiedono l’uso di sonde marcate. Soffrono tuttavia
di limitata sensitivita` e risoluzione spaziale.
Come gia` accennato, i recenti sviluppi nelle sorgenti ioniche impiegate
nella tecnica ToF-SIMS, hanno esteso il limite superiore di masse analiz-
zabili, fino a includere il range di peso molecolare dei principali lipidi di
membrana.
I lipidi rilevati in molti studi che impiegano la ToF-SIMS [25] sono prin-
cipalmente i costituenti maggiormente presenti (bulk lipids). Cio` indica una
relazione quantitativa tra la concentrazione tissutale ed il segnale a ioni se-
condari. Tuttavia e` necessario lo studio di lipidi funzionalmente importanti
presenti in concentrazioni di un ordine di grandezza inferiore rispetto ai bulk
lipids.
Recenti pubblicazioni (2007/2008) riportano l’applicazione della tecnica
ToF-SIMS per lo studio di lipidi di membrana. Richter et al. (2007) [26]
hanno impiegato la tecnica SIMS per localizzare acidi grassi in due tipi di
cellule di tessuti biologici.
Molto significativi risultano i risultati riportati negli studi di Zheng et
al. [27] e di Magnusson et al. [28].
Il primo [27] studia le interazioni di colesterolo e sfingomielina/fosfatidilcolina
mediante imaging con spettrometria di massa. Gli autori presentano imma-
gini specifiche di una singola molecola, senza impiego di marcatori, allo scopo
di estrapolare la natura delle interazioni tra lipidi in modelli di membrana
a tre componenti, preparati artificialmente.
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Di particolare importanza per questa tesi si e` rivelata l’elencazione dei
picchi di frammenti caratteristici, che si ritrovano negli spettri di campioni
biologici, ottenuti direttamente dalla macchina SIMS. Tali picchi sono in-
fatti presenti e ben identificabili nelle acquisizioni sperimentali di cui sara`
descritto il protocollo nel prosieguo.
In [28] e` applicata la tecnica ToF-SIMS statica con sorgente a cluster di
ioni di bismuto, a fini di imaging di lipidi nel muscolo scheletrico umano. I
lipidi intramiocellulari giocano infatti un ruolo importante in molte malattie
connesse con la distribuzione lipidica. Come risultati sono elencati i picchi
caratteristici di spettri positivi e negativi, associati a lipidi quali ad esempio
la fosfocolina, il colesterolo ed alcuni acidi grassi.
Lo studio costituisce un notevole avanzamento nell’applicazione della
tecnica ToF-SIMS per quanto concerne l’identificazione e la localizzazione
di frammenti di tali macro-molecole e si e` rivelato basilare per valutare lo
stato del campione biologico negli esperimenti condotti per questa tesi.
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Capitolo 2
Metodi di analisi per
immagini SIMS
La strumentazione corrente per la tecnica ToF-SIMS e` capace di collezionare
ed immagazzinare in tempi brevi strutture dati contenenti l’intero spettro
di massa per ogni pixel spaziale.
Le dimensioni tipiche di immagini SIMS (estrabili da spettri di massa
SIMS mediante il software WinCadence (Physical Electronics) in formato
.raw) sono 256× 256 pixel, per un totale di 65636 distinti spettri di massa,
ciascuno contenente centinaia di picchi ionici.
L’obiettivo di identificare le specie chimiche presenti e di caratterizzare
eventuali pattern di distribuzione superficiale, si scontra con la difficolta` di
isolare componenti spettrali pure, con l’esistenza di interferenze dovute a
effetti topografici e di matrice, e con il basso rapporto segnale-rumore della
metodica statica.
2.1 Analisi multivariata
Le intensita` relative di molti dei picchi presenti nello spettro, risultano
correlate in quanto provenienti dalle stesse specie chimiche.
Confrontare le intensita` relative di centinaia di picchi in un moderato nu-
mero di campioni comporta un notevole impegno a livello computazionale
a causa dell’elevata mole di dati a disposizione. Pertanto sono stati propo-
sti e riportati nella letteratura piu` recente (2006-2007) approcci di analisi
multivariata.
Gli studi di Wagner, Graham e Castner [29], [30] propongono metodi
di analisi multivariata (MVA) come standard tool per l’interpretazione e la
semplificazione di dataset di tipo ToF-SIMS. In particolare vengono proposte
tre categorie principali di MVA.
La prima categoria comprende gli algoritmi di clustering non supervisio-
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nato che riducono lo spazio spettrale multivariato ad un ridotto numero di
variabili e che includono l’analisi delle componenti principali (PCA).
La seconda categoria e` costituita dai metodi predittivi, la terza da metodi
di quantificazione.
I dati d’ingresso per la PCA sono costituiti da una matrice in cui le righe
rappresentano i campioni (ovvero gli spettri) mentre le colonne rappresenta-
no le variabili (ovvero le intensita` dei picchi). Ogni elemento della matrice
contiene l’area di un dato picco in un dato spettro.
Gli autori pongono il problema del pre-processing dei dati, che risulta es-
sere un punto critico nell’analisi in quanto comporta assunzioni sulla signifi-
cativita` di sorgenti di varianza nei dati e che pertanto influisce pesantemente
sui risultati di analisi.
Studi pubblicati successivamente da Tyler, Castner et al. [31], [32] pro-
pongono tre tecniche statistiche multivariate (note anche come appartenenti
alla Factor analysis), che includono la PCA, la cosiddetta Multivariate Cur-
ve Resolution Analysis (MCR) ed il metodo denominato Maximum Autocor-
relation Factors (MAF). In [31] questi metodi vengono testati e confrontati
su immagini sintetiche con distribuzione spaziale nota di ogni componente
chimico.
L’immagine SIMS puo` essere considerata come una struttura di dimen-
sione n×m× p, avendo indicato con p il numero di picchi ed essendo n×m
le dimensioni della porzione analizzata in pixel. Questa struttura dati costi-
tuisce i dati di input per l’analisi in forma riarrangiata a matrice dove ogni
riga contiene gli spettri per un pixel individuale, ed ogni colonna contiene
l’immagine ionica per un picco.
La pubblicazione [32] del 2007 ripropone l’applicazione delle tecniche
PCA e MAF a quattro immagini emblematiche di problemi tipici di acqui-
sizione quali, ad esempio, la presenza di contaminanti ed il basso numero
di count. In particolare tale studio approfondisce quattro differenti tipi di
metodi di scalatura (auto-scaling, root mean scaling, filter scaling e shift va-
riance scaling) utilizzati contestualmente ad una fase di pre-processing dei
dati (normalizzazione e mean-centering).
Tutti questi metodi di analisi spettrale si concentrano sulla rivelazione
di eventuali correlazioni presenti tra i picchi ionici dello spettro. Il tipo
di analisi che viene proposta nel prosieguo pone l’attenzione sulla caratte-
rizzazione della distribuzione spaziale dei count all’interno delle immagini,
previamente selezionate ed estratte in modo standardizzato dallo spettro.
2.2 Distribuzioni spaziali di punti : Point Pattern
Distribution Analysis
La maggior parte delle bioimmagini impiegate in ambito medico si con-
figura come immagini a livelli di grigio ovvero ad ogni locazione spaziale
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(pixel) e` associato un valore di intensita` (compreso in un range definito,
ad esempio tra 0 e 256) che corrisponde alla quantizzazione di un segnale
analogico. Tipicamente le immagini impiegate in ambito medico sono il ri-
sultato dell’acquisizione di un fenomeno fisico continuo dal punto di vista
energetico.
Le immagini SIMS, invece, si configurano come distribuzioni bidimensio-
nali di punti in quanto rappresentano il risultato di un fenomeno di conteggio
di eventi, detti count, che possono anche ripetersi nella stessa locazione spa-
ziale. Per l’analisi e l’elaborazione di questo tipo di immagini si e` pertanto
fatto riferimento alla letteratura che si occupa di analisi di distribuzioni
spaziali, che trae le sue origini dall’ambito dell’ecologia.
Le immagini SIMS possono considerarsi analoghe alle immagini acquisite
in medicina nucleare. Anch’esse infatti derivano da fenomeni di conteggio,
sebbene poi appaiano come immagini a livelli di grigio per l’elevato numero
di count e perche` sottoposte ad un algoritmo di ricostruzione. Le immagini
SIMS sono tipicamente caratterizzate da un numero molto piu` basso di count
rispetto alle immagini di medicina nucleare.
Pattern di oggetti la cui estensione puo` essere trascurata nell’ottica di
un’approssimazione puntiforme, in spazi bidimensionali o tridimensionali,
sono comunemente presenti in natura; esempio noti in letteratura sono le di-
stribuzioni di piante nelle foreste, di citta` in determinate regioni geografiche,
di corpi celesti nelle galassie.
Formalmente una distribuzione spaziale di punti (nota in letteratura co-
me ”Point Pattern Distribution”) puo` essere definita [33] come un insieme di
locazioni si in una definita regione di studio R, in cui vengono registrati even-
ti di interesse. La notazione ad unico vettore si risulta spesso conveniente
in sostituzione alle due coordinate spaziali.
L’utilizzo del termine evento, entrato nel linguaggio comune di questo
tipo di analisi, e` un mezzo per distinguere una locazione occupata, detta di
osservazione, da ogni altra arbitraria locazione appartenente ad R.
La regione di studio R puo` essere quadrata, rettangolare o avere for-
ma poligonale complessa qualsiasi. Indipendentemente dalla forma di R,
e` indispensabile tener conto di effetti di bordo, che spesso vengono evitati
mediante l’istituzione di una guard region tra il perimetro originale della re-
gione di studio ed una regione centrale dell’immagine che viene presa come
nuova regione di studio.
Il caso piu` semplice di analisi di distribuzioni spaziali di punti prevede un
solo tipo di evento, unico per ogni locazione. Casi piu` complessi prevedono
che l’evento sia ripetibile all’interno della stessa locazione, oppure prevedono
diversi tipi di eventi che si verificano contestualmente (nel caso si parla di
Bivariate Point Pattern).
Il modello teorico piu` semplice per una distribuzione spaziale di punti e` la
completa randomicita` spaziale (nota anche come ipotesi nulla di un processo
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alla Poisson) in cui gli eventi sono indipendenti tra di loro e distribuiti
secondo una distribuzione di probabilita` uniforme in tutta la regione R.
2.3 Descrittori elementari di distribuzioni spaziali
puntiformi
2.3.1 Statistiche centrografiche
I descrittori piu` intuitivi e basilari per la caratterizzazione di una distribu-
zione di punti sono noti come statistiche centrografiche ed includono misure
di centralita` e misure di dispersione.
Le misure di centralita` comprendono il calcolo del mean center (even-
tualmente pesato, weighted) o centro di gravita` delle coordinate (indicate







ed il calcolo del median center o centro di minima distanza, che minimizza
la sommatoria delle distanze da tutti gli altri punti della distribuzione.
Le misure di dispersione comprendono il calcolo della Standard Distance
Deviation (eventualmente pesata), equivalente bidimensionale del calcolo
della deviazione standard nel caso della singola variabile, ed il calcolo della
Standard Deviation Ellipse in grado di catturare aspetti direzionali della
distribuzione, sebbene non adatta a caratterizzarne la forma.









dove N rappresenta il numero di punti totali, xc ed yc rappresentano i centri
di gravita` rispettivamente delle coordinate xi ed yi di ciascun punto.
Tutti questi descrittori mirano a derivare una singola misura riassuntiva
della distribuzione. L’analisi di distribuzioni puntuali (per cui si rimanda a
§ 2.4) cerca invece di descrivere l’intero insieme di punti.
2.3.2 Entropia di Shannon
L’istogramma di un’immagine rappresenta la distribuzione dei livelli di grigio
nell’intero range disponibile (tipicamente 28 o 216 livelli di grigio).
L’istogramma normalizzato rappresenta la funzione densita` di probabi-
lita` dei valori di intensita` che compaiono nell’immagine.
Spesso e` utile esprimere, in una singola quantita`, il modo in cui i valori
presenti nell’istogramma variano all’interno dell’intero range. A tale scopo
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e` impiegata una misura statistica di informazione, nota in letteratura come
entropia di Shannon [34].
I pixel di un’immagine possono essere considerati come simboli prodotti
da una sorgente discreta di informazione avente come stati i livelli di grigio.
Siano L i livelli di grigio in un’immagine, si indichi con p(l) la probabilita`
di comparsa dell’l-esimo livello di grigio, essendo l = 0, 1, 2, ..., L − 1. Si
considerino i livelli di grigio assunti da un pixel come una variabile casua-
le, nell’ambito di un approccio statistico adottato nell’analisi del contenuto
informativo di un’immagine.
Una misura di informazione h(p), funzione di p(l), dovrebbe soddisfare
una serie di criteri: risultare continua per 0 < p < 1; in caso di evento total-
mente inaspettato, che pertanto possiede informazione massima, dovrebbe
verificarsi h(p) = ∞ per p = 0; in caso di evento certo, che non porta in-
formazione, dovrebbe verificarsi h(p) = 0 per p = 1; dati due eventi con
probabilita` p1 e p2, tali che p2 < p1, dovrebbe verificarsi h(p2) > h(p1);
dati due processi di immagine f e g (pixels) statisticamente indipendenti,
l’informazione congiunta delle due sorgenti dovrebbe esser data dalla somma
delle singole misure, secondo la formula hf,g = hf +hg. Questi requisiti sono
soddisfatti dalla definizione di funzione h(p) = −log2(p).
Quando una sorgente genera un certo numero di livelli di grigio con dif-
ferenti probabilita`, si definisce una misura di informazione media contenuta





. Sostituendo la definizione di h individuata si ottiene la formula comune-





Questo risultato e` noto anche come entropia di ordine zero, in quanto
considera i livelli di grigio come entita` individuali, senza tener conto di
relazioni di prossimita` tra elementi vicini.
Il valore massimo di entropia si verifica in caso di equiprobabilita` dei









] = log2L (2.5)
Occorre sottolineare che l’entropia di Shannon fornisce il contenuto di
informazione statistica di una sorgente, sulla base della funzione densita` di
probabilita` degli eventi, trattati come variabili aleatorie. Questo tipo di
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misura non tiene conto delle relazioni spaziali della distribuzione di punti in
esame. Tuttavia risulta una misura in grado di riassumere ed evidenziare
alcuni pattern caratteristici.
2.3.3 Istogramma e probabilita` della configurazione
Come gia` accennato, le immagini SIMS sono il risultato di un fenomeno
di conteggio di eventi e sono tipicamente caratterizzate da un numero di
count molto ridotto rispetto ad esempio alle immagini di medicina nucleare.
Un’intensita` totale estremamente bassa (spesso inferiore alle centinaia di
count per immagini di 256 × 256 pixel) caratterizza in modo particolare le
immagini chimiche relative ad alcuni frammenti di lipidi di membrana o di
sostanze traccianti, analizzati nel corso di questa tesi.
L’analisi dell’istogramma di tali immagini e` stata effettuata in termi-
ni probabilistici, mediante strumenti di calcolo combinatorio. In § 3 viene
proposta una formula per il calcolo della probabilita` che si verifichi casual-
mente un particolare istogramma, fissate le dimensioni e l’intensita` totale
dell’immagine.
2.4 Metodi di analisi di distribuzioni spaziali pun-
tiformi
I primi metodi di analisi proposti possono essere ricondotti sostanzialmente
a due categorie: le tecniche basate sulla distanza (distance-based o Point
interaction-based) che utilizzano l’informazione delle distanze relative tra
punti per caratterizzare il pattern, tipicamente la distanza dai punti piu`
vicini; le tecniche basate sull’area (area-based o Point density-based) che
analizzano la distribuzione di frequenza dei numeri di punti osservati in
sub-regioni dell’area di studio, definite in modo regolare (note anche come
quadrats).
Tipicamente questi metodi cercano di stabilire il grado di divergenza ri-
spetto alla completa randomicita` spaziale e di individuare la direzione di
tale divergenza verso la maggiore (in tal caso si parla di clustering) o mi-
nore aggregazione (in tal caso si parla di regolarita` o uniformita`) rispetto
al caso random (come mostrato in Fig. 2.1). In una distribuzione clusteriz-
zata i punti risultano concentrati in talune zone mentre alcune aree hanno
una densita` bassissima di punti. Nella distribuzione uniforme ogni punto e`
quanto piu` possibile lontano dagli altri.
Da un punto di vista statistico, una distribuzione spaziale di punti puo` es-
sere intesa come una realizzazione di un processo stocastico spaziale. Un pos-
sibile modo in cui questo puo` essere espresso matematicamente e` il conteggio
del numero di eventi Y (A) che si verificano in una sub-regione arbitraria A
della regione di studio R.
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Figura 2.1: Pattern di distribuzione di riferimento: distribuzione casuale,
distribuzione uniforme o regolare, distribuzione aggregata o clusterizzata.
Il comportamento di un processo stocastico spaziale puo` essere caratte-
rizzato mediante proprieta` cosiddette del primo e del secondo ordine. Le
proprieta` del primo ordine descrivono sostanzialmente il modo in cui il va-
lore atteso del processo varia nello spazio, mentre le proprieta` del secondo
ordine descrivono la covarianza (o la correlazione) tra valori del processo in
differenti regioni dello spazio. L’individuazione di un pattern puo` derivare
infatti dall’osservazione di proprieta` del primo ordine, del secondo ordine o
da una combinazione delle due.
La cosiddetta Quadrat Analysis indaga proprieta` del primo ordine, men-
tre la cosiddetta Nearest Neighbor Analysis indaga proprieta` del secondo
ordine. Questi due approcci non possono essere separati.
Altri approcci interessanti sono presenti in letteratura. Si ritiene impor-
tante citare il metodo di analisi spettrale, proposto in [35]. Lo studio si
pone l’obiettivo di testare l’ipotesi di completa randomicita` spaziale (CSR)
mediante cinque test formali basati sul periodogramma.
Un metodo di analisi frattale discreta e` riportato in [36]. Il metodo di
analisi proposto, applicato allo studio delle galassie, studia le proprieta` degli
spazi vuoti in una distribuzione di punti supposta frattale. Se la distribuzio-
ne delle galassie risulta frattale, la distribuzione dei vuoti di varie dimensioni
deve soddisfare determinate leggi di scala.
Un metodo di analisi di distribuzioni puntiformi molto utilizzato per
lavori recentemente pubblicati e` il calcolo di una funzione detta Ripley’s K
function dal nome del suo ideatore che l’ha proposta nel 1976 [37]. Si tratta
di calcolare iterativamente un indice che coglie aspetti multi-scala. Questa
funzione si e` rivelata molto utile nell’analisi di immagini SIMS. Pertanto
sara` discussa ampiamente in § 2.4.3.
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2.4.1 Quadrat analysis
La Quadrat analysis [38] si basa su una misura derivata dai dati, ottenu-
ta mediante la sovrapposizione di una griglia uniformemente spaziata sulla
mappa della distribuzione d’interesse. Generalmente viene effettuato un con-
teggio di frequenza, ovvero viene registrato il numero di punti che cadono
in ciascuna maglia.
Questi dati sono utilizzati per calcolare una misura denominata varianza,
allo scopo di confrontare il numero di punti in ciascuna cella, con il numero
medio di punti in tutte le celle. La varianza cos`ı calcolata e` confrontata con
la varianza caratteristica di una distribuzione random, mediante il cosiddet-
to rapporto media-varianza. Sia N il numero di quadrats della griglia, la
varianza e` calcolata come
V ariance =
∑
x2 − [(∑x)2/N ]
N − 1 (2.6)
Per una distribuzione random il valore della media eguaglia il valore della
varianza; pertanto questo rapporto risulta unitario. Valori che differiscono
dall’unita` sono indicativi di una distribuzione non casuale.
Questo tipo di analisi risente pesantemente della scelta della dimensione e
dell’orientazione dei quadrats rispetto alla distribuzione puntiforme. Inoltre
si tratta di una misura di dispersione piu` che realmente di pattern, perche`
basata sulla densita` e non sulla posizione relativa dei punti.
L’analisi restituisce come risultato una singola misura, pertanto varia-
zioni all’interno della regione di studio non vengono colte.
2.4.2 Nearest Neighbor analysis
L’analisi dei primi vicini o Nearest Neighbor analysis, proposta nel 1954 da
Clark e Evans [39], considera, come base per il calcolo di un indice detto
Nearest Neighbor Index (NNI), la distanza tra punti vicini.
Successive pubblicazioni [40] introducono correzioni per gli effetti di
bordo, oppure [41] generalizzazioni per spazi k-dimensionali.
L’analisi puo` limitarsi al solo primo vicino oppure estendersi al calcolo
della distanza dal secondo vicino [42] fino all’ (n − 1)-esimo vicino [43]. In
tal caso l’analisi si configura come approccio multi-scala.
Il metodo proposto in [39] considera la distanza dal solo primo vicino
di ogni punto, indipendentemente dalla direzione, allo scopo di misurare la
divergenza rispetto alla distribuzione casuale, ovvero dalla distribuzione in
cui ogni punto ha la stessa probabilita` di cadere in ciascuna sotto-area, ogni
sotto-area ha la stessa probabilita` di ricevere un punto rispetto alle altre
sotto-aree di pari dimensione e la locazione di ciascun punto e` indipendente
da quella degli altri punti.
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Il concetto di randomicita` e` complicato dal fatto che una distribuzione
puo` essere casuale rispetto ad un’area specificata e non esserlo rispetto ad
un’area piu` vasta che la comprende.
L’indice NNI viene calcolato come rapporto tra la distanza media osser-
vata dal primo vicino, e il valore di distanza media atteso nel caso random.
In una popolazione di N individui, con densita` ρ, viene misurata la distanza




















e` una misura del grado di divergenza rispetto al caso random. In una distri-
buzione random R e` pari ad 1. Sotto condizione di massima aggregazione, R
e` pari a 0. Sotto condizioni di massima spaziatura, ovvero di configurazione
esagonale in cui ogni individuo e` equidistante da altri sei, R assume valore
2.1491, come dimostrato in [39].
La significativita` statistica del comportamento rispetto al caso random
e` valutata con test statistici. Tipicamente viene impiegata la variabile





dove σr¯E e` l’errore standard della distanza media dal primo vicino in una di-
stribuzione random di intensita` pari a quella della distribuzione considerata,





Un’applicazione in ambito biomedico di tale tecnica di analisi e` ripor-
tata in [44], che propone delle modifiche al metodo del 1954 a scopo di
interpretazione di immagini biomediche.
2.4.3 Ripley’s K Function
Come gia` accennato in § 2.2, l’indice (o funzione) noto come Ripley’s K e`
stato impiegato per lavori di recente pubblicazione. Si citano come esempio
gli studi di Tonon et al. [45] e di Wolf et al. [46] in ambito ecologico,
pubblicati nel 2005.
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Il Ripley’s K index prende il nome dallo studioso che l’ha proposto in [37]
nel 1976, e discusso negli anni successivi [47], [48]. L’indice e` stato ripreso,
modificato (per tener conto di effetti di bordo) e applicato in molti studi
pubblicati dal 1980 ad oggi [50], [51].
La teoria sottostante il calcolo di questo indice si pone nell’ambito del-
l’analisi del secondo ordine, secondo quanto proposto dal suo ideatore. Si
configura anche come analisi a differenti livelli di scala, considerato un’esten-
sione super order della Nearest Neighbor analysis, costretta necessariamente
a fermarsi alla valutazione di un certo numero fissato di primi vicini.
La funzione Ripley’s K e` detta anche misura ridotta del secondo ordi-
ne, in quanto oltre a fornire una misura del grado di non randomicita` da
dimensioni infinitesime fino all’intera area in esame, e` in grado di cogliere
aggregazioni locali rispetto a pattern generici estesi all’intera area di stu-
dio. Come la Nearest Neighbor analysis, si basa sulle distanze reciproche tra
punti, ma si applica a piu` ordini contemporaneamente prendendo sempre in
considerazione tutta l’area di studio.
Si consideri una distribuzione spazialmente casuale. Il numero atteso di
punti interni ad un’area di raggio ds e` dato dal prodotto della densita` dei
punti (calcolato come rapporto tra il numero totale dei punti e l’area totale)
per l’area del cerchio di raggio ds.
Nel calcolo della funzione Ripley’s K vengono contati iterativamente i
punti interni ad un cerchio di raggio ds, che viene incrementato ad ogni passo.
La funzione Ripley’s K e` basata sulla varianza di tutte le distanze punto a
punto, in uno spazio bidimensionale. Puo` identificare pattern, cluster e
eterogeneita` che si presentano a diversi livelli di scala.
Si indichi con dij la distanza tra il punto i ed il punto j, conA l’area totale
in esame e con N il numero totale di punti della distribuzione. Formalmente
viene calcolata una matrice, i cui elementi sono indicati con δij(d), funzione
della distanza d, ed assumono valore unitario se dij e` minore o uguale a d e
zero altrimenti, come riportato qui di seguito
δij(d) =
{
1 se dij ≤ d
0 altrimenti
(2.12)

















allo scopo di linearizzareK(d), stabilizzarne la varianza ed ottenere un valore




l’analisi di immagini SIMS
3.1 Modello di immagini SIMS
In questa sezione viene proposta un’analisi, mediante modellizzazione, per
le immagini SIMS.
Il lavoro proposto si articola in una serie di studi, di tipo modellisti-
co, sviluppati sulle immagini chimiche SIMS, allo scopo di caratterizzare la
tecnica di acquisizione in termini di dimensione delle strutture e delle discon-
tinuita`, rilevabili come distinte, nelle immagini ottenute con tale metodica.
In particolare nell’ambito biologico, si pone infatti il problema di stabili-
re l’ordine di grandezza delle strutture biologiche (sub-cellulari o cellulari,
fibre, caratteristiche macroscopiche del tessuto, etc.) distinguibili nelle im-
magini acquisite, soggette ad artefatti da preparazione e da taglio, rumore
ed effetti intrinseci della metodica, rumore di altro genere.
Il modello proposto ipotizza che l’immagine SIMS realmente acquisita,
indicata con I, sia il risultato di una processazione (indicata con gh,1−λ),
subita dall’immagine idealmente desiderata I0 della superficie del campione
secondo la formula
I = gh,1−λ(I0) +Nλ (3.1)
La formula generale proposta comprende un termine che tiene conto della
fisica di acquisizione intrinseca alla macchina (e pertanto indipendente dal
picco selezionato nello spettro di massa ovvero dalla specie di cui si analizza
l’immagine chimica), rappresentato dalla funzione gh,1−λ, ed un termine di
rumore attribuibile alla mobilita` della specie chimica, ad artefatti in fase di
preparazione/taglio del campione, a contaminanti ambientali, etc. variabile
da specie chimica a specie chimica, rappresentato da Nλ.
Uno schema del modello e` mostrato in Fig. 3.1.
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Figura 3.1: Rappresentazione schematica del modello proposto per la
generazione di immagini SIMS.
3.1.1 Creazione dell’immagine ideale (pattern) I0
Note le strutture superficiali del campione, e` possibile, mediante elaborazio-
ne dell’immagine SIMS, assimilare tale morfologia ad una struttura geome-
trica di forma e dimensioni analoghe. Il fantoccio non biologico (descritto in
§ 1.6) e` un esempio di applicazione in cui la geometria del campione e` nota
ed assimilabile ad una griglia avente bordi e maglie di dimensioni note.
Nel caso di campioni biologici spesso non e` definita una geometria super-
ficiale. Mediante microscopia ottica e` pero` possibile ricavare informazioni
circa la presenza di fori o di discontinuita` tra tessuti e strutture cellulari o
sub-cellulari.
La creazione del pattern ideale, indicato come I0 in Eq. 3.1, comporta
l’allocazione di una matrice di dimensione pari all’immagine SIMS, i cui
elementi sono valori binari rispettivamente associati all’appartenenza a due
zone diverse (presenza/assenza di un oggetto metallico ad esempio nel caso
del fantoccio non biologico; presenza/assenza di tessuto oppure discontinuita`
tra tessuti diversi nel caso biologico).
Esempi di pattern ideali per immagini di 128 × 128 pixel sono mostrati
in Fig. 3.2.
3.1.2 Processazione/funzione gh,1−λ
L’insieme di elaborazioni indicate complessivamente come funzione gh,1−λ
in Fig. 3.1 simula i processi, subiti da una struttura regolare durante la
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Figura 3.2: Esempi di pattern ideali: a) doppia discontinuita`, b) griglia, c)
contorni.
fase di acquisizione mediante metodica SIMS, che portano alla formazione
dell’immagine.
La processazione/funzione, indicata con gh,1−λ in Eq. 3.1, comprende
un’operazione di smoothing (dipendente da un parametro h che sara` intro-
dotto in 3.2.2) del pattern ideale ipotizzato per l’immagine originale SIMS,
che restituisce una matrice di dimensioni pari all’immagine originale. Ta-
le matrice, normalizzata al valore massimo (con valori pertanto compresi
tra 0 ed 1) e` utilizzata come mappa di probabilita` (ovvero una funzione
che associa un valore di probabilita` a ciascuna locazione individuata da due
coordinate spaziali) di presenza di un count nella generazione dell’immagine
surrogata.
Fissato un valore di intensita` totale (pari all’intensita` totale dell’immagi-
ne originale o dipendente da un parametro λ che sara` introdotto in § 3.1.3),
l’implementazione prevede la generazione di un’immagine surrogata, di tale
intensita`, in cui i count sono posti in una locazione (pixel) le cui coordinate
spaziali sono numeri casuali. L’accettazione di un count da parte di una lo-
cazione avviene con una probabilita` pari al valore della mappa di probabilita`
nel punto considerato.
L’operazione di smoothing simula l’azione di sputtering tipica della me-
todica, che causa lo spostamento, in zone periferiche allo spot focalizzato sul
campione, degli ioni estratti.
3.1.3 Introduzione del termine Nλ
Allo scopo di simulare effetti di rumore (intesi come artefatti introdotti in
fase di preparazione del campione e presenza di contaminanti ambientali),
variabili a seconda della specie chimica e del campione, e` stato introdot-
to un fattore λ, compreso tra 0 e 1, che indica la percentuale dell’intensita`
totale dei count generati secondo una mappa di probabilita` uniforme sull’in-
tera immagine. Pertanto, indicando con q l’intensita` totale dell’immagine
originale, l’immagine surrogata finale e` data dalla somma di un’immagi-
ne (generata secondo la mappa di probabilita` ottenuta con l’operazione di
smoothing compresa nella funzione gh,1−λ) avente intensita` pari a (1 − λ)q
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e di un’immagine (generata presupponendo l’equiprobabilita` tra le locazioni
spaziali ed indicata con Nλ) avente intensita` pari a λq.
3.1.4 Modalita` di confronto tra immagine reale SIMS e im-
magine surrogata
Il confronto tra l’immagine originale di un particolare picco e l’immagine
surrogata e` stato effettuato mediante una tecnica di mascheratura a soglia.
Nel caso dei campioni biologici analizzati, come riferimento per la ma-
scheratura e` stata scelta l’immagine SIMS del silicio, elemento costituente
il supporto (wafer) del campione, sulla base del quale e` possibile discernere
zone prive di tessuto biologico.
La mascheratura e` stata effettuata mediante scansione dell’immagine con
una finestra quadrata (secondo lo schema riportato in Fig. 3.3), di dimen-
sione impostabile (ad esempio di lato 8 pixel), che si sovrappone a porzio-
ni contigue dell’immagine ad ogni passo. L’intensita` totale all’interno della
Figura 3.3: Schematizzazione del processo di scansione implementato per la
mascheratura a soglia.
finestra e` sottoposta a confronto con la soglia, individuata sperimentalmente.
La tecnica di mascheratura a soglia prevede la costruzione di una ma-
schera binaria della stessa dimensione dell’immagine in cui i valori 1 (nero) e
0 (bianco) indicano rispettivamente appartenenza e non appartenenza della
porzione alla maschera (zona sopra-soglia o sotto-soglia). Un esempio di ri-
sultati ottenuti con la tecnica di mascheratura a soglia e` mostrato in Fig. 3.4,
in cui la maschera binaria e` affiancata all’immagine ottica, all’immagine
SIMS degli ioni totali ed all’immagine SIMS del silicio.
La mappa binaria ottenuta e` utilizzabile come maschera per l’analisi
delle immagini di un qualsiasi picco estratto dallo stesso spettro da cui e`
stata tratta l’immagine del silicio.
Per il confronto tra immagine originale e surrogata, si e` ritenuto oppor-
tuno calcolare il valore medio di intensita` in finestre quadrate di lato doppio
(ad esempio 16 pixel). In tal modo e` stato possibile distinguere le porzioni
d’immagine in tre zone: una zona sopra-soglia e due zone sotto-soglia in
dipendenza della prossimita` alla maschera.
Sono state definite pertanto rispettivamente sopra-soglia, sotto-soglia vi-
cine e sotto-soglia lontane, le porzioni di immagine la cui finestra 16 × 16
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Figura 3.4: a) Immagine ottica, b) immagine degli ioni totali SIMS, c)
immagine chimica del silicio e d) maschera binaria.
si sovrappone totalmente, parzialmente o per niente a valori unitari della
mappa binaria (come mostrato in Fig. 3.5). Pertanto la valutazione di simi-
Figura 3.5: Rappresentazione della classificazione delle porzioni di immagine
in tre zone.
glianza tra immagine originale e generata surrogata si basa su un confronto
tra la media d’intensita` calcolata nelle suddette tre zone.
3.1.5 Valutazione tramite modello di indici per la caratteriz-
zazione di immagini SIMS
In § 2 sono stati introdotti alcuni descrittori e strumenti di analisi (successi-
vamente chiamati complessivamente indici di caratterizzazione) utili per la
caratterizzazione di immagini SIMS. La modellistica proposta ha permesso
di valutare tali indici di caratterizzazione in termini di capacita` di cogliere
variazioni spaziali (dimensione e morfologia delle strutture) e di sensibilita`
a tali variazioni.
La possibilita` di caratterizzare la morfologia di una distribuzione punti-
forme spaziale, cos`ı come di un’immagine SIMS, deriva dalla disponibilita` di
indici in grado di cogliere le variazioni e le proprieta` delle strutture superfi-
ciali del campione analizzato, fotografate a seguito di processi di alterazione
e rumore.
I descrittori ed i metodi di analisi descritti in § 2 sono stati applicati in
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una serie di studi che impiegano il modello descritto, in modo tale da far va-
riare un’unica caratteristica dell’immagine per volta, allo scopo di verificare
la capacita` di cogliere la variazione e la sensibilita` in termini quantitativi
di tali indici. Per valutare la possibilita` di ottenere informazioni di tipo
geometrico, e` stata effettuata una selezione su variazioni elementari (quali
spessore e spaziatura tra contorni) di strutture molto semplici (quali in par-
ticolare la morfologia a griglia). Si e` ritenuto opportuno valutare anche la
sensibilita` di tali indici alla presenza di rumore ed a variazioni del tempo di
pre-sputtering che precede l’analisi.
L’approccio modellistico ha permesso di individuare gli indici idonei a
rilevare variazioni geometriche e dimensionali di distribuzioni puntiformi di
punti.
3.2 Strumenti di analisi per la validazione del mo-
dello
Allo scopo di validare il modello, vengono proposti alcuni studi di tipo mo-
dellistico applicati ad immagini SIMS di campioni biologici e non. Prima di
descrivere tali studi e` necessario introdurre alcuni strumenti di analisi che
saranno citati nel prosieguo.
3.2.1 Analisi probabilistica dell’istogramma
Come anticipato in § 2.3.3, viene proposta, in questa sezione, una formula
che mutua strumenti di calcolo combinatorio, per il calcolo della probabilita`
che si verifichi casualmente una particolare configurazione di istogramma,
fissate le dimensioni e l’intensita` totale dell’immagine. Questo tipo di ana-
lisi si e` rivelato utile nella caratterizzazione di immagini SIMS che sono il
risultato di un fenomeno di conteggio di pochi eventi.
Si consideri l’immagine 256× 256 come un insieme di N = 216 locazioni
equiprobabili. L’occupazione di una locazione da parte di un count e` as-
similata ad un evento. Il numero di eventi totali che si verificano sia pari
all’intensita` totale dell’immagine considerata.
Data l’intensita` totale di un’immagine, e` possibile calcolare la proba-
bilita` di una determinata configurazione (intesa come istogramma, ovve-
ro numero di punti singoli, numero di coppie, numero di triplette, etc.),
indipendentemente da quali locazioni risultano occupate.
La formula proposta per il calcolo della probabilita` impiega strumenti di
calcolo combinatorio quali la formula per il calcolo delle disposizioni semplici
e delle permutazioni con ripetizione.
Una disposizione semplice di s elementi di un insieme S di n oggetti, con
s < n, e` definita come una presentazione ordinata di s elementi di S nella
quale non si possono verificare ripetizioni di uno stesso oggetto. Il numero
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Una permutazione semplice di un insieme di k oggetti e` la presentazione
ordinata, priva di ripetizioni, dei suoi elementi. Una permutazione con ripe-
tizione si ha quando e` ammessa la ripetizione di alcuni elementi. Indicando
con ni il numero di volte che compare l’i-esimo elemento, con i = 1, 2, ..., k,





Indicando con r1,r2,...,rh rispettivamente il numero di count singoli, il
numero di coppie (ovvero occupazione di una stessa locazione da parte di
due count), il numero di triple (ovvero occupazione di una stessa locazione





Sia k il numero di count totali dell’immagine in esame, sia n pari al
numero di locazioni disponibili (nel caso 216), sia s pari al numero di locazioni
occupate, ovvero pari alla somma del numero di count singoli, del numero
di coppie, del numero di triplette, etc., allora la formula analitica proposta
per la probabilita` P di una determinata configurazione risulta
P = DsnQC (3.5)
La formula analitica in forma chiusa proposta permette, in modo analogo
ai modelli a dati surrogati, di stabilire la lontananza della distribuzione
puntiforme in esame dal caso random, restituendo un valore numerico pari
alla probabilita` di ottenere la configurazione in esame.
Il calcolo comporta un notevole costo computazionale nel caso di immagi-
ni di 256×256 pixel per la presenza dei fattoriali. L’implementazione e` stata
comunque possibile in ambiente Mathematica 6.0.0 (Wolfram Research).
Tale formula e` stata verificata e risulta in perfetto accordo con i risultati
di modelli a dati surrogati, ed e` stata dedotta considerando di seleziona-
re s locazioni occupate su n in tutti i modi possibili tenendo conto anche
dell’ordine (termine relativo alle disposizioni semplici), considerando tutti
i possibili percorsi che portano alla formazione di una data configurazione
(termine relativo alle permutazioni con ripetizione), dove per percorso si
intende la modalita` di comparsa in successione di coppie, triple, etc.
Il termine correttivo tiene conto del fatto che alcune configurazioni, in
cui alcuni elementi possono essere scambiati tra loro, vengono contate piu`
volte nel prodotto tra disposizioni semplici e permutazioni con ripetizione.
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3.2.2 Regressione non parametrica: Kernel Smoothing
In questa sezione viene presentata l’applicazione ad immagini SIMS di una
tecnica di regressione non parametrica proposta da Nadaraya [52] e Watson
[53] nel 1964 e nota in letteratura come Kernel Smoothing.
In generale, nei metodi di regressione classici si ipotizza una generica
funzione parametrica allo scopo di descrivere la relazione tra una variabile
dipendente ed una o piu` variabili indipendenti, e si determinano i parametri
sulla base di un certo errore dai dati. La scelta della funzione da adottare
viene necessariamente effettuata prima del calcolo dei parametri.
Per regressione non parametrica si intende invece un metodo di analisi
che utilizza opportune funzioni, dette smoother, per descrivere la relazio-
ne tra una variabile dipendente (detta anche variabile di uscita o response
variable) y ed una o piu` variabili indipendenti (dette anche esplicative o
predittori) xi, senza definire a priori la forma funzionale piu` appropriata ai
dati, secondo la formula
E(yi) = f(x1i, x2i, ..., xpi) (3.6)
dove E(yi) indica la media di y per l’i-esima di n osservazioni. L’analisi di
regressione non parametrica si distingue pertanto dai metodi di regressione
lineare in cui la relazione tra le variabili e` definita come
E(yi) = α+ β1x1i + ...+ βpxpi (3.7)
e dai metodi di regressione non lineare in cui la relazione di dipendenza, seb-
bene non lineare nei parametri γi, e` definita esplicitamente a priori, secondo
ipotesi di modello, ed esprimibile come
E(yi) = f(x1i, x2i, ..., xpi; γ1, ..., γk) (3.8)
L’analisi di regressione classica stima i valori dei parametri, l’analisi di
regressione non parametrica stima direttamente la funzione di regressione.
Tra i metodi di regressione non parametrica si annoverano i metodi ba-
sati su kernel, detti anche metodi di regressione pesata localmente (Locally
Weighted Regression). Un metodo esemplificativo, noto in letteratura come
Nearest-neighbor kernel estimation, definisce un vicinato rispetto al punto
x0, detto focale, in cui viene calcolata la funzione f(x0) da stimare.
Un parametro fondamentale nel Kernel Smoothing, indicato con h e noto
in letteratura come bandwidth o parametro di smoothing (coincidente con il
parametro h che compare a pedice della funzione gh,1−λ in Eq. 3.1), controlla
la dimensione del vicinato e, di conseguenza, il grado di smoothing.
Viene inoltre definita una funzione simmetrica di peso, centrata in x0,
che si annulli o sia prossima a zero agli estremi del vicinato. La scelta di tale
funzione e` arbitraria e non risulta critica ai fini del risultato. La funzione di
peso, tipicamente decrescente con la distanza dal punto focale, permette di
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calcolare il valore della funzione f(x0), detta kernel estimator, in x0 come






K(x0 − xi;h) (3.9)
dove K e` una funzione densita` di probabilita`, nota come kernel function, la
cui varianza e` controllata dal parametro h.
Spesso la funzione K e` definita come una funzione densita` di probabilita`
gaussiana a media nulla e deviazione standard h. Come gia` accennato,
la scelta della funzione di kernel e` arbitraria e di secondaria importanza,
sebbene tipicamente soddisfi i requisiti di funzione positiva di tipo smooth
simmetrica, con picco nel punto centrale, monotonicamente decrescente (o
non-crescente) all’aumentare della distanza. Un esempio di kernel gaussiano




In questa tesi e` stata valutata la funzione di kernel K(u) di forma para-
bolica (mostrata in Fig. 3.6) proposta nel 1969 da Epanechnikov [54] definita
come
K(u) = a(1− u2) (3.11)
quando la norma di u e` inferiore all’unita`, e nulla altrimenti. La costante a
assume, nel caso bidimensionale, valore pari a 2pi .
Figura 3.6: Kernel bidimensionale di Epanechnikov [54].
In questa tesi e` stata scelta ed applicata ad immagini SIMS, intese co-
me distribuzioni puntiformi bidimensionali, la definizione della funzione f
proposta nel 1964 da Nadaraya [52] e Watson [53]. Tale funzione, calcolata
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per tutte le locazioni appartenenti all’area della distribuzione (ovvero tutti
i pixel dell’immagine), e` definita come












dove N e` il numero di punti della distribuzione spaziale puntiforme da sotto-
porre a smoothing (ovvero tutti i pixel di intensita` non nulla); u rappresenta
il vettore a due componenti contenente le coordinate spaziali del punto fo-
cale in cui e` calcolata la funzione; X e` una matrice di dimensione N × 2
contenente le coordinate spaziali di tutte le locazioni dell’area della distri-
buzione; Y e` un vettore di dimensione 1×N contenente i valori di intensita`
della distribuzione in ciascuna locazione (ovvero il valore del livello di gri-
gio di ciascun pixel, che equivale all’immagine stessa); h e` il parametro di
smoothing e K rappresenta la funzione di kernel. La notazione X[i] (ripro-
posta nel prosieguo) indica il vettore a due componenti (x1[i] e x2[i]) estratto
dalla matrice X, contenente, nel caso bidimensionale, le coordinate spaziali
dell’i-esimo punto.
L’operazione di smoothing, effettuata su distribuzioni puntiformi ideali o
direttamente su immagini SIMS, costituisce un passaggio importante della
processazione/funzione gh,1−λ descritta in § 3.1.2.
Un esempio di matrice risultante dall’applicazione della teoria del kernel
smoothing (h = 30) ad un’immagine SIMS e` mostrata in Fig. 3.7.
3.2.3 Derivata analitica della funzione di kernel
Allo scopo di segmentare eventuali strutture presenti nelle immagini SIMS, e`
stata ricavata la formula per la derivazione analitica della funzione di kernel,
rispetto alle coordinate spaziali.
Allo scopo di evidenziare discontinuita` rilevanti per la caratterizzazio-
ne delle strutture eventualmente presenti, e` stata valutata la possibilita` di
ricavare una edge map dell’immagine I sottoposta a smoothing, mediante
una maschera di filtraggio (implementata in ambiente IDL 6.1 (RSI )) che
approssima il modulo del gradiente G effettuando la differenza tra pixel con-
tigui nelle due direzioni spaziali (rispettivamente in direzione delle colonne
fx e delle righe fy) secondo le formule
fx = 0.5 ∗ (SHIFT (I, [−1, 0])− I) + 0.5 ∗ (SHIFT (I, [+1, 0])− I) (3.13)
fy = 0.5 ∗ (SHIFT (I, [0,−1])− I) + 0.5 ∗ (SHIFT (I, [0,+1])− I) (3.14)
G = f2x + f
2
y (3.15)
Nella formula compare il comando SHIFT, disponibile in ambiente IDL
(RSI ), che permette lo spostamento di un certo numero di passi (verso si-
nistra o verso destra per le colonne, verso l’alto o verso il basso per le righe,
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Figura 3.7: Risultati dell’applicazione del kernel smoothing per h = 30 ad
immagine SIMS: a) immagine SIMS, c) matrice risultante dallo smoothing,
e relative visualizzazioni tridimensionali (rispettivamente b) e d)).
a seconda del segno dei valori racchiusi tra parentesi quadre) delle colonne
e delle righe di una matrice.
Tale metodo si e` rivelato insufficiente a cogliere strutture giacenti in
orientazioni casuali, pertanto e` stata implementata la formula di derivazione
analitica, ricavata per un kernel gaussiano. Un confronto tra i risultati
dell’applicazione di tali due metodi all’immagine in Fig. 3.7 e` mostrato in
Fig. 3.8.
Nella derivazione si tiene conto del fatto che il denominatore (indicato
con C) in Eq. 3.12 risulta costante, indipendente dai valori di intensita`
dell’immagine, per tutte le locazioni spaziali.



























dove x1 e x2 sono le due componenti della riga i-esima di X.
Le componenti nelle due direzioni spaziali della derivata del kernel gaus-
siano, in quanto simmetrico, assumono la stessa forma. Si riporta la com-
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Figura 3.8: a) Edge-map, c) derivata analitica, e relative visualizzazioni
tridimensionali (rispettivamente b) e d)) dell’immagine SIMS in Fig. 3.7.
ponente x a scopo esemplificativo:
∂K
∂ux









3.3 Validazione del modello di formazione di im-
magini SIMS e selezione degli indici di carat-
terizzazione su base modellistica
3.3.1 Organizzazione dello studio
In questa sezione viene introdotto uno studio intrapreso al fine di verificare
e validare il modello di formazione di immagini SIMS ipotizzato in § 3.1. Lo
studio e` inoltre finalizzato alla valutazione, su base modellistica, di alcuni
indici di caratterizzazione allo scopo di selezionare i piu` idonei a descrivere
aspetti salienti delle immagini esaminate.
Lo studio prevede l’implementazione di una serie di algoritmi in vari
ambienti software e comprende:
• l’applicazione del modello di formazione di immagini SIMS (descritto
in § 3.1) ad immagini realmente acquisite con la tecnica SIMS allo
scopo di validare le ipotesi di modello sui parametri h e λ;
• un modello a dati surrogati di generazione di distribuzioni spazial-
mente casuali (indicate semplicemente come distribuzioni random nel
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prosieguo) fissato il valore di intensita` totale, allo scopo di stabilire
intervalli di confidenza per gli indici di caratterizzazione;
• l’applicazione del modello di formazione di immagini SIMS a pattern
spaziali ideali, generati artificialmente in modo tale da esaminare un
ampio range di caratteristiche geometriche e di intensita` totali del-
le immagini SIMS analizzate, allo scopo di selezionare gli indici di
caratterizzazione piu` idonei e di costruire curve di riferimento;
• l’applicazione del modello di formazione di immagini SIMS ad una di-
scontinuita` macroscopica individuata su immagini reali SIMS, allo sco-
po di verificare la correttezza dell’informazione apportata dalle curve,
costruite su pattern ideali per gli indici di caratterizzazione selezionati.
3.3.2 Validazione delle ipotesi di modello sui parametri, me-
diante elaborazione di immagini SIMS
L’analisi di immagini SIMS realmente acquisite, proposta in questa sezione,
e` finalizzata alla formazione di un’immagine surrogata, confrontabile con
l’originale SIMS, mediante l’impiego del modello introdotto in § 3.1, al fine
di validare le ipotesi di modello sui parametri.
Lo studio proposto in questo paragrafo consta di due parti: una pri-
ma parte di analisi di immagini chimiche del silicio ed una seconda parte
di indagine su fantoccio non biologico, con successiva verifica su campione
biologico.
Nella prima parte dello studio e` stata selezionata l’immagine chimi-
ca del silicio di un campione che presenta una discontinuita` macroscopi-
ca (foro) nel tessuto, individuata mediante microscopia ottica (mostrata in
Fig. 3.9). L’intensita` dell’immagine in esame e` stata presa a riferimento
Figura 3.9: a) Immagine chimica del silicio, b) visualizzazione
tridimensionale.
per la generazione di un’immagine surrogata avente le stesse caratteristiche
dell’originale.
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L’immagine surrogata e` stata ottenuta mediante l’applicazione del pro-
cesso, indicato con gh,1−λ in Eq. 3.1 (e descritto in § 3.1.2), direttamen-
te all’immagine originale SIMS. Il risultato del kernel smoothing applicato
all’immagine in Fig. 3.9 e` mostrato in Fig. 3.10.
Figura 3.10: a) Visualizzazione piana della matrice risultante dall’ope-
razione di smoothing dell’immagine chimica del silicio, b) visualizzazione
tridimensionale.
In base ai dati sperimentali, e` stato settato il valore di h e di λ in modo
tale da massimizzare la simiglianza tra l’immagine originale e l’immagine
surrogata. In Fig. 3.11 la realizzazione (posto h = 3 e scelto un valore di λ
che massimizzi la simiglianza) e` posta a confronto con l’immagine chimica
originale del silicio.
Figura 3.11: a) immagine SIMS del silicio, b) realizzazione per un valore
ottimizzato del parametro λ (h = 3).
Il confronto quantitativo delle immagini, effettuato secondo le modalita`
di comparazione descritte in § 3.1.4, costituisce una prima conferma del-
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Immagine originale SIMS Realizzazione
sopra-soglia 953.5606 938.8939
sotto-soglia vicina 497.0000 516.9545
sotto-soglia lontana 129.4705 144.5588
Tabella 3.1: Intensita` mediata sulle porzioni appartenenti alle tre zone
definite per il confronto tra immagine originale ed una realizzazione
la possibilita` di generare immagini con caratteristiche analoghe alle reali
immagini SIMS mediante il modello proposto.
La seconda parte dello studio proposto in questo paragrafo, prevede l’ap-
plicazione della processazione gh,1−λ ad immagini SIMS di differenti specie
chimiche, estratte dallo spettro di massa del fantoccio non biologico descritto
in § 1.6.
In questo ulteriore approfondimento il valore di h e` stato mantenuto
costante, allo scopo di validare l’ipotesi di modello che esso sia legato al-
le caratteristiche intrinseche ed ai settaggi di acquisizione del macchinario
SIMS e pertanto uno stesso valore di h risulti idoneo a generare immagini
surrogate, per tutte le immagini provenienti da uno stesso strumento SIMS.
L’ottimizzazione della simiglianza ha invece comportato la variazione del
parametro λ in dipendenza della specie chimica considerata e delle condi-
zioni di preparazione e contaminazione del campione, in modo coerente con
l’ipotesi che λ sia legato alla mobilita` della specie chimica ed alla presenza di
contaminanti. In Fig. 3.12 sono riportate le immagini SIMS e le realizzazioni
per h = 3 e per λ = 0. Sebbene per motivi di scalatura (necessari a causa di
Figura 3.12: a) Matrice risultante dall’operazione di smoothing, impiega-
ta come mappa di probabilita` per la generazione della realizzazione, b)
maschera binaria, c)immagine SIMS originale, d) realizzazione (h = 3,
λ = 0).
valori elevati in vicinanza dei bordi dell’immagine) in fase di visualizzazione
le immagini sembrino significativamente diverse, i valori medi di intensita`
(riportati in Tab. 3.1 a scopo esemplificativo), calcolati nelle tre zone defi-
nite per il confronto delle immagini, risultano simili. L’introduzione di un
valore di λ non nullo, che permetta di massimizzare la simiglianza tra im-
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magine originale e ricostruzione, e` stata effettuata in uno studio su pattern
artificialmente creato.
La conformazione nota del fantoccio non biologico ha infatti permesso
di costruire un pattern ideale (come descritto in § 3.1.1) in forma matriciale
in ambiente IDL (RIS ) ed applicare il modello di formazione dell’immagine
SIMS descritto in § 3.1; dall’analisi quantitativa dell’immagine e` stato pos-
sibile risalire a forma e dimensioni della struttura superficiale del campione
(nel caso una griglia con spessore dei bordi e spaziatura definiti, mostrata
in Fig. 3.13).
Figura 3.13: Pattern ideale analogo in forma e dimensioni alla struttura del
campione.
Per ciascun picco e` stato possibile stabilire un valore di λ ottimale al fine
di massimizzare la simiglianza tra tale realizzazione e l’immagine originale
SIMS, mantenendo fisso il valore del parametro di smoothing h.
Uno studio analogo e` stato ripetuto su una doppia discontinuita` ma-
croscopica di tessuto (individuata nell’immagine chimica degli ioni totali
tramite microscopia ottica), assimilabile ad una striscia di spessore noto.
Dallo spettro di massa sono state estrapolate immagini di differenti specie
Figura 3.14: Immagini SIMS: a) ioni totali, b) silicio, c) frammento di fo-
sfatidilcolina (C5H12N+), d) frammento di fosfatidilcolina (C5H14NO+) ,
e) carbonio, f) sodio, g) potassio h) frammento di 99Tc-NOET (TcN). i)
Pattern ideale. j) Immagine ottica).
chimiche (rispettivamente ioni totali, silicio, due frammenti di fosfatidilcoli-
na (C5H12N+ e C5H14NO+), carbonio, sodio, potassio ed il frammento TcN
del tracciante N-etil-N-etossi-ditiocarbammato-N-99Tc (99Tc-NOET), mo-
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strate in Fig. 3.14), aventi un numero di count rappresentativo della gamma
di intensita` totali che generalmente si incontrano.
Anche in questo caso e` stato applicato il modello di generazione di im-
magini surrogate a partire da un pattern ideale (in Fig. 3.14). Per ciascuna
specie chimica, e` stato possibile individuare un valore di λ che restituisse
una realizzazione molto simile all’immagine reale, mantenendo h costante al
valore precedentemente individuato.
3.3.3 Modello a dati surrogati per la valutazione della signi-
ficativita` degli indici di caratterizzazione
E` stato realizzato un modello, a dati surrogati, finalizzato alla creazione di
intervalli di confidenza per la valutazione della significativita` statistica di
alcuni indici di caratterizzazione (introdotti in § 3.1.5). Tale modello genera
un certo numero di realizzazioni random (ovvero alloca matrici, di dimen-
sioni pari all’immagine in esame, che rappresentano la regione di studio atta
a contenere la distribuzione spaziale puntiforme in formazione) di intensita`
fissata, a priori, dall’utente.
L’implementazione prevede la generazione casuale di due coordinate spa-
ziali che individuano la locazione a cui aggiungere un count, imitando il
fenomeno di conteggio tipico dell’acquisizione SIMS.
Su ciascuna realizzazione vengono calcolati alcuni indici di caratterizza-
zione. Il valore medio e la deviazione standard di ciascun indice, calcolati
su tutte le realizzazioni, costituiscono il riferimento per la costruzione di
intervalli di confidenza.
Gli intervalli di confidenza (assunti al 95% di confidenza nel prosieguo)
permettono di valutare se il valore di un indice, calcolato per un’immagine o
una porzione di immagine, differisce significativamente dal caso di distribu-
zione spaziale random. Questo metodo e` stato adottato, ad esempio, per la
valutazione di immagini chimiche di frammenti di traccianti radioattivi, per
verificarne la differenza statisticamente significativa rispetto al caso random,
tipico del rumore di acquisizione.
3.3.4 Applicazione del modello di formazione di immagini
SIMS per la selezione e la costruzione di curve di rife-
rimento degli indici di caratterizzazione
Lo studio descritto in questo paragrafo e` stato intrapreso a seguito degli
studi su fantoccio non biologico con conformazione a griglia, descritto in
§ 3.3.2, al fine di selezionare gli indici di caratterizzazione e costruire curve
di riferimento per un ampio range di geometrie del campione.
Sono state appositamente generate in ambiente IDL (RSI ) immagini di
intensita` nota (200, 500, 1000 e 5000 count). Per ciascuna intensita` sono
state realizzate griglie che differiscono per lo spessore e la spaziatura dei
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bordi. In particolare per ogni valore di intensita` sono stati valutati spessori
di 2 e 10 pixel e spaziature di 10, 20 e 40 pixel. La Fig. 3.15 mostra le
griglie considerate. Questi valori sono stati scelti in modo tale da includere
Figura 3.15: Griglie: a) spessore=2, spaziatura=10, b) spessore=2, spazia-
tura=20, c) spessore=2, spaziatura=40, d) spessore=10, spaziatura=10, e)
spessore=10, spaziatura=20, f) spessore=10, spaziatura=40.
la dimensione di una cellula di miocardio di ratto che, in un’immagine SIMS
di lato pari a 256 pixel corrispondente a 300 µm, occupano una superficie
di raggio circa 25-30 pixel.
Il modello di formazione di immagini SIMS e` stato applicato a tali griglie
mantenendo il parametro h costantemente al valore precedentemente indivi-
duato negli studi descritti in § 3.3.2. Il parametro λ e` stato assunto variabile
tra 0 ed 1 con passo 0.1. Per ciascun valore di λ sono state generate un cer-
to numero di realizzazioni (secondo le modalita` descritte in § 3.1.3) e per
ciascuna realizzazione sono stati calcolati alcuni indici di caratterizzazione.
Fissata l’intensita` totale e le caratteristiche geometriche della griglia, e`
possibile monitorare l’andamento del valore di ciascun indice di caratteriz-
zazione all’aumentare di λ, ovvero all’aumentare della percentuale di count
generati in modo spazialmente casuale. In Fig. 3.16 viene mostrata la ri-
costruzione su 1000 punti di intensita` totale di una griglia avente bordi di
spessore pari a 2 pixel, spaziati di 40 pixel, per λ compreso tra 0 ed 1, passo
0.1. Si nota come, all’aumentare di λ, il pattern diviene indistinguibile.
In tal modo e` stato possibile valutare la sensibilita` dei vari indici di
caratterizzazione al variare di intensita` totale, spessore dei bordi della griglia
e spaziatura, intesa come lato delle maglie della griglia.
La selezione degli indici di caratterizzazione si e` basata sul monitorag-
gio della variazione nell’andamento dell’indice in esame in funzione di λ al
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Figura 3.16: Esempio di ricostruzione di griglia (intensita` totale=1000 punti,
spessore=2 pixel, spaziatura=40 pixel) per λ pari a: a) 0, b) 0.1, c) 0.3, d)
0.5, e) 0.7, f) 0.9.
variare di una caratteristica geometrica (spessore o spaziatura della griglia),
fissato un valore di intensita` totale. Gli indici Standard Distance Deviation
e Nearest Neighbor Index sono risultati i piu` idonei alla caratterizzazione
della struttura geometrica, come approfondito in § 4.
Data un’immagine reale con una certa intensita` totale, individuata la
morfologia superficiale del campione, e stabilito, tramite la modellistica pro-
posta, il valore di λ (fissato h per il macchinario) per la specie chimica in
esame, e` possibile ottenere informazioni di significativita` statistica, per un
determinato indice, individuando il valore di λ sulle curve costruite.
La valutazione della correttezza dell’informazione che si ricava con tale
procedimento e` descritta in § 3.3.5 ed e` ottenuta andando a valutare la
coerenza con l’informazione tratta dal confronto diretto dello stesso indice
calcolato per l’immagine e gli intervalli di confidenza costruiti come descritto
in § 3.3.3.
3.3.5 Validazione dello studio proposto in § 3.3.4 tramite ap-
plicazione del modello di formazione di immagini SIMS
ad una discontinuita` macroscopica di tessuto biologico
Allo scopo di validare lo studio proposto in § 3.3.4, e` stata selezionata una
porzione (50 × 128 pixel) di immagine SIMS reale, comprendente la dop-
pia discontinuita` macroscopica nel tessuto biologico, individuata tramite
microscopia ottica e mostrata in Fig. 3.14.
Come accennato in § 3.3.2, sono state estratte dallo spettro di massa al-
cune immagini chimiche relative a differenti analiti e caratterizzate da valori
di intensita` totale rappresentativi del range di intensita` che si incontrano
generalmente nei campioni biologici.
Per ciascuna porzione sono stati calcolati alcuni indici di caratterizzazio-
ne e confrontati con gli intervalli di confidenza costruiti mediante il modello
a dati surrogati che e` stato descritto in § 3.3.3. In tal modo e` stata valutata
la possibilita`, data un’immagine, di distinguere la discontinuita` dal caso di
distribuzione casuale.
I limiti (inferiore e superiore) degli intervalli di confidenza ed il valo-
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Intensita` Limite inferiore Limite superiore Valore assunto Significativita`
21 32.817055 45.882661 31.101384 p < 0.05
36 36.483858 44.852152 33.411563 p < 0.05
39 36.46369 44.12747 40.032498 n.s.
168 38.69386 42.76543 38.203829 p < 0.05
5098 39.88575 41.59614 26.094182 p < 0.05
7282 39.977 41.3896 31.920477 p < 0.05
Tabella 3.2: Risultati relativi all’indice Standard Distance Deviation: limiti
dell’intervallo di confidenza, valori e indicazione di differenza statisticamente
significativa per le intensita` totali delle immagini chimiche in esame
Intensita` Limite inferiore Limite superiore Valore assunto Significativita`
21 0.888523 1.388863 1.2299607 n.s.
36 0.9190917 1.2824913 1.0116668 n.s.
39 0.915598 1.30917 1.1077333 n.s.
168 0.974824 1.147797 1.0913506 n.s.
5098 1.498693 1.513911 1.3688233 p < 0.05
7282 1.645742 1.653458 1.6128859 p < 0.05
Tabella 3.3: Risultati relativi all’indice Nearest Neighbor Index : limiti del-
l’intervallo di confidenza, valori e indicazione di differenza statisticamente
significativa per le intensita` totali delle immagini chimiche in esame
re (e la differenza statistica significativa (p < 0.05) o meno (n.s.) dal caso
random) degli indici selezionati (Standard Distance Deviation e Nearest Nei-
ghbor Index) per ciascuna intensita` sono riportati rispettivamente in Tab. 3.2
ed in Tab. 3.3.
A ciascuna immagine chimica e` stato applicato il modello di formazione
di immagini SIMS, scegliendo h costante e pari al valore individuato per il
macchinario.
La doppia discontinuita` e` stata approssimata mediante un pattern idea-
le in forma di matrice di dimensioni 50 × 128 con conformazione a stri-
scia di spessore dello stesso ordine di grandezza della transizione rilevata
nell’immagine ottica (indicato con i) in Fig. 3.14).
Il valore di λ che massimizza la simiglianza con l’immagine originale e`
stato scelto generando un certo numero di realizzazioni per ciascun valore
di λ in modo analogo a quanto descritto in § 3.3.4. Si riportano in Fig. 3.17
esempi di ricostruzione al variare del valore di λ, per due diverse intensita`
totali dell’immagine. Si nota come, fissata la dimensione della struttura
geometrica, essa risulti distinguibile da una distribuzione casuale di punti
fino ad un valore di λ che e` funzione dell’intensita` totale dell’immagine.
In tal modo e` stato possibile costruire delle curve, per ciascun indice,
in funzione del valore di λ, analogamente a quanto descritto in § 3.3.4 per
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Figura 3.17: Ricostruzione della discontinuita` spaziale per intensita` totale
pari a: e) 168, f) 7282 (per i due picchi contrassegnati con tali lettere in
Fig. 3.14).
le varie tipologie di griglia. Le curve, per le sei intensita` considerate, sono
riportate in Fig. 3.18 per la Standard Distance Deviation ed in Fig. 3.19 per
il Nearest Neighbor Index.
Figura 3.18: Curve di riferimento per l’indice Standard Distance Deviation
per le sei intensita` analizzate.
Il valore di λ associato a ciascuna immagine chimica, e` stato individuato
su tali curve allo scopo di verificarne l’appartenenza o meno all’intervallo di
confidenza del caso random. I valori di intensita` delle immagini chimiche
selezionate ed i valori di λ individuati per massimizzare la simiglianza con
l’immagine originale, sono riportati in Tab. 3.4, assieme all’indicazione di
differenza statisticamente significativa per i due indici di caratterizzazione
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Figura 3.19: Curve di riferimento per l’indice Nearest Neighbor Index per le
sei intensita` analizzate.
Picco Intensita` totale λ Signif. SDD Signif. NNI
b) 5098 0 p < 0.05 p < 0.05
c) 39 0.8 n.s. n.s.
d) 21 0.4 p < 0.05 n.s.
e) 168 0.2-0.3 p < 0.05 n.s.
f) 7282 0 p < 0.05 p < 0.05
h) 36 0.2 p < 0.05 n.s.
Tabella 3.4: Intensita` totale e valore di λ ottimo per sei immagini chimiche
estratte da uno stesso spettro. Indicazione di differenza statisticamente
significativa per i due indici di caratterizzazione Standard Distance Deviation
e Nearest Neighbor Index sulla base di curve di riferimento.
Standard Distance Deviation e Nearest Neighbor Index, stabilita sulla base
delle curve costruite e prese a riferimento.
Il test di significativita` statistica effettuato sul valore di λ sulla base
delle curve di riferimento ha restituito un’informazione coerente con l’infor-
mazione restituita dal test di significativita` statistica basato direttamente sul
valore dell’indice calcolato per la porzione reale (come e` possibile verificare
confrontando Tab. 3.4 con le Tab. 3.2 e Tab. 3.3).
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Questo risultato dimostra l’efficacia del modello nella descrizione dei
processi di formazione di immagini SIMS ed evidenzia la possibilita` di co-
struire curve su pattern tipici ed ottenerne un’informazione di differenza sta-
tisticamente significativa o meno rispetto al caso random, caratterizzando
l’immagine in termini dei parametri h e λ di modello.
Il risultato valida lo studio descritto in § 3.3.4 in quanto conferma la
possibilita` di ricavare, a priori, informazioni circa la dimensione e la tipologia




In questo capitolo sono riportati i risultati ottenuti tramite l’applicazione
della modellistica proposta in § 3.
Per quanto riguarda i parametri del modello di formazione di immagini
SIMS e` stato possibile, sulla base delle prove effettuate, validare le ipotesi
di modello riguardanti i parametri h e λ.
Il parametro di smoothing h che massimizza la simiglianza dell’immagine
generata per via modellistica e l’immagine originale, risulta indipendente
dalla specie chimica di cui si analizza l’immagine e dipendente soltanto dal
macchinario SIMS impiegato. Questo risultato, verificato sia su campioni
biologici sia su fantocci non biologici, conferma l’ipotesi che l’operazione di
smoothing rappresenti in qualche modo la dispersione di ioni conseguente
all’azione di sputtering e che pertanto h dipenda dalla fisica e dai settaggi
di acquisizione tipici del macchinario SIMS considerato.
Il parametro di rumore λ che massimizza la simiglianza dell’immagine
generata per via modellistica e l’immagine originale, risulta invece diverso
da specie chimica a specie chimica e risulta pertanto associato ad artefatti
introdotti in fase di preparazione del campione, alla mobilita` della specie
chimica, alla presenza di contaminanti ambientali ed a tutti i tipi di rumore
presenti, variabili da acquisizione ad acquisizione, da campione a campione.
4.1 Selezione degli indici di caratterizzazione
Per quanto concerne la valutazione degli indici di caratterizzazione, la sele-
zione e` stata effettuata mediante lo studio descritto in § 3.3.4. Per ciascuna
intensita` analizzata, per ogni tipologia di griglia, e` stato monitorato l’anda-
mento della significativita` statistica della differenza dal caso di distribuzione
spaziale random, di ciascun indice, al variare di λ.
I grafici a barre (in Fig. 4.1 ed in Fig. 4.2 per griglie aventi bordi di
spessore rispettivamente pari a 2 e 10 pixel) mostrano l’andamento degli
indici in esame, per intensita` totale pari a 500 count, avendo associato (a
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scopo di visualizzazione), rispettivamente al valore 2 ed al valore 0, il signi-
ficato di differenza statisticamente significativa e differenza non statistica-
mente significativa (al 95% di confidenza) dal caso random; il valore 1 indica
che solo alcune componenti di indici vettoriali risultano differenti in modo
statisticamente significativo dal caso random.
Figura 4.1: Grafici a barre dell’andamento degli indici di caratterizzazione in
funzione di λ, per griglie di intensita` totale pari a 500, con bordi di spessore
pari a 2 e spaziatura pari a 10, 20 e 40.
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Figura 4.2: Grafici a barre dell’andamento degli indici di caratterizzazione
in funzione di λ, per griglie di intensita` totale pari a 500 , con bordi di
spessore pari a 10 e spaziatura pari a 10, 20 e 40.
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I grafici riportati, che hanno andamento esemplificativo anche delle altre
intensita`, mostrano la diversa sensibilita` degli indici a variazioni geometri-
che.
In particolare, dallo studio, e` emerso che la Standard Distance Deviation
(§ 2.3.1) ed il Nearest Neighbor Index (§ 2.4.2) risultano idonei a rilevare
variazioni di spessore e di spaziatura tra i bordi costituenti strutture a gri-
glia in quanto entrambi mostrano il passaggio da differenza statisticamente
significativa a non, per un valore di λ che e` funzione decrescente dello spes-
sore e crescente della spaziatura dei bordi costituenti al griglia, come risulta
evidente dai grafici di Standard Distance Deviation in Fig. 4.3 per intensita`
totale pari a 200, in Fig. 4.4 per intensita` totale pari a 500, in Fig. 4.5 per
intensita` totale pari a 1000, in Fig. 4.6 per intensita` totale pari a 5000 e
dai grafici di Nearest Neighbor Index in Fig. 4.7 per intensita` totale pari
a 200, in Fig. 4.8 per intensita` totale pari a 500, in Fig. 4.9 per intensita`
totale pari a 1000, in Fig. 4.10 per intensita` totale pari a 5000. In tali grafici
sono tracciate due rette parallele che indicano i limiti (inferiore e superiore)
del’intervallo di confidenza al 95%, costruito tramite modello di generazione
di distribuzioni casuali di pari intensita`, descritto in § 3.3.3. I due valori nu-
merici, inclusi nel titolo di ciascun grafico, indicano rispettivamente spessore
e spaziatura dei bordi della griglia.
Figura 4.3: Standard Distance Deviation: intensita` totale pari a 200.
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Figura 4.4: Standard Distance Deviation: intensita` totale pari a 500.
Figura 4.5: Standard Distance Deviation: intensita` totale pari a 1000.
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Figura 4.6: Standard Distance Deviation: intensita` totale pari a 5000.
Figura 4.7: Nearest Neghbor Index: intensita` totale pari a 200.
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Figura 4.8: Nearest Neghbor Index: intensita` totale pari a 500.
Figura 4.9: Nearest Neghbor Index: intensita` totale pari a 1000.
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Figura 4.10: Nearest Neghbor Index: intensita` totale pari a 5000.
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Negli ambienti software Excel (Microsoft Corporation) e KaleidaGraph
4.03 (Sinergy Software) e` stato possibile individuare una linea di tendenza
per il fitting di tali curve ed ottenere una formula analitica in forma chiusa.
Per la curva della Standard Distance Deviation e` stato scelto un modello
di regressione lineare, mentre per il Nearest Neighbor Index si propone un
modello di regressione di tipo esponenziale, secondo la formula
y = m3 +m1(1− e−m2x) (4.1)
.
Si riportano nei grafici in Fig. 4.11, in Fig. 4.12, in Fig. 4.13, in Fig. 4.14,
in Fig. 4.15, in Fig. 4.16, in Fig. 4.17, in Fig. 4.18 le equazioni di regressione
per i due indici, per le quattro intensita` totali proposte. Ciascuna linea e`
individuata in legenda da due valori che indicano rispettivamente spessore
e spaziatura dei bordi della griglia considerata.
Si nota che i valori dei parametri di fitting restano pressoche` invariati al
variare dell’intensita` totale considerata, per tutte le tipologie di griglia.
Figura 4.11: Fitting lineare per la Standard Distance Deviation: intensita`
totale pari a 200. I due valori in legenda indicano rispettivamente spessore
e spaziatura dei bordi della griglia considerata.
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Figura 4.12: Fitting lineare per la Standard Distance Deviation: intensita`
totale pari a 500. I due valori in legenda indicano rispettivamente spessore
e spaziatura dei bordi della griglia considerata.
Figura 4.13: Fitting lineare per la Standard Distance Deviation: intensita`
totale pari a 1000. I due valori in legenda indicano rispettivamente spessore
e spaziatura dei bordi della griglia considerata.
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Figura 4.14: Fitting lineare per la Standard Distance Deviation: intensita`
totale pari a 5000. I due valori in legenda indicano rispettivamente spessore
e spaziatura dei bordi della griglia considerata.
Figura 4.15: Fitting di tipo esponenziale per il Nearest Neighbor Index:
intensita` totale pari a 200. I due valori in legenda indicano rispettivamente
spessore e spaziatura dei bordi della griglia considerata.
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Figura 4.16: Fitting di tipo esponenziale per il Nearest Neighbor Index:
intensita` totale pari a 500. I due valori in legenda indicano rispettivamente
spessore e spaziatura dei bordi della griglia considerata.
Figura 4.17: Fitting di tipo esponenziale per il Nearest Neighbor Index:
intensita` totale pari a 1000. I due valori in legenda indicano rispettivamente
spessore e spaziatura dei bordi della griglia considerata.
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Figura 4.18: Fitting di tipo esponenziale per il Nearest Neighbor Index:
intensita` totale pari a 5000. I due valori in legenda indicano rispettivamente
spessore e spaziatura dei bordi della griglia considerata.
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Le curve relative all’andamento lineare dell’indice Standard Distance De-
viation risultano regolari, a meno di qualche oscillazione dovuta alla gene-
razione casuale di un numero basso di realizzazioni. Dai grafici relativi al
Nearest Neighbor Index si nota un andamento piuttosto irregolare, soprat-
tutto per l’intensita` piu` elevata considerata, che presenta, a seguito di salita
esponenziale, un andamento decrescente fino al raggiungimento di un mini-
mo locale, seguito dalla ripresa dell’andamento crescente circa lineare. Si
ritiene che si tratti di oscillazioni appartenenti al tratto di tendenza al valore
di regime della curva, e che il tratto di salita esponenziale della curva non
sia visibile per i valori di λ analizzati.
Tale andamento e` stato evidenziato anche in grafici relativi allo studio
del pattern che approssima una doppia discontinuita` macroscopica, descritto
in § 3.3.4. Si riportano in Fig. 4.19 ed in Fig. 4.20 i grafici relativi ai due
indici selezionati, per le immagini di sei specie chimiche, caratterizzate da
differenti intensita`.
Figura 4.19: Fitting lineare della curva dell’indice Standard Distance
Deviation relativi al pattern che approssima una doppia discontinuita`
macroscopica, per sei valori di intensita` di immagini chimiche SIMS.
In tali grafici si nota un andamento irregolare per le curve di Standard
Distance Deviation e di Nearest Neighbor Index di intensita` inferiore ai
100 count, dovuto all’elevata variabilita` connessa ad intensita` estremamente
basse.
Per quanto concerne l’andamento del Nearest Neighbor Index si nota
che, per le due intensita` piu` elevate, il fitting risulta errato in quanto si
presenta un andamento, riscontrato anche per le varie tipologie di griglie,
caratterizzato da un minimo locale.
Per spiegare tale andamento e` stato ipotizzato che la comparsa iniziale
di punti in zone che differiscono dal pattern ideale, comporti un aumento
della distanza dal primo vicino, causando l’andamento crescente esponen-
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Figura 4.20: Fitting lineare della curva dell’indice Nearest Neighbor Index
relativi al pattern che approssima una doppia discontinuita` macroscopica,
per sei valori di intensita` di immagini chimiche SIMS.
ziale dell’indice. Un successivo infittimento dei punti in tutta l’immagine
(all’aumentare di λ), causa la diminuizione della distanza dal primo vicino
per i punti in zone non appartenenti al pattern, precedentemente pressoche`
isolati.
4.2 Protocollo sperimentale
Le immagini SIMS elaborate in questa tesi sono state acquisite presso il polo
universitario di Colle Val d’Elsa (Siena, Italia). Il protocollo sperimentale
deriva dalla collaborazione tra la Scuola S. Anna di Pisa, l’Istituto di Fi-
siologia Clinica del CNR (Pisa) e il Dipartimento di Scienze e Tecnologie
Chimiche e dei Biosistemi dell’Universita` di Siena.
Gli esperimenti condotti sono stati finalizzati a studi di distribuzione di
traccianti di perfusione, in tessuti di miocardio sano e infartuato, e si collo-
cano all’interno di un progetto piu` ampio che analizza il coivolgimento della
microcircolazione coronarica nella genesi e nello sviluppo di disfunzioni mio-
cardiche. Il progetto (che coinvolge anche altre modalita` di imaging) pone
l’attenzione sull’influenza di alterazioni che agiscono a livello microvascolare,
piuttosto che a livello dei grandi vasi coronarici.
Un esempio di individuazione, a livello macroscopico, di zone sane e infar-
tuate e` mostrato in Fig. 4.21. Le immagini, acquisite mediante microscopia
ottica a 40× d’ingrandimento, sono state ottenute a seguito di deposizione
sul campione di coloranti di tipo Masson Tricromic, i quali si depositano in
modo selettivo in tessuti sani e infartuati, permettendone la distinzione ma-
croscopica sulla base del colore risultante (blu per le zone infartuate, rosso
altrimenti).
La distinzione tra tali tessuti e` stata indagata anche mediante studi di
analisi frattale su immagini ottiche [55] nell’ambito dello stesso progetto.
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Figura 4.21: Immagini ottiche di tessuto miocardico a) sano e b) infartuato.
4.3 Strumentazione e procedure di acquisizione
La spettrometria di massa di tipo ToF-SIMS e` stata effettuata mediante
Physical Electronics PHI TRIFT III, dotato di sorgenti a impulsi di Ga+ o
di [Au]+, [Au2]+, [Au3]+.
Gli esperimenti sono stati condotti in modalita` statica, che permette
l’analisi sia di specie elementari, sia di specie molecolari sulla superficie del
campione.
Il range di massa e` stato impostato a 10.000 uma e piu`, per le macro-
molecole organiche.
In questo studio e` stata impiegata la molecola del 99Tc-NOET, tracciante
noto e impiegato in medicina nucleare (in particolare nella SPECT (Single
Photon Emission Computed Tomography)) marcato con 99mTc metastabile a
breve emivita, contenente un nucleo di 99Tc a lunga emivita pari a 2.13x105
anni, considerato in pratica un isotopo stabile ed usato come sonda in questo
tipo di analisi. La struttura chimica del N-etil-N-etossi-ditiocarbammato-
N-99Tc (99Tc-NOET) e` mostrata in Fig. 4.22.
Figura 4.22: Formula chimica del 99Tc-NOET.
Sono state effettuate acquisizioni in presenza ed in assenza di traccianti,
in presenza ed in assenza del tessuto, al variare del tempo di pre-sputtering e
di acquisizione, al variare della sorgente, al variare dell’intensita` di corrente
e dell’area di acquisizione, con spettro di ioni positivi o negativi.
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4.3.1 Preparazione del campione
Sono state preparate matrici biologiche contenenti un appropriato e ben noto
tracciante. L’analisi e` stata condotta in modalita` spettroscopica SIMS.
La distribuzione del tracciante di flusso e` stata studiata mediante il mo-
dello ex vivo di cuore isolato battente di Langendorff (Fig. 4.23), secondo
differenti protocolli di perfusione allo scopo di riprodurre condizioni di flusso
normale o ischemiche di basso flusso.
Figura 4.23: a) Schema di apparato per preparazione Langendorff, b)
particolare della camera di perfusione del cuore [12].
La tecnica Langendorff costituisce un metodo di perfusione che permet-
te di mantenere il flusso all’interno del sistema coronarico del cuore dopo
l’espianto. Il sistema coronarico, che e` responsabile del trasporto di ossige-
no e metaboliti al cuore, si affida alla pressione generata dal cuore stesso
per permettere il flusso. Il modello di cuore isolato di Langendorff prevede
che, dopo l’espianto, un fluido venga pompato direttamente all’interno del
sistema coronarico.
Sono stati infusi 250 uL di soluzione 0.17 nM di 99Tc-NOET per un
periodo di due minuti nel cuore isolato di topo.
L’intero cuore e` stato successivamente congelato in isopentano raffred-
dato a -150◦ C in azoto liquido. Successivamente il campione, montato e
fissato sul supporto di un criomicrotomo, e` stato affettato in sezioni coronali
di 8 µm di spessore.
Le sezioni cos`ı ottenute, sono state poste su supporti in silicio (wafer di
silicio, conduttori di tipo p di spessore 1 mm, Sigma Aldrich) e portate, su
ghiaccio secco, in un vacuum freeze drier, dove il campione e` rimasto per
diverse ore.
Fette di differenti porzioni del cuore sono state analizzate per mappare
la distribuzione del tracciante. I dati sono stati correlati con l’informazione
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morfologica complementare delle immagini ottiche ottenute tramite SEM e
microscopia ottica.
4.4 Elaborazione dello spettro di massa ed estra-
zione delle immagini chimiche
Il risultato dell’analisi viene memorizzato direttamente dal macchinario di
acquisizione in un formato specifico denominato RAW ToF Acquisition Data,
riconosciuto dal software WinCadence (Physical Electronics). Un esempio
di spettro di ioni positivi (e successivi ingrandimenti (opzione Spawn) della
zona selezionata dal cursore a due barre) e` mostrato in Fig. 4.24.
Figura 4.24: Esempio di spettro in ambiente WinCadence (Physical
Electronics) e successive visualizzazioni ingrandite delle zone selezionate.
L’ambiente WinCadence (Physical Electronics) prevede una sezione de-
nominata Spectra in cui e` possibile, tramite cursore a due barre, seleziona-
re una zona dello spettro (corrispondente ad un range di masse atomiche)
e visualizzare l’immagine di distribuzione relativa alle sole masse atomi-
che selezionate. In tal modo e` stato possibile isolare picchi noti, in moda-
lita` standardizzata per quanto concerne l’ampiezza dell’intervallo di masse
considerato.
L’ambiente Spectra permette anche di identificare un picco selezionato
(opzione Peak ID) tramite una libreria di frammenti ed un calcolatore di
permutazioni in cui e` possibile selezionare elementi dalla tavola periodica.
Permette inoltre di centrare automaticamente il cursore su una determinata
massa (opzione Go Mass).
Prima di procedere alla selezione, e` consigliato eseguire la calibrazione
(opzione Calibrate) su elementi o composti di cui e` nota con certezza la
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presenza. Nel caso in esame sono stati utilizzati come riferimento CH3,
C3H5 e C2H3.
Effettuate la calibrazione e la selezione, e` possibile, mediante opzione
+Image, predisporre un’immagine relativa alla zona selezionata. Le imma-
gini predisposte per varie zone selezionate, saranno poi visualizzate nella
sezione Images dopo una fase di acquisizione (mediante opzione Acquisition
Start). Un esempio di immagini visualizzate nella sezione Images e` mostrato
in Fig. 4.25.
La sezione mette a disposizione varie scale di colori per la visualizzazione
e permette di salvare le immagini in formato .raw contenente i dati grezzi in
binario, ed in formato .bmp in cui i valori sono scalati a 256 livelli di grigio
e viene introdotta la barra di scala in basso a destra nell’immagine. Per
l’elaborazione delle immagini si e` ritenuto opportuno utilizzare la colormap
Gray e memorizzare in formato .raw.
Figura 4.25: Sezione Images dell’ambiente WinCadence (Physical
Electronics).
Le immagini sono state richiamate in ambiente IDL (RSI ) tramite co-
mando:
im=READ_BINARY(nomefile,DATA_TYPE=data_type,DATA_DIMS=[x,y])
che permette di leggere dati binari direttamente dal file in formato .raw,
indicando la tipologia di dato (mediante il campo DATA_TYPE) e le dimensioni
(x, y) della struttura da allocare per contenere i dati (mediante il campo
DATA_DIMS).
La quasi totalita` delle elaborazioni di immagini SIMS, descritte nell’am-
bito di questa tesi, a scopo di validazione ed applicazione del modello di
formazione di immagini SIMS, sono state eseguite in ambiente IDL (RSI ).
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4.5 Risultati dell’analisi di distribuzione del trac-
ciante di perfusione 99Tc-NOET
In questa sezione vengono riportati i risultati relativi all’analisi della distri-
buzione, a livello micro-circolatorio, del frammento TcN del tracciante di
perfusione 99Tc-NOET. Tale distribuzione e` stata analizzata all’interno del-
lo studio, descritto in § 3.3.4 ed in § 3.3.5, concernente una discontinuita`
macroscopica della matrice tissutale.
Lo studio in questione comprende l’analisi dell’immagine chimica del
frammento TcN, caratterizzata da intensita` estremamente bassa (36 count),
come tipicamente accade per traccianti di questo tipo.
Rilevante ai fini dell’analisi, risulta il confronto con l’immagine chimica
di intensita` totale circa pari (39 count nel caso in esame) relativa ad un
frammento di fosfatidilcolina (C5H12N+), un lipide naturalmente presente
sulle membrane cellulari.
La valutazione della significativita` statistica della differenza dal caso di
distribuzione casuale (effettuata mediante costruzione di intervalli di con-
fidenza al 95% tramite il modello a dati surrogati per la generazione di
distribuzioni casuali, descritto in § 3.3.3) evidenzia che non e` possibile indi-
viduare la discontinuita` macroscopica mediante applicazione degli indici di
caratterizzazione all’immagine chimica del C5H12N+, mentre, nel caso del
TcN, l’indice Standard Distance Deviation rileva una differenza significativa
dalla distribuzione casuale. Come gia` mostrato, questo risultato e` coerente
con l’informazione restituita dalla curva di tale indice, in corrispondenza del
valore del parametro λ attribuito all’immagine originale mediante il modello
proposto che simula i processi di formazione di immagini SIMS.
Questi risultati risultano incoraggianti per quanto concerne la possibilita`
di rilevare variazioni microscopiche a livello tissutale, allo scopo di discernere
modificazioni strutturali conseguenti a ischemia, mediante l’elaborazione di
immagini SIMS di traccianti di perfusione. Futuri sviluppi includono la
progettazione sistematica di nuovi protocolli per la sperimentazione di altri
traccianti che mostrino una piu` elevata visibilita` con la metodica SIMS.
4.6 Risultati di studi modellistici sull’influenza del
pre-sputtering
Il modello proposto e` stato applicato per l’analisi di quattro spettri acquisiti,
per uno stesso campione, in assenza ed a tempi crescenti di pre-sputtering
(nel caso 60, 240 e 420 s), a parita` di sorgente ([Au]+), di tempo di acquisi-
zione (600 s), di area superficiale (300 × 300 µm) e di intensita` di corrente
(2 nA).
L’operazione di pre-sputtering, come gia` accennato, consiste in una scan-
sione uniforme della superficie del campione, per un determinato tempo, pre-
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cedente all’analisi, allo scopo di rimuovere eventuali contaminanti ambientali
depositati sul campione in fase di preparazione e taglio.
Sono state estratte, in modo standardizzato, in ambiente Wincadence
(Physical Electronics), le mappe ioniche relative a tre frammenti (C5H12N+
da 86.096 uma, C5H14NO+ da 104.107 uma e C5H15PNO4+ da 184.073 uma)
di fosfatidilcolina, un lipide di membrana. A scopo di analisi, sono state me-
morizzate anche le mappe ioniche di ioni totali, del silicio e dei principali
cationi fisiologici. In Fig. 4.26, Fig. 4.27, Fig. 4.28 e Fig. 4.29 sono mostrate
le mappe ioniche relative ai quattro spettri.
Figura 4.26: Immagini chimiche relative allo spettro acquisito con tempo di
pre-sputtering di 0 s: a) ioni totali, b) C5H12N+ (86.096 uma), c) C5H14NO+
(104.107 uma), d) C5H15PNO4+ (184.073 uma).
Figura 4.27: Immagini chimiche relative allo spettro acquisito con tempo
di pre-sputtering di 60 s: a) ioni totali, b) C5H12N+ (86.096 uma), c)
C5H14NO+ (104.107 uma), d) C5H15PNO4+ (184.073 uma)
Figura 4.28: Immagini chimiche relative allo spettro acquisito con tempo
di pre-sputtering di 240 s: a) ioni totali, b) C5H12N+ (86.096 uma), c)
C5H14NO+ (104.107 uma), d) C5H15PNO4+ (184.073 uma).
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Figura 4.29: Immagini chimiche relative allo spettro acquisito con tempo
di pre-sputtering di 420 s: a) ioni totali, b) C5H12N+ (86.096 uma), c)
C5H14NO+ (104.107 uma), d) C5H15PNO4+ (184.073 uma).
L’intensita` totale (calcolata nelle sole zone di tessuto biologico) delle
immagini chimiche relative ai fosfolipidi risulta decrescente all’aumentare
del tempo di pre-sputtering, sebbene l’intensita` totale della mappa degli ioni
totali abbia un differente andamento (come mostrato in Fig. 4.30).
Figura 4.30: Intensita` in zona non mascherata al variare del tempo di pre-
sputtering : a) ioni totali, b) C5H12N+ (86.096 uma), c) C5H14NO+ (104.107
uma), d) C5H15PNO4+ (184.073 uma).
Lo stesso andamento e` stato riscontrato per il rapporto segnale-rumore
(SNR) (Fig. 4.31), calcolato come rapporto tra il numero di count nel tessuto
biologico e nello sfondo, dove l’eventuale segnale biologico e` dovuto al rumore
della tecnica di acquisizione. Il calcolo dell’indice SNR prevede l’impiego
della tecnica di mascheratura a soglia sulla base della mappa ionica del
silicio, descritta in § 3.1.4.
Anche il valore di entropia di Shannon risulta inversamente proporzionale
al tempo di sputtering come risulta dai grafici in Fig. 4.32.
89
Figura 4.31: SNR al variare del tempo di pre-sputtering : a) ioni totali,
b) C5H12N+ (86.096 uma), c) C5H14NO+ (104.107 uma), d) C5H15PNO4+
(184.073 uma).
Figura 4.32: Entropia di Shannon al variare del tempo di pre-sputtering :
a) ioni totali, b) C5H12N+ (86.096 uma), c) C5H14NO+ (104.107 uma), d)
C5H15PNO4+ (184.073 uma).
Questi risultati confermano l’ipotesi che l’operazione di pre-sputtering,
effettuata allo scopo di rimuovere eventuali contaminanti ambientali deposi-
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tati sulla superficie del campione, causi la perdita di informazione chimica e
morfologica ed introduca artefatti sostanziali per specie chimiche di interesse
fisiopatologico.
Tale ipotesi e` stata confermata anche tramite applicazione del modello. I
risultati mostrano infatti un aumento del valore ottimale di λ all’aumentare
del tempo di pre-sputtering.
E` stato riscontrato un aumento del valore di λ da 0 a 0.3 (Fig 4.33) per
i frammenti di lipide di membrana mentre non sono state individuate varia-
zioni per quanto concerne le mappe ioniche del silicio e del sodio. Questo
andamento conferma l’ipotesi che una scansione intensiva della superficie del
campione, precedente all’analisi, introduca rumore nelle immagini SIMS.
Figura 4.33: Indicazione del valore assunto dal parametro λ per mappe
ioniche del frammento di fosfatidilcolina C5H12N+ al variare del tempo t di
pre-sputtering.
Si puo` pertanto supporre che limitare quanto piu` possibile il tempo di
pre-sputtering risulti favorevole all’analisi.
I risultati lasciano inoltre supporre che sia possibile, tramite studi ana-
loghi, valutare altri settaggi di acquisizione del macchinario, allo scopo di




Il lavoro descritto in questa tesi, rappresenta uno studio preliminare di ap-
plicazione della spettrometria di massa a ioni secondari (Secondary Ion Mass
Spectrometry, SIMS) all’analisi di tessuti biologici.
Obiettivo di questa tesi e` stato lo sviluppo di un modello della formazione
di immagini SIMS che consentisse di applicare la metodica SIMS nell’ambito
della caratterizzazione di tessuti biologici.
Il modello e` stato validato tramite elaborazione di immagini, acquisite
mediante un sistema ToF-SIMS, installato presso il polo universitario di Col-
le Val d’Elsa (Siena, Italia), secondo un protocollo sperimentale, finalizzato
ad indagare l’influenza di alterazioni microvascolari nella genesi e nello svi-
luppo di disfunzioni miocardiche. Tale protocollo sperimentale deriva dalla
collaborazione tra la Scuola S. Anna di Pisa, l’Istituto di Fisiologia Clinica
del CNR (Pisa) e il Dipartimento di Scienze e Tecnologie Chimiche e dei
Biosistemi dell’Universita` di Siena.
La SIMS risulta essere una tecnica analitica dalle grandi potenzialita`,
che prevede il bombardamento, parzialmente distruttivo, della superficie di
un campione, mantenuto in condizioni di alto vuoto, mediante un fascio
ionico primario che scansiona, secondo posizioni discrete sequenziali, una
determinata area del campione.
L’acquisizione dello spettro di massa prevede il trasferimento di analiti
dalla matrice solida del campione alla fase gassosa e la separazione ionica
tramite analizzatore di massa sulla base del rapporto massa-carica degli ioni.
Dallo spettro di massa e` possibile estrarre immagini di distribuzioni di
specie chimiche, che rappresentano il risultato di un fenomeno di conteggio,
a differenza della maggior parte delle immagini acquisite con altre modalita`
tipicamente impiegate in ambito biomedico, che rappresentano il risultato di
un’operazione di quantizzazione di un fenomeno fisico continuo dal punto di
vista energetico. Tali immagini restituiscono un’informazione relativa, che
puo` essere anche quantitativa, previa calibrazione.
La metodica SIMS presenta una risoluzione spaziale dell’ordine del mi-
cron (µm), una sensibilita` di parti per milione (ppm, µg/g) ed una risoluzio-
ne di massa compresa tra le centinaia e le migliaia di unita` di massa atomica
(uma).
Nei capitoli introduttivi, sono state presentate le principali caratteristi-
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che della tecnica, le tipologie di analizzatore di massa, le modalita` di analisi,
i limiti e le potenzialita` della SIMS.
Sono state presentate le principali applicazioni in ambito biologico ed i
metodi di analisi, tratti dalla letteratura, per immagini SIMS, con partico-
lare riferimento a studi di correlazione effettuati sugli spettri di massa che
rappresentano alcune tra le piu` recenti applicazioni in campo biomedico.
Sono stati introdotti descrittori e metodi di analisi (complessivamente
indicati come indici di caratterizzazione e noti in letteratura come apparte-
nenti alla Point Pattern Distribution Analysis) per la caratterizzazione di
immagini SIMS, assimilabili per ipotesi a distribuzioni spaziali puntiformi.
Tali indici di caratterizzazione, tratti da studi in ambito ecologico e astro-
nomico, sono stati valutati e selezionati sulla base della sensibilita` a varia-
zioni morfologiche/geometriche delle strutture superficiali del campione ed
a variazioni di settaggi di acquisizione (tempo di pre-sputtering).
E` stato proposto, un modello di formazione di immagini SIMS che pre-
vede un termine, indipendente dalla specie chimica considerata, che tiene
conto della dispersione causata dallo sputtering e che risulta pertanto legato
alla fisica ed ai settaggi di acquisizione ed al tipo di strumentazione impie-
gata, ed un termine, variabile da campione a campione, da specie chimica
a specie chimica, che tiene conto della mobilita` dell’analita considerato, di
artefatti introdotti in fase di preparazione, della presenza di contaminanti
ambientali e di rumore di altro tipo.
Il modello e` stato validato mediante una serie di studi su fantoccio non
biologico e su immagini di campioni biologici di tessuto miocardico, acquisiti
secondo il protocollo sperimentale presentato.
Per quanto riguarda i parametri del modello di formazione di immagini
SIMS e` stato possibile, sulla base delle prove effettuate, validare le ipotesi
di modello riguardanti i parametri h e λ.
Il parametro di smoothing h che massimizza la simiglianza dell’immagine
generata per via modellistica e l’immagine originale, risulta indipendente
dalla specie chimica di cui si analizza l’immagine e dipendente soltanto dal
macchinario SIMS impiegato. Questo risultato, verificato sia su campioni
biologici sia su fantocci non biologici, conferma l’ipotesi che l’operazione di
smoothing rappresenti in qualche modo la dispersione di ioni conseguente
all’azione di sputtering e che pertanto h dipenda dalla fisica e dai settaggi
di acquisizione tipici del macchinario SIMS considerato.
Il parametro di rumore λ che massimizza la simiglianza dell’immagine
generata per via modellistica e l’immagine originale, risulta invece diverso
da specie chimica a specie chimica e risulta pertanto associato ad artefatti
introdotti in fase di preparazione del campione, alla mobilita` della specie
chimica, alla presenza di contaminanti ambientali ed a tutti i tipi di rumore
presenti variabili da acquisizione ad acquisizione, da campione a campione.
La scelta dei parametri del modello e la selezione degli indici di caratte-
rizzazione sono state motivate e costituiscono un risultato dell’analisi.
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Mediante studi di tipo modellistico, e` stata effettuata la selezione de-
gli indici di caratterizzazione piu` idonei alla caratterizzazione di immagini
SIMS.
In qualita` di risultati degli studi effettuati, vengono mostrati i grafi-
ci relativi alle curve di due indici (Standard Distance Deviation e Nearest
Neighbor Index ) individuati come maggiormente idonei a caratterizzare le
peculiarita` dimensionali e geometriche di pattern ideali ipotizzati.
In conclusione, e` stata dimostrata l’utilita` di impiego di modelli di elabo-
razione delle immagini SIMS, impiegando strutture ideali al fine di simulare
i processi di generazione del segnale e distribuzione delle specie ioniche;
mediante questo approccio e` stato possibile identificare le alterazioni mor-
fologiche del campione e caratterizzare, per le singole matrici analizzate, il
livello di risoluzione spaziale ottenibile dall’immagine.
E` stato applicato un protocollo sperimentale di acquisizione (che com-
prende le fasi di preparazione del campione biologico, di impiego della stru-
mentazione in dotazione e di elaborazione dello spettro di massa in am-
biente WinCadence (Physical Electronics)) per l’analisi della distribuzio-
ne del frammento TcN della sostanza tracciante (99Tc-NOET) in tessuto
miocardico sano e infartuato.
E` stata verificata la possibilita` di rilevare delle discontinuita` morfologi-
che del tessuto (micro-vasi, alterazioni spaziali della matrice del campione)
dall’immagine del frammento TcN del tracciante, mediante l’impiego del
modello di analisi messo a punto. Questo risultato, applicato al modello spe-
rimentale studiato, ha consentito di rilevare variazioni morfologiche a livello
micro-circolatorio, utili per approfondire la comprensione delle alterazioni
che sono alla base dello sviluppo della patologia cardiaca.
L’applicazione del modello ha permesso di verificare un aumento di
rumore nelle immagini risultanti all’aumentare del tempo di pre-sputtering.
Su questa base, ulteriori studi di tipo analitico/modellistico potranno va-
lorizzare la specificita` della tecnica di microscopia a ioni secondari e promuo-
verne l’impiego in ambito medico-biologico, in particolare nel settore farma-
ceutico per lo sviluppo di modelli di bio-distribuzione e rilascio controllato,
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