Abstract
INTRODUCTION
At the present time, concrete filled steel tube columns are widely used in construction. Nowadays, this type of structural elements is favored in practice because of its small cross sectional area to load carrying capacity ratio. Hence Mega concrete columns in tall buildings lower floors can be substituted by smaller sections of CST columns. Moreover, CST elements can be used as piers for bridges at congested areas. Therefore, such structural elements should be thoroughly investigated before used in critical structures. CST columns use combine action of steel and concrete when carrying compression loads and moments showing in ideal structural performance. While the steel tube confined the concrete core enhancing its compressive strength, the concrete core prevents the steel section from experiencing local buckling. Due to that, the use of CST columns has increased, becoming very popular in the last years.
Columns occupy a vital place in structural system. Weakness or failure of a column destabilizes the entire structure. Structure and ductility of steel columns need to be ensured through adequate strengthening, repair & rehabilitation techniques to maintain adequate structural performance.
One way of including specimen irregularities in the model is to use the results of the available experiments to predict the behavior of composite tubes subjected to different loading. ANN is a technique that uses existing experimental data to predict the behavior of the same material under different testing conditions. Using this method details regarding bonding properties between fiber matrix, strength variation of fibers and any manufacturing included imperfections are implicitly incorporated within the input parameters fed to the neural network.
STRUCTURAL BEHAVIOUR
The bond between the steel tubes and the concrete core is the integral factor for understanding the behavior of concrete filled steel tubes columns. Since, steel and concrete are two different materials they have different stress strain properties.
Hence it is difficult to determine the effective structural property. The important parameters affecting the load deformation behavior, ultimate strength and the failure mechanism of CFT's under a given loading condition are When the signals received are strong enough, the neuron is activated and emits a signal through the axon. The signal might be sent to another synapse and might activate other neurons. The complexity of real neurons is highly abstracted, hence modeling artificial neurons. These basically consist of inputs which are multiplied by weights and then computed by a mathematical function which determines the activation of the neuron. Another function computes the output of the artificial neuron. ANN's combines artificial neurons in order to process information.
Fig-1: Neural Network Architecture

WORKFLOW
The workflow for the general neural network design process has seven primary steps  Collect the data 
Feed Forward Back Propagation
The back propagation algorithm has used in layered feed forward ANN's. this means that the artificial neurons are organized in layers and sends their signals "forward" and then the errors are propagated backwards. The network receives inputs by neurons in the input layer and the output of the network is given by the neurons on an output layer. There may be one more intermediate hidden layer.
The back propagation algorithm uses supervised learning, which means that we proved the algorithm with examples of the inputs and outputs we want the network to compute and then the error is calculated. The idea of back propagation algorithm is to reduce this error, until the ANN learns the training data. The training begins with random weights and the goal is to adjust them so that the error will be minimal.
Cascade Backdrop Propagation
Cascade backdrop propagation is similar to the feed forward networks, but includes a weight connection from the input to each layer and from each layer to the successive layers. While two layered feed forward networks can potentially learn virtually any input output relationship, feed forward networks with more layers might learn complex relationships more quickly. Cascade forward back propagation ANN model is similar to feed forward back propagation neural network in using the back propagation algorithm for weights updating, but the main symptom of this network is that layer of neurons related to all layer of neurons.
Elman Back Propagation
Elman back propagation is a two layer back propagation network in which a recurrent connection exists from the output of the hidden layer to its input. Network is trained with gradient descent back propagation with adaptive learning rate.
Time Delay Propagation
Time delay networks are similar to the feed forward networks, except that the weight has a tap delay line associated with it. This allows the network to have a finite dynamic response to time series input data. This network is also similar to the distributed time delay which has delays on the layer weights in addition to the input weight.
Layer Recurrent Propagation
Layer recurrent neural networks are similar to feed forward networks, except that each layer has a recurrent connection with a tap delay associated with it. This allows the network to have infinite dynamic response to time series input data. This network is similar to the time delay and distributed delay neural networks which have finite input responses.
NETWORK PROPERTIES
 Training (70%) Validation (15%) Testing (15)  Lavenberg Marquartd Algorithm  LEARNGDM adaption learning function  MSE performance function  TANSIG transfer function
Train the Network
Once the network weights and biases are initialized, the network is ready for training. The multilayer feed forward network can be trained for function approximation or pattern recognition. The training process requires a set of examples of proper network behavior, network inputs & network outputs.
Lavenberg Marquartd Algorithm
In mathematics and computing the Lavenberg Marquartd algorithm also known as the damped least squares method is used to solve non linear least squares problems.
Learngdm Adaption Learning Functions
LEARNGDM calculates the weight change dW for a given neuron from the neuron's input and error, the weight w, learning rate LR and momentum constant MC, according to gradient descent with momentum.
Mean Square Error (MSE)
The performance function in Artificial neural network is mean square error between the network output and the target.
Tansig Transfer Function
TANSIG is a transfer function. Transfer functions calculate layer's output from its net input.
PREDICTION AND EXPERIMENTAL
RESULTS
From the experiment it is evident that Ultimate load value of CST increases with increase in the diameter of the tubes, decrease in L/D ratio and increase in grade of concrete as shown in the graphs given below. The predicted data is obtained after training the model to 1000 number of epochs and assigning the transfer function to TANSIG with the given inputs and output values. The input is trained using Lavenberg Marquardt algorithm. This performance is measured using MEAN SQUARE ERROR performance function. The experimental inputs are tested to different propagations and it is verified that the deviation for CASCADE backdrop propagation gives the best result with Tansig training function, also the best REGRESSION.
The various plots obtained after the computational analysis are given below. 
RESULTS AND DISCUSSIONS
The ANN is one way of including specimen irregularities in the model using the results of the available experiments to predict the behavior of composite tubes subjected to monotonic loading.
Input layer consist of 8 factors and the outer layer represents one neuron representing the ultimate axial load. Cascade backdrop propagation network shows the excellent performance with very much less errors.
The predicted results obtained show that Cascade backdrop propagation with 11 hidden layers and 10 neurons consistently provide the best prediction of the experimental results.
CONCLUSION
 ANN neural network architecture of (8- 
