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ABSTRACT
Finite Element Analysis of Impact and Cohesion of
Cold Sprayed Particles onto Non-planar Surfaces
MAY 2021

ZHONGKUI LIU
B.E., SHENYANG LIGONG UNIVERSITY
M.S.M.E., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Ian.R. Grosse
Compared to traditional thermal spray, cold spray as a new emerging surface treatment eliminates
or substantially reduces phase transformation of deposited material and reduces coating porosity.
Therefore, the appearance of this new type of surface treatment and additive manufacturing process has
attracted considerable attention from researchers. In this research, three-dimensional modeling of
Al6061-T6 particle impact and cohesion process was simulated by utilizing commercial finite element
analysis (FEA) software ABAQUS/Explicit. To guarantee that a stable bonding phenomenon can be
realized in the scope of physical validity, a built-in cohesive contact behavior model was implemented
in the simulation to understand the bonding phenomenon. A non-planar surface was introduced to
replace the usual planar impacted surface to mimic micron-scale curvature of the sprayed target in the
real condition. Simulation models of spraying particles impact on positions with spray angle
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corresponding to 90°, 80°, 70° were created to investigate the effect generated by the curvature for the
residual stress after bonding. Curvature function was exploited to describe the non-planar surface wavy
condition derived from optimized impacting angle for achieving bonding phenomenon. This numerical
simulation work can provide further insights for the residual stress evolution status in the condition of
realized cohesion between impactor and non-planar surface after a kinetic peening process. Beneficial
suggestions toward cold spray technology utilization in additive manufacturing areas are concluded
from the results of the numerical simulation.
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CHAPTER 1
Background of Cold Spray and its Related
Researches
1. INTRODUCTION
1.1 Background
To improve the material’s surface mechanical performance, several surface treatment technologies,
including thermal spray and cold gas dynamic spray was developed. Cold gas dynamic spray, also
frequently called more simply cold spray, is an innovative coating technology that started in the mid1980s. The cold spray process (Figure 1), as one of the new emerging interfaces improvement methods,
enabling particles to be accelerated into supersonic speed and impact on the aimed substrate. After the
acceleration, metal particles will impact and stick on a metal substrate/target to improve the mechanical
performance of the substrate with the whole process occurring below the melting point of the material
exploited by sphere particle and metal substrate. This coating technology was developed by Dr.Anatolii
Papyrin and his colleagues who worked at the Institute of Theoretical and Applied Mechanics of the
Russian Academy of Sciences in Novosibirsk (Papyrin, Kosarev et al. 2006). During the impingement
process in cold spray, huge plastic deformation is yielded and high-speed particles thus bonded on the
substrate. Many theories were established to account for the bonding phenomenon, while none of them
can be well-recognized.
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Figure 1 Schematic for a set of typical cold spray Assembly (Zou, Rezaeian et al. 2009).

The major constitutions for the cold gas dynamic spray are illustrated in Figure 1. As can be seen
from this illustration, the major components of this process including a gas heater, powder feeder, and
acceleration nozzle. From the start, inertial gases are introduced from an opening on the left side, then
the gases are divided into two parts. One part goes into the heater, which is exploited to heat the gases
to compensate for velocity losses occurring in the later acceleration step. The remainder of the gas
passes through a feeder which is full of metal particles and creates a two-phase flow of gas and particles.
Finally, the two-phase flow and heated gases are combined into one integrated flow. This integrated
flow then passes through a Laval nozzle for acceleration, with the velocity of the flow increased from
subsonic to supersonic condition. At the exit of the nozzle, the supersonic flow of particles impinges
upon a target that demands a better surface physical performance. During this impingement process,
both the accelerated particles and substrate material experience largely plastic deformation locally, and
a fraction of the particles adhere to the substrate when the velocity of the particles reaches a certain
critical value. So, although the cold spray process is complex, two major problems should be considered
more seriously. One of the problems is the impact dynamic response of the particle and substrate during
the impingement process, the other one is the fluid dynamic process. In this thesis, the impingement
process, which is usually associated with high-velocity metal particles and metal substrate, is the
2

process needed to be analyzed.

1.2 Problems and objectives of this research
Historically, simulations realized the bonding phenomenon by adopting surface-based cohesive
behavior in ABAQUS/Explicit software. By using embed surface-based cohesive behavior, realistic
mechanical evolution at the interfaces can be achieved. However, in previous simulated bonding
phenomenon, the surface of the substrate is a smooth planar surface rather than a surface with roughness.
In additive manufacturing, raw materials will with small-length scale perturbations on the surface,
which influence deformation conditions therefore, achieving the bonding phenomenon on a wavy
surface is a problem needed to be addressed. In the real cold spray process, instead of a single particle,
multi particles will impact the substrate simultaneously. Thus, the multi-particle sequentially impact on
a substrate is a problem required to be resolved. In this work, simulation objectives including singleparticle impacts on a planar substrate, two-particles sequentially impact on a planar substrate, and
single-particle impacts on different positions of non-planar surface. When evaluating the simulation
result, residual stress and temperature are the components needed to be measured.

1.3 Scope of the thesis
In this thesis, the scope is the investigation of single-particle and multi-particles impact with
bonding on a planar and a wavy substrate using explicit dynamics finite element analysis. The validity
of the deformation conditions for the particles and substrate are calibrated with experimental results. In
the condition of the wavy surface, single particle impacts on different positions are simulated. In the
planar surface condition, single-particle impact and two-particles sequentially impact are simulated.

3

1.4 Thesis outline
The contents of the thesis are organized below: Chapter One illustrates cold spray basic knowledge
and scope of this thesis. Chapter Two lists academic literatures about the impact process in cold spray,
which including analytical, experimental, and simulation methods. Chapter Three describes simulation
settings for particle collision models in a planar substrate and non-planar substrate conditions. Chapter
Four presents simulation results and analyzes for the single particle impact on a planar substrate and
the two particles sequentially impact on the planar substrate. Chapter Five provides simulation results
for single particle impacts on a non-planar substrate. Chapter Six lists conclusions obtained from the
above simulations and point out shortages of this work. Future works are also discussed in this chapter
.
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CHAPTER 2
Background of Cold Spray Literature Review
2. LITERATURE REVIEW
In this chapter the literature review for cold spray technology is presented. In Chapter One a basic
description for the cold spray running process was provided. Here, we will review the literature on the
merits and drawbacks of this surface treatment technology, parameters that influencing the cold spray
process, existing bonding mechanism to account for the cohesion phenomenon, and the morphology
effect.

2.1 Advantage and disadvantage of the cold spray in comparison with other
spray coating processes
In thermal spray upon impact, droplets, instead of particles, with relatively high temperatures
rapidly solidify and form the material microstructure. This kind of material could be called 'splat'. With
the high cooling rates, the lamellar shape microstructure is produced. Between the microstructural
laminates are interfaces called 'splat boundaries', which can exert strong negative influences on the
mechanical performance of the substrate in most conditions. Compared to thermal technology, the cold
spray has new beneficial characteristics which obtained from its unique process, since the temperature
of the particles obtained at the exit of the nozzle is lower than the melting temperature of the materials
employed by particle. So, compared to thermal spray, the cold spray process is a kinematic based coating
process without experiencing any obvious thermal changes, which could guarantee a more controllable
mechanical property for the deposition on the substrate.
Porosity and oxide defects can be much less in the cold sprayed materials. These are important
5

advantages because porosity and oxide surfaces are two reasons which affect the quality of deposition
in the whole impact process (Champagne 2007). In terms of mechanical conditions, there is also a
significant difference. In thermal spray, tensile residual stresses are a dominant effect. Such stresses not
only lead to a limitation for the maximum deposited thickness but can also result in cracking and
separation of the deposited layer from the substrate. However, in cold spray compressive stresses are
often introduced. Compressive stresses could help to ensure the thicker deposited coatings compared to
thermal spray. Other good aspects of cold spray technology noted by (Champagne 2007) include
retaining mechanical properties of initial particle materials, inducing lower residual stresses comparing
to thermal spray, conducting heat and electricity easily through the coatings, providing high-density,
high-hardness, cold-worked microstructure, high deposition rates, and efficiencies, and minimal
substrate heating.
Based on the above advantages, some fields can be directly benefited. Due to cold spray equipped
with obvious surface improvement function, additive manufacturing is one of the most critical applied
areas. Turbines, as one of the most important mechanical components in the aerospace field, they
usually involved with complex structures. Among these structures, blades are one of the critical
constitutions. However, due to the high-speed rotation speed and high-temperature working
environment, wear problem can be more severe occurring on the blades. To better improve and reserve
blades’ original mechanical functions, cold spray can be exploited.

2.2 Processes

parameters

influencing

particle/substrate

and

particle/particle bonding
Due to the complexity of the processes, many influential factors could affect the quality of cold
spray processes, which (Papyrin, Kosarev et al. 2006) includes but is not limited to material type,
6

temperature, oxidation status, particle size, impact velocity, impact angle and the type of the carrier gas
(Grujicic, M., Saylor et al. 2003). In the impact process, the impact velocity of the particles (Papyrin,
Kosarev et al. 2006) is the most important parameter to decide whether the particle would eventually
rebound or bond. Before the particles impact the substrate, once the 'particles' velocity could exceed a
certain value, which usually is called critical velocity, particles will capable to stay with the substrate
and tightly combined. Therefore, how to predict and obtain the value of the critical velocity became the
most urgent work in historical time. Based on investigation methods, these works could be classified
into three categories, experimental, analytical, and simulation. In (Schmidt, Gärtner et al. 2006, Schmidt,
Assadi et al. 2009), the researchers provide an analytical formulation to calculate the critical bonding
velocity in the cold spray process. In 2006, Schmidt et al established critical bonding velocity estimated
equation by considering both mechanical and energy aspects. In the mechanical term, a relation was
developed between the material strength and dynamic load, as Equation 1. This equation provided a
mechanical balance of an impact.

F1  TS  (1 −

Ti − TR
1
2
) =    vcrit
Tm − TR 8

(1)

where F1 , is calibration factor,  TS is the material’s tensile strength, Ti is the impact temperature of
the particle, TR is the reference temperature, Tm is the melting temperature,  means density, Vcrit
means critical bonding velocity. It is assumed that particle and substrate materials are the same and at
the same initial temperature. For the left side term of the Equation 1, the tensile strength is connected
with the temperature associated term in the Johnson-Cook plasticity model, which represents the tensile
strength is a temperature-dependent variable. While for the right side term, the crater ground pressure
by using a ballistic expression when in the condition of hydrodynamic penetration is used, which depicts
the dynamic load. Based on Equation 1, it can be further derived
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vcrit =

F1  8  TS  (1 −



Ti − TR
)
Tm − TR

(2)

In energy term, a relation between thermal dissipation and provided kinetic energy was considered,
which is shown in Equation 3.

1 2
F2  cp  (Tm − Ti ) =  vcrit
2

(3)

where F2 is calibration factor, Ti is impact temperature, Tm is melting temperature, cp is specific
heat at constant pressure. Vcrit is critical bonding velocity. In the Equation 3, the left side term
represents the thermal dissipation energy and the right side term represents the provided kinetic energy.
Reorganizing the Equation 3, it can be further lead to

vcrit = 2  F2  cp  (Tm − Ti )

(4)

By combining Equation 2 and Equation 4 with a 0.5 weight factor, Equation 5 is obtained.

vcrit =

F1  4  TS  (1 −



Ti − TR
)
Tm − TR

+ F2  cp  (Tm − Ti )

(5)

where the first term under the root sign characterizes the influence of dynamic load and represents the
mechanical term within the impact effects, while the second term characterizes the influence of thermal
dissipation and represents the energy balance term within the impact effects. The selection of the 0.5
weight factor enabled the calculated result based on Equation 5 to match experimental result better
than by using Equation 2 and Equation 4 on their own. The calibration factors F1 = 1.2, F2 = 0.3 were
generated by comparing the experimentally obtained critical velocities with the calculated critical
velocities which based on materials properties. In 2009, Schmidt et al develop the other critical
velocity expression, which associates material properties and materials temperature just before impact,
as shown in Equation 6.
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vcrit = A /  + Bcp (Tm − T )

(6)

where A and B are fitting constants,  is the temperature-dependent flow stress,  is the density,

cp is the heat capacity, Tm is the melting temperature, T is the mean temperature of particles upon
impact, and the temperature-dependent flow stress can be approximated calculated by Equation 7.
When using the Equation 6 to calculate critical bonding velocity, the best correlation between the
experimental results and the calculated results was found when A=4 and B=0.25 (Schmidt, Assadi et al.
2009).

 =  TS (1 −

T − TR
)
Tm − TR

(7)

where  TS is the tensile strength, TR is the temperature corresponding to the material’s tensile
strength, which is usually assumed to be 20oC.
For the aspect of simulation, Manap in (Manap, A., Okabe et al. 2011) exploited smoothed particle
hydrodynamics (SPH) to calculate critical velocity in cold spray process, while Ghelichi in (Ghelichi,
Bagherifard et al. 2011) exploited ALE method to estimate critical velocity by using Abaqus/Explicit
commercial software. Many other researchers also exploited simulation of the cold spray process to
estimate critical bonding velocity (Assadi, Hamid, Gärtner et al. 2003, Grujicic, M., Zhao et al. 2004,
Bae, Xiong et al. 2008). Assadi, Gärtner et al came up with a hypothesis that adiabatic shear instability
can account for bonding mechanism, and they used FEA method to estimate critical velocity for copper
and aluminum. They also developed a simplified formula to estimate critical velocity, as shown in
Equation 8.
vcr = 667 − 14  + 0.08Tm + 0.1 u − 0.4Ti

(8)

where  is the density in g/cm³, Tm is the melting temperature in oC,  u is the ultimate strength in
MPa and Ti is the initial particle temperature in oC. However, it should be emphasized that this
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equation can be only valid for small changes of involved parameters.
Grujicic, M., Zhao et al. 2004 also use FEA method to simulate the collision process. The
simulations results revealed that the shear localization phenomenon required minimal impact velocity
at the contacting interfaces and correlates quite well with the critical deposition velocity in a number of
metallic materials. This finding suggests the onset of adiabatic shear instability in the interfacial portions
plays an important role in promoting adhesion. Bae, Xiong et al investigated the critical velocities for
40 combinations of materials based on the concept of adiabatic shear instability. The required bonding
velocity can be determined by the velocity at the adiabatic shear instability with the occurrence of
‘saturation limit’ of interface temperature. In (Lee, Shin et al. 2007, Li, Chang-Jiu, Li et al. 2006,
Stoltenhoff, Kreye et al. 2002, Assadi, H., Schmidt et al. 2011, Nastic, Vijay et al. 2017), researchers
obtained the critical velocity by doing experiments. Among all of the above-mentioned influential
factors, impact velocity was acknowledged as the most important one for the quality of deposition on
the target.
Investigations of other influential factors also exist. Temperature effect (Fukumoto, Wada et al.
2007) for deposition conditions were investigated, and the researchers concluded that higher
temperatures for the substrate could enhance the deposition ratio. They also indicated that helium has
better performance than air or nitrogen as the carrier gas during the cold spray process. In (Watanabe,
Yoshida et al. 2015). Watanabe concludes that a heated substrate cannot have an obvious influence on
the coating structure. However, a heated substrate will decrease the thermal stress of the coating of the
surface. So, the coating adhesion strength was enhanced, such as material conditions like Cu coating on
A5083 substrate, Cu coating on Fe substrate, Fe coating on Cu substrate. The particle’s initial
temperature also affects the bonding condition. In (Li, Yue, Wang et al. 2012), Li suggests particles with
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higher initial temperature are beneficial to the bonding condition.
The most common metal powder material exploited for cold spray are aluminum and copper. Both
materials are vulnerable to oxidation, so the influence yielded by the oxidization layer toward cohesion
must be investigated, as the oxidization layer on the particle may inhibit particle bonding to the substrate.
This may also affect the coating strength. In (Kim, Watanabe et al. 2010), the researchers suggest that
removing the oxide layer on the surfaces of particles or substrate is a necessary condition for successful
bonding consequence. In (Li, Wen-Ya, Li et al. 2010), Li showed that the adhesive strength of the
coating deposited by carrier gas with higher oxygen content was decreased, which owing to more oxide
inclusions appearing at the contacting interfaces which inhibited bonding. The function performed by
oxide film in the total process is illustrated by Figure 2. Hussain in (Hussain, McCartney et al. 2012)
reveals that the particles will impact until the disruption of the oxide on the surface takes place, and
then metallurgical bonding will form. Based on these outcomes, it clearly shows that the oxide layer on
particles will hinder bonding formation, and the removal of the oxide layer is one necessary condition
to generate a strong coating.

Figure 2 Schematic diagram of the bonding process of cold-sprayed particles accompanying with the
breaking-up and extruding of surface oxide films and the formation of jetting (Li, Wen-Ya, Li et al. 2010).

In cold spray, helium and nitrogen are the typical adopted carrier gas. Compared to nitrogen,
helium has smaller molecular weight (Yin, Meyer et al. 2016, Grujicic, Mica, Zhao et al. 2004).
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Therefore, based on Equation 9, using helium as major carrier gas will yield higher kinematic energy.
Thus, helium can let particles easier to approach critical velocity.
V = M  RT

(9)

where V is the carrier gas velocity, M is the molecular weight of the carrier gas, T is the gas
stagnation temperature, γ is the specific heat ratio, and R is the gas constant. For the spray angle effect,
detailed information can be found in the section below.

2.3 Bonding mechanism in the cold spray process
In order to explain the bonding theory at the interfaces in the impact process of cold spray, several
mechanisms have been proposed. Although none of them can best explain the adhesion phenomenon,
they still provide insights to the mechanics state under the impingement process of cold spray
technology. These mechanisms are ejection localization bonding, interfacial instability bonding, and
interfaces melting forming bonding. These mechanisms are discussed in the following sections.

2.3.1 Ejection localization bonding mechanism
Assadi in (Assadi, Hamid, Gärtner et al. 2003) firstly noticed that there is a metal jet phenomenon
that is strongly associated with the bonding phenomenon, which is one of the most common bonding
phenomena. Localized melting and adiabatic shear instability phenomenon were also illustrated in this
work. For these two empirical phenomena, the melting localization theory was established in order to
account for them. In the melting localization theory, the highest temperature during the whole cold spray
process could reach the melting point of the material and lead to a thermal softening effect. In the
condition of thermal softening, the resistance (Assadi, Hamid, Gärtner et al. 2003) for shear flow would
be generally low, which means the material would experience extra deformation from imposed shear
stress. On the other hand, this kind of extra deformation can also generate viscous-type resistance to
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further deformation. Due to this conflicting loading situation, the stress fluctuations phenomenon for
the particle's surface would be more severe. S. P. Kiselev and V. I. Mali in (Kiselev, Mali 2012) also
confirmed the metal jet phenomenon.
Although the shear instability phenomenon can explain bonding at interfaces, other theories also
exist. Gangarain (Hassani-Gangaraj, Veysset, Champagne et al. 2018) hold opposite conclusions. In
their work, they thought the shear instability is not the mechanism of adhesion in cold spray. Instead of
shear instability at the particle edges, the hydrodynamic plasticity caused by rapid impact from the
projectile could account for the bonding phenomenon. In (Hassani-Gangaraj, Veysset et al. 2016), the
Gangaraj holds that adiabatic shear instability cannot fully be responsible for the bonding phenomenon,
because even the whole impact process occurred in nanoseconds time scale. Thus, much of the plasticwork induced temperature would not be released, but the magnitude of the rising temperature still
cannot reach the melting point of the employed material. Therefore, they exclude shear adiabatic
instability or localized melting theory. Instead, the pressure wave produced during this impact process
is argued to be the appropriate reason for cohesion. During the process (Hassani-Gangaraj, Veysset et
al. 2016), a powerful compressive shock wave is generated upon impact with a critical velocity. This
shock wave would detach and propagate along with the interface to the two ends leading edge and
approach the free surface in the end. During this propagation process, material localized at the interface
would be accelerated and also moved to the leading edge to form the metal jet. Based on the knowledge
of explosive welding (Deribas, Zakharenko 1974), the formation of the metal jet can be regarded as a
criterion for successful bonding. Compared to shear adiabatic instability theory, which holds that high
temperature generated by impact should be the origin for the metal jet, Gangaraj in (Hassani-Gangaraj,
Veysset et al. 2016) regard shock wave as truly effective reason for the metal jet. Also, this kind of
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compressive shock wave share similar function with explosive welding (Crossland 1982). In both
pristine metallic surface for the substrate would be exposed as the effect from the compressive shock
wave would remove the surface oxidation layer, which degrades bonding quality (Li, Wen-Ya, Li et al.
2010). Therefore, not only metal material at the interface was led to the both sides of ending edges, the
oxidization layer was eliminated out by the shock wave and improve the bonding possibility. This theory
can also be indirectly confirmed by the results of the experiment in (Kim, Watanabe et al. 2010). In
(Kim, Watanabe et al. 2010), Kim concludes from their experiments that removing the oxidization outer
covering of the surface is necessary for the bonding formation at the interface. Conclusion by Grujicic
in (Grujicic, M., Saylor et al. 2003) also holds that the highest temperature cannot reach the melting
point upon the whole process, which is the same opinion held by Gangaraj (Hassani-Gangaraj, Veysset
et al. 2016). Therefore, different controlling bonding mechanisms are needed to be developed.

2.3.2 Interfacial instability bonding mechanism
Similar to shear adiabatic instability, there is also another interfacial instability phenomenon that
would account for the bonding occurrence. In (Grujicic, M., Saylor et al. 2003), as shown in Figure 3,
Grujicic found that vortex-like geometry and wavy structural features of the surface on the substrate
were found to attribute to the bonding strength. Surface irregularity increases contact areas and
promotes the influence of mixing and interlocking between contacted materials. When the velocity of
the particles exceeded a certain value, combined with the geometry and structure condition, the
impacting results and associated cohesion phenomenon can be well explained by material mixing and
interlocking related mechanisms. According to this, two types (Yih 1967) of interfacial-instability based
mechanisms (Grujicic, M., Saylor et al. 2003) were introduced: 1) High Reynolds number associated
theory (Kevin-Helmholtz instability phenomenon) and 2) Low Reynolds number associated theory (Yih
14

1967). Comparing the two interfacial instability theory, the bonding phenomenon during the cold spray
impingement processes can be better explained by the context of Kelvin-Helmholtz instability
phenomenon. However, this theory requires the inertial effect dominant during the process, which
against the real condition in cold spray. Therefore, a theory associated with low Reynold numbers such
as viscous instabilities (Grujicic, M., Saylor et al. 2003) might account for the bonding phenomenon.
This is a very complex phenomenon beyond for this research. Here, in the thesis, we emphasizes the
realization of the bonding phenomenon by a simulation measure and the effects produced by bumps on
the surface of the substrate for the quality of bonding.

Figure 3 Schematic of Kevin-Helmholtz instability phenomenon of particle/substrate(Material1/Material-2) (Grujicic, M., Saylor et al. 2003).

2.3.3 Interfaces melting forming bonding mechanism
Although cold spray is characterized by relatively low temperature, which is lower than the
material’s melting temperature, many researchers(Li, Wen-Ya, Li, and Yang 2010, Alkhimov, Gudilov
et al. 2000, Bae, Xiong et al. 2008, Grujicic, M., Saylor et al. 2003) still hold that melting phenomenon
can occur during impact and cause metallurgical bonding afterward. In order to confirm this potential
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theory, authors in (Li, Wen-Ya, Li, and Yang 2010) come up with a bonding mechanism by taking zinc
powders impact on zinc substrate. In previous studies, researchers indicate that intensive impulsive
impact loads attributes to excessive plastic deformation during the impingement process. Due to
adiabatic thermal conditions, the temperature at the interfaces zone may achieve high value, even above
the material melting temperature. When the value of temperature greater than 'material's melting
temperature, a thin melted layer can be formed, leading to a metallurgical bonding between constituents.
The surface morphology of zinc coatings on the zinc substrate presents small spherical particulates
adhering to the particle surface, which obviously reveals that melt-jetting resulting from the impactgenerated melting at the area of the highly localized interface. And the author also found that higher
velocity and temperature of impacting particles can highly contribute to a greater degree of melting.

2.4 Effect of substrate morphology on particle/substrate
Substrate morphology can influence a particle’s impact angle, for example, a wavy surface can
provide different curvature conditions at different positions on the same surface. The impact angle
(Figure 4) is the acute angle between the tangent direction of the substrate surface and the direction of
spraying. Li in (Li, C. J., Li et al. 2003, Li, Chang-Jiu, Li et al. 2006, Li, Chang-Jiu, Li et al. 2005,
Wang, Feng et al. 2015) suggests ranges of impact angles necessary for bonding. By conducting
experiments, (Li, C. J., Li et al. 2003) revealed that the magnitude of the impact angle larger than 30°
is a critical prerequisite for a bonding phenomenon to be generated. When the spray angle exceeds 30°,
the conditions for cohesion occurrence are classified into two parts (Li, C. J., Li et al. 2003), transient
region and maximum deposition region. In the transient region, deposition efficiency would be
improved with a higher spray angle. When the spray angle value satisfies a certain threshold, the
improvement tendency would be much slower than it in the transient region. Wang et all(Wang, Feng
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et al. 2015) conclude that a spray angle less than 90 degrees could increase bond strength at the interface
but have a negative effect on deposition efficiency. Therefore, on the premises of bonding to be
generated, a reasonable combination between bonding strength and deposition efficiency should be
practiced to yield the best cohesion performance.

Figure 4 Illustration of impact angle (spray angle) (Li, C. J., Li et al. 2003).

2.5 Numerical simulations of the cold spray process
As the analyzed process in this thesis, the impact process in cold spray is a transient dynamic
course. It is difficult to capture impacting particles and substrate dynamic state in the whole
impingement process because the duration scale for it is nanosecond level. Although experiments to
observe the dynamic state of particle and substrate exist (Hassani-Gangaraj, Veysset, Nelson et al. 2018),
the major approach to analyze the impact process in cold spray is still simulation method. The reason
is that people can control visualization and time scale in simulations. Influential factors, such as
temperature, impacting velocity, and spray angle can also be strictly adjusted, and it can exclude
environmental influence on results. In this section, a description of the adopted numerical methods,
constitutive model, and historically related simulation works will be presented.

2.5.1 Large plastic deformation and numerical methods
When employing finite element method to analyze impact problems, several mature algorithms
exist. Based on the classification of the modeling approach, Lagrangian modeling approach, Eulerian
17

modeling approach, Arbitrary Eulerian Lagrangian modeling approach, and Smoothed-Particles
Hydrodynamics modeling approach are created to describe material’s movement.
Lagrangian modeling (Heimbs 2011) method is an embed standard modeling approach. In this
modeling approach, filled material was associated with nodes in a Lagrangian mesh, and therefore each
node of the mesh follows the material under motion and deformation. The drawbacks of Lagrangian
modeling method are the severe mesh deformation or excessively distorted element. Large distortion of
the elements can result in inaccurate results, severe hourglass problem, and error termination due to
negative volume elements. Caused by the definition, Lagrangian modeling approach is exploited for
solid mechanics simulations. Therefore, in the thesis, Lagrangian modeling approach is adopted.
Different from Lagrangian modeling method, the mesh in the Eulerian modeling method (Heimbs
2011) remains fixed in space and the material under study flows through the mesh. In the Lagrangian
modeling method, the boundary condition is fixed so the material movement would be restricted by it
and lead to distortion when the movement is intense. However, in the Eulerian modeling approach,
since the mesh does not move, so the mesh deformation phenomenon can be prevented and stability
problems due to excessive element deformation will also not appeared. Each element can be occupied
by different volume fraction of different materials, and this can be characterized by fluid material, void,
and even other materials at the same time. The disadvantages of Eulerian modeling method are that
boundary conditions are not well defined and depend on the mesh size.
In general, according to the 'object's moving velocity range and state, adopted simulation methods
could be divided into two parts, high velocity, and fluid state usually associated with Eulerian modeling
method, while low velocity, and solid-state usually associated with Lagrangian modeling method.
However, each of them has its weakness. To solve them, a new numerical technique named Arbitrary
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Lagrangian Eulerian (ALE) was introduced and established in the literature (Hirt, Amsden et al. 1974).
In this literature, ALE method was firstly exploited in the fluid mechanism area, but it can also be
exploited in the solid impact area. Researchers (Li, Wen-Ya, Zhang et al. 2009, Yildirim, Muftu et al.
2011) used the ALE modeling method to study the impingement process in cold spray processes.
Compared to the traditional modeling method, ALE method incorporates the merits from both
Lagrangian modeling method and Eulerian modeling method. In the impact-related research, Arbitrary
Lagrangian-Eulerian method can be a useful measure to resolve the element distortion problem but does
not sacrifice the boundary conditions. But, due to the strong distortion problem led by the high-speed
simulation circumstances, strongly relevant motion on non-planar substrate and the instability generated
by using the surface-based cohesive behavior (Viscusi 2018), the excessive distorted element problem
can be obvious, and ALE method cannot resolve the problem. Comparing to adopt ALE method, the
available broad range of distortion control value in the element module option can resolve much severe
distortion problem. Meanwhile, the using of ALE method (remeshing method) can change or remove
the contact parameters (Schreiber 2016).
Smoothed-Particle Hydrodynamics modeling method(SPH), is a meshless modeling method based
on Lagrangian technique interpolation theory and smoothing kernel functions (Heimbs 2011). As SPH
modeling method is based on Lagrangian technique, it can easily be connected with the conventional
Lagrangian modeling method. The material filled in the mesh is represented as a set of discrete
interacting particles. Because these particles are small enough compared to the whole structure, the
mesh distortion problem can be avoided when using these constituted particles to express total
deformation conditions. (Heimbs 2011). Related research works could be found in the literature (Manap,
A., Okabe et al. 2011, Manap, A., Nooririnah et al. 2014, MANAP, Abreeza, OGAWA et al. 2012, Profizi,
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Combescure et al. 2016). Compared to the traditional Lagrangian modeling method, SPH modeling
method requires sufficient particle density for achieving reasonable results, and this would demand high
memory resources and thereof relatively long computing times. Compared to Eulerian modeling method,
fewer elements are required in Eulerian modeling method, so some material interface problems
associated with elements can be prevented and a shorter simulation time to be needed. Based on the
dynamic characteristic, SPH modeling approach is usually exploited for hydrodynamic simulations.

2.5.2 Material models exploited for large plastic deformation
The plasticity model was exploited for simulating metal plastic behavior under loading. In cold
spray, the type of outer loading is the excessive dynamic impact from supersonic particles, which is
accelerated by the De Laval nozzle. Therefore, an appropriate plastic model should be specified to
describe stress and plastic deformation conditions. In the past time, several plasticity models were
derived based on analytical and experimental ways, including Johnson-Cook plasticity model, Cowper
Symonds strength model, Steinberg Guinan strength model, Zerilli Armstrong strength model, PrestonTonks-Wallace material model (PTW), Mechanical Threshold Stress constitutive material model.
Among these constitutive models, the Johnson-Cook plasticity model is more common to be adopted,
especially in the intensive dynamic field.
In the development process of the Johnson-Cook plasticity model, in order to establish a relation
between flow stress and strain, Gordon R. Johnson and William H. Cook derive a constitutive formula
to describe metal plastic behavior in high strain, high strain rate, and high-temperature circumstances
(Gordon R. Johnson, William H. Cook 1983). Based on results data from Hopkinson Bar tests, torsion
tests, tension tests and combined with analytical way, this constitutive equation was expressed as
Equation 10.
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 = (A + B pn )(1 + C ln

T − TR m

)(1 − (
) )
0
Tm − TR

(10)

where  is the equivalent plastic strain, n is the coefficient number of strain hardening. The second
bracket represents the strain rate hardening effect in the dynamic process, where  is the current strain
rate,  0 refers to reference strain rate, usually be 1/s, C is the coefficient number of strain rate
hardening. The third bracket provides extra thermal softening effect to describe the process, where TR
means reference temperature, Tm is melting temperature, m is the coefficient number of thermal
softening effect.
In Equation 10, the thermal softening effect, strain hardening effect, and strain rate hardening
effect was considered, where  represents von Mises flow stress. The (Gordon R. Johnson, William
H. Cook 1983) expression in the first set of brackets develops the stress as a function of strain while
disregarding strain rate hardening effect and thermal softening effect. The evaluation for the constitutive
model was also confirmed by a typical cylinder impact test by using the computational method, and the
results showed a good agreement with the derived equation. Besides this, the formula can be exploited
for a brand range of metals. When using the formula, engineering data for each type of metals can be
calibrated from experiments.
The Preston-Tonks-Wallace material model (LIU XUhong, HUANG Xicheng et al. 2007) can
describe a strain rate from 10−3-1012 /𝑠 extreme metal dynamic behavior. Similar to the JohnsonCook plasticity model, the PTW model considers high temperature, high strain, high strain rate effect.
Therefore, PTW models suitable for high-speed impact conditions and explosion loading. The
derivation of PTW constitutive model is based on MTS constitutive model (Schreiber 2016). The PTW
constitutive model relies on dimensionless variables of flow stress, temperature and strain-rate, and
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these three parameters in the PTW model are expressed as stress parameter  , temperature dependence




T and strain rate dependence  . The (Schreiber 2016) definition for the stress parameter is the ratio

between flow stress and the shear modulus, a function of density and temperature. Flow stress in this
case is considered to be half of the equivalent von Mises deviatoric stress (Preston, Tonks et al. 2003,
Schreiber 2016). The stress parameter is presented in Equation 11.


=


G(  , T )

(11)



where  is dimensionless stress parameter,  is flow stress, G is shear modulus,  is mass
density, and T is temperature. Temperature dependence as the second dimensionless parameter is
expressed as Equation 12.


T=

T
Tm

(12)

where Tm is the melting temperature. The last dimensionless variable is the strain-rate dependence,
which expressed by the ratio between the equivalent plastic strain rate  and equivalent scaling factor
•

•

 (Schreiber 2016). The equivalent scaling factor  is presented in Equation 13.
•

=

CT
2a

(13)

where CT is the transverse speed of sound, and a is the distance between atoms. Stress parameter,
temperature dependence, and strain-rate dependence are combined with thermal activation work
hardening saturation stress and yield stress through Equation 14 and Equation 15, yielded below
(Schreiber 2016, Preston, Tonks et al. 2003).




•

 s = s0 − (s0 − s )erf [ T ln(  / )]




(14)

•

 y = y0 − (y0 − y )erf [ T ln(  / )]

(15)

where s0 , y0 , s and y are material constants,  is a dimensionless parameter,  is also a
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dimensionless parameter. To obtain PTW model, Voce Law is required, which is isotropy work
hardening model based on saturation stress, and presented as Equation 16.
−

 = 0 [1 −

−

 − a
−

•



 s (T ,  ) −  a

]

−

(16)
−

where  0 is dislocation accumulation hardening,  s is the saturation stress,  a is the yield stress,
•

T is temperature, and  is the strain rate. By combining Equation 11-15 and Equation 16, taking
integration along a constant strain-rate, PTW constitutive shown below Equation 17.
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however, it should be emphasized that the Johnson-Cook plasticity model is fully implemented in
commercial tools such as ABAQUS, whereas the PTW model requires encoding a user-defined
subroutine. Therefore, although the PTW model can provide a more accurate result, the Johnson-Cook
plasticity model is widely exploited due to its accessibility(LIU XUhong, HUANG Xicheng et al. 2007)
and was exploited for this research.

2.5.3 Review of the research works simulated cold spray process
Historically, many investigations have already been finished associated with bonding realization,
spray angle effect for the bonding condition, surface roughness effect during impact process. Simulation
software exploited in the impact process is not restricted with ABAQUS/Explicit, LS-DYNA and
AUTODYN can also be chosen to simulate impact dynamic process.
As one of the most important phenomena, realizing the bonding phenomenon has been one of the
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important topics to concentrate. In recent years, several typical academic bonding outcomes was
achieved. (Yildirim, Fukanuma et al. 2015, Lin, Chen et al. 2019, Manap, A., Okabe et al. 2011, Manap,
A., Nooririnah et al. 2014, MANAP, Abreeza, OGAWA et al. 2012, Profizi, Combescure et al. 2016,
Viscusi 2018). In 2011, (Manap, A., Okabe et al. 2011), Manap used the SPH modeling approach to
simulate powder impact on the substrate in cold spray process. The successful using of SPH modeling
approach can avoid element distortion problem in traditional Lagrangian modeling approach, which
usually accompanied with large deformation phenomenon in intensive dynamic process. To obtain
bonding consequence, the bonding strength increased as an outcome of secondary intermolecular forces
at the interfaces was assumed. With this assumption, the Dugdale-Barenblatt cohesive zone model,
which illustrated as Figure 5 was established to describe adhesive interaction at the interfaces. The
constitutive relationship described by the cohesive zone model was specified in terms of the traction
and separation distance between contacting surfaces.

Figure 5 Particle/substrate interaction due to intersurface traction  o modeled by the DugdaleBarenblatt cohesive zone model.

where  o is intersurface traction,  is separation distance,  c is critical separation distance. This
cohesive zone model assumes that the intersurface traction  o is constant when the separation
distance  is less than the critical separation distance  c . The initiation criterion for the exploited
cohesive zone model is the moment when the formation of mutually conforming contact surfaces. In
this research, it reveals that the adopted cohesive zone model can correctly describe particle/substrate
interaction. The SPH modeling approach capable to predict the critical velocity window. In 2012,
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Manap in (MANAP, Abreeza, OGAWA et al. 2012) uses the same cohesive zone model method to
achieve the bonding phenomenon. The results confirm her previous conclusions, like the rebound
phenomenon, can be observed in which there exists a particle velocity range where bonding occurs, and
the SPH method can not only predict critical velocities and optimize spray parameters in the condition
of various materials. In 2014, (Manap, A., Nooririnah et al. 2014), Manap uses SPH modeling approach
combined with Dugdale-Barenblatt cohesive zone model to realize bonding consequences. In this
research, the obtained critical velocity window through using the combination of SPH model approach
and the cohesive zone model was verified by the experiment result. For the experiment, the cold spray
coatings were produced using PCS-203, a high-pressure CS system. Particle velocities were measured
by using a particle image velocimetry system. In 2015, Yildirim (Yildirim, Fukanuma et al. 2015)
clearly suggests the surface-based cohesive behavior in ABAQUS/Explicit can be exploited to realize
bonding consequence. In this approach, both the energy-based failure criterion and stress-based failure
criterion exists, and one of them can be exploited to describe damage conditions for the bonding at the
interfaces. For the energy aspect, bonding conditions will be determined by the competition between
the elastic energy of rebound that left in the system and the interfacial bonding energy of the system
during the rebound phase of the incident event. However, the drawback of this type of criterion is the
lacking of information on the interfacial bonding energy. To provide damage criterion for the adhesion,
a stress-based failure criterion was adopted, which assumes a certain stress value can represent bonding
strength. A methodology and calculations were presented to extract the scale of value of the lower bound
of the interfacial bonding energy required for bonding. The initiation of failure of bonding occurs if the
normal stress in the interface exceeds critical tensile stress. Tensile stress value usually uses tensile
strength value, because there is no better-fitted value can be chosen. One of the obvious advantages to
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use surface-based cohesive behavior is that the bonding areas at the interfaces between particle and
substrate can be shown as illustrated by Figure 6. In this research, an effective interfacial cohesive

Figure 6 Schematic of bonded areas distribution at the different time points when one particle impact on
the substrate.

strength was assumed to describe bonding strength condition. A method was established to calculate the
lower bound of the bonding required interfacial bonding energy. Majority of the experimental
measurements from the literature suggests cohesive properties are likely to be smaller than the ideal
value at the particle interfaces. In 2016, Profiz et al. (Profizi, Combescure et al. 2016) exploited the
adhesion model to realize bonding in simulation. In the adhesion model, the cohesive stress will be
imposed between two elements once both of the elements have met the activation and criterion, and are
separating. The activation criterion is the flow stress value equal to the 70% of the local yield stress.
The deactivation criterion for cohesive stress is based on the energy criterion. When the work related to
the cohesive stress exceed the certain value, which is the product of adhesive surface energy

Gc = 30 J / m−2 and the surface associated with an SPH particle   RSPH2 , the cohesive stress will be
suppressed. The bond will be broken when one of the elements of the adhesive link has reached a
maximum allowed damage value for adhesion (MAXD). With various MAXD and velocities, associated
coating conditions were simulated. However, there is one obvious weakness in this work is that the
description of the adhesive model and the implementation method was not provided. In 2018, Viscusi
(Viscusi 2018) exploited surface-based cohesive behavior in ABAQUS/Explicit to achieve bonding
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results. The surface-based cohesive behavior is a bilinear traction-separation model with damage
initiation criterion and damage evolution laws, which illustrated as Figure 7. The bilinear

Figure 7 Schematic of bilinear traction-separation response (Viscusi 2018).

traction-separation model is divided into two parts. One of the parts corresponding to elastic tractionseparation law, and this part corresponding to the state does not meet failure initiation criterion. While
the other part associated a state meet failure initiation criterion and start to degrade. The damage
initiation criterion is same with the criterion adopted in (Yildirim, Fukanuma et al. 2015), a comparison
between normal stress and tensile strength, which represented by tensile strength value. The highlight
of this work is that the whole simulation was defined as two steps to resolve the instabilities problem
when the surface-based cohesive behavior activated. The former step will not be imposed cohesive
behavior, while the latter step with cohesive behavior. In 2019, (Lin, Chen et al. 2019), Lin also adopted
surface-based cohesive behavior to describe bonding phenomenon. The highlight of the work is that the
heat interaction was imposed to provide better thermal evolution at the interfaces than previous adopted
previous researches (Viscusi 2018, Yildirim, Fukanuma et al. 2015). Both the cohesive interaction and
thermal interaction were illustrated as Figure 8.
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Figure 8 Schematic for the cohesive contact interaction and thermal contact interaction at the interfaces
(Lin, Chen et al. 2019).

Spray angle, as one of the important influential factors in cold spray, has received attention in the
past (Li, Wen-Ya, Yin et al. 2010, Wang, Feng et al. 2015, Chen, Xie et al. 2016). The definition of the
spray angle is the angle between the incident direction and the substrate surface, which is illustrated as
Figure 4. In 2010, Li uses both Lagrangian and SPH modeling approaches to practice oblique impact
with copper particle and copper substrate. The simulation results were illustrated as Figure 9 and Figure
10. Based on the simulation results, the simulation results fairly agree with their experiment results.
Besides the good agreement between the simulation and experiment results, several conclusions can
also be drawn. When the spray angle has a certain value, the generated tangential components of the
impacting velocity along the substrate surface can yield to tangential movement and create a gap
between the deformed particle and substrate. Due to the contact area decreased, the bonding at the
interfaces will be negatively affected. The second conclusion is that the maximum deposition efficiency
might not be associated with a normal spray angle. An optimized spray angle will exist, and this
optimized spray angle can lead to promoted deposition efficiency in the condition of considering the
combination of positive effect of shear friction and negative effect of tangential movement. The third
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conclusion is the deformation shape obtained by using SPH modeling approach quite similar to the
deformation condition in Lagrangian modeling approach, it indicates the feasibility of SPH method in
simulation of impact process in cold spray. In 2015, Wang conducts experiments and simulations to
study the bonding condition in the oblique impact approach. In the aspect of the experiment, Wang and
her partners adopted CGT KINETIKS 4000 system cold spray system to finish cold spray process. The
material for powder and substrate is Al6061-T6. After finished bonding consequence by using cold
spray, a traditional thermal spray bond testing through ASTM C633 equipment was also be exploited
to measure the bonding strength for the coating on the substrate. Tensile testing was be added after the
bonding testing, and the standard for the tensile testing was according to ASTM E8. To visualize the
impact morphologies of the splats for the particles, the scanning electron microscopy (SEM)
backscattered electron (BSE) imaging was utilized. Simulations based on Lagrangian modeling
approach were finished to reproduce the deformation condition of the powders in the experiments, and
the simulation results show a good agreement with the experiments, which are illustrated in Figure 11.

Figure 9 Contours of the effective plastic strain as copper particles impact on copper substrates at 500
m/s with the incident angle of (a) 90°, (b) 80°, (c) 70°, and (d) 60°modeled by the Lagrangian method
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(Li, Wen-Ya, Yin et al. 2010).

Figure 10 Shape changes as copper particles impact on copper substrates at 500 m/s with the incident
angle of (a) 90°, (b) 80°, (c) 70°, and (d) 60° modeled by the SPH method (Li, Wen-Ya, Yin et al. 2010).

Figure 11 Representative morphologies of bonded particles aligned with deformation predictions at
difference impact angles: surface morphologies at impact angle of(a) 90°, (b) 75°, (c) 60°, and (d) 45°;
cross-sectional morphologies at impact angle of (e) 90°, (f) 75°, (g) 60°, (h) 45°; deformation
predictions at impact angle of(i) 90°, (j) 75°, (k) 60°, and (l) 45°(Wang, Feng et al. 2015).
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However, the weakness of the simulations is the lack of the bonding algorithm. The conclusions
obtained from the work show that bonding strength will increase with decreasing spray angle at the
interface. For the deposition efficiency, it will be decreased with decreasing spray angle. Therefore, an
optimized spray angle should exist, which corresponding to a combination of the good effect of bonding
strength while deposition efficiency does not suffer too much loss. In 2016, Chen presents a
methodology that can be employed to directly observe fractured contact surfaces between the cold spray
particle and substrate, which illustrated in Figure 12. In this way, the fractured contact surfaces at varied
spray angles between particle and substrate will be obtained and analyzed. The as-sprayed samples were
adhered to the tensile test rods by using commercially available adhesive glue FM1000 Adhesive,
Couche Sales, LLC, USA at initial condition. Then, the assembled samples were pulled off by the tensile
tester (IC ESCOFFIER, Estotest 50, France). When the failure took place at the interface between the
substrate and glue layer 1, some deposited particles would be detached from the substrate and left on
the glue layer 1. The fractured contact surface between particle and substrate was thus obtained. In order
to evaluate the pressure and temperature at the interfaces, an FEA was carried out. The conclusions
from the work shown that a new methodology to observe fractured contact surfaces was developed.
Through using this method with different spray angles, it shows that on the perpendicular spraying, the
dimple-like features as a sign of metallurgical bonding were observed at the surrounding of the central
region on the fractured contact surface. However, such dimple-like features only located at a small area
of one side for the angular spraying. Besides, these dimple-like features will be more prominent in the
perpendicular situation than it is in those oblique spray situations, which resulted in higher bonding
ratio. The simulation results indicate that the location where dimple-like features appeared was in good
accordance with the high contact pressure zone, which suggests high contact pressure was the dominant
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factor that determined the bonding metallurgical quality at the interfaces and thus the formation of
dimple-like features on the fractured surface. Roughness on the substrate can generate influence for the

Figure 12 Schematic diagram of observing the fractured contact surface between particle and substrate
(Chen, Xie et al. 2016).

impact process of cold spray. In 2012, Yildirim (Yıldırım, Müftü 2012) realized rough surface on the
substrate to investigate the effects generated by the roughness on the surface of the substrate by utilizing
FEA method. The particle size is varied in a range comparable to the magnitude of the standard deviation
of the surface roughness. The governing equation for the geometry of the rough surface was yielded by
using the relationship Equation 18 described below:
z( x i ) =






p
k =1

i +k

(18)

where z(xi ) means surface height values, pi +k represent normally distributed random numbers with
zero mean and unit variance,  is the standard deviation, and  = x / x with the autocorrelation
length x , and the spacing between the data points x . The schematic for the surface with random
roughness at different positions is illustrated in below Figure 13.

32

Figure 13 Schematic view of the rough surface on the substrate (Yıldırım, Müftü 2012).

Based on the simulation results, several results can be concluded. The incident location has a significant
effect on the substrate deformation when the particles were relatively small, their scale was comparable
to the surface roughness, and impacts a rough substrate. The impact of particles will roughen an initially
smooth surface, whereas it has the opposite effect on an initially rough surface. The degree of smoothing
and roughening will be enhanced with higher velocity. For the aspect of stress, no significant difference
is observed in terms of residual sub-surface compressive stresses and depth of compressive region when
multiple particles impact on smooth and rough surfaces.
In 2009 (Li, Wen-Ya, Zhang et al. 2009), Li studied the effects produced by options in
ABAQUS/Explicit, these options including analysis type, hourglass control, element distortion control,
ALE adaptive meshing, material damage model, and meshing size. These simulation options will
influence convergence and accuracy. For the conclusions in this article, it indicated that based on the
unavoidable intense plastic deformation nature characteristic in the cold spray process, excessively
distorted element phenomenon would occur. In order to overcome the element distortion problem and
increase simulation time, stiffness hourglass control and Johnson-Cook damage model were
recommended to be adopted. Although the ALE method can also address the element distortion
phenomenon, it would not generate a metal jet at the leading edge at the interface. Similar reason for
the distortion control. Although it can resolve severely limited simulation time problem, it cannot
prevent elements from being distorted during the whole process. Thus, appropriate use element
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distortion improvement strategy in simulation is not only played one critical role to resolve the excessive
distortion problem, but also affects deformation consequences. The summary of simulation methods
was included in the thesis (Xie, Nélias et al. 2015) in the year of 2015. Authors in this thesis exploited
the Lagrangian method, ALE method, SPH method, and Coupled Eulerian-Lagrangian method (CEL)
to simulate cold spray process. A comparison of the advantages and disadvantages of these methods
was presented. For the Lagrangian modeling approach, it is ideal for the material motion and
deformation in regions of relatively low distortion and large displacements. So, in the solid mechanics
simulations, Lagrangian modeling approach can be more common. Lagrangian is also computation
efficiency and ease of incorporating complex material models. While for the drawbacks, severe
distortion problem will occur and affect the accuracy and convergence of the simulation results. The
advantage of the ALE modeling approach is that it can provide high-quality mesh throughout an analysis.
While the shortcomings for it are the higher computation cost compared to Lagrangian, and the
simulation results are largely dependent on the choice of parameters, such as remeshing region,
frequency, and remeshing sweeps per increment. Advantages in SPH modeling approach including no
mesh distortion or tangling in large deformation problems due to it is an approach based on the meshfree
method. Material boundaries and interfaces in the SPH are well defined and material separation is
naturally handled. Therefore, processes involved with a fluid dynamic like condition, the structure
associated with large deformations conditions, and free surface conditions are suited for SPH approach.
The weakness of this method is the high computation time per cycle. The Coupled Eulerian Lagrangian
(CEL) allows complex fluid-structure interaction problems including large displacements and
deformations of the structure, to be solved in a single numerical simulation. However, the difficulty in
this approach is that it will be hard to grasp the history of material deformation due to the nature of
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Eulerian analysis, to identify the interface between two parts. A numerical method based on an iterative
optimization process (Dehkharghani 2016) was introduced into cold spray process simulation to
improve the values of parameters in the Johnson-Cook plasticity model to calibrate the geometry shape
of simulation results with results in experiments. The purpose of the iterative processes was to improve
the error defined by Equation 19.

E (x) =

(Re − Rs )2
 100
Re2

(19)

where Re represents the experimental measurements of the ellipticity ratios, the Rs expresses the
simulation results of the ellipticity ratios. The definition of the ellipticity ratios defined by Equation 20.

R=

D1
D2

(20)

the value of the ellipticity ratio can be exploited to evaluate the flatten degree of one deformed particle.
The diagram illustration for the Equation 20 will be expressed in Figure 14. The iterative algorithm
did not find the “A”, “B” and “  c ” in bilinear Johnson-Cook plasticity constitutive model to have any
effect on the minimization of the Equation.19. For the C2 value in the bilinear Johnson-Cook plasticity
constitutive model, it is the most sensitive parameter that was adjusted by the optimization algorithm.
Therefore, it indicated that the components in the bilinear Johnson-Cook plasticity model have an
influence on the flatten degree of the deformed particle.
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Figure 14 Diagram for the definition of ellipticity ratio expression.

2.6 Research gaps and aim of this work
Research gaps in cold spray are as follows. First, because the bonding phenomenon is achieved by
using embed surface-based cohesive behavior, which is characterized by black box feature (Lin, Chen
et al. 2019). Therefore, although the surface-based cohesive behavior can provide better mechanics
evolution description than the enforced bonding approach in ABAQUS/Explicit, drawbacks are also
obvious. For example, the damage evolution value can be over-sensitive and cannot capture the
material’s critical velocity window successfully. Second, the mesh size adopted in this simulation is still
coarse. Thus, a mesh investigation needed to be done to investigate the effect of the simulation results
generated by different mesh conditions. In this research, we seek to realize cohesion in different
circumstances, including single-particle impact on a planar substrate, two-particles sequentially impact
on a planar substrate, and single-particle impact at different positions of a non-planar surface. In the
non-planar substrate impingement strategy, influences led by different spray angles to mechanical and
thermal variables will be analyzed. In the planar substrate impingement strategy, residual stress and
thermal difference between the single-particle scheme and two-particles scheme will also be evaluated.
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CHAPTER 3
Simulation Methodology
3. MODELING METHODOLOGY FOR PARTICLE
IMPACT ON SUBSTRATE
In this thesis cold spray simulations are divided into two scenarios. The first scheme is to
investigate the influence of different numbers of impacting particles. A single particle impacting normal
to and bonding on the planar substrate will be simulated and compared to two particles impacting
normal and bonding sequentially at the same position on the planar substrate. In the second scheme, the
curvature effect of substrate curvature on residual stresses and temperature after bonding for a single
particle impacting at different positions will be evaluated. To realize all the above investigations, the
commercial FEA software named Abaqus/Explicit developed by the French company Dassault
Systèmes, 2020 version is adopted. In this Chapter, a description for the simulation models under
software ABAQUS/Explicit circumstances in the thesis is presented, including model geometry,
adopted material parameters, material behavior, step, interaction settings, boundary conditions, loading,
and mesh conditions. Besides modeling settings description, excessive distorted elements problem and
derivation of wavy surface geometry are also included in this chapter

3.1 Simulation model geometry and boundary constraint
3.1.1 Simulation model geometry and boundary constraint in the condition of planar
substrate situation
In planar substrate impingement, the model is constituted by particle and planar substrate. Based
on purpose, the planar substrate simulation conditions will be divided into two parts, one of them is the
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material verification process by using 37μm diameter particle to calibrate experiment result, while the
other one is using 50μm diameter particle based on the verified material parameters to study the effect
led by different numbers of bonding particles. The organization for these two particles is elaborated at
the start of Chapter 4. The impact angle is 90°, and the substrate has a height of 200μm and the radius
is 500μm. In two-particles bonding conditions, the distance between particles is 30μm. To obtain good
mesh assignment and as uniform as possible mesh distribution, a complex mesh partition strategy is
adopted, as shown in Figure 15 and Figure 16. When particle’s diameter is 50μm, it should be noted
that a 2μm thick outer layer is temporality developed for the particle and the hitting region of the
substrate in the condition of two-particles sequentially impact on planar substrate. The purpose to
introduce a 2μm outer layer is to resolve the excessive distortion problem. For consistency, this method
will also be adopted in the analysis of the single-particle impact on planar substrate. The schematic for
the introduced 2μm inward outer layer for the particle and substrate is shown in Figure 17 and Figure
18. To reduce computation recourse, the substrate is divided into different mesh density

Figure 15 Isometric view of modeling for single-particle impacts on planar substrate.
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Figure 16 Front view of modeling for single-particle impacts on planar substrate.

regions and only the intimate impacting region will be equipped with denser mesh. The mesh size for
the particle and intimate impacting region in all simulations in this research is 1/55th of 50μm diameter
particle, and the convergence study will be presented in the Chapter 4. In the aspect of the element type,
same element settings are shared in all simulations in this research. C3D8R is chosen for particles and
impacting region. For the element options, the distortion control value is 0.4 and stiffness type hourglass
control is employed to overcome excessive distortion problem and hourglass effect.
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Figure 17 Schematic for the partitioned inward outer layer for the particle.

Figure 18 Schematic for the partitioned inward outer layer for the impacted region of the substrate.

For the boundary conditions, infinite layers, mesh tie constraint, and axis-symmetry are exploited.
Infinite layers are imposed on the peripheral and bottom surface of the substrate. In cold spray, the size
of particle’s scale is relatively small to substrate’s scale, thus, the impact process can be deemed
equivalent to a ball impacting a semi-infinite target. Therefore, infinite layers are adopted in the model
so the stress waves are reflected at the edge of the domain. This will dampen the fluctuations generated
by the initial peening effect bring by the particle, which can let the particle to be in a stable bonding
state much earlier. As the imposed infinite layer can serve fixed boundary constraint (Lin, Chen et al.
2019), there is no need to specify extra mechanical boundary conditions to the bottom surface of the
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substrate. Mesh tie constraint is exploited to combine with the infinite layer in this simulation model to
make simulation results more accurate. Mesh tie constraint is imposed on the peripheral and bottom
faces of the intimate impact region on the substrate. The utilization of mesh tie constraint can let the
mesh size of the impact region strictly follow the setting mesh size, and avoid the transition influence.
The illustration of mesh tie constraint in the simulation model is expressed in Figure 15.
When simulating two particles sequentially impact on and bond on the same position on the
substrate, the geometry situations and boundary constraints followed them in the single-particle
impingement situation. The only difference is the new upper particle will keep 30μm distance to the
lower one, as demonstrated in Figure 19 and Figure 20. For both single-particle and two-particles
simulation models, limited by computation conditions, axis-symmetry is exploited to reduce element
numbers.

Figure 19 Isometric view of modeling for two-particles impact on planar substrate.
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Figure 20 Front view of modeling for two-particles impact on planar substrate.

3.1.2 The derivation for the governing equation of the non-planer surface
From (Li, C. J., Li et al. 2003), it concludes that bonding phenomenon can only be achieved when
the spray angle bigger than 30°. Spray angle was defined as the acute angle between spray direction and
tangential direction of impacting point on the target surface, which is expressed in Figure 4. For
modeling non-planar surface for the substrate, to guarantee the curvature of the surface can satisfy
bonding requirement, the spray angle would manually be set bigger than 60° at all positions on the nonplanar surface. Based on this spray angle restriction, surface curvature governing function can be
derived as followed.
For 2D geometry, the surface curvature function is
y = A cos

( ( (2 ) / )) x ) + h

(21)

In Equation 21, “A” represents amplitude, “λ” represents wavelength and “h” means the height of
the middle point of the surface relative to a reference point. When it generalizes into 3D condition, it
yields to
z = A cos

( ( (2 ) / )) x ) cos ( ( (2 ) / )) y ) + h

(22)

The gradient of Equation 22 is
2
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(23)

The first term of Equation 23 expresses the maximum slope for the curvature of the non-planar
surface in XOZ plane, while the second term expresses the same meaning in YOZ plane. Due to the
expression form is identical, only the first term was considered. Setting this slope to be bounded
between 0 and 30 degrees yields the constraints
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In light of real manufacturing capability, the minimum wavelength λ value is 600μm. The reason
to take 50μm for the particle’s diameter is that the larger size leads to a surface shape easier to produce
and has a greater ability to bond on the substrate. Based on the above equation, when the wavelength λ
value is 600μm, the corresponding value of the amplitude is 50μm, while when the wavelength λ value
is 1200μm, the corresponding value of the amplitude is 100μm. The shapes for the non-planar surface
with 600μm and 1200μm wavelength are presented in Figure 21.

Figure 21 Schematic for the shape of non-planar surface with different wavelength and amplitude.

According to the deduction above, both curves can satisfy the ratio of amplitude and wavelength
not greater than 1/12, and thus the spray angle is always greater than 60° for particle impacts at any
position of the substrate. To ensure the curvature variation of the top surface of the substrate will
gradually evolve and consider the substrate manufacturing precision, amplitude and wavelength are set
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to 100μm and 1200μm respectively, instead of 50μm and 600μm. Therefore, the governing equation for
the non-planar surface is obtained
z = 100cos ( ( (2 ) / 1200) ) x ) cos ( ( (2 ) / 1200) ) y ) + 200

(26)

The utilization of Equation 26 can guarantee the spray angle of each impact position on the nonplanar surface can satisfy bonding requirements in terms of the spray angle. In the modeling process, a
spline curve, as shown in Figure 21, is created to represent the curve condition in the non-planar scheme.
However, there are limitations to this modeling method. The curve is constituted by finite points instead
of described by a curve function, so the discrete effect would be more obvious and the curve would be
relatively coarse.

3.1.3 Simulation model geometry and boundary constraint in the condition of non-planar
substrate situation.
The governing equation for the wavy surface of the substrate is derived in the last section. To better
understand the curvature effect during the impact processes under wavy surface condition, different
hitting positions for the particles are shown in Table 1.
Table 1 Single-particle impact schemes
Schemes

Corresponding Spray Angle

Particle-1

90°

Particle-2

80°

Particle-3

70°

To realize the above various conditions oblique impact, a series of complex models are established, as
shown in Figure 22. For the particle the diameter is set at 50μm. For the substrate the outside radius of
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(a)

(b)

(c)
Figure 22 Single-particle impacts on different positions on the non-planar surface. (a) Particle-1 scheme
(b) Particle-2 scheme (c) Particle-3 scheme.

the domain is 625μm, and the central angle is 45°. To avoid the particle model penetration into the
substrate model at the start, the distance between the particle and the hitting point is set at 10μm. In the
non-planar substrate scheme, only single-particle impacting is considered, so comparing multi-particles
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condition, the distortion problem can be alleviated. Thus, different from the mesh partition in planarsubstrate scheme, the 2μm outer layer is waived in the non-planar substrate scheme. In the module of
boundary constraint, same with the settings in planar substrate condition, infinite elements, mesh tie
constraint and symmetric boundary conditions needed for axisymmetric are all employed. Similar to
the usage in the planar substrate simulation conditions, infinite elements are adopted at the peripheral
and bottom plane of the substrate, as demonstrated in Figure 23. Thus, the fixed bottom mechanical
boundary constraint is not needed. For the symmetric boundary condition, an x-axis symmetry boundary
condition is imposed on the plane shown in Figure 23 for all non-planar impact models.

Figure 23 Schematic for the infinite layers and symmetry boundary condition in single-particle impacts
on non-planar substrate model.

Due to the curve shape of the impacting surface, it will be harder to assign a uniform element than
it is in the planar substrate conditions. To guarantee a small size for elements in the near regions and
yet reduce computation recourse, mesh tie constraints are exploited. Mesh tie constraint is imposed on
the peripheral and bottom faces of each impact region. For different hitting positions, the impact regions
will be different. The mesh tie constraint assigned conditions for all schemes is illustrated in Figure 24.
The mesh size for the particle and intimate impacting region is 1/55th of 50μm diameter particle.
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(a)

(b)

(c)
Figure 24 Schematics of mesh tie constraints in different non-planar schemes (a) 900 spray angle
scheme (b) 800 spray angle scheme (c) 700 spray angle scheme.
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3.2 Simulation model settings of loading, interaction and adopted material
Besides the model’s geometry and boundary constraint, other simulation settings mainly including
material parameters, material behavior, interaction settings, analysis steps, and external loads are
described in the section. In this section, the above related settings for single-particle impacts on different
positions of the non-planar surface will be discussed.
3.2.1 Material’s parameters and behaviors

In this research, the employed material for the particles and substrate is Al6061-T6. It is
acknowledged that appropriate material behavior models are essential to describe dynamic condition
under impulsive loading. Density, shear modulus, melting temperature, Johnson-Cook plasticity model,
Table 2 Material properties for Al6061-T6 alloy
Material properties

General parameter

Symbol (Unit)

Al6061-T6 alloy

Density

 (kg/m3 )

2703

Shear modulus

G(GPa)

25.9

Specific heat

c(J/kg  o C)

875

J-C yield stress

300

J-C hardening coefficient

A(MPa)
B(MPa)

Johnson-Cook plasticity

J-C strain hardening coefficient

n

0.42

model

J-C strain rate constant

0.002

J-C thermal softening exponent

C
M

Melting temperature

Tm (K)

925

Elastic bulk wave velocity

C0 (km/s)

5.328

S

1.338

Grüneisen coefficient



2.0

Cohesive parameter

Cohesive stiffness

MPa / mm

1.5×106

Johnson-Cook damage1

Damage constants

d1 d2 , d3 , d4 , d5

Equation of state

Coefficient in linear UP − Us
diagram

114

0.58

-0.57, 1.45, 0.47,
0.011, 1.6

1

The Johnson-Cook damage model is only exploited in section 4.1 mesh size convergence study

Mie-Grüneisen equation of state and specific heat are specified in this work. Shear modulus rather than
common elastic modulus exploited in simulation can not only describe material’s elastic behavior, but
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also cooperate with the adopted equation of state as well. Parameters in the equation of state and
Johnson-Cook plasticity are taking from (Wang, Feng et al. 2015), and summarized in Table 2 above.
To provide a better description for impact dynamic process, parameters including density, shear
modulus, specific heat are temperature-dependent. The values for these parameters are listed in
Appendix A.
The impact process in cold spray is characterized by intensive plastic deformation consequence
within a transient duration. In (Assadi, Hamid, Gärtner et al. 2003), the impact process can be regarded
and compared with typical hydrodynamic behavior, for example like shock wave powder compaction.
In ABAQUS/Explicit, several types of the equation of state model are provided to describe the
hydrodynamic behavior of materials. The equation of state is a constitutive equation that defines the
pressure function of the material’s density and its specific heat. Based on that inert solid is the studied
focus in this work, the Mie-Grüneisen equation of state model is adopted to simulate the effect to the
volumetric strength yielded by the shock in the impact process (Karpp 1993).
In ABAQUS/Explicit (Dassault Systems Simulia Corp 2020), the expression for the MieGrüneisen equation of state is

P − PH =  (Em − EH )

(27)

In this equation, PH is the Hugoniot pressure, EH is the specific energy (energy per unit mass) or
Hugoniot energy. Both of the parameters are the functions of material’s density only.  represents
Grüneisen coefficient (Karpp 1993) in this equation and is defined as

 = 0

0


(28)

where  0 is a material constant and  0 is the material’s reference density. The Hugoniot energy
EH is related to the Hugoniot pressure PH as follows
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EH =
where  = 1 −

PH
20

(29)

0
is the nominal volumetric compressive strain. Substitute the above relation


equations into Equation 27 yields

 0 PH
2

(30)

 0
) +  0 0Em
2

(31)

P = PH +  0 0Em −
reorganizing Equation 30 results in

P = PH (1 −

In this form of the Mie-Grüneisen equation of state, it represents coupled equations for pressure
and internal energy. ABAQUS/Explicit will solve the above equations simultaneously at each material
point. However, when using the Mie-Grüneisen equation of state in software, a common fit to the
Hugoniot data is provided as.

PH =

0 c02
(1 − s )2

(32)

by using c0 constant, usually be elastic bulk wave velocity (Wang, Feng et al. 2015), and coefficient

s , linear relationship between the linear shock velocity Us and the particle velocity UP is defined as
follows.
Us = c0 + sUP

(33)

based on the above assumed linear UP − Us Hugoniot form, and substituting Equation 32 into
Equation 31, it yields.

0 c02

P=
(1 − 0 ) +  0 0Em
2
(1 − s )
2

(34)

in order to solve the Equation 34, constants c0 , s ，  , and reference material density  0 are
required to be specified. The material properties are listed in Table 2.
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Due to the impact process in cold spray is characterized by a high-speed impingement process with
intensive plastic deformation, the material will experience plastic deformation. Existing various kinds
of constitutive models about plasticity could provide reasonable description for a dynamic process.
Johnson-Cook plasticity model as one of the widespread used stress-strain relation constitutive models,
can provide conformed solutions to process accompanied by large strain, high strain rate, and high
temperature phenomenon. Therefore, Johnson-Cook plasticity model was adopted to simulate
intensively impulsive impact loading process in the cold spray. In ABAQUS/Explicit, when considered
strain rate hardening effect, the expression for the Johnson-Cook plasticity model was presented as
Equation 35.



 = ( A + B pn )  1 + C ln


m
    T − TR  

1
−


 
 0    Tm − TR  





(35)

where  represents von Mises flow stress. The Equation 35 expression in the first set of brackets
develops the stress as a function of strain while disregarding strain rate hardening effect and thermal
softening effect. In this bracket,  is the equivalent plastic strain, n means coefficient number of
strain hardening. The second bracket represents the strain rate hardening effect in the dynamic process,
where  means current strain rate,  0 refers to reference strain rate, usually be 1/s, C is the
coefficient number of strain rate hardening. The third bracket provides extra thermal softening effect to
describe the process, where TR means reference temperature, Tm means melting temperature, m is the
coefficient number of thermal softening effect. The material properties for the used Johnson-Cook
plasticity model originate from (Wang, Feng et al. 2015), which are listed in Table 2. To better shape
particle’s deformation, the thermal effect constant and yield stress are adjusted to 0.58 and 300MPa
respectively. The thermal effect constant value of 0.58 was obtained by curve fitting the data in (Seli,
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Awang et al. 2013). The curve fitting plot is presented in Figure 25. The yield stress value is based on
(Kaufman 2000).

Figure 25 Curve fitting for the coefficient of thermal softening value.

Besides of plastic behavior, damage and even material failure, the fracture phenomenon will also
appear in the impact process. Therefore, a material damage model is essential to the impact process
simulation. The Johnson-Cook damage model, presenting a relatively easier form of expression only
with limited number of constants and primarily dependent variables, including strain, strain rate,
temperature, and pressure. The damage to an element is defined as

D = (



f

)

(36)

where  is the increment of equivalent plastic strain, and  f is the equivalent strain to fracture,
under the current conditions of strain rate, temperature, pressure and equivalent stress, and the
summation is performed over all increments in the analysis. Fracture is then allowed to occur when
D=1.0. The general expression named Johnson-Cook damage model is employed in this simulation to
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account for the material’s experienced damage. Johnson-Cook damage model is accumulative-damage
fracture model that can express the strain to fracture as a function of the strain rate, temperature, and
pressure. Formulations for the developed Johnson-Cook damage model and dimensionless pressurestress ratio are Equation 37 and Equation 38, respectively.

(

 f = d1 + d2 ed 
3

*

) (1 + d (ln )) (1 + d T )


4

* =

m


*

5

(37)
(38)

where  m is the average of the three normal stresses and  is the von Mises equivalent stress.
Dimensionless strain rate   and homologous temperature T * are identical to those exploited in
Johnson-Cook plastic model (Johnson, Cook 1985). The five constant parameters d1 - d5 are obtained
from torsion tests, Hopkinson bar tests, and quasi-static tensile tests. The expression in the first set of
brackets says that the strain to fracture decreases as the hydrostatic tension  m increases. The physical
explanation for the second set of brackets illustrates the effect of strain rate, and that in the third set of
brackets represents the effect of temperature. Damage evolution option was turned on to reflect damage
variation condition and to resolve element distortion problem. Element deletion option was turned on
to delete elements when they satisfied the presumed damage criterion. The Johnson-Cook damage
model parameters are obtained from (Lin, Chen et al. 2019), which is shown in Table 2. The damage
evolution value in the Johnson-Cook damage model is calibrated with the experiment image in (Wang,
Feng et al. 2015), and the detailed procedures for tunning damage evolution value will be provided in
section 4.2.

3.2.2 Interaction settings
For the interaction settings, general contact was exploited in ABAQUS/Explicit. Hard contact as a
default option in the normal direction, while allowing separation after contact, was chosen to clarify the
pressure-overclosure variation condition. In the tangential direction, the coulomb type of frictional
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model is exploited to represent friction condition at the interfaces and the magnitude of the coefficient
value of friction will be 0.2.
In ABAQUS/Explicit, there are two ways to realize the cohesion phenomenon. One of them is
based on a cohesive element and the other one is based on a surface-based cohesive surface. For the
cohesive element method, a real element was created at the interface between two contacting surfaces.
Although the thickness for the cohesive element can be set to zero, the usage field for the cohesive
element is usually for the situation when the thickness of the adhesive layer, which is simulated by the
element, is not negligible. Therefore, this measure was usually exploited for the condition when the
thickness of the material’s layer will affect the adhesion status. For the surface-based cohesive
interaction, the cohesion phenomenon is based on interaction setting. Compared to the cohesive element,
surface-based cohesive behavior is an interaction setting. Built-in surface-based cohesive behavior was
originally exploited for practicing fracture phenomena in the domain of fracture mechanics. Meanwhile,
it can be exploited to model “sticky” contact, for example, surfaces or parts of surfaces that are not
initially in contact may bond on coming into contact (Dassault Systems Simulia Corp 2020). Surfacebased cohesive behavior does not involve the thickness issue. Thus, the surface-based cohesive
interaction method is more appropriate to simulate the "stick" characteristic for the surfaces to achieve
bonding phenomenon between particle and substrate.
By using surface-based cohesive behavior, an artificial mechanics zone was created between
particle and substrate, and the relation between traction and separation was generated also. Similar to
the running algorithm behind cohesive-element, surface-based cohesive behavior running with the
algorithm illustrated by Figure 26 (Dassault Systems Simulia Corp 2020). In Figure 26, an embedded
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Figure 26 Schematic of cohesive behavior algorithm (Lin, Chen et al. 2019).

bilinear traction-law is taken to illustrate the traction evolution condition along with separation between
contacting surfaces in the scope of fracture phenomenon. In Figure 26,  tensile means the bonding
strength between particle and hitting substrate, usually indicating material’s tensile strength (Yildirim,
Fukanuma et al. 2015), Kcoh represents cohesive stiffness, G indicates fractures energy, exploited for
measuring debonding criterion between surfaces. The area represented by Al is the minimum amount
of energy required to start debonding. While simulating the cohesion phenomenon, a similar mechanism
was adopted at the interfaces. Based on the running algorithm, the pressure-overclosure relationship
governs the penetration process when a particle interacts with the substrate. On the other hand, surfacebased cohesive behavior reasonable for the bonding and bounce process when particles tend to leave
away from the substrate. Comparing to use “no separation after contact” in the framework of hard
contact to realize bonding phenomenon, the surface-based cohesive behavior is a softened bonding
measure. Hard contact will let particle bond immediately once the interaction is initiated. However,
once initiating surface-based cohesive behavior, the particle’s velocity will begin to decrease and
bounce to the highest level. After arriving at the highest altitude, the particle will be” pull back” to the
substrate by the artificial cohesive stress. During the “back and forth” cyclic movement, the residual
kinematic energy remaining after the particle's first time achieve its bottom height in the crater will
approach zero. By simulating enough time, the particle will be regarded as rest with total velocity is
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approximated zero and the total displacement is approximated to a certain stable value. Thus, a more
physical and mechanical evolution at the interfaces can be better described. To avoid element distortion
problem, considered measurement is taken in (Viscusi 2018), surface-based cohesive behavior will be
initiated at a certain time point t1 . Therefore, at the former until t1 , surface-based cohesive behavior
would be deactivated, and at the latter from t1 , surface-based cohesive behavior can be initiated. In this
research, the principal for the surface-based cohesive behavior initiation time selection is taking trial
and error. For the physical criterion, there is still not a well-acknowledged paradigm for the cohesion
behavior initiation time. However, it is reasonable to consider the surface-based cohesive behavior
should at least be initiated when the particle just reached the deepest hitting position and tend to bounce
up, or the vertical velocity direction just changed to the upside. or even earlier. In this research, the
surface-based cohesive behavior will be triggered when the particle reached around the deepest vertical
position.

3.2.3 Analysis steps and loading settings
In the step module of ABAQUS, dynamic, explicit is specified in the simulation. The explicit
procedure integrates through time by using many small time increments. For the time increment setting,
the default automatic type is chosen. According to the ABAQUS user manual, (Dassault Systems
Simulia Corp 2020) the definition for the small time increment (or can be called stable time increment)
is often written as the smallest transit time of a dilatational wave across any of the elements in the mesh,
as shown below.

t 

Lmin
cd

(39)

where Lmin is the smallest element dimension in the mesh and cd is the dilatational wave speed. The
adiabatic option is togged on to simulate thermal adiabatic conditions in the impact process. In the
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adiabatic situation, it is assumed that the generated heat will not be conducted away in a transient
duration. Due to the instabilities brought from the surface-based cohesive behavior (Viscusi 2018),
analyzing steps sometimes should be divided into multi-steps. The initial steps will be without cohesive
behavior to alleviate the initial intensive peening pressure yielded by particle. The reason for this is that
the highly kinematic energy will lead to excessive deformation in a short time, and this will further
worse the instability problem accompanied by surface-based cohesive behavior. The latter steps will be
equipped with cohesive behavior. Compared to the former step, the latter step will have negligible
kinematic energy. The initiation time between the former step and the latter step will be determined by
taking trial and error, though the threshold time usually featured by the particle reaching its deepest
hitting position or almost zero total velocity value. Due to not only one model is simulated in the work,
different surface-based cohesive behavior initiation time should also be considered. The detailed
information for the initiation time in different models is listed below Table 3-Table 6. Based on
empirical experience, several factors will affect the determination of threshold time, including the
curvature of the impacting position, impacting velocity, material’s stiffness etc.
Table 3 50μm diameters single-particle impacts on planar substrate process
Total

Time

time

increment

0ns

0ns

Particle initially contacts with substrate

60ns

60ns

Cohesion activated between particle and substrate

120ns

60ns

Particle at rest

Event

rationale
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Particle achieves deepest position
and seeks to rebound
Particle’s total displacement and
velocity not changed

Table 4 37μm diameters two-particles impact on planar substrate process
Total

Time

time

increment

0ns

0ns

Particle initially contacts with substrate

50ns

50ns

Cohesion activated between particle and substrate

100ns

50ns

Particle at rest

Event

rationale

Particle achieves deepest position
and seeks to rebound
Particle’s total displacement and
velocity not changed

Table 5 50μm diameters two-particles impact on planar substrate process
Total

Time

time

increment

0ns

0ns

60ns

60ns

100ns

40ns

180ns

80ns

240ns

60ns

Event

rationale

lower particle initially contacts with substrate
Cohesion activated between lower bottom

Lower particle achieves deepest position

particle and substrate

and seeks to rebound

Upper particle contacts with bottom particle
Cohesion activated between Upper particle

Upper lower particle achieves deepest

and lower particle

position and seeks to rebound

All particles at rest

All particle’s total displacement and
velocity not changed

Table 6 50μm diameters single-particle impacts on non-planar substrate process
Spray

Total

Time

angle

time

increment

0ns

0ns

60ns

60ns

120ns

60ns

0ns

0ns

80ns

80ns

190ns

110ns

0ns

0ns

100ns

100ns

280ns

180ns

90°

80°

70°

Event
Particle initially keeps 10mm away
from substrate

Rationale

Avoiding penetration

Cohesion activated between particle

Particle achieves deepest position and

and substrate

seeks to rebound

Particle at rest
Particle initially keeps 10mm away
from substrate

Particle’s total displacement and
velocity not changed
Avoiding penetration

Cohesion activated between particle

Particle approximately achieve deepest

and substrate

position and seeks to slide away

Particle at rest
Particle initially keeps 10mm away
from substrate

Particle’s total displacement and
velocity not changed
Avoiding penetration

Cohesion activated between particle

Particle approximately achieves deepest

and substrate

position and seeks to slide away

Particle at rest
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Particle’s total displacement and
velocity not changed

It should be noticed that in the condition of two-particles impact and bond on planar substrate, the
intervals between particle contacts with former object event and cohesion activation event, which
accompanied with deepest impacting position of local particle, is varied. This interval for the lower
particle is 60ns, for the upper particle is 80ns. This difference can be explained by the numbers of
deposited particles before local particle starts to bond. Because with increased numbers of bonding
particles, the vertical squeezing space will also increase, so the particle needs a longer time to achieve
its deepest impacting position. In the non-planar spray scheme, the different cohesion-imposed time
mainly owes to the varied spray angle.
In the load module, all of the impact velocity for particles is 680m/s, which is located at the critical
velocity window for exploited material (Wang, Feng et al. 2015), only except the velocity in the section
4.2. In section of 4.2, to confirm the effectiveness of the adopted material parameters in all of the work,
various velocities values will be exploited to calibrate the results of the experiments. The temperature
for the particle is preheated into 400K, while the temperature for the substrate is 293K. Thus, the spray
angle and velocity in planar substrate conditions and non-planar conditions can always satisfy bonding
requirements, to ensure the bonding phenomenon should occur in all simulation models.

3.3 Solutions to excessive distorted elements problem in cold spray
simulation.
In ABAQUS/Explicit, Lagrangian method is an embed standard modeling approach and usually
applied to solid mechanics simulation. The drawbacks of Lagrangian modeling method are the severe
mesh deformation or excessively distorted element, which are common problems that need to be tackled
within high-speed impact simulation. On the other hand, the using of Lagrangian domain and surfacebased cohesive behavior, which is elaborated in the section 3.2.2, will further exacerbate the distorted
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element problem. Large distortion of the elements can result in inaccurate results, hourglass problem,
and error termination due to negative volume elements. Thus, the solutions to the distorted element are
an essential component in the simulation. In order to evaluate the element distortion degree or mesh
quality in one simulation (Dassault Systems Simulia Corp 2020), the ratio of artificial strain energy and
internal energy was adopted in ABAQUS/Explicit. Artificial strain energy includes energy stored in
hourglass resistances and transverse shear in shell and beam elements, which can roughly represent the
degree of hourglass effect and indicate mesh quality, while the internal energy including recoverable
elastic strain energy, plastic energy, viscoelasticity energy, creep energy and artificial strain energy. In
ABAQUS a small amount of artificial “hourglass stiffness” is introduced in first-order reducedintegration elements to limit the propagation of hourglass modes. For elements that are subjected to the
influence from hourglass, internal forces are implemented to act against the hourglass deformation mode.
Artificial strain energy is the work done by these internal forces which resist hourglass modes. To
suppress the hourglass phenomenon, there are several algorithms available for computing these internal
forces. In the research, stiffness type of hourglass control is chosen, and the expression of the forces
(Dassault Systems Simulia Corp 2020) is shown below.
dq 

Q = s (1 −  ) Kq + C 
dt 


(40)

where q is an hourglass mode magnitude, Q is the force (or moment) conjugate to q, K is the hourglass
stiffness selected by ABAQUS/Explicit, s is one of up to three scaling factors ss , sr and s that you
can define (by default, ss = sr = s =1 ), C is the linear viscous coefficient,  ( 0    1 ) is
blending weight factor to scale the stiffness and viscous contributions. Specifying a weight factor equal
to 0 or 1 results in the limiting cases of pure stiffness and pure viscous hourglass control, respectively.
For evaluating what is an excessive value of artificial strain energy, the most common measure is
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comparing artificial strain energy to all other internal energies, like internal energy. In general, when
the ratio of artificial strain energy and internal energy is smaller than 10%, it usually suggests hourglass
effect in this simulation is not significant and the results are trustable. Otherwise, the hourglass effect
will affect the accuracy of the results. In addition to the refined mesh size improving distortion
conditions, several other methods are also beneficial. In this thesis, in the module of element setting for
element distortion control, stiffness hourglass control is exploited. In the aspect of material parameters,
temperature-dependent conditions should be specified for the adopted material Al6061-T6, because
temperature will experience a large variation during the impact process. Thus, the temperaturedependent settings can provide a more accurate description for the material’s behavior compared to
constant temperature values. This more realistic setting can beneficial for resolving element distortion
problem, because these temperature-dependent material parameters can provide appropriate stiffness
for particles and substrate in the whole dynamic process.
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CHAPTER 4
Difference Between Single-Particle and Sequentially
Impacting Multi-Particles on the Same Planar
Substrate
4. THE SINGLE AND TWO PARTICLES BONDING
ON A PLANAR SUBSTRATE
In this chapter, mesh size convergence investigation, the verification process for adopted material
parameters and comparison between bonded single-particle and bonded two-particles are presented (see
Figure 27). The purpose for the comparison of single-particle and multi-particles bonding condition
respectively is to investigate how impact by multiple particles affect the residual stress distribution in
the cold spray material.

Figure 27 Flowchart for the organization of planar substrate simulation condition.
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4.1 Mesh size convergence investigation
In this work the explicit dynamic method is exploited to simulate the transient impingement
process. Compared to implicit simulation method, the explicit dynamic method does not need to iterate
for each time step. Instead, the explicit dynamic method adopts a direct integration formula to integrate
the equations of motion. Therefore, the explicit method does not heavily involve with convergence
computation problems. In FEA simulations, mesh density is one of the most critical considerations in
both implicit method and explicit method. In general, a finer mesh can yield more accurate results. With
the increased number of elements, simulation results will approach true results and eventually arrive at
a converged result when mesh density meets a certain threshold. When mesh density gets further
improved after this threshold, although the simulation results can still be improved, the difference
between simulation results will be marginal and not worth the computational cost. Therefore, an
appropriate size of mesh can guarantee the simulation to be proceeded with acceptable computational
resources and providing sufficiently accurate results.
In order to obtain appropriate mesh density, mesh size convergence study was carried out on the
condition of single particle normal impact on a planar substrate. The mesh size convergence was
conducted by reducing element size in particle and intimately impacting region on the substrate.
Theoretically, observed mechanical variables, such as maximum equivalent stress, will vary with varied
mesh size and approach a relatively stable value as the mesh is refined. Usually, a maximum or
minimum value of certain variables at a certain time based on different mesh sizes will be chosen to
evaluate the convergence situation. However, during the impact process, various loads and boundary
conditions will be imposed on the particle, which constitutes a relatively complex model. Comparing
to equivalent plastic strain, stress can be more accessible to be influenced by intensive loading, and this
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relative instability situation will be worsened by the using of surface-based cohesive behavior. In (Lin,
Chen et al. 2019) their results indicate that asymmetry will even more obvious in the particle. Therefore,
in order to avoid an unnecessary diverging result induced by the adoption of a surface-based cohesive
model for particle-substrate interaction, a certain chosen time step for activation of cohesion is selected
to obtain converged mesh size. This time step is determined by the corresponding time when particle
achieves maximum depth and then seeks to rebound. Thus, the critical time step corresponds to
greatest vertical displacement value of the particle into the substrate. The reason to select this kind of
time point is that it presents cohesion effect and it confirms the surface-based cohesive behavior can
perform the least time on the model, which indicates the asymmetry effect will be minimized. In this
thesis, equivalent plastic strain (PEEQ) is the variable that is assessed along a diametrical path from the
particle’s north pole to the south pole as illustrated by Figure 28.

Figure 28 Mesh size convergence investigation path illustration.

For this convergence study, the damage evolution fracture energy value was set to a 1mJ/mm².
This is a large value that will help to ensure the effectiveness of the material damage model on the
convergence study will be minimized. It should be emphasized when the fracture energy value is equal
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to 1mJ/mm², there are no elements deleted using the Johnson-Cook damage material mode. This is
confirmed by accessing the material damage result contour shown in Figure 29. The figure clearly
shows that the maximum value for the material damage contour is below 1, which is the element
deletion criterion.

Figure 29 Material damage contour result for single particle normal impact on substrate with damage
evolution fracture energy equal to 1mJ/mm².

Through outputting the nodal displacement value of the south pole of the particle, as shown in
Figure 30, the general dynamic condition of the particle will be visualized. As one can see, the highest

Figure 30 Vertical displacement of the south pole node of the impacting particle based for mesh size
1/55th of 50μm diameter particle.
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 31 Equivalent plastic strain distribution along particle’s diameter with varied mesh size at
different time step (a)70ns (b)76ns (c)80ns (d)86ns (e)90ns (f)120ns.

magnitude of vertical displacement occurs around 60ns and becomes stable after 70ns. Thus, the
convergence evaluating time should at least greater than 70ns. Along the investigation path shown in
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Figure 28, with different mesh sizes and time steps, associated PEEQ curves are plotted in Figure 31.
In Figure 31, the equivalent plastic strain along the north pole to south pole diametrical path shows that
with the increased time step and mesh size, the diverging tendency becomes more obvious, confirming
the concluded asymmetry feature indicated in (Lin, Chen et al. 2019). Lin etc. explain that the stress
distribution of the embed surface-based cohesive model has difficulty with symmetry, especially in the
particle. This asymmetry is found to be related to the node penetration at the contact interface, where
some of the particle surface nodes are observed to unexpectedly penetrate into the substrate during the
impact, leading to an asymmetric contact distribution on the interface. In addition to PEEQ as one of
the essential indicators for assessing convergence, the hourglass value, which is the ratio between
artificial strain energy and internal energy, is also an important metric to examine in terms of mesh size.
When the mesh size is 1/55, the hourglass effect through the whole simulation is plotted as Figure 32.
In the whole simulation the hourglass effect value is well below 10%, indicating that the 1/55 mesh size
is fine enough. Therefore, considering accuracy requirement and consuming time, the mesh size is

Figure 32 Assessment of hourglass effect based on mesh size 1/55 th of 50μm diameter particle.
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chosen to be 1/55 of the particle’s diameter. To keep consistency, all simulations for the 50μm diameter
particle simulation in this research employing an element size equal to 1/55 of the particle’s diameter.
After finishing the 50μm diameter particle’s mesh size convergence study, the mesh size convergence
investigation for the 37μm diameter particle, which is used for verifying adopted material parameters,
should also be conducted. The mesh size convergence investigation process for the 37μm diameter
particle followed the same steps as for the 50μm particle. As indicated in Figure 33, the particle will be
rest at least 60ns. Thus, the time step to be chosen for evaluating convergence should not smaller than
60ns. Following the same explore strategy in Figure 28, the equivalent plastic strain value distribution
at 60ns is presented in Figure 34. In Figure 34, it shows that the mesh size will be converged when it

Figure 33 Vertical displacement nodal value of south pole node of the impacting particle based on mesh
size 1/60th of 37μm diameter particle.

equals to the 1/50 of 37μm diameter particle. Considering the accuracy and spending time, the
converged mesh size for the 37μm diameter particle in the material parameters verification section will
be 1/60 of 37μm diameter.
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Figure 34 Equivalent plastic strain distribution along particle’s diameter with varied mesh size at 60ns

4.2 Material parameters verification
In addition to the mesh size convergence study, the calibration between the simulation and
experiments is also a critical step that should be conducted to confirm the validity of the adopted
material parameters. In (Wang, Feng et al. 2015) researchers used cold spray to deposit 6061 aluminum
powder and obtained single particle splat images, as shown in Figure 35. Material property constants in
the Johnson-Cook material model will be adjusted so that the simulation under the same test conditions
as the experiment will produce a deformed deposited part shape as shown in the figure. The figure can
also be used to estimate the particle diameter before impact by modeling the impacted particle shape as
a spherical cap and equating the volume of this spherical cap to the volume of the spherical particle
before impact. This conservation of volume represents conservation of mass, assuming negligible mass
loss upon impact and negligible change in material density before and after impact. According to the
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Figure 35 Particle normal impacts on substrate cross section experimental image(Wang, Feng et al.
2015).

presented scale line in the image, the largest thickness for the deformed particle is around 17μm, and
the largest length in the cross section view of the particle is around 30μm. Thus, we have the following
relationships related to the volume of the particle after impact modeled as a spherical cap and the particle
volume before impact modeled as a perfect sphere.

a = h(2R − h)

(41)

1
Vcap =  h2 (3R − h)
3

(42)

V0 = Vcap

(43)

4
V0 =  R02
3

(44)

where Vcap represents the volume of the deformed particle, a represents half of the largest length in
the cross section view of the particle, h represents the largest thickness of the deformed particle, R
represents the radius of curvature of the deformed particle, V0 represents the volume of undeformed
particle, R0 represents the radius of the undeformed particle. Based on the above equations and
measurements of the particle shape in Figure 35, it can be calculated that the original particle’s diameter
was approximately 37μm. Thus, in the calibration process in this section, the particle’s diameter will be
temporarily modeled as 37μm. In the tunning process, metal jet shape and flattened condition of the top
surface for the deformed particle are two major aspects to inspect for calibrating the model. For these
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two aspects, the most related model settings in the simulation are impact velocity and damage evolution
in Johnson-Cook material damage model. As the only one material mechanical behavior in the field of
damage mechanics, the major purpose to adopt Johnson-Cook material damage model is to obtain the
metal jet size and shape and provide damage behavior for the particle and substrate in the whole process.
Due to the damage evolution in Johnson-Cook damage model and mesh size are two dual-dependent
variables, so it is desirable to fix one of them and to explore the other one. Thus, in section 4.1, the
mesh size convergence work is completed with a large damage evolution value which can minimize the
effect led by the damage material model on the mesh size variation. The simulated metal jet shape in
the condition of normal impact will be tuned with the experimental metal jet shape with obtained
converged mesh size in section 4.1. For the damage parameters, two types of damage evolution are
provided: one is displacement at failure and the other one is fracture energy. Compared to displacement
at failure, mesh density will have less influence on fracture energy. Therefore, fracture energy is
exploited in the Johnson-Cook damage material damage model. Because fracture energy in JohnsonCook damage material model is a universal material parameter, it should be fixed and applied to other
models once the tuning step is finished.
Based on the converged mesh size and optimized yield stress 300MPa and thermal softening effect
coefficient 0.58, when taking the same value of impact velocity 612m/s and initial temperature 293K in
(Wang, Feng et al. 2015) for both particle and substrate, the result shown in Figure 36. According to the
result, an obvious bump is presented at the top surface, which against the condition in the experiment
Figure 35. To improve the result, the particle’s initial temperature is increased from 293K to 400K,
while the substrate’s initial temperature still keeps 293K. As mentioned above, the impact velocity
affects the particle’s deformed shape. Further, the Johnson-Cook damage material model also affects
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Figure 36 37μm diameter particle collides on substrate 612m/s impact velocity and 293K initial
temperature.

the deformed shape. Thus, the next calibration process will firstly be finished by changing the value of
impact velocity while suppressing the Johnson-Cook damage material model to prevent any potential
coupled effects led by adjusting both of them. In Figure 37, various velocity values are chosen to tuning
with the experimental result in Figure 35, which presented in (Wang, Feng et al. 2015). According to
the result, it demonstrates that the length of the metal jet will increase and the flatten condition for the
top surface will be improved without using Johnson-Cook material damage model, as velocity increased,
and it finds the 760m/s impact velocity for the 37μm diameter particle calibrates the experimental result
well. Thus, by conducting deformation calibration, the adopted material parameters for Al6061-T6 can
be verified and be used for other sizes of particle and impact velocity conditions. However, comparing
to the result to be calibrated, the central bottom position of the simulated particle is not flattened enough,
which is led by the mesh partition strategy. Due to the non-uniform localized elements distribution,
higher stiffness is generated and a curved deformation shape is yielded.
In this research, 50μm diameter, 680m/s impact velocity and a planar substrate are concerned. For
the planar substrate impingement scheme, the results’ validity is confirmed by two aspects, including
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bonding requirements and model settings. Through using a bonding velocity and bonding spray angle,
the bonding requirements can be met. The verified material parameters and converged mesh size can
meet the requirements in the aspect of model settings. Thus, the simulation results for single particle
impacts on planar substrate and two-particles sequentially impacts on planar substrate results, which be
focused on in this research, are converged and confirmed and are listed in Figure 38.

(a)

(b)

(c)

(d)

Figure 37 37μm diameter particle collides on substrate with various velocity (a) 680m/s (b)760m/s (c)
830m/s (d) 900m/s.
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(a)

(b)
Figure 38 50μm diameter particle collides on substrate with 680m/s impact velocity (a) single particle
impingement (b) two particles impingement.

4.3 Mechanical/Thermal results distribution in the single-particle scheme
and the two-particles scheme
In this section mechanical and thermal results are presented for a single-particle and two-particle
impact on a planar substrate. For consistency, the evaluation time step will be determined by checking
the total velocity value and total displacement value of the south pole node of the particle in singleparticle condition and lower particle in two-particles condition. After the evaluation time step, the total
velocity value and total displacement value should be kept approximately constant, which indicates a
stable bonding phenomenon occurring. The curves for the two variables are shown below Figure 39 and
Figure 40. Figure 39 indicates that after the 120ns, the particle is essentially at rest. As for the two74

Figure 39 Nodal total velocity and displacement value at south pole position in single-particle bonding
simulation.

Figure 40 Nodal total velocity and displacement value at south pole position for lower particle in twoparticles bonding simulation.

particles bonding simulation, the plotted curves show the two-particles will be firmly bonded and stay
at rest after the 240ns. Therefore, the chosen comparison time step for the single-particle scheme will
be 120ns and 240ns for the two-particles scheme. Although the time step is different, the particles will
share identical dynamic condition. It should be noticed that in Figure 39 when the particle achieves the
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deepest position, it will bounce to a small degree and then stabilize. This movement trend confirms the
running theory behind the surface-based cohesive behavior, indicates that particle cannot bond on the
substrate immediately when the cohesive behavior is initiated.
The global energy evolution in the whole simulation for the single-particle and two-particles
schemes are shown in Figure 41 and Figure 42. In Figure 41, initial kinetic energy is mainly converted

Figure 41 Energy evolution in single-particle impact on planar substrate.

Figure 42 Energy evolution in two-particles impact on planar substrate.
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into internal energy, and the value of converted energy equals to 97.3% initial kinetic energy. It indicates
that almost all initial kinetic energy will go into internal energy. As one of the major components in
internal energy, plastic energy represents 89.4% of the internal energy. In two-particles scheme, the
value of converted kinetic energy equal to 96.9%, while the ratio between the plastic energy and kinetic
energy equal to 87.4%. Comparing the two schemes, it reveals that the ratio between the kinetic energy
and internal energy and the ratio between the plastic energy and internal energy are almost not changed
when the number of bonding particles changed.
For the thermal aspect, temperature is the only variable to be evaluated. The temperature
distribution investigation path is shown in Figure 43. Temperature distribution from particle’s north
pole to the intimately impacting region’s south pole of the substrate in the single-particle scheme and
from upper particle’s north pole, passing the lower particle, to the intimately impacting region’s south
pole of the substrate in the two-particles scheme are presented as Figure 44 and Figure 45. For the x
axis “Y distance based on deformed scale”, when the value equals zero, it means the initially contacting
position between the particle and substrate, which is the contacting interface. When it goes to minus

Figure 43 Schematic for variable investigation path in single-particle scheme and two-particles scheme.
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Figure 44 temperature distribution from the north pole of particle to the south pole of impact region in singleparticle scheme.

Figure 45 temperature distribution from the north pole of the particle to the south pole of impact region
in the two-particles scheme.

value, it means below the interface and positive values indicate above the interface. From the two
figures, it reveals that the variation trend for the substrate is not influenced by the bonding particle
number. The results also demonstrate that in the substrate the temperature value along with the thickness
almost keeps the same when the bonding particle number from one to two. Theoretically, when
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increasing bonding particles, more kinetic energy will be introduced and temperature should also be
enhanced in both particles and substrate. The reason to cause the phenomenon might be led by three
reasons. Firstly, the whole simulation is a transient thermal adiabatic analysis, so the heat cannot be
conducted from particles to substrate, and generated heat is yielded by the plastic work in the dynamic
process. Secondly, at the interface, only the friction behavior, pressure-overclosure behavior, and
cohesion behavior are specified. The lacking of thermal conductance behavior also contributes to this
phenomenon. Thirdly, the already bonding particle will be squeezed to a larger degree by the coming
particle, so the coming particle’s kinetic energy will force the former bonding particle to obtain greater
plastic deformation with an increasing plastic dissipated energy. This will prevent the substrate to be
further heated. To better prove the similar temperature condition, Figure 46 is shown below. With the
numbers of bonding particles changed from one to two, the temperature difference at the interface is
also increased. and thus, the former bonding particle is the new object, rather than the substrate, under
the impact. So, when the numbers of impact particles changed from one to two, it should be imagined
the former particle should generally have a larger temperature value than the new coming one, which is
confirmed by Figure 45. Simultaneously, from Figure 44 and Figure 45, it’s easily finding that the
temperature distribution for the upper particle in the two-particles scheme is similar to the temperature
distribution for the only particle in the single-particle scheme.
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Figure 46 Temperature distribution comparison between the single-particle bonding scheme and the
two-particles bonding scheme.

Not only the temperature evolution along thickness performs an important role to partially
demonstrate the thermal condition after bonding, the temperature distribution at contacting interfaces
should also be analyzed. Thus, based on different aspects, three temperature contours comparisons are
shown below Figure 47-Figure 49. From Figure 47 and Figure 48, it reveals that the overall temperature
for the only particle in the single-particle scheme can generally conform to the temperature distribution
in the upper-particle in the two-particles scheme, while the lower-particle in the two-particles scheme
is hotter than the particle in the single-particle, which similar with the regulations in the part of the
above temperature along with the thickness investigation. Considering Figure 49, it obviously shows
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(a)

(b)

Figure 47 Overall temperature distribution in (a)the single-particle scheme and (b)the two-particles scheme.
Unit: Kelvin.

(a)

(b)

Figure 48 Temperature distribution on the (a) particle in the single-particle scheme and (b) the lower particle
in the two-particles scheme. Unit: Kelvin.

(a)

(b)

Figure 49 Temperature distribution on the contacting interfaces of the substrate in (a)the single-particlescheme and (b)the two-particles scheme. Unit: Kelvin.

that the interface’s temperature in the two-particles scheme slightly hotter than the interface in the
single-particle scheme, which still shares a similar trend as the previous temperature path plots.
For the mechanical aspect, von Mises stress and equivalent plastic strain (PEEQ) are the variables
to be explored. Von Mises stress distribution can represent the general stress distribution in particle and
substrate. PEEQ can represent the plastic deformation degree in localized regions. Through
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investigating general contour, the von Mises stress distribution in the single-particle scheme and twoparticles scheme is shown in Figure 50 below. When the bonding particles number increased from one
to two, the highest stress region right below the lower particles is enlarged. However, it should also be
stressed that the value for the rim of the stress wave on the top surface of the top particle is decreased.
Comparing to the single-particle scheme, the von Mises value is hugely decreasing at the leading edges
of the peripheral side of the two-particles schemes. From the single-particle scheme to the two-particles
scheme, more kinetic energy is introduced into the model. Thus, it should be expected that the von
Mises stress value in most regions will increase. For the decreased value regions, the presenting
simulation time step may be one of the reasons to account for the reduction. Although the particles in
the single-particle scheme and the two-particles scheme are at rest, their analysis step is transient
adiabatic analysis, and the time step is small-scale level, so it may not fully demonstrate the general
residual stress distribution. Thus, a much longer simulation time, like seconds-level is necessary.
According to the definition of von Mises, the reorganized principal stress from single bonding particle
to two bonding particles can be the other reason. Due to the second introduced particle in the impact
process, the principal stress distribution in the single particle bonding scheme will change. Thus, the

(a)

(b)

Figure 50 Von Mises stress distribution in the (a) the single-particle scheme and the (b) the two-particles
scheme. Unit: MPa.

overall von Mises distribution have a nonuniform change.The localized conditions of von Mises stress
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are also investigated. Compared to nodal value, integration point value can better demonstrate localized
von Mises evolution. Thus, integration points on the substrate in the condition of single particle collides
on planar surface and two particles collide on planar surface are utilized to be evaluated, as shown in
Figure 51. In this research, the plastic mechanics behavior for the substrate is characterized by JohnsonCook plasticity model. In Johnson-Cook plasticity model three factors is considered and will influence
the value of yield stress. While plotting the von Mises evolution curves at the utilized integration point,
as presented in Figure 52, it can find that the maximum von Mises value is slightly higher than the
300MPa, which is the yield stress of Al6061-T6. It indicates that the combination effect led by strain
rate hardening effect and strain hardening effect is more dominant than the thermal softening effect.
However, considering the whole simulation, the value of von Mises stress soon decreased and always
smaller than the initial yield stress afterward. Thus, although the combined effects of strain rate
hardening and strain hardening can temporarily overweight than the thermal softening effects at the
beginning of the collision, in the whole simulation the thermal softening effect is more dominant than
the strain hardening effect and strain rate hardening effect. It should be emphasized that the analyzed
integration points may not represent the relation among thermal softening effect, strain hardening effect
and strain rate hardening effect of all integration nodes. However, it still can demonstrate the existence
of the phenomenon that thermal softening effect over the entire impact process is more dominant than
the strain hardening effect and strain rate hardening effect.
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(a)

(b)
Figure 51 Illustration of chosen integration point for evaluating von Mises stress in the (a ) single particle
scheme and (b) two particles scheme.

Figure 52 Von Mises evolution at chosen integration points on planar substrate.
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In terms of the PEEQ, the global contours for the single particle bonding scheme and the two
particles bonding scheme are demonstrated in Figure 53. In the global contours of PEEQ, it
demonstrates well symmetry distribution. In both schemes, the regions indicate large values of PEEQ
gathering at the leading edges of the upper particle. Comparing the single particle bonding scheme and
the two particles bonding scheme, it shows that the value of PEEQ at the leading edges is greater in the
two particles condition than it is in the single particle condition. In the above temperature and von Mises
analysis, results indicate that the temperature value will increase when bonding particles number
changed one to two. Further, in terms of the von Mises stress, the value at the outer edge of the jet
experiences a huge decrease. Considering the two results, it indicates that the regions at the leading
edges of the upper particle are more approaching a fluid state when bonding particles number adjusted
from one to two. Comparing to the solid status, fluid status for the same material will behave extra
deformation, which accounts for the PEEQ evolution at the leading edges positions for the upper particle.

Figure 53 PEEQ contours in the single particle bonding scheme and the two particles bonding scheme.

4.4 Conclusions and summaries
In this chapter, the thermal aspects and mechanical aspects of the single particle bonding scheme
and two particles bonding scheme are analyzed for cold spray impact on a planar surface. For the
thermal aspect, temperature is assessed. For the mechanical aspects, von Mises stress and PEEQ are
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investigated. Based on the above analysis contents, it can be concluded that
1)

The temperature along substrate thickness will not be obviously influenced when bonding
particles number increased from one to two. The temperature distribution in the particle in the
single particle impact analysis has a similar distribution condition as the second particle in the
two particles bonding scheme. These are results of the adiabatic assumption inherent in the
model.

2)

Increasing bonding particles number from one to two increases von Mises stress value in
partial regions of substrate and particles. The small value at the leading edges of the peripheral
regions indicating the material’s status may be characterized by liquid behaviors. The von
Mises stress calculated by integration points on the basis of planar substrate collision
conditions, demonstrates the phenomenon that the effect led by thermal softening is
overweight than the strain hardening and strain rate hardening is existing. The selected
integration points are located in the interior of the elements, and these elements are lying in
the portion of the impacting regions of the top surface.

3)

Comparing to the single particle in the single particle scheme, PEEQ value apparently increase
at the leading edges at the peripheral regions for the upper particle in the two particles bonding
scheme when the bonding particle’s number increased from one to two. It indicates that the
material strength may decrease at those locations and material at those regions exhibiting
highly plastic behavior.
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CHAPTER 5
Curvature Effects for Bonding Condition
5. SINGLE-PARTICLE IMPACT ON DIFFERENT
POSITIONS OF NON-PLANAR SUBSTRATE
For many substrate surfaces which are not planar, oblique impact is a more common situation than
the normal impact. Theoretically, the orientation of the nozzle could be adjusted to ensure normal impact
to the substrate surface, but there are numerous reasons, such as spatial constraints, why such orientation
control is not possible or practical. Therefore, a deeper understanding of post-bonding condition of a
particle sprayed obliquely to the substrate is important. In this chapter, comparisons among particle
impacts on positions corresponding to different spray angles on a wavy surface by using surface-based
cohesive behavior are presented. The comparison of stress, PEEQ and temperature distribution among
different located bonding particles will indicate the curvature effect led by the wavy surfaces.
In the aspect of material property, to consistent with the settings in planar substrate collisions in
chapter 4, the Johnson-Cook material damage model is also waived in the non-planar substrate
simulation schemes. Meanwhile, the 2μm thickness inward direction outer layer is also waived. The
purpose of the 2 microns outer layer was to resolve the excessive deformation problem in the twoparticles sequentially impact scheme.

5.1 Mechanical/Thermal results distribution when single particle impacts on
non-planar substrate
To evaluate mechanical and thermal results in the non-planar substrate condition, an appropriate
time step should be employed. This time step should ensure the particle firmly bonds on the wavy
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surface. In this section, the bonding condition will be accessed by the total and normal nodal
displacement value and nodal velocity value of the south pole of the particle, as presented in Figure 54
to Figure 56. When the particle firmly bonds to the substrate, the total displacement and normal
displacement values should stabilize, while the total velocity value should approach zero. When only
the normal displacement value approaches constant, but the total displacement value still changes, this
indicates that the particle reaches its deepest impact position and then slides along the wavy surface. As
revealed in the pictures, the displacement condition will vary with different spray angles. The figures
indicate that the particle will bond on the non-planar substrate in 120ns when spray angle is 90°, in
190ns when spray angle is 80° and 280ns when spray angle is 70°. Therefore, the comparing time step
for 90°, 80° and 70°are 120ns, 190ns and 280ns respectively, and it demonstrates that the particle will
achieve bonding with longer time when spray angle decreased. In the whole process of single particle
impacting and bonding on the non-planar substrate, two types of displaccment contribute to the total
displacement, including normal displacement and tangential displacement. By observing the results, it
shows that the stabilized value of total displacement is greater than the stabilized value of normal
displacement, indicating that a displacement component perpendicular to the normal displacement is
occurring, which is the “sliding away” phenomenon. However, it should be noticed that an abnormal
growth phenomenon is appearing in the curve of total velocity in the 70° spray angle condition.
Checking the total velocity in the form of discretized results connected by the spline when spray angle
is 70°, it presents below Figure 57. In Figure 57 clearly demonstrates that there is only one time step,
and the corresponding result makes the whole curve has an abnormal growth which near to the start of
the impact process. However, the stabilized bonding state is concerned in the work, and the time 280ns
is the stabilized bonding moment. Thus, this abnormal result point can be ignored.
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Figure 54 Nodal velocity and displacement value at south pole position of the particle with 90°spray
angle.

Figure 55 Nodal velocity and displacement value at south pole position of the particle with 80°spray
angle.
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Figure 56 Nodal velocity and displacement value at south pole position of the particle with 70°spray
angle.

Figure 57 Total velocity value at south pole position of the particle with 70°spray angle in the form of
connected discretized point.
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Figure 58 Overall temperature distribution in different spray angle conditions (a) 90°spray angle (b)
80°spray angle (c) 70°spray angle. Unit: Kelvin,

Same with the analysis steps in the planar substrate, temperature is employed as the typical thermal
variable to be assessed. The temperature distributions for 90°, 80° and 70° spray angles are shown in
Figure 58. Figure 58 reveals that when the spray angle is decreased, the gap between the particle and
substrate is increased at the trailing edge. The jet located at the forward edge shows a growing trend in
size, while the size of the backside jet is getting smaller as the spray angle decreases. For the temperature
distribution, no obvious differences can be found in the overall temperature contour. Thus, a further
detailed temperature investigation at the contacting interfaces is shown in Figure 59. In Figure 59(a-c),
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as the spray angle value decreased, the temperature distribution evolved from a uniform condition to a
larger temperature in the forward contact region, which is the left side in the images. This phenomenon
could result from localized plastic deformation during the whole process. When the spray angle getting
more oblique, the plastic deformation occurrence portions are also changing. Thus, the particle will
experience plastic work generating heat at different degrees on different positions, as shown in Figure
59, which especially results in a higher temperature in the leading portion of the particle. By

Figure 59 Temperature distribution in contacting surfaces of particles in (a-c) 90°, 80° and 70°spray
angle and temperature distribution in contacting surfaces of substrate in (d-f) 90°, 80° and 70°spray
angle. Unit: Kelvin.

assessing Figure 59 (d-f), the temperature distribution at the contacting surfaces of the substrate also
followed a similar trend. By checking temperature contours in Figure 59, it reveals that localized
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temperature values at the contacting surfaces of the particles and substrates will exceed melting
temperature value when particles deposit on the non-planar substrate. When spray angle decreased, the
increase of temperature at the leader portion of particle and substrate might be attributed to increased
plastic dissipation. Because as the spray direction getting more oblique as shown in Figure 58, the
localized plastic deformation positions are moving to the leading side, which conforms with the
temperature distribution trend. This conformation agrees with the conclusion in (Grujicic, M., Zhao et
al. 2004), which holds localization of the plastic deformation to a region surrounding the contacting
interfaces, a noticeable increment of temperature will appear only in this region. However, the origin of
the temperature variation trend still needs theories and experiments to verify.
Meanwhile, the appearance of the melting temperature at the contacting interfaces reveals the
potential for the metallurgical bonding. By conducting a shear bond strength examination in (Wang,
Feng et al. 2015), the authors conclude that the value of shear bond strength is increased when spray
angle value decreased. However, in Figure 58, it shows that the geometric shape of the bonding particle
will be more and more difficult to achieve a visual stabilized conditions when spray angle value
decreased. Thus, it implies that one bonding mechanism should exist and provide firmly support for
bonding at this oblique impact circumstance, and the metallurgical bonding can be one reasonable
possibility for it.
The von Mises stress distribution at the contacting surfaces of the particles and substrates at
different spray angles respectively in Figure 60. Through comparing Figure 59 and Figure 60, we note
that the temperature distribution is somewhat correlated with the von Mises distribution. The high
temperature regions of the contacting surfaces can generally conform to the low von Mises stress
regions in the condition of the same spray angle, and this conclusion is more obvious at the interfaces
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of the particles. For the value of von Mises stress, it indicates that the state of the material located at the

Figure 60 Von Mises stress distribution in contacting surfaces of particles in (a-c) 90°, 80° and
70°spray angle and in contacting surfaces of substrate in (d-f) 90°, 80° and 70°spray angle. Note that
the viewpoint is looking down the y axis on the left and down the x axis on the right. Unit: MPa.

the leading edge of the contacting interfaces is characterized by fluid behavior, and the low value regions
are moving to the toward direction when the value of spray angle get decreased, especially in the
particle’s cases.
A positive minimum principal stress means that all three principal stresses are positive and
therefore this condition characterizes a state of tri-axial tensile stress at this material point. Similarly, a
negative maximum principal stress at a point implies a state of tri-axial compression at this location.
In Figure 61, the non-grey color regions refer to the portions of material in tri-axial compression. As
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Figure 61 Maximum principal stress distribution in contacting surfaces of particles in (a-c) 90°, 80° and
70°spray angle and in contacting surfaces of substrate in (d-f) 90°, 80° and 70°spray angle. Unit: MPa.

expected beneath the impact craters the material is under compression and these large compression
portions are moving to backward direction as the spray angle value gets decreased. In Figure 62, the
non-black color portions corresponding to positive minimum principal stress represent a tri-axial tensile
stress state. It can be observed that the tensile stress regions are moving to the toward direction of the
contact surfaces of particle and correlated contact surfaces of the substrate. For the distribution, the
tensile stress appeared at the peripheral areas of the contacting surfaces of substrates, and at the central
bottom impacting regions in all simulated spray angle schemes are under tensile stress to some degree.
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Figure 62 Minimum principal stress distribution in contacting surfaces of particles in (a-c) 90°, 80° and
70°spray angle and in contacting surfaces of substrate in (d-f) 90°, 80° and 70°spray angle. Unit: MPa.

Combining the simulation results in maximum principal stress and minimum principal stress contours,
it shows that there are regions located at the central bottom impacting portions under compression and
there are other regions in the impact crater that are under tension at the same time. Thus, the distribution
of stress state in these center-bottom regions is not uniformed.
PEEQ contour results for the contacting surfaces of the particles and substrate are plotting in the
Figure 63. Comparing the distribution of PEEQ in particle’s cases Figure 63(e-c) and substrate’s cases
Figure 63(d-f), the value of PEEQ distributions at the contacting surfaces of the particles have a good
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Figure 63 PEEQ distribution in contacting surfaces of particles in (a-c) 90°, 80° and 70°spray angle and
temperature distribution in contacting surfaces of substrate in (d-f) 90°, 80° and 70°spray angle.

conformation with it at the contacting surfaces of the substrate, and following same regulations in the
terms of temperature and maximum principal stress at the contacting interfaces, which is that the value
distribution is related to the variation of spray angle.

5.2 Conclusions and summaries
In this chapter temperature, von Mises stress, maximum and minimum principal stress and PEEQ
distribution obtained from finite element analysis simulations due to single particle impact on nonplanar surface are analyzed. The bonding phenomenon in various parts of substrate is ensured by using
critical impact velocity and appropriate spray angle. Based on the above contents, some conclusions
can be obtained.
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1)

According to the curves of the value of total displacement, normal displacement, and total velocity
of the south pole of the particle, it reveals longer time is required for the impacting particle to
firmly bonding on the substrate when the value of spray angle decreased.

2)

The deformation shape of the particle is affected by the spray angle. When the spray direction
becomes more oblique, the size of the metal jets at the leading edge of the particle tends to increase
while the metal jets at the trailing edge decreases in size, and the gap at the interface will obviously
increase at the rearward portion of the contacting areas.

3)

In the adiabatic condition, as the value of spray angle decreased, the value of the temperature will
be enhanced in general at the contacting surfaces of particles and substrates, and the symmetry
temperature distribution is interrupted and the high value regions are moving to the leading edge
of the particle and substrate. By assessing the high-temperature portions of the contacting surfaces,
it implies that the plastic work may lead to increased temperature. The value of the temperature
can exceed melting temperature in the non-planar substrate conditions, which provides evidence
for the metallurgical bonding.

4)

By comparing the von Mises stress distribution and temperature distribution at the contacting
interfaces, it shows that the regions of low value of von Mises stress are often associated with the
high value of temperature, and this conclusion is more obvious at the contacting surfaces of the
particles. This association indicates the mechanical performance at the low value of von Mises
stress areas can be characterized by fluid behavior. When the value of spray angle decreased, the
occupation areas of low value von Mises stress are enlarged at the toward direction especially in
the particle’s cases.

5)

Maximum principal stress, minimum principal stress and PEEQ distribution are also evaluated at
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the contacting interfaces. In terms of maximum principal stress, it implies there is a trend that
partial of central bottom of the impacting portions are under compression, and these compressive
regions are moving to the back direction as spray angle decreased. A large compression region will
appear beneath of the craters and seek to creep to the rear direction when spray angle value
decreased. In assessing the minimum principal stress distribution, the stress state for some of the
regions of the bottom of the impacting portions is tension. For the tension distribution, the tensile
stress occupied portions are moving to the toward direction as the spray direction more oblique,
and the peripheral areas are under tensile stress. Considering the conclusions about maximum and
minimum principal stress, it reveals that the stress state at the center-bottom impacting areas is
complex. Some of the regions of the center-bottom of the craters are under tension, while some
other regions of the bottom of the craters in the very center are under compression. For the PEEQ,
as the spray angle decreased, the high value regions are going to the toward direction and the high
value regions at the contacting surfaces of the particles have a good conformation with it at the
substrate’s cases.
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CHAPTER 6
Conclusions and Future Works
6. CONCLUSIONS FOR THE SIMULATIONS AND
FUTURE

WORKS

ASSOCIATED

WITH

THE

CONTENT
In this thesis, conclusions are divided into two parts. First part of the conclusions is based on
single-particle and two-particles impact on planar surface, this part including mechanical and thermal
conditions after particles realized bonding. The second part analyzes single-particle bonding on the nonplanar substrate. Future works are also provided in this chapter.

6.1 Conclusions for single-particle and two-particles impact on planar
substrate
Based on adiabatic assumption, the temperature distribution in the single particle is similar to the
temperature distribution in the upper particle of the two particles scheme and the value of temperature
along the substrate thickness will not be obviously affected when the bonding numbers changed from
one to two.
In the term of von Mises stress there is evidence of a liquid-like behavior at the leading edges of
the peripheral regions when the amount of bonding particles increased from one to two. On the basis of
two conditions, including single particle and two particles impact on planar substrate, through assessing
the localized von Mises stress results of one integration point on the substrate, it confirms the
phenomenon that the thermal softening effect is overweight than the strain hardening effect and strain
rate hardening effect on the substrate is exist.
100

For the PEEQ, the results suggest that the material strength may decrease at those leading edges at
the peripheral regions, where accompanied higher value of PEEQ, for the upper particle in the two
particles scheme, and this phenomenon exhibiting highly plastic behavior. Thus, the thermal softening
effect should be more dominant than the strain rate hardening effect and strain hardening effect at these
leading edges.

6.2 Conclusions for single-particle impacts on non-planar substrate
In the condition of non-planar impingement, a longer time is required for the particle to bond on
the substrate. After realizing bonding, as the spray angle decreased, the size of the metal jet at the leading
edge of the particle will tend to be enlarged while the metal jets at the ending edge will seek to decrease,
and the gap at the rear position at the interface will be obviously increased.
Based on the adiabatic assumption, larger temperature value at the interfaces can be obtained and
the high value regions of temperature, which even beyond Al6061-T6 melting point, are going to the
toward direction as the spray angle decreased. This provides evidence for the metallurgical bonding
mechanism. The variation of temperature distribution can result from the intensively localized plastic
deformation and associated plastic work. However, the origin for the increased generating heat still
needs confirmative theories and experiments to verify.
Low value of von Mises stress regions are often associated with high value of temperature, which
can be even obvious at the contacting surfaces of the particles. This association indicates the mechanical
performance at the von Mises stress low value areas can be characterized by fluid behavior. The
occupation areas of von Mises stress low value are enlarged at the toward direction especially in the
particle’s cases.
In terms of minimum principal stress results, it reveals that a small partial parts of tensile stress
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are located at the central bottom of the impacting craters and these locations are going to the back
direction as the spray angle decreased, while most of the tensile stress is occupying the peripheral side
of the contacting surfaces of the substrates. Considering maximum principal stress results, a small parts
of compression also appearing at the central bottom of the impacting craters. Thus, the distribution of
the stress state at the center-bottom position of the craters is not uniformed. A large compression
mechanical effect is appearing beneath of the craters and seeks to creep to the back direction with
decreased spray angle. In terms of PEEQ, with smaller spray angle, the high value regions are going to
the toward direction and a good conformation is exhibited between the high value areas of PEEQ at the
contacting surfaces of the particles and substrates.

6.3 Future works
In this thesis, bonding phenomenon is achieved by using surface-based cohesive behavior. Due to
the material’s parameters are verified by calibrating with experiments results in (Wang, Feng et al. 2015),
which only provide the images of the deformed bonding particles on the substrate. Thus, more
experiments based on 50μm diameter Al6061-T6 particle deposit on the same material planar and nonplanar substrate are required to be conducted to compare the obtained simulation results in this work.
In the approach of single-particle impact on non-planar surface, curvature condition for the upper
surface of the substrate can be elucidated by a regular wave function. However, in the reality of additive
manufacturing field, the governing equation for the deposited surface can be really complex and cannot
be simply described by a common expression. Therefore, a surface generated by multiple random points
can be better to account for the wavy condition for one impacted surface.
Although surface-based cohesive behavior was implemented in this work to realize a cohesion
phenomenon, an initiation criterion was absented in the simulations. To obtain the initiation criterion
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and initiation time, experiments will be required to verify the mechanics conditions after bonding. Based
on post mechanics conditions, initiation criterion and initiation time can be attained through calibration.
On the other hand, to guarantee the exact initiation time for cohesive stress can be practiced, a user
subroutine might be needed to let the cohesive stress can be performed when the initiation criterion is
met.
Surface-based cohesive behavior is one of the realistic methods to achieve cohesion results. From
ABAQUS/Explicit official user manual (Dassault Systems Simulia Corp 2020), it indicates that the
formulas and laws that govern surface-based cohesive behavior are very similar to those exploited for
cohesive elements with traction-separation constitutive behavior. However, due to the black box feature
of this behavior (Lin, Chen et al. 2019), it is difficult to understand the running theory behind of embed
surface-based cohesive behavior. To resolve the uncertainties, a user subroutine is needed to exercise
full control of the whole cohesion process.
In the term of constitutive model, Johnson-Cook plasticity model was adopted in the work of the
thesis. However, the PTW constative model can provide a better description for the collision processes,
and researchers in (Rahmati, Rahmati et al. 2014, Cormier, Dupuis et al. 2015, Schreiber 2016,
Razavipour, Rahmati et al. 2020) employed PTW model for the impact process simulations in the cold
spray. Thus, the using of PTW model through user subroutine VUHARD should be conducted in the
future work to improve simulation results.
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APPENDIX:

A

TABLE

OF

TEMPERATURE

DEPENDENT MATERIAL PROPERTIES
Temperature

Density

Shear Modulus

Specific Heat

K

Tone/mm³ [1]

MPa [1]

J/Kg K [2]

290

2700.7

26021

1009.7491

300

2698.8

25889

1022.4857

310

2697

25756

1034.3947

320

2695.1

25624

1045.5277

330

2693.2

25491

1055.9351

340

2691.2

25359

1065.6656

350

2689.3

25226

1074.7662

360

2687.4

25093

1083.2828

370

2685.4

24960

1091.2597

380

2683.5

24826

1098.7395

390

2681.5

24691

1105.7634

400

2679.5

24554

1112.3714

410

2677.5

24416

1118.6016

420

2675.5

24276

1124.4907

430

2673.5

24134

1130.0742

440

2671.5

23988

1135.3858

450

2669.4

23840

1140.4577

460

2667.4

23688

1145.3208

470

2665.3

23531

1150.0045

480

2663.2

23370

1154.5365

490

2661.1

23203

1158.9432

500

2659

23030

1163.2495

510

2656.9

22851

1167.4786

520

2654.8

22664

1171.6525

530

2652.7

22469

1175.7914

540

2650.5

22265

1179.9144

550

2648.3

22052

1184.0388

560

2646.1

21828

1188.1804

570

2643.9

21593

1192.3538

580

2641.7

21346

1196.5717

590

2639.5

21086

1200.8456

600

2637.2

20812

1205.1855

610

2634.9

20522

1209.5998

620

2632.6

20217

1214.0954

630

2630.3

19895

1218.6778

640

2628

19555

1223.3509

109

650

2625.6

19196

1228.1173

660

2623.2

18816

1232.9778

670

2620.8

18415

1237.9321

680

2618.4

17991

1242.978

690

2616

17543

1248.1122

700

2613.5

17070

1253.3295

710

2611.1

16570

1258.6236

720

2608.6

16043

1263.9864

730

2606.1

15487

1269.4085

740

2603.6

14900

1274.879

750

2601

14280

1280.3854

760

2598.5

13628

1285.9137

770

2595.9

12940

1291.4486

780

2593.3

1296.9731

790

2590.7

1302.4689

800

2588.1

1307.9159

810

2585.5

1313.2929

820

2582.9

1315.3

830

2580.2

1319.2

840

2577.6

1322.9

850

2575

1326.1

[1] The values of temperature-dependent density and temperature-dependent shear modulus are taken
from MPDB software. Due to the license accessibility issue, pure Aluminum values are employed
instead.
[2] The value of temperature-dependent specific heat are adopted from the published thesis
(Dehkharghani 2016)
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