The demand for solving large-scale complex problems continues to grow. Many real-world problems are described by a large number of variables that interact with each other in a complex way. The dimensionality of the problem has a direct impact on the computational cost of the optimization. During the last two decades, differential evolution has been shown to be one of the most powerful optimizers for a wide range of optimization problems. In this paper, we investigate its appropriateness for large-scale problems. We propose a new variation of differential evolution that exhibits good results on difficult functions with a large numbers of variables. The proposed algorithm incorporates the following mechanisms: the use of three strategies, the extended range of values for self-adapted parameters F and CR, subpopulations, and the population size reduction. The algorithm was tested on the CEC 2013 benchmark suite for largescale optimization, and on two real-world problems from the CEC 2011 benchmark suite on real-world optimization. A comparative analysis was performed with recently proposed algorithms. The analysis shows the superior performance of our algorithm on most complex problems, described by overlapping and nonseparable functions.
I. INTRODUCTION
Many real-world problems are so called optimization problems, as they are concerned with maximizing or minimizing some quantity so as to optimize the outcome. These types of problems appear in a wide range of fields of science and technology. The nature of such problems is often very complex and described by many interdependent variables that interact with each other. When the number of variables to optimize is high, it is called Large-Scale Global Optimization (LSGO). The solution cannot be found in a deterministic and straightforward way. The large number of decision variables cause the exponential growth in the size of the search space, therefore, the algorithms that tackle these problems should expose different characteristics than the ones designed for problems with less variables. Ways for simplifying complex problems are investigated intensely today. One such approach is the decomposition of the original problem into smaller problems, that are simpler and easier to solve. The problem with such approaches is the sensitiveness to dependence between variables, which makes the optimization algorithms less efficient. In development of algorithms for the real-world environment, considering the problem of variable dependence is unavoidable, as it is more common that the variables influence each other than not.
The organization of the rest of the paper is as follows. Section II outlines the background of Large-Scale Global Optimization and reviews related works. In this section, our research objectives are also given. The proposed LSGOjDE algorithm is described in Section III. Because it is a derivate from the jDE, we outline jDE briefly. In this section, we expose the mechanisms we use for LSGO. Section IV describes the experiments. First, the benchmark suite is given in some detail; then, the performance of LSGOjDE is investigated using that benchmark suite; and, finally, the performance of LSGOjDE is compared to another recently proposed algorithms for LSGO. Section V summarizes and concludes the paper.
II. BACKGROUND AND RELATED WORK
Large-scale optimization refers to optimization problems with extremely large numbers of decision variables, usually more than 100. Locating optima in high-dimensional space is a very challenging task that has attracted researchers in the last two decades. It is not surprising that search strategies, which are efficient in small dimensions, might be useless in large dimensions. Different methods were developed for tackling LSGO [1] .
In some cases, a large problem can be divided into smaller and simpler problems that can be solved separately and recombined in the solution of the original problem. If the fitness function is separable, then the problem decomposition is trivial, whereas for non-separable functions the problem of decomposition can be a very difficult task. Using decomposition is the idea of Cooperative Coevolution (CC), originally defined in [2] . CC requires the optimizer for component optimization, and it coordinates how the component optimizer is applied to components. For example, in [3] - [6] variants of differential evolution (DE) were used within the CC framework, whereas in [7] and [8] particle swarm optimization (PSO) was used for the same purpose.
The decomposition strategy plays a crucial role in CC. Ideally, a given objective function should be decomposed in such a way that the interaction between the subcomponents is minimized. For white-box problems, the formula of objective function is known, and can provide information for decomposition. In [9] , a formula based grouping strategy was defined, that groups the variables according to arithmetic operations in the objective function. The authors reported very competitive results.
There is often minimal knowledge about the structure of a problem. These kinds of problems are called black-box problems. In such cases, it is desirable to define the decomposition procedure capable of exploiting the hidden structure automatically. In practice, uninformed and informed decomposition strategies are used. Uninformed decomposition uses components of fixed sizes, determined statically [10] or by random grouping [3] . The advantage of random grouping is the increased probability of placing two interacting variables in the same component for at least one cycle. On the other hand, if there are more than two interacting variables, the probability of placing them all into the same subcomponent is almost zero. More sophisticated decomposition strategies are informed strategies that use variable interaction or interdependence learning [11] . Differential grouping has been shown to have good grouping accuracy [6] , [12] . Once the subcomponents are identified, they undergo optimization using the component optimizer in round-robin fashion or, in the case of contribution-aware algorithms, by favoring components with a higher contribution [13] . Although it has been verified empirically that CC is an effective method for solving large-scale optimization problems, it has some drawbacks. Its performance is very sensitive to the choice of decomposition strategy, and even with good decomposition strategy, its performance drops on nonseparable problems.
Another group of methods tackle LSGO by exploiting promising search directions more intensively. One way to achieve this aim is by using very small populations, or using a population that shrinks during the run. A population of only 5 individuals was used in [14] , and a minimum population search is proposed in [15] . In [16] , the population size is halved with a frequency that grants each population size value an equal number of function evaluations. The larger, more costly, population sizes are given less iterations. Setting proper population size for higher-dimensional real-world problems turned out to be problem and algorithm-dependent.
Surrogate-based optimization methods are also used for LSGO. The idea of these approaches is a surrogate model of the objective function, that is maintained in each iteration. In [17] , a radial basis interpolation model is used as a surrogate. Trial solutions are generated using a dynamic coordinate search strategy. The iterate is selected from a set of random trial solutions obtained by perturbing only a subset of the coordinates of the current best solution. Perturbation probability decreases over time. Recently, the Kriging model, combined with the partial least squares method, was used as a surrogate in a constrained LSGO [18] .
The covariance matrix adaptation evolution strategy is another way of searching in a large space [19] . It learns dependencies between decision variables by adapting a covariance matrix that defines the sampling distribution of candidate solutions.
Promising search directions are also exploited by local search combined with other algorithms. A combination of multiple local search components was used to cope with LSGO. In [20] , three local search methods were used to identify neighborhood structures. Two different local searches were also used in [21] , where local search was combined with DE in an iterative manner. Local search and DE shared the current best solution for different reasons: The local search method to exploit it, and the DE to use it to guide the search.
In DE, control parameters F and CR are very important. The original DE uses fixed values for both of them, but it has been shown that it is highly recommended to adopt them. In [22] F and CR change their values using a randomization method. Afterwards, [23] studied the frequency of control parameter adjustment (i.e. randomization frequency) in more detail and they found out that it might be necessary to tailor it differently with different function types. In [24] , F and CR were switched between two fixed values (F: 0.5 and 2; CR: 0 and 1) to enhance the performance of DE on LSGO. In [25] , searching ability of DE was enhanced with orthogonal learning that can be combined with self-adaptive parameter control.
Mutation strategy, used in DE, also influences the search success. The DE/rand/1 was the first mutation strategy used in the original DE [26] . It is performed on the randomly chosen base vector. Many other DE mutation strategies were introduced afterwards. The strategies based on the current best solution have a fast convergence speed and perform well on unimodal problems, but are more likely to get stuck at local optimum when solving multimodal problems [27] .
In the DE/current-to-pbest/1 mutation strategy, instead of selecting the best individual for mutation, one is selected randomly from the top 100p %, p ∈ (0, 1] best individuals [28] . Recently it has been shown that combining different basic strategies is beneficial [24] , [29] - [31] .
We have dealt with LSGO in the past [32] - [34] . The selfadapted jDE algorithm is in the core of all these algorithms proposed for LSGO. jDE has been proved to be successful for a wide range of problems, not only LSGO. We will review it briefly in the continuation of this paper. In [32] , jDE was extended with a population size reduction for solving LSGO. A new mechanism was also introduced for exchanging the sign of control parameter F. Because population size reduction has shown good performance in terms of robustness, it was also used in the continuation of our work [33] , where, in addition to the sign change mechanism, we used a narrower interval for self-adapting values of the parameter F: [0.01, 0.1]. In that work, bin and exp crossover operators were used alternately in the first half of the evolutionary process. After that, we only tried to improve the currently best individual. A similar configuration was used in [34] , where simple local search was applied additionally to the best individual. All the proposed mechanisms were tested experimentally on benchmark functions that were provided for evaluation of results at the time of publishing those research papers.
A. RESEARCH OBJECTIVES
As has been outlined in the introduction, in this paper, we are concerned with black-box Large-Scale Global Optimization. When dealing with large and complex problems, we generally do not have much knowledge of the problem. The only information we have is the fitness, or quality, of each solution we try to evaluate. It means that the algebraic form of the objective function is not known. Also, any other derivative information is not available. It is a black-box optimization. As such, it is applicable on a large set of problems.
In the scope of the paper, we have the following research objectives:
1) To show that the algorithms without identification of variable interdependence provide comparative performance on large-scale problems to those that identify interacting variables; 2) To design an algorithm (we name it LSGOjDE) that will provide good performance on overlapping and non-separable functions; 3) To analyze the role of parameters F and CR on different types of functions (separable vs. non-separable) empirically, with the aim to find their settings that improve the efficiency of the algorithm; 4) To show that using different strategies in combination is beneficial in solving LSGO problems. The current work differs from our previous studies as follows : 1) Setting the upper limits of parameters F and CR to larger values. We confirmed our selection experimentally by tracing their values in the best individuals. 2) Using three different strategies in the evolutionary process: jDE/rand/1, jDE/current-to-best/1, and local search. The strategy to be applied is selected randomly. The selection of strategy also depends on the stage of the evolutionary process. 3) More advanced local search, where the local search range is determined based on the success of the previous search. 4) Experimental evaluation, which is done on the CEC 2013 benchmark suite for LSGO. Benchmark functions' selection is important, it highlights the potential successes or failures of the proposed algorithm on reallife problems.
III. PROPOSED APPROACH A. GLOBAL OPTIMIZATION WITH DE
Global optimization problems are usually stated as global minimization problems, such as:
D is the dimensionality of the problem (in the case of LSGO, it is commonly set to 1000). L j and U j denote the lower and upper bounds for each decision variable x j , respectively. For the global optima
A DE, first proposed by Storn and Price [26] , consists of four basic operations: Initialization, mutation, crossover and selection. Initialization is performed once. A population P of NP vectors x i , i ∈ {1, . . . , NP}, is initialized and evolved throughout several iterations of the last three operations (mutation, crossover and selection), guiding the vectors in a search space toward a global optimum. The number of iterations is limited by the maximum number of function evaluations (denoted as MaxFEs). Alg. 1 shows a pseudocode of the DE algorithm. The reader interested in details of basic DE is referred to [26] .
B. SELF-ADAPTED jDE ALGORITHM
Two control parameters, F and CR, play a vital role in DE. F is used in the mutation as the amplification factor of the difference vector. CR is a crossover parameter and represents the probability of creating parameters for trial vector u from a mutant vector v. The jDE algorithm [22] uses a self-adapting mechanism on both control parameters as follows: 
Randomly select r 1 , r 2 , and r 3 ; r 1 = r 2 = r 3 = i 5:
6:
for (j ← 0; j < D; j + +) do 8: if (rand(0, 1) ≤ CR or j = j rand ) then
end if 13: end for 14 :
end if 19: end for 20: end while
The quantities rand j , j ∈ {1, 2, 3, 4} represent uniform random values within the range [0, 1]. τ 1 and τ 2 are probabilities to adjust control parameters F and CR, respectively. F l and F u are the lower and upper bounds of F, respectively, and usually take fixed values. G is a generation index, whereas a separate pair of values F
is associated with each individual x i in the population. As new values for both parameters are obtained before mutation, they influence the mutation, crossover, and selection operations of the new vector in the next generation x G+1 i .
C. MODIFICATIONS OF jDE FOR LARGE SCALE OPTIMIZATION (LSGOjDE)
For solving LSGO problems, we incorporated different mechanisms into the jDE algorithm. The new algorithm is named LSGOjDE and is presented in Alg. 2.
The LSGOjDE algorithm uses three different strategies to generate new mutant vector v i :
• jDE/current-to-best/1:
• jDE/rand/1: ub ← i subSize subSize; Perform one iteration using one of three strategies 9: if (rand(0, 1) < 0.1) and it > 0.2MaxFEs then 10: jDELS -local search 11: CR ∈ [0.0, 0.25]; 12: self-adapting mechanism on CR (8) 13: lsr ← Update( lsr); 14: if rand(0, 1) < 0.5 then 15: v i ← x i + lsr; 16: else 17: v i ← x i − lsr; 18: end if 19: else if (rand(0, 1) < 0.2) and it > 0.4 · MaxFEs then 20: jDEcurrent-to-best 21 :
self-adapting mechanism (3) and (8) 23:
do r 1 ← rndInt(lb, ub) while (r 1 = i); 24: do r 2 ← rndInt(lb, ub) while (r 2 = i or r 2 = r 1 ); 25: 
else 27: jDE 28 :
self-adapting mechanism (3) and (8) 30:
do r 1 ← rndInt(lb, ub) while (r 1 = i); 31: do r 2 ← rndInt(lb, ub) while (r 2 = i or r 2 = r 1 ); 32: do r 3 ← rndInt(lb, ub) while (r 3 = i or r 3 = r 2 or r 3 = r 1 ); 33: v i ← x r 1 + F( x r 2 − x r 3 ); 34: end if 35: Bound check (9) and (10) 36: 
end if 11: end for 12: return lsr;
lsr is a local search range. It is determined based on the success of the previous search. If the previous search was successful, the search range is expanded by half, if not, it is cut down by half (see Alg. 3). lsr is added or subtracted from x i with equal probability to search in both directions (see Alg. 2). Search space expansion/reduction has also been applied successfully in trust region based [35] and pattern search based [36] memetic algorithms. The crucial part of the LSGOjDE algorithm is the control of parameters F and CR. Both of them are subjected to the self-adapting mechanism of jDE, with the important difference in the setting of upper limits. Commonly, the upper limit is set to 1 for both parameters. In LSGOjDE, the upper limit for F is set to 1 only for jDE/current-to-best/1 strategy, for jDE/rand/1 strategy it is set to 2. Permitting larger values of F enables the algorithm to make a larger move of the mutant vector v i away from x r 1 . Parameter F is not used in the local search, as local search is not subjected to mutation.
Parameter CR controls the crossover. It determines the probability of mixing between trial (e.g. mutant) vector v i and target vector x i . Commonly, its value is set between 0 and 1. Also, in the case of self-adaptation in jDE, where its value changes over iterations, it is kept between these two limits. The LSGOjDE algorithm keeps the same lower limit, but defines a different upper limit for each strategy:
The lower limit CR l is always set to 0. The value of the upper limit depends on the strategy. In the case of the local search it is set to 0.25. It means that, at most, one fourth of the variable values in u i could be taken from the result of the local search. In cases of the other two strategies, the upper limit is set to 1.2. Consequently, when CR ≥ 1, we have the rotational-invariant strategy with no crossover operation that relies only on mutation. The presence of the rotation-invariant strategy enables the algorithm to improve its efficiency, especially in solving non-separable functions. When CR is low, DE can exploit the separability of a function by relying on crossover to produce axis orthogonal steps. On non-separable functions, it should depend more directly on mutation, as is the case when CR is high. The proposed LSGOjDE algorithm starts the evolutionary process by using the jDE/rand/1 strategy, after 20 % of MaxFEs it adds the local search strategy with a probability of 0.1, and after 40 % of MaxFEs the third strategy jDE/current-to-best/1 is applied with the approximate probability of 0.2. The last strategy is not used at the beginning of the search, since the best individual is unstable in this part of the evolutionary process. The time to add a new strategy to the evolutionary process was set experientially and was not exposed to fine tuning.
One additional mechanism, used in LSGOjDE, is the population size reduction. Initially, population size NP is set to 3200, as higher population diversity is needed at the beginning of the evolutionary optimization process. Then it is reduced gradually until the size NP = 50, which is kept in the remaining iterations. In the meantime, every 100000 iterations the reduction to half is performed. We can see that, after 20 % of iterations, the population size reaches the lowest value, and for the other 80 % of iterations, the population of 50 individuals is used with better exploitation of the search space.
A population in LSGOjDE is divided into subpopulations of size equal to 200 in the case when the population has more than 200 individuals. At the beginning of the evolutionary process, we have 16 subpopulations. During one population size reduction step NP is halved, and when NP ≤ 200 only one subpopulation remains. Note that, in mutation, the indexes r 1 , r 2 , r 3 , i are chosen from the same subpopulation, which is defined by indexes lb and ub.
After the mutation operation, some components of the mutant vector v i may be out of the search space bounds. Therefore, such component, for example v i,j , is set as follows:
IV. EXPERIMENTAL RESULTS AND ANALYSIS
The experiments were conducted in two parts. First, the LSGOjDE algorithm was evaluated on the CEC 2013 benchmark suite. The self-adaptive parameter setting of F and CR were examined in some detail. In the second part, we compared the proposed LSGOjDE with several other recently defined DE variants. 
A. BENCHMARK FUNCTIONS AND EXPERIMENTAL SETTINGS
Performance of the LSGOjDE algorithm was evaluated on the CEC 2013 benchmark suite for LSGO [37] . It is the latest defined benchmark suite for LSGO, following the two previous ones from the years 2008 and 2010. The idea of this benchmark suite is to resemble the features of realworld problems as much as possible. The benchmark suite comprises 15 functions, that are listed in Table 1 . We can see that many functions are multimodal. It means that they have one or more local optima in addition to the global optimum. The functions are in 5 categories:
• Fully separable functions.
• Functions with a separable subcomponent. These functions have a set of non-separable subcomponents and one fully separable subcomponent.
• Functions with no separable subcomponents. These functions have only non-separable subcomponents and no fully separable subcomponent.
• Overlapping functions. The subcomponents of these functions partially overlap with their neighboring subcomponents. Some overlapping functions have conforming subcomponents, and the other have conflicting subcomponents. The shared decision variables between two conforming subcomponents have the same optimum value with respect to both subcomponent functions, whereas, in the case of conflicting subcomponents, the optimum value differs.
• Fully non-separable functions. To resemble the characteristics of a wider range of realworld problems better, functions also exhibit the following characteristics: Non-uniform subcomponent sizes; imbalance in the contribution of subcomponents; transformations to the base functions: Ill-conditioning, symmetry-breaking and irregularities. The conditioning of a function is the difference in sensitivity of the fitness function when varying different variables. When the ill-conditioned function is also nonseparable, the algorithm can not simply check and learn the sensitivity of each variable apart.
In all experiments we follow the instructions for general settings, suggested in the CEC 2013 large-scale benchmark suite [37] . The dimension for all problems was set to D = 1000. The initial population P was selected uniform randomly between the lower L j and upper U j bounds, as defined for each variable x j , j ∈ {1, . . . , D}. The total number of objective function evaluations (MaxFEs) was set to 3 × 10 6 and 25 independent runs were performed.
The experiments were run using the Intel(R) Core(TM) i7-4770 CPU 3.4 GHz and 16 GB RAM. The proposed LSGOjDE algorithm was implemented using C++ programming language.
B. RESULTS OF THE LSGOjDE
The results of LSGOjDE are given in Table 8 in Appendix A. How good the obtained solutions are will be evident from the comparison with other algorithms.
The convergence graphs for all functions are given in Fig. 1 . From the graphs we can see that, with the exception of three functions (F 3 , F 6 , F 10 ), the LSGOjDE algorithm has a higher convergence rate in the early stages of the evolutionary process, whereas in the later stages, the convergence rate is lower. We can also observe that several functions are hard to solve, i.e. to get optimal value after 3 × 10 6 function evaluations. In LSGOjDE, we propose a mechanism to increase the upper limit of parameters F and CR. Fig. 2 and 3 show how their values are changing as the evolution process progresses. We follow the parameters of the current best individual over iterations in a typical run. F 15 ) , and also for some other functions (F 1 , F 4 , F 7 , F 8 , F 9 , F 11 ), we can see that values greater than or equal to 1 are markedly more often. Only for functions F 3 , F 6 , and F 10 are values greater or equal to 1, that improve the best individual, very rare. These functions are derivatives from the Ackley functions.
C. COMPARISON WITH OTHER DE ALGORITHMS
In the second part of experiments, the LSGOjDE algorithm was compared with some recently proposed DE algorithms. FIGURE 2. F control parameter. The point is depicted when best individual was improved using one of the jDE (red), jDEcurr-to-best (green) strategies.
We were especially interested in a comparison with algorithms which use CC framework and problem decomposition. The following four algorithms were included in the comparison:
• DECC-G [3] ; CC framework with decomposition based on random grouping and adaptive weighting. Grouping structures change dynamically, to increase the chance of optimizing interacting variables together.
• CBCC3-DG2 [6] , [13] ; includes DG2 -an improved variant of the differential grouping algorithm. CBCC is a contribution-based CC, where the components with a higher contribution are given a higher share of the available resources. In comparison with its previous versions CBCC1 and CBCC2, CBCC3 does not run the exploration phase in every co-evolutionary cycle. The improvement is also its reliance on more recent contribution information to select a component for further optimization.
• CCFR-IDG2 [38] ; CCFR is another very recently proposed algorithm, that is based on CC. Computational resources are allocated intelligently among subcomponents, according to their dynamic contributions to the improvement of the best overall objective value.
FIGURE 3. CR control parameter. The point is depicted when best individual was improved using one of the jDE (red), jDEcurr-to-best (green), or jDELS (blue) strategies.
• CCFR-I [38] ; CCFR is the same as above. The grouping of variables in this algorithm is an ideal decomposition, done manually done using the prior knowledge of the functions. This is an example of a white-box optimization algorithm. All algorithms in the comparison use SaNSDE [39] , a variant of DE, as the optimizer for subcomponents.
All algorithms follow the instructions for general settings, suggested in the CEC 2013 large-scale benchmark suite [37] . In Table 2 , the mean value of LSGOjDE is compared with mean values of the referenced algorithms using the CEC 2013 LSGO benchmark suite. From the table, we can see that LSGOjDE performed the best on six functions, whereas DECC-G performed the best on four functions, CCFR-I on three functions and CBCC3-DG2 on only two functions. In our comparison, CCFR-IDG2 performed the worst. We can see that LSGOjDE is more effective on overlapping functions than the compared algorithms.
In Table 3 function-based ranks were assigned to the algorithms in the comparison. We can see that, for the fully separable function group (F 1 -F 3 ) , DECC-G is given the rank 1 twice, and CCFR-I once. LSGOjDE is not among the . highly placed algorithms. It is interesting to see that, for the group of functions with a separable subcomponent (F 4 -F 7 ), the LSGOjDE algorithm gets the rank 1 twice. In two other cases, rank 1 is given once to CBCC3-DG2 and DECC-G, respectively. For the group of functions with no separable subcomponents (F 8 -F 11 ), algorithms CBCC3-DG2 and CCFR-IDG2 are ranked highly, whereas LSGOjDE is ranked the worst. The LSGOjDE algorithm is an absolute winner for the group of overlapping functions (F 12 -F 14 ) , and for the nonseparable function (F 15 ).
The No Free Lunch Theorems [40] proves mathematically that no algorithm is able to perform the best on all problems. From our analysis, we can conclude that variable grouping in conjunction with the Cooperative Coevolutionary is beneficial in solving many LSGO problems, but for the most difficult problems, LSGOjDE outperforms them all.
We were also interested in how different (or similar) the results obtained by compared algorithms are. In Fig. 4 mean values for functions F 1 -F 3 are depicted using the logarithmic scale in the ordinate. For function F 1 , with the exception of algorithm CBCC3-DG2, all results are below 10 −2 , whereas for F 2 and F 3 , all results are between 10 −2 and 10 4 . We can conclude that current algorithms are relatively successful in locating good solutions of fully-separable functions. In Fig. 5 mean values for functions F 4 -F 15 are depicted also using the logarithmic scale in the ordinate. With the exceptions of F 8 and F 12 , all results are in a range between 10 4 and 10 12 . The range is quite wide with no algorithm that will dominate with good results over all test functions. It is also evident, that there is still much room for further improvements.
In the final analysis, given in Table 4 , the overall performance of the compared algorithm is shown using three different methodologies. SR is a sum of ranks over all 15 test functions. score metric is derived from the evaluation method, recently defined for the CEC 2017 competition [41] . Because, in the referenced competition, benchmark problems have VOLUME 6, 2018 TABLE 4. Scores of algorithms using three different metrics on the CEC 2013 functions. For each metric, algorithms are placed in order from best to worst.
. been tested on different dimensions, we rewrite the formula for functions having only one dimension, i.e. D = 1000. The evaluation method combines two scores, defined in (12) and (13), to find the final score as follows:
where
Here, SE min is the minimal sum of errors from all the algorithms, and SE is the sum of error values of a given algorithm, and it is defined as follows:
where ef i is the error value for function f i . Then where SR is the sum of ranks, and SR min is the minimal sum of ranks from all the algorithms. Formula One score [42] is a metric that, for each test function, scores the ten best performing algorithms according to their places. They get the following scores 25, 18, 15, 12, 10, 8, 6 , 4, 2, 1, respectively, i.e. 1 st gets 25 scores, 2 nd gets 18, etc. In our case, we perform a comparison between five algorithms and give them scores from 25 to 10. There is a big difference between SR, score, and Formula One score. The first one and the last one compare the ranks of algorithms, and the second one compares error values. It is clear from Table 4 that both metrics, SR and Formula One score, obtained similar algorithms' place order: LSGOjDE takes the 1 st place, CCFR-I the 2 nd place and CBCC3-DG2 the 3 nd place. score metric shows a different order, in which CCFR-I is placed the 1 st , CBCC3-DG2 the 2 nd and LSGOjDE the 3 nd . The score metric takes error values into account, which, in the case of the LSGOjDE algorithm, are rather large for functions F 8 and F 11 (see Fig. 5 ).
D. THE PARAMETRIC ANALYSIS
The LSGOjDE algorithm contains different mechanisms. To demonstrate the influence of each mechanism on the efficiency of LSGOjDE, the following variants were compared with the LSGOjDE algorithm:
• LSGOjDE-1; LSGOjDE without the subpopulation concept. Only one big population is used.
• LSGOjDE-2; LSGOjDE without the population size reduction technique. The NP is set to 400.
• LSGOjDE-S1+Ls; LSGOjDE with only the first mutation strategy (jDE/current-to-best/1) and the local search.
• LSGOjDE-S2+Ls; LSGOjDE with only the second mutation strategy (jDE/rand/1) and the local search.
• LSGOjDE-S1+S2-NoLs; LSGOjDE with both mutation strategies, but without the local search. The results are collected in Table 5 . We can see that, for the fully-separable functions (F 1 -F 3 ), the LSGOjDE with the second strategy and local search performed the best. For functions with a separable subcomponent (F 4 -F 7 ), and functions with no separable subcomponents (F 12 -F 14 ) we did not get a favorite. LSGOjDE with all mechanisms incorporated outperformed its variants for the group of overlapping functions (F 8 -F 11 ). It is interesting to note that for the non-separable function (F 15 ) LSGOjDE with only the first mutation strategy and the local search brought slightly better results than LSGOjDE with all mechanisms incorporated.
E. THE RUN-TIME ANALYSIS
As different mechanisms are incorporated in the proposed LSGOjDE algorithm, we are interested in its time efficiency. In Table 6 , we compare the run-time of LSGOjDE with the run-time of DE. We can see that the increase in runtime is lower than 10 % for all 15 functions. Based on the obtained results, we can see that the DE and LSGOjDE algorithms have similar time complexity. Therefore, we can conclude that mechanisms in LSGOjDE do not increase the time complexity of the LSGOjDE algorithm when solving the CEC 2013 benchmark suite for Large-Scale Global Optimization.
F. THE REAL-WORLD APPLICATION OF LSGOjDE
Optimization algorithms are developed to be applied to some real-world problems. In respect to this fact, we performed additional experiments on two problems from the real-world, taken from the CEC 2011 Competition on Testing Evolutionary Algorithms on Real World Optimization Problems [43] .
The first problem (T01 FM) is parameter estimation for frequency-modulated sound waves. It is a bound constrained problem.
The second problem (T02 L-J) is the Lennard-Jones potential problem with the number of atoms fixed to 10. The L-J problem is a fully non-separable multi-modal optimization problem comprised of an exponential number of local minima.
The experiments were performed following the Guidelines of CEC 2011 [43] . In Table 9 in Appendix B, we collected the results of the LSGOjDE algorithm, whereas, in Table 7 , a comparison with other algorithms from CEC 2011 competition is given [44] . Among 15 algorithms, LSGOjDE is in 3 rd place for both problems. It outperforms many competing algorithms. For the FM problem, we can see that LSGOjDE shows competitive performance to the best two algorithms. It should also be noted that, in order to solve a very difficult LSGO problem, such as the L-J problem, many algorithms use some additional information about the problem (e.g., gradients) and the domain knowledge (e.g., lattice structure of the atoms for the L-J problem), whereas LSGOjDE does not, but still obtains comparable results.
V. CONCLUSION
In this paper, we have proposed a new variant of the jDE algorithm, named LSGOjDE, for solving Large-Scale Global Optimization problems. Experiments were conducted on a standard CEC 2013 benchmark suite and on two real-world problems. We have shown that it provides comparable results even though it does not try to ''simplify'' the large scale problem.
Although Cooperative Coevolution is a promising framework for tackling high-dimensional optimization problems, we have shown that its performance remains limited when dealing with overlapping or fully non-separable problems. Many decomposition strategies can detect overlapping and/or non-separable functions successfully, however, due to the use of an optimization algorithm on the connected components, they return a single group containing all the decision variables, with no chance to reduce the complexity of the optimization problem. The LSGOjDE algorithm shows the superior performance separately on these type of optimization problems. It does not spend computational resources to investigate the interactions between variables, but instead tries to search the optimization space more efficiently. Such a contrary way proved to be successful, if the interaction between variables is too complicated. If there is a structure hidden in the optimization problem, and it could be discovered, it is still reasonable to detect it and to use it in evolutionary process.
APPENDIX A
The experimental evaluation of the LSGOjDE algorithm was performed on the CEC 2013 benchmark suite for LSGO, following the Guidelines of the competition [37] . The results are collected in Table 8. The Table reports the solution quality for each function when the iteration counter it reaches the predetermined values: 1.2e + 5, 6.0e + 5 and 3.0e + 6. One function evaluation is performed in one iteration. The best, median, worst, mean, and Standard Deviation of all runs are presented.
APPENDIX B
The experimental evaluation of the LSGOjDE algorithm was also performed on CEC 2011 test problems T01 and T02 [43] . We followed the Guidelines of the competition to make the results directly comparable to other algorithms. The stopping criterion is that the number of function evaluations reaches 1.5e + 5. The results are collected in Table 9 . He is an author of two textbooks from the field of digital signal processing and man-machine communication, and author or co-author of over 300 articles in scientific journals and conference proceedings. VOLUME 6, 2018 
