Abstract. Every new programming technique makes claims that software engineers want to hear. Such is the case with aspect-oriented programming (AOP). This paper describes a quasi-controlled experiment which compares the evolution of two functionally equivalent programs, developed in two different paradigms. The aim of the study is to explore the claims that software developed with aspect-oriented languages is easier to maintain and reuse than this developed with object-oriented languages. We have found no evidence to support these claims.
Introduction
Object-oriented programming (OOP) aims to support software maintenance and reuse by introducing concepts like abstraction, encapsulation, aggregation, inheritance and polymorphism. However, years of experience have revealed that this support is not enough. Whenever a crosscutting concern needs to be changed, a developer has to make a lot of effort to localize the code that implements it. This may possibly require him to inspect many different modules, since the code may be scattered across several of them.
An essential problem with traditional programming paradigms is the tyranny of the dominant decomposition [36] . No matter how well a software system is decomposed into modules, there will always be concerns (typically non-functional ones) whose code cuts across the chosen decomposition [25] . The implementation of these crosscutting concerns will spread across different modules, which has a negative impact on maintainability and reusability.
The need to achieve better separation of concerns (SoC) gave rise to aspectoriented programming (AOP) [19] . The idea behind AOP was to implement secondary concerns as separate modules, called aspects. AOP has been proven to be effective in lexically separating different concerns of the system [33] . However, the influence of AOP on other quality attributes is still unclear.
On the one hand, replacing code that is scattered across many modules by a single aspect can potentially reduce the number of changes during maintenance [27] . In addition, modules may be easier to reuse, since they implement single concerns and do not contain tangled code.
On the other hand, constructs such as pointcuts and advices can make the ripple effects in aspect-oriented (AO) systems far more difficult to control than in OO systems. Current AO languages rely on referencing structural properties of the program such as naming conventions and package structure. These structural properties are used by pointcuts to define intended conceptual properties about the program. The obliviousness property of AspectJ implies that the underlying system does not have to prepare any hooks, or in any way depend on the intention to apply an aspect over it [18] . Thus, maintenance changes that conflict with the assumptions made by pointcuts introduce defects [27] . This phenomenon is called the pointcut fragility problem [20] . It occurs when a pointcut unintentionally captures or misses a given join point as a consequence of seemingly safe modifications to the base code [20] , [27] . Kästner et al. [17] reported such silent changes during AO refactoring.
Obliviousness also leads to programs that are unnecessarily hard to understand [14] . Since not all the dependencies between the modules in AO systems are explicit, an AO maintainer has to perform more effort to get a mental model of the source code [35] . Creating a good mental model is crucial to understand the structure of a system before attempting to modify it [24] . Studies of software maintainers have shown that 30% to 50% of their time is spent in the process of understanding the code that they have to maintain [11] , [34] , [13] .
Moreover, incremental modifications and code reuse are not directly supported for the new language features of AspectJ [15] . In particular, concrete aspects cannot be extended, advice cannot be overridden, and concrete pointcuts cannot be overridden. Hanenberg & Unland proposed four rules of thumb [15] , which allow one to build reusable and incrementally modifiable aspects. However, enormous complexity is the price that has to be paid for it.
Motivations
Many unsupported claims have been made about AOP. Here are a few examples:
• AOP "can be seen as a way to overcome many of the problems related to software evolution" [25] .
• AOP "produces code that is simpler and more maintainable, as well as increasing the flexibility, extensibility and re-usability of the separated concerns" [3] .
• AO software "is supposed to be easy to maintain, reuse, and evolution" [41] .
• AOP leads to "the production of software systems that are easier to maintain and reuse" [33] .
• AOP "increases understandability and eases the maintenance burden, because modules tend to be more cohesive and less coupled" [22] . It is commonly acknowledged that designs with low coupling and high cohesion lead to software that is both, more reusable and more maintainable. Table 1 enumerates work that documented these relationships. Since in our previous study [30] we did not find empirical evidence that AOP increases cohesion, but we found that AOP increases coupling, we doubt the claims about the positive impact of AOP on reusability and evolvability. However, we do not intend to reject these claims as invalid with indirect evidences. Therefore, we conduct a quasi-experiment. We assume that the reader has a basic knowledge of AspectJ programming. Table 1 . Impact of coupling and cohesion on reusability and maintainability reusability maintainability coupling [5] , [16] [5], [16] , [6] , [8] , [23] cohesion [5] , [4] [5], [29] 3 Measurement System
In order to identify the metrics to be collected during the study, we used the G-Q-M (Goal-Question-Metric) approach [2] . G-Q-M defines a measurement system on three levels ( Fig. 1) starting with a goal. The goal is refined in questions that break down the issue into quantifiable components. Each question is associated with metrics that, when measured, will provide information to answer the question. Our goal is to compare AO and OO systems with respect to software evolvability and reusability from the viewpoint of the developer. Evolvability and reusability are quality characteristics that we cannot measure directly. Instead, we can perform an experiment that involves maintenance tasks and then we can measure how much effort is required to evolve the system and how much of the existing code can be reused in the consecutive release.
GOAL
The amount of reuse is usually measured by comparing the number of reused "items" with the total number of "items" [12] , where items depend on the granularity chosen, e.g. lines of code (LOC), function, or class. Since we are going to measure code reuse, we have chosen the granularity of LOC, yet we count only these reused lines that are part of the modules reused by applying the composition mechanisms of the underlying programming language. Thus, our reuse level metric is defined as: LOC_of_reused_modules / total_LOC_in_system. The evolution metric we use is based on previous studies performed by Zhang et al. [40] and Ryder & Tip [32] . In their work, the difficulty of evolvability is defined in terms of atomic changes to the modules in a program. At the core of this approach is the ability to transform source code edits into a set of atomic changes, which captures the semantic differences between two releases of a program. Zhang et al. [40] presented a catalog of atomic changes for AspectJ programs. For the purpose of our study, we have slightly modified their catalog. Firstly, we consider deleting a nonempty element as an atomic change. Secondly, we use the term "module" as a generalization of class, interface, and aspect. Our list of atomic changes is follows: add an empty module, delete a module, add a field, delete a field, add an empty method, delete a method, change body of method, add an empty advice, delete an advice, change an advice body, add a new pointcut, change a pointcut body, delete a pointcut, introduce a new field, delete an introduced field, change an introduced field initializer, introduce a new method, delete an introduced method, change an introduced method body, add a hierarchy declaration, delete a hierarchy declaration, add an aspect precedence, delete an aspect precedence, add a soften exception declaration, delete a soften exception declaration.
Empirical Evaluation
The difficulty of performing evolvability and reusability evaluation in AOP is that there are not yet industrial maintenance reports for AO software projects available for analyses. Thus, we have to simulate maintenance tasks in a laboratory experiment. We compare OOP with AOP on a classical producer-consumer problem. In a producer-consumer dilemma two processes (or threads), one known as the "producer" and the other called the "consumer", run concurrently and share a fixed-size buffer. The producer generates items and places them in the buffer. The consumer removes items from the buffer and consumes them. However, the producer must not place an item into the buffer if the buffer is full, and the consumer cannot retrieve an item from the buffer if the buffer is empty. Nor may the two processes access the buffer at the same time to avoid race conditions. If the consumer needs to consume an item that the producer has not yet produced, then the consumer must wait until it is notified that the item has been produced. If the buffer is full, the producer will need to wait until the consumer consumes any item.
We assume to have an implementation of a cyclic queue as shown in Fig. 2a . The put(..) method stores one object in the queue and get() removes the oldest one. The nextToRemove attribute indicates the location of the oldest object. The location of a new object can be computed using nextToRemove, numItems (number of items) and buf.length (queue capacity). We also have an implementation of a producer and a consumer.
The experiment encompasses five maintenance scenarios which deal with the implementation of a new requirement. We have selected them because they naturally involve the modification of modules implementing several concerns.
Adding a Synchronization Concern
To use Queue in a consumer-producer system an adaptation to a concurrent environment is required. A thread has to be blocked when it tries to put an element into a full buffer or when it tries to get an element from an empty queue. In addition, both put(..) and get() methods have to be executed in mutual exclusion. Thus, they have to be wrapped within synchronization code when using Java (Fig. 2b) . Since the code supporting the secondary concern may throw an exception, there is also a technical concern of error handling. The core concern here is associated with adding and removing item from the buffer. The presented implementation tangles the code responsible for the core functionality with the code responsible for handling errors and for cooperating synchronization. Moreover, the implementation of both secondary concerns are scattered through the accessors methods. As a result, the put(Object) and get() methods contain similar fragments of code. Lexical separation of concerns can be achieved by using AO constructs (Fig. 3) . The secondary concerns are implemented in ErrorHandler and SynchronizedQueue. SynchronizedQueue::waiting() is a hook method to introduce an explicit extension point. This joinpoint is used by ErrorHandler to wrap wait() invocation. Despite of lexical separation, SynchronizedQueue is explicitly tied to the Queue class, and so cannot be reused in other contexts. Moreover, Queue is oblivious of 
Adding a Timestamp Concern
After implementing the buffer a new requirement has occurred -the buffer has to save current time associated with each stored item. Whenever an item is removed, the time how long it was stored should be printed to standard output. A Java programmer may use inheritance and composition as reuse techniques (Fig. 4a) . The problem is that three different concerns are tangled within put/get and so these concerns cannot be composed separately. It means that e.g. if a programmer wants a queue with timing he cannot reuse the timing concern from TimeBuffer; he has to reimplement the timing concern in a new class that extends Queue. A slightly better solution seems to be using AOP and implementing the timing as an aspect (Fig. 4b) .
Unless explicitly prevented, an aspect can apply to itself and can therefore change its own behavior. To avoid such situations, the instantiation pointcut is guarded by !cflow(within(Timing)). Moreover, the instantiation pointcut in SynchronizedQueue has to be updated. It must be the same as in Timing. This can be done only destructively, because AspectJ does not allow for extending concrete aspects. 
Adding a Logging Concern
The buffer has to log its size after each transaction. The OO mechanisms like inheritance and overridden allow a programmer for reusing TimeBuffer (Fig. 5a ). The only problem is that four concerns are tangled within the LogTimeBuffer class. A module that addresses one concern can generally be used in more contexts than one that combines multiple concerns.
The AO solution is also noninvasive and it reuses the modules from the earlier stages. It just requires defining a new aspect (Fig. 5b) . When advice declarations made in different aspects apply to the same join point, then by default the order of their execution is undefined. Thus, the declare precedence statement is used to force timing to happen before logging. The bufferChange pointcut enumerates, by their exact signature, all the methods that need to captured. Such pointcut definition is particularly fragile to accidental join point misses. An evolution of the buffer will require revising the pointcut definition to explicitly add all new accessor methods to it. 
Adding a New Getter
The buffer has to provide a method to get "N" next items. There is no efficient solution of this problem neither using Java nor AspectJ. In both cases, the condition for waiting on an item has to be reinforced by a lock flag. A lock flag is set when some thread initiates the "get N" transaction by getting the first item. The flag is unset after getting the last item. In Java (Fig. 6a) , not only does the synchronization concern has to be reimplemented but also logging. The reason is that in LogTimeBuffer logging is tangled together with synchronization, so it cannot be reused separately. The duplicate implementation might be a nightmare for maintenance. In AspectJ, although synchronization is implemented in a separate module, it also cannot be reused in any way because an aspect cannot extend another concrete aspect. Thus, all code corresponding to the synchronization concerns has to be reimplemented (Fig. 7) . A new method to get N items and locking mechanism are introduced to Queue by means of inter-type declaration.
Fig. 7. A new aspect for Stage IV
In addition, destructive changes in the Logging::bufferChange() pointcut are required (Fig. 6b) . Otherwise logs would be reported n times in response to the get(int n) method, instead of just once after completing the transaction. This is due to that get(int n) uses get() for retrieving every single item from the buffer. Furthermore, the ErrorsHandler::waiting() pointcut also needs adjusting to the new decomposition.
Removing Logging and Timestamp
A programmer needs the enhanced buffer from Stage IV, but without the logging and timing concerns. In Java, he once again has to reimplement the get(int) method and much of the synchronization concerns. All to do in the AO version is to remove Logging and Timing from the compilation list.
Lessons Learned
In an AO system, one cannot tell whether an extension to the base code is safe simply by examining the base program in isolation. All aspects referring to the base program need to be examined as well. In addition, when writing a pointcut definition a programmer needs global knowledge about the structure of the application. E.g. when implementing the Timing aspect, a programmer has to know that the current implementation of the synchronization concern affects each Queue structure, while the timing concern requires a non-blocking Queue.
Moreover, when a system includes multiple aspects, they can begin to affect each other. At Stage C, we have had to explicitly exclude logging the state of the queue that is used by the Timing aspect. Furthermore, we have observed the problem of managing interactions between aspects that are being composed. When advice declarations made in different aspects affect the same join point, it is important to consider the order in which they execute. Indeed, a wrong execution order can break the program. In our experiment, we have used precedence declarations to force timing to happen before logging and to force both of them to happen within the synchronization block.
In most cases, aspects cannot be made generic, because pointcuts as well as advices encompass information specific to a particular use, such as the classes involved, in the concrete aspect. As a result, aspects are highly dependent on other modules and their reusability is decreased. E.g. at Stage I, the need to explicitly specify the Queue class and the two synchronization conditions means that no part of the SynchronizedQueue aspect can be made generic. In addition, we have confirmed that the reusability of aspects is also hampered in cases where "join points seem to dynamically jump around", depending on the context certain code is called from [3] . Moreover, the variety of pointcut designators makes pointcut expressions cumbersome (see EnhancedSynchronizedQueue::call_get()).
Some advocates of AOP believe that appropriate tools can deal with the problems of AOP we encountered. We think that they should reject AOP at all, since some research [31] "shows" that OOP with a tool support solves the problem of crosscutting concerns:) Table 2 presents the number of Atomic Changes and Reuse Level for both releases for every stage. The measures were collected manually. Lower values are better for Atomic Changes but worse for Reuse Level. AOP manifests superiority at Stage III and V, while OOP in the rest of the cases. At Stage III we have implemented a logging concern which is one of the flagship examples of AOP usage. At this Stage, the OO version requires significantly more atomic changes and new lines of code than its AO counterpart. At Stage V, the maintenance tasks are focused on detaching some concerns instead of implementing new ones. The AO solution has turned out to be more pluggable. 
Empirical Results

Construct Validity
Construction threats lie in the way we define our metrics. Evolvability and reusability like other quality factors are difficult to measure. Our dependent variables are based on previous studies performed by Zhang et al. [40] , Ryder & Tip [32] and Frakes [12] . It is possible that other metrics will be better fitted for the purpose of our study.
Internal Validity
Internal validity of our experiment concerns the question whether the effects were caused only by the programming paradigm involved, or by other factors. The experiment has been carried out by the author during his research for the achievement of a Doctor of Philosophy Degree. As the author does not have any interest in favour of one approach or the other, we do not expect it to be a large threat. Nevertheless, other programmers could have chosen the different strategies for implementing secondary concerns.
External Validity
Synchronization, logging, and timing present the typical characteristics of crosscutting concerns and as such they are likely to be generalizable to other concerns. Unfortunately, the limited number of maintenance tasks and size of the program make impossible the generalization of our results. However, the academic setting allows us to present the whole programs in detail and to put forward some advantages and limitations of AOP.
Related Work
Coady & Kiczales [9] compared the evolution of two versions (C and AspectC) of four crosscutting concerns in FreeBSD. They refactored the implementations of the following concerns in v2 code: page daemon activation, prefetching for mapped files, quotas for disk usage, and tracing blocked processes in device drivers. These implementations were then rolled forward into their subsequent incarnations in v3 and v4 respectively. In each case they found that, with tool support, the AO implementation better facilitated independent development and localized change. In three cases, configuration changes mapped directly to modifications to pointcuts and makefile options. In one case, redundancy was significantly reduced. Finally, in one case, the implementation of a system-extension aligned with an aspect was itself better modularized.
Bartsch & Harrison conducted an experiment [1] in which 11 students were asked to carry out maintenance tasks on one of two versions (Java and AspectJ) of an online shopping system. The results did seem to suggest a slight advantage for the subjects using the OO version since in general it took the subjects less time to perform maintenance tasks and it averagely required less line of code to implement a new requirement. However, the results did not show a statistically significant influence of AOP at the 5% level.
Sant'Anna et al. [33] conducted a quasi-controlled experiment to compare the use of OOP and AOP to implement Portalware (about 60 modules and over 1 KLOC). Portalware is a multi-agent system (MAS) that supports the development and management of Internet portals. The experiment team (3 PhD candidates and 1 M.Sc. student) developed two versions of the Portalware system: an AO version and an OO version. Next, the same team simulated seven maintenance/reuse scenarios that are recurrent in large-scale MAS. For each scenario, the difficulty of maintainability and reusability was defined in terms of structural changes to the artifacts in the AO and OO systems. The total lines of code, that were added, changed, or copied to perform the maintenance tasks, equaled 540 for the OO approach and 482 for the AO approach.
Kulesza et al. [21] present a quantitative study that assesses the positive and negative effects of AOP on typical maintenance activities of a Web information system.They compared the AO and OO implementations of a same web-based information system, called HealthWatcher (HW). The main purpose of the HW system is to improve the quality of services provided by the healthcare institution, allowing citizens to register complaints regarding health issues, and the healthcare institution to investigate and take the required actions. In the maintenance phase of their study, they changed both OO and AO architectures of the HW system to address a set of 8 new use cases. The functionalities introduced by these new use cases represent typical operations encountered in the maintenance of information systems. Although they claim that the AO design has exhibited superior reusability through the changes, there is no empirical evidence to support this claim. The collected metrics show only that aspects contributed to: (1) the decrease in the lines of code, number of attributes, and cohesion; (2) the increase in the vocabulary size and lexical separation of crosscutting concerns. They also tried to evaluate coupling, but in our earlier study [30] we argued why their coupling metric is invalid. An additional interesting observation from Kulesza's study [21] is that more modules were needed to be modified in the AO version, because it requires changing both the classes along the layers to implement the use case functionality and the aspects implementing the crosscutting issues.
Munoz et al. [28] showed that aspects offer efficient mechanisms to implement crosscutting concerns, but that aspects can also introduce complex errors in case of evolution. To illustrate these issues, they implemented and then evolved a chat application. They found that it is very hard to reason about the aspects impact on the final application.
Mortensen et al. [26] examined the benefits of refactoring three legacy applications developed by Hewlett-Packard. They followed the evolution of the applications across several revisions. The modifications needed to evolve these systems required changes to fewer software items in the refactored systems when compared to the original. The reduction of the average number of modules and files changed between revisions was 4% and 3% respectively. Taveira et al. conducted two studies to check if AOP promotes greater reuse of exception handling code than a traditional, OO approach. In the first study [38] , they assessed the suitability of AOP to reuse exception handling code within applications. They refactored three medium-size applications implemented originally in Java. Aspects were used to implement the exception handlers. Though AOP promoted a large amount of reuse of error handling code, the overall size of the refactored systems did not decrease due to the code overhead imposed by AspectJ. The number of handlers was sensibly lower in the refactored versions but the amount of error handling code was much higher. In the second study [37] , they refactored seven medium-size systems to assess the extent to which AOP promotes inter-application reuse of exception handling code. They found out that reusing error handling across applications is not possible in most of the cases and requires some a priori planning. Only extremely simple handlers could be reused across applications.
The experiment closest to ours is the one conducted by Figueiredo et al. [10] in which they quantitatively and qualitatively assess the positive and negative impacts of AOP on a number of changes applied to MobileMedia. MobileMedia is a software product line for applications with about 3 KLOC that manipulate photo, music, and video on mobile devices. The original release was available in both AspectJ and Java (the Java versions use conditional compilation as the variability mechanism). Then, a group of five post-graduate students was responsible for implementing the successive evolution scenarios of MobileMedia. Each new release was created by modifying the previous release of the respective version. A total of seven change scenarios were incorporated. The scenarios comprised different types of changes involving mandatory, optional, and alternative features, as well as non-functional concerns. Figueiredo et al. found that AOP usually does not cope with the introduction of mandatory features. The AO solution generally introduced more modules and operations. A direct result of more modules and operations is the increase in LOC. Moreover, depending on the evolution scenario, AspectJ pointcuts were more fragile than conditional compilation. In order to compare their and our results, we have derived the simplest form of Reuse Level and Atomic Changes (Table 3 ) from their measures. Atomic Changes has been limited to counting operations only, while Reuse Level has been calculated as: number_of_reused_LOC / LOC. In general, the measures demonstrate that there is no winner with respect to Reuse Level. The AO solution is significantly better only at Stage VII. With regard to Atomic Changes, the OO implementations are superior for every release. 
Summary
In 2001 the editors of January/February "MIT Technology Review" announced AOP as a standard in the commercial production of software in the next 15 years. Nowadays, ten years later, AOP is still not widely adopted. We believe that, the transfer of AOP to the mainstream of the software development depends on our ability to find its true benefits and to be aware of its potential pitfalls. In this paper, we have evolved a simple program in order to assess the potential of AOP to improve evolvability and reusability in the presence of crosscutting concerns. Although a definitely conclusion cannot be drawn from only the one discussed experiment, an important outcome has been achieved in that the advocates of AOP have to take a position on our results. By reviewing other research, we have shown that the claims presented in Section 2 are not backed up by any convincing evidence. In our study, the superiority of AOP has been observed only when detaching secondary concerns and when implementing logging, which is a flagship example of AOP usage. OOP has fared better in implementing secondary concerns in three out of four scenarios.
The experience gathered during the maintenance tasks points out that (1) understanding the intricate dependencies existing between the modules of an AO system is an arduous task; (2) aspects are holding too much information (the crosscutting logic and target module information) to fully take advantage of lexical SoC. Thus, it seems that the abstractions that AOP has provided to solve some of the evolution problems with traditional software, actually introduce a series of new evolution problems. This phenomenon has been called the evolution paradox of AOP [39] , [28] .
