Countries with more developed financial sectors experience smaller fluctuations in real per capita output, consumption, and investment growth. However, the manner in which the financial sector develops matters. The relative importance of banks in the financial system is important in explaining GDP, consumption, and investment volatility, and the proportion of credit provided to the private sector explains the volatility of consumption and output. The main results are generated using fixed-effects estimation with panel data from 70 countries covering the years 1956 through 1998.
The Southeast Asian turmoil of the late 1990s brought to the forefront the role¯nance can play in propagating and dampening macroeconomic°uctuations. In this paper, we investigate this role, providing empirical evidence on the link between the depth and structure of a country's¯nancial sector and the severity of its business cycles. We have two important¯ndings: First, countries with more developed¯nancial sectors experience smaller°uctuations in output, consumption, and investment growth. And second, the type of¯nance matters. Private sector¯nance is particularly important in reducing macroeconomic volatility. Spec¯cally, we show that the relative supply of credit from banks is e®ective in reducing GDP, consumption and investment volatility, while a greater supply of credit to the private sector in general reduces consumption and per capita income volati lity. Overall, these results suggest that the risk management and information pro cessing provided by banks may be particularly important in reducing GDP, consumption and investment volatility, while the simple availability of credit to the private sector helps to smooth consumption and GDP.
We¯nd evidence for these conclusions using a panel of 70 countries spanning the years 1956 to 1998, which we divide into four time periods. We observe four di®erent measures of¯nancial development employed by Levine (1993a, 1993b) at the beginning of each time period and then ex amine their e®ects on the subsequent variability of real consumption, investment, and per capita GDP growth using¯xed-e®ects estimation. Our results are robust to the inclusion of several additional control variables, di®erent estimation techniques, and a change in sample.
Our analysis is related to three di®erent strands in the literature. The¯rst relevant line of work is the one on¯nance and development which conjectures that well-developed nancial systems should strengthen an economy's ability to absorb shocks, and therefore, help to reduce cyclical°uctuations. Most of the papers in this strand ar e theoretical, however, and in contrast to our empirical work below which examines consumption and investment volati lity in addition to GDP variability, their focus is generally on aggregate output°uctuat ions. In a recent paper, Aghion, Banerjee, and Piketty (1999) develop a macroeconomic model based on micro-foundations which combines¯nancial market imperfections and unequal access to investment opportunities. They show that economies with less developed¯nancial systems will tend to be more vol ati le and ex perience slower growth. In their model, low levels of¯nancial development and the separation of savers from investors result in macroeconomic°uctuations with the economy converging to a cycle around its steady-state growth path. i In contrast, when there exists a fully functioning capital market, the economy converges to a stable growth path along which°u ctuations ar e only due to exogenous shocks. Intuitively, their result derives from the fact that when the¯nancial sector is not as well developed, the supply of and the demand for credit is more cyclical. In particular, investors are more likely to get locked out of credit markets when the economy faces a bad shock, only to rush back in when the economy sustains a go od shock. Aghion et al. point out that the¯nancial sector tends to be less developed in non-industrialized countries and that this may be one reason why those economies experience more vol ati lity. Acemoglu and Zilibotti (1997) also imply an important link between¯nancial development and volatility by highlighting the role that diversi¯cation plays in reducing risk. They demonstrate that when there are indivisible investment projects, in the earl y stages of development, diversi¯cation is not possible. As wealth accumulates, however, divers¯cation becomes possible, investment increases, and investment risk and volatility is reduced. In another related paper, Aghion, Bachetta, and Banerjee (2000) show that volatility is most likely to occur for open economies with intermediate levels of¯nancial development.
The second relevant line of work has studied the e®ects of¯nancial market imperfections and the underlying informational as ymmetries on output°uctuations. For example, Gertler (1989, 1990) , Greenwald and Stiglitz (1993) , and Kiyotaki and Moore (1997) develop dynamic general equilibrium models where asymmetric information in¯nancial markets exacerbates output volatility. While the role¯nancial market imperfections play in generating macroeconomic volatility has not been empirically analyzed directly, the empir ical ev idence at the micro level is supportive of the idea that as ymmetric information has real e®ects. Fazzari, et al. (1998) show that¯xed investment depends on¯rms' cash°ow, which would not be the case if capital markets were perfect. Microeconomic evidence of the importance of asymmetric information has also been found by examining the behavior of¯r ms that are more likely to be subject to information asymmetries. For ex ampl e, Gertler and Gilchrist (1994) con¯rm this and nd that the impact of monetary policy changes is larger for smaller¯rms compared to the large ones. Stein (1995, 2000) ¯nd similar results for banks and show that monetary tightening a®ects smaller banks more than large banks. In an international context, Caballero and Krishnamurthy (2001) show that, in an economy with limited domestic collateral and binding international borrowing constraints,¯rms will not completely hedge against adverse shocks, compounding the severity of a negative macroeconomic shock. These¯ndings are most relevant to what we discuss below to the extent that the degree of asymmetry of information varies from one country to another. It may well be that low or high levels of¯nancial development are related to the ability of economies to generate and pro cess information.
1 Put di®erently,¯nancial development indicators may proxy for the e®ects of¯nancial imperfections arising from information asymmetries or other structural constraints. Thus, a negative relationship between¯nancial development and volati lity would generally support the hyp othesized role of asymmetric information in propagating business cycles.
The third strand of the literature to which our work is more generally related is the large and growing body of work{both empir ical and theoretical{on the role of nancial development in long run macroeconomic performance. According to these papers,¯nancial intermediaries reduce the costs of acquiring information and help to lower transactions costs (Gertler, 1988 and Levine, 1997) . In doing so, they help ameliorate information asymmetries, improve corporate governance, and lead to better resource allocation.
2 As a result, higher levels of¯nancial market development lead to faster economic growth (Boyd and Prescott, 1986 , Fischer, 1993 , Goldsmith, 1969 , Greenwood and Jovanovic, 1990 and King and Levine, 1993a , 1993b . Further more,¯nancial institutions improve risk management, provide liquidity and channel funds to the most pro ductive uses (Bencivenga and Smith, 1991, and Smith, 1997) . The empirical 1 See, for example, Dewatripoint and Maskin (1995) and Diamond (1984) .
2 While there is a connection between macroeconomic volatility and instability/uncertainty (see, for example, Pyndick and Solimano, 1993 , who examine the e®ect of economic instability on investment volatility), we do not identify macroeconomic volatility with uncertainty. Our focus is solely on the role of¯nancial development in macroeconomic°uctuations. i literature is supportive of this view, 3 and cross-country¯ndings are complemented by those at the industry level. For ex am pl e, Ra jan and Zingales (1998) and Carlin and Mayer (2000) ¯nd that in countries with developed¯nancial markets, industries that rely relatively more on external¯nancing tend to grow faster. In contrast, in countries with poorly developed¯nancial systems, industries that depend on external¯nancing grow relatively more slowly. At the¯rm level, new research shows that strong legal and market institutions are associated with¯rm gr owth at rates faster than that which could be realized using internal funds Maksimovic, 1998, 1999) . While this literature do es not focus on the macroeconomic role of credit markets, it conjectures that well developed¯nancial systems are likely to better absorb shocks and that banks may in°uence the magnitude of cyclical°uctuations. For ex ampl e, Levine (1998) notes that banks may a®ect the magnitude of cyclical°uctuations{a view that is consistent with all existing empirical studies. Ramey and Ramey (1995) show that countries with higher volatility gr ow slower. And Fatas (2000a , 2000b allows us to eliminate country-spec¯c e®ects. The results we obtain from this approach allow us to draw more re¯ned conclusions. In particular, we are able to highlight the special role of banks in reducing volatility of consumption, investment, and output as well as the overall e®ect of greater availability of credit to the pr ivate sector in reducing consumption and output volatility.
The remainder of our paper is organized as follows: In section 2, we discuss our estimation strategy and data. In section 3, we pr esent our main results and conduct a sensitivity analys is. And in section 4, we conclude.
Estimation Str ate gy and Data
As discussed above, existing studies provide the theoretical motivation for our work.
While each contribution relies on di®erent mechanisms, the literature asserts that, in general,¯nancial development should reduce macroeconomic volatility. A test of this prediction at the macro level can be accomplished using the following empirical framework:
where V i;t is the standard deviation of real per capita consumption, investment, or income growth at time t for country i, ¹ i is a country-spec¯c e®ect,¸t is a time spec¯c e®ect,
is a measure of¯nancial development in country i in the preceding period, X i;t includes additional control variables that may help to explain volatility and À i;t is the vari abil ity in consumption, output, or investment growth not explained by the regressors. 4 We assume that À i;t is uncorrelated with the regressors and is distributed normally with a mean of zero and a vari ance of ¾ 2 i;t . 5 We use a lagged measure of¯nancial development so that we examine the relationship between¯nancial development at the beginning of a period and subsequent vol ati lity. Thus, our conclusions are focused on how the established level of¯nancial development a®ects volatility in the following period and ar e, therefore, less subject to endogeneity concerns. Spec¯cally, in the¯xed-e®ects setting, our main results comment on whether or not periods with relatively high withincountry levels of¯nancial development ar e followed by relatively low within-country levels of volatility. Later, we address the issue of possible reverse causality.
Although the¯xed e®ects spec¯cation reduces the concern about potential omitted variables, we include several control vari ables in X i;t that may a®ect vol ati lity and are not likely to be constant over time. First of all, because the standard deviation of growth rates might be higher when growth rates are higher, we include the average growth rate 4 We estimate equation (1) using a¯xed-e®ects estimation. Random e®ects estimation, if appropriate, would provide more e±cient estimates. However, one can argue on theoretical grounds that random e®ects is not appropriate because it is likely that the country spec¯c e®ects ar e correlated with the regressors. Results from Hausman tests ar e mixed but, overall, suggest that a¯xed e®ects strategy is appropriate{t he random-e®ects model is rejected at the 5 percent signi¯cance level for 6 of the 12 speci¯cations in Table 2 . (In the cases in which the random-e®ects model is not rejected, results of random e®ects es timations are similar to those reported in Ta bl e 2.) Of course, use of the¯xed-e®ects estimations restricts the inter pretation of our results to analysis of within-country e®ects.
5 In addition to adopting this as sumption on the distribution of errors because of its intuitive appeal for cross-country data, we also con¯rmed it with a Cook-Weisberg test for heteroscedasticity.
of real per capita income, consumption, or investment at time t, GROW TH t as an explanatory variable. 6 We also attempted to control for macroeconomic shocks that would cause volatility in GDP, consumption or investment by including the standard deviation of in°ation and the mean of in°ation to control for monetary shocks, INFSTDEV t and INFMEAN t and the standard deviation of the exchange rate, FXV OL t , to control for foreign exchange shocks. We interacted F XV OL t with OP EN t (Exports + Imports/GDP), on the theory that more open economies wou ld be more sensitive to foreign exchange shocks. Finally, in the investment volatility regression, we also included the standard deviation of FDI/GDP, SDFDI t , because vol ati lity in foreign direct investment will feed into overall investment volatility.
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To measure¯nancial development, FINDEV , we use four measures proposed by King and Levine (1993a) : LLY , which is M2 divided by GDP; PRIV Y , the ratio of claims on the non¯nancial private sector to GDP; P RIV ATE, the ratio of claims on the non¯nancial private sector to total domestic credit (excluding credit to money banks);
and BANK, the ratio of deposit money bank domestic assets to deposit money bank domestic assets plus central bank domestic assets.
9 While all of these measures have been used in previous studies as measures of¯nancial development, each one captures a slightly di®erent asp ect of it. LLY and PRIVY both measure the overall size of the¯nancial system relative to GDP, with LLY focusing on the amount of money in the economy and P RIV Y fo cusing on the amount of credit provided to the pr ivate sector. BANK and 6 Using the coe±cient of variation to measure volatility would also solve this problem, however, its interpretation would be problematic in periods with negative growth.
7 Ideally, one would also like to control for the vo lat ility of foreign debt and equity°ows, however, adequate panel data on these variables are not available for the time period we examine. We do obtain similar results for the e®ects of¯nancial development on investment volatility when we use a dummy variable for the implementation of capital contr ols, a more crude proxy for stability of international capital°ows.
8 Later we discuss an exercise in which we interact¯nancial development with some of these shock variables to determine if¯nacial development reduces vo latility by allowing the economy to absor b shocks easier. We also experimented with additional control va ria b les including the mean and standard deviation of government spending divided by GDP (¯scal policy shocks), the aver age level of per capita income (on the idea that as an economy develops it is better able to absor b shocks), and an index for democracy (on the idea that more democratic countries may have more stable economies). None of these va ria bles entered the estimation consistently with statistically signi¯cant coe±cients or a®ected the qualitative conclusions we draw with the more parsimonious speci¯cation for which we report results.
9 See King and Levine (1993a) for a detailed description of the calculation of these measures.
P RIV ATE are similar in that they focus on the composition of¯nancial development, with higher val ues for each indicating that the private sector plays a relatively more important role. BANK measures the relative importance of private sector banks in the banking system and PRIVATE measures the extent to which credit is allocated to the private rather than public sector. Thus, it is possible for an economy to experiencē nancial development and expansion of the size of the¯nancial sector as evidenced by increases in LLY and P RIV Y ; however, if the growth in credit or bank assets is not disproportionately experienced in the private sector, BANK and PRIV ATE may not show corresponding increases.
Although each of the four measures have been used in previous studies to gaugē nancial development, some measures may be more important, depending on which role of the¯nancial system is critical. For example, in the¯nance and development literature, nancial institutions often facilitate the°ow of credit to entrepreneurs or investors. This suggests that the°ow of credit to the private sector as measured in either PRIV Y or P RIV ATE, and, to a lesser extent, BANK, would be the key variables. Other strands of the¯nance and gr owth literature, however, focus on the role that¯nancial intermediaries play in reducing the cost of acquiring information about borrowers or the role that¯nancial intermediaries play in improving risk management. This suggests again that P RIV Y and PRIV ATE come closest to measuring the critical asp ect of the¯-nancial system. To the extent that public sector banks are ine±cient at playing this role, higher levels of BANK should also be associated with better risk management and reduced information asymmetries. Finally, if greater¯nancial development simply facilitates consumption smoothing, then all four measures could measure a potentially critical aspect of¯nancial development. As mentioned previously, the existing theoretical literature posits multiple mechanisms through which¯nancial development might decrease volatility (i.e., improved risk management, reduced informational asymmetries, and increased smoothing), and we continue our empirical investigation with all four variables.
We note, however, at this point that PRIV Y , PRIVAT E, and BANK capture aspects of the¯nancial system that are critical to some mechanisms employed in the literature while LLY is not. Furt hermore, the interpretation of LLY may be complicated to the i i extent that it re°ects the response of a central bank that is attempting to stabilize an economy.
We use annual data from 70 countries for the period 1956 to 1998. Except for SDFDI which was obtained from the World Bank's Development Indicators, all data was obtained from the IMFs International Financial Statistics. In order to calculate our volatility measure, the standard deviation of the annual growth rate of real GDP per capita and its components, we need to collapse several years of data into one time
period. An ideal characterization of the amplitude of the business cy cle in each country and each time period would require a large number of annual observations to capture both the upturns and downturns of the business cycle. However, we face a tradeo®:
as we increase the number of years in each period, perhaps increasing the accuracy with which we char acteri ze volatility, we reduce the number of periods we can use in our¯xed-e®ects estimation, reducing its e±ciency. Nonetheless, we are able to create 4 time periods while still measuring vol ati lity over a relatively long period of time{9 years. Spec¯cally, to obtain our measure of¯nancial development at the beginning of the period, we use average values of BANK, LLY , PRIV AT E, and PRIV Y over the periods 1956-59, 1965-68, 1974-77, and 1982-85. 10 The four time periods for all other variables correspond to 1960-68, 1969-77, 1978-85, 1986-98. In summary, our main data set contains a panel of 70 countries and 4 time periods.
For each period, we observe the level of¯nancial development at the beginning of the period and then observe subsequent°uctuations. Tab le 1 presents summary statistics of the key variables in our analysis.
There are three important points that are drawn out by the descriptive statistics in Tab le 1. First, all four measures of¯nancial development are negatively correlated with the standard deviation of GDP, consumption, and investment growth. Although we do not report the results here, these negative correlations are also evidenced in simple bivariate regressions in which all but one relationship is sign¯cant at the 5 percent level.
11 Second, all four measures of¯nancial development are positively correlated with 10 We aver age the¯nancial development measures over 4 years to smooth through any temporary events that might be a®ecting the¯nancial system in any given year. In Section 3.2 we also present results using six, shorter time periods.
11 The exception is that the negative coe±cient on PRIV AT E is not statistically signi¯cant in the each other, however, some of the correl at ions are rather low. In particular, as suggested by the discussion above, LLY and P RIV Y share the highest correlation, but LLY and PRIV ATE share the lowest. The correl at ion between PRIV AT E and PRIV Y is surprisingly low, indicating that expansion of credit is not always accompanied by an increased relative importance of the private sector. This point is also reinforced by the third observation{LLY and PRIV Y have higher average annual growth rates than P RIV ATE and BANK. Thus, on average over the 1956 to 1998 time period, countries experienced an expanding¯nancial sector, but both the public and private sector are responsible for the growth. For the average country, however, the positive growth rates for BANK and PRIV ATE indicate that the private sector expanded more rapidly than the public sector. In the following section we explore the implications of the di®erent aspects of¯nancial development for macroeconomic volatility. 
Initial Estimates
Prior to presenting our main results from the estimation of equation (1) with all of the control variables discussed above, we further explore some of the correlations between nancial development and volatility. While the correl at ions presented in Tab le 1 and the bivariate regressions discussed ab ove indicate that countries with higher levels of¯nancial development experience less volatility, their interpretation is problematic if either certain time periods in our data are ass ociated with greater¯nancial development and reduced volatility or if there are certain country-spec¯c characteristics associated with increased development and decreased volatility. To address this issue, we¯rst introduced timespeci¯c e®ects into the bivariate regressions and found that the qualitative results we obtained with the bivariate regressions were unchanged. However, when we included both country and time¯xed e®ects, the statistical sign¯cance of several coe±cients is reduced, suggesting that¯nancial development does reduce volatility in GDP, consumption and investment, but the importance of spec¯c indicators varies across dependent variables.
The results of these estimations are presented in Tab le 2.
Only BANK, the relative importance of the banking industry is sign¯cant in explaining vol ati lity of all three macroeconomic aggregates. PRIV ATE is sign¯cant in the GDP and consumption estimation (though the coe±cient retains the negative sign in the investment regression). Neit her PRIV Y nor LLY retains explanatory power in any of the estimations, once the country-spec¯c e®ects are included. Overall, these results suggest that although countries that have larger¯nancial sectors experience less volatility, increases in the size of the¯nancial sector ar e not associated with decreases in volatility. However, increases in the importance of the private sector (as measured either by BANK or P RIV ATE) are associated with less volatility. In other word s, the manner in which the¯nancial sector develops matters. These results would be consistent with the idea that the critical function of the¯nancial sector that reduces volatility is the role that it plays in reducing information asymmetries and improving risk management.
We present the results of estimating Equation (1) with all of the control variables discussed above in Tab le 3. The conclusions from the simple¯xed e®ects estimation in Tab le 2 remain{BANK and PRIV ATE ar e as sociated with less volatility in GDP and consumption growth and BANK is associated with less volati lity in investment growth.
The control variables generally enter with the expected signs. Greater variabili ty of in°a-tion is associated with higher variabil ity of consumption and GDP, but not investment;
and gr eater ex change rate volatility is associated with more GDP and investment volatility, but not consumption. There is some evidence, however, that exchange rate volatility has a smaller e®ect if an economy is more open. There is also some evidence that more open economies have less volatility in consumption and investment, consistent with there being some international risk sharing. Finally, a larger standard deviation of FDI/GDP is associated with greater°uctuations in investment growth. Overall, inclusion of the control variables had only a small impact on the magnitude or statistical sign¯cance of the coe±cients on¯nancial development.
As discussed above, the di®erent indicators of¯nancial development capture a different aspect of the¯nancial system and have varyi ng levels of explanatory power in our three main regressions. In order to determine if either one aspect of the¯nancial system is more crucial than others or if two or more aspects may be working together, we report the results of es timating Equation (1) An important issue that we have not addressed yet is reverse causation. Although we partially control for the causality from macroeconomic volatility to¯nancial development by using a lagged value of¯nancial development and assess its correl at ion with i i subsequent volati lity, if¯nancial development is trending up and volatility down, we will still uncover the negative relationship. 12 It is also possible that the causation between nancial development and volatility runs the other way{more stable economies promotē nancial sector development.
To further address the issue of causality, we also present results from a reverse regression in which we regress lagged volatility of GDP, consumption and investment on each of the¯nancial development indicators. These results are presented in Tabl e 5 and, in most cases, reveal a statistically insign¯cant relationship between lagged volatility and¯nancial development. One exception is the relationship between lagged volatility and LLY {higher consumption variability is associated with higher values for LLY while lower investment vari abil ity is associated with higher LLY . While this¯nding does not call into question our main conclusions ab out the relationship between the nature of the development of the¯nancial sector and volatility, it does point out that interpretation of any correlation between LLY and vol ati lity may be problematic. 13 The second exception to the generally insign¯cant results is that lagged consumption volati lity is associated with lower levels of PRIVATE in the subsequent period. While this is potentially challenging to the conclusions we have made so far, we should note that neither the relationship between lagged consumption volatility and PRIV ATE or lagged consumption vol ati lity and LLY survives in an alternative robust regression technique that downweights outliers to which we later subject our main results presented in Tabl e 3.
(This is discussed further in the following section.) However, the negative relationship between investment volatility and LLY is robust to the use of the alternative estimation technique.
14 12 That point noted, although¯nancial development is clearly trending upward for the average country in our sample over the 4 time periods, it is di±cult to discern an equally clear pattern for volatility in the raw data. Fo r example, the average for SDGDP is 3.47 in the¯rst period, 7.26 in the second period, 5.76 in period 3 and 6.25 in period 4.
13 As we note above, one reason why the interpretation of LLY may be particularly problematic is if it is signaling a response of a cent ral bank that is attempting to stabilize an economy. While this would explain a positive relationship between lagged consumption volatility and LLY , it would not explain the negative relationship between investment vo la tility and LLY .
14 Our main speci¯cation uses a lagged value of¯nancial development and subsequent volatility based on the idea that it is the level of¯nancial development that exists entering a period that determines subsequent volatility. Although the results in Ta bl e 5 do not generally support this, if one thought that volatility also a®ected¯nancial development, then it would also be appropr iate to consider an instrumen-
Some of the control variables we include in our main estimation are att empting to capture macroeconomic shocks that could create volatility. In order to examine further the mechanism by which¯nancial development a®ects volatility, we attempted to interact some of these shock variables with¯nancial development based on the idea that nancial development might help to reduce the e®ects of these shocks. We interacted nancial development with monetary shocks (SDINFL),¯scal shocks (standard deviation of government spending/GDP), and foreign exchange shocks (FXV OL). While we do not report detailed results of this exercise, our one consistent¯nding was that BANK was associated with a reduced impact of monetary shocks in the consumpt ion and GDP regressions, a reduced impact of¯scal policy shocks in all three macroeconomic aggregates, and reduced importance of foreign exchange shocks in GDP and consumption.
We did not¯nd a similar consistent and statistically sign¯cant role for PRIVATE.
These results suggest a special role for the services provided by private sector banks in helping the economy adapt to many di®erent kinds of shocks. Furthermore, these results indicate that private sector banks are particularly important in reducing consumption volatility. 
Sensitivity Analysis
The previous section establishes that higher val ues of P RIV ATE are associated with lower values of consumption and GDP volati lity, and that higher values of BANK are associated with lower values of output, consumption, and investment volatility. In this section, we examine how robust these results are to di®erent data selection and estimation tal va riab les technique and examine the contemporaneous relationship between¯nancial development and volatility. It is di±cult to¯nd a panel of appropriate instruments for¯nancial development; however, when we use the lagged va lue of¯nancial development as an in stru ment for the current value in an IV estimation, our results for the e®ect of BANK on volatility of consumption, GDP and investment are qualitatively similar to those reported earlier. PRIV ATE enters negatively in the consumption and GDP regressions, but with reduced sign¯cance. A Hausman test, however, is unable to reject the hypothesis that the di®erences in the coe±cients between the OLS,¯xed-e®ects estimator and the less e±cient IV es timation are not systematic. 15 We should note that our methodology imprecisely de¯nes the timing of the shocks as we use the standard deviation of in°ation, government spending, and foreign exchange measured over several yea rs. A di®erent methodology that more precisely ident¯es the timing of shocks might sharpen the results for PRIV ATE. As explained in Section 2, we traded o® e±ciency in estimation with accuracy in the char acteri zat ion of volatility when we chose to estimate a 4-period¯xed e®ects model. We also experimented with breaking down our sample in di®erent ways, and report the results for a data set that is comprised of six, six-year periods in Tab le 6.
For the sake of brevity, we report only the consumption results and note that the GDP results are qualitatively similar except they do not feature a statistically sign¯cant relationship for LLY . BANK and P RIV ATE remain negatively and sign¯cantly related to consumption and GDP volatility and we obtain one additional sign¯cant negative relationship between¯nancial development and GDP and consumption vol ati lity with the coe±cient on PRIV Y . Interestingly, a positive coe±cient on LLY enters into the consumption volati lity regression. Without additional corroborating results that suggest a positive relationship between LLY and consumption volatility, however, it is di±cult to interpret this result. Certainly, it does call into question the role that the as pect of the¯nancial system measured by this variable (overall size) plays in reducing or exacerbating volatility. Finally, in this sample, the coe±cient on BANK in the investment regression remains negative, but its sign¯cance is reduced to just below the 10 percent level (p-value of .12). In general, these results support our earlier conclusions{increased credit to the private sector and increased importance of private sector banks reduces macroeconomic volatility.
Although our data set is a relatively large macro data set, our analysis still may be sensitive to outliers. We therefore provide another estimate of the relationship between nancial development and°uctuations, this time using a robust regression technique that places a smaller weight on outliers in the estimation.
16 Results of this procedure appear in Tab le 7. We again do not report the results for GDP because of their similarity to the consumpt ion results. Most of our major conclusions are also robust to the new estimation pro cedure: PRIV ATE reduces°uctuations in GDP and consumption and BANK reduces°uctuations in consumption and investment. However, the investment regressions provide con°icting evidence. Now, PRIV AT E enters positively and signi¯cantly in the investment regressions. 17 Fur thermore, LLY obtains a negative and signi¯cant coe±cient in the investment regression. As above, however, we are cautious in the interpretation of this result, particularly since SDINV entered with a negative sign in the reverse regression pr edicting LLY .
We also considered if our results were sensitive to alternative means of measuring volatility. In the results presented in Tab les 1 through 5, volatility of our macroeconomic variables is calculated using the standard deviat ions of annual growth rates over a period of years. While this technique characterizes volatility over approximately a decade, it requires us to collapse over 40 years of data into 4 time periods. An alternative measure of volati lity that would potentially o®er more e±cient estimation of the relationship of interest is to use the variability of the er ror term from a GARCH pro cess to calculate the variance of each of our macroeconomic series on an annual basis. 18 Of course, since the GARCH process uses data from all time periods to estimate the variance in any given year, we are no longer able to get a \clean" look at initial levels of¯nancial development and subsequent volatility as we do in our main estimations. Thus, we present these results only as supplementary to our initial¯ndings. Nonetheless, the results from this procedure con¯rm many of our initial¯ndings{PRIV AT E is negatively related to the vari abil ity of GDP, consumption, and investment growth and BANK is negatively related to GDP variability. However, BANK is positively ass ociated with the variabili ty of investment calculated in this manner.
Finally, an additional possibility that we consider here is that our¯nding of a negative association between¯nancial development and reduced volatility is being driven by the developed countries in our sample which have both developed¯nancial sectors and 17 This result is consistent with the theoretical¯ndings of Aghion, Bachetta, and Banerjee who document that credit expansions should lead to investment booms, at least for medium levels of¯nancial development.
18 Speci¯cally, for all variables in our estimation for which we previously calculated standard deviations (both dependent and in dep endent va riab les) , we now calculate the va rian ce of the error term from a GARCH(1,1) process for that series. Using the coe±cients on the estimated GARCH(1,1) equation, we transform the va ria n ce of the error term to obtain the variance of the dependent va riab le in the GARCH estimation. Results from this procedure are available upon request. i lower macroeconomic volatility. Although we do not report the results here, we con¯rmed that our major conclusions still hold even when we drop high income countries from our sample.
19 Our results are also robust to using a logarithmic spec¯cation for either of our three dependent vari ables or for the measure of¯nancial development. Thus, the relationship we identify is not likely to be the result of a an omitted variable common to high income countries that also are likely to have more developed¯nancial sectors.
Conclusion
There exist at least three di®erent but related strands in the economic literature which assert or imply that¯nancial development should reduce macroeconomic volatility. Panel data from 70 countries covering the years between 1956 through 1998 reveal evidence in support of this hypothesis.
In particular, we have shown above that countries with more developed¯nancial sectors experience less°uctuat ions in real per capita output, consumption and investment growth. However, we have also demonstrated that the manner in which the¯nancial sector develops matters. The role of banks in the¯nancial system is important in explaining output, consumption and investment vol ati lity, whereas the relative amount of credit supplied to the private sector has explanatory power for the volatility of consumption and output. These results appear generally to be robust to di®erent estimation techniques and data selection strategies. Although our data and methodology do not allow us to distinguish between the di®erent mechanisms through which¯nancial development a® ects volatility, our general¯ndings suggest that the risk management and information pro cessing provided by banks may be particularly important in reducing GDP, consumption and investment volatility, while the simple availability of credit to the private sector helps to smooth consumption and GDP.
5.Colophon
We have bene¯ted signi¯cantly fr om the research assistance of Tim Troha and David Note: Country-spec¯c and time-spec¯c¯xed e®ects estimate. Heteroskedasticity-corrected standard errors are in parentheses. *, ** respectively denote sign¯cance at the 5 percent and 10 percent levels.
