Gerhard Widmer and Asmir Tobudic discuss a method of machine learning involving the various hierarchical levels at which musicians operate in their paper entitled, "Playing Mozart by Analogy: Learning Multi-level Timing and Dynamics Strategies". In the introduction of the paper, their goal is stated outright: to investigate to what extent a machine can automatically build, via inductive learning from "real-world" data, operation models of certain aspects of performance.
The paper is partly motivated by the fact that previous experimental machine learning ventures lacked the ability to make decisions based on local versus global scales. The extension that the authors make seems like a very common-sense approach in my opinion: "phrasing" should be considered yet another score marking, such as the ritardandos and crescendos that have been dealt with previously, that simply may or may not be explicitly written in the score. In addition, the system seems to follow the analogy of a musician "learning" Mozart very closely: it "listens" to other performances, derives rules, and implements them in its own performance.
For multilevel decomposition of the expression curves, the phrase structure analysis was done by hand, since the authors found "no reliable algorithms" available. This task alone, it seems, needs to be investigated thoroughly for a truly automatic system. Nonetheless, the subsequent steps for obtaining expression curves for training seem very intuitive. After the phrasing boundaries have been obtained, global phrasing structure is approximated by second-degree polynomials that fit tempo and dynamics. For rule-learning, a so-called residual curve is obtained by dividing the absolute data from the polynomial curve.
Given my basic knowledge of nearest neighbor algorithms, in which some sort of distance metric is used to compute the "nearest neighbor" or data point closest to the one in question, it was interesting to see it used in this paper. The data points to which a distance is computed consist of phrase properties such as length, intervals between starting and ending notes, and harmonic progression. The algorithm thus finds the nearest neighbor among all the previous examples and applies the polynomial shape of this phrase to its prediction of the phrase shape in question.
Experimental results showed that tempo is not as well predictable as dynamics, even in cases where improved results are obtained from splitting the training sets into homogeneous subsets for learning. The authors discovered better approximation was achieved for dynamics in observing the four-level decompositions. Unfortunately, they leave a more complete analysis for a future date. However, they do mention that a more detailed vector for each phrase should improve the results substantially (for the nearestneighbor calculation).
Interestingly, the authors give examples of both successes and failures of their algorithm in predicting performed deviations in Mozart pieces. The approach still seems a bit exploratory, but in decidedly taking into account different hierarchical levels, this algorithm seems to take a step in the right direction.
