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Abstract
In this paper, we test an innovative numerical scheme for the simulation
of the guiding-center model, of interest in the domain of plasma physics,
namely for fusion devices. We propose a 1D Discontinuous Galerkin (DG)
discretization, whose basis are the Lagrange polynomials interpolating the
Gauss points inside each cell, coupled to a conservative semi-Lagrangian (SL)
strategy. Then, we pass to the 2D setting by means of a second-order Strang-
splitting strategy. In order to solve the 2D Poisson equation on the DG
discretization, we adapt the spectral strategy used for equally-spaced meshes
to our Gauss-point-based basis. The 1D solver is validated on a standard
benchmark for the nonlinear advection; then, the 2D solver is tested against
the swirling deformation flow test case; finally, we pass to the simulation of
the guiding-center model, and compare our numerical results to those given
by the Backward Semi-Lagrangian method.
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1. Introduction
The numerical simulation of the dynamics of charged particles in a plasma
is becoming increasingly important with reference to applications such as
propagating beams or fusion devices used, for example, in the ITER project.
The proper evolution equation to describe those phenomena would be a full
3D collisionless Vlasov kinetic equation, which is 6D in the phase space and,
therefore, numerically too costly to simulate: reduced models must thus
be taken into account. Inside the tokamak reactor, intense magnetic fields
are generated: they are the superposition of a poloidal field, which makes
the ions circulate around the reactor chamber, and a toroidal field, which
makes the ions move following a fast cyclotronic motion (helices): the goal
of the toroidal part is to stabilize the orbits of the charged particles and thus
prevent them from touching the metallic walls. The gyrokinetic model is a
reduced model that describes, instead of the trajectories of the helices, those
of the centers of the helices: in the parallel direction and if one considers a
constant magnetic field directed along this direction, it is nothing else but a
1D Vlasov equation; in the perpendicular direction, the so-called 2D guiding-
center model is obtained (see for example [1] for a mathematical derivation).
Denoting by ρ(t, x1, x2) the density of particles at time t ∈ [0,+∞[ and
position (x1, x2) ∈
[
0, 2π
k
]
× [0, 2π], and Φ(t, x1, x2) the self-consistent electric
potential given by the Poisson equation, the guiding-center model writes
∂ρ
∂t
+
∂Φ
∂x2
∂ρ
∂x1
−
∂Φ
∂x1
∂ρ
∂x2
= 0, −∆x1,x2Φ = ρ(t, x1, x2) (1)
completed by the initial condition
ρ(t = 0, x1, x2) = sin(x2) + ε cos(kx1)
and endowed by periodic boundaries for both the Vlasov and the Poisson
equations. A compatibility condition
´´
Φ(x1, x2)dx1dx2 = 0 ensures the well
posedness of the model, which is nothing else but the 2D Euler system.
The guiding-center model is more challenging to simulate than the Vlasov
system, because the advection fields
a1(t, x1, x2) :=
∂Φ
∂x2
(t, x1, x2) and a2(t, x1, x2) := −
∂Φ
∂x1
(t, x1, x2)
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are nonlinear and non-constant with respect to the advected variables x1 and
x2. Note that, due to the fact that the advection field
a(t, x1, x2) :=
(
∂Φ
∂x2
(t, x1, x2),−
∂Φ
∂x1
(t, x1, x2)
)
is divergence-free, the evolution equation can be written in an equivalent
conservative form
∂ρ
∂t
+
∂
∂x1
[a1ρ] +
∂
∂x2
[a2ρ] = 0.
In this work, we propose for problem (1) an innovative way to couple a
Discontinuous Galerkin (DG) discretization to a semi-Lagrangian (SL) strat-
egy and a spectrally-accurate solver for the 2D Poisson equation in a periodic
setting, adapted for the computation on our non-equally-spaced discretiza-
tion points. First of all, in order to reduce the dimensionality of the problem
from 2D to 1D, we use a splitting procedure [2, 3]. Then, the computational
domain Ω is meshed using the DG philosophy, which consists in dividing Ω
into “big” cells, inside each of which there is a subdivision given by a certain
number of points, called degrees of freedom: for the scope of this work, we
shall use d + 1 Gauss points for an order-d method. Finally, we solve the
series of 1D problems through a conservative method based on calculating
the characteristics, following the SL approach, in order to ensure the conser-
vation of the number of particles (see [4]). Using this DG SL strategy, the
resolution of the density function is thus improved by local refinement, which
provides several advantages (see [5, 6, 7]):
• In this SL framework, the constraints on the time step are weaker and
are made dependent on the cell size rather than the degrees of freedom,
therefore we can improve the resolution without making ∆t→ 0.
• Parallelization can be made easier because the communication concerns
only one cell at each of the boundaries.
• Improved flexibility due to the discontinuous representation.
• They open the doors to an Adaptive Mesh Refinement (AMR) strat-
egy, possibly based on increasing the degrees of freedom in the zones
where the distribution function presents microscopic structures or vio-
lent gradients, like filamentation, vortices or sharp edges.
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DG methods have been successfully used and analyzed in several contexts:
advection-reaction-diffusion problems [8, 9], convection-diffusion problems
[10, 11, 12, 13, 14], elliptic equations [15, 16, 17, 18, 19], kinetic equations
[20, 21], Euler and aeroacoustic equations [22, 23]. DG methods coupled
with SL schemes have also been used for meteorological applications [24] and
kinetic equations, see [25, 26, 27] and references therein.
In this paper we extend the previous work [27] to general variable coef-
ficients: there, 1D and 2D linear advections were implemented and tested
through Vlasov-Poisson test cases, with encouraging results. In this work,
our starting point is a scheme for the 1D case of non-constant advection in
order to, at the end, be able to simulate the guiding-center model (1). As in
[27] we discretize the 1D computational domain Ω by dividing it into cells
{Ii}; for a discretization of order d, we use as basis of the DG space the La-
grange polynomials {ϕi,j(x)} interpolating the Gauss points inside the cells:
by doing so, we get an orthogonal basis in the sense thatˆ
Ω
ϕi,j(x)ϕi′,j′(x)dx = δi,i′δj,j′ up to a constant.
This property is important because we can thus avoid solving costlier linear
systems inside our scheme. By using the volume conservation property, the
weak formulation enables to advance in time and conserve, by construction,
the total number of particles. With respect to the linear case treated in
[27], additional work has to be done in order to deal with advection fields
non-constant with respect to the advected variable, as in (1), thus the SL
solver has to be coupled to an ODE integrator to solve the characteristics,
either backward of forward: we show that the resulting schemes, which we
call backward scheme and forward scheme, are the same, provided that the
characteristics are solved in a reversible-in-time way. To do that, we impose
that the relative distances between points
xi,j < x < xi,j+1
be kept fixed at the level of their backward images
xbi,j := X
(
tn; tn+1, xi,j
)
< xb < xbi,j+1 := X
(
tn; tn+1, xi,j+1
)
,
being X
(
tn; tn+1, x
)
the characteristic starting at time tn+1 from point x
dX (s; t, x)
ds
= a (s,X (s; t, x)) , X (t; t, x) = x,
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by means of an affine approximation. Moreover, we stress that it is very im-
portant that the advection field a(t, x) be reconstructed in a continuous way,
otherwise the characteristics might cross and mass could be lost. We then
extend our scheme to the 2D case by means of the Strang splitting [2, 3]. In-
spired by the standard schemes that solve the Poisson equation in a periodic
setting for an equally-spaced mesh, we propose a spectrally-accurate solver
based on mixing the representation of ρ(t, x1, x2),
∂Φ
∂x1
and
∂Φ
∂x2
both on the
Fourier basis and on the DG basis: this way we can compute with arbitrarily
high precision the advection field on the Gauss points; notwithstanding, we
do not represent it on the discontinuous basis, rather we linearly interpo-
late between two consecutive points. We want to stress that the spectral
strategy is efficient from the computational point of view, because much of
the calculation can be precomputed, and the Discrete Fourier Transform and
AntiTransform involved can be performed using an optimized FFT routine.
The paper is organized as follows: in Section 2 we explain in detail how
the 1D and 2D nonlinear advections are solved; then, in Section 3 we validate
the method against some standard benchmark tests; in Section 4 we show
our numerical results for the guiding-center model and the comparison with
the Backward Semi-Lagrangian method; finally, in AppendixA we present
the spectrally-accurate solver for the solution of the 2D Poisson equation in
a periodic setting on a DG discretization.
2. Numerical methods
In this section, we expose our numerical methods. First, we give the basis
for our DG discretization. Then, we explain in detail how we solve the 1D
nonlinear advection, with particular emphasis on the affine approximation for
the characteristics; we show, moreover, that the forward and the backward
formulations give the same scheme. Finally, we explain how we pass to the
2D case thanks to a Strang-splitting strategy.
2.1. DG discretization
The domain Ω = [xmin, xmax] ⊆ R is partitioned into N homogeneous inter-
vals {
Ii := [xi−1/2, xi+1/2] = [xi−1/2, xi−1/2 +∆x]
}
i=0,...,N−1
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so that Ω =
N−1⋃
i=0
Ii. We denote by V
d
∆x(Ω) the discontinuous finite element
space
V d∆x(Ω) =
{
ψ ∈ L2(Ω) : ψ ∈ Pd(Ii), for i = 0, . . . , N − 1
}
,
where Pd(Ii) is the space of the one-variable polynomials of degree at most
d on the interval Ii. As a basis for V
d
∆x(Ω) we use the N × (d+ 1) Lagrange
polynomials that interpolate the d+ 1 Gauss points, noted
{xi,j ∈ Ii}(i,j)∈{0,...,N−1}×{0,...,d} ,
inside the cell Ii:
ϕi,j(x) =


ϕj[xi,0, xi,1, . . . , xi,d](x) :=
∏
0≤ℓ≤d,ℓ 6=j
x− xi,ℓ
xi,j − xi,ℓ
x ∈ Ii
0 x ∈ Ω \ Ii
.
For the sake of compactness of notation in the future formulae, we shall use
xi,−1 := xi−1/2, xi,d+1 := xi+1/2, i = 0, . . . , N − 1.
If we now let Πd the standard projection of L2(Ω) onto V d∆x(Ω):
L2 → V d∆x
ω 7→ Πd(ω) = ωi,j := 〈ω, ϕi,j〉 :=
ˆ
Ω
ω(x)ϕi,j(x)dx,
we can represent f(tn, x) at time tn on the DG basis as
fn(x) =
N−1∑
i′=0
d∑
j′=0
fni′,j′ϕi′,j′(x). (2)
2.2. 1D nonlinear advection
We shall suppose that the 1D nonlinear advection equation
∂f
∂t
+
∂
∂x
[af ] = 0, f(t0, x) = f 0(x), (3)
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where f : [0,+∞[×Ω −→ R and a : [0,+∞[×Ω −→ R, admits solutions,
whose existence and uniqueness are discussed, for instance, in [28]. Problem
(3) is solved through the characteristics as
f(t, x) = f(s,X (s; t, x))J(s; t, x) ∀(s, t, x) ∈ [0,+∞[×[0,+∞[×Ω, (4)
where
dX
ds
= a(s,X (s; t, x)), X (t; t, x) = x, J(s; t, x) :=
∂X (s; t, x)
∂x
(5)
are the characteristics and their Jacobian. Integrating (4) against the test
function ϕ on an arbitrary set K ⊆ Ω, we obtainˆ
K
f(t, x)ϕ(x)dx =
ˆ
K
f (s,X (s; t, x)) J(s; t, x)ϕ(x)dx, (6)
which, by changing variables
y = X (s; t, x), x = X (t; s, y),
rewrites as ˆ
K
f(t, x)ϕ(x)dx =
ˆ
X (s;t,K)
f(s, y)ϕ(X (t; s, y))dy. (7)
If we now let in (5), (6) and (7)
K = Ii, t = t
n+1, s = tn, ϕ(x) = ϕi,j(x)
and introduce notations
xb := X (tn; tn+1, x), xf := X (tn+1; tn, x), Ibi := X (t
n; tn+1, Ii),
where b stands for “back” and f for “forth”, then (6) and (7) rewrite as the
backward and the forward formulae:ˆ
Ii
fn+1(x)ϕi,j(x)dx =
ˆ
Ii
fn(xb)J(xb)ϕi,j(x)dx (8)
=
ˆ
Ibi
fn(x)ϕi,j(x
f )dx. (9)
In the following, we describe in detail the affine approximation for the solu-
tion of the characteristics, then we develop the forward formula (9) on our
DG setting; finally, we show that the forward formula (9) and the backward
formula (8) give rise to the same numerical scheme.
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2.2.1. Computation of the characteristics
We propose an affine approximation for the solution of the characteristics,
in order to fulfill the the reversibility constraint
(xb)f = x, ∀x ∈ Ω.
Compute the feet of the characteristics from the Gauss points {xbi,j} through
any ODE solver: for the scope of this work, we use the Runge-Kutta multi-
stage integrator. Compute the feet from the cell extrema {xi,−1} and {xi,d+1}
by means of the two neighboring Gauss points
xbi,−1 =
xbi−1,d + x
b
i,0
2
, xbi,d+1 =
xbi,d + x
b
i+1,0
2
, for i = 0, . . . , N − 1,
where, using periodicity, by convention we have set xb−1,d+1 := x
b
N−1,d+1−λ(Ω)
and xbN,0 := x
b
0,0 + λ(Ω), with λ(Ω) := xmax − xmin the length of the domain
Ω. The affine approximation we propose consists of a linear interpolation
between the two neighboring feet of the characteristics from the Gauss points:
if
x ∈]xi,j, xi,j+1[ ∃(i, j) ∈ {0, . . . , N} × {−1, . . . , d+ 1}
we can express it as
x = (1− u)xi,j + uxi,j+1 ∃u ∈ (0, 1).
We define the characteristic backward in time from x as
xb := (1− u)xbi,j + ux
b
i,j+1.
Moreover, we can explicitly computed the backward Jacobian:
J(xb) :=
∂xb
∂x
=
xbi,j+1 − x
b
i,j
xi,j+1 − xi,j
. (10)
In the other direction, if
x ∈]xbi,j, x
b
i,j+1[ ∃(i, j) ∈ {0, . . . , N} × {−1, . . . , d+ 1},
then
x = (1− u)xbi,j + ux
b
i,j+1 ∃u ∈ (0, 1)
and we define the characteristic forward in time from x as
xf := (1− u)xi,j + uxi,j+1. (11)
It is easy to check that the reversibility constraint (xb)f = x is fulfilled.
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2.2.2. Forward scheme
We now describe in detail the scheme to which formula (9) gives rise. Inject
the representation of f (2) into the forward formula (9):
fn+1i,j ωj
∆x
2
=
ˆ
Ibi
fn(x)ϕi,j(x
f )dx,
=
∑
i′,j′
fni′,j′
ˆ
Ibi
ϕi′,j′(x)ϕi,j(x
f )dx,
=
∑
i′,j′
fni′,j′
d∑
m=−1
ˆ xbi,m+1
xbi,m
ϕi′,j′(x)ϕi,j(x
f )dx,
change variables x = (1− u)xbi,m + ux
b
i,m+1,
fn+1i,j ωj
∆x
2
=
∑
i′,j′
fni′,j′
d∑
m=−1
ˆ 1
0
ϕi′,j′((1− u)x
b
i,m + ux
b
i,m+1)
× ϕi,j((1− u)xi,m + uxi,m+1)du(x
b
i,m+1 − x
b
i,m), (12)
where we have used the affine expression (11) for xf . In order to evaluate
this expression, let us focus on computing
A :=
∑
i′
fni′,j′
ˆ 1
0
ϕi′,j′((1− u)x
b
i,m + ux
b
i,m+1)ϕi,j((1− u)xi,m + uxi,m+1)du,
which, in the maximum generality, decouples into three sums, because the
feet of the characteristics xbi,m and x
b
i,m+1 might be separated by a whole cell,
as sketched in Figure 1(i):
A = fnsi,m,j′
ˆ 1
0
ϕsi,m,j′((1− u)x
b
i,m + ux
b
i,m+1)ϕi,j((1− u)xi,m + uxi,m+1)du (13)
+
si,m+1−1∑
i′=si,m+1
fni′,j′
ˆ 1
0
ϕi′,j′((1− u)x
b
i,m + ux
b
i,m+1)ϕi,j((1− u)xi,m + uxi,m+1)du (14)
+ fnsi,m+1,j′
ˆ 1
0
ϕi′,j′((1− u)x
b
i,m + ux
b
i,m+1)ϕi,j((1− u)xi,m + uxi,m+1)du (15)
where we have set si,m the index for which x
b
i,m ∈ Isi,m . We now change
variables in the three pieces of the integral: for (13)
(1− u)xbi,m + ux
b
i,m+1 = (1− v)x
b
i,m + vxsi,m+1/2,
9
Isi,m+1
I i
Isi,m+1
Isi,m I= si,m+1
i,m
Is
Isi,m
xi,m xi,m+1
x xi,m i,m+1
b b
xi,m xi,m+1
i,m
bx xbi,m+1
xi,m xi,m+1
x xb bi,m i,m+1
i,m+1
i,m+1
i,m+1s       = s
s       > s    +1
i,m
i,m
i,m
s       = s    +1
(i)
(ii)
(iii)
Figure 1: Backward characteristics. The feet of the characteristics xbi,m and x
b
i,m+1
from points xi,m and xi,m+1 may give rise to three different configurations: (i) they are
separated by a whole cell; (ii) they belong to contiguous cells; (iii) they belong to the same
cell.
for (14),
(1− u)xbi,m + ux
b
i,m+1 = (1− v)xi′−1/2 + vxi′+1/2,
whereas for (15)
(1− u)xbi,m + ux
b
i,m+1 = (1− v)xsi,m+1−1/2 + vx
b
i,m+1.
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This gives
A =
xsi,m+1/2 − x
b
i,m
xbi,m+1 − x
b
i,m
fnsi,m,j′
ˆ 1
0
dvϕsi,m,j′((1− v)x
b
si,m,m + vxsi,m+1/2)
× ϕi,j
((
1−
xsi,m+1/2 − x
b
i,m
xbi,m+1 − x
b
i,m
v
)
xi,m +
xsi,m+1/2 − x
b
i,m
xbi,m+1 − x
b
i,m
vxi,m+1
)
+
∆x
xbi,m+1 − x
b
i,m
si,m+1−1∑
i′=si,m+1
fni′,j′
ˆ 1
0
dvϕi′,j′((1− v)xi′−1/2 + vxi′+1/2)
× ϕi,j
((
1−
∆x
xbi,m+1 − x
b
i,m
v
)
xi,m +
∆x
xbi,m+1 − x
b
i,m
vxi,m+1
)
(16)
+
xbi,m+1 − xsi,m+1−1/2
xbi,m+1 − x
b
i,m
fnsi,m+1,j′
ˆ 1
0
dvϕsi,m+1,j′((1− v)xsi,m+1−1/2 + vx
b
i,m+1)
× ϕi,j
((
1−
xbi,m+1 − xsi,m+1−1/2
xbi,m+1 − x
b
i,m
v
)
xi,m +
xbi,m+1 − xsi,m+1−1/2
xbi,m+1 − x
b
i,m
vxi,m+1
)
.
Remark that the situation in Figure 1(ii) implies that (14) is zero. Moreover,
if si,m+1 = si,m as in Figure 1(iii), formula (16) is not valid anymore, and the
following must be used instead:
A = fnsi,m,j′
ˆ 1
0
ϕsi,m,j′((1− u)x
b
i,m + ux
b
i,m+1)ϕi,j ((1− u)xi,m + uxi,m+1) du. (17)
Formulae (16) and (17) are computed exactly through a Gauss quadrature.
2.2.3. Backward scheme
If we inject the representation of f (2) into the backward formula (8)
fn+1i,j ωj
∆x
2
=
ˆ
Ii
J(xb)fn(xb)ϕi,j(x)dx
=
∑
i′,j′
fni′,j′
ˆ
Ii
J(xb)ϕi′,j′(x
b)ϕi,j(x)dx
=
∑
i′,j′
fni′,j′
d∑
m=−1
ˆ 1
0
ϕi′,j′((1− u)x
b
i,m+1 + ux
b
i,m)
× ϕi,j((1− u)xi,m+1 + uxi,m)du(x
b
i,m+1 − x
b
i,m),
we recover formula (12) and the resulting scheme coincides with the forward
scheme.
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2.2.4. Lp-norms and conservation properties
As Lp(Ω)-norms and mass for the distribution function fn we shall use
‖fn‖Lp(Ω) =
(
∆x
2
∑
i,j
ωj|f
n
i,j|
p
)1/p
, M(fn) =
∆x
2
∑
i,j
ωjf
n
i,j.
It can be checked that the scheme is by construction conservative:
M(fn) = M(f 0).
2.3. 2D nonlinear advection
The 2D nonlinear advection problem
∂f
∂t
+
∂
∂x
[a1f ] +
∂
∂y
[a2f ] = 0, f(t
0, x, y) = f 0(x, y), (18)
is discretized as a tensor product of the 1D problem. The computational
domain Ω = [xmin, xmax]× [ymin, ymax] ⊆ R
2 is partitioned into rectangles
Ω =
Nx−1⋃
i=0
Ny−1⋃
k=0
Ei,k,
where
Ei,k := Ii × Jk = [xi−1/2, xi+1/2]× [yk−1/2, yk+1/2]
= [xi−1/2, xi−1/2 +∆x]× [yk−1/2, yk−1/2 +∆y].
The discontinuous finite element space is given by
V d∆x,∆y =
{
ω ∈ L2(Ω) s.t. ω(x, y) = ϕ(x)ψ(y),
ϕ ∈ Pd(Ii1), i1 = 0, . . . , Nx − 1,
ψ ∈ Pd(Ji2), i2 = 0, . . . , Ny − 1
}
.
The basis for this space is the tensor product of the bases for V d∆x and V
d
∆y:
B = {ϕi1,j1(x)ψi2,j2(y)}(i1,j1,i2,j2)∈{0,...,Nx−1}×{0,...,d}×{0,...,Ny−1}×{0,...,d} .
As for the time discretization, instead of solving a real 2D problem, we reduce
to the solution of 1D problems through the second-order Strang-splitting
12
scheme [2, 3], together with a predictor/corrector strategy in order to keep
the good order-in-time; to advance from time tn to time tn+1, we need an
approximation of the advection field a(t, x, y) := (a1(t, x, y), a2(t, x, y)) at
time tn+1/2:
1. Get a(tn)
2. Perform a ∆t/2-time step along x
3. Perform a ∆t/2-time step along y
4. Get a(tn+1/2)

 prediction
5. Perform a ∆t/2-time step along x
6. Perform a ∆t-time step along y
7. Perform a ∆t/2-time step along x

 correction
As we use a predictor/corrector strategy, the time step can be adapted during
the simulation: we have chosen to constrain it in such a way that
xbi,m ∈
i+1⋃
i′=i−1
Ii′ , ∀(i,m) ∈ {0, . . . , Nx − 1} × {0, . . . , d}
and
ybk,m ∈
k+1⋃
k′=k−1
Jk′ , ∀(k,m) ∈ {0, . . . , Ny − 1} × {0, . . . , d}
during all the advection steps. In other words, this means that we limit the
displacements of the characteristics to at most one cell. We want to stress
that an advantage in using the DG strategy is the fact that this constraint
on the time step is not so heavy because it depends only on the cell size and
not on the local refinement due to the Gauss points; moreover, it might be
useful in view of a parallelization of the code, and it is also meant to improve
the accuracy of the computation of the characteristics. We emphasize that
this constraint is reasonable and might sometimes even be needed to achieve
an acceptable precision of the solution.
3. Validation of the method
In this section, we validate our 1D solver against the model problem
∂f
∂t
+
∂
∂x
(sin(x)f) = 0
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by showing the order-in-space and the order-in-time, and the influence that
the ODE integrator for the characteristics has. Then, we pass to the 2D case
with the swirling deformation flow benchmark
∂f
∂t
+
∂
∂x
(
sin2(πx) sin(2πy)g(t)f
)
+
∂
∂y
(
− sin2(πy) sin(2πx)g(t)f
)
= 0
and visually show how important the order d of the method is for the reso-
lution of the distribution function.
3.1. 1D nonlinear advection
We test the scheme detailed in Section 2.2 on the benchmark equation
∂f
∂t
+
∂
∂x
(sin(x)f) = 0, f0(x) = 1, x ∈ [0, 2π],
which admits as analytical solution
f(t, x) =
e−t(
1 + tan2
(
x
2
)
e−2t
)
cos2
(
x
2
) .
In Figure 2 we plot the error we commit with respect to the the number of
points, in log-log scale; we observe that the convergence degenerates before
we reach the machine-error (which is about 10−12) because we are constrained
by the numerical solution of the characteristics. If, instead, we use the an-
alytic solution, we see in Figure 3 that we can achieve much smaller error
magnitudes. With more detail, Figure 4 shows how important the accuracy
is when solving the characteristics: the higher the order, the later the error
saturates. Up to d = 3, using RK3 seems to provide a reasonable accuracy;
for higher orders, using RK4 seems more appropriate. Finally, in Figure 3
we estimate the order-in-space of the method by measuring the slope of the
lines for the exact solution of the characteristics.
In Figure 5 we plot the error committed by the method, with fixed N =
128 and d = 4, with respect to the time step ∆t. The convergence rate is
given by the accuracy of the solution of the characteristics. When we are
exact in time the error keeps the same order and does essentially not depend
on ∆t, which means that errors do not accumulate, because the increasing
number of iterations due to ∆t is compensated by the improving accuracy in
the solution of the transport due to values of xbi,m and x
b
i,m+1 converging to
xi,m and xi,m+1 as ∆t→ 0.
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Figure 2: 1D nonlinear advection. The numerically evaluated order-in-space of the
method for problem ∂f∂t +
∂
∂x (sin(x)f) = 0, solved in the interval x ∈ [0, 2pi] with peri-
odic boundary conditions. Here the characteristics are evaluated numerically through the
second order Runge-Kutta scheme.
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Figure 3: 1D nonlinear advection. The numerically evaluated order-in-space of the
method for problem ∂f∂t +
∂
∂x (sin(x)f) = 0, solved in the interval x ∈ [0, 2pi] with periodic
boundary conditions. Here the analytic solution of the characteristics is used.
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Figure 4: 1D nonlinear advection. The numerically evaluated order-in-space of the
method for problem ∂f∂t +
∂
∂x (sin(x)f) = 0, solved in the interval x ∈ [0, 2pi] with periodic
boundary conditions, for different accuracy in the solution of the characteristics.
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Figure 5: 1D nonlinear advection. The numerically evaluated order-in-time of the
method for problem ∂f∂t +
∂
∂x (sin(x)f) = 0, solved in the interval x ∈ [0, 2pi] with periodic
boundary conditions, for different time-steps ∆t.
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3.2. 2D nonlinear advection
We test the scheme for the 2D nonlinear advection detailed in Section 2.3,
against the swirling deformation flow benchmark test [29]
∂f
∂t
+
∂
∂x
(
sin2(πx) sin(2πy)g(t)f
)
+
∂
∂y
(
− sin2(πy) sin(2πx)g(t)f
)
= 0,
in the interval (x, y) ∈ [0, 1] × [0, 1]. In Figure 6 we plot the results for
g(t) = cos
(
πt
T
)
: we know that the shape of the initial function is recovered,
after deformations by alternate clockwise and counterclockwise twisting, at
times ZT ; in our tests, T = 1.5 and the results shown in Figure 6 are for
t = 2T = 3, so that the initial shapes have been twisted and then restored.
We compare the evolutions of the system for different degrees d of the method:
the higher the order of the method, the more accurate the results. In Figure
7 we plot the results for g(t) = 1 and initial function
f 0(x, y) =
{
1 if (x− 1)2 + (y − 1)2 < 0.8
0 else.
(19)
We see that the higher the order, the better the resolution of the function,
plotted at time t = 2.5. Nevertheless, the method does not prove well de-
signed as for the preservation of maxima and minima, as can be seen in
Figure 7 (b): values appear over 1.1 and below -0.1, even for a quite high
order and exactly solved characteristics. The shocks are not well resolved,
and some oscillations appear: a further step to improve our scheme is its
modification in order to better deal with sharp edges by means of limiter
procedures [15, 25, 24, 30].
4. Simulations of the guiding-center model
In order to validate our code, we compare it with the classical Backward
Semi-Lagrangian (BSL) scheme [31]. We use for the DG method ∆t = 0.01
in order to prevent the code itself from reducing the step; this way we are sure
we get the density at multiples of ∆t = 0.01, as for the BSL code. Should
we have let the DG solver free to adapt the step, it would have reduced it
up to ∆t ≈ 0.02. The BSL solver allows us to use larger time steps, e.g.
∆t = 0.1, while the empirical experiments on the DG solver without the
constraint of one-cell displacement have shown inaccurate results. In Figure
8 and Figure 9 we plot the density ρ(t, x1, x2) at times t = 30 and t = 60 and
the evolution of some reference scalar magnitudes for both methods. The
DG solver recovers, qualitatively and quantitatively, comparable results.
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Figure 6: 2D nonlinear advection. The swirling flow with g(t) = cos
(
πt
T
)
, T = 1.5.
The grid is 32× 32, ∆t = 0.001. Top: the initial function. Bottom: the evolution at time
T , for different degrees d. Here N = 64, ∆t = 0.001, the characteristics are solved by
RK-4.
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Figure 7: 2D nonlinear advection. The swirling flow with g(t) = 1. The grid is 32×32,
∆t = 0.001. The initial function is (19) (a): The solution at time t = 2.5 in the (x, y)-
space. (b): A cut of the solution for y = 0.5 at time t = 2.5, for d = 3 and exactly solved
characteristics.
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Figure 8: Guiding-center. Evolution of the density ρ(x1, x2), drawn at time t = 30 and
t = 60. The time step is ∆t = 0.01 for DG. The meshes are (Nx, Ny, d) = (32, 32, 3) for
DG, (Nx, Ny) = (128, 128) for BSL.
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Figure 9: Guiding-center. Behavior of some scalar magnitudes. Top left: time-evolution
of the total mass. Top right: time-evolution of the ‖ρ(t)‖L1 variation. Center left: time-
evolution of the ‖ρ(t)‖L2 (enstrophy) variation. Center right: time-evolution of the first
Fourier mode ‖φk=0.5(t)‖L2 Bottom left: time-evolution of the ‖E(t)‖L2 variation. Bottom
right: normalized growth rate ω/k against k− 1. The time step is ∆t = 0.01 for DG. The
meshes are (Nx, Ny, d) = (32, 32, 3) for DG, (Nx, Ny) = (128, 128) for BSL.
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5. Conclusions and future plans
Our SLDG scheme has been successfully applied to the simulation of a
guiding-center model. We plan to improve our work in mainly three di-
rections:
• Parallelization of the scheme. We want to exploit the favorable features
of local refinement provided by the DG discretization to implement a
parallel solver.
• Divergence-free version. By now, we have constructed a variant of the
scheme that has the weak property
fni,j,k,ℓ = 1 ∀(i, j, k, ℓ) ⇒
∑
j,ℓ
ωjωℓf
n+1
i,j,k,ℓ = 1 +O(∆t
2) ∀(i, k) :
if the distribution function is constant at any Gauss point at time tn,
then, at first order, at time tn+1 that constant will be preserved as
cell averages but not at any Gauss point (see AppendixB). Numerical
evidence shows that∑
j,ℓ
ωjωℓf
n
i,j,k,ℓ = 1 ∀(i, k) ;
∑
j,ℓ
ωjωℓf
n+1
i,j,k,ℓ = 1 +O(∆t
2) ∀(i, k),
therefore after one time step the conservation property is completely
lost. We want to improve the numerical scheme in order to conserve
the constants as cell averages, i.e.∑
j,ℓ
ωjωℓf
n
i,j,k,ℓ = 1 ∀(i, k) ⇒
∑
j,ℓ
ωjωℓf
n+1
i,j,k,ℓ = 1 +O(∆t
2) ∀(i, k).
• Coupling to an Adaptive Mesh Refinement strategy. A priori, there
is no reason why the degree d should be the same for all the cells Ii.
This opens to the possibility to a coupling with an AMR strategy:
depending on the features of the solution f(t, x, y), different zones of
the domain Ω can be given more or less resolution, thus reducing the
computational times.
• Use of limiters. In the philosophy of [15, 25, 24, 30] we plan to add
limiters in order to avoid the problems pointed out by Figure 7: maxima
and minima are not preserved because the shocks are not properly
resolved thus possibly making some oscillations appear.
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AppendixA. Spectral solver for the Poisson equation
We now explain in detail how to compute, with spectral accuracy, the electric
potential Φ and the electric field E = −∇x1,x2Φ obtained by solving the
Poisson equation
−∆x1,x2Φ = f.
We have a representation of f in the Fourier space as
f(x, y) =
∑
(p,q)∈Z×Z
ap,qe
ipx 2pi
Lx e
iqy 2pi
Ly , (A.1)
where
ap,q =
1
LxLy
ˆ xmax
xmin
ˆ ymax
ymin
f(x, y)e−ipx
2pi
Lx e
−iqy 2pi
Ly dxdy,
Lx = xmax − xmin is the length of the x-domain, and Ly = ymax − ymin is the
length of the y-domain. After injecting the representation of f(x, y) on the
DG space (2)
ap,q =
∑
k1,j1,k2,j2
fk1,j1,k2,j2
1
LxLy
ˆ xmax
xmin
ϕk1,j1(x)e
−ipx 2pi
Lx dx
ˆ ymax
ymin
ψk2,j2(y)e
−iqy 2pi
Ly dy,
we change variables
(x, y) = (xk1−1/2 + s1∆x, yk2−1/2 + s2∆y), (A.2)
to obtain
ap,q =
∆x∆y
LxLy
∑
k′
1
,j′
1
,k′
2
,j′
2
fk′
1
,j′
1
,k′
2
,j′
2
e
−ipxk′
1
−1/2
2pi
Lx e
−iqyk′
2
−1/2
2pi
Ly Ij′
1
,−p 2pi
Nx
Ij′
2
,−q 2pi
Ny
(A.3)
where we have set
Ij,α :=
ˆ 1
0
ϕ˜j(s)eiαsds.
As E{x,y} ∈ L2(Ω), they have a representation in the Fourier space:
E⋆(x, y) =
∑
(p,q)∈Z×Z
E⋆p,qe
ipx 2pi
Lx e
iqy 2pi
Ly , (A.4)
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with
Exp,q =


0 for (p, q) = (0, 0),
−
ip 2π
Lx
ap,q(
p 2π
Lx
)2
+
(
q 2π
Ly
)2 else, (A.5)
Eyp,q =


0 for (p, q) = (0, 0),
−
iq 2π
Ly
ap,q(
p 2π
Lx
)2
+
(
q 2π
Ly
)2 else, (A.6)
since we impose a zero average condition
ˆ
Ω
E⋆(x, y)dxdy = 0. Its represen-
tation on the DG space will be denoted by
E˜⋆(x, y) =
∑
k′
1
,j′
1
,k′
2
,j′
2
E⋆k′
1
,j′
1
,k′
2
,j′
2
ϕk′
1
,j′
1
(x)ψk′
2
,j′
2
(y),
with
E⋆k1,j1,k2,j2 =
4
∆x∆yωj1ωj2
ˆ
Ik1×Jk2
E⋆(x, y)ϕk1,j1(x)ψk2,j2(y)dxdy. (A.7)
In order to express {E⋆k1,j1,k2,j2}k1,j1,k2,j2 in terms of {fk1,j1,k2,j2}k1,j1,k2,j2 , we
inject (A.4) into (A.7):{
Exk1,j1,k2,j2 , E
y
k1,j1,k2,j2
}
=
−4i
ωj1ωj2NxNy
∑
k′
1
,j′
1
,k′
2
,j′
2
fk′
1
,j′
1
,k′
2
,j′
2
∑
(p,q) 6=(0,0)


{
p 2π
Lx
, q 2π
Ly
}
(
p 2π
Lx
)2
+
(
q 2π
Ly
)2


×eip∆x(k1−k
′
1
) 2pi
Lx e
iq∆y(k2−k′2)
2pi
Ly Ij1,p 2piNx
Ij′
1
,−p 2pi
Nx
Ij2,q 2piNy
Ij′
2
,−q 2pi
Ny
,
where we have used (A.2), (A.3), (A.5) and (A.6). Let
(p, q) = (p′Nx + p
′′, q′Ny + q
′′)
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the Euclidean division of p and q, then
E⋆k1,j1,k2,j2 =
−4i
ωj1ωj2NxNy
∑
p′′,q′′

∑
j′
1
,j′
2
S⋆p′′,j′
1
,j1,q′′,j′2,j2
F [f ]p′′,j′
1
,q′′,j′
2

 eip′′k1 2piNx eiq′′k2 2piNy
where we have set
S
{x,y}
p′′,j′
1
,j1,q′′,j′2,j2
:=
∑
(p′,q′)∈Z×Z


0 if (p′, p′′, q′, q′′) = (0, 0, 0, 0)
{
(p′Nx+p′′)
2pi
Lx
,(q′Ny+q′′)
2pi
Ly
}
((p′Nx+p′′) 2piLx )
2
+
(
(q′Ny+q′′)
2pi
Ly
)2
×Ij1,(p′Nx+p′′) 2piNx
Ij′
1
,−(p′Nx+p′′)
2pi
Nx
×Ij2,(q′Ny+q′′) 2piNy
Ij′
2
,−(q′Ny+q′′)
2pi
Ny
else
.
Introducing the following notations for the 2D Discrete Fourier Transform
and its non-normalized AntiTransform
F [f ]p,j1,q,j2 =
Nx−1∑
k′
1
=0
Ny−1∑
k′
2
=0
fk′
1
,j1,k′2,j2
e−
2pi
Nx
ipk′
1e
− 2pi
Ny
iqk′
2
F−1[f ]k1,j1,k2,j2 =
Nx−1∑
p=0
Ny−1∑
q=0
fp,j1,q,j2e
2pi
Nx
ik1pe
2pi
Ny
ik2q,
we can rewrite
ρ˜⋆p′′,j1,q′′,j2 :=
d∑
j′
1
=0
d∑
j′
2
=0
F [f ]p′′,j′
1
,q′′,j′
2
S⋆p′′,j′
1
,j1,q′′,j′2,j2
,
E⋆k1,j1,k2,j2 =
−4i
ωj1ωj2NxNy
F−1[ρ˜⋆]k1,j1,k2,j2 . (A.8)
Computing the potential Φ(x, y) goes much the same as the computation of
the electric field E{x,y}(x, y), the sole difference being the definition of the
magnitude S
SΦp′′,j′
1
,j1,q′′,j′2,j2
:=
∑
(p′,q′)∈Z×Z


0 if (p′, p′′, q′, q′′) = (0, 0, 0, 0)
1
((p′Nx+p′′) 2piLx )
2
+
(
(q′Ny+q′′)
2pi
Ly
)2
Ij1,(p′Nx+p′′) 2piNx
Ij′
1
,−(p′Nx+p′′)
2pi
Nx
Ij2,(q′Ny+q′′) 2piNy
Ij′
2
,−(q′Ny+q′′)
2pi
Ny
else
.
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Consequently, we are led to a multiplication in the Fourier space as in (A.8)
and then an antitransformation as in (A.8):
ρ˜Φp′′,j1,q′′,j2 :=
d∑
j′
1
=0
d∑
j′
2
=0
F [f ]p′′,j′
1
,q′′,j′
2
SΦp′′,j′
1
,j1,q′′,j′2,j2
,
Φk1,j1,k2,j2 =
−4i
ωj1ωj2NxNy
F−1[ρ˜Φ]k1,j1,k2,j2 .
AppendixB. Divergence-free condition (first order)
In this part, we sketch our preliminary efforts in order to get a scheme which
is numerically divergence-free, so as to conserve the constants, which is not by
now the case because the area of the volumes are not preserved through the
splitting method. Assuming that fn(x, y) = 1, we compute the conditions
on the velocity field that would ensure that
fn(x, y) = 1 =⇒
 
Ii×Jk
fn+1(x, y)dxdy = 1 ∀(i, k)
at the first order in ∆t.
AppendixB.1. Preliminary computations
Assume our model is
∂f
∂t
+ ax
∂f
∂x
+ ay
∂f
∂y
= 0,
and assume fni,j,k,ℓ = 1, ∀(i, j, k, ℓ). The backward scheme (8) coupled to a
first-order Strang-splitting translates into
fn+1i,j,k,ℓ = 1−∆t(Bi,j,k,ℓ +Ai,j,k,ℓ) +O(∆t
2), (B.1)
with
Ai,j,k,ℓ =
2
∆xωj
m=d∑
m=−1
ˆ xi,m+1
xi,m
ϕi,j(x)dxa
′
x,i,m+1/2,k,ℓ
Bi,j,k,ℓ =
2
∆yωℓ
m=d∑
m=−1
ˆ yk,m+1
yk,m
ψk,ℓ(y)dya
′
y,i,j,k,m+1/2
a′x,i,m+1/2,k,ℓ = (ax,i,m+1,k,ℓ − ax,i,m,k,ℓ)/(xi,m+1 − xi,m)
a′y,i,j,k,m+1/2 = (ay,i,j,k,m+1 − ay,i,j,k,m)/(yk,m+1 − yk,m).
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Sketch of the proof. - First, perform the x-advection: use the repre-
sentation of f on the DG basis, use an explicit Euler for the characteristics
xbi,m = xi,m−∆tax(xi,m, y) into the explicit expression for the Jacobian. Then,
perform similar calculations for the y-advection by neglecting the terms of
second order in time.
If we had ∑
j,ℓ
ωjωℓ(Ai,j,k,ℓ + Bi,j,k,ℓ) = 0 ∀(i, k) (B.2)
then we would have the property, through (B.1),
fni,j,k,ℓ = 1 ∀(i, j, k, ℓ) =⇒
∑
j,ℓ
ωjωℓf
n+1
i,j,k,ℓ = 1 +O(∆t
2) ∀(i, k).
Therefore, we modify our scheme in order to fulfill (B.2): suppose we have
computed the electric potential Φ on the DG basis
Φ(x, y) =
∑
i,j,k,ℓ
Φi,j,k,ℓϕi,j(x)ψk,ℓ(y),
then if we set, ∀(k, r),
∂Ey
∂x
(x, yk,r) =
∑
ℓ(Φi,m+1,k,ℓ − Φi,m,k,ℓ)ψ
′
k,ℓ(yk,r)
xi,m+1 − xi,m
, x ∈ [xi,m, xi,m+1]
∂Ey
∂x
(x, yk,r) =
(∑
j,ℓ Φi,j,k,ℓϕi,j(xi+1/2)−
∑
ℓ Φi,d,k,ℓ
)
ψ′k,ℓ(yk,r)
xi+1/2 − xi,d
, x ∈ [xi,d, xi+1/2]
∂Ey
∂x
(x, yk,r) =
(∑
ℓ Φi,0,k,ℓ −
∑
j,ℓ Φi,j,k,ℓϕi,j(xi−1/2)
)
ψ′k,ℓ(yk,r)
xi,0 − xi−1/2
, x ∈ [xi−1/2, xi,0]
and ∀(i, s)
∂Ex
∂y
(xi,s, y) =
∑
j(Φi,j,k,m+1 − Φi,j,k,m)ϕ
′
i,j(xi,s)
yk,m+1 − yk,m
, y ∈ [yk,m, yk,m+1]
∂Ex
∂y
(xi,s, y) =
(∑
j,ℓ Φi,j,k,ℓψk,ℓ(yk+1/2)−
∑
j Φi,j,k,d
)
ϕ′i,j(xi,s)
yk+1/2 − yk,d
, y ∈ [yk,d, yk+1/2]
∂Ex
∂y
(xi,s, y) =
(∑
j Φi,j,k,0 −
∑
j,ℓ Φi,j,k,ℓψk,ℓ(yk−1/2)
)
ϕ′i,j(xi,s)
yk,0 − yk−1/2
, y ∈ [yk−1/2, yk,0]
it can be shown that we obtain the desired property (B.2).
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