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Plant breeding and the development of new food production depend on accurate measurement of different phenotypes (observable physical traits) of a plant. The plant
phenotypes play a very important role in agronomic production. The successful computation of plant phenotypes largely depends on the determination of the architecture
of the plant, i.e., the arrangement of its parts (leaves, stems, flowers, etc.) relative to
each other, and how the size, shape, and positions of those parts change over time.
Researchers and breeders extract valuable information from these types of data to
make an informed decision on which individuals to advance to produce new, more
productive crop varieties. The goal of this research is to develop fully automated
software system to determine the plant architecture and subsequently compute phenotypes from the individual components of the plant based on analyzing plant image
sequences.
The thesis introduces a novel algorithm to determine the plant architecture using
a graph-based approach to detect, track and monitor the growth of leaves in a plant.
Each tracked leaf has information of its position and its growth from emergence to
the death of the leaf. This information is used to compute several novel phenotypes:
stem angle, leaf length, leaf-node angle, mid-leaf curvature, apex curvature and leafintegral area.
Preliminary results of the implemented algorithm for dynamic leaf tracking shows

92.31% tracking accuracy from day 1 to 25 on a set of maize plants that were imaged
once daily. Accuracy of leaf length estimation was 94.4%. It would be straightforward
to adapt this algorithm to large datasets of hundreds of plants such as those generated
by modern automated phenotyping platforms to automatically compute the plant
architecture and leaf-based component phenotypes.
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Chapter 1
INTRODUCTION
The food chain, in the biological ecosystem, always begins with plants which are the
producers, and majority of animals directly or indirectly depend on them. Humans,
however, have control over the production of plants and their hybrids through agriculture. The researchers and breeders often use the plant’s phenotype to create new
hybrids.
A phenotype is an organism’s observable traits or characteristics, such as size,
shape, color and development. These traits occur due to direct and/or indirect involvement of its genotype (genetic constitution) coupled with the environmental factors. The plant phenotyping process involves the study of plant traits such as growth,
stem diameter, plant height and leaf length that form a basis for more complex traits
which includes convex-hull ratio, leaf curvature, leaf angle and leaf area.
Gregor Mendel pioneered in this field by describing the relationship between a
phenotype and a genotype [1]. He crossed plants with multiple traits at the same
time and determined that the traits segregated independently from one another. He
used pea plants that differed from one another in simple phenotypical traits [2]. This
can be well illustrated through the Punnett Square (Table 1.1). Let us consider the
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cross between two homozygous parents with the following traits:
Parent 1: Tall (T) with yellow seeds(Y)
Parent 2: Short (t) with green seeds(y)
Parent 1 x Parent 2 = F1 Generation
When these F1 plants are crossed among themselves, we see in Table 1.1 variations
in phenotypes in the next generation (F2) of the plants.
Table 1.1: Punnett Square for F2 generation plants

TY
Ty
tY
ty

TY
TTYY
TTYy
TtYY
TtYy

Ty
TTYy
TTyy
TtYy
Ttyy

tY
TtYY
TtYy
ttYY
ttYy

ty
TtYy
Ttyy
ttYy
ttyy

Ratios of F2 plants with phenotypes of height and color of seed:
Tall/yellow seed = 9/16
Tall/green seed = 3/16
Short/yellow seed = 3/16
Short/green seed = 1/16

Based on phenotypes, crops have been selected carefully to get the desired result.
The modern day agricultural plant, such as maize, is a result of such careful selection
of the breeds by humans for better quality and yield. The maize plant phenotyping
has been performed by researchers, farmers and breeders based on experience and
intuition. The component-based phenotyping is a growing area of study in which a
plant is not considered as a whole but as a combination of individual parts (stem,
leaves, flowers, etc.) and their growth patterns.
The plant phenotyping, being an important field of study, addresses the agricultural issues pertaining to food security such as meeting demands of the food supply
in the future for growing population [3], a better yield in limited land and producing
a normal yield during drought conditions. The analysis of phenotypic data obtained
in our research for a large population could reveal the gene(s) responsible for the
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complex trait of the plant species. For example, using the crop simulation models,
Chapman et al. generated an index measure that captures the relation of a component level phenotype to a genome level when a plant is subjected to various climatic
conditions such as drought [4].For the purpose of selective breeding, they used the
model on wheat and sorghum to analyze in the part of plant life cycle responsible for
the interactions between phenome, genome and environment. Reynolds et al. performed a similar study on wheat, where approaches in phenotyping are discussed that
could lead to gene discovery and selective breeding [5].
Our research monitors the growth of the plant and its components. If a relationship can be established between the growth parameters and the environmental
conditions that the plant is subjected to, corrective measures could be taken in early
stages of the plant life cycle. Analyzing the sensitivity of the plants during drought
simulated conditions in any stage of its life cycle can generate information to produce
an yield similar to that of normal conditions. Cakir et al. showed the impact of
omitting a single irrigation, during the vegetative stage of the plant life cycle, on the
yield of crop [6]. They observed 28 to 32 percent loss in the final dry matter and up
to 40 percent loss in grain yield.
In our research the primary focus is on determination of the plant architecture,
using which five novel phenotypes are proposed and computed. Few of these are complex phenotypes and cannot be computed manually, hence requiring aid of computer
vision and image processing techniques. The algorithm proposed is designed to be
used on large datasets of time lapse images of a plant, generated by high throughput
imagining platforms, to monitor the growth and to compute its phenotypes. One of
the contributions of this research is in the reduction of cost, computation time and
manual intervention.
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1.1

Thesis Contribution

The thesis has the following novel contributions:
• A fully automated algorithm for dynamic leaf tracking.
• Novel component-based phenotypes, including leaf-node angle, mid-leaf curvature, apex curvature and leaf-integral area.
• Extensive evaluation of the algorithm.
Computer vision based technique for the computation of component phenotypes eliminates the physical human labor, and thus reduces the effective cost. These techniques
enable the automatic extraction of properties from images of a plant throughout its
life cycle, with minimum or no manual intervention. The process accurately segments
and skeletonizes the side view of the maize plant and with a novel graph based algorithm, tracks the leaves of the plant through its life cycle. The tracked leaf has its
phenotypic information from its start day to the last recorded value or its death.
Eliminating the invasive approach of measuring the early stage (vegetative) phenotypes means that the same plant can be further monitored in later stages. The high
volume of data related to the plant phenotypes could provide a link to the genotypes
using various statistical models as discussed in [7].

1.2

State of the Art

Image-based plant phenotyping analysis is an active research topic in recent times.
Choudhury et al. broadly classified the image-based plant phenotyping analysis into
holistic and component based categories [8]. The method introduced two new holistic
phenotypes - bi-angular convex-hull area ratio and plant aspect ratio, and two com-

5
ponent based phenotypes – number of leaves and the length of each leaf. Though the
length of a leaf at each time instance is calculated, the correspondence between the
leaf with respect to the previous and next day is not covered. So the growth pattern
of individual leaves cannot be automatically established in the life cycle of a maize
plant.
Other related work includes the image-based plant phenotyping with incremental
learning and active contours by Minervini et al. [9]. The study achieved a high
accuracy of 96.4% in image segmentation process with changing backgrounds for the
dataset primarily involving top view of Arabidopsis plant. However, the study of
behavior or development based phenotypes, like growth of plant and its components
such as leaf and stem, is largely unanswered. Our algorithm addresses the issue of
manual intervention in tracking and phenotyping individual leaves over a period of
time to study its growth.

1.3

Thesis Outline

The thesis is divided into the following chapters. Chapter 2 provides brief discussion
on related methods. Chapter 3 provides discussion on the methodology covering the
process, algorithm and the details on the component phenotyping. The experimental
analysis, data set description and results are explained in Chapter 4. Finally, Chapter
5 concludes the thesis, and propose a feasible future work that would add value to
this research and benefit the science and agriculture community.
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Chapter 2
LITERATURE REVIEW
Computer based plant phenotyping is an active area of research in both agronomy
and computer science. In this section, various state of the art research related to plant
phenotyping, primarily involving computer vision or image processing techniques, is
discussed.

2.1

Leaf Tracking

Plant phenotyping using computer vision or automated learning methods is a growing
area in computer science and plant science. In one such study, the growth of individual
leaves of a rosette plant, i.e. a plant in which its parts are arranged like the petals in
rose, was tracked using a time-lapse video. Dellen et al. proposed a novel graph-based
leaf tracking algorithm for the top view infrared video of tobacco plant [10]. Initially
the tracking of the newly emerged leaves is started once they are of certain assumed
size (length of 1 cm). Then a leaf-shape model is used to group the various leaf
contours that are detected in the top view of the video. These segments are used to
build a graphical model and leaves are matched from frame to frame using few unique
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matching-constraints. Missing leaves, that could be occluded or incorrectly detected,
were accommodated using a curve fitting model based on the growth patterns in the
detected leaves.

2.2

Leaf Counting

A learning-based solution was proposed by Giuffrida et al. for counting the number
of leaves in a rosette plant by implementing the Support Vector Regression technique
[11]. They were able to reduce the error by 40% in leaf counting of the Arabidopsis
and tobacco images, in the Leaf Segmentation and Counting Challenge(LSCC) of
Computer Vision Problems in Plant Phenotyping (CVPPP 2015), compared to the
winner in the 2014 edition of the challenge. They extracted the global features of the
image using the log-polar representation of the leaves, which are arranged radially
around the stem. Then they trained the system by associating these global features
with numbers representing the leaf count, using many test images as the training
dataset.
In another approach for detecting the leaves of a plant in a given image, Ren et
al. proposed using Recurrent Neural Networks for detecting objects in segments of
frames [12]. Recurrent Instant Segmentation helped them achieve the segmentation
of frames. In another very similar study Bernardino et. al, carried out similar segmentation on Tobacco plants. However, they ran their experiments on the Pixel level
for the object identification.
The method discussed in [13] used a 3-D histogram and skeleton graph based
approach for segmenting and representing the structure of rosette plants. The feature
extraction was carried out on this structure and leaves were detected based on a
Euclidean-distance map function. The algorithm was tested on the LSCC data.
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2.3

Plant and Leaf Growth Monitoring

Until now, the number of researches where a frontal view is considered, instead of the
top view of a plant, is very less. But Shimizu et al. used a standard CCD camera, an
infrared lighting and mirror based setup in their research to capture three dimensional
growth of Verbena bonariensis L [14]. They followed image thinning and node based
approach to compute the stem elongation using both front and side view of the plant.
They were able to extract the growth rate in both day and night.
Schmundt et al. also used a CCD camera and infrared setup in their research
to capture a time lapse video of growing leaves of a tobacco plant [15]. The setup
of the experiment was complicated as the leaf was placed on the base to make the
plane of the growth suitable for the axis of camera. The leaf tip was attached with a
twine which went over a fixed roller. The length was monitored using the movement
of the roller caused by the twine. Local growth rates on the surface of the leaf were
evaluated using the images from the cameras.

2.4

Skeletonization

The idea of skeletonization, i.e., to extract new descriptions of a shape, was introduced
by Blum (1967) in which he used the medial axis concept and a prairie-fire analogy
to compute the skeleton of the shape [16]. In his analogy when all the sides of a
plane (flat) area are set on fire, the locus of the points at which two fire fronts meet
(quench) each other forms a skeleton.
There are primarily three ways to obtain a skeleton of a 2 dimensional area: morphological thinning, Voronoi diagram approach and fast marching distance transform
technique. These techniques are discussed in details below.
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2.4.1

Morphological Thinning

A process in which the boundary of the shape is eroded layer by layer until we get
the layer whose erosion does not affect the topology of the shape. A comprehensive
survey on various thinning methodologies can be found in [17]. The process is very
fast and simple, however, care needs to be taken to avoid excessive erosion by passing
additional information of the geometric properties to the process. Since the area of a
plant is a dynamically growing shape it is a challenge to pass such heuristics at initial
stages.

2.4.2

Voronoi Diagram Approach

Voronoi diagram gives the medial axis of a shape. This is a good approximation of
the skeleton. To compute the Voronoi diagram, we need to discretize the points on
the boundary then derive the Voronoi cells and vertices [18]. The line joining these
vertices is the skeleton of the shape. The approach is found to be computationally
an expensive process for large and complex shape [19].

2.4.3

Fast Marching Distance Transform Technique

One more method to obtain a skeleton is by calculating the distance transform or map
of the shape. This map reveals the distance of each inner pixel to its nearest boundary
pixel. Sethian et al. introduced a quick and simple method to compute this matrix
called Fast Marching Method (FMM) [20]. The FMM algorithm for N pixels has a
time complexity in the order of N log(N). The original shape can be reconstructed
accurately from the skeleton formed using this method, but are usually more sensitive
to noises along the boundary and could result in few spurs. Its implementation still
gives fast and accurate results [19].

10
We found the third technique to be more suitable for our process as its results
were accurate and fast enough to serve our purpose. We employed a graphical based
spur removal technique to overcome the shortcoming related to spur formation in this
technique.
The architecture (Distichous Phyllotaxy illustrated in [21]) of plants like maize is
different from that of other model plants (Rosette architecture) that were considered
in the above mentioned papers. The algorithms cannot be adopted for leaf detection
or tracking of the leaves in the plants like maize. To the best of our knowledge, there
has not been a good algorithm that could be adopted to track the growth of individual
leaves of the plant. Hence, we have introduced a novel time lapse image analysis and
graph based algorithms to detect, track and monitor the growth of leaves in maize
plant and also automatically computing complex and new phenotypes.
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Chapter 3
METHODOLOGY
3.1

Problem Definition

Given a set of images of a plant, such as maize, which has been captured at a regular
time interval, detect each leaf of the plant and track its position throughout its life
cycle in the set of images. For each image, compute novel phenotypes from the
components of the plant.

3.2

Assumptions

• Each image has exactly one pot with one and only one maize plant in it.
• Leaves do not cross over or occlude each other in the image. Fig. 3.1 shows
image of a maize plant in which the leaves do not cross over each other but in
Fig. 3.2 the other they do.
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Figure 3.1: Sample image of plant in which leaves do not cross over each other

Figure 3.2: Sample image of plant in which leaves cross over each other
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3.3

Overview

The methodology followed is divided into four parts namely preprocessing, component classification, leaf tracking and component phenotyping. Preprocessing mainly
extracts the whole plant from the image using segmentation techniques, skeletonizes
the plant and converts it to a graph structure. This is followed by classification of
components and orders the leaves based on its location on the stem in the image. The
leaf tracking process rectifies the order of leaves based on their hierarchical occurrence
in the plant life cycle. The algorithm 7 describes the whole process.

3.4

Preprocessing

The preprocessing steps mainly consists of image segmentation and skeletonization.
These two processes convert the components of a plant from image space to a graphical data structure, which is the primary input for the component classification, leaf
tracking and component phenotyping algorithms.

3.4.1

Plant Segmentation

The first step in the process of monitoring the growth of plant is to locate the plant
in the image. Plant segmentation is the process of obtaining the pixels corresponding
to the plant in the given image. The plant is considered as foreground and rest all are
categorized as background. Foreground can be separated from background in many
ways. Since we operate on a time series data with a static background, segmentation
can be easily accomplished using a simple frame difference technique. An image
with the plant yet to emerge from the pot is taken as reference or background image
and subtracted from the image with a visible plant. The resultant matrix contains
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the pixels that are originally not part of the background image. This is mostly
the plant pixels and the noises are removed using color thresholding and finding
a suitable connected component resembling the plant. Algorithm 1 achieves the
iterative segmentation of series of plant images.
Rescaling and Image Alignment: The variation in scale and rotation of the given
image with respect to the background image needs to be corrected before we employ
background subtraction technique of segmentation. This process of rescaling and
aligning the images based on the features matching technique is called geometric
image registration [22].
The key step in the process of image registration is to find the interesting features
that are common in the background and the foreground image. The source of feature
points is mostly the pot and the frame as shown the Fig. 3.3. The points are
matched and the amount of distortion in the given image is found out with respect
to the background image. Then the given image is transformed to match the scale
and rotation of the reference image.
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(a) Background image

(b) Distorted Image

(c) Overlaid background and foreground image showing matched features

(d) Corrected image

Figure 3.3: Images illustrating rescaling and alignment

Background Subtraction: The background image (containing the static part of
the image) is subtracted from the given image with a foreground (containing both
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static and varying parts). Image can be considered as an array of pixel, with its
intensity values. Now that the image is already registered, the pixels in these two
frames are already aligned with each other. A matrix subtraction of the background
image from the current image would provide a similarity measure ([22] – Chapter:
Dense Correspondence), giving the pixels that have different intensity values a bigger
absolute value compared to the pixels of the static part. An example of background
subtraction is illustrated in Fig. 3.4.
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(a) Background image

(b) Foreground image

(c) Background subtracted image

Figure 3.4: Images illustrating background subtraction

However due to variations in the lighting conditions, the image subtraction process
may not give the desired result. Hence the pixel values of the static part of the image
may not be entirely zero, contributing to noises. These noises are removed in the
next step by color thresholding.
Color Based Segmentation: The color of the pixels related to the plant mostly
fall in the green channel of the light spectrum. The background subtracted image
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is subjected to color based thresholding for noise removal and retaining pixels that
represent the plant. Thresholding in HSV (Hue, Saturation and Value of brightness)
color space resulted in a consistent extraction of plant pixels compared to the RGB
(Red, Green and Blue) color model. Refer table 3.1 for the minimum and maximum
threshold value used for the three channels in the HSV color space. These thresholds
were found by manually segmenting the images. The input RGB image is converted
to HSV color space before thresholding [23]. Fig. 3.5 demonstrates segmentation
using HSV color space for a Maize plant.
Table 3.1:
range
Channel
Hue
Saturation
Value

HSV color thresholding

Minimum
0.051
0.102
0.000

(a) Gray scaled background subtracted image

Maximum
0.503
0.804
0.786

(b) Black and white color image after thresholding

Figure 3.5: Images illustrating color based segmentation
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Primary Connected Component: The left over noise from the color thresholding
process can be further filtered to a single connected component with the location
information of the average base point of the plant in the sequence of its image. The
base point of the plant is defined as the point at which the stem is in contact with the
soil. Here we approximate the stem to be a line. The average base point (B) of the
stem, in the sequence of the plant image, is calculated using the algorithm 1. A small
region of interest (bounding box of around 50 x 50 sq. pixels, value was set based on
experiments) is created around the average base point. Any connected component in
the sequence that is part of this region is classified as plant and the rest are ignore.
As a result, we get a single connected component representing the plant as shown in
Fig. 3.6.

Figure 3.6: Primary connected component
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Algorithm 1 IterativeSegmentation: Algorithm to obtain the pixels corresponding to the plant in the given sequence of time lapse images, using a background
image.
1: Let :
• I = {I1 , I2 ,...,In }
• Ib be the background RGB image of the setup on day zero (a day before
emergence).
2:

Determine:
• S = {S1 , S1 , ..., Sn }, the segmented plant image for given ’n’ images.
• A = The average base point or Anchor point in the series of segments.

3:
4:
5:

Iterate through ’n’ images.
for j = 1 : n do
Background subtraction
BSj ← Image subtraction of Ib from Ij

6:

Color based segmentation
CBSj ← Perform HSV color thresholding on BSj

7:

(3.4.4)

end for
Average base point, i.e., the anchor point:
A = Median of MBR array

12:

(3.4.3)

BR = Bottom row of non zero pixels in the segment Sj
Add the median of BR in every segment to the array M BR
MBR{i} ← Median of all BR

10:
11:

(3.4.2)

Choose significant connected component in and discard others.
Sj ← The largest connected component in CBSj

8:
9:

(3.4.1)

(3.4.5)

Set a region of interest ’ROI’, around the anchor point.
ROI ← Bounding box of around 50x50 sq. pixel around the point A

(3.4.6)
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13:
14:
15:

Reiterate through ’n’ segments in S and get components connected to ROI
for j = 1 : n do
Choose significant connected component connected that lies in the ROI and
discard others
Sj ← Union of connected components in CBSj that intersects ROI

16:
17:

(3.4.7)

end for
Return [S, A]

3.4.2

Plant Skeletonization

In this process the plant is skeletonized to obtain the center lines, representing its
structural framework. It is essential to get an accurate skeleton representation of the
plant for converting it to a graph data structure, as we track the minute variations
in the movement of nodes in the graph over a period of time.
1. Initial Skeletonization
A fast marching distance transform technique is chosen to obtain its skeletal line
of the plant. As shown in Fig. 3.7, this process produces a tree-like structure
with branch and leaf segments. Each skeletal segment is made up of locus of
these points on the medial axis. The skeleton formed could have unnecessary
branches (spurs) due to the varying contours in the plant. As discussed in the
Node and Edge Processing section, the spurs (if any) are strictly removed to get
the least required skeleton edges to represent the stem and leaves of the plant,
i.e. number of skeleton edges should be exactly equal to the sum of visible stem
and leaves.
A fair assumption is that the plant is always rooted to the soil, so having a root
node would benefit any graph traversal problems during the computation. To
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achieve this, a false edge is added from the average base point B to the nearest
point on the skeleton. Let us call this nearest point as the origin O.

(a) Original image of the plant

(b) Initial skeleton of the plant. Each colored line
represents a different skeleton segment (labeled as
’Curve#’).

Figure 3.7: Images illustrating initial skeletonization

2. Skeleton to Weighted Graph Conversion
In this process we convert the skeleton to a graph data structure for a better
graphical representation. Fig. 3.8 can be used to visualize this conversion and
the algorithm 2 can be used to achieve it. The endpoints of each skeleton edge
acts as nodes in the graph, G. Following types of weights are stored for each of
the edge:
a) Edge length: Calculated using the Euclidean distance between the 2 nodes
of the edge.
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b) Vertical angle: Angle between the edge and the vertical axis in the range
of 0 to 90 degrees, 0 being vertical.

(a) Initial skeleton of the plant

(b) Graphical representation of the initial skeleton

Figure 3.8: Images showing a skeleton and its weighted graph representation
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Algorithm 2 ConvertSkeletonToGraph: Algorithm to convert a skeleton to a
weighted graph data structure.
1: Let :
0
2: Ψ = [φ | ({Eq }] , is the skeleton. Where,
0

• Eq = The sets of the co-ordinates of the points for n number of edges, q =
1, 2.., n.
3: Determine:
• G(V, E) = The graph with vertices V and edges E.
– V = Set of vertices (the set contains unique pairs of vertices or nodes).
– E = Set of edges which is equal to the number of skeleton segments.
4: Iterate through ’n’ edges in the skeleton.
5: for q = 1 : n do
0

0

(3.4.8)

E = Eq
6:

Get the first and last coordinate points.
0

node1 = E (1)
0

node2 = E (end)
7:

(3.4.11)
(3.4.12)

Create the edge between these two nodes and add it to the edge set.
E ← [node1, node2]

9:
10:

(3.4.10)

Add the nodes to the vertices set.
V ← node1
V ← node2

8:

(3.4.9)

(3.4.13)

end for
Return G

3. Node and Edge Processing
Basic steps involved in the processing of the graph G to obtain a final structure
equivalent to the architecture of the plant are as follows:
a) Dissolve all degree-2 nodes (if any) in the graph: In this process, all the
nodes that have only two edges should be removed. We need just one edge
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associated with one leaf. Hence, before removal of this node, care should
be taken to merge the two edges that it is connected to into one.

(a) Graph showing degree 2 nodes

(b) : Graph with degree 2 nodes dissolved

Figure 3.9: Images showing the degree 2 nodes being merged.

b) Spur Removal: Spurs are the unnecessary branches formed due to the
varying contours in the plant after its skeletonization. Fig. 3.10 shows an
example of a spur caused due to skeletonization. They are categorized as
edges that are connected to the skeleton at one end and have a degree-1
node at the other.
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Figure 3.10: Leaf with a spur that is formed after skeletonization

The spurs (if any) are strictly removed based on an average threshold of
length 10 pixels (Euclidean distance), according to the histogram shown
in the Fig. 3.11.
Remove all the edges with degree-1 node as one of its vertices and whose
length is less than 10 pixels and which is not an anchor edge.

Figure 3.11: Histogram showing the distribution of length of leaves in images of 13
plants for 32 days
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c) Perform the step-(a) again so that two adjoining skeleton segments (segment A and B as shown in Fig. 3.12a), previously connected to the spur
S that we removed in the step-(b), are fused together to form one segment
C ( Fig. 3.12b).

(a) Graph with a spur

(b) Graph with spur removed

Figure 3.12: Illustration of spur removal in graphs

3.5
3.5.1

Component Classification
Overview

The primary goal of this process is to classify the components of a plant into stem,
leaf or anchor. This wouldhelp in the tracking and monitoring of a part or group of
parts in the plant. It would also help to single out one component and observe the
growth pattern of that particular component. Let us identify the various components
in a plant:
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1. Anchor: The virtual edge connected from the average base point B (computed
previously in Section 3.3.1) to the origin O of skeleton. This is considered as
the root of the graph G.
2. Junction: The point where a leaf is connected to the stem of the plant. Also
referred as a ‘Stem Node’. The degree of each junction is equal to or more than
3.
3. Stem: The edge that constitutes the stem of the plant, mostly vertical. Graphically it is the edge between any two consecutive junctions.
4. Leaf: The edge that corresponds to a leaf in the plant. In the graph G, these
edges have one degree-1 node (leaf tip) and other as a junction (leaf junction).
Fig. 3.14 shows a labeled graph of the plants components present in Fig. 3.13

Figure 3.13: Image showing the skeleton overlaid on a plant segment
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Figure 3.14: Image showing various components of the plant in its graphical form

Once the components are identified, next step is to label them into above mentioned categories. First step in the component classification is to identify the Junctions (stem nodes). From the junction information, leaves are classified. Algorithm
3 classifies and orders the leaf components in the plant according to their emergence
in plant life cycle.

3.5.2

Determine Junctions

First step in the component classification process is to identify the junction nodes in
the plant. As discussed earlier, stem nodes are the point at which one or more leaves
emerge, which act as a junction point for the leaf where it is joined to the stem.
To find these nodes, we start from the anchor node at the point B and trace along
the connected junctions until we reach the final junction in the path. It is an iterative
approach to find the stem nodes and the result is an ordered set of stem nodes.
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3.5.3

Label Components

The components of the plants that we are mainly interested in are the stem and the
leaves. These are represented by the edges in the graph. We have introduces three
properties to characterize these components and differentiate these components: type,
side and height. These are discussed in detail below.
1. Type
An edge E could be an Anchor, Stem or Leaf. The edge is labeled using the
following conditions:
a) Anchor: If one of the nodes is equal to the point B.
b) Stem: If both the nodes ∈ [Junctions].
c) Leaf: If one of the node ∈ [Junctions] and the other is of degree 1.
2. Side
It is a useful property of a leaf, revealing the orientation of the leaf tip with
respect to its junction in the image space. The side is labeled as:
a) Left: If X-coordinate of the leaf tip is greater than or equal to that of the
junction. Else,
b) Right: Otherwise.
3. Height
Height of a component calculated using the point B as reference. The height
for each type of component is calculated using the following conditions:
a) Anchor: Height is 0.
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b) Stem: Height is calculated from the anchor to the its bottom junction or
node.
c) Leaf: Height is calculated from the anchor the its junction.

3.5.4

Leaf Ordering

Leaf ordering is the process of arranging the classified leaves in the order of their
occurrence in the plant life cycle. To label the leaves in order, it is important to
know the architecture of the plant. For a maize plant in general, which follows the
alternate distichous phyllotaxy [21], leaves emerge from the opposite sides of the stem,
alternatively. However, the images of a maize plant appear to have multiple leaves
originating from a node towards the end of the stem due to the emergence of new
leaves. This is a common occurrence in the top most 2 nodes in the graph and has to
be handled as a special case. For this study, we refer to this region in stem as Region
of Growth (ROG). This is shown in the Fig. 3.15.
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(a) A sample image of plant for illustrating the region of growth

(b) Skeletonized image of the input

(c) Graph showing the region of growth

Figure 3.15: Images showing the skeletonized plant illustrating its region of growth

Hence, the following assumptions hold true for labeling the leaves:
1. A junction (not in ROG) has one and only one leaf attached to it.
2. Top 2 junctions belong to ROG.
3. Leaves emerge from the opposite sides of the stem alternatively as the stem
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grows.
The procedure 3.16 determines the order of each leaf connected to the stem nodes
based on the above assumptions. Fig. 3.16 shows the ordered leaves for the plant in
Fig. 3.15a

Figure 3.16: Ordered leaves in the input image
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Algorithm 3 ClassifyComponents: Algorithm to classify (into stem, leaf and
anchor) and order the components of a plant, given its graphical representation and
the anchor point.
1: Let :
• G(V, E) = Graph with its nodes ’V’ and edges ’E’.
• A = Anchor point.
2:

Determine:
• L = Array of leaf components (ordered based on its emergence).
• N = Array of junction points ordered in ascending order of its height from
the anchor point A.

3:

Get the anchor node:
Anchor node, Ntemp ← The node whose coordinates are equal to that of point A
(3.5.1)
N ← Add the anchor node Ntemp to the array N .
(3.5.2)

Get the stem nodes:
N ← Add all the nodes, iteratively, by traversing the graph from anchor node
Ntemp along the connected nodes whose degree >= 3
6: Label Components:
7: for i = 1 : number of edges in G do
8:
Update the following properties for each edge.

4:
5:

9:



Anchor,

if one of the nodes is anchor node;
G.Edge.T ype = Stem, if both the nodes ∈ N ;



Leaf, if one of the node ∈ N and the other is of degree 1;
10:

G.Edge.Side =


Left,

If XCoordinatetip >= XCoordinatejunction ;
Right, otherwise;

11:


If




If

’Anchor’, Height is set to 0;
’Stem’, Height is calculated from the anchor
G.Edge.Height = 

to its bottom junction;




If ’Leaf’, Height is calculated from the anchor its junction;
12:
13:
14:
15:

end for
Order the leaves according to their emergence
L = OrderLeaves(G, N)
Return [L, N]
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Algorithm 4 OrderLeaves: Returns the leaves component array, in order of their
occurrences along the stem, ordered stem nodes and the graph
1: Let :
• N = Array of ordered stem nodes(junctions).
• G(V, E) = Graph with its nodes ’V’ and edges ’E’.
2:

Determine:
• L = Array of leaf components (ordered based on its emergence).

3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:
24:
25:
26:
27:
28:
29:
30:
31:

Set len = size of N
Initializing last orientation, α = Lef t
Iterate through array of stem nodes
for i = 1 : len do
Check if the node Ni belongs to the ’Region of growth’ (ROG), i.e. the top 2
nodes.
LC = Get all the leaves connected to Ni in G
if len > 3 && i > len − 2 then
LROG ← Add all the leaves in array Ltemp to the main array, LROG
else
There could be multiple leaves connected to Ni . If there are more than one
leaf, we rank the leaves in an opposite-alternate fashion.
if count(LC ) > 1 then
LT 1 ← Get (x, y) coordinates of all leaf tips in LC .
Sort leaf tips, LT , in opposite-alternate fashion.
LT 1 = SortOppositeAlternate(LT 1, α)
L ← Add the sorted leaves LT 2 to the array L.
Set α = side of the last leaf the array L.
else
L ← Add this leaf to the array L.
Set α = side of this leaf.
end if
end if
end for
Now add leaves in the ROG region to the leaf component array L:
Set α = side of the last leaf the array L.
LT 2 ← Get (x, y) coordinates of all leaf tips in LROG .
Sort leaf tips, LT 2, in opposite-alternate fashion.
LT 2 = SortOppositeAlternate(LT 2, α)
L ← Add the sorted leaves LT 2 to the array L.
Return L
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Algorithm 5 SortOppositeAlternate: This algorithm returns an ordered list of
coordinates, by arranging the given list in such a way that each point is symmetrically
located at the extreme opposite end, horizontally, to the next one in the list. This
takes into consideration of the theory that leaf emergence strictly alternates in terms
of direction in a maize plant, i.e., if one leaf emerges from the right side of the plant,
the next leaf will emerge from the left side. When there are multiple leaves seems
to be originating from single node, top most node mostly, there is a need to arrange
them in this order.
1: Given :
• List of coordinates, L = {(x1 , y1 ), (x2 , y2 ), ..., (xn , yn )}
• Side, α = [0|1]. Depending on α the first element picked is either the left
most or the right most coordinate on horizontal axis.
2:

Determine :
• L00 = List of coordinates, sorted in opposite-alternate fashion

3:

Sort the points in L in an ascending order of its x coordinates
0

0

0

0

0

0

0

L = {(x1 , y1 ), (x2 , y2 ), ..., (xn , yn )}
If α is zero(left), select the first point in L0 as the first leaf tip else choose the last
one.
5: if α = 0 then
4:


0
0
0
0
0
0
0
0

{(x1 , y1 ), (xn , yn ), (x2 , y2 ), (xn−1 , yn−1 ),


0

 ..., (x0
,y
)}

n is odd;
(n+1)/2
L00 =  0 (n+1)/2
0
0
0
0
0
0
0

{(x1 , y1 ), (xn , yn ), (x2 , y2 ), (xn−1 , yn−1 ),



0
0
0
0

..., (xn/2 , yn/2 ), (x(n/2)+1 , y(n/2)+1 )}
n is even.
6:

else
L00 =


0
0
0
0
0
0
0
0

{(xn , yn ), (x1 , y1 ), (xn−1 , yn−1 ), (x2 , y2 ),


0

 ..., (x0
,y
)}
(n/2)+1

0

0

0

(n/2)+1
0

0

0

0



{(xn , yn ), (x1 , y1 ), (xn−1 , yn−1 ), (x2 , y2 ),



0
0
0
0


..., (x(n/2)+1 , y(n/2)+1 ), (xn/2 , yn/2 )}

7:
8:

end if
Return L00

n is odd;

0

n is even.
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3.6

Leaf Tracking

Leaf tracking is the process of identifying a given leaf correctly in a sequence of
time-lapse images. The tracked leaf has information of its position and structural
information such as length and orientation from its emergence until its death.
The leaf tracking process involves finding correspondence between two or more
consecutive images in the series. A suitable match for each leaf in first image is
searched in the second image, based on one or more matching criteria. If a match is
found, the label is passed onto the leaf in the next image else the leaf is most likely
to be missing or dead. For the scope of this thesis, we restrict the tracking process
to the images of maize plants with no leaf crossovers.
The procedure 6 returns the corrected order of the leaves in a given image of maize
plant when the history information of the plant is also provided as input. The output
produced can be visualized using the Fig. 3.17.
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Figure 3.17: Images showing the tracked leaves from day 19 to day 22 in a plant’s life
cycle
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Algorithm 6 TrackLeaves: Algorithm finds the leaf components which are found
to correspond or match closely to the leaves from the previous time instance of the
same plant, and reorders them according to their emergence
1: Let :
• Lj−1 and Lj = Leaf component information for j and j − 1.
• Gj−1 and Gj = Graphs of plants for j and j − 1.
2:

Determine:
• L = Array of leaf components (ordered based on its emergence).

3:

4:
5:
6:
7:
8:
9:

10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:
24:
25:
26:
27:
28:
29:
30:
31:
32:

Get leaf details from the history. (Lj−1 may contain dead leaves which are represented by φ. Create a place holder with φ for height and side details for these
leaves). Hence we initialize the following arrays,
heightHistory = Gj−1 .Edges(Lj−1 ).Height
sideHistory = Gj−1 .Edges(Lj−1 ).Side
Get leaf details from the current image. We initialize the following arrays,
heightCurrent = Gj .Edges(Lj ).Height
sideCurrent = Gj .Edges(Lj ).Side
We follow a two pointer approach to find the correspondence between the historic
and current leaves. The size of the pointer is limited to the leaves which are not
part of ’region of growth’.
pointerSizeHistory = Length(Lj−1 ) − number of leaves in its ROG
pointerSizeCurrent = Length(Lj ) − number of leaves in its ROG
Initialize pointer 2, p2 = 1
for p1 = 1 : pointerSizeHistory do
If p2 > pointerSizeCurrent, stop the loop, as the list is exhausted.
Get a leaf from history array, histLeaf = Lj−1 (p1)
if histLeaf is Dead then
L ← Add φ to the array.
Move to next iteration in the for loop.
end if
check1 ← Check height conformity
check2 ← Check side conformity
if check1 && check2 is true then
L ← Add Lj to the array.
Increment pointer p2
else
L ← Add φ to the array.
Don’t Increment pointer p2
end if
end for
L ← Add the Leaves in ROG from Lj to the array.
Return L
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3.7

Component Phenotyping

The process of component phenotyping is an effective was to study the plant architecture. In component phenotyping, the plant is not considered as a holistic component
but as a collection of its parts(leaves, stems, etc.) and its behavior over the time.
The various phenotypes and their brief descriptions listed below.

3.7.1

Phenotypes

• Stem Angle: Stem angle is defined as the inclination of the plant (primarily
of the stem) with the horizontal (ground).
• Leaf Length: Leaf length is defined as the length of the leaf from its junction
to tip, measured when the leaf is kept flat.
• Leaf Curve: Leaf curve is the mathematical equation that satisfies the shape
of the skeleton segment representing the leaf.
• Junction-Tip Line: The line segment joining the leaf junction and the tip.
• Leaf Curve Integral Area: Leaf curve integral area is defined as the area
enclosed between the leaf curve and the junction-tip line.
• Leaf Apex Point: Leaf apex point is the point on the leaf curve which is
farthest from junction-tip line.
• Leaf Mid-Point: Leaf mid-point is the point on the leaf curve that lies halfway along the leaf length.
• Apex Curvature: Apex curvature is the curvature of the leaf curve at its
apex point.
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• Mid-leaf Curvature: Mid-leaf curvature is the curvature of leaf curve at its
mid-point.
These phenotypes are described in detail below.

3.7.2

Stem Angle

To find the stem angle, we need to first find the equation of the line that is a best
fit approximating the stem. We fit the line through the junction points as shown in
Fig. 3.18. The junction points (stem nodes) obtained in the Section 3.4.2 represents
the stem part of the plant. The line is constrained to pass through the origin point
on the skeleton of plant. The following assumptions hold true for selecting the stem
nodes for the line fitting:
• There should be a minimum of two junctions.
• For more than three junctions, ignore stem nodes in the ROG.
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Figure 3.18: Line approximation through the nodes of the stem

3.7.3

Leaf Length

To find the leaf length we first derive the mathematical curve which is a closest fit.
A cubic curve is fitted through the skeleton points passing from the junction point
to the tip of the leaf is shown in Fig. 3.19. This curve represents the leaf curve. The
length of the leaf is computed by calculating the length of the leaf curve from junction
to the tip. The comparison of linear, quadratic and cubic curve fitting method is also
shown in Fig. 3.19. We can choose any nth order polynomial equation that best fits
the shape of the leaf.
The derived equation of the polynomial using the least square fitting method is:
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p(x) = p1 xn + p2 xn−1 + ... + pn x + pn where p1 , p2 , ..., pn are the coefficients of the
polynomial.
The length of the curve from junction to tip is found by the finding the second
derivative

dy
dx

Length =

of the function to use discrete function integration.
junction

R tip q

1+

dy
dx
dx

pixels

Figure 3.19: Comparison of 1st, 2nd and 3rd order curve fitting

3.7.4

Leaf Curve Integral Area

The leaf curve integral area is calculated by subtracting the area under the leaf curve
from junction to the tip from the area under the junction-tip line. The leaf curve
integral area is shown in the Fig. 3.20. This area is directly proportional to the
curvature of the leaf, i.e. this area approaches to zero if the leaf is a straight segment.
Let f (x) be the function representing the line through the junction and tip. Then
the leaf curve integral area is represented by:
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Area =junction

R tip

[p(x) − f (x)]dx sq. pixel where p(x) is the equation for leaf

curve.

Figure 3.20: Image showing the leaf integral area

3.7.5

Apex Curvature

The apex curvature is calculated using the apex point, which is found using the
following steps:
• Calculate the perpendicular distance of each point on the leaf curve to the
junction tip line.
• Get the point which has the maximum distance. This point represents the apex
point.
The apex curvature is shown in the Fig. 3.21. The curvature is calculated by the
following method:
• Find the first order derivative d1 , for the leaf curve p(x).
• Find the second order derivative d2 , for the leaf curve p(x).
Radius of Curvature,R =
Curvature, K =

1
R

[1+d21 ]3/2
d2

pixels

pixels
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3.7.6

Mid-leaf Curvature

The mid leaf curvature is calculated at the mid leaf point. The mid-leaf curvature is
shown in the Fig. 3.21.

Figure 3.21: Apex and mid-leaf radius of curvature

Both the curvatures are calculated by the following method:
• Find the first order derivative d1 , for the leaf curve p(x).
• Find the second order derivative d2 , for the leaf curve p(x).
Radius of Curvature,R =
Curvature, K =

1
R

[1+d21 ]3/2
d2

pixels

pixels
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Algorithm 7 LeafTracker&PhenotypeExtractor: Detects and tracks the leaves
in a maize plant during vegetative stage of the plant life cycle. This also computes
the component phenotypes that has been discussed in this research.
1: Let :
• I = {I1 , I2 ,...,In } be the set of images of a maize plant P captured daily
for n consecutive days starting from the day of its emergence, such that Ij
represent the image captured on the j th day, where j=1,..., n.
• Ib be the background image of the setup on day zero (a day before emergence).
2:

Determine:
• P = {Lj , Nj , ψj , Cj } for j = 1...n, where Lj , Nj , ψj and Cj contain information about leaves, nodes, skeletons and component phenotypes of Ij respectively.
• Lj = [φ | (LJm , LTm , αm , state)], where m = 1, 2, ..., Ltotal are numbered in
order of emergence, and Ltotal denotes the total number of leaves.
– LJm = The co-ordinate of the m-th leaf-junction, i.e., (xn , yn )
– LTm = The co-ordinate of the m-th leaf-tip, i.e., (xt , yt )
– αm = [0 | 1] : The emerging direction of the m-th leaf (note that leaf
emergence strictly alternates in terms of direction in a maize plant, i.e.,
if one leaf emerges from the right side (αm = 0) of the plant, the next
leaf will emerge from the left side(αm = 1)).
– φ = If the leaf is dead, Lj is denoted by φ.
• Nj = [{(xk , yk )}], where k = 1,2,...,Ntotal , stem nodes numbered in order of
formation, and (xk , yk ) is the co-ordinate of k-th node.
• Ψj = [φ | ({Ejq }] , is the skeleton of Ij . Where,
– Ejq = The sets of the co-ordinates of the points for n number of edges,
q = 1, 2.., n.
• Cj : Contains the component phenotypes of the plant on j th day.

3:

Segment the plant pixels in all ’n’ images. Get the average base point or Anchor
point, A, in the segments. Let the segmented images, S = {S1 , S2 ,...,Sn }
[S, A] = IterativeSegmentation(I, Ib )

(3.7.1)
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4:
5:
6:
7:
8:

Iterate through each image to perform skeletonization, leaf tracking and component phenotyping.
for j = 1 : n do
Perform the following actions if segmentation returned a non-zero matrix.
if Sj 6= Empty then
Skeletonize the segmented image using the Fast Marching Distance Transform technique.
Ψj ← Get skeleton of the image, Sj

9:

Convert the skeleton Ψj to a weighted graph Gj .
Gj = ConvertSkeletonT oGraph(Ψj )

10:

(3.7.2)

(3.7.3)

Classify the components into ’Stem’, ’Leaf’ and ’Anchor’ and get their coordinate details, sorted based on their occurrences:
[Lj , Nj ] = Classif yComponents(Gj , A)

(3.7.4)

Use previous day’s information(if any), to track and order the leaves. This
would modify the leaf ranks according to its emergence in the plant life cycle.
12:
if Lj−1 6= φ then
11:

[Lj ] = T rackLeaves(Lj−1 , Lj , Gj−1 , Gj )
Cj = ComputeComponentP henotypes(Lj , Nj , Ψj )
13:
14:
15:
16:

end if
end if
end for
Return P

(3.7.5)
(3.7.6)
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Chapter 4
IMPLEMENTATION AND
RESULTS
4.1

Dataset

The dataset used for evaluating our algorithm is from UNL Plant Phenotyping Dataset
called Panicoid Phenomap-1 which is comprised of 176 plants that were imaged on a
daily basis after 2 days of planting the seeds. The image was captured at 3 different
angles: front view, side view (90 degrees rotation) and top view. UNL LemnaTec
Scanalyzer was used capture these images for each plant over a period of 32 days.
Fig. 4.1 shows an example of plant being imaged in a LemnaTec chamber. The data
is available for download at http://plantvision.unl.edu/.
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Figure 4.1: The LemnaTec chamber with a plant being imaged

4.2

Implementation Details

The algorithms are implemented in MATLAB R2016b[24]. The software developed is
automatic with no or minimal human intervention. The requirement of the software
in terms of input data is that, each time lapse imagery of the plant belonging to one
angle of capture, should have its own directory. If multiple directories are nested or
placed inside a root directory, the program will create a similar directory structure
with all the results corresponding to each plant in the given output path. Apart from
this, a background image is required as an input, which is ideally same for all the
plants in the dataset as the photographic chamber is the same.
The plants chosen for the extracting the phenotypes using this software were based
on the camera angle in which the image was captured. Out of the multiple side views
of a plant, the side view in which the plant appears widest in most of the images is
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chosen as the input representing that plant.

4.3

Results and Evaluation

4.3.1

Growth Monitoring

1. Overall Plant Information
A sample holistic details of the plant (ID: 191-28, side view 0 degrees) from day
10 to 15, that was extracted on each day using the images is shown in table 4.1.
The holistic details here comprises of the stem angle, stem nodes (junctions)
and number pf leaves on each day.
Table 4.1: Growth information for a plant from day 10 to 15
Day
10
11
12
13
14
15

Stem Angle
-3.49
-3.01
2.54
5.89
5.66
3.69

[1293
[1293
[1291
[1296
[1294
[1295

Stem Nodes
1837;...;1302
1840;...;1289
1836;...;1272
1831;...;1265
1830;...;1274
1828;...;1279

1684]
1563]
1562]
1569]
1499]
1437]

Number Of Leafs
4
5
5
5
6
6

2. Leaf Tracking
Each leave in the plant is tracked in the subsequent image on the next day of
the plant’s life cycle. The tracking for a sample period for the plant (Plant ID:
191-28, side view 0 degrees) from day 15 to 23 is shown in the Fig. 4.2.
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Figure 4.2: Animation to illustrate tracking of the plant 191-28 from day 15 to 23

4.3.2

Component Phenotypes

• Stem Angle: Already discussed and results are shown in the table 4.1
• The Leaf Curve Integral Area (LCIA, in Sq. Pixel), Leaf Length (in Pixels),
Apex Curvature(AC) Center, AC Radius (in Pixels) and Mid-leaf Curvature
(MLC) Center and MLC Radius (in Pixels) are derived using the equations
discussed in Section 3.7. A sample result of the plant with ID 191-28 on day
17 of its life cycle is tables 4.3 and 4.4. Fig. 4.3 is the tracking and annotation
details of the plant on that day.
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(a) Image showing the identified leaves and
their ranking

(b) Image showing the stem angle, leaf
length(L) and leaf curve integral area (A)

Figure 4.3: Images of a tracked and annotated plant

Table 4.2: Holistic details of a plant on given day
Day
17

Stem Angle
1.99

Stem Nodes
[1306 1823;...;1315 1393]

Number of Leaves
7

Table 4.3: Component level details - Part 1
Leaf
1
2
3
4
5
6
7

Leaf Tip
1306,1823
1288,1739
1293,1662
1282,1575
1315,1393
1300,1413
1315,1393

Leaf Junction
1345,1721
1066,1639
1673,1606
634,1456
1685,1172
1119,1051
1310,1344

LCIA
658.3
6185.03
18915.45
64765.06
29463.53
8224.78
198.37

Leaf Length
126.87
260.16
418.56
747.11
487.67
433.15
50.01

Side
Right
Left
Right
Left
Right
Left
Left
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Table 4.4: Component level details - Part 2
Leaf
1
2
3
4
5
6
7

4.3.3

AC Center
1562, 1809
1121, 1806
1506, 1805
977, 1638
1582, 1347
821, 1392
2624, 1449

AC Radius
245.53
169.3
246.88
274.61
200.68
453.6
1319.64

MLC Center
3221, 2206
1121, 1806
1507, 1807
975, 1682
1602, 1380
667, 1457
1820, 1400

MLC Radius
1951.61
169.3
248.94
318.28
238.84
620.84
514.23

Evaluation

Evaluation of the results related to tracking of the leaves was done with the help
of ground truth. The visible leaf tips in the image of a maize plant were counted
based on observation by a human and was compared with the algorithm’s tracking.
The mistakes found in the algorithm’s tracking results were categorized under the
following labels:
• Visible Leaf Tips: Ground truth. Referred to as ’GT’ in table 4.5.
• Mislabeled: When the leaf is detected, but its label is wrong.
• Not Detected: When the leaf is not detected. Referred to as ’ND’ in table 4.5.
• False Dead Leaf: When the leaf is labeled as ’Dead’ but still visible to a human
eye. Referred to as ’FD Leaf’ in table 4.5.
• Wrong Leaf Tip: When the tip of the leaf is marked inaccurately. Referred to
as ’Wrong LT’ in table 4.5.
• Not a Leaf: When there a false positive, i.e., something else is marked as leaf.
The metrics that captured all of the above for 11 plants is shown in table 4.5 and the
percentage error for the captured metrics is as shown in table 4.6
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Table 4.5: The evaluation metrics for leaf tracking
Plant ID
Plant_001-9
Plant_006-25
Plant_008-19
Plant_016-20
Plant_023-1
Plant_047-25
Plant_063-32
Plant_070-11
Plant_076-24
Plant_104-24
Plant_191-28

GT
104
156
98
58
89
115
58
104
145
182
132

Mislabeled
2
10
6
0
4
0
0
3
67
11
2

ND
7
0
7
5
2
0
0
2
1
1
0

FD Leaf
1
2
0
0
0
0
0
0
16
3
0

Wrong LT
0
0
0
0
0
0
1
0
2
3
0

Not a Leaf
0
0
0
0
0
0
0
0
0
0
0

Table 4.6: The percentage error for the evaluation metrics
Plant ID
Plant_001-9
Plant_006-25
Plant_008-19
Plant_016-20
Plant_023-1
Plant_047-25
Plant_063-32
Plant_070-11
Plant_076-24
Plant_104-24
Plant_191-28

4.4

Mislabeled
1.92
6.41
6.12
0.00
4.49
0.00
0.00
2.88
46.21
6.04
1.52

ND
6.73
0.00
7.14
8.62
2.25
0.00
0.00
1.92
0.69
0.55
0.00

FD Leaf
0.96
1.28
0.00
0.00
0.00
0.00
0.00
0.00
11.03
1.65
0.00

Wrong LT Not a Leaf
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
1.72
0.00
0.00
0.00
1.38
0.00
1.65
0.00
0.00
0.00
Median Error

% Error
9.62
7.69
13.27
8.62
6.74
0.00
1.72
4.81
59.31
9.89
1.52
7.69

Discussion

Preliminary results of the implemented algorithm for dynamic leaf tracking on a time
lapse imagery of 11 maize plants had an accuracy of 92.31% tracking in the vegetative
stage of the plant life cycle. However, the accuracy of the algorithm decreased when
the leaves crossed each other in the later growing stages. In computing phenotypes
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related to the leaves, we got an accuracy of 94.4% in automatically calculating the
length of a detected leaf using mathematical curve fitting models.
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Chapter 5
CONCLUSION AND FUTURE
WORK
In this thesis we introduced a novel algorithm to detect, track and monitor the growth
of leaves in a plant. A graph based approach was followed and we found it to be effective in tracking and recording the growth of the components of the plants in its
vegetative stage. The algorithm was effective to compute various component based
phenotypes that were proposed. The main shortcoming of the algorithm is in handling
the cases where leaves of the plant cross each other. It can be seen that The algorithm
is currently adapted for the plants with the distichous phyllotaxy architecture such
as maize. The algorithm could also be extended to other architectures in the future.
The graphical restructuring of leaves with cross-over, combined with 3-dimensional
reconstruction of plant skeleton using images from multiple views, would certainly
help in better and accurate leaf tracking and component phenotyping. We also introduced few novel component phenotypes in this thesis, but there are manynew complex
phenotypeswaiting to be discovered, whose study could find links to the genome of
the plant. One such phenotype wouldthe events in the life cycle of the leaf itself- its
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emergence, curling, drooping and senescence.
Scope of the thesis constrained the automated analysis of large population of maize
plants to controlled environment. Some of the researchers favor controlled environments over the field-based phenotyping to isolate gene(s) that cause the variations in
phenome of the plant. This is a well established standard way to map a phenotype
to a genotype and our research seamlessly fits into the processes. However, use of the
algorithm in field conditions could add some additional challenges. The segmentation
techniques might need a revisit, to address the illumination changes in the scene due
to natural lighting conditions. Additional segmentation techniques might be required
to isolate the targeted plant from the other plants that might be a part of the background in the field.The implementation of algorithm can efficiently perform on the
dataset (Panicoid Phenomap-1) of hundreds of plants, averaging around an hour for
computing phenotypes for each time-lapse imagery of a plant on a 2.8 GHz Intel Core
i5 Skylake processor with 8 GB of RAM and storage as an SSD. However to scale up
the process for thousands of plants, further study with respect to performance and
resource management is required. The software we developed has the capability to be
parallelized for each plant and can be scaled depending on the availability of resouces.
Real time phenotyping was not the focus of the research as it does not affect the plant
phenotype contributions we made and computational times of one to two days are
acceptable. Hence improvement in the time complexity of the algorithm along with
resource management in the implementation is left for further research.
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