In recent years self organised critical neuronal models have provided insights regarding the origin of the experimentally observed avalanching behaviour of neuronal systems. It has been shown that dynamical synapses, as a form of short-term plasticity, can cause critical neuronal dynamics. Whereas long-term plasticity, such as hebbian or activity dependent plasticity, have a crucial role in shaping the network structure and endowing neural systems with learning abilities. In this work we provide a model which combines both plasticity mechanisms, acting on two different time-scales. The measured avalanche statistics are compatible with experimental results for both the avalanche size and duration distribution with biologically observed percentages of inhibitory neurons. The timeseries of neuronal activity exhibits temporal bursts leading to 1/f decay in the power spectrum. The presence of long-term plasticity gives the system the ability to learn binary rules such as XOR, providing the foundation of future research on more complicated tasks such as pattern recognition.
I. INTRODUCTION
Scale-invariant neuronal dynamics, in the form of avalanches, have been reported by a multitude of experiments measuring spontaneous neuronal activity in vitro and in vivo [1] [2] [3] [4] [5] [6] [7] [8] [9] . These observations suggest that neuronal systems operate near a critical point. The measured size and duration distributions follow a power-law behaviour with exponents 1.5 and 2.0 respectively, which characterize the mean-field self-organised branching process [10] . The experimentally observed scale-invariant dynamics has first been numerically reproduced by neuronal models closely related to self-organised criticality (SOC) [11] [12] [13] [14] [15] . SOC provides a mechanism by which the critical point is the attractor of the systems dynamics [16] . It therefore presents an elegant explanation to why these scaling exponents are observed consistently in both in vitro and in vivo experiments, ranging from dissociated neurons [17] to MEG measurements on human patients [18] . A neuronal system is subject to plastic adaptation which follows the principles of Hebbian plasticity [19] or activity dependent plasticity, i.e. synapses between neurons whose activity is correlated are strengthened and inactive synapses are weakened. This is a form of long-term plasticity which is believed to be the basis of learning mechanisms [20, 21] . By this activity dependent adaptation the synaptic structure of the network is modified in an attempt to solve problems or classification tasks. Conversely, short-term plasticity originates from mechanisms which operate on shorter time-scales. One of these mechanisms is synaptic depression or fatigue [22] . Repeated activations of neurons lead to the depletion of vesicles which contain the neurotransmitter available at the synapses [23] . The inclusion of synaptic fatigue in critical neuronal dynamics was first proposed by Levina et al. [24] [25] [26] .
Here we present a model which includes both shortand long-term plasticity. In addition to plastic adaptation other neurobiological mechanisms influence the dynamics. These include inhibitory neurons and the neuronal refractory time. An action potential originating from an inhibitory neuron causes the release of inhibitory neurotransmitters, such as GABA [27] . This hyper-polarizes the post-synaptic neurons and reduces their firing probability. Regarding the neuronal dynamics, inhibitory neurons can be seen as sinks for the activity, since the activation of an inhibitory neuron leads to the reduction of activity in connected neurons. Moreover, the firing rate of real neurons is limited by the refractory period, i.e., the brief period after the generation of an action potential during which a second action potential cannot be triggered [28] .
The scale-invariant behaviour of SOC models relies heavily on conservative dynamics [29] . More precisely, one distinguishes between bulk and boundary dissipation [16] . In traditional SOC models, such as the Bak-Tang-Wiesenfeld-model [30] , the bulk dynamics is energy conserving whereas the boundary dissipation scales ∝ √ N and is negligible in the thermodynamic limit N → ∞. If a system has non-conservative interactions between the individual units it suffers from bulk -dissipation. This implies that the dissipation does not vanish in the thermodynamic limit. It is well known that conservation plays a crucial role in SOC models, yet it is worth mentioning that several models with non-conservative dynamics do show apparent scale-invariant behaviour [16] . These systems, such as the OFC earthquake model [31] or Drossel Schwabel forest-fire model [32] , require a loading mechanism to compensate the dissipative elements. Ultimately, these models rely on the careful tuning of the recharging rate to observe scale invariant dynamics. Bonachela et al. [29, 33] provided a detailed study of scale-invariant dynamics observed in non-conservative SOC models. The model presented here features non-conserving neuronal dynamics and also relies on a tuning parameter. In this way scale-invariant behaviour is obtained even in the presence of dissipation.
The article starts with a presentation of the model and the description of how plastic adaptation operating on two different time scales is implemented. Then we present results regarding the avalanche statistics and power spectrum and compare with experimental findings. In the final section the learning capacities of the model are examined by training the system to learn the XOR rule.
II. NEURONAL MODEL
Consider a directed neuronal network consisting of N neurons connected by synapses. Each neuron is characterized by a membrane potential v i . To model both longand short-term plasticity each synapse is represented by the two variables W ij and w ij . The short-term synaptic strength w ij and the long-term synaptic strength W ij . The initial value for the potentials v i and the short-term synaptic strengths w ij are not important since the system will evolve towards a steady state, independent of the initial condition. W ij are chosen homogeneously in the interval [0, W max ] where W max is a parameter of the model. Other distributions can be chosen for W ij but as we will show the relevant parameter is the average long-term synaptic strength W . If the potential in a neuron surpasses a threshold, v i ≥ v c , it causes the generation of an action potential which travels along the axon towards the synapses. The release of neurotransmitter then causes a change in the potential of the connected post-synaptic neurons j according to:
Where the + and − stand for excitatory and inhibitory signals respectively. We set a certain percentage p in of the neurons to be inhibitory which are chosen randomly. After a neuron fires it enters a refractory state for t r time steps. During this period it does not respond to stimulations from other neurons and will not produce further action potentials. w ij represents the available neurotransmitter at the synapse ij and u is the fraction of neurotransmitter released when the synapse activates. The vesicles at a synapse which are ready for immediate release upon an incoming action potential are called the readily releasable pool (RRP) [34, 35] . It has been shown that the RRP at a synapse is of the order of five percent of the total available neurotransmitter [23, 36] . We therefore set, u = 0.05. When the potentials of all neurons are below v c , activity is triggered by adding a small stimulation δv = 0.1 to random neurons until one of them reaches the threshold. If the action potential causes a post-synaptic neuron to surpass v c neuronal activity propagates until all neurons have potentials v i < v c . The size s of an avalanche is given by the total number of active neurons and its duration is the number of time-steps the avalanche lasts. Since during the propagation of an avalanche the available neurotransmitter decreases according to equation (2), a recovery mechanism is needed to sustain future activity. Therefore, after each avalanche the available neurotransmitter recovers as w ij = w ij + W ij . The short-term synaptic weight w ij determines the strength of the stimulation received by post-synaptic neurons according to equation (1) . The numerical value for w ij will be several orders of magnitude larger than W ij since it increases by repeated additions of W ij . w ij therefore fluctuates on short time-scales and W ij determines around which value w ij fluctuates so that a higher W ij will lead to a higher average w ij . In this way, both long-and short-term plasticity are implemented. We call w ij the "short-term synaptic strength" and W ij the "long-term synaptic strength". A key parameter is the average long-term synaptic strength W = ij W ij /N s where N s is the number of synapses. Depending on W the system will exhibit more or less neuronal activity. The value for W is set by choosing the initial values W ij homogeneously in the interval W ij ∈ [0, W max ], leading to W = W max /2. Therefore in order to modify W it is sufficient to change W max . The model can be implemented on any network topology. Since it is difficult to directly measure the morphological synaptic connectivity in cortical systems, numerical studies have often implemented the structure of functional networks, as measured experimentally [37] [38] [39] . Therefore, the presented results are obtained on a three dimensional scale-free network where the degree distribution follows a power-law decay, P (k) ∝ k −α with α = 2 [40] . We assign to each neuron an outgoing degree k out ∈ [2, 100], which is then connected to other neurons with a distance dependent probability P (r) ∝ e −r/r0 . A configuration with an example avalanche is shown in Fig. 1 .
Plastic adaptation governs how the structure of the network evolves and is a form of long-term plasticity. It follows the principles of Hebbian plasticity, which strengthens the synapses between neurons whose activity is correlated and weakens inactive synapses [19] . Due to short-term plasticity the synaptic weight w ij is a constantly changing quantity and is unsuitable to describe long-term plasticity. Therefore, in order to implement long-term plasticity W ij is modified. More precisely, each time a synapse causes a firing event in a post-synaptic neuron, W ij is increased proportionally to the potential variation in the post-synaptic neuron j,
where α is a parameter which determines the strength of plastic adaptation. It represents all possible biomolecular mechanisms which might influence the long-term adaptation of synapses. After an avalanche comes to an end, all W ij are reduced by the average increase in synaptic strength
where N s is the total number of connections in the system. If a synapse is not used repeatedly it will progressively weaken and if its strength decreases below a minimal value, W ij < 10 −4 , the synapse is pruned. The weakening of synapses is a form of long-term depression. The combination of this form of activity dependent plasticity with the refractory time has been shown to be important in determining the structure of a neuronal network since it leads to the removal of loops [41, 42] .
For the following simulations, plastic adaptation sculpts the long-term synaptic strengths of the initial scale-free network until the first synapse is pruned to not alter the scale-free degree distribution. After reaching this state long-term plasticity is suspended and new stimulations are then applied to measure the avalanche statistics. III. RESULTS Fig. 2 shows the distribution of avalanche sizes with 20% inhibitory neurons, p in = 0.2 and a refractory time of one time-step, t r = 1. The distribution follows a power-law decay with an exponent of 1.5 and an exponential cut-off. When the system size is increased the cut-off moves towards larger avalanches. The inset in Fig. 2 shows the data collapse after rescaling the distributions, confirming that the cut-off scales ∝ N as suggested by the scale-invariant behaviour of the system. The corresponding duration distributions are shown in Fig. 3 and follow a power-law decay with exponent 2.0. The average long-term synaptic strength W is the control parameter which determines whether the network exhibits sub-, super-or critical behaviour (see inset Fig. 4) . We find that as the system size increases W needs to decrease proportional to W c ∝ N
to maintain a scaling cut-off. That the critical value of the control parameter changes with the system size has also been observed in Ref. [24] . Interestingly as the percentage of inhibitory neurons increases, an increase in W is sufficient to maintain criticality and the scaling with system size remains W c ∝ N −1/2 , independent of p in . This scaling behaviour can be motivated by considering that as the system size increases so does the number of synapses, N s ∝ N . Each synapse recovers over time according to W and the total amount of neurotransmitter recovered R tot in the entire system is proportional to the number of synapses and therefore, R tot ∝ N W . On the other hand, the dissipation of neurotransmitter D is proportional to the average avalanche size s . Larger avalanches have more firing events and according to equation (2) each firing event dissipates neurotransmitter. If the avalanche size distribution follows a power-law with exponent α than the average avalanche size scales as s = N smin s −α+1 dx ∝ N −α+2 [43] . With α = 1.5 one finds that the total amount of dissipation scales D ∝ N 1/2 . The ratio R tot /D = N 1/2 W determines the energy balance of the system. Therefore to maintain the energy balance as N increases, W needs to scale as
It is important to note that the resulting model is not self-organising due to the presence of the control parameter W . The critical value for the control parameter tends to zero in the thermodynamic limit, N → ∞. In finite size systems W needs to be carefully tuned.
IV. POWER SPECTRUM
The power spectral density (PSD) analysis is frequently employed in the investigation of neuronal activity to characterize both oscillations and temporal correlations [44] . Magnetoencephalographic (MEG) and electroencephalographic (EEG) measurements, as well as A similar exponent, β = 1.33 ± 0.19 has been measured by Dehghani et al. [47] , who also reported varying exponents across different brain regions between β = 1 and β = 2. Novikov et al. analyzed the power spectrum of MEG measurements and reported exponents of 0.98 for one subject and 1.28 for another [45] . To summarize, many experiments report temporal correlations and measurements of the PSD frequently report a power-law decay 1/f β , with exponents in the interval [0. [51] . In the following we analyze the PSD obtained from the presented neuronal model. The power spectrum of a temporal sequence is given by, S(f ) =â(f )â * (f ) whereâ(f ) is the discrete Fourier transform of a(t)
To measure the power spectrum of the activity in the model, the sequence a 1 (t) is recorded, where a 1 (t) is the total number of firing neurons at time t. During quiescent times neurons are stimulated by adding δv = 0.1 to a random neuron. Each stimulation counts as one timestep. Additionally we study another sequence defined as An example of a 1 (t) and a 2 (t) is shown in Fig. 5 . These sequences are obtained for a network of 32000 neurons (p in = 0.2, t r = 1). The PSDs for the sequences a 1 (t) and a 2 (t) with 10 6 time-steps are shown in the lower panel of Fig. 5 . The power spectra differ significantly. For the sequence a 1 (t) it decays as 1/f 2 before transitioning to white noise for low frequency. The 1/f 2 power spectrum has also been observed in other critical systems such as the Bak-Tang-Wiesenfeld model [52] . Conversely, a 2 (t) yields a PSD with a 1/f decay before it transitions to white noise. The crossover to white noise occurs, for both a 1 (t) and a 2 (t), approximately at the frequency corresponding to the cut-off of the avalanche duration distribution (see fig. 3 ). Another study of the power spectrum [44] has shown that increasing the fraction of inhibitory neurons p in in a fully self-organised critical model leads to a PSD which decays with 1/f for the sequence a 1 (t). Therefore, the balance between excitation and inhibition has been considered as the origin of the 1/f power spectrum. The authors also report that the cut-off of the avalanche size distribution scales with p in and therefore avalanches as large as the system size become less probable for large p in [44] . In the model presented in this article these results are confirmed since an increase in inhibition (without adjusting W ) also leads to a 1/f power spectrum for sequence a 1 (t), see fig. 6 . In this case the amplitude of very large avalanches become smaller in size due to the dissipative role of inhibitory neurons and the system moves away from the critical point W c . These results suggest that avalanches with a size comparable to the system size affect the temporal correlations measured by the power spectrum. This is confirmed by the spectrum of series a 2 (t) in fig. 5 in which case the avalanches all have the same amplitude over time and the temporal correlations are revealed, yielding a 1/f power spectrum.
V. LEARNING
So far we have shown that the introduction of both long-and short-term plasticity is compatible with experimental data regarding avalanche statistics, branching ratio and power spectra. However the main role of long-term plasticity is its ability to sculpt the network over time to allow the system to learn. Here we study the systems ability to learn binary rules. The network can learn any binary rule but we focus here on the XOR rule as it is a non-linearly separable rule which makes the task more complex [53] . The learning mechanism is inspired by previous work [54, 55] and is based on the release of chemical signals, for example dopamine, which are known to mediate plasticity [56] [57] [58] . The learning mechanism operates as follows. Two input neurons are defined at one side of the network which will provide the input to the system. On the other side of the network an output neuron is defined. All input and output neurons are assigned the maximal degree k = 100 to ensure that they are well connected to the network (for the output neuron it is the incoming degree k in = 100). The two input neurons are triggered according to the possible binary combinations, i.e. one of the input neurons fires while the other remains inactive, {0, 1} and {1, 0}, or both neurons fire at the same time {1, 1}. The binary input where both neurons are inactive {0, 0} is omitted as it won't cause any activity. The response of the system is monitored at the output neuron. If the output neuron fires during an avalanche the response is 1 oth-erwise it is 0. The output neuron should therefore fire only if one of the input neurons is activated but not if both inputs fire simultaneously. To amplify the input signal additional input neurons can be defined which fire together. For example if four input neurons are defined the input {1, 0} triggers 4 neurons and {0, 1} triggers 4 other neurons. This still implements the XOR rule but amplifies the neuronal signal. As we will show, amplifying the input signal speeds up the convergence of the learning task. The learning scheme follows the principles of supervised learning and negative feedback [55] . The possible binary inputs are presented to the network in a random order and each time an avalanche is triggered. The activity propagates through the network and either activates the output neuron (1) or not (0). If the result is incorrect a feedback signal is released from the output neuron which modifies all synapses which participated in the previous avalanche, according to:
where E ∈ {−1, 0, 1} is the committed error. E = −1 signifies that the output neuron fired but should not have and E = 1 means that the output neuron remained inactive but its activation was desired. Therefore depending on the error committed, synapses are either enhanced or weakened. E = 0 corresponds to the correct output and consequently does not lead to any modification of synaptic strengths. α is the global learning strength and has the same meaning as in equation 5. Here α is set to α = 0.3 and modifying α does not qualitatively change the results presented here. f (d jo ) is a function of the distance d jo between the synapse and the output-neuron o. We consider the position of a synapse ij to be the same as of the post-synaptic neuron j to which it connects. For the function f (d jo ) we use an exponential decay, f (d jo ) = e −djo/d0 . The relevance of the spatial extent of this learning mechanism has been studied in detail in Ref. [58] . How the learning rule modifies a synapse j, therefore, depends on the distance d jo from the source of the chemical signal, the plasticity rate α and the error E. We define the learning performance as P = I correct /I total , where I total is the total number of input signals presented to the network and I correct is the number of times the system gave the correct response. Fig. 7 shows the performance of the system versus the number of binary patterns presented to the network. Results were obtained on a network of 3000 Neurons with p in = 0.2. The different curves correspond to different numbers of input neurons and results show that the network is able to learn XOR with a faster convergence when the input is amplified.
VI. DISCUSSION
The presented model includes several neurobiological ingredients such as both, short-and long-term plasticity, as well as the refractory time and inhibitory neurons. The introduction of short-term plasticity implies that the synaptic weights w ij are a constantly changing quantity. Therefore long-term plasticity cannot operate on the same synaptic weights as it would be dominated by the short-term fluctuations of w ij . We therefore propose a long-term component of the synaptic strength, W ij , for each synapse. Stronger synapses have a larger W ij which in turn will lead to a higher average short-term synaptic strength w ij . Since critical dynamics relies on energy conservation an important question is how such an energy balance is maintained in neural systems. Synaptic interactions are of chemical nature and the individual firing events are non-conserving. This is especially true for inhibitory connections. Here we make use of dynamical synapses and show that increasing the amount of inhibition can be counteracted by increasing the long-term synaptic strengths. Furthermore, in the thermodynamic limit the tuning parameter tends to zero, W c ∝ N −1/2 , independently of the percentage of inhibitory neurons. It has to be noted that the presence of a tuning parameter implies that the presented dynamics is not self-organising. However it is the tuning parameter which leads to scaling in the avalanche statistics even with large fractions of inhibitory neurons. The measured exponents are 1.5 for the avalanche size and 2.0 for the avalanche duration distribution, consistent with experimental studies [1, 2] .
The spectral analysis of the neuronal activity yields a power spectrum decaying as 1/f 2 for the sequence a 1 (t) which has also been observed in other critical systems [52] . Conversely, the analysis of the sequence a 2 (t) results in a power spectrum with a 1/f decay. Recent results from a fully self-organised critical model [44] show that an increase of inhibition leads to the 1/f power spectrum also in the sequence a 1 (t). We confirm these results and indeed increasing the fraction of inhibitory neurons p in while keeping W constant, leads to a decrease in the exponent of the power spectrum. As p in increases larger avalanches become less probable leading to a 1/f power spectrum for p in = 0.3, in accordance with several experimental studies [45] [46] [47] [48] [49] [50] . Finally we present results regarding the learning capabilities of the model. With distance dependent feedback signals the system is able to learn binary rules. We show the example of the XOR rule which is known to be difficult to learn as it is not linearly separable. The ability to learn XOR encourages the investigation of more complex tasks such as pattern recognition. This provides a foundation for future research of the effects of the combination of short-and long-term plasticity on the learning capabilities of neuronal systems.
ACKNOWLEDGMENTS
The Authors would like to thank D. Berger for helpful discussions.
