Abstract. The purpose of this paper is to give an estimate of the L p -norm of the Bergman projection on the Hartogs triangle.
Introduction
In this note we show an estimate of the L p -norm of the Bergman projection on the Hartogs triangle, the pseudoconvex domain in C 2 defined as
for 4/3 < p < 4. The Hartogs triangle has remarkable geometric and functiontheoretic properties, and is a classical source of counterexamples in complex analysis. The boundary bH of the domain H has a serious singularity at the point 0, where bH cannot even be represented as a graph of a continuous function. The closure H does not have a Stein neighborhood basis. Instead, it has a nontrivial Nebenhülle. The ∂-problem on H is not globally regular (see [2] ). Let D denote the unit disc in C, and ν the normalized Lebesgue volume measure on D, while σ is the normalized surface measure on its boundary T. Let dV denote the Lebesgue volume measure on H. The space L p h (H) consists of all holomorphic functions f on H, for which
is the Bergman projection associated with the domain H. It follows from the Riesz representation theorem that the Bergman projection is an integral operator with the kernel
h (H) (see [8] , section 1 for more on this topic). It is well known that (see [5] )
The Bergman projection is a central object in the study of analytic function spaces. It naturally relates to fundamental questions such as duality and harmonic conjugates, and it is also a building block for Toeplitz operators. Understanding its behaviour and estimating its size is therefore of vital importance on several occasions. There are several articles on Bergman projections. We refer the reader to the following articles and the references therein [3, 4, 9, 10, 11, 12, 14, 15, 17] for details of this interesting topic. In [1] , Chakrabarti and Zeytuncu proved that the Bergman projection P is a bounded operator from L p (H) to L p h (H) if and only if 4/3 < p < 4. For the interested reader, we recommend [6] for more general result. A natural and interesting question is to determine the exact value of the L p -operator norm P p of this operator. This turns out to be a difficult task to accomplish, except for the trivial case when p = 2.
Preliminaries

The hypergeometric function
If the real part of the complex number z is positive (ℜ(z) > 0), then the integral
converges absolutely, and is known as the Euler integral of the second kind. The recurrence relation
can be used to uniquely extend the integral formulation for Γ(z) to a meromorphic function defined for all complex numbers z, except integers less than or equal to zero. Other important functional equations for the gamma function are Euler's reflection formula
and the duplication formula
discovered by Legendre (see [7] , Chapter I for more on this topic).
, that is,
The series F (a, b; c; z) converges when |z| < 1 and diverges when |z| > 1. For the readers's convenience, we list the properties of the function F (a, b; c; z) that will be important for this paper
We refer to [7] , Chapter II for more properties of this function.
Essential lemmas
Lemma 2.1 For a ∈ R, we have (see [12] )
It follows from the above lemma and the formula
Lemma 2.2 Let c > 0 and t > −1. We have (see [12] )
) .
Proof. Fix 1 > t > 1/2 and denote
Then the C(t) equals
where D * := {w 2 : 0 < |w 2 | < 1}, W := {w 1 : |w 1 | < |w 2 |} and
. Now we focus on the integral in brackets. Making the substitution u =
For fixed z 2 ∈ D * , by Lemma 2.2, we have
For z 2 ∈ D * , denote
Introducing polar coordinate in w 2 = re iζ variable we have
Hence, by (6) we obtain
Finally, by (5)
− 2t; |z 2 | 2 is the increasing function of |z 2 | (|z 2 | ∈ [0, 1)), since its Taylor coefficients are all positive. Therefore, by (4)
Using the duplication formula (3), we get
In the case when 3/2 − 2t ≤ 0 we consider the function
Applying differentiation formula of the hypergeometric function (7), we have
where
Since g(0) = t − 1/2 > 0 and g ′ (λ) > 0 for λ ∈ (0, 1), we obtain that the function f is an increasing function on an interval [0, 1]. Therefore the conclusion about a constant C(t) is the same as in the case when 3/2 − 2t > 0 which completes the proof.
Lemma 2.4 [12]
Let a, b, c ∈ R and t > −1. The identity
Lemma 2.5 [12] Let 1 < p < ∞ and
Then we have
Main result
Our main result reads as follows.
Theorem 3.1 (Main Theorem) For 4/3 < p < 4, we have
where q :
is the conjugate exponent of p.
Proof. First we prove the upper estimate in (9) . To do so, we use the well known Schur's test (see, for instance, [18] Theorem 3.6).
Lemma 3.1 Suppose that (X, ρ) is a σ-finite measure space and K(x, y) is a nonnegative measurable function on X × X and T the associated integral operator
Let 1 < p < ∞ and 1/p + 1/q = 1. If there exist a positive constant C and a positive measurable function h on X such that
for almost every x in X and
We only need to consider the case when 4 > p ≥ 2, and the case when 4/3 < p < 2 then follows from the duality. If we put
where q is the conjugate exponent of p, it is clear that
p for almost every z ∈ H and w ∈ H, respectively. From Lemma 2.3
Hence, an application of Schur's test gives the desired upper estimate. To prove the lower estimate, we define, for
We show that
By the definition we have
Making the substitution u = 
It is easy to check that
Pf (ξ 1 ,ξ 2 ) ((z 1 , z 2 )) = 1 z 2 (Φ ξ 2 (z 2 ) + Ψ ξ 2 (z 2 ) + Υ ξ 2 (z 2 ))
where Φ ξ (z) = Γ(2/p)Γ(2/q) 1 − zξ Lemma 2.5 yields that there exists a constant C > 0 such that
