ABSTRACT Constructing a robust appearance model of the visual object is a crucial task for visual object tracking. Recently, more and more studies combine spatial feature with a temporal feature to improve the tracking performance. These methods successfully apply the features from spatial and temporal to address the problem for tracking. This paper presents a novel method for visual object tracking based on spatiotemporal feature combined with correlation filters. In this paper, the visual features of a target object are extracted from a spatial-temporal residual network (STResNet) appearance model with two sub-networks. The STResNet appearance model learns separately spatial feature and temporal feature, respectively, so that we can effectively utilize spatial context around the surrounding of the target object in each frame and the temporal relationship between successive frames to refine the appearance representation of the target object. Finally, our spatiotemporal fusion feature from STResNet appearance model is incorporated into the correlation filter for robust visual object tracking. The experimental results show that our method achieves similar or better performance compared with the other tracking methods based on convolutional neural networks or correlation filter.
I. INTRODUCTION
For the past two decades, visual object tracking has always been an active research area and a key problem in the computer vision community. Even though visual object tracking has been achieved successful recently, the tracking method with more accuracy and robustness still needs further studies, especially for many practical applications in real-world, such as video surveillance, human-computer interaction, and automatic drive. In real-world applications, a tracker not only needs to distinguish the target from its background in each frame, but also needs to precisely estimate the motion trajectory for determining the location of the target in successive frames [1] . The effective tracker should be able to generate an
The associate editor coordinating the review of this manuscript and approving it for publication was Haiyong Zheng. appearance model of the target from the limited set of training samples to achieve robustness against, e.g.illumination changes, viewpoint changes, scale changes, occlusions, fast motion, motion blur, clutter background, deformations, and deformations. That is to say, the key goal in visual object tracking is to generate a robust appearance model for dynamically adapting the appearance changes of the target object in successive video frames [2] . This is the first difficult problem because the object in the tracking can vary greatly in appearance.
Applications of Convolutional Neural Networks (CNNs) to vision tasks are very old. However, only in recent years, CNNs has achieved excellent performance in visual object tracking tasks. Deep CNNs is a general architecture for object detection, object recognition, and so on. While shallow features have long been employed for visual object tracking task, recent focus has been shifted towards deep features. The advantages of deep features are their ability to encode high-level information, invariant to complex appearance changes and clutter background. The performance on visual object tracking task has been also achieved significant progress in recent years, due to the success of using CNNs [3] - [6] . In contrast to using conventional hand-crafted features for constructing appearance model of the target [7] - [9] , deep CNNs features have the capacity to learn more complex and robust features, so that the appearance model based on deep CNNs can achieve more excellence performance on visual object tracking task [10] . Though deep CNN is a useful tool for extracting features and appearance representation of the target object in visual object tracking. The problem is particularly difficult, primarily due to the limited training data available to learn an appearance model of the target online. Therefore the second major challenge problem is the lack of prior knowledge of the target object in the tracking video sequence, due to the labeled training data is often very limited, usually, an interested object with a bounding box is given only on the initial frame in each video sequence [11] .
The third difficulty problem generally encountered in visual object tracking is the estimation of the motion trajectory for a target in subsequent video frames of the video sequence, when the state of the target object is given only in the first frame image of the video sequence. Compared to the static object recognition and detection in an image, the temporal component in videos provides an important clue for the recognition, detection, and tracking of a moving object in an image sequence. Therefore we can achieve a number of useful information from the moving trajectory associated with the temporal component [12] .
In this paper, to effectively address these three challenging problems, we propose to learn a robust appearance model by fusing the spatial and temporal features into the residual network. The experimental results demonstrate that it is more desirable to perform spatial feature and temporal feature tasks jointly to allow them to benefit from each other [13] . Hence in our work, given an input video sequence, we directly extract the spatial feature from a single image and temporal feature from a serial of images constituted by successive video frames before combing with CF. Finally, spatial-temporal fusion feature are fed into CF to compute correlation score for acquiring the location information of the target object in each frame. This is a novel appearance model based on deep STResNet architecture, as inspired by Feichtenhofer et al. [14] , containing a spatial sub-network and a temporal sub-network, which are jointly learned offline from end to end.
Our appearance model based on STResNet differs from other appearance models in the following aspects:
Our deep STResNet appearance model has two subnetworks, where one sub-network aims to obtain spatial feature and another sub-network attends to temporal feature. Specifically, the two sub-networks in STResNet, one sub-network extracts the spatial visual feature of the target object in each static image of the video frame, another sub-network is used for describing the motion trajectory related to the temporal feature of the target object in the consecutive video frames. The static image patches including the target object are fed into the spatial sub-network, while the video sequence including the target object is fed into the temporal sub-network, and the whole system is trained offline in the way of end-to-end.
Comparison with previous tracking methods, the main contributions of this paper lie in three aspects:
Firstly, we propose a novel network architecture which is a STResNet with two sub-networks into the appearance model of the target in the tracking. This deep spatiotemporal appearance model is jointly trained offline end-to-end to achieve improved accuracy and robustness in visual object tracking.
Secondly, we propose an efficient method for visual object tracking, named STResNet_CF tracker, which STResNet appearance model is combined with the correlation filter for achieving good tracking performance.
Thirdly, qualitative and quantitative experiments on three challenge benchmarks: Object Tracking Benchmark (OTB-2015), Temple-Color, and Visual Object Tracking (VOT-2015) demonstrate that our proposed STResNet_CF tracker achieves similar or better performance compared with the other trackers.
The remainder of this paper is organized as follows. Section II briefly reviews the prior works that related to our work. The overall tracking framework is briefly introduced in Section III. Section IV describes the STResNet architecture with two sub-networks for constructing the appearance model, and how STResNet appearance model can be used to create a tracking framework based on correlation filter in Section V. Some necessary implementation details are provided in Section VI. Experimental results and comparison with state-of-the-art tracking methods are presented in Section VII. Finally, we make a summary of our work in Section VIII.
II. RELATED WORKS
Due to the space limitation, in this section we only review the tracking methods based on spatiotemporal feature (in Section II-A) and correlation filter (in Section II-B) that are closely related to our tracking methods.
A. THE SPATIOTEMPORAL FEATURE TRACKERS
One of the most heavily studied paradigms for computer vision community is the spatiotemporal-based feature appearance model. More recently, several tracking methods based on spatiotemporal feature model have been also introduced [5] , [15] - [18] , raising interest to researches in visual object tracking for exploiting the complementary information from spatial and temporal in the video sequence. In the early study works, a large family of visual object tracking methods are based on traditional hand-crafted encodings of spatiotemporal features. For example, Zhang et al. [19] obtain temporal context by exploiting temporally proximal information in successive frames to construct dense spatiotemporal context information for visual object tracking. In [15] , STRCF tracker based hand-crafted features achieves superior performance over SRDCF [20] (in which only a spatial regularization is introduced into CF) by incorporating both temporal and spatial regularization into CF. Wen et al. [16] incorporate the spatiotemporal information into appearance model of the target to learn a subspace model for the robust and stable representation of a target by exploiting historical and current appearance information. Zhang et al. [17] achieve a motion-appearance model by precisely spatiotemporal segmentation with the help of motion information between successive frames for online object tracking.
The spatiotemporal feature model has shown excellent performance for visual object tracking, more and more researchers who study visual object tracking method have focused on learning the spatiotemporal feature model in an end-to-end deep architecture fashion, for example, deepSTRCF [15] , CREST [18] , and CF2 [5] . Traditionally, a stack of successive frames is fed into the deep network to learn separately spatiotemporal feature in the initial layers. The spatiotemporal features obtained by these works do not capture the motion information of the target well. Since the feature in the temporal domain is distinctly different from the feature in the spatial domain, therefore both the features in these domains should be treated in different ways. In some works, the methods based on spatiotemporal features are extended 2D CNNs into the temporal domain by stacking successive video frames. The appearance model based on deep spatiotemporal architecture can automatically learn a hierarchy of complex features by building high-level feature from low-level feature [21] . These above methods just rely on the motion sensitive convolutional filters and learn spatial and temporal information from data. Experimental results show that these methods are not very sensitive to the time component of the video sequence, the similar tracking performance can be achieved by a purely spatial network, such as in [10] proposed a tracker named LSART, the spatial regularization filter kernels are introduced into the convolution layer to learn spatial-aware regressions for visual tracking, the experimental results show that LSART tracker achieves very promising tracking performance.
Contrary to these methods, we attempt to directly learn target appearance changes in spatial and temporal components by extending the original residual network to the spatial sub-network and temporal sub-network, respectively. In our work, the motion is represented by using the optical flow displacement field. However, our appearance model based on deep STResNet is largely inspired by these above works with improvements for better tracking accuracy and robustness. The contributions of our work can be seen as an extension on the architecture of [14] . A spatiotemporal network model based on Residual Network (ResNet) framework has been trained offline for action recognition in the video [14] . In this paper, we modify the STResNet with two sub-networks in [14] and combine STResNet appearance model with CF, which enables the STResNet to be introduced into visual object tracking method in an adaptive way. A brief overview of the network architecture will be presented in Section IV-B.
B. TRACKERS BASED ON CORRELATION FILTER
Since 2010, a number of Correlation Filter (CF) based trackers have been proposed that can tolerate variations in object appearance and track object through complex motions. Despite the tracking based on CF performs very well under the various variations of the target appearance, the realtime performance for visual object tracking is hard achieved, due to requiring a large number of training images and complicated computations. Recently, circulating shift the target patch samples in the approximate dense sampling achieves the impressive tracking performance. The underlying ridge regression problem is efficiently solved in the Fourier domain to achieve remarkable real-time performance. CF trackers almost dominate the tracking domain because of computationally efficient [22] - [31] , due to only Fast Fourier Transform (FFT) and several matrix operations are needed, making the CFs very suitable for real-time tracking tasks. Bolme et al. [2] propose a tracking method based on Minimum Output Sum of Squared Error (MOSSE) filters, which quickly adapt to various changes in the target object appearance. Danelljan et al. [32] incorporate scale estimation in a tracking framework based on Discriminative Correlation Filter (DCF). In their method, the scale and translation of the target object are jointly estimated while reducing the search space. Danelljan et al. [33] learn two independent DCFs for robust scale estimation in visual object tracking. The above tracking methods based on CF always suffer from periodic repetitions on boundary positions. Therefore Danelljan et al. [20] suppress unwanted boundary effects by introducing a spatial regularization term to penalize the DCF coefficients depending on their spatial locations and suggest the Gauss-Seidel algorithm to solve the resulting normal equations. Li et al. [15] extend [20] to the temporal regularization, in their method STRCF can learn a more robust appearance model than [20] .
Recently, a few deep learning strategies have been introduced to CF for visual object tracking. In [34] , the confidence maps generated from recurrent neural networks are used for adaptively weighting correlation filters to improve tracking performance. Ma et al. [5] learn correlation filters for hierarchical inference the maximum response on each convolutional layer to encode appearance of the target. Cui et al. [34] employ spatial regularization matrix is predicted using a multi-directional RNN for identifying the reliable components. In [18] and [29] , CF is formulated as a convolution layer in a deep convolutional neural network to learn deep features that are tightly coupled to CF, the tracking performance is improved by exploiting the complementary information from CF and CNN. However, in these two works, CF is only integration into a layer of FIGURE 1. The framework of our STResNet_CF tracker consists of a pre-training process and tracking process. Spatial sub-network and temporal sub-network are first performed pre-training on the large ImageNet datasets using a single static image and optical flow of successive images, respectively. And then the pre-trained STResNet appearance model is transferred into the tracking task for extracting appearance feature. Finally, CF is incorporated into the STResNet appearance model for locating the target in each frame. The target object is located inside the red box. The image patches that is 1.05 −1 x, 1x, and 1.05x the target size including both target and background are located inside green, yellow, and blue dotted boxes, respectively. the CNN, without making full use of temporal information related to the motion trajectory of the target in the successive video sequence. Furthermore, in [29] , although asymmetric Siamese network is a fully-convolutional network with two streams, the one stream is used for training image, and another stream is used for the testing image, finally a similarity function is computed for training image and testing image.
Different from fully-convolutional Siamese network, during the tracking we apply STResNet with two sub-networks to capture spatiotemporal feature between the current frame and the successive frames in the video sequence. Due to introducing the temporal feature and spatial feature into the residual network for extracting feature in our work, we exploit only spatial regularized in the correlation filter for improving the tracking performance. And experimental results show that the trackers based on CF combined with hand-crafted features can run faster than CF combined with deep features, but CF combined with hand-crafted features can obtain inferior to CF combined with deep features at accuracy and robustness. That is the trackers based on deep features achieve superior performance at the price of higher computational burden. Therefore we need to make a trade-off between accuracy, robustness, and real-time performance during constructing effective tracking.
III. OVERVIEW OF THE STRESNET_CF TRACKER
The full tracking framework is illustrated in Fig. 1 . We introduce a STResNet appearance model combined with CF into a visual object tracking framework. To effectively incorporate the spatial and temporal feature into the appearance model, the STResNet architecture consists of a spatial sub-network for extracting visual feature of the appearance in each static video image and a temporal sub-network for describing motion trajectory of the target object in the consecutive video frames. Each sub-network is implemented using a deep ResNet, the output appearance features of which are combined by constructing a residual from the temporal sub-network into the spatial sub-network in each residual units, so that the final feature representation can capture both spatial feature and temporal feature. We not only make use of the spatial feature in each video frame for distinguishing the target and background, but also make effective use of temporal feature about the object dynamics in successive video frames for building up motion trajectory of the target, so as to effectively avoid inaccurate estimation in the optical flow. What is more, decomposing our STResNet appearance model into spatial and temporal sub-networks allow us to fully pre-train the proposed appearance model and effectively prevent from over-fitting. The proposed spatial sub-network and temporal sub-network are pre-trained and fine-tuned separately, and then combined their output features at the end for obtaining the fusion features of the target appearance.
Since a spatial sub-network is formulated as an image classification architecture, pre-training can be offline performed on the static image datasets of ImageNet [35] . For a temporal sub-network, the input is formed by stacking optical flow displacement fields among several successive video frames, therefore we offline pre-train temporal sub-network on the video datasets of ImageNets. Such inputs can describe the motion trajectory of the target among consecutive frames, which makes temporal sub-network recognize easier motion information. And then the pre-trained STResNet appearance model is transferred into online tracking tasks used for representing the appearance feature of a target. Instead of fixing the learned parameters from the STResNet appearance model during the tracking, the spatial sub-network is fine-tuned using the image patch from the first frame and each new frame centered at the predicted position of the previous frame. And the temporal sub-network is fine-tuned using the first ten frames closest to the current input frame, so that the network model can adapt to a specific target in each tracking video sequence. To get the multi-scale feature in each video frame, each input image centered at the predicted position of the previous frame is sampled three image patches in 1.05 −1 times, 1 times, and 1.05 times the target size.
The final feature representation is obtained by fusing feature from spatial sub-network and temporal sub-network. These appearance features are finally fed into the correlation filter to compute correlation scores for locating the location of the target object in the current frame. As discussed in the experiment section, the tracker based on STResNet appearance model leads to better performance as compared to the tracker based on the original residual network.
IV. THE APPEARANCE MODEL BASED ON SPATIOTEMPORAL RESIDUAL NETWORK
In this section, we describe STResNet architecture in detail. We briefly describe the baseline network architecture based on ResNet (Section IV-A) and discuss the strategy used for fusing spatial sub-network and temporal sub-network (Section IV-B).
A. BASELINE NETWORK ARCHITECTURE
Our baseline network architecture is based on the deep ResNet defined by He et al. [36] , which consists of total of 152 layers, as show in Fig. 2(a) . The original residual unit is formulated as:
Here, x h−1 and x h are the input and output in the h-th residual unit, F(x) is a residual function including convolutions, batch normalization [37] , and Rectified Linear Units (ReLU) [38] . W h = {W h,e | 1≤e≤E } is convolutional filter weights associated with the h-th residual unit, E is the number of layers in a residual unit (E = 2 or 3). Please refer to [39] for more details. Eq. 1 can be further recursively defined as:
we will have the following formula:
here, H and h denote any deeper residual units and shallower residual units, respectively. The loss function L in the back-propagation is yielded by the chain rule based on Eq. 3, we have:
The original residual network architecture (as shown in Fig. 2(a) ) cannot make the most of temporal and spatial information at the same time, the performance is usually completely dominated by spatial domain. Therefore, some modifications to the original residual network, proposed in [14] , have been incorporated into our work. Inspired by the work of Feichtenhofer et al. [14] , a Spatial-Temporal Residual Network (STResNet, as shown in Fig. 2(b) ) is utilized for extracting the appearance feature of an object. Although our appearance model is derived from [14] , there are some differences between our work and the work in [14] . In our tracking framework, a spatiotemporal multiplier network architecture [14] is modified (as shown in Fig. 2(c) ), so that it can apply to any visual object tracking task. Feichtenhofer et al. [40] found that a spatial and temporal network can be fused not only at the loss layer, but also at any convolution layer. The most important findings in their work are that it can be achieved more accuracy performance when the spatial and temporal network are fused at the later convolutional layer compared to fused them at the earlier convolutional layer. Based on their observations, we use a straightforward strategy for incorporating the two sub-networks. Namely, the spatial sub-network and temporal sub-network are trained and fine-tuned separately, and then spatial-temporal sub-networks are combined by constructing a residual from the temporal sub-network into the spatial sub-network at the third residual unit (res3) and subsequent residual units (res4 and res5) in our two sub-networks architecture, as shown in Fig. 2(c) . Whereas the spatial-temporal sub-networks are connected at the second residual unit (res2) and subsequent residual units (res3, res4, and res5) in [14] , as shown in Fig. 2(b) .
We find that the output from the third residual unit (res3) is a more suitable appearance for the tracking task, as it can be compatible with semantic and discriminant features. The effects of outputs from different residual units on the tracking performance as shown in Fig. 4 . Therefore our appearance model based on STResNet with five residual units is offline [14] . (c) The spatiotemporal residual network architecture in our work. The last layers of each residual unit (conv2_x, conv3_x, conv4_x, and conv5_x) in deep ResNet-152 [36] are referred to as res2, res3, res4, and res5, respectively. More information about the definition of residual units please refers to [36] .
trained and then its first three residual units are transferred into the online tracking task. Namely, the fourth residual unit (res4) and the latter residual units (res5) are removed to capture the best appearance features for stable visual object tracking and simplify the network architecture during the tracking stage.
According to fusion strategy in [14] , the temporal sub-network learned from stacking optical flow in the consecutive video frames is combined with the spatial sub-network by adding a connection from temporal convolution residual layer to spatial convolution residual layer, which can formulate as:
where x sc h is the input of the h-th layer residual unit spatial contextual information, x tc h is the input of the h-th layer residual unit temporal contextual information, and W sc h is the weights of the h-th layer residual unit in the spatial contextual information.
The gradient of the spatial contextual information on the loss function L in the back-propagation is yielded by the chain rule:
The gradient of the temporal contextual information on the loss function L in the back-propagation is yielded by the chain rule: accumulates gradients from the spatial features. Thus, the fusion between spatial sub-network and temporal sub-network can back-propagate gradients from the spatial sub-network into temporal sub-network. The above generic architecture is utilized for extracting appearance feature from the target. Instead of using an average pool layer and fully-connected layer in the original ResNet, we use the third residual unit for generating output feature maps. In our work, the spatial sub-network responds to deformation of the target for distinguishing the object and background in each static RGB video frame, whilst the temporal sub-network is sensitive to motion information among successive video frames in the form of dense optical flow and invariant to appearance variation. The two sub-networks are built for capturing complementary features between the spatial and temporal context information. Each sub-network is implemented as a deep ResNet, and then motion trajectory is combined with a spatial feature by the end of the two sub-networks.
V. OUR ONLINE VISUAL OBJECT TRACKING FRAMEWORK
We will show how to perform visual object tracking through the correlation filter integrated into the appearance model based on STResNet in this Section. The visual feature representation of the target will be introduced in Section V-A. The correlation filter will be described in Section Section V-B. The simple strategy used for the update of the correlation filter will be discussed in Section V-C.
A. THE FEATURE REPRESENTATION OF THE TARGET
The visual feature representation of the target is obtained in each new frame by the appearance model based on STResNet. The inputs of the STResNet in each new frame include two components at the tracking stage. The one input component is used for obtaining spatial feature representation, which is a region centered at the previously estimated position, the size of the input region for scale estimation is set to 1.05 times, 1 time, and 1.05 −1 times the target size, respectively. Another input component is used for obtaining temporal feature representation, which is the first ten successive video frames closest to the current frame. These two components are fed into spatial sub-network and temporal sub-network, respectively, for getting the fusion spatiotemporal feature representation of the target.
B. THE CORRELATION FILTER COMBINED WITH STRESNET MODEL FOR TRACKING
The appearance model based on STResNet only provides output about the target feature representation. In order to apply STResNet appearance model to visual object tracking task, it is necessary to combine STResNet appearance model with a CF to locate the target in each video frame. The CF can be applied at localizing the target by computing correlation scores in a new video frame. The maximum correlation score from the CF output corresponds to the new location of the target in the current input frame. To reduce periodic boundary effects problem in the correlation filter, we exploit a spatial regularization function in the Fourier domain for the computing of the correlation filter, same as [20] . However, unlike [20] , we do not learn with multiple samples. In our work, to avoid breaking the circulant matrix structure by the formulation on the multiple samples, we exploit only the sample from the current frame to learn the correlation filter.
The STResNet appearance model output a feature map tensor x l ∈ R m×n×l centered at the target on the previous frame for learning a multi-channel correlation filter q l ∈ R m×n×l , l ∈ {1, . . . , d} denotes feature channel. We assume that each feature map tensor has the same size M × N , at each spatial location (m, n) ∈ {0, . . . , M − 1} × {0, . . . , N − 1} ∈ R d . The objective is to learn this correlation filter q l by minimizing the sum of squared errors, same as [20] .
here, circular correlation is denoted by the star , the Hadamard product is denoted by ·, d l=1 ω · q l 2 is the spatial regular term, the spatial regularization weight ω is used to determine the importance of the filter coefficients according to their spatial locations in the learning, and ω is changed smoothly from the target region to the background. In general, the desired correlation output g = e
of the filter is set to a Gaussian function, where σ is the kernel width. The learned filter Q l t in the Fourier domain on the l-th channel at t-th frame can be obtained by taking the derivative of Eq. 8 be zero:
where, the capital letter G, X , and Q represent g, x, and q on the Fourier domain, respectively. G t and X c t denote complex conjugation.
C. THE UPDATE OF CORRELATION FILTER
A simple update strategy is applied to update CF, same as [33] . The Numerator A l t and Denominator B t of the CF Q l t in Eq. 9 are defined as:
To obtain a robust approximation, the numerator A l t and denominator B t are updated using the following formula [33] , η is the model update rate:
In each new input frame, after the output feature map tensor z t ∈ R m×n×l from STResNet appearance model in the current frame t, all feature maps are cropped to 127 × 127 pixels and then are fed into the CF to compute correlation scores y t in the Fourier domain. The final location and scale of the target in each video frame is determined by the maximum correlation score y t .
Here, F −1 is the Inverse Fast Fourier Transform (IFFT) operator, Y t and Z l t are the Fourier transformation form of y t and z l t , which denote the current frame t and the l-th channel, A l t−1 means complex conjugation at the previous frame t-1, the l-th channel.
Same as DSST tracker [33] , in each new video frame t, the target state is presented as s t = (p t , α t ), the context region including target and background at the t-th frame is presented as R t , the dense optical flow is expressed as U and V. During the tracking, the target position p t is first determined, that is, the center of the bounding box of the target first is determined using the translation correlation filter q t,trans , and then the target scale α t with respect to the previous frame is estimated using the scale correlation filter q t,scale . Consequently, the final tracking performance is more robust than the other trackers that do not deal with scale change of the target.
The overall procedure of our STResNet_CF tracker is presented in Algorithm 1.
VI. IMPLEMENTATION DETAILS
The proposed STResNet_CF tracker is implemented in Matlab2015b using MatConvNet [41] . All the tracking experiments are performed on a PC with Intel Core i7 3.60GHz CPU and 16GB memory. The parameters are set to the same and fixed for all the test video sequences and all the experiments. The source code of our tracker and all the experimental results are all publicly available. For other compared trackers, we use the original source or binary codes provided by the authors for ensuring a fair comparison. Therefore, some trackers are not compared with our tracker, due to the authors do not provide the source codes.
A. OFFLINE TRAINING PROCEDURE
STResNet appearance model is offline trained on two GeForce GTX 1080GPU computation provided by the Matlab2015b Parallel Computing Toolbox. The spatial sub-network and temporal sub-network are trained separately on the ImageNet [35] the same as described in [40] . A minibatch size is set to 20 images and all the input images are resized to 127 × 127 pixels on the basis of our GPU capacity. The static images datasets on the ImageNet are used for training spatial sub-network. Whereas the optical flow stacking with 10 frames on the video datasets of the ImageNet is used for training temporal sub-network. Different from conventional CNNs use the same scaling factors in different layers. In our work, to get the multi-scale feature in each residual layer, different scaling factors are used at the different residual convolutional layers, same as [42] , 1 for res4, 0.1 for res3, and 0.01 for res2. Learning rate is set to a fixed value 10 −4 , weight decay is 0.0005, and the momentum parameter is 0.9. It takes over two months for the whole offline training process. VOLUME 7, 2019 
B. ONLINE TRACKING PROCEDURE
Following the settings in SRDCF [20] , the features are weighted by a cosine window for further reducing the boundary discontinuities. A kernel width σ is set to 0.1, the model update rate η is set to 0.01, and the spatial regularization weight ω(m, n) = 0.1 + 3(m/M ) 2 + 3(n/N ) 2 , (m, n) is the spatial position, and M × N is the size of the target object. When ω is set to 0.01 corresponding to the standard discriminant correlation filter. Our STResNet_CF tracker runs at about 2 fps on CPU.
VII. EXPERIMENTS PRESENTATION
The STResNet_CF tracker has evaluated comprehensively on three publicly benchmarks (OTB2015 [43] , TempleColor [44] , and VOT2015 [45] ) and compared with the other state-of-the-art trackers to demonstrate the effectiveness of our proposed tracking method. These three benchmarks tracking video datasets (OTB2015, Temple-Color, and VOT2015) include various challenging factors, such as motion blur, occlusion, background clutter, abrupt motion, scale variation, illumination variation, deformation, out of view, and out-of-plane rotation.
A. EXPERIMENT 1: OTB2015
To validate the tracking performance of our STResNet_CF tracker, we perform firstly a comprehensive evaluation compared our tracker with the other existing trackers on the public challenging dataset: Online Tracking Benchmark (OTB2015). OTB2015 is a publicly available benchmark test datasets that consist of 100 fully videos with annotated on 11 various attributes. The evaluation on the OTB2015 is based on One Pass Evaluation (OPE) protocol provided in [43] and [46] , in which Center Location Error (CLE) is measured as the average Euclidean distance between the ground-truth and the generated bounding boxes by the trackers. Distance Precision (DP) is the relative number of frames in the sequence where the CLE is smaller than a certain threshold [43] , [46] . Overlap Precision (OP) is the percentage of frames where the bounding box overlap exceeding a threshold of 0.5. All the trackers have reported the results on OTB2015 using precision plots and success plots [43] , [46] . The average DP is plotted over a range of thresholds in the precision plot. The average DP score used for ranking the tracker is reported at a conventional threshold of 20 pixels for each tracker. The average OP is plotted in the success plot. The Area-Under-the-Curve (AUC) score is used for ranking each tracker in the success plot. The precision plots and success plots provide the mean results over all the video sequences on OTB2015.
1) COMPARED WITH DIFFERENT APPEARANCE MODEL BASED THE TRACKER
To demonstrate that the tracker based on the proposed STResNet appearance model improves significantly the tracking performance, the tracker based on our STResNet appearance model is first compared with the tracker based on original ResNet appearance model, the tracker based on exclusively temporal ResNet appearance model, and the tracker based on STResNet appearance model in [14] . To ensure the evaluation for the fairness, except for the appearance model used for the feature representation, all the other experimental settings are the same. The experimental results are shown in Fig. 3 . The tracker based on our STResNet appearance model significantly better than the tracker based on original ResNet model, exclusively temporal ResNet model, and STResNet model in [14] . The tracker based on our STResNet model surpasses the tracker based on original ResNet by 19.3% in distance precision and 12.8% in the success rate, respectively. The tracker based on our STResNet model surpasses the tracker based on STResNet in [14] by 9.5% in distance precision and 7.3% in the success rate, respectively. The tracker based on our STResNet model surpasses the tracker based on exclusively temporal ResNet by 22.3% in distance precision and 15.6% in the success rate, respectively. It indicates that the spatial-temporal features from the STResNet with two sub-networks are of high effectiveness. What is more, our STResNet model (spatial-temporal sub-networks are connected from the third residual unit (res3)) can achieve better tracking performance gains in both distance precision and overlap success rate when compared with the STResNet model in [14] . From Fig. 3 , we can observe that the tracker based on exclusively optical flow feature from a temporal ResNet model has the worst distance precision and success rate. It reveals that the optical flow estimation is not accurate, therefore the spatial feature from each static image and the optical flow feature from stacking successive images sequences can be complementary each other in our STResNet appearance model to reduce the inaccurate on the optical flow feature.
2) COMPARED WITH OUTPUT FROM DIFFERENT RESIDUAL LAYERS
To further analyze the effectiveness of our tracker STResNet_CF, the tracking results using different residual layers as output features are compared on benchmark OTB2015. The features output from each residual unit (res2, res3, res4, and res5) of our STResNet model are used to represent the appearance of the target object during the tracking stage, respectively. The experimental results show that the best tracking performance gains are achieved in precision and overlap success rate when the features from the third residual unit (res3) act as the feature of a target object, as shown in Fig. 4 . It demonstrates that the third residual unit (res3) is compatible with both semantic abstractions from the high-level layers and discriminant details for precise localization from the first few layers, therefore the feature from the third unit (res3) can be achieved the best tracking performance. Due to the deeper the network, the stronger the semantic features, the weaker the location information, too strong semantic information does not help for improving the tracking accuracy. Therefore only the features of the third residual unit (res3) are used as the target feature representation in our tracking framework, whereas the features after the fourth residual unit are not used during the tracking stage. This not only reduces the fine-tuning time for the STResNet model in online tracking, but also improves the tracking accuracy.
3) OVERALL PERFORMANCE
The STResNet_CF tracker is also evaluated comprehensively on the OTB2015 with the comparisons to nine state-of-theart trackers. These trackers used for comparison are all based on correlation filters with handcrafted features or deep features: CSR-DCF [22] , ACFN [23] , LMCF [24] , Staple [25] , LCT [26] , KSCF [27] , DCFNet [28] , CFNet [29] , KCF [30] . The experimental results are reported in OPE using the distance precision and overlap success rate, as shown in Fig. 5 . The experimental results demonstrate that our STResNet_CF tracker performs favorably against these nine CF_based trackers. Our STResNet_CF tracker achieves distance precision of 83.8%, the success rate of 59.5%, and ranks the first best performance among the ten trackers used for comparison. For a fair comparison, all the source codes or results provided by the authors are used for comparison.
4) ATTRIBUTE-BASED COMPARISON ON OTB2015
The comparison with other nine trackers (CSR-DCF [22] , ACFN [23] , LMCF [24] , Staple [25] , LCT [26] , KSCF [27] , DCFNet [28] , CFNet [29] , KCF [30] ) based on different attributes are performed on OTB2015 (as shown in Fig. 6 ). Our tracker performs very well on various attributes, especially for scale variation, occlusion, out-of-plane rotation, fast motion, background clutter, and motion blur. Our tracker is robust to all kinds of attributes variation which benefits from the complementary cues between the temporal feature and spatial feature in the STResNet with two sub-networks.
We also compare frame-by-frame of center location errors (in pixels) on six sequences (Biker, KiteSurf, Freeman1, Freeman3, Surfer, and Matrix) with the other five trackers including CF2 [5] , DSST [33] , KCF [30] , DLT [3] , and KSCF [27] (as shown in Fig. 7) ). These six sequences undergo various serious changes in target or scene, except for our tracker, the other five trackers all drift from the target during the tracking. This is because our spatial-temporal network can learn more robust appearance features from static image in each video frame and dense optical flow related to motion trajectory in successive video frames, so that our tracker based on STResNet appearance model is sensitive to illumination (KiteSurf and Matrix), scale (Biker, Freeman1, Freeman3, Surfer, and Matrix), occlusion (Biker, KiteSurf, and Matrix), motion blur (Biker), fast motion (Biker, Surfer, and Matrix).
B. EXPERIMENT 2: TEMPLE-COLOR
The tracking performance of our STResNet_CF tracker is evaluated on the challenging benchmark Temple-Color [44] with the comparisons to nine trackers based on deep feature including SiameseFC [47] , HCFTstar [48] , CF2 [5] , HDT [49] , cfnet [29] , RSSTDeep [50] , MCFTS [31] , Raf [51] , and CNT [52] . Temple-Color is a public benchmark test datasets that consist of 128 color sequences. The results in terms of precision plots and overlap success plots on Temple-Color are reported in Fig. 8 . Our tracker yields favorable performance against the other nine deep feature based trackers and achieves the precision of 73.3% as well as the overlap success rate of 50.5%. Our tracker outperforms SiameseFC tracker that ranked the second among ten trackers by a gain of 3.6% and 0.5% on precision and success, respectively. We owe these significant improvements to the introduction spatial-temporal feature into the deep residual network model. What is more, experimental results show that optical flow combined with discriminant feature in each static image can be achieved good tracking precision and success rate on the publicly tracking test datasets Temple-Color, which is because that the optical flow has a strong invariance to the appearance of target object during the tracking, especially for color feature, same as the observation in [53] . The invariance of the optical flow to the appearance of a target object is also very important for tracking task.
C. EXPERIMENT 3: VOT2015
The performance of our STResNet_CF tracker is also evaluated on the benchmark VOT2015 with comparisons to the nine existing trackers including DAT [54] , STC [19] , SCBT [55] , CFNet [29] , RaF [51] , KSCF [27] , MCFTS [31] , CNT [52] , and HDT [49] . VOT2015 is consisted of 60 video sequences with six challenging attributes (i.e.camera motion, illumination change, motion change, occlusion, size change, and empty) using accuracy and robustness to evaluate each tracker, in which accuracy is the Intersection-Over-Union (IOU) between the ground-truth with the generated bounding boxes by trackers that is the average per-frame overlap. Whereas robustness is the failure rate that is the number of failures over the sequences [45] , namely how many times the tracker loses the target (fails) during tracking, and according to [45] for computing average scores as well as estimating the expected overlap ratio.
If a tracker performs better than the others, it should be closer to the top-right corner of the plot. Accuracy/Robustness (A/R) plots and the ranking plots of ten trackers on challenge benchmark VOT2015 as shown in Fig. 9 . The experimental results demonstrate that our STResNet_CF tracker surpasses these existing comparing trackers. What is more, our tracker is significantly better than the tracker based on spatiotemporal feature STC, hand-crafted feature-based DAT and SCBT, deep-based MCFTS, CNT, and HDT, as well as CF-based KSCF in terms of accuracy and robustness. The baseline results with six different attributes are reported in Fig. 10 , which illustrates that our tracker is stable in various challenging attributes, such as camera motion, illumination change, motion change, occlusion, size change, and empty attribute.
We present the average scores and ranks of accuracy and robustness as well as the expected overlap ratio in Table 1 . A higher average rank means that a tracker was performing better in accuracy as well as robustness than the other trackers. Averaging per-frame accuracies gives per-sequence accuracy, while per-sequence robustness is computed by 
TABLE 1.
The average scores and ranks of accuracy and robustness, as well as the expected overlap ratio of ten trackers are presented on VOT2015. The highest scores are marked with red, the second highest is marked with blue, and the third highest is marked with green, respectively.
averaging failure rates over different runs. Our method is ranked top overall among the ten methods: the first place in robustness, accuracy, and expected overlap ratio. It demonstrates that our proposed STResNet_CF tracker performs especially well in case of robustness meanwhile it maintains the highest accuracy and expected overlap ratio compared with other nine trackers.
D. EXPERIMENT 4: QUALITATIVE EVALUATION
Our STResNet_CF tracker is compared with four stateof-the-art trackers based on spatiotemporal features or CF (STRCF [15] , STC [19] , KCF [30] , and KSCF [27] ) on six challenging sequences, as shown in the Fig. 11 . Experimental results show that our tracker can accurately determine the position and scale of the target in each video frame. Especially, due to heavy occlusion, illumination change, motion blur, out-of-plane rotation, fast motion, or in-of-plane rotation, when other trackers all drift after the 58th frame, [15] and STC [19] as well as based on correlation filter KCF [30] and KSCF [27] on the six video sequences with various challenging situations. Example frames are shown from top to down: Matrix (illumination variation, scale variation, occlusion, fast motion, in-plane rotation, out-of-plane rotation, and background clutters), Ironman (illumination variation, scale variation, occlusion, motion blur, fast motion, in-plane rotation, out-of-plane rotation, out-of-view, background clutters, and low resolution), Biker (scale variation, occlusion, motion blur, fast motion, out-of-plane rotation, out-of-view, low resolution, and background clutter), KiteSurf (illumination variation, occlusion, in-plane rotation, and out-of-plane rotation), Skiing (illumination variation, scale variation, deformation, in-plane rotation, and out-of-plane rotation), and Freeman1 (scale variation, in-plane rotation, out-of-plane rotation), respectively. Our tracker can be more accurately to handle various challenging situations (e.g.illumination variation, motion blur, fast motion, occlusion, scale variations, background clutter, and so on) compared with the other trackers. the 91st frame, the 86th frame, the 51st frame, and the 23rd frame on the Matrix, Ironman, Biker, KiteSurf, and Skiing sequences, respectively. But our tracker can track accurately and robustly the target always in these challenge sequences. We believe that it owes to the motion trajectories among successive frames are effectively utilized in temporal subnetwork, so that the tracker is sensitive to the information related to motion in the video sequences with various challenging attributes.
VIII. CONCLUSION
Our appearance model based on STResNet architecture can capture the appearance feature of the target from an image in an individual video frame and motion trajectory between successive video frames, and then the appearance model is trained offline in the way of end-to-end, the correlation filter of which are combined by late fusion for visual object tracking. The experimental results show that our tracker exhibits better performance in comparison to the other trackers on challenge benchmark datasets. Although the tracking methods based on CF and CNNs also achieve excellent tracking performance when the target appearance occurs various variation significantly, due to the amount of complexity computing, the real-time performance is difficulty achieved compared with the other trackers based on conventional hand-crafted methods. In the future, our goal is to further improve the real-time performance in visual object tracking based on the deep convolutional networks.
