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We report on non-equilibrium properties of graphene probed by superconducting tunnel spec-
troscopy. A hexagonal boron nitride (hBN) tunnel barrier in combination with a superconducting
Pb contact is used to extract the local energy distribution function of the quasiparticles in graphene
samples in different transport regimes. In the cases where the energy distribution function resembles
a Fermi-Dirac distribution, the local electron temperature can directly be accessed. This allows us
to study the cooling mechanisms of hot electrons in graphene. In the case of long samples (device
length L much larger than the electron-phonon scattering length le−ph), cooling through acoustic
phonons is dominant. We find a cross-over from the dirty limit with a power law T 3 at low temper-
ature to the clean limit at higher temperatures with a power law T 4 and a deformation potential
of 13.3 eV. For shorter samples, where L is smaller than le−ph but larger than the electron-electron
scattering length le−e, the well-known cooling through electron out-diffusion is found. Interestingly,
we find strong indications of an enhanced Lorenz number in graphene. We also find evidence of
a non-Fermi-Dirac distribution function, which is a result of non-interacting quasiparticles in very
short samples.
I. MOTIVATION/INTRODUCTION
Graphene is particularly interesting for non-
equilibrium transport studies, since its 2D nature
results in deviations from the heavily studied 3D bulk
case. Since optical phonon energies are quite large in
graphene1, they can be neglected at low temperatures,
and acoustic phonon cooling can lead to different regimes
depending on phonon wavelength and electron mean
free path2,3. Moreover, due to the low density of states
reduced screening can alter the strength of electron
cooling4. Finally special non-equilibrium regimes can
appear like the supercollision regime5–8 or the Dirac
fluid regime9.
In general, different temperature profiles and distribu-
tion functions arise depending on the sample size and the
scattering mechanisms involved10. Usually the sample
is connected to two normal metal contacts (N1 and N2)
that can be biased to different electrochemical potentials.
Such a bias U will lead to Joule heating, that heats the
electron system. This can lead to non-uniform temper-
ature distributions and in some cases the electronic dis-
tribution function even deviates from a Fermi-Dirac dis-
tribution. If only elastic scattering among charge carries
happens (device length L and device width W are much
shorter than the electron-electron scattering length le−e
and electron-phonon scattering length le−ph) the distri-
bution function will take the form of a double-step func-
tion as shown in Fig. 1 (a, left). Here we assume, that the
electrodes are ideal reservoirs that absorb all incoming
quasiparticles and emit quasiparticles with an energy dis-
tribution given by their own Fermi-Dirac distribution11.
If the device is larger, such that le−e < L,W < le−ph,
electron-electron scattering leads to Joule heating dis-
sipated only into the electron system. This regime is
also called hot electron regime and the corresponding en-
ergy distribution function inside the graphene is shown
in Fig. 1 (a, middle). The energy distribution function
is well described by a Fermi-Dirac distribution with an
effective electron temperature that depends on the po-
sition in x-direction (local thermal equilibrium), with a
maximum in temperature in the middle of the sample
(see Fig. 1(b)). In very long graphene channels, where
L > le−ph, most of the Joule power is dissipated to
the lattice through phonon emission. This leads to a
constant electron temperature along the channel with a
Fermi-Dirac distribution function of the quasiparticles,
see Figs. 1(a, right) and (c). Here, the electron-phonon
coupling in graphene is the bottleneck in cooling to the
substrate since the acoustic phonons in graphene are very
well coupled to the SiO2 substrate
12.
Noise measurements have proven to be quite
powerful to access the electronic tempera-
ture of nanostructures13–15 and in particular of
graphene6,8,16–18. In certain regimes the electronic
temperature can also be obtained from supercurrent19
and from quantum Hall measurements20. A different and
more direct approach is to study the non-equilibrium en-
ergy distribution function itself, which can be done using
superconducting tunnel spectroscopy21. This method
was introduced by Pothier et al. on metallic nanowires22
and was also used to study carbon nanotubes23.
In this paper we use this latter method to study the
non-equilibrium distribution function in graphene under
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FIG. 1. (a) Non-equilibrium distribution functions:
(Left) The distribution function in the absence of inelas-
tic scattering, where energy relaxation only occurs in the
reservoirs. (Middle) The distribution function in the case
of strong quasiparticle scattering where local thermal equilib-
rium is achieved, but phonon scattering is negligible. (Right)
In the case of very strong phonon scattering, the quasiparti-
cles thermalize with the phonons and a constant temperature
along the channel is found. (b) Temperature profile in
the hot electron regime: Te(x) is obtained by numerically
solving the heat transfer equation 3. The dimensions of device
A are used and the effect of increasing electron-phonon cou-
pling is shown. (c) Temperature profile in the phonon
cooled regime: The dimensions of device C are used for
two different electron phonon coupling strength. The effect
of the hot electron out-diffusion is only seen close to the con-
tacts where the red solid line deviates from the dashed purple
line that neglects cooling through electron out-diffusion. The
reservoir temperature is assumed to be 100 mK for both cases.
different biases and for different sample geometries. We
use hexagonal boron nitride as a tunnel barrier and Pb
as a large gap superconductor to increase our spectro-
scopic range. Our results are compared with simple heat
equation models containing both electron and phonon
cooling. For short samples we find that the distribution
functions are well described by a Fermi-Dirac distribution
with effective temperatures that are in agreement with
the expectations for the hot electron regime, however,
with an increased effective Lorenz number. For larger
samples phonon cooling dominates and a crossover from
the clean to the dirty limit as a function of heating power
is observed. We extract the value of the electron-phonon
coupling for both regimes.
The paper is organized as follows. We present our ther-
mal model in Sec. II that can describe all experimental
cases. Our measurements and extraction methods are
shown in Sec. III. Sec. IV A describes our results in the
hot electron regime, whereas Sec. IV B discusses the re-
sults in the phonon cooled regime. Sec. IV C shows ev-
idence of a double-step distribution function, which is
followed by a general conclusion in Sec. V.
II. THERMAL MODEL
If a local temperature can be defined (hot electron
and phonon cooled regime), thermal transport can be
described by the continuity equation for heat, which re-
lates the difference of the change of energy density over
time and the gradient of the heat current to the local
sources and sinks:
ρMcp
∂Te(x, t)
∂t
− ∂
∂x
(
κ
∂Te(x, t)
∂x
)
= P − Pph, (1)
where ρM = 7.6× 10−7 kg m−2 is the mass density of
graphene, cp is the specific heat capacity, Te(x, t) is the
local electron temperature, κ is the heat conductivity,
P is the Joule heating power per unit area and Pph is
the phonon cooling power per unit area. In steady state,
∂T (x,t)
∂t = 0, and using the Joule heating P = U
2/R and
the device dimensions W,L as defined in Fig. 2 (a) one
arrives at
U2
R
= − LW ∂
∂x
(
κWF (x)
∂Te(x)
∂x
)
+
LW · Σep
(
Te(x)
δ − T δ0
)
,
(2)
where the Joule heating on the left side is balanced by
cooling through electron diffusion (first term on the right)
and cooling through electron-phonon coupling (second
term on the right). Here, U is the bias applied across
the device resistance R and T0 is the phonon temper-
ature. Furthermore, the electron cooling is connected
to the electrical conductivity through the Wiedemann-
Franz law10,24 κWF (x) = L0Te(x)L/(WR), where L0 =
pi2k2B
3e2 is the Lorenz number. The electron-phonon cool-
ing can be parametrized through the coupling constant
Σep and the exponent δ, which can depend on temper-
ature and device properties3. If the explicit form of the
Wiedemann-Franz law is plugged into Eq. 2, one arrives
at the following relation
∂2Te(x)
∂x2
=
1
Te(x)
[
− U
2
L2L0 +
RW
LL0 Σep
(
Te(x)
δ − T δ0
)− (∂Te(x)
∂x
)2]
,
(3)
which can be used to numerically solve for Te(x).
3In the absence of phonon cooling (Σep → 0), the above
equation has the simple solution
Te(x) =
√
T 20 +
x
L
(
1− x
L
) U2
L0 , (4)
where the temperature at the electrodes Te(x = 0) =
Te(x = L) = T0 is used as a boundary condition. The
local electron temperature is shown in Fig. 1 (b).
On the other hand if electron cooling is negligible (e.g.
very large thermal contact resistance or superconducting
contact materials that suppress cooling through electron
diffusion), the electron temperature is position indepen-
dent and given by:
Te(x) =
δ
√
U2
RLWΣep
− T δ0 . (5)
In this case, there will be a discontinuity of the temper-
ature across the contact to the graphene, see Fig. 1 (c).
In a simple case where T0 → 0 K and assuming δ = 4
(clean limit, see below), the transition between electron
cooling and phonon cooling happens at a bias voltage
UΣ = L0/
√
4RLWΣep
25. For typical devices with di-
mensions on the order of µm, device resistance of kΩ and
an electron-phonon coupling of around 30 mWK−4m−218
the crossover voltage is on the order of mV .
Phonon cooling at low temperature is dominated by
acoustic phonons since optical phonon energies are on
the order of 100 meV26. In the limit of Te  T0, the
cooling power takes the approximate form of P ≈ ΣT δe ,
that allows to extract the power δ and electron-phonon
coupling Σ easily. Here we would also like to note that
we work well below the Bloch-Gru¨neisen temperature
TBG = 2s~
√
pin/kB , where s = 2× 104 m s−1 is the
speed of sound in graphene, n is the carrier density and
kB is Boltzmann’s constant. For a reasonable doping of
n ∼ 1× 1012 cm−2, TBG is estimated to be around 50 K.
At temperatures below TBG the phase-space of electron-
phonon scattering is greatly reduced and only small angle
scattering is possible27.
The electron-phonon coupling can strongly be modi-
fied by electronic disorder if the wavelength of the ther-
mal phonons becomes comparable to (or longer than)
the electronic mean free path3. This condition results in
two regimes (even below TBG); the clean limit where the
mean free path is much longer than the phonon wave-
length and the dirty limit where the mean free path is
much shorter than the phonon wavelength.
In the clean limit and assuming a weak screening, the
total cooling power due to electron-phonon interaction is
given as3
P (Te, T0) = AΣ1(T
4
e−T 40 ), Σ1 =
pi2D2 | EF | k4B
15ρM~5v3F s3
. (6)
Here, D is the deformation potential that characterizes
the strength of the electron-phonon coupling, and the
other symbols are defined above. In contrast to that, the
cooling power due to the electron-phonon interaction in
the dirty limit is3
P (Te, T0) = AΣ2(T
3
e − T 30 ), Σ2 =
2ζ(3)D2 | EF | k3B
pi2ρM~4v3F s2lmfp
.
(7)
Here, ζ(n) is the Riemann zeta function with ζ(3) ≈ 1.2.
The crossover between these two regimes is characterized
by Tx, at which the cooling power of the clean and dirty
limit is equal. This temperature is given by
Tx =
30~sζ(3)
pi4kBlmfp
. (8)
Graphene samples on SiO2 substrates generally show a
mean free path of the order of 30 nm, which leads to a
crossover temperature Tx ∼ 1 K. Experimentally, the
different cooling regimes can be accessed by varying the
electron temperature and the heating power (e.g. Joule
heating) applied to the electronic system.
Having introduced a thermal model describing a
graphene channel driven out-of-equilibrium, we now pro-
ceed to the methods and our results that show clear evi-
dence for all these regimes introduced above.
III. METHODS
A. Sample fabrication
A false colour micrograph of a typical device is shown
in Fig. 2 (a) with a cross section in (b). It consists of
a graphene channel of length L and width W , which is
connected to two normal contacts N1 and N2 that act as
ideal reservoirs: all incoming quasiparticles are absorbed
and the emitted quasiparticles obey a Fermi-Dirac distri-
bution of the respective reservoir. In the middle of the
graphene channel, a superconducting electrode S is tun-
nel coupled to the graphene. We employ chemical vapour
deposited (CVD) single or two layer hBN films as tunnel
barriers, covering the full sample.
Here, we used CVD graphene grown in-house follow-
ing the recipe described in Ref.28. After the trans-
fer from the growth substrate to a Si/SiO2 wafer, the
graphene was structured by e-beam lithography and re-
active ion etching into the desired shape. The CVD
hBN layer was transferred after a thermal annealing in
forming gas. Commercial hBN obtained from Graphene
Supermarket29 was used for devices A and D, whereas
hBN from the Hofmann group30 was used for device B
and C. In the case of devices A and D a two layer CVD
hBN was used (sequential transfer of two single layer
hBN). Single layer hBN was used for devices B and C.
An overview of all devices can be found in Tab. I. In a
next step, the normal contacts were fabricated. Quasi
1-dimensional Cr/Au (10 nm/50 nm) side contacts were
achieved by a short plasma etching before the metal de-
position. The CHF3 based plasma removed the hBN, as
4well as partially the graphene. It turned out that these
quasi 1-dimensional side contacts are less reproducible
than the 1-dimensional contacts to ”bulk” hBN/Gr/hBN
vdW-heterostructures. A significant increase in the num-
ber of working contacts was achieved by redeveloping
the PMMA mask after the CHF3 plasma. We attribute
this to the fact that the overlap of the metal with the
graphene channel is increased in this case. In a last step,
the superconducting electrode was deposited. Here, we
used an optimized three layer structure consisting of 5 nm
Pd as wetting layer, 110 nm of Pb and 20 nm of In as a
capping layer31. The Pd sticking layer was used to avoid
oxidation at the hBN/Pb interface32 and the In capping
layer was used to prevent oxidation from the top. Pb was
chosen since its large superconducting gap allows ther-
mometry up to several kelvins.
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FIG. 2. Device and working principle of superconduct-
ing tunnel spectroscopy: (a) shows a false colour scanning
electron micrograph of a typical sample. The superconducting
Pd/Pb/In electrode is labelled by S and the normal Cr/Au
contacts are labelled with N1 and N2, respectively. The scale
bar is 1 µm. (b) shows a cross section of a typical device with
the measurement setup indicated. (c) and (d) show the work-
ing principle of superconducting tunnel spectroscopy with the
energy diagrams in (c) and the resulting differential conduc-
tance in (d). Current can only flow if the bias VSD across
the tunnel junction is larger than ∆/e case (1), otherwise it
is suppressed due to the gapped DoS, case (2).
All measurements shown in here were carried out in a
dilution fridge at low temperatures of ∼50 mK. The elec-
trical measurement scheme is shown in Fig. 2(b). For the
measurement of the differential conductance a standard
low-frequency lock-in technique was used. The source-
drain voltage consists of a DC and an AC part, which are
VSD and VAC respectively. Both voltages were applied by
shifting the ground potential of the I-V converter hooked
up to the S contact, whereas the heating voltage was di-
rectly applied on contact N1, while N2 was grounded.
Very low AC excitation voltages on the order of kBT/e
have been used in order to maximize the energy resolu-
tion. The carrier density was tuned by applying VBG on
TABLE I. Overview of all devices: L and W are specified
in Fig. 2, AT denotes the area of the tunnel contact and RTAT
specifies the tunnel resistance area product of the tunnel con-
tact. Here we differentiate between commercially available
CVD hBN (comm.) obtained from Graphene Supermarket29
and self-grown CVD hBN (collab.)30.
L (µm) W (µm) RTAT (Ωµm2) AT (µm2) hBN source
A 3.4 2 90× 103 0.7 2-layer,
comm.
B 1.3 4 470× 103 1.4 1-layer,
collab.
C 100 6 ≤40× 103 2.1 1-layer,
collab.
D 2.5 1 1.8× 106 0.35 2-layer,
comm.
the doped Si-substrate.
B. Working principle of superconducting tunnel
spectroscopy
To obtain the distribution function and the effective
temperature during non-equilibrium conditions we have
measured the tunnelling conductance from the supercon-
ducting electrode, while the channel was driven out-of
equilibrium via a large bias. Here we summarize shortly
how the distribution function and the effective tempera-
ture was obtained. Further details can be found in the
Appendix C.
The differential conductance of a superconductor
(S)/insulator (I)/graphene (gr) junction is given by10,21:
dI(V )
dV
=
1
RT
∫ +∞
−∞
dE · ngr(E)
· dns(E − eV )
dE
· (fS(E − eV )− fgr(E)) ,
(9)
where RT is the tunnel junction resistance, ns(E) is the
superconducting density of states (DoS) with an energy
gap of ∆, ngr(E) is the DoS of graphene and fs(E),
fgr(E) are the energy distribution functions in the super-
conductor and in the graphene, respectively10. An energy
diagram of the tunnelling process is shown in Fig. 2 (c)
next to the differential conductance, see Fig. 2 (d).
The energy distribution function in graphene fgr(E)
can be obtained by a deconvolution of the measured
dI/dV using Eq. 9. In order to do so, ngr, ns and fs
need to be known. The density of states of the graphene
ngr(E) can be assumed constant for small biases on the
meV–scale for the large dopings we will use. If kBT  ∆,
then the energy distribution function in the superconduc-
tor is well described by the Heavyside function Θ(E−eV )
instead of a Fermi-Dirac distribution F (E − eV ). In ad-
dition, if the energy distribution function in graphene is
a Heavyside function (i.e. a very cold Fermi gas), then
the dI/dV is directly proportional to the DoS (ns) of
5the superconductor. Therefore, the dI/dV measured at
the lowest temperature with zero heating bias U directly
resembles ns that can be used for the numerical decon-
volution.
Fig. 3 (a) shows the differential conductance measured
from the superconductor to the graphene with N1 and
N2 grounded (0 V) as a function of the spectroscopy bias
VSD and back gate voltage VBG. A clear superconducting
gap is observed. Since there are some resonances tuned
by both VBG and VSD, an averaging over 5 V in VBG is
performed that is shown on the right. These resonances
most probably originate from universal conductance fluc-
tuations (UCFs). As stated above, this measurement re-
sembles the DoS of the superconductor. A zoom in of
the same measurement is shown in Fig. 3 (c). It is ob-
vious that this DoS cannot be described by a standard
BCS or a Dynes DoS33,34 as expected for a superconduc-
tor. The deviation might be due to the averaging that
is needed to get rid of the fluctuations present in (a).
This averaging then leads to a much broader peak at the
gap edge than predicted by a BCS or a Dynes density
of states33,34. We, therefore, use the lowest temperature
and zero heating bias U measurement as the DoS of the
superconductor.
The presence of a finite heating bias U across
the graphene channel (applied between N1 and N2,
see Fig. 2 (b)) drives the electronic system out-of-
equilibrium. Fig. 3 (b) shows the tunneling differential
conductance at several values of heating bias U . Two
main changes can be observed: First, the superconduct-
ing gap smears out and second, the position of the su-
perconducting gap shifts in VSD. The smearing can be
explained by a higher electron temperature and the shift
in bias is just due to the linear voltage drop of U along
the graphene channel that shifts the electrochemical po-
tential below the superconductor by eU/2.
Fig. 3 (c) shows the DoS of the superconductor and the
tunneling differential conductance at U = 1.4 mV. In a
numerical deconvolution, the energy distribution func-
tion of the graphene at finite heating bias U can be
extracted. To do so, a reasonable guess of the energy
distribution function is assumed and according to Eq. 9
the resulting tunneling differential conductance is calcu-
lated. The calculated differential conductance is then
compared to the measurement and based on the differ-
ences, the guess of the energy distribution function is
adjusted. This procedure is repeated until it matches
the measured dI/dV , see Fig. 3 (c). Details about this
numerical deconvolution can be found in appendix C.
The corresponding energy distribution functions to the
differential conductance measurements in Fig. 3 (b) are
shown in Fig. 3 (d). In this case (device B) the energy dis-
tribution functions resemble a Fermi-Dirac distribution,
which is parametrized by the electron temperature Te
and the electrochemical potential µ. These two parame-
ters were extracted by fitting a Fermi-Dirac distribution
function to the numerically extracted energy distribution
functions.
We have verified the method by measuring the tun-
neling differential conductance at different bath temper-
atures. The extracted distribution functions were fitted
with a Fermi-Dirac function and the extracted temper-
atures were compared with the bath temperature. We
obtained reasonable agreement at higher temperatures,
whereas below 100 mK the extraction was limited by the
fact that the used DoS was measured at a similar tem-
perature. Therefore, the DoS already contains a small
temperature broadening. This broadening becomes rele-
vant at such low temperatures but can be fully neglected
a higher temperatures. Since the electronic temperatures
investigated will be larger than 100 mK this will not limit
our resolution. These measurements and a detailed dis-
cussion are given in Appendix B.
IV. RESULTS
A. Hot electron regime
Fig. 4 (a) shows the tunnelling differential conductance
for several values of heating bias U for device A. An in-
creased U leads to a smearing of the sharp supercon-
ducting gap and the middle of the gap is shifted by U/2
since the tunnel probe is located in the middle of the
sample. The extracted electron temperature is shown in
Fig. 4 (b) as function of heating bias U for several val-
ues of back gate voltage VBG. It can be seen that Te
depends linearly on U , as expected for the hot-electron
regime (for T  T0). The inset in (b) shows the gate
dependence of the graphene conductance measured from
N1 to N2. While the graphene resistance is tuned by
roughly a factor of two (by changing the charge carrier
density by ∼7× 1012 cm−2), the resulting electron tem-
perature is independent of the graphene resistance and
charge carrier concentration.
Using Eq. 4 the electron temperature profile can be
calculated analytically and the expected Te at the loca-
tion of the superconducting probe electrode is shown as
solid black line in Fig. 4 (b). We note here, that this
line is not a fit, and does not contain any free parame-
ters. However all extracted values for Te fall below the
expected value. We will come back to the discussion of
this deviation below.
Similar results have been obtained for device B, which
are shown in Fig. 4 (c). The extracted electron tem-
peratures of device B are also independent of the gate
voltage. Here, the graphene resistance changes by a fac-
tor of three while changing the charge carrier density by
∼7× 1012 cm−2. This again confirms the negligible role
of electrical contact resistance. Here, the dependence of
the temperature on heating bias U can be divided into
two qualitatively different regimes. For U ≤ 1 mV, a lin-
ear dependence similar to device A is observed. Again,
the extracted values for Te are smaller than calculated by
Eq. 4 (solid black line). For U > 1 mV, the extracted elec-
tron temperature is much lower than expected and be-
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FIG. 3. Extraction of the distribution function: (a) shows the differential conductance measured through the supercon-
ducting electrode to the graphene as a function of gate voltage VBG and bias across the hBN tunnel barrier VSD. A pronounced
superconducting gap of the Pd/Pb/In electrode is clearly observed. In addition some resonances tuned by VBG and VSD are
visible outside of the gap, which are attributed to UCFs. In order to remove those resonances, an averaging over 5 V in VBG is
performed and the average is shown on the right. All subsequent differential conductance traces are averaged over 5 V around
the indicated gate voltage. (b) shows the differential conductance for different values of U applied across the graphene flake
to drive it out-of-equilibrium. A clear broadening of the gap due to heating is observed, while the position of the gap shifts
by roughly U/2. (c) By using the lowest T and U = 0 V measurement as the density of states (DoS) of the superconductor,
the differential conductance at U 6= 0 V can be used to numerically deconvolve the energy distribution function. (d) shows
the numerically extracted energy distribution functions from the three traces shown in (b). They all resemble a Fermi-Dirac
distribution and therefore the electron temperature and the electrochemical potential can be extracted.
comes sublinear. This change in dependence could be ex-
plained by the onset of electron-phonon cooling which re-
duces the electron temperature below the expected value.
Now we discuss the possible reasons for the reduced
temperature compared to the expectations based on the
hot electron regime.
If a large contact resistance would be present, a sub-
stantial part of the heating bias would drop on that and
a bias smaller than U would drive the graphene out-of-
equilibrium. The ratio of the voltage dropping on the
graphene and on the contact resistance would depend
on the gate voltage as the graphene resistance is gate-
tunable. Therefore, different temperatures for the same
U would be expected for different gate voltages. How-
ever, the measurements show that neither the electrical
contact nor the charge carrier density plays a significant
role and we therefore rule out a significant contact resis-
tance.
Second, a finite contact resistance between the
graphene and the normal metal reservoirs could lead to
a thermal contact resistance as well. The presence of a
thermal contact resistance would lead to a larger electron
temperatures in the graphene as the cooling would be less
efficient. Similar arguments hold for reservoirs that are
at an elevated temperature. Both effects would lead to
higher electron temperatures and are therefore ruled out.
In principle cooling through the superconducting elec-
trode could also occur. However, first, the contact re-
sistance is on the order of 100 kΩ, which is roughly 100
times larger than the total device resistance. Therefore,
only a correction on the order of 1 % can be expected.
Second, the reduced density of states in the supercon-
ductor at the Fermi energy efficiently suppresses cooling
through electron out diffusion16,19.
In the hot electron regime, Te(x) is described by a pseu-
doparabolic profile. Obviously a superconducting elec-
trode with finite width will not only probe the highest
temperature in the middle, but will also probe lower tem-
peratures off-centre. In order to estimate this, the width
of the superconducting electrode (≤400 nm) has to be
compared to the device length (3.4 µm for device A and
1.3 µm for device B). Even though the width of the su-
perconducting electrode is a considerable fraction of the
device length for device B, its influence is estimated to
be smaller than 1.6 %, therefore, this effect is too small
to explain the deviation from the expected electron tem-
perature.
Obviously, cooling through phonons lowers the electron
temperature. In order to account for that the heat diffu-
sion equation 3 was solved numerically using the electron-
phonon coupling extracted for large samples (see next
section). The resulting curves are shown by the two solid
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FIG. 4. (a)-(b) Device A in the hot electron regime:
(a) shows the differential conductance measured through the
superconducting electrode to the graphene for different val-
ues of heating bias U at a gate voltage of −7.5 V. (b) shows
the extracted electron temperature from fitting a Fermi-Dirac
distribution to the numerically extracted distribution func-
tion. The electron temperature increases nearly linear with
applied bias as expected for a dominating cooling mechanism
due to electron out-diffusion. The cooling mechanism is in-
dependent of gate voltage. The inset shows the two-terminal
conductance through the graphene from N1 to N2 as a func-
tion of gate voltage VBG. (c) Device B in the hot electron
regime: The extracted electron temperature for two different
gate voltages is shown. The extracted temperature deviates
significantly from a linear dependence at higher bias, which is
attributed to an additional cooling by phonons on top of the
increased Lorenz number. The inset shows the two-terminal
conductance through the graphene from N1 to N2 as a func-
tion of gate voltage VBG
purple lines in Fig. 4. The two lines originate from the
largest and smallest device resistance as this influences
the total cooling power through the phonons. The influ-
ence for U ≤ 1 mV is marginal and cannot account for
the observed deviation. In contrast the correction is sig-
nificant for U > 1 mV for device B and can be as large
as 0.8 K for a device resistance of 5.2 kΩ at U = 2 mV.
However, the total cooling power through the phonons
depends on the device resistance, which is another argu-
ment to rule out the phonon cooling as the main origin
of the reduced Te (at small biases) in the first place.
As a last explanation for the reduced Te at low
bias voltages, we propose an increased Lorenz num-
ber, which increases the cooling through electron out-
diffusion. Even though the Lorenz number L0 = pi
2k2B
3e2 is
supposed to be a universal constant, different values have
been reported for different materials35 so far. In order to
explain our results, the Lorenz number needs to be in-
creased by 24 % to 48 %. This is shown by the solid blue
lines in Fig. 4 (b) and (c). For device A we can repro-
duce the measured electron temperatures by increasing
L0 by 24 %, whereas for device B and increase by 48 % is
needed.
Previous reports on single layer graphene have also
reported an increased Lorenz number between 1.26L0
and 1.34L016. It is theoretically predicted that electron-
electron interactions might modify the Lorenz number in
graphene4,35,36. It was shown theoretically that in the
limit EF  kBT the system becomes quantum critical
and interactions between massless electrons and mass-
less holes increase the Lorenz number4,36. However, our
samples are clearly not in this regime as kBT  EF for
all temperatures and densities achieved in these experi-
ments. For impurity limited samples, as ours, a modifi-
cation of the Lorenz number is also expected, but only
if screening is weak4, which means that the electron-
electron interactions are not fully screened.
B. Phonon cooling
Sample C has a large area with a length of 100µm,
which promotes phonon cooling over electron out-
diffusion. Therefore it is suitable to study the cooling
through electron phonon coupling, as the cooling by elec-
tron out-diffusion is greatly reduced and a flat tempera-
ture profile results, see Fig. 1(c).
The differential conductance traces for device C are
shown in Fig. 5 (a) for different values of heating bias U .
All measurements were performed at a high doping of
−5.6× 1012 cm−2. The Joule heating power is shown as
a function of the extracted Te in Fig. 5 (b). As seen from
Eq. 2 the cooling power through the acoustic phonons is
described as P = AΣep(T
δ
e − T δ0 ), with the total area A,
the electron-phonon coupling Σep, the electron temper-
ature Te and the phonon temperature T0. In the dirty
limit a power law of 3 is expected, whereas it is 4 at
higher temperatures in the clean limit.
Since both axes in Fig. 5 (b) are in the log scale, all
data points should fall on a line if a single exponent would
describe the data over the full temperature range. This
is clearly not the case. We also note, that the finite base
temperature does not affect this. Whereas the lower tem-
perature points (T <1 K) can be fitted with an exponent
δ = 3 (dirty limit), the points above 2 K are rather de-
scribed with an exponent δ = 4 (clean limit). This is
expected as the dirty limit is more relevant at lower tem-
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FIG. 5. Device C in the phonon cooled regime:
(a) shows the normalized differential conductance measured
through the superconducting electrode to the graphene for
different values of heating bias U . The inset shows the two-
terminal conductance through the graphene from N1 to N2
as a function of density. (b) shows a log-log plot of the calcu-
lated Joule heating power versus the extracted electron tem-
perature from fitting a Fermi-Dirac distribution to the nu-
merically extracted energy distribution function. Linear fits
with exponent 3 and 4 to the low and high temperature part,
respectively, are shown with solid black lines. The dashed
lines are guide to the eye showing the transition between the
dirty and clean limit around 2 K.
peratures, which was shown in previous measurements
on single layer graphene19.
We have used equation 6 for the high temperature
range and and equation 7 for the low temperature range
to simultaneously fit the deformation potential D. In do-
ing so, we extract D = 13.3 eV. The fits are shown in
solid black lines within the fitting range. The extrapo-
lation of the two regimes allows us to extract the cross-
over temperature at which the electron-phonon cooling
changes from the dirty to the clean limit. This results
in a cross-over temperature on the order of 2 K. A crude
estimation of the crossover from the dirty to the clean
limit by Eq. 8 yields a crossover temperature of around
1 K using a mean free path of ∼30 nm extracted from the
gate dependence of the graphene resistance. This value
agrees well with the measurement.
Similar values for the deformation potential were ob-
tained for a density of −3.4× 1012 cm−2.
Our extracted value for the deformation potential is
within the wide range of literature values that range from
2 eV to 70 eV6,16,18,25,37. It agrees well with the most re-
ported values around 15 eV, which are in agreement with
theoretical predictions ranging from 5 eV to 13 eV38–40.
C. Hint of double step function
The tunnelling differential conductance of Device D is
shown in Fig. 6 (a). This device developed a shoulder in
the conductance peaks at the superconducting gap edges
at moderate biasing U ∼ 0.5 mV. This shoulder is a first
indication of a double step energy distribution function
as described in section I for non-interacting quasiparti-
cles. The corresponding numerically extracted distribu-
tion functions are shown in Fig. 6 (b), and the calculated
differential conductance based on these distribution func-
tions reproduce the measured differential conductance
very well (thin solid black lines), see Fig. 6 (a). Hints
of a plateau are visible at 0.5 in the energy distribution
functions. However, at larger biases, the energy distribu-
tion functions start to smear out due to self heating of
the electrons.
There are three limitations present in this data set.
First, the differential conductance was only measured
within a bias window of ±3 mV, that complicates the
numerical extraction. Ideally, the differential conduc-
tance is measured over a bias range that is much larger
than the superconducting gap. Far away from the super-
conducting gap the differential conductance approaches
a constant value that is the normal state conductance.
If the differential conductance approaches a constant, it
can be numerically extended to any bias value that is
optimal for the numerical deconvolution. However, this
is not the case here and therefore the deconvolution was
performed on a limited bias range. In addition, the mea-
sured differential conductance contains some wiggles due
to UCF, that were not fully average out (not enough av-
eraging over back gate voltage). The presence of this
relatively sharp features that even change with applied
bias are a further complication for an accurate extraction
of the energy distribution function. A last complication
is the additional resonance feature observed within the
gap at ∼0.5 meV. The exact origin of this is unknown
but it might originate from the proximity induced su-
perconducting gap in the Pd layer that was used as a
sticking layer. This is a further feature that introduces
some complications in the numerical deconvolution and
even worse, it might change with bias as well. It was
observed that it disappears with increasing temperature
and that it is fully absent at 1 K (not shown). Never-
theless, a hint of an additional plateau at 0.5 is observed
that is characteristic of non-interacting quasiparticles.
V. CONCLUSION
In conclusion, superconducting tunnel spectroscopy
was successfully used to locally extract the energy dis-
tribution function in graphene driven out-of-equilibrium.
In the cases where the extracted energy distribution func-
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FIG. 6. Hint of a double step function in Device D:
(a) shows the differential conductance measured through the
superconducting electrode to the graphene for different values
of U . Clear shoulders develop for 0.5 mV and 0.7 mV, marked
by arrow. The numerically extracted distribution functions
are shown in (b). A hint of a double step with a plateau
around 0.5 is visible.
tion resembled a simple Fermi-Dirac distribution the lo-
cal electron temperature was extracted. The depen-
dence of the electron temperature on heating bias or
Joule heating power, respectively, revealed a hot elec-
tron regime and a phonon cooled regime. The former
regime is dominated by electron out-diffusion that is well
described by the Wiedemann-Franz law, however with a
modified Lorenz number. The increased Lorenz num-
ber most probably originates from not fully screened
electron-electron interactions. The latter regime is dom-
inated by phonon cooling. In this case, the electron-
phonon coupling in the graphene is the bottleneck in
cooling hot electrons and we can therefore extract its
strength parametrized by the deformation potential D.
We have also investigated another sample, sample D,
for which we observe signatures of a double-step distribu-
tion function originating from non-interacting quasiparti-
cles in the graphene. We believe that a clear double-step
distribution function could be observed in samples made
from exfoliated graphene encapsulated in exfoliated hBN
crystals.
The method presented here can also be used to ob-
tain the density of states if the channel material is
kept at equilibrium with a well known distribution func-
tion. This has been proven especially powerful for the
study of Andreev bound states in carbon nanotubes41 or
graphene42. Therefore, this method could be useful to
study band modifications (e.g. graphene minibands or
proximity spin-orbit coupling in graphene/TMDC sys-
tems) by local measurements of the density of states.
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Appendix A: Discussion on the sample geometry
and finite width of the channel
Compared to previous studies with Cu nanowires22 or
CNT23, we use 2-dimensional graphene as the channel
material. We would like to note that the 2D-nature of
the device does not influence the predicted temperature
profiles derived for a 1D case in the beginning of the
manuscript. It is important to note that the sample is
translational invariant along the width since the contacts
and the channel are assumed to be homogeneous in the
direction perpendicular to the transport.
Appendix B: Temperature dependence of the
tunneling curves for elevated bath temperatures
In order to test the ability of the method presented
above to extract the electron temperature, the tunnelling
differential conductances was measured at different bath
temperatures, which is shown in Fig. 7 (a). An increased
bath temperature results in a smearing of the feature
in the differential conductance resulting from the su-
perconducting gap. The electron temperature extracted
from fitting a Fermi-Dirac distribution to the numeri-
cally extracted distribution function is shown in Fig. 7 (b)
against the bath temperature measured on the cold finger
of the dilution fridge.
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FIG. 7. Temperature dependence of device A: (a) shows
the differential conductance measured through the supercon-
ducting electrode to the graphene for different fridge tem-
peratures with U = 0 V. (b) The electron temperature Te
extracted from fitting a Fermi-Dirac distribution to the nu-
merically extracted distribution function is shown as a func-
tion of the fridge temperature TCF . The black line is guide
to the eye with slope one, whereas the blue dashed line is a
linear guide to the eye through the data points.
A clear linear relation between the bath temperature
and the electron temperature is obtained. The electron
temperature starts to saturate at low bath temperature
and does not decrease further. The negligible change in
the tunnel conductance between 23 mK and 98 mK indi-
cates a lower bound of ∼100 mK for the electron temper-
ature. It is well known that the electron temperature de-
couples from the bath temperature if the electrical leads
in the fridge are not well thermalized and filtered against
high frequency electromagnetic radiation. Even though
our set-ups are equipped with RF filters at room temper-
ature and low temperature, a deviation of the electron
temperature can still occur.
In addition to the above mentioned deviation at low
bath temperature, we face another limitation at low elec-
tron temperature. The differential conductance measure-
ment at the base temperature that is used as the DoS of
the superconductor contains a finite broadening due to
the non-zero electron temperature of this measurement.
Therefore, the extracted temperatures close to the base
temperature will be underestimated. This effect is neg-
ligible at larger temperatures (≥1 K) and will therefore
not affect the measurements presented in the main part.
Even though there is a linear relation between Te and
TCF , the electron temperature Te is always a bit above
TCF . This could have the following origin. The sample
and the thermometer at the cold finger are not exactly
at the same position. Furthermore, the thermal coupling
of the sample to the cold finger is usually not as good
as the one of the thermometer. These two set-up related
issues would both lead to Te ≥ TCF .
Appendix C: Deconvolution process
This section describes the numerical procedure that
was used to extract the energy distribution function from
the measured differential conductance in more detail.
The tunnelling current through a superconductor - in-
sulator - graphene (S/I/Gr) can be written as follows:
I(V ) ∝
∫ +∞
−∞
dEns(E−eV )ngr(E) [fgr(E)− fs(E − eV )] .
(C1)
The two density of states (ns, ngr) and the two energy
distribution functions (fs , fgr) determine the current.
For small bias values eV on the meV-scale, the energy
dependence of the graphene density of states can be ne-
glected and assumed to be constant. Therefore, Eq. C1
can be rewritten
I(V ) ∝
∫ +∞
−∞
dEns(E − eV ) · fgr(E)−∫ +∞
−∞
dEns(E − eV ) · fs(E − eV ),
(C2)
where the first integral describes the convolution of the
energy distribution function of the graphene fgr(E) with
the superconducting density of states ns(E−eV ) and the
second integral describes an offset current. The offset
current is independent of the bias V and therefore the
differential conductance can be written in the following
final form:
dI(V )
dV
∝
∫ +∞
−∞
dE
dns(E − eV )
dE
· fgr(E). (C3)
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According to Eq. C3, if dns(E−eV )dE is known, then one can
use the measured dI(V )dV to extract the energy distribution
function in graphene fgr(E) by a deconvolution. There
are several ways to perform such a deconvolution: 1)
direct deconvolution using built-in algorithms in Matlab,
Python etc., 2) Fourier transformation and a simple divi-
sion, or 3) gradient method, where the distribution func-
tion is calculated in many iterations such that the cal-
culated differential conductance fits the measured data.
The first and the second method have the drawback of
numerical limitations (basically the differential conduc-
tance would need to be measured over the whole energy
range (-∞ to +∞) with very high accuracy. Since this is
not possible, we chose to use the third method: the gra-
dient method, as previously used in similar experiments
on copper wires22.
The idea behind the gradient method is to start with a
reasonable guess of the distribution function and then
to calculate the differential conductance based on the
guessed distribution function and the known density of
states of the superconductor. In our analysis the start-
ing distribution function was a Fermi-Dirac distribution
with a guessed electron temperature. The calculated dif-
ferential conductance is then compared to the measured
data and the χ2 is calculated as defined here:
χ2 =
∑
V
(
dI
dV
∣∣∣∣exp − dIdV
∣∣∣∣calc
)2
. (C4)
Now a new distribution function is calculated point
by point by adding a small change which is related to
the difference of the guessed and measured differential
conductance in the following way:
fi+1(Ek) = fi(Ek) + λ · dχ
2
i
dfi(E)
∣∣∣∣
E=Ek
. (C5)
Here, λ is a small number (1) and dχ2idfi(E) is the gradient
of χ2i with respect to the distribution function evaluated
at energy Ek (occupation factor at energy Ek) at itera-
tion step i. This assures that the distribution function is
changed such that the difference between the measured
and guessed differential conductance is minimized in the
fastest way. Explicitly written, equation C5 reads:
fi+1(Ek) = fi(Ek)+
λ
∑
V
[
dns(E − eV )
dE
(
dI(V )
dV
∣∣∣∣exp − dI(V )dV
]calc
i
)]
E=Ek
.
(C6)
The distribution function is updated at every energy Ek
with a small change which is a sum over the whole voltage
range of the derivative of the density of states multiplied
with the deviation of the guessed distribution function
from the measured distribution function. In this way,
the ”non-local” effect of of the convolution in equation
C3 is reproduced.
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