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Diplomska naloga je namenjena razumevanju nadgradnje fizičnega prostora s 
tehnologijo mešane resničnosti. Uvodni del obsega razlago različnih načinov prikaza 
virtualnih elementov v resničnem prostoru, primere praktične uporabe mešane 
resničnosti in pregled platform, ki podpirajo razvoj takšnih izkušenj. V osrednjem delu 
je predstavljena aplikacija z uporabo mešane resničnosti, ki sem jo razvil za 
Microsoftovo napravo Hololens. Ta del vsebuje razlago dobrih praks pri razvoju za to 
napravo, delovanje ključnih komponent in prikaz arhitekture ter delovanja izdelka. 
Tehnologija mešane resničnosti doda virtualne elemente v fizični prostor. Te je 
možno prikazati posredno na ekranu pametne naprave ali neposredno v uporabnikov 
pogled s pametnimi očali. Slednja omogoča višji nivo uporabnosti, ker predstavlja bolj 
naravno izkušnjo, hkrati pa sprosti uporabnikov roke za druga opravila. Z mešano 
resničnostjo lahko izboljšamo številne rešitve, ki se navezujejo na resnično okolje. Te 
vključujejo navigacijo, predstavitve kompleksnih sistemov, simulacije, vizualizacije 
relevantnih podatkov in številne druge. 
 Pri razvoju aplikacij za Hololens je potrebno upoštevati specifike strojne 
opreme, kot sta omejeno vidno polje in seštevalni način prikazovanja slike na lečah. 
Aplikacijo poganjajo komponente, ki opravljajo ključne procese mešane resničnosti, 
kot sta mapiranje in sidranje. Aplikacija, ki sem jo razvil za napravo Hololens, 
prikazuje kontekstne podatke na virtualnih informacijskih tablah v prostoru ter na 
določenih lokacijah predvaja ambientalni zvok. S tem popestri izkušnjo obiskovalcev. 
Trenutno je uporabnost aplikacije omejena zaradi ozkega vidnega polja in občasnih 
težav pri mapiranju. Omenjene težave bodo odpravile prihodne različice naprave. 
 





This thesis is dedicated to understanding the augmentation of our ambient, using 
mixed reality technology. The introductory sections cover different methods of 
displaying virtual objects onto physical surroundings, examples of real world use cases 
and development platforms. The core part of the thesis covers the mixed reality 
application I developed for the Microsoft Hololens. It includes best practices for 
developing, explanations of the key components and architecture along with a 
presentation of the application in use. 
Mixed reality adds virtual elements to the real world. These can be rendered 
indirectly on a screen of a smart device or shown directly to the user via a mixed reality 
headset. The latter offers a much higher degree of usability, as it is considerably more 
intuitive and leaves the user’s hand free for other tasks. The technology improves 
various solutions tied to the real world, such as navigation, visualization of complex 
systems, simulations and displaying relevant data. 
 When developing applications for the Hololens headset, it is necessary to 
account for the device’s limitations. These include its narrow field of view and the 
additive nature of display lenses. The applications are driven by components that 
handle mixed reality tasks, such as mapping and anchoring. I developed an application, 
which displays contextual information on virtual info-boards that are placed in various 
indoor locations. The application also plays ambient sounds at specific physical 
locations. These features enhance the guest’s experience in applicable facilities. 
Currently the application’s usability is limited, due to the occasional mapping issues 
and a rather narrow FOV. These issues will be addressed in future hardware iterations. 
 





Od samega začetka 21. stoletja je naše vsakdanje življenje vse bolj tesno 
povezano z digitalnim svetom. Danes je ta povezava povsem običajna. To smo dosegli 
s postopnim razvojem in vsakodnevno uporabo sodobne tehnologije. 
Pametni telefoni so prenesli uporabo telekomunikacijskih in multimedijskih 
rešitev iz pisalne mize v naše žepe. Napredna komunikacijska omrežja so to 
funkcionalnost še dodatno razširila s hitro in zanesljivo širokopasovno povezavo do 
interneta. Omogočajo nam, da smo nenehno povezani in imamo dostop do ogromnih 
količin informacij. To nam močno pospeši in izboljša številna vsakdanja opravila. 
Nemudoma smo obveščeni o vseh nam relevantnih novicah. Ko potujemo, nas geo-
lokacijske storitve vodijo po najhitrejši poti do našega cilja. Prav tako nas na podlagi 
trenutnih podatkov vodijo, da se izognemo gneči v prometu. Pomagajo nam poiskati 
zanimive lokacije v okolici ter nam podajo podatke o odpiralnih časih, ocenah gostov 
in številnih drugih informacijah. 
Veliko storitev, ki jih danes uporabljamo je vezanih na specifične fizične 
lokacije ali konkretne elemente v prostoru. Kljub temu, informacije o njih prejmemo 
in beremo na zaslonih pametnih naprav. Tehnologiji obogatene in mešane resničnosti 
rešujeta problem kontekstnega prikazovanja informacij. Naprava zazna lokacijo 
uporabnika ter prikaže relevantne informacije v kontekstu okolja v katerem se trenutno 
nahaja. Na takšen način uporabniku dodatno olajša prejemanje, razumevanje ter 
uporabo informacij in jih predstavi na bolj naraven način. Ta napredek v tehnologiji 





1.1 Cilji diplomske naloge 
Prvi cilj diplomske naloge je bil raziskati tehnologije obogatene in mešane 
resničnosti (angl. Mixed Reality, MR), pregledati njihove prednosti in pomanjkljivosti 
ter predstaviti njihovo uporabnost. Eno izmed njenih poglavitnih praktičnih uporab 
sem prikazal z MR aplikacijo, ki sem jo razvil za napravo Microsoft Hololens.  
Glavni cilj naloge je bil načrtovati MR aplikacijo in skozi njen razvoj predstaviti 
izzive, ki se pojavijo pri oblikovanju izkušnje na popolnoma novem mediju. Način 
prikazovanja in interakcije z elementi se v MR okolju močno razlikuje od izvedbe na 
tradicionalnih platformah. Mešana resničnost je relativno nova tehnologija, zato je v 
veliko primerih potrebno zasnovati svoj sistem uporabniške izkušnje.  
V jedru diplomske naloge bom najprej predstavil osnovne koncepte obogatene 
in mešane resničnosti ter razložil ključne razlike med njimi. Pregledal bom trenutne 
obstoječe tehnologije, ki omogočajo razvoj takšnih izkušenj ter razložil kaj posamezne 
platforme omogočajo. Prav tako bom predstavil potencialno uporabo tehnologije v 
prihodnosti. Sledilo bo poglavje, kjer bom opisal tehnologije, ki sem jih uporabil pri 
izdelavi MR aplikacije. Na tem mestu bom predstavil Microsoftovo napravo za 
prikazovanje MR izkušenj, okolje za razvoj na platformi in knjižnico, ki olajša delo z 
strojno opremo na napravi. Naslednji del diplomske naloge bom posvetil opisu razvoja 
aplikacije za Hololens. Za začetek bom predstavil unikatne izzive in dobre prakse pri 
oblikovanju MR izkušenj. Nato bom določil funkcijske specifikacije aplikacije in 
razčlenil njene sestavne elemente. V zadnjem delu tega poglavja bom razložil 
arhitekturo celotnega programa, ki določa kako se povezujejo posamezni sestavni 
elementi. V naslednje poglavju bom prikazal delovanje aplikacije v praksi ter 
pomanjkljivosti, ki jih povzroča trenutna strojna oprema. Predstavil bom tudi 
potencialne izboljšave delovanja, ki jih bodo omogočili novejši modeli naprave. Za 
konec bom povzel celotno izkušnjo in navedel nekaj uporabnih nadgradenj, ki bi 
aplikacije dodale nove funkcije in razširitve. 
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1.2 Namen praktičnega izdelka 
V okviru diplomske naloge sem razvil MR aplikacijo za Hololens, ki nam 
omogoča, da v resnični prostor postavimo virtualne elemente oz. holograme. Ti 
uporabnike dodatno informirajo, jim pomagajo pri orientaciji ter prostoru nadgradijo 
estetiko in vzdušje. 
Ena izmed glavnih funkcij aplikacije je uporabniku predstaviti relevantne 
okoliške podatke o prostoru, kjer se nahaja. Administrator na želenih lokacijah postavi 
virtualne informacijske table s podatki o njih. Na posamezni tabli je navedeno ime 
prostora, njegov opis, kapaciteta in okoliški podatki o temperaturi, vlažnosti ter 
kvaliteti zraka. Ti se periodično ažurirajo ter posodabljajo, da odražajo resnično stanje 
v prostoru. Takšne informacijske table uporabnika dodatno informirajo in zlasti novim 
obiskovalcem olajšajo navigacijo in razumevanje namena posameznih prostorov.  
Aplikacija nam omogoča, da v prostor dodamo tudi tridimenzionalne grafične 
elemente oz. holograme. Z njimi lahko uporabnika usmerjamo po poslopju ali mu 
simbolično predstavimo namen posameznih lokacij. Hologrami so lahko tudi zgolj 
dekorativni in namenjeni za nadgradnjo estetike. Poleg vizualnih razširitev, aplikacija 
nudi tudi funkcijo za zvočno nadgradnjo. Želenim lokacijam lahko pripišemo 
ambientalni zvok ali glasbo. Ko se jim uporabnik približa, se ta v ozadju postopoma 
začne predvajati in s tem določi vzdušje prostora. 
S takšnim naborom funkcij lahko različne ustanove virtualno nadgradijo svoja 
poslopja in s tem gostom olajšajo orientacijo, jih dodatno informirajo in hkrati 
popestrijo njihov obisk.
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2 Nadgrajevanje resničnosti 
 Nadgrajevanje resničnosti je proces, pri katerem s pomočjo sodobne 
tehnologije dodamo virtualne grafične elemente, napise, slike in zvok v resnični svet 
[1]. S tem postopkom uporabniku predstavimo informacije na bolj intuitiven način, 
ker podatke prejme v kontekstu, kjer so najbolj relevantni. 
Takšne spremembe lahko prikažemo uporabniku na več načinov. Najbolj 
pogosto jih posredno dodamo na ekran telefona ali druge pametne naprave. Naprava s 
svojo vgrajeno kamero snema okolje in ga hkrati prikazuje na zaslonu. Algoritmi v 
aplikaciji s pomočjo tega posnetka in drugih senzorjev ustvarijo virtualno 3D okolje. 
V takšno okolje aplikacija doda virtualne elemente in jih izriše čez videoposnetek na 
zaslonu. Ta pristop je dostopen največjem številu uporabnikov, ker ne zahteva uporabe 
namenske naprave. Googlovo platformo ARCore za pogon aplikacij, ki omogočajo 
funkcije nadgrajevanja resničnosti, trenutno podpira 13 proizvajalcev na več kot 80 
različnih modelov pametnih naprav. Ta seznam vključuje velike svetovne znamke kot 
so Samsung, LG, Apple, Xiaomi, Huawei in številne druge. [2]  
Prikazovanje slike na zaslonu predstavlja tudi določene ključne omejitve pri 
uporabniški izkušnji. Med uporabo aplikacij mora uporabnik napravo stalno držati. 
Zaradi tega ne more uporabljati rok za različne interakcije ali druga opravila. To 
preprečuje uporabo aplikacij med opravili, kjer sta potrebni obe prosti roki. Zato si z 
nadgrajeno resničnostjo na pametnih napravah ne moremo pomagati med vožnjo ali 
fizičnim delom. Ravno pri teh opravilih so funkcije mešane resničnosti še posebej 
koristne. Poleg tega, pri takšnem prikazu pride do projekcijskega popačenja. Kamera 
in uporabnikovo oko ne opazujeta okolice iz istega zornega kota. Zaradi tega 
uporabnik vidi spremembe v resničnosti skozi transformirano projekcijo na zaslonu.  
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Slika 2.1: Prikaz MR aplikacije na pametni napravi [3] 
Tovrstne težave rešujejo namenske naprave za nadgrajeno resničnost, ki so 
oblikovane tako, da se jih uporabnik nadene na glavo. Narejene so v obliki pametnih 
očal s prozornimi lečami, kamerami in globinskimi senzorji. V tem primeru uporabnik 
resničnost opazuje neposredno, virtualne elemente pa naprava izriše na leče. [4]. 
Velika prednost tega pristopa je, da ima uporabnik popolnoma proste roke za 
interakcijo z aplikacijo ali pa izvajanje katerih koli drugih opravil. To močno razširi 
uporabnost nadgrajene resničnosti. Težave takšnih naprav so njihova dokaj visoka 
cena in majhen nabor aplikacij. Trenutno sta na voljo Magic Leap One [5] in Microsoft 
Hololens [6], vendar le v obliki razvojnih enot namenjenih za razvijalce aplikacij. 
Poleg tega imajo takšne naprave majhno vidno polje. Hologrami se izrisujejo le v 
omejenem delu našega pogleda. Zaradi narave pristopa dodajanja slike na prozorno 
lečo, lahko grafične elemente le dodajamo. Iz resničnega okolja jih ne moremo 
odvzemati, spreminjati niti zatemniti okolice. 
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Slika 2.2: Naprava Microsoft Hololens med uporabo [7] 
 
Slika 2.3: Naprava Magic Leap One med uporabo [8] 
Prejšnji dve rešitvi za prikaz združujejo namenske naprave zaprte oblike. Te so 
po izdelavi podobne očalom za virtualno resničnost. Pri VR je uporabnik popolnoma 
odrezan od resničnega sveta. VR naprava mu prekrije celoten pogled in z dvema 
zaslonoma, ki sta postavljena pred uporabnikovimi očmi, s principom stereoskopije 
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prikazuje virtualni svet. V primeru takšnega pristopa pri nadgrajeni resničnosti, 
zaslona prikazujeta živo sliko iz kamer, ki so postavljene na sprednjem delu očal. Te 
opazujejo okolje iz istega zornega kota, kot bi ga sami z golim očesom. Zajeto sliko 
nato lahko spreminjamo in ji dodajamo virtualne elemente. Velika prednost pri takšnih 
naprava je opazno večje vidno polje, kot pri napravah s prozornimi lečami. Naprave 
zaprte oblike so omejene pri prikazovanju resnične slike. Ločljivost prikaza resničnosti 
je omejena, ker jo opazujemo posredno na zaslonih v očalih. Takšen način 
prikazovanja nadgrajene resničnosti razvija finsko startup podjetje Varjo [9]. 
 
Slika 2.4: Demonstracijska verzija MR naprave podjetja Varjo [10] 
2.1 Obogatena in mešana resničnost 
Pri nadgrajevanju resničnosti poznamo dve različna izraza: obogatena resničnost 
oz. AR (angl. Augmented Reality) in mešana resničnost oz. MR (angl. Mixed Reality). 
Oba predstavljata interaktivno izkušnjo pri kateri v resnični svet dodamo virtualne 
elemente, vendar to dosežeta na različen način in z različno stopnjo kompleksnosti. 
Obogatena resničnost digitalno doda informacije in podatke v naš pogled na 
resnični svet. Te so prikazane v kontekstu, ampak se ne prilagajajo prostoru. Zaradi 
tega je procesorsko manj kompleksna in jih lahko izvajamo na bolj enostavnih 
napravah. Običajno je njihov namen  uporabniku zgolj prikazati neko informacijo, ne 
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da bi moral poseči po dodatni napravi. To mu omogoča dodaten pregled nad 
informacijami, med tem ko opravlja kakšno drugo opravilo [11]. Leta 2013 je podjetje 
Google razvilo očala Google Glass, ki so v uporabnikovem vidnem polju prikazovala 
notifikacije in druge informacije. To je bila ena izmed prvih razširjenih AR naprav za 
širšo publiko [12].  
Tako kot obogatena resničnost, mešana resničnost uporabniku čez resničen svet 
prikaže virtualne elemente. Poleg tega okolje analizira, in elemente zasidra na 
konkretne lokacije v prostoru. Uporabniku omogoča interakcijo z njimi in ti se 
prilagajajo resničnem okolju [11]. MR predstavlja uporabniško izkušnjo, ki povezuje 
resnični in digitalni svet. 
Industrija se vse bolj pomika v smeri razvoja mešane resničnosti, ker ima 
številne prednosti in večji nabor uporabe, kot obogatena resničnost. Leta 2018 so 
številna velika podjetja vložila veliko sredstev v razvoj MR izkušenj. MR podjetje 
Magic Leap je v tem letu zbralo več kot 450 milijonov dolarjev za nadaljnji razvoj 
svoje platforme. Skupaj s prejšnjimi investicijami, vložek v to obetavno podjetje znaša 
več kot 2.3 milijarde dolarjev [13]. Takšne ogromne zneske je v letu 2018 zbralo tudi 
podjetje Epic Games. Investitorji so vanj vložili 1.25 milijard dolarjev. Čeprav, se 
njihovi razvijalci ukvarjajo s številnimi projekti, pomemben del njihovega portfolia 
predstavlja razvojno okolje Unreal Engine [13]. Okolje med drugim omogoča razvoj 
AR in MR izkušenj za številne platforme. 
2.2 Pregled tehnologij za razvoj MR izkušenj 
Od polovice desetletja tehnološki velikani kot so Google, Apple in Microsoft vse 
bolj aktivno razvijajo in izpopolnjujejo svoje razvojne platforme za MR aplikacije. Te 
omogočajo bolj učinkovit, hitrejši in lažji razvoj tovrstnih izkušenj na mobilnih in 
namenskih platformah. 
Podjetje Apple ponuja platformo ARKit, ki podpira razvoj aplikacij mešane 
resničnosti za iOS mobilne platforme. Aplikacije, ki uporabljajo takšno funkcionalnost 
je možno poganjati zgolj na iPhone in iPad liniji produktov. Applova AR/MR 
platforma podpira vse iPhone naprave novejše od iPhone 6s in naprave iPad izdane po 
letu 2017 [14]. Kljub dokaj omejenemu naboru podprtih naprav, je platforma zelo 
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uporabna, ker je grajena robustno in podpira velik nabor naprednih MR funkcij. 
Aplikacije grajene z ARKit običajno uporabljajo hrbtno kamero na napravi. Z njo 
zajamejo realno sliko okolice. Nato jo skupaj s podatki o orientaciji in poziciji naprave 
sestavijo točkovni oblak, ki ga uporabijo za tridimenzionalno analizo prostora. Takšna 
virtualna predstavitev okolice napravi omogoča, da v resnični prostor postavi virtualne 
elemente. Poleg običajnega zajemanja prostora, z aplikacijo lahko poiščemo specifične 
2D elemente kot so slike, posterji, simboli ali logotipi. Elemente lahko vežemo 
direktno na njihovo lokacijo. Enako velja za iskanje 3D objektov. Podatke o prostoru 
in lokacijah virtualnih elementov naprava shrani. Te lahko prikaže pri naknadnih 
zagonih aplikacije. Poleg tega, shranjene podatke lahko deli z bližnjimi iOS 
napravami, kar omogoča skupno rabo virtualnih elementov in deljene MR izkušnje 
med več uporabniki hkrati. Platforma prav tako omogoča analiziranje tekstur in 
osvetlitve okoli elementov, ki jih uporabi za natančnejše senčenje in izris odsevov na 
objektu. Z najnovejšo različico iPhone-a aplikacija lahko s sprednjo kamero zajame 
tudi izraze na uporabnikovem obrazu [15]. 
 
Slika 2.5: ARKit logotip [3] 
Google-ov paket ARCore podpira večje število naprav kot ARKit. Razvoj AR 
in MR aplikacij omogoča tudi za številne naprave z operacijski sistemom Android [2]. 
ARCore in ARKit imata podoben nabor funkcij. Tako kot Apple-ov sistem, s pomočjo 
kamere, pospeškometra in giroskopa sistem ustvari 3D predstavitev realnega prostora, 
ki ga aplikacije nato uporabljajo za postavitev virtualnih elementov. Prav tako 
omogoča zaznavanje 2D elementov v prostoru, senčenje na podlagi okolice ter 
shranjevanje in deljenje podatkov o virtualnih elementih z bližnjimi napravami [16]. 
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S pomočjo paketa ARCore lahko razvijalci gradijo aplikacije v različnih okoljih. Za 
razvoj Android aplikacij je možno uporabiti Android Studio, Unity3D ali Unreal 
Engine. Za iOS aplikacije pa Xcode ali Unity3D [16]. 
 
Slika 2.6: ARCore logotip [16] 
 Prejšnji dve platformi podpirata razvoj MR aplikacij na številnih mobilnih 
napravah, ki niso izključno namenjene za izkušnje nadgrajene resničnosti. Kontrastno, 
Microsoft ponuja rešitev za razvoj MR aplikacij samo na njihovi namenski napravi 
Hololens. Ta je grajena izključno za ustvarjanje takšnih izkušenj. To predstavlja veliko 
prednost, ker so senzorji na napravi izbrani ravno z namenom, da ta lahko bolj 
natančno in robustno zaznava prostor. Hololens podpira standardne MR funkcije, kot 
so zaznavanje prostora, persistentno hranjenje pozicij hologramov in deljenje med 
napravami. Funkcionalnost naprave je možno razširit z odprtokodno knjižnico Mixed 
Reality Toolkit, ki med drugim omogoča še prepoznavanje ravnih površin in 
samodejno iskanje dovolj velikih praznih predelov v prostoru za postavljanje 
digitalnih elementov [17]. Aplikacije za Microsoft Hololens je možno razvijati v 
okolju Unity3D ali DirectX. 
2.3 Uporaba v praksi 
 
Z mešano resničnostjo lahko rešujemo izzive na različnih področjih. Omogoča 
nam, da poenostavimo in se bolj učinkovito soočamo s številnimi izzivi tako v 
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vsakdanjem življenju kot na profesionalni ali industrijski ravni. Informacije, ki bi jih 
sicer morali razbirati na ločem mediju, mešana resničnost prestavi v fizično okolje in 
kontekst problema. Bistveno nam pomaga pri vizualizaciji kompleksnih sistemov in  
popestri  opravljanje monotonih opravil. V nadaljevanju tega poglavja bom predstavil 
nekaj primerov uporabe mešane resničnosti v praksi na več različnih področjih. 
Mešana resničnost ima velik potencial za izboljšavo produktivnosti in 
učinkovitosti pri opravljanju vsakdanjih opravil. V praksi nam lahko močno olajša 
načrtovanje novega stanovanja ali obnovo obstoječega. Z MR aplikacijo lahko 
pregledamo katalog pohištva in v obstoječ prostor dodamo virtualne replike. Na takšen 
način si lahko predstavljamo kako bo vsak element zares izgledal in se prilegal 
posamezni sobi v stanovanju [3]. 
 
Slika 2.7: Prikaz uporabe MR za vizualizacijo pohištva v stanovanju [3] 
Tehnologija MR nam lahko tudi močno pomaga pri navigaciji v večjih javnih 
poslopjih. Ko se prvič znajdemo v novem prostoru, se v njem težko orientiramo. 
Trenutno to rešujemo s statičnimi zemljevidi ali smernimi tablami. Z mešano 
resničnostjo lahko uporabnik izbere ciljno lokacijo v poslopju. Aplikacija mu prikaže 
živi kažipot, ki se prilagaja glede na njegovo trenutno pozicijo in ga vodi do cilja. 
Funkcija bi omogočala iskanje zelo specifičnih lokacij v prostoru, katerih bi bilo 
preveč, da bi vse pokrili s fizičnimi smerokazi. To bi bilo zlasti primerno za iskanje 
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posameznih izdelkov v velikih tržnih centrih. V tem primeru, tudi če se lokacija 
določenega izdelka spremeni, je virtualni kažipot enostavno posodobiti. 
 
Slika 2.8: Prikaz uporabe MR za navigacijo [3] 
Področje, kjer ima nadgrajevanje resničnosti velik potencial za izboljšanje 
učinkovitosti je izobrazba. Na uporabniku zelo prijazen in intuitiven način lahko 
prikažemo različne modele v pravi velikosti, na primer elemente človeškega telesa. 
Posamezne organe ali celotne organske sisteme lahko učenec opazuje in preučuje 
njihovo delovanje v 3D prostoru. Takšen način prikaza je hiter, učinkovit in 
prilagodljiv. Prav tako je z eno napravo možno prikazati druge organizme in tudi 
številne modele iz drugih področji. V nasprotju s tem, bi pri uporabi tradicionalnih 
pripomočkov potrebovali poseben model za vsak prikaz. 
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Slika 2.9: Prikaz simulacije srca na Hololens-u [18] 
Pri medicini in drugih življenjsko kritičnih področjih je pomembno, da so 
potencialni kandidati, ki bodo takšna dela opravljali, dobro pripravljeni. To pomeni, 
da morajo pridobiti zadostne izkušnje na svojem področju. Pomembno je, da jih lahko 
pridobijo v varnem okolju, kjer neizbežne napake pri vaji ne bodo povzročale resničnih 
posledic. Takšen trening lahko opravljajo na simulacijah. MR predstavlja odlično 
platformo za izvajanje le tega. Z mešano resničnostjo jih izvajajo v resničnem okolju, 
kar je kandidatom najbolj intuitivno. Hkrati pa omogočajo, da so vsi virtualni prikazi 
realistični in verodostojni. Uporabniku vzbujajo občutek stresa in urgence, podobno 
kot bi v resnični situaciji. Vse posledice napak med simulacijo so zgolj navidezne in 
vajo je možno nemudoma ponoviti. Prav tako je celotna simulacija lažje prenosna in 
hitreje izvedljiva kot pri takšnih s fizičnimi rekviziti. 
V mešani resničnosti vidi potencial tudi ameriška vojska. Z Microsoftom so 
sklenili pogodbo za 480 milijonov ameriških dolarjev, ki jim dodeljuje do sto tisoč 
Hololens naprav. Tehnologijo bodo uporabljali pri vojaškem usposabljanju in med 
bojem. Očala bodo vojakom prikazovala informacije, ki jim bodo pomagale pri 
odločanju na terenu. Natančne podrobnosti uporabe niso razkrili [19].
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3 Uporabljena tehnologija 
3.1 Microsoft Hololens 
Za razvoj svoje lastne MR izkušnje sem uporabil Microsoft Hololens. Prvotno 
verzijo aplikacije sem izdelal pri podjetju 3fs d.o.o., kjer sem opravljal delo ob rednem 
študiju. Aplikacija je bila osrednji izdelek internega projekta, ki je bil namenjen 
raziskavi zmožnosti Microsoftove naprave in popestritvi izkušnje tako zaposlenim kot 
gostom v kranjskih pisarnah podjetja. 
Microsoftov Hololens je namenska naprava, ki so jo razvijalci tega ameriškega 
podjetja ustvarili za prikazovanje izkušenj mešane resničnosti. Grajena je v obliki 
pametnih očal. Z njimi uporabnik neposredno opazuje virtualne elemente oz.  
holograme v resnični okolici. Vse komponente naprave se nahajajo v samih očalih. 
Večina ostalih namenskih MR in VR naprav uporablja očala zgolj za prikazovanje, 
večino procesiranja pa opravlja v ločeni napravi. V primeru Magic Leap One je ta 
pritrjena na uporabnikovem pasu [5], pri VR napravah kot sta Oculus Rift in HTC Vive 
pa aplikacija teče kar na osebnem računalniku [20] [21].  
Hololens poganja Intelov procesor z 32 bitno arhitekturo. Naprava ga uporablja 
za splošno procesiranje in opravljanje običajnih računalniških operacij. Za 
prikazovanje in procesiranje hologramov pa uporablja HPU oz. enoto za procesiranje 
hologramov, ki jo je podjetje naredilo po meri. Med izvajanjem aplikacij, naprava 
hrani delovne podatke na 2GB delovnem pomnilniku. Za dolgotrajno shranjevanje 
podatkov je v napravi na voljo 64GB flash pomnilnika.  
Na Hololens je možno povezati dodatne naprave prek 3,5mm avdio priključka 
ali USB vodila. Naprava podpira brezžično omrežno povezljivost z standardom Wi-
Fi, preko katerega se lahko poveže na splet. Ta razvijalcem omogoča namestiti 
programsko opremo in opravljati administrativna ter diagnostična opravila z 
Windows-ovim portalom naprave. Hololens podpira tudi brezžično povezljivost prek 
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standarda Bluetooth LE. Tako lahko nanj povežemo dodatne vhodne enote kot so 
tipkovnica, Xbox daljinec ali priložen »kliker«. Kliker je manjši daljinec, ki ga 
uporabnik drži med prsti in z njim opravlja osnovne interakcije. Ta vsebuje samo en 
gumb in zaznava osnovne premike. 
 
Slika 3.1: Diagram klikerja za Hololens [22] 
Brez uporabe dodatnih vhodnih enot, uporabnik upravlja z vsebino na napravi s 
pomočjo ročnih gest in glasu. Z gestami lahko elemente izbere, drži in premika. Te 
nadomeščajo funkcionalnost klikerja, vendar so manj zanesljive. Veliko akcij lahko 
opravlja tudi z naravnim govorom. Z uporabo ključnih besed lahko aktivira določene 
funkcije. 
 Naprava prikazuje virtualno vsebino na dveh prozornih holografskih lečah. 
Dva svetlobna gonilnika izrisujeta grafiko na njih v razmerju 16:9. Hololens 
samodejno zazna oddaljenost med uporabnikovimi zenicami in mu prilagodi izris, ki 
zagotavlja najboljšo vidljivost. Ločljivost prikaza je večja od 2500 svetlobnih točk na 
radian vidnega polja. Vse skupaj pa naprava prikazuje 2,3 milijonov svetlobnih točk. 
Vidno polje na njej je dokaj omejeno in znaša približno 30 stopinj horizontalno ter 17 
stopinj vertikalno. Na preostalem delu pogleda vidimo zgolj resnično okolje [23]. 
Aplikacije na napravi se izvajajo na operacijskem sistemu Windows 10 mobile, 
v okolju UWP [24]. Na sistemu je nameščenih nekaj privzetih aplikacij. Te omogočajo 
kalibracijo naprave, spreminjanje nastavitev, prikaz hologramov ter spletno trgovino 
za namestitev dodatnih aplikacij. 
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3.2 Unity 3D 
Za razvoj interaktivne 3D aplikacije je potrebno vložiti zelo veliko dela. 
Potrebno je postaviti številne podporne sisteme, preden je sploh možno začeti razvijati 
osrednjo logiko in vsebino aplikacije. S takšnim načinom dela zgubimo veliko časa in 
vložimo veliko truda za elementarna opravila, kot so izris in senčenje 3D grafike, 
osvetlitev, zaznavanje trkov, fizične interakcije, uvažanje vsebine zapisane z 
različnimi standardi in mnoga druga. Hkrati je potrebno ustvariti poseben prilagojen 
sistem za vsako novo platformo, na kateri želimo poganjati našo vsebino. Da se 
izognemo vsem tem temeljnim a kljub temu kompleksnim opravilom, so nekatera 
podjetja ustvarila pogone, ki to funkcionalnost že podpirajo. Na osnovi teh je možno 
aplikacije graditi veliko hitreje, enostavneje in bolj učinkovito. 
 
Unity 3D [25] je pogon za ustvarjanje 3D in 2D interaktivnih aplikacij in video 
iger. Podpira številne napredne funkcije in je popolnoma brezplačen za osebno rabo 
ali namene izobrazbe. Pogon omogoča razvoj za številne računalniške operacijske 
sisteme, igralne konzole in mobilne naprave. Med njimi so popularne platforme 
Windows, Mac, Linux, PS4, Xbox One, Nintendo Switch in Oculus Rift. Z Unity-jem 
aplikacijo razvijemo enkrat, za posamezne platforme pa le prilagodimo specifike, ki 
jih zahteva določena naprava. Prav tako omogoča razvoj aplikacij mešane resničnosti 
tako za Hololens kot za pametne naprave s sistemom iOS ali Android. Zaradi velike 
podpore in dobro napisane dokumentacije, je odličen za razvoj lastne MR izkušnje. 
 
Slika 3.2: Unity logotip [25] 
Poleg samega pogona, Unity vsebuje tudi robusten urejevalnik, v katerem 
pripravimo vsebino aplikacije. Z njim uvažamo grafične in zvočne elemente, 
postavljamo posamezne 3D scene, urejamo hierarhije objektov, jim dodajamo 
funkcijske komponente, načrtujemo grafiko, urejamo animacije in opravljamo še 
številna druga opravila. Vsako opravilo ima svoje posebno podokno v urejevalniku, 
kjer specifične akcije opravljamo z robustnim in intuitivnim vmesnikom. Urejevalnik 
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tudi omogoča, da testiramo delovanje igre kar med razvojem. Med delovanjem ga 
lahko ustavimo in pregledamo ali spreminjamo vrednosti posameznih objektov v 
sceni. To nam omogoča enostavno odpravljanje napak. Prav tako vse napake in izpise 
iz programske kode, med izvajanjem urejevalnik beleži v konzolo. Ti imajo poleg 
samega sporočila še določeno kje v kodi se je določen izpis izvedel. 
 
Slika 3.3: Unity urejevalnik 
Vso programsko logiko pišemo v obliki skript, ki so vezane na objekte v sceni. 
Te razvijamo v posebnem urejevalniku, običajno v Visual Studio ali MonoDevelop. 
Pišemo jih v programskem jeziku C#, ki je sintaktično podoben Javi in C++. Razvilo 
ga je podjetje Microsoft s ciljem, da ustvarijo jezik, ki je enostaven in podpira moderne 
strukture objektnega programiranja. Omogoča uporabo elegantnih sodobnih funkcij, 
kot so razširitvene metode, lambda izrazi, delegiranje in mnoge druge. 
Vse objektne skripte dedujejo funkcionalnost razreda MonoBehaviour, ki 
omogoča dostop do komponent vezanih na pogon Unity. Te funkcije nam omogočajo, 
da s programsko kodo spreminjamo hierarhijo objektov, jim dodajamo in uporabljamo 
komponente, urejamo izgled vizualnih elementov, spreminjamo lego v prostoru in 
izvajamo številne druge akcije. Prav tako nam omogoča, da kodo izvajamo ob 
specifičnih dogodkih. Ta se lahko izvede ob inicializaciji, vsakem izrisu slike na 
zaslonu, posodabljanju fizike, uničenju in ob aktivaciji ali deaktivaciji objekta. S 
takšnim naborom funkcij nam pogon omogoča, da na enostaven način razvijamo tudi 
zelo kompleksne programske sisteme. 
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Pomemben element interaktivne aplikacije predstavljajo multimedijske 
vsebine kot so 3D grafika, slike, zvok animacije in podobno. Za zapis teh vsebin 
obstaja mnogo različnih standardov. Unity olajša delo z njimi, saj podpira uvoz večine 
standardnih zapisov, kar odpravi potrebo po pretvorbi vsega multimedijskega 
materiala [26]. 
Unity ponuja tudi veliko podporo s strani drugih uporabnikov. Na njihovi 
spletni trgovini uporabniki ponujajo številne, že v naprej pripravljene pakete, ki 
olajšajo razvoj programske logike ali izdelavo grafike za najrazličnejše interaktivne 
projekte [27]. Prav tako je na spletu na voljo forum [28] za diskusijo o vseh temah 
povezanih s pogonom in razvojem aplikacij ter spletno mesto, kjer lahko zastavljamo 
in odgovarjamo na vprašanja, ki jih imamo glede razvoja našega projekta [29]. Takšno 
okolje spodbuja sodelovanje med razvijalci in s tem bolj učinkovit razvoj aplikacij. 
3.3 Mixed Reality Toolkit 
Aplikacije, ki tečejo na napravi Hololens, potrebujejo nekaj temeljne kode za 
uporabo osnovnih funkcij naprave. To lahko napišemo sami s pomočjo dokumentacije, 
ki je dostopna na Microsoftovi spletni strani ali pa uporabimo že v naprej pripravljene 
komponente iz odprtokodnega paketa Mixed Realty Toolkit. Sestavlja ga skupek skript 
in komponent za Unity 3D, ki močno olajša upravljanje s strojno opremo in pospešijo 
razvoj aplikacij. Paket je možno naložiti z Microsoftovega GitHub profila [30]. Tam 
se tudi nahaja obrazložitev posameznih komponent, primeri uporabe in povezave na 
dokumentacijo. Projekt je objavljen z MIT licenco. Zaradi odprtokodne narave 
projekta in licence, lahko programsko kodo kdorkoli uporablja, spreminja ali celo 
vključi v komercialni projekt. Prav tako je možno implementirati nove funkcije ali 
spreminjati oz. popravljati obstoječo kodo in oddati prošnjo za sprejem posodobitev v 
produkcijsko različico projekta. 
Zgolj za namene razvoja svojih aplikacij je na GitHub strani projekta možno 
prenesti preveden paket za določeno različico okolja Unity. V zadnjih dveh letih je 
podprta različica Unity-ja vedno bila nekoliko zastarela. Mixed Reality Toolkit je 
možno dodati v urejevalniku z menijem za uvoz zunanjih paketov. 
Paket vsebuje nastavitev za samodejno postavitev osnovne scene za Hololens 
aplikacije. Virtualno kamero nastavi skladno z napravo in doda komponento za 
zaznavanje vhodnih ukazov ter stabilizacijo hologramov. Ostale komponente lahko po 
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potrebi dodajamo sami. Te so priložene v obliki posameznih skript, pri bolj 
kompleksnih pa že v celoti pripravljenih objektov z več aktivnimi skriptami. Glavne 
komponente v paketu vsebujejo funkcionalnost za stabilizacijo hologramov, vhodne 
interakcije z gestami ali klikerjem, prepoznavanje glasu, mapiranjem prostora, 
zaznavanje površin ter premikanje in sidranje hologramov. Te so grajene za splošno 
rabo in so uporabne za razumevanje delovanja naprave, hitro pripravo prototipov ter 
uporabo v enostavnih aplikacijah. Za bolj kompleksne sisteme in specifično rabo je 
obstoječo kodo potrebno nekoliko prilagoditi. 
Mixed Reality Toolkit vsebuje tudi nekaj razširitev za sam urejevalnik. V orodno 
vrstico doda menu za upravljanje z akcijami, ki so specifične za razvoj Hololens 
projektov. Ta poenostavi nastavljanje dostopa do posameznih strojnih komponent na 
napravi, pravilno nastavljanje scene in doda dostop do celotnega podokna za 
prevajanje projekta v strojno kodo in namestitev na napravi. 
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4 Razvoj Hololens aplikacije 
4.1 Dobre prakse uporabniške izkušnje 
Ena glavnih komponent, ki določa uporabnost posamezne tehnologije je 
uporabniška izkušnja. Ta vključuje vse interakcije in določa celotno izkušnjo, ki jo 
ima posameznik ob njeni uporabi. Da dosežemo dobro uporabniško izkušnjo, ne 
smemo upoštevati enakih smernic interakcije in načrtovanja na vseh platformah. Te so 
odvisne od posameznega medija ali tehnologije in jih moramo prilagoditi glede na 
potrebo uporabnika. 
Pri MR aplikacijah se izris vsebine močno razlikuje od prikaza na tradicionalnih 
platformah, kot so pametne naprave in računalniki. Pri slednjih je vsebina najpogosteje 
izrisana na zaslonu naprave. Pri namenskih MR napravah to ni možno. Te vso vsebino 
prikazujejo v kontekstu resničnega prostora. Zaradi tega je uporabniški vmesnik 
potrebno prilagoditi specifičnemu izrisu. Rešitev, ki jo priporoča Microsoft,  je prikaz 
lebdečih menijev, ki sledijo uporabniku in so vedno obrnjene proti njemu [31]. 
Izgled virtualnih elementov je na namenskih MR napravah lahko drugačen kot 
na običajnih zaslonih. Hololens izrisuje virtualne elemente na prozorne leče. Zaradi 
narave takšnega prikaza je izris barv seštevalen. To pomeni, da uporabnik vidi belo 
barvo zelo svetlo, vsi črni elementi se pa izrisujejo popolnoma prozorno. Zaradi tega 
je vsebino potrebno barvno prilagoditi za takšen izris. Za najboljšo izkušnjo moramo 
svetilnost vseh barv v aplikaciji normalizirati med 6% in 92%. Prav tako je izris velikih 
površin svetle barve lahko za uporabnik zelo moteč [32].  
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Slika 4.1: Izris barv na napravi Hololens [32] 
Na napravi je izris hologramov močno omejen z majhnim vidnim poljem 
holografskih leč. To omejitev je potrebno upoštevati pri določanju velikosti in 
oddaljenosti hologramov. Ni priporočljivo, da postavimo velike holograme blizu 
uporabnika. Takrat vidi le omejen in odrezan del virtualnega objekta. Glavo mora 
močno obračati, da lahko pregleda celoten hologram. Zaradi potencialne omejitve 
prostora, lahko velike holograme postavimo za virtualnimi okni, ki jih nato izrišemo 
na steni resničnega prostora. Na takšen način se izognemo problemu potencialno 
premajhne površine za izris v resničnem okolju. Prav tako je priporočljivo, da velikosti 
objektov ne spreminjamo v povezavi z oddaljenostjo uporabnika. Na takšen način se 
lahko zdi, kot da se objekt uporabniku približuje ali oddaljuje. To lahko vzbuja 
neprijetne občutke [33]. 




Slika 4.2: Izris vsebine za virtualnim oknom [33] 
4.2 Funkcije aplikacije 
V poglavju 1.2 sem opisal namen MR aplikacije, ki sem jo razvil za Hololens. 
Pred začetkom razvoja sem določil posamezne funkcije, ki so omogočile, da končni 
izdelek izpolni namen izkušnje. 
Najbolj osnovna funkcija aplikacije je pravilno prikazovanje hologramov v 
resničnem prostoru. Pomembno je, da so stabilni in  se prikazujejo skladno z okoljem. 
Aplikacija podpira prikaz dveh vrst hologramov. Prva vrsta so informacijske table 
druga pa običajni tridimenzionalni objekti. Table omogočajo prikaz različnih pisav in 
izris slik. Grajene so na takšen način, da je stil in izpis vsebine enostavno prilagoditi v 
Unity urejevalniku. Tam je možno hitro ustvariti nove različice in določiti velikosti 
naslova, podnaslova in razmikov. Povezane so na omrežje, kar jim omogoča, da 
prikazujejo dinamično vsebino. Na izbran spletni naslov periodično pošiljajo zahtevke 
za prenos posodobljenih podatkov. Ko se ti spremenijo, se prikazana vsebina na tabli 
osveži. Druga vrsta hologramov so običajni 3D objekti, namenjeni za popestritev 
estetike prostora. Ti so lahko tudi animirani ali oddajajo zvočne učinke. Kakor table, 
lahko tudi te enostavno ustvarimo v Unity urejevalniku. 
Poleg vizualnih elementov, aplikacija podpira predvajanje ambientalnega zvoka, 
ki je vezan na specifične lokacije v okolju. Ta deluje v obliki nevidnih zvočnikov, ki 
so postavljeni po prostoru. Ko se jim uporabnik približa, začnejo predvajati zvočni 
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posnetek. Nove zvočne sisteme lahko ustvarimo v urejevalniku. Vanj uvozimo želeno 
avdio datoteko in jo vstavimo v zvočni sistem. 
Ko se aplikacija izvaja, na napravi hrani podatke o resnični lokaciji hologramov 
v prostoru. Ob vsakem ponovnem zagonu, jih program naloži in holograme postavi na 
pravilno mesto v prostoru. To omogoča, da administrator nastavi virtualne elemente 
samo ob prvi uporabi. 
Aplikacija podpira administrativni in uporabniški način delovanja. 
Administrativnega vklopimo z glasovnim ukazom. V tem načinu delovanja nam je na 
voljo menu za dodajanje novih hologramov. S klikom na naziv holograma, ga začnemo 
postavljati. Naknadno mu lahko spreminjamo pozicijo, rotacijo ali celo izbrišemo.  
Enako velja za zvočne sisteme. Administrativni način je namenjen samo za prvotno 
postavitev prostora in morebitno naknadno spreminjanje vsebine. V uporabniškem 
načinu hologramov ne moremo spreminjati. Ta je namenjen za goste, ki bodo 
aplikacijo uporabljali ob obisku poslopja. 
4.3 Mapiranje prostora 
Mapiranje prostora predstavlja eno izmed glavnih komponent aplikacije. Ta 
omogoča interakcijo virtualnih elementov z resničnim okoljem, kar je glavni koncept 
vseh izkušenj nadgrajevanja resničnosti. 
Mixed Reality Toolkit vsebuje že vnaprej pripravljeno skripto, ki omogoča 
poenostavljen dostop do funkcionalnosti mapiranja, ki jih ponuja Hololens. Ko jo 
aktiviramo, ta prenese 3D predstavitev okolja v aktivno sceno aplikacije. Model okolja 
uporabljamo enako kot katerikoli drugi virtualen objekt. Na takšen način nam naprava 
omogoča, da upoštevamo resnično okolje znotraj aplikacije ter zagotavljamo 
interakcijo med njim in virtualnimi elementi. Nastavljamo lahko ločljivost modela 
okolja ter kako pogost se posodablja. 
 Tridimenzionalen model prostora zajemajo virtualni opazovalci, ki so vezani 
na specifično lokacijo v prostori. Ti imajo določen volumen in mapirajo samo znotraj 
njega. Če uporabnik stopi izven tega predela, se nova področja ne bodo več prenašala 
v aplikacijo. Če želimo zajemati večjo okolico moramo opazovalce premikati skupaj 
z uporabnikom ali povečati njihov volumen.  
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Komponento za mapiranje lahko uporabljamo na dva načina. V prvem jo 
aktiviramo ročno. Običajno jo prižgemo ob zagonu aplikacije in ugasnemo, ko 
mapiranje ni več potrebno. Takšna uporaba je procesorsko manj potratna, vendar ne 
upošteva nadaljnjih sprememb v prostoru, ko zaključimo z zajemanjem. Ta način 
dobro deluje pri aplikacijah, ki se izvajajo v statični ter omejeni okolici. Drug način 
mapiranja se aktivira samodejno in stalno posodablja. To omogoča uporabo aplikacije 
v več prostorih in upošteva vse spremembe v prostoru, vendar z nekolikšnim zamikom. 
Virtualno predstavitev prostora je možno tudi prikazati uporabniku. To lahko 
storimo zgolj zaradi estetike ali za boljše razumevanje stanja v aplikaciji. Izris pogosto 
izpustimo in ga uporabimo zgolj za namene interakcije z elementi. To je tudi najmanj 
vsiljivo za uporabnika. 
 
Slika 4.3: Zajem 3fs pisarne s Hololensom, prikazan v Unity urejevalniku 
Pri lastni aplikaciji sem uporabil trajno mapiranje, ker uporabnik lahko kadarkoli 
obišče nove prostore, ki jih aplikacija še ni zajela. Prav tako sem komponento za 
opazovanje nastavil na takšen način, da se premika skupaj z uporabnikom. Periodično 
preverja, ali je uporabnik izven njegovega volumna mapiranja in glede na to posodobi 
svojo lokacijo. Virtualna predstavitev okolice se izriše samo v administrativnem 
načinu, ker administratorju pomaga pri postavitvi hologramov in diagnozi morebitnih 
težav. Običajni uporabnik izrisa ne potrebuje, zato ga v tem načinu delovanja 
aplikacija popolnoma skrije. 
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4.4 Samodejno zaznavanje ključnih elementov prostora 
Virtualno predstavitev okolice, ki jo ustvari komponenta za mapiranje, lahko 
nadaljnje uporabimo za analizo prostora. Mixed Reality Toolkit vsebuje komponento 
za zaznavanje ravnih  površin, ki prepozna tla, stene, strop in mize. Zaznane elemente 
lahko uporabimo za bolj natančno interakcijo s hologrami ter prikrivanje hologramov, 
ki se nahajajo v drugih prostorih in za stenami. 
Komponenta vsebuje nekaj nastavitev. Spreminjamo lahko, katere vrste površin 
naj zazna in katere naj izriše. Proces zaznavanja je potrebno aktivirati ročno. Po koncu 
tega proces se izvede povratna funkcij v kateri nove elemente obdelamo. 
Aplikacija zažene proces prepoznavanja elementov, vsakič ko se posodobi 
model resnične okolice. Po končanem prepoznavanju pobriše zastarele površine. 
Zaznane elemente uporablja pri postavitvi hologramov. Ti se prilagodijo tlem in 
stenam ter so vedo obrnjeni pravokotno na njih. Uporablja jih tudi pri nastavljanju 
glasnosti zvočnih sistemov. Če se to nahajajo za steno, pri izračunu glasnosti uporablja 
krivuljo, ki zvok bolj zaduši. Aplikacija zaznanih površin v nobenem primeru ne 
izrisuje, ker so običajno zelo velike in uporabnika ovirajo pri orientaciji.  
4.5 Zaznavanje uporabnikovih gest in glasu 
Da lahko uporabnik upravlja z vsebino aplikacije, mora ta podpirati branje akcij 
z vhodnih enot. Brez dodatne opreme, Hololens podpira zaznavanje uporabnikovih 
gest in glasu. Ker so geste nezanesljive, jih lahko nadomestimo s priloženim daljinskim 
upravljalcem – »klikerjem«. Prepoznavanje gest in vhodov s klikerjem je v programski 
kodi implementirano na enak način. 
Mixed Realtiy Toolkit vsebuje komponento za zaznavanje uporabniških akcij. 
Podpira prepoznavanje geste za klik, dolgi klik in pogled. Ko prepozna določeno gesto, 
zažene primeren dogodek na izbranem objektu. Koda, ki se izvede ob posameznem 
dogodku se nahaja v skripti tega objekta. Ta vsebuje ustrezen vmesnik s programskimi 
metodami, ki določajo kaj se zgodi ob dogodku. 
Microsoftova platforma UWP podpira tudi zaznavanje uporabnikovega glasu. 
To lahko počenemo na dva načina. V prvem načinu delovanja, prepoznavanje vsakič 
posebej aktiviramo s programsko kodo. To običajno storimo ob določenem dogodku. 
Takrat komponenta začne poslušati uporabnikov glas in ga sproti pretvarja v besedilo. 
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Ko proces zaključi, vrne pretvorjeno vsebino v tekstovni obliki, ki jo lahko uporabimo 
za nadaljnje procesiranje in izvedbo določene akcije. Nedokončano besedilo lahko 
uporabljamo tudi med procesom prepoznavanja. Ko uporabnik preneha govoriti, se 
proces poslušanja zaključi in ga je potrebno ponovno aktivirati. 
V drugem načinu delovanja določimo seznam ključnih besed, ki jih komponenta 
nenehno išče. Ko zasliši katerokoli izmed njih, izvede akcijo, ki je vezana nanjo. Naziv 
»ključne besede« zavaja, saj posamezna ključna beseda lahko vsebuje daljšo frazo ali 
celoten stavek.  
V aplikaciji sem uporabil način prepoznavanja glasu, ki je stalno aktiven. Dodal 
sem nekaj ključnih besed, ki aktivirajo posamezne administrativne akcije. Prvi dve 
omogočata aktivacijo in izklop administrativnega načina za postavitev hologramov. 
Drugi dve pa prikažeta in skrijeta konzolo za izpis diagnostičnih vrednosti. 
4.6 Menu za postavljanje elementov 
V administrativnem načinu delovanja je uporabniku na voljo menu za postavitev 
hologramov. Ta vsebuje seznam vseh različnih elementov, ki so na voljo. S klikom na 
posamezen element uporabnik prične postavljati hologram v prostor. Ker je različnih 
hologramov lahko veliko, je število izpisov na tabli omejeno. Če to omejitev 
presežemo, se seznam elementov razdeli na več strani. Uporabnik s pritiskom na gumb 
za naslednjo stran lista po celotnem seznamu. Menu je načrtovan po Microsoftovih 
priporočilih. Lebdi v zraku in okvirno sledi uporabnikovem pogledu. Prav tako je 
vedno obrnjen proti njemu. 
Menu je grajen na takšen način, da je v Unity urejevalniku možno dodati 
poljubno število hologramov v seznam. Ti se dinamično izpišejo ob zagonu aplikacije. 
Poleg tega je možno določiti število izpisov na eni strani in spreminjati razmike in 
podobne stilistične nastavitve. Menu prav tako vsebuje generatorski objekt, ki opravlja 
vse funkcije upravljanja s hologrami. Ko uporabnik ustvari nov hologram ali 
obstoječega izbriše, generator te spremembe ažurira na seznamu aktivnih hologramov. 
Seznam pretvori v JSON zapis in ga shrani v dolgotrajni spomin, ki ga Unity imenuje 
PlayerPrefs. Ob vsakem ponovnem zagonu aplikacije, JSON zapis naloži iz shrambe, 
posodobi seznam in postavi vse obstoječe holograme. Na takšen aplikacija doseže 
persistenco generiranih virtualnih objektov.  
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Slika 4.4: Menu za postavitev novih hologramov 
4.7 Hologrami 
Vsi hologrami, ki jih ustvari aplikacija, dedujejo kodo osnovnega razreda, ki se 
imenuje hologram. Ta skripta zagotavlja, da ima vsak hologram, ki ga uporabnik 
generira, menu za urejanje. Ko aplikacija teče v administrativnem načinu ga 
aktiviramo z daljšim klikom na poljubni hologram. Ta se prikaže in ponuja različne 
možnosti za urejanje holograma. Uporabniku omogoča, da hologram premakne, mu 
prilagodi rotacijo ali ga popolnoma izbriše. V uporabniškem načinu delovanja, menuja 
ni možno aktivirati. 
Hologrami vsebujejo tudi podatek o generatorskem objektu, ki jih je ustvaril. 
Kodo za izbris ne vsebujejo sami, ampak to funkcijo kličejo v samem generatorju. To 
omogoča ažuriranje seznama hologramov, ki jih generator ob naslednjem zagonu 
aplikacije ponovno ustvari. 
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4.8 Ročna postavitev virtualnih elementov v resnični prostor 
Prilagodljiv sistem za ročno postavitev hologramov zagotavlja dobro 
uporabniško izkušnjo za administratorja. Sistem je ustvarjen tako, da omogoča hitro 
in precizno postavitev elementov v resnično okolje. Ko uporabnik na meniju izbere 
enega izmed hologramov, ga generator ustvari in aktivira proces za postavljanje v 
prostor.  
Uporabnik določa lokacijo elementa s pogledom. Hologram je na fiksni razdalji 
od uporabnika in se premika skupaj z njim. Hkrati se element aktivno prilagaja 
resničnem okolju. Pri tem proces upošteva ravne površine, ki jih je ustvarila 
komponenta za zaznavanje ključnih elementov prostora. Med postavljanjem hologram 
periodično išče najbližjo steno in se obrne pravokotno na njo. Prav tako preverja trke 
z vsemi ravnimi površinami, in se tem prilagodi. To doseže z izstreljevanjem žarkov v 
sedem različnih smeri iz svojega središča. Ob trku svojo rotacijo poravna z normalo 
stene in se odmakne od nje za polovico svoje širine. Če trči z več stenami hkrati, odmik 
od stene izvede po vrsti trkov, rotacijo pa prilagodi samo najbližji steni. 
Sistem za postavitev sem ustvaril s pomočjo skripte za premikanje hologramov, 
ki je priložena v paketu Mixed Reality Toolkit, vendar sem jo močno prilagodil.  
4.9 Hranjenje realnih pozicij hologramov s prostorskimi sidri 
Ob izvajanju aplikacije, naprava uporablja dva koordinatna sistema hkrati. Prvi 
se imenuje virtualni koordinatni sistem in skrbi za postavitev elementov v virtualnem 
prostoru. To je isti koordinatni sistem kot tisti v okolju Unity. Drugi se imenuje 
prostorski koordinatni sistem in je vezam na predstavitev resničnega prostora, ki ga 
naprava mapira. Hololens s senzorji zajema podatke o prostoru in postopoma gradi 
predstavo o njem. Zaradi tega, se lokacija posameznih delov prostora lahko s časom 
spremeni, ko naprava pridobi bolj jasno sliko o njem. S časom se virtualni in prostorski 
koordinatni sistem ne ujemata več in hologrami niso več poravnani z resničnim 
okoljem [34]. 
Hololens uporablja oba koordinatna sistema hkrati, da zagotovi konsistentno 
pozicijo hologramov relativno na resnični svet. To doseže z procesom, ki se imenuje 
sidranje. Posameznemu virtualnemu objektu lahko pripišemo sidro. Sidro je točka v 
prostoru, ki je vezana na prostorski koordinatni sistem. Ko naprava spremeni pozicije 
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v prilagodi pozicije v resničnem svet, premakne tudi sidro. Skupaj z njim se premakne 
tudi virtualni element, ki je vezan nanj. 
Paket Mixed Reality Toolkit vsebuje skripto za poenostavljeno delo s sidri. Ta 
vsebuje metode za dodajanje novih sider, vezanje virtualnih objektov na njih in 
odstranjevanje obstoječih. Prav tako lahko določimo ali so sidra le začasna ali 
obstanejo tudi po zaustavitvi aplikacije. Kodo povezano s sidranjem lahko preverjamo 
samo na napravi, ker Unity urejevalnik ne uporablja prostorskega koordinatnega 
sistema. 
4.10 Prenos in prikazovanje kontekstnih podatkov 
Na informacijskih tablah se izpišejo informacije o specifičnem prostoru. Te se 
generirajo ob zagonu aplikacije in podatke dinamično posodabljajo glede na resnično 
stanje v njem. 
V Unity urejevalniku je možno določiti stilistične nastavitve tabel. Z njimi lahko 
spreminjamo razmerja, velikosti in razmike med elementi. Table so strukturirane na 
takšen način, da je možno ustvariti nove postavitve za številne vrste podatkov. Njihova 
koda vsebuje objekt, ki generira postavitev posameznih elementov. Takšna struktura 
programa omogoča razvoj novih generatorjev, ki jih lahko dodamo v obstoječe ali 
popolnoma nove instance tabel. 
Table prejmejo podatke o prostoru iz spletnega naslova, ki je za vsako določen 
v Unity urejevalniku. Koda v tabli na naslov periodično pošilja GET zahtevke. Ob 
odgovoru  prejme objekt, ki vsebuje podatke o prostoru. Ta je podan v JSON zapisu. 
Nato ga koda v generatorju table dekodira in prikaže.  
Za pravilno delovanje je potreben strežnik, ki vsebuje podatke o posameznih 
prostorih. Če strežnik ne pošlje objekta  ali se njegova vsebina ne ujema s postavitvijo, 
ki jo pričakuje generator, se na tabli izrišejo privzeti podatki. 
V aplikaciji je na voljo samo postavitev table, ki izpiše ime prostora, kratek opis 
in okoliške podatke. To je možno razširiti z novimi generatorji, ki prikazujejo 
drugačno vsebino. 
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4.11 Dodajanje atmosfere z ambientalnim zvokom 
Posamezne lokacije v resničnem prostoru je možno popestriti z ambientalnim 
zvokom, ki se predvaja v ozadju. Ta funkcija je implementirana z uporabo zvočnih 
sistemov. 
Zvočni sistem vsebuje dva ključna elementa. Prvi element je sam zvočnik, ki 
predvaja ambientalni zvok. Ta vsebuje podatke o maksimalni razdalji na kateri ga je 
še možno slišati in krivuljo, ki določa pojemek v odvisnosti od oddaljenosti 
uporabnika. Ko aplikacija teče, ta periodično meri razdaljo do uporabnika in svojo 
glasnost prilagodi glede na podano krivuljo. Hkrati tudi preverja, če se uporabnik 
nahaja za fizično oviro. Če zazna oviro, postopoma preklopi na alternativno krivuljo o 
pojemku, ki je nastavljena drugače. Ovire zazna s procesom izstreljevanja žarkov. 
Periodično izstreli žarek od uporabnika proti sebi. Oviro zazna, če žarek trči ob 
katerikoli drugi element preden pride do zvočnika. 
Drugi ključni element v zvočnem sistemu so točke, ki določajo lokacijo 
ambientalnega zvoka. Te so postavljene po prostoru. Sistem periodično preverja 
razdaljo od vsake do uporabnika. Zvočnik premakne na tisto točko, ki mu je najbližja. 
Na takšen način administrator lahko enostavno določi na katerem področju se bo 
predvajal ambientalni zvok. 
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4.12 Arhitektura aplikacije 
 
Slika 4.5: Diagram arhitekture 
47 Razvoj Hololens aplikacije 
 
 
V prejšnjih nekaj poglavjih so opisane posamezne komponente. Te so med seboj 
povezane in skupaj s podporno kodo tvorijo celotno aplikacijo. Njihove povezave se 
prikazane v zgornjem diagramu. Na njih so določene akcije, ki jih  prvi objekt izvaja 
na drugem. Skupek komponent in povezave med njimi predstavljajo arhitekturo 
programa. 
4.12.1  Vrste komponent 
Komponenti na sivo-vijoličnem ozadju sta statična razreda. To pomeni, da sta v 
aplikaciji stalno prisotna in ju lahko uporablja katerikoli drugi objekt, brez uporabe 
reference na objekt. Te ne potrebujejo, saj se koda ne izvaja v neki specifični instanci 
objekta ampak kar znotraj samega razreda. Statični razredi so edine komponente v 
diagramu, ki niso prisotne v Unity sceni in hierarhiji. 
Komponente na zelenem ozadju so grajene z objektno strukturo singleton. To je 
objektna struktura, ki zagotavlja, da  med potekom aplikacije obstaja zgolj ena instanca 
objekta tega razreda. Takšna oblika razreda je hibrid med statičnim in običajnim 
objektnim razredom. Drugi objekti potrebujejo referenco na to instanco, vendar jo 
lahko enostavno pridobijo, saj je ta definirana javno in statično. Če ta ob klicu še ne 
obstaja, jo razred ob njem ustvari.  V primeru Unity aplikacij morajo vsi objekti, ki so 
prisotni v sceni, dedovati kodo razreda MonoBehaveour. Ta ne more biti statičen. 
Struktura singleton nam omogoča, da ustvarimo enoličen objekt v sceni, do katerega 
imajo dostop vsi ostali objekti brez eksplicitno določene reference.  
Komponente oranžne barve so objekti, ki imajo v aplikaciji samo eno instanco. 
Za razliko od singleton objektov, te niso dostopni brez eksplicitne reference. Te razredi 
prav tako omogočajo, da po potrebi ustvarimo več instanc objektov. 
Modre komponente predstavljajo popolnoma običajne objekte. Med potekom 
aplikacije jih ustvarijo druge komponente, ki so že prisotne ob inicializaciji. Hkrati 
lahko obstaja poljubno število instanc objektov teh razredov in med potekom jih lahko 
tudi uničimo. 
4.12.2  Potek izvajanja 
Ob inicializaciji kode so aktivni statični razredi, objekti s strukturo singleton in 
objekti, ki so na diagramu označeni z oranžno barvo. Komponenta »Sequence 
Manager« požene proces mapiranja na komponenti »Mapping Manager« in analizo 
površin na komponenti »Plane Creator«. Ta periodično pošlje ukaz za prepoznavanje 
komponenti »Surface Meshes to Planes«. Po koncu tega proces ji ta vrne ukaz za 
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brisanje starih površin. »Sequience Manager« začne poslušati komponento »Keyword 
Recognizer«. Ko ta zazna, da je uporabnik izgovoril eno izmed ključnih besed, o tem 
sporoči  vse svoje poslušalce. V tem primeru to velja le za komponento »Sequence 
Manager«. Ko ta prejme sporočilo, da je uporabnik izgovoril ukaz za prikaz ali umik 
konzolnega izpisa, jo prikaže oz. skrije. Enako velja za prikaz menija »Hologram 
Menu«.  Ob tem tudi spremeni prikaz virtualne predstavitve fizičnega sveta. 
Z menujem »Hologram Menu« uporabnik po okolju postavlja holograme. S 
klikom izbere katerega želi postaviti in ta sporoči svojem generatorskem objektu 
»Hologram Generator« naj ustvari novi hologram in ga začne postavljati. Ko hologram 
postavimo, ta pošlje ukaz komponenti »Anchor Manager«, ki vežen njegovo lokacijo 
v fizični prostor. Hkrati »Hologram Generator« sporoči komponenti »Player Prefs.«, 
o novem hologramu, ki ga nato shrani v seznam in prepiše v dolgotrajni spomin. Ob 
vsaki inicializaciji generator ta seznam preveri in postavi holograme, ki so obstajali ob 
prejšnji uporabi aplikacije.  
Z dolgim klikom na hologram se pojavi njegov menu za urejanje »Edit Menu«. 
Z njim lahko spreminjamo hologram. Če izberemo opcijo za izbris, ta sporoči svojemu 
generatorju »Hologram Generator« naj ga uniči. Ob tem procesu generator to 
spremembo prijavi komponenti »Player Prefs.«, ki jo nato shrani. Hologram vrste  
»Info Board« periodično pošilja zahtevke za posodobitev podatkov na strežni s 
pomočjo statične komponente »Request Handler«. Ta ji ob odgovoru pošlje 
posodobljene podatke, ki jih nato tabla izriše. 
Hologram vrste »Sound System« vsebuje zvočnik »Speaker« in svoj generator 
hologramov »Hologram Generator« . Ob nastanku mu pošljejo ukaz za postavitev nove 
zvočne točke »Audio Point«. Z dolgim klikom na zvočnik lahko ustvarimo nove 
zvočne točke. Kot ostale hologram jih lahko izbrišemo ali premikamo. Ko izbrišemo 
zadnjo, se uniči celoten zvočni sistem. Zvočni sistem periodično išče najbližjo točko 
in zvočnik premakne na njeno lokacijo.
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5 Aplikacija v praksi 
5.1 Pregled uporabe 
Aplikacija ponuja dva načina delovanja. Administrativni način, ki omogoča 
postavljanje in urejanje hologramov v prostoru in uporabniški način, v katerem 
običajen uporabnik doživi izkušnjo obogatene resničnosti. 
Ko prvič zaženemo aplikacijo na napravi Hololens, se vsebina ne prikaže, ker jo 
je potrebno še postaviti. Prav tako pa ni na voljo menija za izbiro hologramov, ker ob 
zagonu, aplikacija teče v uporabniškem načinu, ki ne omogoča urejanja vsebine. Za 
preklop v administrativni način mora uporabnik izgovoriti frazo »start editing«. Takrat 
se pojavi menu s seznamom hologramov in prikaže virtualna reprezentacija resničnega 
okolja. Ta olajša razumevanje trenutnega stanja aplikacije. S klikom na enega izmed 
elementov, ki je prikazan na administrativnem meniju, ga uporabnik začne postavljati 
v prostor. Ta se prilagaja stenam in drugim ravnim površinam v okolici. Z naslednjim 
klikom mu določi pozicijo.   
Z dolgim klikom na enega izmed postavljenih elementov uporabnik odpre menu 
za urejanje izbranega holograma. Ta omogoča premikanje, spremembo rotacije in 
brisanje elementa. Na takšen način lahko administrator ureja običajne holograme in 
informacijske table. V primeru informacijskih tabel, se na njih samodejno prikažejo 
relevantne informacije, ko se te uspejo prenesti iz omrežja.  
Postavitev zvočnih sistemov je bolj kompleksna. Z izbiro enega izmed sistemov, 
uporabnik začne postavljati zvočno točko. Skupaj z njo postavi tudi sam zvočnik. Z 
dolgim klikom na zvočnik se odpre meni, ki omogoča dodajanje novih zvočnih točk 
ali izbris celotnega sistema. Na enak način je možno urejanje ali izbris posameznih 
zvočnih točk. 






Ko je administrator zadovoljen s postavitvijo, lahko vkopi uporabniški način 
delovanja z besednim ukazom »stop editing«. Takrat se skrije menu za postavitev 
novih hologramov in izklopi funkcija za urejanje obstoječih. Prav tako se skrijejo 
ambientalni zvočniki in zvočne točke. Aplikacija pripravljena za uporabniški način 
delovanja. Ob vseh naslednjih zagonih aplikacije bodo postavljeni elementi ostali 
aktivni v prostoru.  
Slika 5.1: Meni za urejanje hologramov prikazan na informacijski tabli 
Slika 5.2: Aplikacija v administrativnem načinu delovanja 




Konfigurirano aplikacijo lahko nato uporabljajo običajni obiskovalci. V prostoru 
bodo opazili vse dodane virtualne elemente in informacijske table. Prav tako bodo 
slišali ambientalni zvok v ozadju, ko se bodo približali lokacijam zvočnih točk. 
5.2 Pomanjkljivosti strojne opreme in možne izboljšave 
Strojna oprema Hololens predstavlja največje ozko grlo v izkušnji. Naprava je 
bila predstavljena leta 2016 in vsebuje komponente, ki so po zmogljivosti ekvivalentne 
mobilnim telefonom tistega časa. Pričakuje se, da bo Microsoft v letošnjem letu najavil 
posodobljeno različico svojih MR očal. Novi model bo predvidoma odpravil najbolj 
moteče pomanjkljivosti aktualne naprave [35]. To so omejena procesorska in grafična 
zmogljivost, natančnost zaznavanja prostora ter majhno vidno polje prikaza slike.  
Zaradi bolj omejenega procesorskega in grafičnega pogona, na napravi ni možno 
prikazati 3D modelov z velikim številom trikotnikov ali uporabljati napredne 
senčilnike in kompleksne animacije z velikim številom kosti. Namesto tega je potrebno 
uporabiti elemente z nižjim številom poligonov in senčilnike z osnovnimi navodili za 
izris. To težavo bi lahko enostavno rešili v naslednjem modelu naprave z sodobnejšim 
procesorjem in grafično kartico ter večjo količino delovnega pomnilnika. V tej 
aplikaciji nižja zmogljivost ni pretirano moteča, saj so v središču pozornosti 
informacijske table, ki procesorsko niso pretirano zakomplicirane za izrisati. 
Slika 5.3: Aplikacija v uporabniškem načinu delovanja 
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Trenutni model naprave ima pogosto težave pri zaznavanju prostora, ko se 
uporabnik hitro premika skozi večje število prostorov. Takrat se aplikacija za nekaj 
trenutkov ustavi, dokler ne uspe naprava zopet zaznati okolico in uporabnikovo 
postavitev v njej. Pri tem procesu se tudi občasno  zaračuna, kar povzroči, da 
holograme postavi na popolnoma napačno mesto. Čeprav napako v večini primerov 
hitro popravi, se včasih zgodi, da moramo aplikacijo popolnoma ugasniti in ponovno 
zagnati. To močno vpliva na kvaliteto uporabniške izkušnje in je eno izmed bolj 
pomembnih področij, ki jih je potrebno izboljšati v naslednji različici naprave. V tej 
aplikaciji je to lahko zelo moteče, saj se v veliko primerih uporabnik premika po 
večjem poslopju, kar poveča verjetnost, da se postavitev hologramov izvede napačno. 
Najbolj očiten element, ki bi ga Microsoft lahko izboljšal v naslednji iteraciji 
Hololens je vidno polje virtualnega prikaza. Trenutno je to zelo majhno in uporabnika 
prisili, da stalno gleda naravnost. Z očmi ne more opazovati robov svojega vidnega 
polja, saj tam virtualni elementi niso prisotni. Elemente, ki niso naravnost pred njim 
lahko opazuje le, ko obrne celotno glavo in s tem tudi napravo. Z večjim vidnim poljem 
bo naprava uporabniku bolj udobna i naravna za uporabo, kar bo drastično izboljšalo 
uporabniško izkušnjo in uporabnost naprave. 
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6 Zaključek in možnosti nadgradnje 
Nadgradnja resničnosti z MR izkušnjo predstavlja zelo razburljivo novo 
področje v tehnologiji. Trendi kažejo, da bodo velika podjetja v naslednjih nekaj letih 
posvetila veliko sredstev za njegov razvoj. Velikana Silicijeve doline Google in Apple 
razvijata platformi za MR izkušnje na mobilnih napravah in s tem prinašata izkušnjo 
mešane resničnosti v žepe milijonov uporabnikov. Podjetji Microsoft in Magic Leap 
pa ustvarjata namenske naprave, ki še dodatno razširjajo zmožnosti tega novega 
medija. Z razvojem na tem področju, tehnologijo še bolj zbližujemo z vsakdanjim 
življenjem in izboljšujemo ter olajšujemo izvedbo številnih opravil. 
Ob diplomski nalogi sem razvil MR aplikacijo za Microsoftovo napravo 
Hololens. Ta popestri in izboljša izkušnjo v zaprtih prostorih. Na informacijskih 
tablah, ki so postavljene v resničnem prostoru, gostom prikaže kontekstne podatkov o 
posameznih lokacijah. Prav tako olajša orientacijo in popestri estetiko prostorov. S tem 
sem prikazal zanimive izzive pri oblikovanju MR izkušnje in proces razvoja na 
Microsoftovi platformi. Prav tako sem predstavil potencial, ki ga imajo izkušnje 
mešane resničnosti. 
Aplikacijo je grajena na takšen način, da jo je enostavno razširiti z novimi 
funkcijami, ki bi njeno uporabnost še dodatno izboljšale. Ena izmed potencialnih 
nadgradenj, ki bi jo lahko dodali v aplikacijo je aktivni navigacijski sistem. Osnovni 
koncept tega sistema sem opisal v poglavju Uporaba v praksi. Uporabnik bi izbral 
željeno destinacijo in aplikacija bi ga vodila po najkrajši poti do cilja. Uporabniška 
izkušnja bi bila podobna GPS napravam, vendar bi aplikacija pot označena na pravih 
površinah namesto na zaslonu, kar bi uporabo še dodatno olajšalo. S pomočjo takšne 
funkcije, bi uporabnika popolnoma razbremenili orientacije po poslopju. Droga možna 
nadgradnja bi bila rezervacija posameznih prostorov. Na informacijskih tablah, bi 
dodali še zavihek s tabelo rezervacij. Uporabniki bi lahko na takšen način enostavno 
poiskali prosti termin in konferenčne sobe ali podobne prostore rezerviral z uporabo 
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govornih ukazov. To bi razširilo uporabnost aplikacije še na redne uporabnike 
prostorov in ne samo goste. 
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