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Abstract 
This research provides a system that integrates the work of data mining and expert 
system for different tasks in the process of medical diagnosis, and provides detailed steps to  
the process of reaching a diagnosis based on the described symptoms and mapping them with 
existing diagnosis available on the web or on a cloud of medical knowledge based, aggregate 
these data in a fuzzy manner and produce a satisfactory diagnosis of the persisting problem.  
The mobile phone interface would make the system user-friendly and provides mobility and 
accessibility to the user, while posting updates and reading in details the steps that led to  
the decision or diagnosis that is reached by the K-mean and the fuzzy logic inference engine.  
The achieved results indicate a promising diagnosis performance of the system as it achieved 
90% accuracy and 92.9% F-Score. 
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1. Introduction 
 Health care fields have found their way among those fields to make use of computer 
sciences. The intersection between computer sciences and health care has been formulated 
into a new filed of studies called “medical informatics”, where medical data are collected, stored, 
processed, analyzed, retrieved, and used in various medical related operations. Different 
disciplines have emerged to cover the wide range of specialties required by the medical 
informatics field. These include [1]: 
- Bioinformatics: workers in this field are concerned with collecting, storing, retrieving and 
analyzing medical data either for research purposes or to provide better patients’ care. 
- Public health informatics: workers of this area define the way public can make use of medical 
records and what records are available to researchers and medical practitioners. 
- Electronic Health Records: these records are exchanged between different healthcare 
providers to provide better care for patients, and workers of this field are responsible for 
securing this exchange, and allowing only authorized personnel have access. 
- Health Data Analyst: this type of analysts uses medical data to define trends and relations 
between different health records to come up with predictions and recommendations to some 
medical situations. 
The medical domain is one of the most important and critical domains that has direct 
interaction with the humans’ wellbeing. Some wrongly diagnosed illness or badly made 
decisions can have a serious effect on someone’s health or life. Errors in diagnosis can be 
related to different reasons, like the lack of experience in the healthcare provider, inaccurate 
description of the symptoms, or the lack of information available for the medical staff. Wrong 
decisions could originate from lack of cooperation between different healthcare providing 
department or hesitance in making the decision. Medical institutes are in constant need for 
computerized help to provide better diagnosis to certain illnesses, whether for collecting large 
amounts of data, analyzing complex input, organizing and classifying data, finding relations 
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between these data and many other operations that when computerized would provide great 
help in the diagnosis process. 
One of the areas where medical informatics show its great influence on health care is  
the help in providing diagnosis of diseases according to some rules that are put to work on huge 
amounts of medical records of patients and medical sciences. Sometimes, these diagnoses can 
help in accelerating providing required medical assistant faster, which would help improve  
the quality of life for human beings. Medical decision making process involves different actions 
to be taken before reaching a satisfactory decision that can help in improving patients’ care 
outcomes, like diagnosis, prognosis, treatment, and therapeutic monitoring [2]. 
Fuzzy logic is an approach to computing and problem solving that provides “degrees of 
true” not the common binary true or false solutions. Decision making systems that are based on 
fuzzy logic resemble the way a human being makes decisions, by having levels of truthiness, 
according to [3]. Medical diagnosis system has a series of fuzzy data as an input to  
the diagnosis process, where a fuzzy logic based decision making system need to be adopted 
to deal with these “Shades” of correct and wrong decisions [4]. Classifying these data in fuzzy 
sets is necessary in the process of diagnosis to deal with different levels of uncertainty in  
the production of the final diagnosis (decision). 
The widespread of mobile and wearable devices provides an opportunity and also 
concern in the process of collecting, analyzing, and transmission of medical data. Opportunities 
shown in different aspects, most important ones show in the time efficiency of data collection,  
the flexibility of patient’s movement and personal time management, in addition to being easily 
adaptable to existing mobile application installed on smart devices (like smart mobile phones). 
 
 
2. Related Work 
Diagnosis of a disease or a medical care is looked at as a decision making process that 
is based on the collected data and the relations that could be conducted from the integration of 
these data. Since these data are mostly in natural language and can be explained with some 
degree of uncertainty, which affects the classification on which the rules used to make a 
decision depends, most researchers in Decision Support Systems (DSS) generally prefer  
the use of fuzzy logic techniques. 
Fuzzy logic classification defines sets of data based on a threshold of provided values. 
If the developed defines this threshold ahead of running the fuzzy logic mechanism, then  
the sets are considered to be of type-1 fuzzy sets, where the intervention of the developer is 
needed. While in other systems the threshold is adapted from the fuzzificaiton process and can 
be dynamically changes throughout the course of the fuzzification process, so the resulting sets 
are considered to be of type-2 fuzzy sets [3]. Due to the huge amounts of data and the wide 
variations of their values and sources, recent researchers focus on adopting type-2 sets in  
the fuzzy logic process, as in the work in [5], where type-2 fuzzy sets were used in an 
automated decision making system for home health care of diabetes management of home  
treated patients.  
Another research adopted fuzzy decision making technique in the selection of 
vaccination application of a healthcare system [6]. Choosing the suitable vaccine to admit to 
patients is challenging and the decision depends on linguistic variables provided by physicians 
to rate the alternatives. The inference engine was provided with Fuzzy distance measure for all 
alternatives of the training sets (varied between people, spatial and temporal data) along with 
crisp values of fuzzy weights. Testing the system showed that People and temporal data 
provided to the DSS were the most suitable vaccination method for protecting people from 
H1N1 influenza epidemic (the test case). 
In home treated patients, the decision making efficiency and speed could be the divider 
between good life and serious medical issues. The authors of [7] adopted a fuzzy logic DSS in 
Personal Home Healthcare System for Cardiac Patients. Data are collected from the patients 
through sensors (could be fuzzy or crisp data), where are used as input to the fuzzifier and 
whereby the membership functions defined these data are applied to their actual values 
(membership function) to help set a degree of correctness in the rules base. With the wide 
spread of fuzzy data, other types of fuzzy sets were developed like intuitionistic fuzzy set, type-n 
fuzzy set, fuzzy multisets, and hesitant fuzzy set [4]. Researchers had attempts towards 
benefiting the integration between these types of sets (in addition to the mostly used  
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type-2 sets) as in the work in [4] where hesitant decisions were supported through  
the integration of type-2 fuzzy set, hesitant sets and intuitionistic fuzzy when having doubts 
between different values to be classified.  
Samuel et al introduced a Web-Based Decision Support Sys-tem (WBDSS) coupled 
with fuzzy logic (FL) for typhoid fe-ver (TF) diagnosis. The KB of the system contained a fuzzy 
inference system (FIS). The system was developed to aid in the provision of accurate and timely 
TF diagnosis. Studies on the proposed system were performed based on the medical records of 
TF patients. The efficiency of the proposed system was based on the standard statistical 
metrics, while the achieved results showed a 94% efficiency of the system in providing an 
accurate diagnosis. The authors suggested the integration of ANN into the FL-based medical 
diagnosis sys-tems for better performances [8]. 
Fatumo et al designed a diagnostic ES called XpertMalTyph for the diagnosis of 
different types of typhoid and malaria complications. The ES simulates the skills of the medical 
expert in disease diagnosis using computers. Hence, the ES can provide similar services in  
the absence of an expert, making it possible to treat patients even from their homes. They 
suggest the implementation of the ES with artificial neural networks (ANN). The XpertMalTyph 
was executed in Java Expert System Shell [9]. 
 
 
3. System Architecture and Work Flow   
The system allows the user to register information and the system will diagnose  
the patient’s condition and find out biological problem and its cause depending on a database 
that is stored online. System makes judges depending on AI program built on fuzzy logic.  
The database information is captured depending on data acquisition unit which gets new 
information only from users who input the diagnostics to database after visiting physician. 
The novelty in this system will be in providing user with full description on how did it 
reach to the result, like writing down in English what steps it took to find out what's wrong. This 
is the major data acquisition unit job which includes filtering information and causes and 
providing description for each. Such an intelligent system and with enough database will be able 
to reply with meaningful description with humans normally via text. 
System will include an android application that will be able to listen to humans 
describing problems, convert speech to text then skimming text for useful information that will be 
used to build diagnostics, then convert the reply from text to speech and say it to patient. Such 
an interactive system will be an amazing result of applying AI in useful biomedical apps.  
The hybrid system is implemented over 2 phases: phase 1 involved clustering of data collected 
through data acquisition unit, and phase 2 is the expert system that holds the AI module  
(fuzzy logic). 
 
3.1. Data Clustering 
An intelligent system requires huge amounts of data to build its knowledge and learn or 
make decisions according to these data and the learnt patterns or relationships between them. 
An efficient clustering mechanism is required to make sure that these huge amounts of data are 
usable and would enhance the learning and decision-making processes. These “big data”, 
especially in the healthcare industry, are changing the way patients and doctors handle care. 
The bigger data involved, the more efficient healthcare services are, yet the harder it is to 
manage these data.  
A cluster holds a collection of data items that are aggregated together based on some 
similarities between them. K-means clustering is one of the simplest and most popular learning 
algorithms, due to its simplicity and low computational costs. Clustering of data using k-means 
starts with a first group of randomly selected centroids, which are used as the starting points for 
every cluster, and then performs iterative calculations to optimize the positions of the centroids, 
and the data items that are similar to that centroid [10]. Clusters creation stops when: 
− The centroids have stabilized i.e.  (There is no change in their values because the clustering 
has been successful). 
− The defined number of iterations has been achieved. This number is defined by  
the programmer or set based on certain threshold of the number of clusters. 
The Κ-means clustering algorithm uses iterative refinement to produce a final result.  
The algorithm inputs are the number of clusters Κ and the data set. The data set is a collection 
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of features for each data point. The algorithm starts with initial estimates for the Κ centroids, 
which can either be randomly generated or randomly selected from the data set. The algorithm 
then iterates between two steps [11]: 
1. Data assignment step: 
Each centroid defines one of the clusters. In this step, each data point is assigned to its 
nearest centroid, based on the squared Euclidean distance. More formally, if ci is the collection 
of centroids in set C, then each data point x is assigned to a cluster based on 
 
𝑆𝑖 = 𝑐𝑖 ∈ 𝐶⏞  
𝑎𝑔𝑟 𝑚𝑖𝑛  
 𝑑𝑖𝑠𝑡(𝑐𝑖. 𝑥)
2       (1) 
 
where dist (·) is the standard (L2) Euclidean distance. And for each ith cluster centroid the set of 
data point assignments is Si. 
2. Centroid update step: 
In this step, the centroids are recomputed. This is done by taking the mean of all data 
points assigned to that centroid's cluster. 
 
𝑐𝑖 = 
1
|𝑆𝑖|
∑ ∈   𝑆𝑖
𝑥𝑖
𝑥𝑖         (2) 
 
the algorithm iterates between steps one and two until a stopping criterion is met (i.e., no data 
points change clusters, the sum of the distances is minimized, or some maximum number of 
iterations is reached). 
This algorithm is guaranteed to converge to a result. The result may be a local optimum 
(i.e. not necessarily the best possible outcome), meaning that assessing more than one run of 
the algorithm with randomized starting centroids may give a better outcome. Choosing K 
(denoting the number of clusters) is considered to be the backbone of the algorithm to run as 
desired. To find the number of clusters in the data, the user needs to run the K-means clustering 
algorithm for a range of K values and compare the results. In general, there is no method for 
determining exact value of K, an estimation is performed using some tested technique. One of 
the metrics that is commonly used to compare results across different values of K is the mean 
distance between data points and their cluster centroid. Since increasing the number of clusters 
will always reduce the distance to data points, increasing K will always decrease this  
metric [12-15]. Mean distance to the centroid as a function of K is plotted and the "elbow point" 
where the rate of decrease sharply shifts, can be used to roughly determine K [16]. 
A number of other techniques exist for validating K, including cross-validation, 
information criteria, the information theoretic jump method, the silhouette method, and  
the G-means algorithm. In addition, monitoring the distribution of data points across groups 
provides insight into how the algorithm is splitting the data for each K. The proposed hybrid 
system is dedicated to use the k-means algorithm in clustering of collected data that are used to 
get the proper medical diagnosis, based on symptoms submitted by the user. The clustering 
model building process is shown in Figure 1. 
 
 
 
 
Figure 1. Phase 1 of the system’s building (Build a clustering Model) 
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3.2. The Expert System 
An Expert System is one of the most common applications of artificial intelligence. It is a 
computer program that simulates the decision and actions of a person or an association that 
has specialist facts and experience in a particular field [17]. Normally, such a system contains a 
knowledge base containing accumulated experience and a set of rules for applying  
the knowledge base to each particular situation. The major features of expert system are user 
interface, data representation, inference, explanations etc. Advantages of expert system are 
increased reliability, reduced errors, reduced cost, multiple expertise, intelligent database, 
reduced danger etc. Disadvantages of expert system are absence of common sense and no 
change with changing environment [18, 19].  
A Fuzzy Expert System, that is a decision-making system based on Fuzzy Logic 
inference, is a group of membership functions and rules. These functions and rules are used to 
reason about data. Fuzzy expert systems are oriented toward numerical processing. It takes 
numbers as input, and then translates the input numbers into linguistic terms like Small, Medium 
and large. Then the task of Rules is to map the input linguistic terms onto similar linguistic terms 
describing the output. Finally, the translation of output linguistic terms into an output number is 
done [20]. These rules are built in an if-then manner, and are evaluated in parallel in  
the inference engine, which indicates that the orders of these rules are not important. The terms 
used to explain the rules are defined ahead of initializing the inference engine. These terms are 
nouns and adjectives that are used to describe the input data (like high, normal, big, low,  
etc.) [21, 22].  
Fuzzy logic relies on having learning rules, according to which an inference engine 
makes decisions regarding the problem at hand. The input to these fuzzy sets is in natural 
language (mostly) and the output can either be crisp or in natural language [3]. A fuzzy classifier 
is a procedure of labeling sets in the decision making or machine learning algorithm that 
embeds uncertainty measures, aka; fuzzy logic, within its workflow. A fuzzy classifier uses a rule 
base that can be expressed as a fuzzy knowledge base to Convert crisp input into a linguistic 
variable in a process named fuzzififcation, then an inference engine makes fuzzy decisions 
based on pre-set rules, and the fuzzy output is defuzzified by converting it back into crisp output 
using membership functions analogous to the ones used in the fuzzification phase [22].  
The analysis of fuzzy input in order to produce a fuzzy decision is based on three  
main operations: 
− Receive the fuzzy input: that could be from a single source, multiple heterogonous sources 
or even distributed data sources. 
− Processing of these fuzzy inputs in a “fuzzification” technique that relies on a set of rules that 
are set according to human thinking “if-then” procedures in simple natural language, in 
addition to traditional processing methods. 
− Reaching weighted results after passing the fuzzy rules and assembling them into a single 
decision related to the problem that guides other parts of the system or the human user what 
to do after de-fuzzification of the results to make them understandable. 
The expert system that is built using a fuzzy logic inference module uses the clustered 
data produced by the data collection unit using the k-means algorithm to build the fuzzy 
knowledge base.  Once the user enters his/her data then the symptoms he/she suffers from,  
the system matches these symptoms to a suitable cluster. This cluster is determined by a fuzzy 
logic system. Another fuzzy logic module uses patient’s attributes (age, environment, gender) 
along with the cluster’s attributes and features extracted from the symptoms, to make a decision 
on which diagnosis is the most relevant. Figure 2 shows the main structure of the expert 
system’s functionality. 
The fuzzy logic module produces a ranked list of matching diagnosis. Each diagnosis is 
given a confidence level in percentage. Based on this level, the system chooses the one with 
the highest level and sends it to the user’s device. If this confidence level is low (below 60%) 
then the system prompts the user either to enter more symptoms or to suggest adding  
the diagnosis (assuming that a physician is using the system or the patient has consulted a 
doctor to make a judgment). The user sends this suggested diagnosis back to the expert 
system, which uses this diagnosis to alter the rules, or add a new rule to cover this diagnosis 
and learn from it to produce a more reliable diagnosis for similar cases in the future.  
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Figure 2. Expert System's main structure 
 
 
4. System Evaluation 
The system was tested by a group of experts in the field of medical diseases diagnosis 
and found to give a high performance and accurate results together with the ease of use. 
Central Pediatric Teaching Hospital, World Health Organization (Factsheet), WebMD, 
Mayoclinic, healthline, and other certificated website were used for data collection. The medical 
dataset of 350 records (diseases) and 300 features (symptoms, disease description and  
the possible advice and treatment according to the disease degree where collected, analyzed, 
and preprocessed to the required format [23].  
 
4.1. The Fuzzy Expert System 
The fuzzy logic toolbox is one of most powerful tools that MATLAB provides, to help its 
users build, analyze, design and simulate a fuzzy logic system, through a set of applications that 
encapsulate functions easily used through its user-friendly interface and code integration 
module. The functions fuzzy logic toolbox provides cover the basic methods used by fuzzy logic, 
like fuzzy clustering, neuro-fuzzy learning, inference engine and rule base building. The rules 
are implemented using simple logic rules and integrated within the fuzzy inference system, 
which can be later used to simulate the fuzzy system as a while, or simulate it within Simulink  
(a part of Matlalb’s environment) to simulate the fuzzy system within a comprehensive model of 
the entire dynamic system. The data acquisition unit collected and clustered big data regarding 
common diseases and related symptoms. These data are used to build rules to be integrated 
into the rule base of the fuzzy logic to decide on what is the most relevant disease the submitted 
symptoms show. An example of such a rule is: 
− Disease (Patient, tuberculosis), 
− Symptom (Patient, persistent_cough), 
− Symptom (Patient, constant_fatigue), 
− Symptom (Patient, weight_loss), 
− Symptom (Patient, loss_of_appetite), 
− Symptom (Patient, fever), 
− Symptom (Patient, coughing_up_blood), 
− Symptom (Patient, night_sweats). 
where Tuberculosis is a lung disease whose symptoms are persistent cough, constant fatigue, 
weight loss, loss of appetite, fever, coughing up blood, night sweats. 
The expert system takes into consideration other factors when building a diagnosis. As 
it is known to almost every healthcare practitioner; factors like age, environment, and previous 
health issues do affect the decision made about diagnosis. The fuzzy logic based expert 
systems, uses as input, in addition to the submitted symptoms, user’s age, medication history, 
Body Mass Indicator, gender. These attributes are submitted by the user through the diagnosis 
unit, and used by the diagnosis unit to reach a decision. The fuzzy logic engine accepts  
non-crisp input of normalized data as a “Fuzzy” input for the inference engine to make a “fuzzy” 
decision. In other words; the fuzzy logic evaluation system takes input values between 0-1 by 
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mapping each of the “fuzzy set” members through a membership function so that all values are 
between 0 and 1. The performance of our proposed system was evaluated using a confusion 
matrix which contains the information on the actual case of the patient diagnosed by the expert 
and the diagnosis predicted by our hybrid system. A two-class classifier confusion matrix is 
shown in Table 1 and the result is presented in Table 2. 
 
 
Table 1. Confusion Matrix 
Confusion Matrix 
Predicted 
Negative Positive 
Actual 
Negative 
TN: is the number of diagnosed cases 
(No, they don't have a disease) 
predicted correctly but they don't have 
the disease 
FP: is the number of diagnosed cases 
(Yes, they do have a disease) predicted 
incorrectly but they do not have the 
disease. 
Positive 
FN: is the number of diagnosed cases 
(No, they don't have a disease) 
predicted incorrectly and they do have 
the disease. 
TP:  is the number of diagnosed cases 
(Yes, they do have a disease) predicted 
correctly and they do have the disease. 
 
 
Table 2. The Proposed System Confusion Matrix 
Proposed System Confusion Matrix 
Predicted 
Total 
Incorrect by the FRS Correct by the FRS 
Actual 
Incorrectly diagnosis cases 6 1 7 
Correctly diagnosis cases 2 21 23 
 
 
The performance of our proposed system was generally rated using the data in  
the matrix. Some metrics, including accuracy, precision, sensitivity (recall), F-measure  
(F1 score), and specificity were applied as the criteria to implement this evaluation. In (3) to (7) 
show the formulas for these metrics [24]: 
 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑁 + 𝑇𝑃
𝑇𝑁+𝐹𝑃+𝐹𝑁+𝑇𝑃
 × 100%       (3) 
 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃
𝑇𝑃+𝐹𝑃
 × 100%           (4) 
 
𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃
𝑇𝑃+𝐹𝑁
 × 100%          (5) 
 
𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁
𝑇𝑁+𝐹𝑃
 × 100%         (6) 
 
𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+ 𝑅𝑒𝑐𝑎𝑙𝑙
        (7) 
 
The F1-Score is the harmonic average of the precision and recall. The best value 
realized is one and the worst is zero [25]. As shown in Table 3, the F1 score of our system was 
0.929 which indicates a very good performance. 
 
 
 Table 3. The Accuracy of the Proposed System 
Results 
Accuracy 90% 
Precision 95% 
Sensitivity (Recall) 91% 
Specificity 85% 
F1-Score 0.929 
 
 
4.2. User Interface 
The system was implemented to be compatible with a website browser where the user 
can input the symptoms in the front end as a textual expression; these expressions are matched 
against the closest symptom collected by the data collection unit. The user can also choose  
the symptom from a list of pre-defined symptoms. The screenshot in Figure 3 shows  
the system’s start up page, where the user enters personal attributes to be used as input  
(in addition to the symptoms) to the fuzzy logic expert system. 
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The user enters his/her information and moves to the next page to start adding  
the sympotoms he/she has to help the system provide proper diagnosis. Figure 4 shows  
the symptoms entry web page. The symptoms entered by the user can be given a level of 
effect. How annoying or uncomfortable these symptoms are making the user. These levels are: 
Low (somewhat annoying), Moderate (annoying and causes pain sometimes), and High (this 
symptom is obstructing the user from performing daily chores). When the user finishes adding  
the symptoms and clicks the “finish” button, the system produces the diagnosis that produced  
the highest “confidence level” in the fuzzy logic expert system. This diagnosis is displayed with 
how sever it is (low, moderate, or high) along with proposed procedure to follow or a treatment. 
Figure 5 shows the diagnosis web page. 
The user is able to enter symptoms in a similar manner to that through a web browser 
adding symptoms is easy through the drop-down list or by simply filling in the text box. Choosing 
the severity of the symptoms is done through radio buttons for easy and clear input. Once  
the symptoms are entered, the diagnosis window is displayed.This information is sent to  
the base station to the main diagnosis unit to add to the confidence level produced by the expert 
system to make future diagnosis even more accurate, and provide future users with a more 
reliable diagnosis system, and automatically modify the rules in the knowledge base of  
the system, and modify the learning and inference rules accordingly too. 
 
 
 
 
Figure 3. Start up web page for the proposed medical diagnosis system 
 
 
 
 
 
Figure 4. Entering symptoms 
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Figure 5. Diagnosis based on submitted symptoms 
 
 
 
 
Figure 6. Part of add diagnosis web page 
 
 
 
 
 
Figure 7. Android emulator operating the diagnosis system 
 
 
5. Conclusion 
An expert system that is built with a Fuzzy Logic decision making procedure is a big 
step towards having and adaptive and constantly developing system that builds its own 
knowledge base and provide users with an adequate diagnosis procedure that supports levels 
of severity of detected diseases, based on several information, among which are the symptoms 
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provided by the system’s users themselves. The use of clustering technique increases  
the system performance by groubing the most similer diseases which allows the fuzzy logic to 
look up for the right diagnosis in the nearest cluster according to Euclidean distance.  
The achieved results indicate a promising diagnosis performance of the system as it 
achieved90% accuracy and 92.9% F-Score. 
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