We consider the classical Besov and Triebel-Lizorkin spaces defined via differences and prove a homogeneity property for functions with bounded support in the frame of these spaces. As the proof is based on compact embeddings between the studied function spaces we present also some results on the entropy numbers of these embeddings. Moreover, we derive some applications in terms of pointwise multipliers.
Introduction
The present note deals with classical Besov spaces B 
defined via differences, briefly denoted as B-and F-spaces in the sequel. We study the properties of the dilation operator, which is defined for every λ > 0 as
The norms of these operators on Besov and Triebel-Lizorkin spaces were studied already in [Bo83] and [ET96, Sections 2.3.1 and 2.3.2] with complements given in [Vyb08] , [Sch09a] , and [SV09] . We prove the so-called homogeneity property, showing that for s > 0 and 0 < p, q ≤ ∞, 
. This extends and completes [CLT07] , where corresponding results for the spaces B 
, the same homogeneity property had already been established in [Tri01, Cor. 5.16, p. 66]. Our results yield immediate applications in terms of pointwise multipliers. Furthermore, we remark that the homogeneity property is closely related with questions concerning refined localization, non-smooth atoms, local polynomial approximation, and scaling properties. This is out of our scope for the time being. But we use this property in the forthcoming paper [SV11] in connection with non-smooth atomic decompositions in function spaces. Our proof of (0.1) is based on compactness of embeddings between the function spaces under investigation. Therefore we use this opportunity to present some closely related results on entropy numbers of such embeddings. This note is organized as follows. We start with the necessary definitions and the results about entropy numbers in Section 1. Then we focus on equivalent quasi-norms for the elements of certain subspaces of B 
Preliminaries
We use standard notation. Let N be the collection of all natural numbers and let N 0 = N ∪ {0}. Let R n be Euclidean n-space, n ∈ N, C the complex plane. The set of multi-indices β = (β 1 , . . . , β n ), β i ∈ N 0 , i = 1, . . . , n, is denoted by N n 0 , with |β| = β 1 + · · · + β n , as usual. We use the symbol ' ' in
always to mean that there is a positive number c 1 such that
for all admitted values of the discrete variable k or the continuous variable x, where (a k ) k , (b k ) k are non-negative sequences and ϕ, ψ are non-negative functions. We use the equivalence '∼' in
If a ∈ R, then a + := max(a, 0) and [a] denotes the integer part of a. Given two (quasi-) Banach spaces X and Y , we write X ֒→ Y if X ⊂ Y and the natural embedding of X in Y is continuous. All unimportant positive constants will be denoted by c, occasionally with subscripts. For convenience, let both dx and | · | stand for the (n-dimensional) Lebesgue measure in the sequel. L p (R n ), with 0 < p ≤ ∞, stands for the usual quasi-Banach space with respect to the Lebesgue measure, quasi-normed by 
Function spaces defined via differences
If f is an arbitrary function on R n , h ∈ R n and r ∈ N, then
are the usual iterated differences. Given a function f ∈ L p (R n ) the r-th modulus of smoothness is defined by
denotes its ball means.
(with the usual modification if q = ∞) is finite.
(ii) Let 0 < p < ∞, 0 < q ≤ ∞, s > 0, and r ∈ N such that r > s.
(with the usual modification if q = ∞) is finite. 
where 0 < p ≤ ∞ (p < ∞ for F-spaces). Furthermore, the B-spaces are closely linked with the Triebel- 
Recent results by This subatomic characterization will turn out to be quite useful when studying entropy numbers.
In terms of pointwise multipliers in B s p,q (R n ) the following is known. 
p1,q2 (R n ) with
We calculate
The last inequality in (1.13) follows from Proposition 1.3. In the 2nd step we used (1.4) together with the fact that ∆
which follows from Hölder's inequality since supp ψg ⊂ Ω 1 is compact.
Entropy numbers
In order to prove the homogeneity results later on we have to rely on the compactness of embeddings between B-spaces, B s p,q (Ω), and F-spaces, F s p,q (Ω), respectively. This will be established with the help of entropy numbers. We briefly introduce the concept and collect some properties afterwards.
Let X and Y be quasi-Banach spaces and T : X → Y be a bounded linear operator. If additionally, T is continuous we write T ∈ L(X, Y ). Let U X = {x ∈ X : x|X ≤ 1} denote the unit ball in the quasi-Banach space X. An operator T is called compact if for any given ε > 0 we can cover the image of the unit ball U X with finitely many balls in Y of radius ε. Definition 1.5. Let X, Y be quasi-Banach spaces and let T ∈ L(X, Y ). Then for all k ∈ N, the kth dyadic entropy number e k (T ) of T is defined by
where U X and U Y denote the unit balls in X and Y , respectively.
These numbers have various elementary properties which are summarized in the following lemma.
Lemma 1.6. Let X, Y and Z be quasi-Banach spaces, let S, T ∈ L(X, Y ) and R ∈ L(Y, Z).
Banach space.
(iii) (Multiplicativity) For all j, k ∈ N e j+k−1 (RT ) ≤ e j (R)e k (T ).
(iv) (Compactness) T is compact if, and only if,
lim k→∞ e k (T ) = 0. Remark 1.7. As for the general theory we refer to [EE87] , [Pie87] and [Kön86] . Further information on the subject is also covered by the more recent books [ET96] and [CS90] . Some problems about entropy numbers of compact embeddings for function spaces can be transferred to corresponding questions in related sequence spaces. Let n > 0 and {M j } j∈N0 be a sequence of natural numbers satisfying
(1.14)
Concerning entropy numbers for the respective sequence spaces b 
Then the identity map id : b
is compact, where M j is restricted by (1.14).
The next theorem provides a sharp result for entropy numbers of the identity operator related to the sequence spaces b
For the entropy numbers e k of the compact operator
we have e k (id) ∼ k
Remark 1.10. The proof of Theorem 1.9 follows from [Tri97, Th. 9.2]. Using the notation from this book we have b
Recall the embedding assertions for Besov spaces B s p,q (Ω) from Proposition 1.4. We will give an upper bound for the corresponding entropy numbers of these embeddings. For our purposes it will be sufficient to assume Ω = B R .
Then the embedding id :
is compact and for the related entropy numbers we compute
(1.20)
Proof.
Step 1: Let p 2 ≥ p 1 , δ + = δ, and let f ∈ B s1 p1,q1 (Ω), then by [DS93, Th. 6.1] there is a (nonlinear) bounded extension operator
(Ω) . We may assume that g is zero outside a fixed neighbourhood Λ of Ω. Using the subatomic approach for B s1 p1,q1 (R n ), cf. Remark 1.2, we can find an optimal decomposition of g, i.e.,
( 1.22) with ̺ 1 > 0 large. Let M j for fixed j ∈ N 0 be the number of cubes Q j,m such that
Since Ω ⊂ R n is bounded we have
This coincides with (1.14). We introduce the (nonlinear) operator S,
where g is given by (1.22) . Recall that the expansion is not unique but this does not matter. It follows that S is a bounded map since
Next we construct the linear map T ,
given by
It follows that T is a linear (since the subatomic approach provides an expansion of functions via universal building blocks) and bounded map,
We complement the three bounded maps Ex , S, T by the identity operator
which is compact by Proposition 1.8 and the restriction operator
p2,q2 (Ω), which is continuous. From the constructions it follows that
(1.24)
Hence, taking finally Re Ω we obtain f by (1.21), where we started from. In particular, due to the fact that we used the subatomic approach, the final outcome is independent of ambiguities in the nonlinear constructions Ex and S. The unit ball in B p2,q2 (M j ), which can be covered by 2 k balls of radius ce k (id) with
This follows from Theorem 1.9, where we used p 2 ≥ p 1 . Applying the two linear and bounded maps T and Re Ω afterwards does not change this covering assertion -using Lemma 1.6(iii) and ignoring constants for the time being. Hence, we arrive at a covering of the unit ball in B 
p 2 in the exponent we finally obtain the desired estimate
Step 2: Let p 1 > p 2 . Since by Proposition 1.4,
p2,q2 (Ω), and therefore (1.20) is a consequence of Step 1 applied to p 1 = p 2 . This completes the proof for the upper bound.
Remark 1.12. By (1.6) and the above definitions we have
(1.25)
In other words, any assertion about entropy numbers for B-spaces where the parameter q does not play any role applies also to the related F-spaces.
Therefore, using Lemma 1.6(iv) and Theorem 1.11 we deduce compactness of the corresponding embeddings related to B-and F-spaces under investigation.
Homogeneity
Our first aim is to prove the following characterization.
Proposition 2.1. Let 0 < p, q ≤ ∞, s > 0 and let R > 0 be a real number. Then We argue similarly to [CLT07] . We have to prove, that
Let us assume, that this is not true. Then we find a sequence
i.e., we obtain that f j |B 
imply that this is true also for f j |B As ω r (f, t) is a non-decreasing function of t, this implies that ω r (f, t) = 0 for all 0 < t < ∞ and finally ∆ r h f |L p (R n ) = 0 for all h ∈ R n . By standard arguments, this is satisfied only if f is a polynomial of order at most r. Due to its bounded support, we conclude, that f = 0, which is a contradiction with f |L p (R n ) = 1.
With the help of this proposition, the proof of homogeneity quickly follows. and almost all t > 0. By standard arguments it follows that f must be almost everywhere equal to a polynomial of order smaller then r. Together with the bounded support of f , we obtain that f must be equal to zero almost everywhere. with constants of equivalence independent of λ and f .
