Abstract We discuss, in this paper, a flux-free method for the computation of strict upper bounds of the energy norm of the error in a Finite Element (FE) computation. The bounds are strict in the sense that they refer to the difference between the displacement computed on the FE mesh and the exact displacement, solution of the continuous equations, rather than to the difference between the displacements computed on two FE meshes, one coarse and one refined. This method is based on the resolution of a series of local problems on patches of elements and does not require the resolution of a previous problem of flux equilibration, as happens with other methods. The paper concentrates more specifically on linear solid mechanics issues, and on the assessment of the energy norm of the error, seen as a necessary tool for the estimation of the error in arbitrary quantities of interest (linear functional outputs). Applications in both 2D and 3D are presented.
The models and the resolution methods have grown increasingly complex and their careful assessment has become unavoidable. In particular, the error arising from the resolution of equations defined on a continuum by the finite element (FE) method has to be estimated and controlled (the so-called "verification" [1] ). Hence, this paper describes a technique for the estimation of bounds on the energy norm of that error, in the particular setting of linear solid mechanics.
This technique is an a posteriori error estimation method, which means that it uses the output of the FE computation to assess its accuracy. Three groups of techniques exist within that general class (see [2] for a more detailed review, and [3, 4] for recent journal special issues on the subject): one based on the so-called constitutive relation error, by Ladevève and co-workers (see for example [5] ); another based on the comparison of the discontinuous stress field computed by the FE method and a regularized version, following the leading work of Zienkiewicz and Zhu [6] ; and, finally, a large family of methods, generically called implicit residual methods, which are based on the (approximate) resolution of a residual error equation on a series of small local problems with appropriate boundary conditions (see for example [7] [8] [9] [10] , and comparisons between approaches in [11] [12] [13] ). Among these methods, we distinguish between the hybrid-flux methods (also called equilibrated residual methods), where the local problems are elementbased, and the flux-free techniques [7, [13] [14] [15] [16] [17] [18] , where the subdomains are patches of elements. The advantage of the latter is that the boundary conditions on the local problems are trivial, and that they do not require any flux equilibration. In this paper, we will concentrate on this type of technique, and we will follow more particularly the approach described in [13, 19] .
In most of these subdomain-based methods, although the local error estimation problems are posed on smaller
f(x) xi !i xj !j " " Fig. 1 Model of the problem on the domain Ω , with internal loads f, boundary forces g on Γ N and blocked on Γ D (left); and corresponding finite element triangulation T H with two stars in darker tones, Ω i and Ω j , corresponding to nodes x i and x j , respectively (right) geometrical spaces, the functional spaces involved are still infinite-dimensional. The exact error is therefore usually estimated as the solution of an alternate FE problem, posed on a much larger space than the original FE computation. Hence, the bounds computed are given with respect to a "refined" solution and are valid only asymptotically. However, it is much more interesting, from an engineering point of view, to provide strict bounds, that is to say with respect to the exact error. A dual formulation was proposed to attain that goal in the context of hybrid-flux residual estimators [20, 21] , and was later extended to the flux-free error estimators in the case of transient convection-reaction-diffusion problems [22, 23] .
This paper describes the extension of these concepts for the derivation of strict bounds of the energy norm of the error in the case of linear solid mechanics problems in the fluxfree methodology. Further, specific aspects are discussed and two strategies are investigated for the enhancement of the bounds. Finally, the accuracy of the estimated bounds is shown on several examples in both 2D and 3D problems.
Model problem and main notations

Model problem
We consider an elastic polygonal domain Ω ⊂ R d (see figure 1) . The boundary, Γ = ∂ Ω , is divided into two complementary disjoint parts Γ D (Γ D = / 0) and Γ N , where essential and Neumann boundary conditions are imposed, respectively. The boundary value problem to be solved reads: find u : Ω → R d , such that
where the internal force per unit volume f ∈ [H −1 (Ω )] d and the Neumann boundary tractions g ∈ [H −1/2 (Γ N )] d are given, H α (A ) is the standard α-Sobolev space over A , and n is the outgoing normal vector. ε(v) and σ (v) are the strain and stress tensors related to a displacement field v.
We define V = {v ∈ [H 1 (Ω )] d , v |Γ D = 0}, the space of admissible fields, and the weak formulation of problem (1) states: find u ∈ V , such that
where a Ω is given by a Ω (w, v) = Ω σ (w) : ε(v) dΩ and by (v) = Ω f · v dΩ + Γ N g · v |Γ N dΓ . The bilinear form a Ω (·, ·) induces the definition of the energy norm by v 2 Ω = a Ω (v, v).
The Lax-Milgram theorem ensures that equation (2) has a unique solution in V , that we will denote u ex . However this solution is usually not available analytically, and we may use the FE method to compute approximations of it.
Finite Element solution and residual error equation
We therefore introduce a triangulation, T H , of Ω , whose elements and vertices are denoted, respectively, {T i } 1≤i≤N e and {x i } 1≤i≤N v , with N e and N v the number of elements and vertices. We assume that the triangulation is such that Γ D and Γ N consist of entire faces (edges in 2D) of the elements of T H . For reasons that will appear in the sequel (more specifically for the solvability of some local problems during the computation of the error bounds, see section 4.2), the FE approximation space over this triangulation is taken to be quadratic, that is
where P n (T k ), n ∈ N, is the space of polynomials of order at most n over T k . The approximation of u ex in V H is then denoted u H , and defined as the unique solution of
The goal of error estimation techniques is to obtain information on the error e = u ex − u H ∈ V . By linearity, this error is the solution of
where the residual R is such that R(v) = 0, ∀v ∈ V H . However, the resolution of equation (4) is of the same complexity as that of equation (2), because e and v are still both in the same infinite-dimensional space V . Therefore, we do not try to solve the problem exactly for e, but rather look for bounds on the energy norm of e, namely on u ex − u H 2 Ω = e 2 Ω = a Ω (e, e) = R(e). Such bounds give a global idea of the error resulting from the approximation of u ex by u H . Another approach, more interesting from an engineering point of view, would consist in looking for bounds on the error in certain quantities of interest, |I (u ex ) − I (u H )|, but it can be brought back, using a proper error representation [24] [25] [26] [27] [28] [29] , to that of estimating bounds for the energy norm (for the original problem and a dual one) so that it will not be discussed any further here.
For problems for which the exact solution is known, one can evaluate the ability of a particular method to provide accurate bounds of the energy norm by using a gloabl effectivity index η = ê Ω / e Ω , or its local equivalent η k = ê T k / e T k . Both should be close to 1 when the method provides accurate bounds. Further, since the estimates that are discussed in this paper are strict upper bounds of the energy norm of the exact error, we will always have η > 1, but no equivalent property for the local η k .
Domain decomposition
Due to the discontinuity of the stress σ (u H ), the stress σ (e) is continuous within each element of the mesh and discontinuous over the element interfaces, denoted Γ int . More specifically, that stress is in the functional space
and we define the jump of the traction vector as
where the indices 1 and 2 refer to the elements on each side of the interface.
Further in the paper, we will decompose the domain Ω in patches of elements (see figure 1 and 2 ), called stars, {Ω i } 1≤i≤N v , and defined by Ω i = ∪T k |x i ∈ T k . The star Ω i , centered on x i , is therefore the set of elements in contact with the node x i . It should be noted that each element is a member of several stars (namely the stars centered on each of its vertices) so that the patches defined here overlap one another. These stars appear in the derivation of our error bounds because they are the support of the linear FE interpolation functions {φ i (x)} 1≤i≤N v , such that φ i (x j ) = δ i j , and
Note that N v denotes the number of vertices of the mesh, rather than the number of nodes, and that these numbers are equal only when using a linear FE method. Note also that the functions φ i do not necessarily coincide with the functions used for the FE interpolation of u H , but that they are in V H .
The next section describes the dual formulation introduced to ensure the strict upper bound character of the error estimate, and the following presents the actual computation of this error bound by the flux-free methodology.
Strict bounds for the energy norm of the error
Following [20, 21] , strict bounds for the energy norm of the error can be derived by using a dual formulation, so that we start from the strong form of the error estimation problem rather than from the weak form (4) . Since the stresses corresponding to the FE solution u H are possibly discontinuous at the interface between the elements of the mesh, while those corresponding to u ex are continuous, the stresses corresponding to the error field e are possibly discontinuous. This has to be taken into account and yields the following strong formulation of the error estimation problem, with jumps in the stresses: find e ∈ V , such that
Extending the definition of g to Γ N ∪ Γ int by setting g(x ∈ Γ int ) = 0, and remembering the extended definition of the jump operator · (section 2.3), one gets the equivalent system of equations:
where f H = f + Div x σ (u H ) and g H = g − σ (u H ) · n are the equivalent loads for the residual error equation.
Dual formulation of the residual error equation
The dual formulation consists in introducing a new variable q, representing a stress tensor in H div (Ω ) = {q ∈ L 2 (Ω ), Div x q < +∞ on T k , T k ∈ Ω }, and verifying
This stress tensor q is said to be statically admissible, and aims at representing the stress tensor arising from the error, σ (e), while relaxing the Dirichlet boundary condition e = 0.
We also define, for any stress tensor field q, the complementary energy as
As stated below, any such statically admissible stress tensor provides an upper bound for the energy norm of the error.
Theorem 1 Let e ∈ V be a displacement error field, solution of equation (4), and q ∈ H div (Ω ) a stress tensor, solution of the system (5). Then, the latter provides a strict upper bound for the energy norm of the former as:
, and the equality is reached for q = σ (e).
Proof For any displacement field v ∈ V cancelling on Γ D , a stress tensor q verifying the strong formulation (5) also verifies
As this is the case for the error e solution of (4), it yields
On the other hand, the expansion of the complementary energy π c (q − σ (e)), which is always positive, and cancels for q = σ (e), yields
where we used Ω σ (e) : C −1 : qdΩ = Ω q : C −1 : σ (e)dΩ , and C −1 : σ (e) = ε(e). The expected result is obtained by comparison of the last two equations.
This theorem provides a way of computing a strict upper bound for e 2 Ω . However it remains to actually construct a statically admissible stress tensor verifying the system (5). In the form written here, the problem seems only slightly less complex than that of computing directly the exact displacement field u ex , because it is posed on the entire domain Ω . The next section presents the flux-free method, that allows to replace the global problem (5) by a series of local problems posed on small patches of elements.
4 Computation of strict bounds of the energy norm of the error using the flux-free methodology Different flux-free methodologies have been developped over the years [7, [13] [14] [15] [16] [17] [18] , all sharing the property that they somehow make use of a set of functions verifying the partition of unity property to replace the global problem (either system (5) or a more classical corresponding primal problem) by a set of smaller local problems. They differ by the type of functions and the way in which they are introduced in the equations, and we will here follow the method described in [13, 19] .
The flux-free methodology
In this method, we use the classical linear FE interpolation functions {φ i } 1≤i≤N v as the set of partition of unity functions and define the local problems as follows: for all vertices i,
where Γ i is the set of all edges of the star Ω i , both in its interior and on its boundary, excepted those that might fall on the Dirichlet boundary Γ D . The homogeneous Neumann boundary condition on the original Dirichlet boundary is added in order to ensure equilibrium of the loads on the star. Note that, using the expanded definitions of f H , g H and · , and seeing that φ i cancels on
, the system (6) can also be written
This expanded version of the local system to be solved in each star is here presented to describe more precisely the different types of boundary conditions that are actually enforced. However, for an easier reading, the rest of the paper will be based on the equations in their reduced form (6) . The flux-free methodology provides an upper bound for the energy norm of the error by the conjonction of theorem 1 and the following: Theorem 2 Let {q i } 1≤i≤N v be a family of stress tensors, in H div (Ω i ), where each member verifies the system (6) for a star
the stress tensorq, constructed aŝ
is then a statically admissible stress tensor, solution of the system (5).
Proof For any point x in the interior of an element T k , by definition of the q i Ω (x),q(x) is obtained as the sum of the q i (x), with an index running only on the vertices of that element. Hence Div xq = ∑ Div x q i = − ∑ φ i f H = −f H , because the φ i form a partition of unity. Likewise, for x ∈ Γ int , q(x) is the sum of the q i (x), with an index running only on the vertices of the side (segment in 2D or face in 3D), and
Remark 1
The Neumann condition imposed on the Dirichlet boundary of the original problem means that, besides verifying the system (5), the stress tensorq will also verifyq · n |Γ D = 0. Asq originally aimed at representing the stresses arising from the error σ (e), it should rather verify e |Γ D = 0, and possibly σ (e) · n |Γ D = 0. Hence, this condition is necessary to impose the equilibrium of the local problems, but is possibly detrimental to the quality of the estimation of the error stress field. However, we will see, in the applications, that it does not seem to deteriorate the quality of the error bounds in a significant manner.
Solvability of the local problems
Provided that it can be constructed, the family of stress tensors {q i } 1≤i≤N v described above provides a strict bound of the energy norm of the error. However, the solvability of the local problems (6) remains to be checked. It is given by the following:
Theorem 3 Let u H be a FE solution of (3), at least quadratic in the sense that the FE interpolation space V H contains at least all element-wise quadratic polynomials over the domain Ω :
If the loads f and g of the FE problem (3) are piecewise polynomials, of order p f and p g , respectively,
where
there exists at least one stress tensor q i , piecewise polynomial, solution of the system (6).
This theorem is similar to the one proved in [21, Appendix A], but set on stars rather than on elements. Hence, we will base our proof on the latter, and, before proceeding, we recall it here, along with two useful lemmas.
, equilibrated in the sense that their equivalent force and moment cancel, that is to say,
and
there exists at least one dual feasible solution
which is piecewise polynomial of degree p, with p ≥ p g and p > p f .
Proof As indicated, this lemma is proved in [21, Appendix A] and will not be derived here. However, it is important to note that the proof requires the splitting of the element T k . A triangular element is hence split into three, a quadrilateral is split into four triangles, and a tetrahedron into four tetrahedra, each time by adding a node in the center of the original element. Also, the proof has formally been performed only for 2D problems and should be, in a future work, extended to 3D.
The two following lemmas will allow us to use the previous one to prove theorem 3.
Lemma 2 Let u H be a FE solution of (3), at least quadratic. Then, for any star Ω i of Ω , 1 ≤ i ≤ N v , the system of loads {φ i f H , φ i g H } is self-equilibrated in the sense that the resulting force and moment cancel, that is to say:
Proof We first examine the case of the resulting force. As the functions φ i are linear over each element of the mesh, and we considered a quadratic FE interpolation space V H , any constant vector a would fall in V H , except that it does not verify the Dirichlet boundary condition on Γ D . Hence, a modified version of equation (3) is verified for v = φ i a, where a term is added to account for the condition on Γ D . We get, using the fact that the support of
Using the divergence theorem, accounting for the possible discontinuity of the stresses σ (u H ) between the elements, and observing that the terms on the Dirichlet boundary condition cancel out, we get that
Fig . 3 Example of a star with the notations used in the proof of lemma 3
Recalling the definitions of f H and g H (section 3.1), this equation can be rewritten
As this is true for any constant vector a, we get the expected equation for the resulting force. The same reasoning leads to the equilibration of the moments because, for any constant vector a, the function φ i a × x would be in V H , be it for the Dirichlet boundary condition, so that the modified (quadratic) FE equilibrium gives
which leads to the expected result simply by using the rules of the triple product (a, b × c) = (a × b, c), ∀a, b, c.
in the sense of (9)-(10). Then, it is possible to construct a distribution of loads on the bound-
, such that f |T k and g * k be equilibrated, in the sense of (7)- (8), on each element, and
Proof The proof follows a rather classical technique, that is described, for example, in [5, Section 8.3] for solid mechanics problems, or in [2, Section 6.4] for scalar problems. We recall here the main steps, in the case of one particular interior star, and send the reader to the above references for a more general proof and details. We consider an interior star (for which the central node x i / ∈ ∂ Ω ) with three elements E 1 , E 2 , and E 3 , exterior sides Γ 1,0 , Γ 2,0 , and Γ 3,0 , oriented interfaces Γ 1,2 , Γ 2,3 , and Γ 3,1 (see figure 3 , and loads g 1,0 , g 2,0 , g 3,0 , g 1,2 , g 2,3 , g 3,1 on the corresponding elements. We look for surface loads g
, where the first subscript indicates the element to which the loads refers, and the second the element that the support interfaces connects to. These loads must verify local jump conditions:
as well as the equilibrium on each element. For example, on element E 1 , this leads to
for any solid motion movement a. Equivalent equations can be written for the other two elements, and, using the jump conditions, this leads to a system of equations in the form
.
This system allows to compute the value of the moments (the integrals) on the left hand side. Then, a distribution (for example linear) is chosen for the value of g * 1,2 , g * 2,3 , and g * 3,1 , and the last three loads g * 2,1 , g * 3,2 , and g * 1,3 are derived using equations (11) .
These three lemmas allow to prove theorem 3 very easily.
Proof (of theorem 3) Indeed, lemma 2 tells us that the loads on the stars, as defined in system (6), are equilibrated. Hence, lemma 3 can be used to derive a surface load on the boundary of each element that verifies the conditions required for the application of lemma 1. The latter gives us the desired result directly.
It should be rightly noted that this theorem does imply that the flux-free method described here cannot be used to derive strict upper bounds for solid mechanics problems that have been solved using linear FE interpolation functions. The rest of this section now concentrates on implementation issues, and, in particular, on the choice of one solution among all the possible ones for each local problem (6).
Implementation and minimization strategies
We start this section with the derivation of the matrix system corresponding to the system (6). Since it is under-determined, we then turn to the description of two possible ways of choosing one among the possible solutions, and finally discuss several implementation aspects of interest.
Derivation of the matrix system We first choose the order of the polynomial used for the representation of the stress tensor, n, and introduce, for each star, the basis p i = {p i m } 1≤m≤N 0 of the (element-wise polynomial) stress tensor space 
We then introduce bases for the divergence space, that is a vectorial basis with a polynomial order n − 1, and for the tractions on Γ i and Γ D . We denote these bases 
Finally, we introduce the vectors of coordinates F and G of φ i f H and φ i g H in the bases p i d−1 and p i Γ , respectively. The system (6) can then be written in the following matrix form
However, this system is, in general, under determined, and a decision must be taken as to which of the possible solutions should be selected. We study here two possibilities, both aiming at minimizing the global complementary energy (associated withq) by minimizing the local complementary energy (associated with the q i ). Indeed, all possible solutions of system (6) provide a strict upper bound for the energy norm of the error through their complementary energy (theorem 1), so that the ideal choice, for a given order of the polynomial describing the q i , would therefore be that which minimizes the complementary energy π c (q = ∑ N v i=1 q i ). Thiŝ q with the minimum complementary energy is the one that will provide the sharpest bound.
Minimization without accumulation The first natural proposal is therefore to find the q i as the solution of the following minimization problem:
under the constraint that theq i be solutions of the system (6). This can be enforced through the use of a lagrangian approach. In view of the constraints, we therefore introduce three dual fonctions λ 1 , λ 2 and λ 3 , and define the lagrangian of the minimization problem as:
The matrix equations for the system are then derived by cancelling the functional derivatives of that lagrangian L , with respect toq i , λ 1 , λ 2 and λ 3 , and projecting the corresponding equations in appropriate bases. We therefore introduce the mass matrix M = [M j ] 1≤ j ≤N 0 , as the projection in the basis p i of the complementary energy operator,
and the vectors L 1 , L 2 , and L 3 of the coordinates of λ 1 , λ 2 , and λ 3 in the bases p i d−1 , p i Γ , and p i D . The matrix system that will be solved in each star therefore takes the form:
Minimization with accumulation However, although the q i all minimize locally the complementary energy on their star Ω i , there is no certainty thatq = ∑ N v i=1 q i will globally minimize the complementary energy on Ω . Hence, we propose an alternative approach, where all the information that was already computed is used for the minimization. For the first stars that are considered, this process is equivalent to the previous one. However, towards the end of the computation, when most of the stars have been computed already, this method will actually provide the solution that, given all that was already computed, gives the global minimum for the complementary energy ofq. Note that this means that the order in which the stars are computed will have an impact on the result of the computation. Also, there is no security that the results computed in this manner are better than the ones computed with the previous one. However, we will see in the examples in the next section, that the order variability can actually be used to one's advantage, and that this technique does indeed provide very good results.
We therefore choose an order for the computation and number the stars accordingly 1 ≤ i ≤ N v . When considering the star Ω i , the local problems on the stars Ω j , 1 ≤ j < i have already been solved, and the corresponding q j computed. We then change the previous minimization problem by the following one:
under the same constraints as earlier. The system (12) is then modified in the following way:
where the vector Q * holds the coordinates, in the basis p(Ω i ), of the stress field obtained from the stars that have already been computed before Ω i .
Elements refinement In the proof of the existence of a stress tensor verifying the system (6) (proof of theorem 3), each element has to be splitted such that two sides of the original element pertain to different elements of the new mesh. Hence triangles are splitted into three new triangles and quadrilaterals into four quadrilaterals, each time by creating a new node in the interior of the polygon. We chose here to create the new node at the barycenter of the nodes of the element considered. Note that this refinement can be performed at a global level, and once only at the beginning of the computation, since the same element in two different stars has to be splitted each time in the same manner. Note also that this refinement operation is computationally inexpensive but that the cost of the resolution of each local problem (6) rises because the number of elements in each star is larger.
Order of the polynomials The proof of theorem 3 also indicates that there is a minimal polynomial degree for the stress tensor required to prove its existence, but any higher order polynomial is also valid. Limited numerical experiments were performed and seem to indicate that there is, in most cases, an improvement of the effectivity index when using higher order polynomials. However, this has a very important cost because the number of terms in the polynomial basis increases very rapidly with the polynomial order (in 2D, the second-order basis includes the terms 1, x, y, x 2 , xy and y 2 , while the third-order basis also includes the terms x 3 , x 2 y, xy 2 and y 3 ; in 3D, the second-order basis includes the terms 1, x, y, z, x 2 , xy, y 2 , xz, yz and z 2 , while the third-order one is twice as large with the terms x 3 , x 2 y, xy 2 , y 3 , x 2 z, xyz, y 2 z, xz 2 , yz 2 , z 3 ). The computational cost of the resolution of the systems (6) rises then very rapidly and the improvement of the effectivity index does not seem to balance the cost. In all the applications shown in the next section, the mimimum order (quadratic polynomials for the stresses) is always used.
Parallelization The fact that the local problems are independent has two advantages: firstly, the computation can be performed very easily on several computers in parallel, and secondly the global computational cost increases only linearly with the number of nodes. Indeed, using the commercial code Cast3m [30] for the FE computations and a Matlab [31] implementation for the error estimation (that could probably be optimized), the tests that we ran indicate that the cost of the error estimation is equivalent to that of the FE computation for a few thousand nodes, and becomes lower for larger computations. Note that when running the error estimation in parallel, either the previous minimization strategy has to be limited to the stars that are actually computed on the local CPU, or some communication between the nodes has to be implemented.
Applications
To illustrate the accuracy of the upper bounds developped in this paper, we chose three examples of application: a 2D perforated square plate in plane stress, a 2D gravity dam in plane strain, and finally a 3D carabiner. All FE computations are performed using Cast3m [30] , and the upper bound computation, using the flux-free method, is implemented in Matlab [31] .
2D perforated square plate in plane stress
The first example that will be considered here is that of a thin square plate with rectangular holes in 2D plane stress. That plate is loaded on the left and right sides by a unit normal traction. The problem is therefore symmetric both in the horizontal and vertical directions so that only a quarter of the plate is actually modeled, with appropriate boundary conditions (see figure 4) . The Young's modulus and the Poisson's ratio of the plate are taken as E = 1 N/m 2 and ν = 0.3. Due to the geometry, the solution of this problem is expected to show singularities in the corners of the interior hole, and the numerical errors to be concentrated there. Note that the same problem was already considered in several papers by various g(x) Fig. 4 Model of a quarter part of the perforated square plate authors [13, 19, 21, 32, 33] . We will study here the values of the effectivity indices computed on different meshes, investigate the possibility of using the upper bound of the error to drive an adaptive process, by looking in particular at the maps of local effectivity indices, and comment on the different optimization strategies discussed in section 4.3. The first mesh that has been considered for this problem is the one on the left in figure 5 , and is the same as the one used by some of the authors in the references above. The exact value of the displacement field for this problem is not known but can be computed accurately by considering an 'overkill' mesh, that is to say an extremely refined mesh. The displacement field on the crude mesh is then interpolated on the refined one to yield the value of the error and hence its energy norm, either globally or in each element of the crude mesh. As an example, the distribution of the energy norm of the exact error e Ω for two different meshes is presented in figure 5 . As expected it shows a very strong localization of the error around the corners of the hole.
Following the ideas presented in this paper, and first performing independent minimization on each star, the computation of the upper bound of the energy norm of the error yields a global effectivity index of η = 1.066 for this first mesh. As it should be as close as possible to 1, and will always remain larger because of the upper bound property, this result is excellent. When using, on the other hand, the accumulation strategy presented in equation (13), the order in which the stars are solved becomes important, so that different effectivity indices can be found for the same mesh. We investigate this effect by computing 10000 times the effectivity index for the same mesh, but changing randomly the order in which the stars are solved. The results are plotted (in light grey shade) as a histogram in figure 6 . As can be observed by comparison with the value computed without accumulation (the black dot on the figure), the value of the effectivity index is almost always lower with the accumulation strategy (about 10 cases out of 10000 yeld higher effectivity indices, but the values are almost equal to the case without accumulation and are hidden below the dot in the figure) . Further, we perform two more series of experiments: on the one hand, 10000 trials with a random ordering, but always starting by the star with the highest error (the lowest corner of the hole in the plate, see figure 5 ), and on the other hand, 10000 trials with a random ordering, but always starting by the two stars with the highest errors (both corners of the hole). The results are also plotted on figure 6 , and show that substantial improvements of the effectivity index can be obtained by performing accumulation starting by the stars that ultimately participate the most in the computation of the upper bound 2π c (q = ∑ N v i=1 q i ). However, note that this can be only used when we have a knowledge a priori of the location of these stars. This may be the case for problems with strong singularities, as is the case here, and in the next problem, but is not true in general. However, in general cases, the accumulation strategy does seem advisable, because it always appears to lower the global effectivity index.
We then compute upper bounds of the energy norm of the error for a series of embedded meshes to study their rate of convergence. Starting from the mesh on the left of fig- ure 5, each triangle is split into four triangles to yield the mesh on the right of the same figure. The process is repeated several times to give a series of embedded meshes with numbers of DOFS ranging from around 500 to 100000. Note that we are considering TRI6 elements in 2D, so that the number of DOFs is approximately six times that of the number of stars. For example, for the first mesh, there are 74 stars, 255 nodes, and 510 DOFs. For each of these embedded meshes, the upper bound, as well as the exact error (by comparison with an overkill solution), are computed, and both values are plotted in figure 7 (dash-dotted line and corresponding solid line). The global effectivity indices for these meshes range from 1.01 to 1.09, and converge at the same rate as the exact error.
We finally use the upper bounds to drive an adaptive process, based on a rationale of equidistribution of the energy of the error on the mesh. Hence, the elements with large contribution to the upper bound are split while those with little contribution are merged. More specifically, starting from a given mesh for which the upper bound has been computed, a map of desired element size is drawn by increasing the current element size (by a factor of 1.5) where the local upper bound of the error is small (more specifically, below 20% of the maximum local upper bound), and lowering the current element size (by a factor of 2) where the local upper bound of the error is high (more specifically, over 80% of the maximum local upper bound). That element size map is then fed to a meshing program, EZ4U, to yield a series of adapted meshes, some of which are shown in figure 8 . The upper bounds and the exact errors (computed using overkill meshes) are plotted in figure 7 and show the excellent improvement of the convergence rate obtained with this adaptive process. The effectivity indices for these adapted meshes range from 1.01 to 1.13. For two meshes (figure 8(b) and figure 8(c), respectively), we plot in figure 9 (left and right sides, respectively) the local upper bound maps and compare them with the exact error distributions. Although the upper bound property is only ensured at the global level, we observe that the distribution of upper bounds is very close to that of the exact error. This is further shown by plotting the histogram of the local effectivity indices for all elements. It shows a strong clustering, in both cases, a little below 1. However, note that the four main elements, that participate to 75% of the total energy norm of the error (all located around the corners of the hole), all have local effectivity indices above 1 (black dots in the figure) . All in all, it seems that the method, at least for this problem with strong singularities, predicts local error slightly below the exact value, while balancing this at the global level by slightly overestimating it for the elements close to the singularity.
2D gravity dam in plane strain
We then turn to a more elaborate problem, of a 2D gravity dam in plane strain, described in figure 10 . The model, already used in [6] , consists of a dam, with a hole representing a gallery, and loaded both by gravity and a hydrostatic pressure where the water would stand. That last load is approximated by a triangular horizontal load on the (almost) The main differences with the previous problem are the complexity of the geometry (several singularity points and a curved boundary), the complexity of the loads (besides the constant surface load as before, a triangular surface load and a volume load), and finally the strong Dirichlet condition on the bottom. We particularly expect the Dirichlet condition
(soil) (air) Fig. 10 Model of the gravity dam on such a large part of the boundary to hinder the quality of our upper bounds since the statically admissible stress tensor field that we estimate will verify a homogeneous Neumann condition on this surface. Further, note that, theoretically speaking, the upper bound property is only valid for piecewise linear boundaries, which is not the case here. However, the overkill meshes will be computed here as refinements of the current one, so that our bounds will indeed be upper bounds with respect to the overkill solutions.
We study here the same issues as in the previous example: quality of the global effectivity index depending on the optimization strategy, rate of convergence of the upper bound in comparison with that of the exact error, and, finally, quality of the local effectivity indices and adaptive process driving.
We first plot a histogram of the effectivity indices computed for 10000 trials (the mesh is that of figure 13(a) ), using the accumulation strategy and a random ordering of the stars (see figure 11 , light grey bars) and compare it with the value obtained without accumulation (black dot on the same figure). As before, the values obtained with accumulation are almost always better than that obtained without accumulation, and when not, they are so close that are hidden on the graph below the black dot. It is interesting to see here that the histogram is bi-modal. By computing, for each star, the correlation (not shown here) between their ranking in the resolution and the value of the effectivity index obtained, it is observed that that correlation is extremely high (in negative) for the star in the left corner of the interior gallery and extremely high (in positive) for one just next to it. Further, these values are much higher than for any other star. Hence, it can be concluded that getting an effectivity index in one side or the other of the histogram is mainly driven by the respective ranks of these two stars: taking the star in the corner before means a better effectivity index. We also plot the histogram obtained for 10000 trials on the same mesh, with accumulation and a random ordering of the stars, but always starting with the star in the left corner of the gallery. As before, the effectivity index is then much better in all trials. Fig. 11 Influence of the minimization strategy on the global effectivity index: histograms of the effectivity indices obtained using the accumulation strategy with random ordering of the stars (light grey shade), and starting with the stars at the geometrical discontinuities (dark grey shade); and value obtained without accumulation (black dot) We then study the rate of convergence of the upper bound for a series of homogeneously refined meshes. The first mesh is that of figure 13(a) . Contrarily to the previous example, we do not consider here embedded meshes. Indeed, the geometry of the curved boundary is not well interpolated on that first mesh, and this issue would stick for all meshes derived from it. We therefore used again the meshing program EZ4U, that time asking for a constant element size throughout the mesh. The global effectivity indices obtained for the six meshes considered range from η = 1.15 to η = 1.35. These values are higher than in the previous example, mainly due to the large Dirichlet boundary condition in the bottom. A preliminary correlation study between the rank of the stars on that boundary and the value of the effectivity index seems to indicate the presence of some kind of pattern between the rank of the stars at the singularity points on the Dirichlet boundary condition and their neighbors. However, a more complete study would be required to draw more definite conclusions and possible strategies for improvement of the effectivity index. In any case, the values obtained here are already highly satisfactory.
Finally, we consider the possibility to drive an adaptive refinement process using the upper bound. With the same meshing software as before, and providing local size maps as indicated for the previous example (with an additional smoothing step that is not relevant here), we obtain a series of refined meshes, some of which are plotted in figure 13 . The global effectivity indices for these meshes also range from η = 1.15 to η = 1.35. Note that, in the last mesh, there seems to be unrelevant refinements around the singularities at the bottom of the domain. This is a consequence of the homogeneous Neumann boundary condition satisfied by our estimated stress field at the Dirichlet boundary conditions of the original problem. We therefore get error estimates at these locations that are slightly overestimated, and are therefore refined. Finally, we plot, in figure 14 , the local maps of the upper bound, next to local maps for the energy norm of the error obtained with the corresponding overkill mesh, as well as the histogram of the local effectivity indices. The conclusion is essentially the same as for the previous example: the local effectivity indices seem to be overestimated for the elements with the highest participation in the global effectivity index, and slightly underestimated for the others. As shown by the rate of convergence obtained using the adapted meshes (figure 12), the upper bound seems to be adequate to drive an adaptive process.
3D carabiner
Finally, we discuss results obtained for a 3D carabiner model. We consider the material to be aluminium with Young's modulus E = 70 GPa and Poisson ratio ν = 0.3. The load is a surface load representing the pull of a rope on each side of the carabiner (see figure 15) or the loads taking place during an axial stress test. The total force acting on each side is F = 20 kN, which is a standard value for the design of such device. The forces acting on each side are equilibrated so that we do not impose any Dirichlet boundary condition and the displacement is defined but for a rigid body motion. (c) Local effectivity indices Fig. 14 Distribution maps of (a) the upper bound, computed using the flux-free method, and (b) the exact energy norm of the error, computed using an 'overkill' mesh; and (c) histograms of the local effectivity indices. The indices of the four elements with the largest error, summing up to 50% of the total error, are indicated by black dots on the histograms. The mesh figures are zooms in the white box on the mesh in figure 13 (b) Fig. 15 Model of the carabiner: the arrows indicate the location and direction of the loads flux-free method seems to be, in 3D, an adequate possibility for the driving of adaptive mesh refinement schemes, as was already shown in 2D. The histograms showing the ratio, for each element, of the upper bound on the exact error, are also very good, although they seem slightly more widespred than their counterpart in 2D. Note, however, that there is no singularity in this problem. More study will therefore be needed to evaluate whether the spreading around the mean value for that ratio is due to the dimensionality of the problem or to the singularities in the problem. Further, a large clustering of low values of the ratio can be observed. By comparison of the dark and light grey bars, this clustering is seen to originate from elements for which the error is extremely low (lower than 0.01% of the maximum local value of the exact error), and therefore to be of no importance. As in 2D, we observe here a tendency of the method to slightly underestimate the local effectivity indices for elements with little weight in the evaluation of the global effectivity index and to slightly overestimate those with more importance (see the black dots on figure 16 ).
Conclusion
In this paper, we presented a flux-free method for the derivation of strict upper bounds for the energy norm of the error between a FE solution and the exact solution, in linear solid mechanics problems. The computation of the bounds are performed locally on patches of elements, and do not require a previous step of global flux equilibration. The bounds were shown on several examples to be very sharp, and some ways of improving them were discussed, in particular by performing accumulation during the minimization, and starting the process by the stars centered on a singularity when it is known. It is also possible the increase the order of the polynomial used to represent the admissible stress field, but this increases the cost of the method disproportionally.
The main limitation of the method we proposed is the requirement to compute the FE solution using quadratic interpolation functions, so as to ensure the equilibration of the loads for the local problems in the error estimation. As discussed, the presence of a large Dirichlet boundary condition seems to decrease slightly the sharpness of the upper bound, and this should be investigated further. It should also be noted that, theoretically speaking, the strict upper bound property is true only when considering a boundary which is piecewise-linear.
In the course of this paper, we have shown how to construct a stress fieldq which is statically admissible in Ω in the sense that it equilibrates exactly all the loads. However, we use here only its complementary energy to yield the desired upper bound. A very promising alternative use of this statically admissible field is to derive strict bounds in the context of nonlinear solid mechanics, using the works of Ladevève and coworkers [34, 35] . This will be the object of a forthcoming paper.
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