In mechanised tunnelling, it is important to perform reliability analyses with respect to the tunnel face collapse and the damage risks of the tunnel lining and existing structures on the ground surface due to the tunnelling induced settlements. The reliability assessment requires to deal with limited information describing the local geology and the soil parameters due to the availability of only a small number of borehole data. In this paper, it is focused on real-time reliability analyses in mechanised tunnelling considering different types of uncertain data, i.e. combining epistemic and aleatoric sources of uncertainty within polymorphic uncertainty models. The system output of interest in these analyses is time variant tunnelling induced surface settlement fields, which are computed by a finite element simulation model. However, for real-time predictions with uncertain data, efficient and reliable surrogate models are required. A new surrogate modelling strategy is developed to predict time variant high dimensional fuzzy settlement fields in real-time. The predicted results of the new surrogate model show similar accuracy compared to the results obtained by optimisation based fuzzy analyses. Meanwhile, the computation time is significantly reduced especially in case of high dimensional outputs and in combination with the p-box approach in the case of polymorphic uncertain data.
Introduction
Tunnel construction inevitably disturbs the soil ground and affects the original stressstrain field. The tunnelling induced ground deformation may cause damage to existing structures and infrastructures. To minimise the impact on the existing structures, mechanised tunnelling has become a well-established tunnel construction method, which allows one to construct tunnels in a broad range of ground conditions. To avoid or reduce the risk of damage to existing infrastructures on the ground surface reliability analyses are required in the design phase and also in the construction phase of a tunnel project. Thereby it is important to predict accurately ground behaviour and surface settlements due to tunnelling especially in case of tunnelling with low overburden.
Numerical models based on the Finite Element (FE) method provide a suitable framework for the description of complex processes in mechanised tunnelling that enables realistic predictions during the tunnel construction process. In Kasper and Meschke (2004) , a three-dimensional process-oriented FE model has been developed for simulations of shield-driven tunnels in soft, water-saturated soil. Based on the simulation model, a similar model, named ekate, has been developed using a more advanced and flexible software architecture . Realistic models for all relevant components involved in mechanised tunnelling (fully and partially saturated soft soils, the shield machine, the segmented lining, the face support, and the tail void grouting) are incorporated in the model. The model has been validated and consequently applied for different investigations of numerical simulations, see also Cao et al. (2013) , Ninić et al. (2017) , Meschke et al. (2013) .
The ground characteristics influencing the design and construction of tunnelling projects are typically described by a set of geologic parameters that are measured or estimated through data obtained from a limited number of boreholes during the subsurface exploration. Owing to the sparse information, it is necessary to consider the uncertainty within mechanised tunnelling simulations. Uncertain parameters arising from aleatoric source, e.g. in case of considering spatial variability of geotechnical parameters by random fields (Papaioannou et al., 2009; Phoon and Kulhawy, 1999) , can be quantified by stochastic numbers. Generally, a correlation function and the corresponding correlation length of random fields are defined based on assumptions. In addition it is required to provide an adequate data base with a sufficiently large number of samples to select adequate stochastic models and estimate the corresponding parameters of the distribution functions. Non-traditional uncertainty models (Möller and Beer, 2008) can be utilised for mechanised tunnelling simulations taking also epistemic sources of uncertainty into account. This type of uncertainty consists of available data in the form of imprecise, incomplete, fragmentary, ambiguous, dubious, or linguistic rather than precise models and parameter values. In geotechnical engineering and tunnelling, it is often described the uncertain parameters by means of intervals, e.g. in the context of the rock mass classifications such as the Rock Mass Rating (RMR) system (Bieniawski, 1989) , or by means of fuzzy models (Fetz et al., 1999) . A comparison between stochastic models and intervals in geotechnical analysis has been presented in Beer et al. (2013) . For reliability assessment of tunnel constructions according to the New Austrian Tunnelling Method, probability boxes (p-boxes) are used within a random set finite element analysis, see Nasekhian and Schweiger (2011) . In , a holistic concept for reliability analyses in mechanised tunnelling with polymorphic uncertain data based on stochastic, interval, fuzzy, and imprecise probability approaches is presented. The concept is applied to a mechanised tunnelling simulation with fuzzy stochastic and fuzzy soil parameters in Stascheit et al. (2013) .
For reliability analyses taking the uncertainty of geotechnical parameters into account, the simulation model needs to run multiple times, e.g. to predict failure probabilities. This is a time-consuming procedure since it requires at least a few hundreds within optimisation approaches for interval or fuzzy analyses or up to 6 10 or more within Monte Carlo simulations. Therefore the FE simulation models must be replaced by surrogate models to reduce the computation time significantly, especially for real-time applications. Several approaches for the generation of surrogate models have been developed, see e.g. Simpson et al. (2001) for an overview. Artificial Neural Networks (ANNs) (Haykin, 1999) are widely used in engineering, see e.g. Adeli (2001) . In Freitag (2015) , an overview of ANN applications in structural mechanics is presented and different network architectures are explained. Often, multilayer perceptrons with feed forward architecture, see Haykin (1999) , are utilised to learn functional relationships in deterministic data. In Stascheit et al. (2013) , a fuzzy stochastic simulation of a mechanised tunnelling process is performed based on a Recurrent Neural Network (RNN) surrogate model.
For the steering of Tunnel Boring Machines (TBMs), ANN surrogate models are already proposed in Ninić and Meschke (2015) to predict the settlements at selected monitoring points. For high dimensional outputs, i.e. if the whole settlement field has to be predicted, a hybrid surrogate model is introduced in Freitag et al. (2015) . The hybrid strategy is based on a combination of RNN and Gappy Proper Orthogonal Decomposition (GPOD) methods and can predict (extrapolate) tunnelling induced uncertain time and spatially varying surface settlements. Analysis with different types of uncertain data have been performed by means of the deterministic surrogate models together with an optimisation approach and Monte Carlo simulations. The results are obtained after one to two hours on a standard notebook, which limits its practical application for real-time predictions at construction sites. In several works, the hybrid surrogate model has been further developed, such as to improve the prediction capability and to process interval input-output data in real-time, see Freitag et al. (2018) and . In this paper, the hybrid surrogate model for interval data (Freitag et al., 2018 ) is extended to process fuzzy data.
The remainder of the paper is organised as follows. Section 2 gives a brief description of the process-oriented FE model for numerical simulations of mechanised tunnelling processes, which is used for the training of the surrogate models. Section 3 introduces the concept and representation of fuzzy data. The corresponding computation schemes are described in Section 4. Section 5 presents how the fuzzy data are processed with the hybrid surrogate modelling approach. The sub-surrogate models of the proposed approach are briefly described in Section 6. A structural mechanics verification example and an application example in mechanised tunnelling are finally shown in Section 7. Moreover, Section 7 also provides the results of reliability analyses with polymorphic uncertain data.
Finite element model for mechanised tunnelling
For the simulation of shield tunnelling in soft soils, the three-dimensional FE model ekate described in Meschke et al. (2011) and further developed in is employed. The model is developed within the object-oriented FE framework KRATOS and takes into account all relevant components of the mechanised shield tunnelling and their mutual interactions. After each TBM advance, by deactivation of soil elements and adjusting all boundary conditions to the new situation, the excavation at the cutting face, the tail void grouting and the installation of a new lining ring are simulated. Parametric studies of the mesh coarseness need to be performed to obtain a proper and stable solution regarding to the mesh dependent characteristic of the deactivation problem. The components of the simulation model are illustrated in Figure 1 . The soil is modelled as a three or two phase material for partially or fully saturated soils considering the solid, the pore water and the pore air as individual phases, see . Two elastoplastic constitutive models are available, the Drucker-Prager model, which is well-suited for sandy soils, and the more general Clay and Sand model (Yu, 1998) , characterised by non-associative plasticity, which is preferably used for clayey soil. The Tunnel Boring Machine (TBM) is modelled as a deformable body connected with frictional contact to the soil along the (conical) shield skin. With this modelling approach, the volume loss due to the excavation process simulation considers the real, tapered geometry and the over-cutting of the shield machine. The TBM is pushed forward by the hydraulic jacks, which are represented by truss elements and connecting the element nodes of the tunnel lining with the pressure bulkhead of the machine.
At the tunnel face and the tail void gap, the support pressure and the grouting pressure are applied respectively to ensure the tunnel face stability due to distortions caused by the excavation process and to reduce the volume loss behind the conical shield. The tail void grout is modelled as a fully saturated two-phase material considering hydration-dependent material properties of the cementitious grouting material as proposed in Meschke (1996) .
The interaction between the existing structures at the surface and the ground is modelled using the mortar method presented in Popp (2012) . Recently, the FE model has been supplemented with various new features, such as a paralellisation strategy to reduce the computation time (Bui and Meschke, 2015) , an automatic simulation model generation and execution concept based on a Tunnel Information Model and a re-meshing technique for realistic modelling of the excavation and advancement processes . More details about the numerical simulation model can be found in Ninić (2015) and Meschke et al. (2011) .
Uncertain data quantification
In mechanised tunnelling, it is required to consider the unavoidable uncertainty associated with the geotechnical model parameters in the numerical prediction of the settlement field. The uncertainty of geotechnical parameters describing the topology and the properties of the soil layers, e.g. the soil material parameters, may have a significant influence on the surface settlement, especially in tunnels with low overburden. In general, only limited information of the geotechnical parameters can be obtained from a few borehole data along the tunnel track in the design stage of a tunnel project. As a consequence, the expected soil material parameters are often provided in ranges instead of deterministic values. In addition, uncertain data in shield driven tunnelling may also arise from machine operational parameters, which are related to aleatoric sources of uncertainty. Therefore it is relevant to apply quantification methods, which are able to handle polymorphic uncertain data e.g. in the form of intervals, fuzzy numbers, stochastic numbers or probability boxes. In this paper, the focus is on real-time simulations with fuzzy data and its application within the p-box approach.
Intervals
Parameters with epistemic sources of uncertainty can be quantified as intervals without assumptions about its distribution within this range. Intervals
are used to quantify uncertain geotechnical parameters by means of lower bounds l x and upper bounds u x . In general, these interval bounds are defined based on the experience of experts, e.g. geotechnical reports often contain intervals for expected geotechnical parameters.
Fuzzy numbers
The concept of intervals can be extended to fuzzy numbers, if a membership function of the uncertain set is introduced. If the membership function is discretised by  -cuts into a set of nested intervals, the computational approaches for intervals can be extended to fuzzy numbers. In mechanised tunnelling, the soil parameters can be modelled as fuzzy numbers x  . In this case, the ranges of the parameters provided in the geotechnical reports are assessed by membership functions ( ) x  , i.e. the level of membership of each realisation x to the fuzzy set x  is described by a number between 0 and 1 reflecting the grade of membership. In general, expert knowledge is the basis to define the shape of the membership functions, e.g. by linear membership functions (fuzzy triangular numbers), where the most possible value of the parameter in the given range [ , ] 
for each  -cut d . A fuzzy number can be represented by its  -cuts as a discrete set of the corresponding interval bounds. Figure 2 shows a typical fuzzy number with D -cuts. The discretised fuzzy number is defined by a sorted sequence containing all lower and upper bounds 1 1 = ,..., , ,..., . The discretised fuzzy number can also be represented by defining a reference point, e.g.
l D x , and incremental differences  to all other bounds, see e.g. Möller and Reuter (2008) .
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( 1) 
Whereas the reference point l D x is defined in  , all  -values are positive numbers. In this paper, the fuzzy settlement field, i.e. the vector  S containing all settlements of a surface area, will be described by the  -representation
) can be an interval or a deterministic number. In case of a
x for  -cut D , the number of elements in equation (3) is an odd number and = 0 D S .
Reliability analysis with polymorphic uncertain data

Reliability analysis with fuzzy numbers
Reliability analyses with fuzzy numbers require to define mapping models for fuzzy input-output data relationships. With respect to the mapping types for interval and fuzzy processes introduced in Freitag et al. (2012) and Freitag et al. (2011) , the mapping with deterministic parameters is denoted as Type 1 Mapping and the mapping with fuzzy parameters is denoted as Type 2 Mapping. In case of Type 1 Mapping, the (time constant) geotechnical fuzzy parameters  X and the time variant deterministic steering parameters ( ) t P are defined as inputs and mapped with deterministic model parameters onto the time variant fuzzy settlement field  ( ) t S .
 Type 1 Mapping with deterministic model parameters
Type 2 Mapping is associated with the case in which only the time variant deterministic steering parameters ( ) t P are defined as inputs, which are mapped with fuzzy model parameters onto the time variant fuzzy settlement field  ( ) t S .
 Type 2 Mapping with fuzzy model parameters
The influence of the time constant geotechnical fuzzy parameters  X is considered by fuzzy parameters in the mapping model. In contrast to Freitag et al. (2018) , where an approach for Type 1 Mapping with intervals is presented, the algorithms developed in this paper are based on Type 2 Mapping with fuzzy numbers.
In general, the computation of the mapping models can be solved by the following approaches:
1  -cut optimisation with a deterministic mapping model 2 fuzzy arithmetic 3 independent deterministic mapping models for the components of the -representation of the fuzzy numbers.
The  -cut optimisation, see e.g. Möller et al. (2000) , requires for each settlement field component multiple runs of a deterministic mapping model to determine its lower and upper interval bounds by means of solving two optimisation tasks (minimisation for lower bounds and maximisation for upper bounds) for each  -cut. The optimisation process may be very time consuming, especially in case of high dimensional multiple outputs. Fuzzy arithmetic approaches allows to compute the whole settlement field in one computational step, without solving optimisation problems. The efficiency in computational time enables the possibility for real-time predictions. However, overestimation, i.e. the fuzzy width of the settlement field components may be too wide, has to be considered within the creation of the mapping model.
Here, the -representation of fuzzy numbers is used to enable real-time predictions of fuzzy settlement fields. The mapping is realised by a split into independent deterministic mapping models for the lower bound of the -cut D and the -values. The key idea of this approach is that the time-consuming optimisation procedure is replaced by surrogate models which are computed previously as shown in Figure 3 . For the prediction of the lower bound of -cut D, there is no constraints to the outputs. However, for the -values, the outputs must be non-negative. 
Reliability analysis with fuzzy and stochastic numbers
If also stochastic parameters are considered as inputs, e.g. if the process parameters are considered as stochastic processes, a probability box is obtained for each  -cut in the output. A probability box consists of a pair [ ( ), ( )] l u F x F x of lower and upper bound for the set of cdfs, see e.g. Ferson et al. (2003) .
The p-boxes for each -cut are computed by a stochastic analysis with fuzzy samples, e.g. by a Fuzzy Monte Carlo Simulation, which is an extension of the Interval Monte Carlo Simulation, see e.g. Zhang et al. (2010) and Freitag et al. (2013b) . Considering the proposed hybrid fuzzy surrogate model in this paper as a replacement for the optimisation process and the deterministic FE simulation, see Figure 4 , the computation time in case of polymorphic uncertain data can be reduced significantly. Although the time consuming stochastic analysis is still necessary, real-time applications in mechanised tunnelling can be achieved by parallel computations in the Monte Carlo loop. 
Hybrid surrogate model
During the mechanised tunnelling process, the evaluation of multiple surface settlement locations is required in real-time to support the decision of choosing appropriate operational parameters such as grouting and support pressures. With this purpose, the benefits of RNN and Proper Orthogonal Decomposition (POD) approaches are combined within hybrid RNN-GPOD surrogate models for deterministic input-output mapping with a low dimensional input and a high dimensional output, see . The approach has been extended to a direct interval input-output mapping, see Freitag et al. (2018) . In this paper, this concept is further developed to process fuzzy input-output data relationships corresponding to the introduced Type 2 Mapping as depicted in Figure 5 . For more details of implementation of components of the hybrid surrogate model, it is referred to the works in and Freitag et al. (2018) . Figure 5 (a) presents the necessary computation in the offline stage. In general, it should be noted that the input parameters, which are varied to generate the data to construct the surrogate model, are selected based on sensitivity analyses and practical investigations in mechanised tunnelling. The analyses are performed to determine the important parameters which are sensitive to the objective of the model, i.e. the surface settlement. In this paper, this topic is not described and readers are referred to Ninić (2015) . By varying the deterministic values of input parameters (both geotechnical and process parameters), deterministic output data (surface settlements) are collected from simulations based on the FE model ekate representing a specific tunnel from time step 1 to n. The deterministic input-output data set is utilised to establish a deterministic surrogate model as introduced in Freitag et al. (2015) . This surrogate model can be used directly to predict the complete surface settlement field in step 1 n  when there is no uncertainty from geotechnical parameters. In case of dealing with uncertainty under the type of fuzzy data, the additional step to compute the system outputs for uncertain geotechnical parameters needs to be performed. For the Type 2 Mapping, predefined fuzzy numbers are assumed to describe the geotechnical parameters, meanwhile different scenarios with deterministic values are created for the pressures P(t). The fuzzy analyses based on the just-built deterministic surrogate model together with an optimisation approach are performed to obtain corresponding fuzzy settlements fields. The result obtained from these analyses is used to create the hybrid surrogate model, which is capable of predicting fuzzy input-output relationships in the online stage for step 1 n  . Figure 5(b) shows how to apply the proposed surrogate model in the online stage, i.e. during the tunnel construction. The prediction results depend on deterministic chosen values of the steering parameters in time step 1 n  and the recorded history from time step 1 to n . The procedure is performed through three consequent steps. In the first step, the RNN approach is employed to predict the settlement behaviour at selected monitoring points for time step 1 n  . Afterwards, the complete time-variant surface settlement field from step 1 to n is approximated by the POD-RBF approach. Finally, a reconstruction missing data technique (i.e. Gappy POD) is performed to predict the complete settlement field in time step 1 n  . In step 2 and 3, for the prediction of S  , Non-Negative Matrix Factorisation (NNMF) (Paatero and Tapper, 1994) together with the RBF approach (NNMF-RBF) is employed instead of POD-RBF to guarantee non-negative output values.
Processing fuzzy data with the hybrid surrogate model approach
This section is devoted to briefly describe the computational approaches of each component of the hybrid surrogate model for fuzzy data: process prediction (prediction of the settlements of selected monitoring points for the next time steps), field approximation by interpolating with complete data (approximation of the settlement fields from starting time step up to the current time step) and reconstruction of missing data (prediction of the complete settlement field for the next time step).
Process prediction for fuzzy data
An extension of feed forward neural networks, called Recurrent Neural Networks (RNNs), is able to learn dependencies between data series without considering time as additional input parameter. With this characteristic, the time-dependent phenomena in data series and the prediction (extrapolation) of further structural responses can be captured. This type of neural networks is often used for the approximation and prediction of dependencies between structural processes, see e.g. Freitag et al. (2011) . In general, the layered network structure of the RNNs is similar to the architecture of feed forward neural networks. History dependencies in structural processes are considered by adding context neurons to the hidden and output neurons. These additional neurons send time delayed context signals to the hidden and output neurons. They can be trained by modified backpropagation algorithms as shown in Freitag et al. (2011) , or by means of particle swarm optimisation (Freitag et al., 2012) . 
Field approximation with complete fuzzy data
In the paper, separate surrogate models for the lower bound of -cut D l D S and the S are created to produce the fuzzy settlement field. The POD-RBF approach is utilised to predict the l D S . For a strictly restriction of non-negative prediction results for the S , the NNMF technique is employed instead of POD, which forms the NNMF-RBF surrogate model. The sections below describe briefly the basic idea of the POD, and the NNMF approaches and how to combine the method with RBF to form a surrogate model.
Proper orthogonal decomposition
Proper Orthogonal Decomposition (POD) is a powerful method and widely used in data analysis. The method aims at producing a low-dimensional approximate description of a high-dimensional data set. The given set of data can be approximated by a few orthonormal vectors, called POD basis vectors, in an optimal least-squares sense. The POD approach has been introduced under various names depending on the area of application such as: Karhunen-Loeve Decomposition (Karhunen, 1946; Loeve, 1978) in stochastics, Principal Component Analysis in data analysis (Hotelling, 1933) or empirical orthogonal function in oceanography and meteorology (Lorenz, 1956 ). An overview and short summary of the POD method is presented in Chatterjee (2000) . For solving inverse problems, a strategy to employ the POD technique in combination with Radial Basis Functions to form an efficient surrogate model has been adopted, see e.g. Ostrowski et al. (2005 Ostrowski et al. ( , 2008 , Buljak and Maier (2011) , Khaledi et al. (2014) .
The collection of M snapshots obtained from numerical simulations by changing the input parameters are organised in a rectangular N by M matrix S with N associated with the number of system outputs. The high-dimensional matrix S is approximated as a linear combination of two lower dimensional matrices: the truncated POD basis vectors  and the truncated coefficient matrix Â as following
The  is obtained by taking only K  M basis functions from the full POD basis vector  of the snapshot matrix S depending on the desired accuracy E. Consequently, the truncated coefficient matrix, Â can be computed as ˆ= .
At this step, Â contain constant values associated with the given matrix S. Hence, only an approximation for snapshots that were generated in the original high-dimensional snapshots matrix S is available.
POD-RBF
To approximate the system behaviour related to intermediate values of input parameters that are not included in the snapshot data, an interpolation is performed to determine the truncated coefficient matrix Â , assuming that Â is a smooth function of input parameters. To establish a continuous type of response, the truncated coefficient matrix is expressed as a nonlinear function of input parameters on which the system depends:
Equation ( employ Radial Basis Functions (RBFs) as interpolation functions due to their good approximation and smoothing properties. In this paper, the inverse multiquadric radial basis function, see Hardy (1990) , is used as interpolation function. The coefficient matrix B is determined from equations (10) and (9) by direct computation. Finally, an approximation of the output system response corresponding to an arbitrary set of input parameters is obtained by
NNMF-RBF
For the prediction of l D S , the POD-RBF method is employed since there is no restriction on the sign of the prediction outputs. Alternatively, the Non-Negative Matrix Factorisation (NNMF) is utilised instead of POD together with RBF (NNMF-RBF) to ensure the positive sign of the reconstructed results for the S . The NNMF was first suggested by Paatero and Tapper (1994) as a concept of Positive Matrix Factorisation concentrating on a specific application concerned with Byzantine algorithms. Modern NNMF algorithms can be divided into four categories: Standard NNMF, Constrained NNMF, Structured NNMF and Generalised NNMF. In this paper, the Standard NNMF is utilised for the S predictions as described below.
Given 
Similar to the POD approach, W and ˆ A are denoted as the basis matrix and coefficient matrix, respectively. The alternating Non-Negative Least Squares (NNLS) algorithm proposed in Kim and Park (2008) , which ensures the convergence of the minimisation problem in equation (12), is implemented in this paper.
Similar to the POD-RBF approach, a non-negative approximation of the output system response corresponding to an arbitrary set of input parameters is obtained by
By using the inverse multiquadric function as interpolation function, the matrix F is nonnegative since each element in F represents the distance between a data point and its neighbour. The matrix  B is the non-negative solution of the NNMF for the ˆ= *  A B F problem with ˆ A and F fixed and non-negative. Therefore, the a S obtained from equation (13) is guaranteed to satisfy the non-negative constraints for the output prediction. The algorithm for POD-RBF and NNMF-RBF procedure is outlined in Table 1 . Table 1 POD-RBF and NNMF-RBF algorithm to predict the deterministic system response from an arbitrary set of input parameters 
Reconstruction missing fuzzy data
The prediction of the complete fuzzy settlement field in time step 1 n  can be regarded as a reconstruction problem with missing data. In that problem, the fuzzy settlement of several monitoring points in time step 1 n  can be predicted by RNNs and the complete fuzzy settlement field from time step 1 to n is given by POD-RBF and NNMF-RBF networks. Now the fuzzy settlements of the other points in time step 1 n  will be reconstructed by adopting reconstruction techniques based on these results. Gappy Proper Orthogonal Decomposition (GPOD) technique can be utilised to reconstruct l D S . A similar reconstruction procedure with the POD replaced by NNMF, called as Gappy NNMF in this paper, is employed for the missing data reconstruction process of the S to ensure non-negative output values.
Gappy proper orthogonal decomposition
Another extension of the POD method, called Gappy POD (GPOD), has been introduced in Everson and Sirovich (1995) to reconstruct human face images from incomplete data sets. This approach is based on the combination of the basic POD method with a linear regression. The complete vector for the entire grid is reconstructed by combining the POD basis together with gappy data (which is data given at very few of the grid points). The method was successfully employed in Bui-Thanh et al. (2004) for data reconstruction in aerodynamic problems. The flow field is reconstructed efficiently from an incomplete aerodynamic data set by using GPOD. The gappy POD procedure is described below.
Assumed that an incomplete vector * S can be characterised with the existing snapshots set S, the complete (repaired) vector from 
Gappy non-negative matrix factorisation
The reconstruction procedure for a non-negative vector * S now can follow the steps in the GPOD method with some minor modifications. The corresponding objective function * *2 = n E    S W A   to be minimised contains the distances between the available incomplete data vector and the predicted vector. The non-negative basis matrix W is assumed to be known from the available non-negative data matrix S . The coefficient vector * A is obtained considering the non-negativity constraint by solving the nonnegative least squares problem * *| | ,subject to : 0,
The non-negative constrained least squares problem in equation (17) is solved by an algorithm introduced in Van Benthem and Keenan (2004) . Finally, replacing the missing elements in the incomplete vector of S , the non-negative complete or repaired vector of the system response is reconstructed. The step by step of the GPOD and the Gappy NNMF procedure is summarised in Table 2 . 
Verification with a cantilever beam
In order to verify the new hybrid fuzzy surrogate model, a cantilever beam with a moving concentrated load is selected, see Figure 6 . According to the Type 2 mapping, the time variant moving load [ ] n P is mapped onto the time variant fuzzy deflection of the beam  S taking a fuzzy modulus of elasticity  E in the mapping model into account. The results are also compared to the analytical solution, see equations (19) and (20), which is also used to compute the training data, i.e. the bounds at all  -cuts of the fuzzy deflections at all nodes from time step 1 to 9.
A set of 500 snapshots resulting from 500 random scenarios of moving [ ] n P along the beam is used to create the surrogate model components. For the time steps 1 to 9, the fuzzy displacements at all 11 nodes of the beam are calculated by equations (19) and (20) and stored in the snapshot matrix. For the three  -cuts, the snapshot data set is divided into four subsets for 3 l S and 12 S , 23 S , 3 S , 32 S , 21 S . 
between the predicted results and the analytical solution are around 3% in average.
2 Since the  -representation for fuzzy numbers is adopted, the POD and NNMF procedures are applied again to find the reduced bases of the computed matrices 3 l S , 
Six RNNs are trained and tested with the 500 patterns of input-output data of time steps 1 to 9 to predict the components of the fuzzy deflections at nodes 2, 6 and 10 at time step 10. The network for the 3 l S prediction consists of one hidden layer with 5 hidden neurons and a delay of one time step for the context neurons. RNNs with two hidden layers (7 neurons per layer) are created to predict the  -values 12 S , 23 S , 3 S , 32 S and 21 S . In all  -RNNs, a delay of two time steps is selected for the context neurons. The  -cut bounds of the predicted fuzzy deflections  sel sm S at the three selected nodes for the loading scenario 0.64, 0.66, 0.75,0.79,0.88,0.91 = 13.8,14.4,16.4,17.3,19.0,19.7 37.9,39.6, 44.6, 47.1,51.6,53.4 sel sm 62,0.65, 0.75, 0.80,0.89,0.93 = 13.4,14.1,16.2,17.4,19.3, 20.0 36.3,38.3, 44.3, 47.3,52.5,54.5 sel an 27,5.51, 6.27, 6.64, 7.29, 7.54 9.1, 9.5,10.8,11.4,12.6,13 7, 24.0, 26.4, 27.3 25.2, 26.3, 29.7,31.4,34.4,35.6 31.5, 32.9, 37.1, 39.2, 42.9, 44.4 44.4, 46.4,52.2,55.1, 60.4, 62.4
37.9, 39.6, 44.6, 47.1, 51.6, 53.4  * 0.00,0.00,0.00,0.00,0.00,0.00 2.39, 2.52, 2. 92,3.11,3.46,3.59 5.19,5.47,6.33,6.75,7.50,7.79 8.9,9.4,10.8,11.6,12.8,13 . 5, 24.0, 26.7, 27.7 24.1, 25.4, 29.3, 31.3,34.8,36.1 30.1,31.7,36.7,39.1, 43.5, 45.1 42.7, 45.0,52.1,55.6,61.7,64 .1 38.3, 44.3, 47.3, 52 .5, 54.5 Figure 8 illustrates the fuzzy beam deflections at time step 10 obtained by the analytical solution and using the proposed hybrid fuzzy surrogate model. It is shown, that all predictions provide a very good agreement with the analytical solution. The average error of the upper and lower bounds of all 11 nodes at time step 10 for all α-cuts are around 1.2% (i.e. the average error corresponding to the sub-surrogate model GPOD (Gappy NNMF)). Table 3 presents the errors computed by equation (21) of each sub-surrogate model. In addition to this verification test, a set of 20 random loading scenarios is generated in order to further test the prediction accuracy. The obtained average error for all scenarios is 2.4%, which proves the prediction capability of the hybrid fuzzy surrogate model.
The generated hybrid fuzzy surrogate model is further applied to predictions with polymorphic uncertain data within the extended p-box approach for fuzzy data. In this case, the modulus of elasticity is the same fuzzy number  = 26, 27, 30, 32, 37, 39 E   , but the moving load [n] P is treated as a stochastic process (stationary Gaussian process with mean value [n] P = 50 kN and standard deviation σ = 15 kN). 1000 samples of moving [n] P are randomly generated and a Monte Carlo simulation is performed using the hybrid fuzzy surrogate model to predict the corresponding deflection of the beam at node 11 for time step 10. Figure 9 depicts the six deflection distributions, i.e. the minimum and maximum p-box cdfs at the three α-cuts obtained by the fuzzy surrogate modelling approach and the optimisation based approach using the analytical solution. The surrogate model approximation for α-cut 3 almost coincides with the solutions obtained from the optimisation approach, since the average error for both cdf bounds is around 0.8%. Due to the accumulative error created by the Δ-representation of fuzzy numbers, the error increases to 3.5% for the cdf bounds of α-cut 1. However, in general the curves obtained from the surrogate model and the optimisation approach show very good agreements with an average error of around 2.4% for all six bounds. The computation time required to construct the p-boxes in time step 10 for all 11 nodes of the beam is approximately 15 minutes using the new hybrid fuzzy surrogate model, whereas the optimisation approach takes around 40 minutes. There is a reduction in computation time also in this case of a cheap analytical solution within the optimisation approach. If both methods are applied for more complicated analyses, such as nonlinear problems with more outputs, the proposed hybrid fuzzy surrogate model is expected to have a much better performance compared to the optimisation approach. This enables the application of more advanced and complicated reliability analysis in engineering, such as settlement predictions of mechanised tunnelling processes.
Application to settlement field predictions in mechanised tunnelling
The hybrid fuzzy surrogate model is applied to predict time variant fuzzy settlement fields of a mechanised tunnelling process. Additionally, reliability analyses with polymorphic uncertain data are performed. Figure 10(a) shows the geometry and the FE discretisation of the simulation model for a tunnel section of 144 m length constructed by a Tunnel Boring Machine (TBM). In this section, the TBM passes an existing railway system. The dimensions of the models in X, Y and Z directions, which are chosen with the consideration of avoiding boundary effects on the results of the FE analysis, are 144 m, 220 m and 67 m respectively. The side boundaries of the simulation domain is restrained following normal directions of the corresponding surfaces, i.e. horizontal displacements are not allowed, whereas the vertical displacements are left free. The bottom mesh boundary is completely fixed in both horizontal and vertical directions, which is typically used in applications of the FEM to geotechnical problems since there is hardly no deformation appearing in deeper soil layers with high stiffness. The model consists of 31504 finite elements and 736170 degrees of freedom, which are necessary to simulate 72 excavation steps. The tunnel in this example is a shallow tunnel since the ratio between the overburden (cover depth) CD and the tunnel diameter = 10.97 D m is approximately 0.6. The length and the thickness of each concrete tunnel lining ring are 2 m and 0.5 m, respectively. The material behaviour of the lining ring and the shield machine is assumed to be linear elastic.
The ground model as shown in Figure 10 (a) comprises two soil layers: low terrace with gravel of the quaternary (20 m thick) and a tertiary layer (47 m thick). The tunnel is constructed completely in the top soil layer. The soil behaviour is described by an elastoplastic model using Drucker-Prager yield criterion with a linear isotropic hardening. In this application, the elastic modulus of the top soil layer 1 E is taken as an uncertain parameter defined by a fuzzy number. The support pressure and the grouting pressure, which are applied at the tunnel face and the tail void gap respectively, are considered as time variant process steering parameters. The surface settlement prediction and the reliability analyses are performed to support the TBM driver selecting appropriate steering parameters to minimise or to reduce the influence of the tunnelling process to the existing railway system.
Taking the intersection point between the alignment projection of the tunnel and the railway onto the ground surface as reference point, a rectangular area with the dimensions of 104 m and 110 m in X and Y directions respectively, see Figure 10 (b), is considered as the area of interest in this example. The settlements outside this area are almost zero. The vertical displacements at 154 nodes of the FE mesh, see Figure 10 (b), are defined as the outputs of the surrogate model. The TBM is crossing under the middle of the railway in the 36 th step of the tunnelling process. Here, the objective is to predict the fuzzy settlements of all 154 surface points at time step 37 for arbitrary changes of the support and the grouting pressures. The complete fuzzy settlement field at time step 37 is predicted based on the fuzzy settlement field from time step 1 to 36 and RNN predictions of the fuzzy settlements at 18 monitoring points at time step 37. This number of monitoring points is selected to ensure that the RNN is capable to provide good predictions and to have an appropriate accuracy of the GPOD. In general, if there are more available data points, the reconstruction quality of the GPOD will be better. However, the training and prediction of the RNN might be more complicated. A strategy to select the monitoring locations based on the numerical simulation (sensitivity analysis) and the experience in tunnelling is currently developed, but the concept is out of scope of this paper.
First, a deterministic surrogate model presented in Freitag et al. (2015) Figure 11 . These possible ranges of varying input parameters are taken from practical tunnelling processes. The data set generated from the results of the FE simulations are divided into training and validation sets. In general, the first set, containing data from steps 1 to 36, is used to establish the surrogate models and the second one with data from step 37 onwards is used for validation. Additionally, 10 random cases from 160 FE simulations are separated in order to later prove the quality of the deterministic RNN-GPOD surrogate model. Figure 11 . The prediction performance of all 10 validation cases are summarised in Table 4 . The errors are computed by equation (21). With an average error of around 5% for this highly nonlinear and complicated problem, it is shown, that the deterministic surrogate model can produce good results, and hence it is employed for the next step of the proposed hybrid fuzzy surrogate modelling strategy. The deterministic surrogate model is now applied to produce the fuzzy settlement field in time step 37 within a fuzzy analysis using the Particle Swarm Optimisation approach for the  -cut optimisation. The fuzzy settlement data set is generated from an input data set consisting of 100 random scenarios for After predicting the fuzzy settlements at the monitoring points by the RNNs, the GPOD and GappyNNMF methods are used to predict the fuzzy settlements for the whole 154 nodes. Figure 13 shows the regressions of predicted and reference results for the four  -cut bounds of the fuzzy settlement field exemplified for validation case 7. The predicted fuzzy settlements of the complete surface field at the time step 37 are visualised as four surface plots in Figure 14 .
The method provides the prediction results with a good agreement, i.e. with an average relative error of around 8.7% for the inner α-cut 2 and 9.6% for the outer α-cut 1, comparing to validation results stored from pre-performed fuzzy analysis in this validation case. Considering all validation cases, the average relative error for the predictions of α-cut 2 and α-cut 1 are 6% and 7.5% respectively. Table 5 lists in detail the relative prediction errors for all nine validation cases using the proposed hybrid fuzzy surrogate modelling approach. In general, the prediction performance for settlement bounds of the lower α-cuts may decrease due to the cumulative errors resulting from the Δ-representation of fuzzy numbers. The advantage of the proposed approach is that the computation time is just 2 to 3 seconds to compute the fuzzy settlement field, i.e. 154 fuzzy numbers. This is a significant reduction in time compared to the fuzzy analysis with α-cut optimisation, e.g. a fuzzy analysis for this example requires almost 8 hours for 154 outputs with two α-cuts. Similar to the verification example, a Monte Carlo simulation using 1000 samples with the fixed  1 E is performed. In this simulation, the grouting pressure Figure 15 depicts four curves, which are the minimum and maximum cdfs of the settlement at the chosen point 44 in time step 37 obtained from the optimisation approach and the hybrid fuzzy surrogate model.
The p-boxes obtained from the surrogate model are close to the optimisation results with an average relative error of all curves around 2.5%. However, the computation time drops dramatically from around 1 day to just 20 minutes for an analysis considering a fuzzy number with two  -cuts. It should be noted that the analyses are carried out without the help of parallelisation techniques. All the results reported in this paper are obtained from a standard computer with IntelChip 2x1.70GHz, 2x2GB RAM. 
Conclusion
The hybrid surrogate modelling strategy for interval data Freitag et al. (2018) has been extended to process fuzzy data using the -representation. The strategy is based on a combination of Recurrent Neural Networks with dimensionality reduction techniques (Proper Orthogonal Decomposition and Non-Negative Matrix Factorisation). RNNs are applied to predict the time-dependent behaviour at several monitoring points, and the reduction techniques are utilised to approximate the complete displacement field based on the RNN predictions. The proposed method has been verified with an analytical solution of a cantilever beam and it has been applied to predict the time variant fuzzy surface settlement field of a mechanised tunnelling process in real time. The mapping used in the paper corresponds to the Type 2 mapping where only the time variant deterministic steering parameters are defined as inputs and the influence of the fuzzy geotechnical parameters is considered in the mapping model to compute the fuzzy outputs. In comparison to the -cut optimisation, the computational time is significantly reduced by the proposed strategy. This has been illustrated in the application example, for which the optimisation approach required several hours while the new approach took only 2 to 3 seconds to compute the fuzzy bounds of a settlement field with 154 settlement components with a similar accuracy. With such a quick response, the proposed strategy can by utilised for real-time predictions to support the machine driver in steering the TBM, as it enables one to quickly investigate the consequences of certain process parameters on the expected settlements in the subsequent excavation stages. The computational efficiency has also been demonstrated for reliability analyses with polymorphic uncertain data (fuzzy numbers and stochastic processes) within the p-box approach. Future developments of the proposed approach include the implementation of further sub-models into the planned TBM steering assistant system, e.g. considering reliability and risk based measures such as tunnel face stability, the risk of damage to the tunnel lining and the damage to existing buildings. In addition, a strategy is currently developed, which allows updating the resulting interval settlement field by means of deterministic monitoring data measured during the tunnel construction process to reduce the initial epistemic uncertainty caused by the geotechnical parameters, i.e. to reduce the fuzziness of the computed settlement field.
