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Abstract
This dissertation investigates the impact of nonmigrating tides on the energy budget
of the thermosphere and its two major infrared (IR) emissions that govern the cooling of
the region, nitric oxide (NO) at 5.3 µm and carbon dioxide (CO2 ) at 15 µm using Sounding
of the Atmosphere using Broadband Emission Radiometry (SABER) observations and a
photochemical modeling. The focus is on the DE2 and DE3, two important nonmigrating
tides that originate near the Earth’s surface. The overarching goal is to understand the
coupling between the tropospheric weather system and the thermospheric IR budget. The
results provide additional tidal information in the height regime where no temperature
observations are possible.
Vertical wave coupling due to atmospheric tides is key to a better understanding
of the connection between meteorology and space weather. Atmospheric tides are globalscale oscillations in temperature, wind fields and density that are forced by the periodic
absorption of solar energy in the lower atmosphere. When propagating upward, tides grow
exponentially and often dominate the dynamics, chemistry and electrodynamics of the middle and lower thermosphere (MLT) through net deposition of energy and momentum. In
particular, nonmigrating tides can propagate all the way into the upper thermosphere and
impose a substantial longitudinal and local time variability similar to the one in MLT.
Forced by global-scale heat release in the deep convective clouds in the tropics, nonmigrating tides are also known to impact various ionospheric parameters, for example, F-region
plasma through the modulation of E-region winds. Past studies have mostly been focused on
the dynamical and electrodynamical effects of nonmigrating tides. Their magnitude in the
ii

dynamical and ionospheric fields suggests that significant nonmigrating tidal variations may
be present in other parameters important to the aeronomy of the thermosphere-ionosphere
system, for example, in energetics. Little work has been done in this field such that the
coupling mechanism in the infrared energy budget is not well understood.
The major findings of this dissertation can be summarized as (i) tides caused by
tropospheric weather impose a substantial seasonal -and in the NO 5.3 µm case solar cycle
dependent-modulation of the infrared cooling, mainly due to the tidal temperature, (ii) NO
cooling rate tides become very important for the longitudinal modulation of energy budget
of the lower thermosphere during solar maximum above 135 km (DE3) and 120 km (DE2) as
compared to CO2 but remain largely unimportant during solar minimum, (iii) NO cooling
rate tidal spectra show unexpectedly large signals for several westward propagating tidal
components (DW5, DW2, SW6, and SW3) and zonally symmetric diurnal oscillation D0
that cannot be explained by upward tidal propagation from the lower thermosphere, and
(iv) observed tides in the infrared cooling are a suitable proxy for tidal activity including
its solar cycle dependence in a part of Earth’s atmosphere where direct global temperature
observations are lacking.
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Chapter 1

Introduction
The overarching objective of this dissertation is to understand the impact of diurnal
eastward propagating tides of zonal wavenumber 2 (DE2) and 3 (DE3), two important
nonmigrating tides that originate near the Earth’s surface as a result of global-scale tropical
weather phenomena, on the energy budget of the thermosphere and its infrared cooling.
Past studies have shown that nonmigrating tides significantly impact middle atmosphere
dynamics, extend into the upper thermosphere, and alter the ionospheric electrodynamics
through dynamo action, e.g., (England, 2012). As such, nonmigrating tides are known to
play a key role in upper atmosphere and ionosphere variability. Relatively little work has
been done on nonmigrating tidal effects on the infrared emissions that govern the cooling
of the thermosphere. The dissertation investigates this topic by analyzing tides in NO 5.3
µm and CO2 15 µm cooling rate using satellite observations and a photochemical model.
The results not only improve our fundamental understanding of the coupling between the
lower atmosphere/tropical weather and the mesosphere-thermosphere but also provide a
suitable proxy for tidal activity in a part of Earth’s atmosphere where other direct global
observations, such as temperature, are lacking. In this chapter, an introduction to the
thermospheric energy budget is provided, followed by an overview of atmospheric tides,
including the classical tidal theory. In particular, nonmigrating tides, their sources and
their impacts on the upper atmosphere dynamics are presented to motivate the overall
1

research objective and specific science questions addressed in this dissertation.

1.1

Energy Budget of the Mesosphere and Lower Thermosphere

Figure 1.1: Solar energy deposition in the middle atmosphere. Fig. 1 in Mlynczak (1996)
The Mesosphere and Lower Thermosphere (MLT), located approximately 60-180 km
above the Earth’s surface, is a gateway between the Earth’s environment and space where
the Sun’s energy is first deposited. A series of complex radiative, chemcial and dynamical
processes govern the energy balance of this region. The primary source of energy input into
the MLT region is solar ultraviolet radiation. Fig. 1.1 exemplifies the processes by which
this incoming solar energy is converted into heat and by which the heat is lost to the outer
space (Mlynczak, 1996). Upon absorption, primarily by O2 or O3 , solar energy is converted
into either chemical potential energy or internal energy of the atomic and molecular products
of photolysis or translational energy (heat), or more likely, any combination of the three.
The chemical potential energy is derived from that part of incoming solar energy
2

which is used to break the bonds of the absorbing species (O2 or O3 ) upon photolysis. Only
during the subsequent exothermic reactions, this chemical energy can be realized as heat.
Note that such reactions do not necessarily occur immediately, and may take place at a later
time and far away from the original photolysis event. Once the exothermic reaction takes
place, the energy is first converted into the internal energy of the intermediate products
and then the kinetic energy or internal energy of the final products of the reactions. If
the final products are in excited states (electronic and/or vibrational/rotational), some of
their energy may radiate. As a result, the amount of energy available for heat is reduced.
On the other hand, a portion of absorbed energy may be initially converted to internal
energy of the products of the photolysis processes. The internal energy may be lost to
space either through spontaneous emissions (airglow) or it may undergo inelastic collision
and gets converted into heat. In either case, the amount of solar energy available for heat
is reduced. Finally, the energy which is neither used to break the chemical bonds nor to
excite the products of photolysis is converted to translational energy of photolysis products.
Once energy is converted to heat, it may be lost from the atmosphere, primarily through
radiative cooling. A more detailed explanation of the underlying processes that constitute
the incoming and outgoing energy is provided in Mlynczak and Solomon (1993).
Although both airglow and chemiluminescent emissions result in a significant loss
of energy from the atmosphere, neither of the processes can be considered as true cooling
mechanisms as the kinetic temperature of the atmosphere does not decrease through such
processes (Mlynczak and Solomon, 1993). These emissions merely represent the loss of
solar energy that was stored in some latent form before eventually being radiated. The
true radiative cooling only occurs when the translational energy is converted into molecular
internal energy of certain species (for example, NO and CO2 ) through inelastic collisions,
that is, spontaneous emission of such molecular internal energy constitutes a true cooling
of the MLT region.
Fig. 1.2 highlights the major emissions that carry out the cooling of the upper
atmosphere. CO2 emissions at 15 µm (Curtis and Goody, 1956), NO emissions at 5.3 µm
3

Figure 1.2: Radiative cooling from NO 5.3 µm, CO2 15 µm and O(3 P) 63 µm emissions during solar maximum conditions. Qn is the total neutral heating rate, Km is the cooling rate
by downward molecular thermal conduction, and KE is that by eddy thermal conduction.
Fig. 8(b) in Roble et al. (1987).
(Kockarts, 1980), and the fine structure of atomic oxygen (O3 P) at 63 µm (Bates, 1951)
are the three key infrared emissions that govern the radiative cooling of the atmosphere
above 100 km. CO2 15 µm emissions primarily cools the region between the mesopause
and 120-130 km, whereas NO emissions are important for cooling of the atmosphere from
110-200 km (Mlynczak, 1997). The vibrational modes of NO or CO2 molecules are excited
through inelastic collision with atomic oxygen (O) (Crutzen, 1971; Kockarts, 1980). Vibrationally excited NO and CO2 molecules undergo spontaneous emission at 5.3 µm and
15 µm, respectively. Many of these photons escape to space, cooling the atmosphere. Evidently, radiative cooling by NO and CO2 depends primarily on three factors: the kinetic
temperature, the atomic oxygen abundance, and the abundance of NO or CO2 molecules.
In particular, collisional excitation of these molecules are highly sensitive to kinetic tem4

perature (proportional to e−E/kT ), E being the upper state energy, k being Boltzmann’s
constant, and T, the kinetic temperature.
The MLT region is sensitive to external influences from both the Sun and the atmospheric layers below. Its chemical and thermal balance change rapidly due to naturallyoccuring and/or human-induced changes to the energy contained within this region. NO
is primarily produced by solar soft X-ray and extreme-ultraviolet fluxes during the daytime and from energetic particle participation and Joule heating at higher altitudes (Barth,
1992). The NO 5.3 µm infrared cooling mechanism acts as the Earth’s ”natural thermostat”
(Mlynczak et al., 2003) which effectively removes most of the incident solar energy from
the thermosphere such that the thermosphere returns back to its original state in a very
short period of time. From above, infrared radiative cooling of the thermosphere is affected
by solar variability. As discussed earlier, the cooling by NO or CO2 depends on NO or
CO2 abundances, as well as the amount of O. In addition, these emissions are exponentially
dependent on T. Both O and NO abundances are highly sensitive to variations in solar
irradiance and geomagnetic effects, the latter being substantial for NO (Mlynczak et al.,
2010). The temperature varies significantly with the solar activity. Although CO2 has
almost no known sinks based on the solar activity, it slowly builds up with anthropogenic
activities. Consequently, both NO and CO2 cooling are bound to show a solar activity
dependent variability, NO in particluar. Mlynczak et al. (2010) has reported the impact of
solar activity on the the global mean NO and CO2 cooling rates in the thermosphere, see
Chapter 6 for details.
A few questions arise, for example, how are NO and CO2 infrared emissions in
the thermosphere affected from below, that is, by the variability generated in the lower
atmosphere, below the MLT region?, or how does the energy budget of the thermosphere
respond to tropospheric weather systems? Finding answers to these questions is the primary
goal of this dissertation.
The main source of variability that has origin in the lower atmosphere and that can
impact the thermospheric energy budget are atmospheric waves.
5

1.2

Lower/Upper Atmosphere Coupling through Atmospheric
Waves
Structure and dynamics of Earth’s atmosphere are governed by the interplay be-

tween a complex set of processes. It is a highly coupled system driven by the continuous
influence from the Sun and geomagnetic activity from above, and by lower atmospheric
processes. While many of the spatial and temporal variability in the MLT region can be attributed to solar activity, a substantial amount of variability has been observed even during
periods of very low solar and geomagnetic activity, known as quite time periods. For example, Forbes et al. (2000) found that the F2 region peak plasma density (Nm F2 ) varied up to
35% from the mean during geomagnetic quite conditions (Kp < 1) which pointed towards
sources that must come from lower atmosphere forcings originating closer to the surface.
However, the mechanisms by which the lower atmosphere affects the upper atmosphere
variability were not understood at that time. Since then the increased interest on the subject has led to several modern observations (both ground- and space-based), in particular
satellite-borne observations, that have contributed to the rapid progress in our understanding of the vertical coupling mechanisms in the atmosphere. In addition, the advancement
in numerical modelings capable of treating the whole atmosphere as one integrated system (e.g. Liu et al., 2010) has helped us in deciphering and interpreting the observations.
The upper atmospheric community thus stands at a very exciting frontier in the study of
coupling between the lower and upper atmosphere (Mesosphere-Thermosphere-Ionosphere).
Atmospheric waves play key role in coupling the lower and upper atmosphere by
transporting momentum, energy, and constituents and thereby generating large perturbations in the atmosphere. Waves are generated whenever the equilibrium states of the atmosphere is perturbed. Atmospheric waves usually propagate upward and grow in amplitude
as the atmospheric density decreases exponentially. In the MLT region, these waves either
break, deposit energy and momentum, and dominate the meteorology of the region, or modify thermospheric properties that result in the modulation of the ionosphere, e.g., through

6

Figure 1.3: Schematic of wave forcing and vertical coupling in the upper atmosphere. Fig.
from National Research Council (2013).
dynamo action. The most important atmospheric waves are gravity waves, planetary waves,
and tides. Fig. 1.3 illustrates the different waves originating in the lower atmosphere and
associated mechanisms which govern the vertical wave coupling in the Earth’s atmosphere.
Gravity waves (buoyancy waves with gravity as the restoring force) are small-scale (<1000
km) waves with periods ranging from few minutes to several hours. These are typically
generated in the lower atmosphere by various meteorological processes, for example, convection and frontogenesis, nonlinear interactions, and mechanical distortion such as a wind
blowing over a mountain. Although the amplitudes are small in the source region, they
grow exponentially with height as the density decreases, and therefore can cause large perturbations in the MLT region where they deposit their momentum and interact with the
large-scale flow. In addition, gravity waves can also induce turbulent mixing and transport
of heat and constituents through instabilities and dissipation. A detailed review of gravity
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waves can be found in Fritts and Alexander (2003). Planetary waves (also called Rossby
waves) are global-scale waves with periods ranging from two days to weeks and horizontal
wavelengths of 1000-10,000 km. These waves are generated due to the latitudinal gradient of the Coriolis force that balances variations of the pressure gradient force. Planetary
waves have diverse sources in the lower atmosphere, mostly related to tropospheric features
such as topography, land-sea contrast, jet stream, convection, diabatic heating, and gravity
wave breaking. Planetary waves are known to drive the pole-to-pole circulation and thus
play a significant role in the dynamics of the stratosphere. Although planetary waves are
usually trapped below a critical layer around the mesopause, they can still impose a large
variability on the thermosphere-ionosphere (TI) system by modulating other waves such as
tides. An overview of wave coupling by planetary waves is provided in Yiit and Medvedev
(2015) and references therein. They are also associated with a transient phenomena occurring in the northern winter, sudden stratospheric warming. Another major source of
energy and momentum in the lower atmosphere is a special class of internal gravity waves,
commonly referred to as atmospheric tides. Atmospheric tides are global - scale oscillations
in temperature, pressure, wind fields, and density that are primarily excited by the periodic
absorption of solar radiation throughout the atmosphere. Tides can have large horizontal
wavelengths ranging from 1000s to 10000 km, and periods that are subharmonics of a solar
day, that is, 24 hours. Solar tides can be generated by (i) daily cyclic absorption of solar
radiation by water vapor and clouds in the troposphere and ozone in the stratosphere, (ii)
latent heat release in deep convective tropical clouds, and (iii) absorption of far ultraviolet
and extreme ultraviolet radiation by atomic oxygen, molecular oxygen, and molecular nitrogen in the thermosphere. Tides originating in the lower atmosphere (generated by the
first two mechanisms) can propagate vertically, grow in amplitude with height, and deposit
energy and momentum in the MLT and TI regions of the upper atmosphere. These tides
are the major source of perturbations that drive the upper atmosphere variability. As this
dissertation is mainly focused on atmospheric tides, those with sources associated with tropospheric weather system in particular, more details (including literature reviews) about
8

atmospheric tides are provided in the subsequent sections.

1.3

Classical Tidal Theory
Tidal perturbations are ubiquitous feature of the middle and upper atmosphere.

Tides excited in the lower atmosphere can propagate to higher altitudes, grow exponentially
with height, and often dominate the structure and dynamics of the MLT region of the
atmosphere. In the MLT region, damping of these tides occur due to eddy and molecular
diffusion such that they attain their maximum amplitudes. Dissipating tides deposit net
momentum into the mean flow of the atmosphere thereby modifying the mean circulation
of this region.
A theoretical framework for the classical tidal theory of atmospheric tides as linearized perturbations on a mean background atmosphere driven by solar (or lunar) forcing
is provided in the seminal work of Chapman and Lindzen (1970). A brief overview of the
important concepts are provided here, mostly based on Forbes (1982).

1.3.1

Horizontal and Vertical Structure
With certain assumptions, atmospheric tides can be mathematically derived as lin-

earized solutions to the dynamical equations governing atmospheric motion. To simplify the
linearization, the background atmosphere is assumed to be horizontally stratified and the
dissipative forces and momentum source terms are neglected. Additionally, the background
zonal mean wind is set to zero which leads to the decoupling of the dynamical equations.
As such, in an ideal, thin, rotating, spherical atmosphere, the governing equations can be
linearized such that the perturbation motion can be expressed in log-pressure and spherical
coordinates as:
 
1
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acos(ϕ) ∂λ ρ0
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(1.1)
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zonal wind velocity
meridional wind velocity
vertical wind velocity
temperature
pressure
density
rotation rate of Earth
latitude
longitude
diabatic heating
specific gas constant
specific heat at constant volume
radius of the Earth
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∂p0
= −ρ0 g
∂z

(1.5)

p0
ρ0
T0
=
+
p0
ρ0 T0

(1.6)

where equations 1.1 and 1.2 are the zonal and meridional momentum equations,
1.3 is the energy equation, 1.4 represents the continuity equation, 1.5 is the hydrostatic
equation (vertical equation), and 1.6 is the ideal gas law.
Tidal perturbations are mainly driven by the daily periodic (in both time and longitude) absorption of solar radiation by the Earth’s atmosphere (represented by the heating
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term J0 in equation 1.3). The atmospheric response to such periodic heating are oscillations (atmospheric tides) that propagate through the background atmosphere and vary in
longitude and time. As such, a tidal component has a distinct zonal wavenumber (s) and
frequency (σ = mΩ, expressed as a multiple of Earth’s rotation rate). Each perturbation
can be expressed as a superposition of all the tidal components excited in the atmosphere
such that

x0 (λ, ϕ, z, t) =

XX
σ

x̂(ϕ, z)ei(sλ−σt)

(1.7)

s

where x represents u, v, w, T, p, and ρ. The zonal wavenumber s represents the
number of maxima of the sinusoidal oscillation in longitude and positive values of σ correspond to eastward propagating waves and negative values to westward propagating waves.
The exponential term on the right indicates the periodic (in longitude and time) nature of
each tidal component. Plugging equations 1.7 into equations 1.1 and 1.2 one can reduce the
set of equations 1.1-1.6 into a single second-order partial differential equation (see Forbes
(1995) for details).
In addition to being periodic in longitude and time, J0 (i.e., the daily heating) also
varies with latitude and altitude. J0 can be decomposed into a complete set of mutually
orthogonal modes, where each mode (specified by (s,n) with n being a meridional index) is
σ,s
a product of unique latitude-varying, Θσ,s
n (ϕ) and altitude-varying function, Jn (z). Each

mode is commonly known as a ”Hough” mode as each latitude-varying function Θσ,s
n (ϕ) is
a Hough function and a solution to Laplace’s tidal equation:

LΘ̂ + εΘ̂ = 0
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(1.8)

with
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(1.9)

µ = sin(ϕ)
The thermal excitation (forcing) can be expanded as

J 0 (λ, ϕ, z, t) =

XXX
σ

s

σ,s
i(sλ−σt)
Θσ,s
n (ϕ)Jn (z)e

(1.10)

n

such that a Hough mode’s contribution to the tidal structure (horizontal and vertical) is determined by the superposition of solar heating projections onto that mode. Substituting equation 1.10 in the energy equation 1.3 results in the corresponding solar heating
projections onto the other perturbed fields (u, v, w, T, ρ, p). The projection onto the
horizontal velocity components can be derived as

û(ϕ, z) =

X

v̂(ϕ, z) =

X

σ,s
Unσ,s (ϕ)uσ,s
n Gn (z)

n

Vnσ,s (ϕ)vnσ,s Gσ,s
n (z)

(1.11)

n

x̂(ϕ, z) =

X

σ,s σ,s
Θσ,s
n (ϕ)xn Gn (z)

n

where x represents w, T, p, and ρ. Hough functions, Θσ,s
n are related to the wind
σ,s
expansion functions, Uσ,s
n , and Vn by

Unσ,s
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= 2
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n (ϕ)
f − sin2 (ϕ)
f ∂ϕ cos(ϕ)
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∂
stan(ϕ)
Vnσ,s = 2
+
Θσ,s
n (ϕ)
f − sin2 (ϕ) ∂ϕ
f

(1.12)

Gn is the solution to the vertical structure equation and determines the vertical
structure of each Hough mode, for example, whether a specific Hough mode will propagate
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upward or remain trapped close to its source region.
In short, the vertical structure equation and Laplace’s tidal equation (eigenvalue
problem) are solved for the Hough functions, Θσ,s
n (ϕ) for a tidal component. Then, for each
Hough mode, one can solve for its vertical structure, Gn , given the vertical profile of solar
heating is known. Finally, the vertical structure Gn specific to the particular Hough mode
can be plugged into the equations 1.11 and 1.12 to obtain the complex amplitudes of the
tides in the Earth’s atmosphere.
Tides of a given frequency and zonal wavenumber can usually be described by a
superposition of the 2-4 lowest order Hough modes. If εσ,s
n represent the eigenvalues of the
σ,s
σ,s
Hough function Θσ,s
n then the corresponding equivalent depth hn is given by hn = (2Ω

a)2 /gεσ,s
n . The equivalent depth of a particular Hough mode determines the nature of its
vertical structure. The vertical wavelength λs,n is related to the equivalent depth hσ,s
n of
the corresponding Hough mode Θσ,s
n as λs,n =

q 2πH
κH
− 14
h

, where H = constant = 7.5 km

s,n

corresponding to T0 = 256 K. Positive equivalent depths smaller than ∼ 8 km indicate
vertically propagating waves whereas large positive equivalent depths and negative ones
indicate evanescent or trapped oscillations.

Figure 1.4: Diurnal Hough functions for zonal wavenumbers s = -2 (DE2) and s = -3 (DE3).
The index n is Hough mode index and is positive for propagating modes and λz denotes
the corresponding vertical wavelengths, and h is the equivalent depth of the corresponding
Hough mode.
Fig. 1.4 illustrates latitudinal structure of Hough functions for the DE2 and DE3
eastward propagating diurnal tides of zonal wavenumber 2 and 3, respectively. DE3 is
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primarily dominated by two leading propagating Hough modes, (-3,3) and (-3,4) whereas
DE2 is dominated by (-2, 2) and (-2, 3) Hough modes. Generally, vertical wavelength
decreases with increasing magnitude of wavenumber and eastward propagating waves of a
given wavenumber has longer vertical wavelengths than the corresponding westward propagating ones. Moreover, vertical wavelength of the first symmetric or anitsymmetric mode
is longer than the second symmetric or antisymmetric ones.

1.3.2

Limitations of Classical Tidal Theory
There is a substantial discrepancy between tidal observations and classical tidal the-

ory predictions which can be attributed to the number of assumptions made in deriving the
linearized perturbation equations 1.1-1.6 (see section 1.3.1) which were then used to derive
the Laplace’s tidal equation and the vertical structure equation. Some of the assumptions
made are unrealistic, for example, there are various dissipation processes taking place in
the Earth’s atmosphere including radiative cooling, eddy and molecular diffusion, gravity
wave drag and ion drag. These dissipative processes play an important role in the determination of the circulation of the atmosphere, especially in the MLT region. In addition,
non-linear tide-tide and tide-mean flow (assuming no zonal mean winds) interactions are
also neglected. Temperature gradient between the equator and poles plays a major role
in driving the general circulation of the Earth’s atmosphere. As such, the assumption of
an ideal atmosphere (isothermal, dissipationless and windless) in the classical tidal theory
limits its scope while interpreting tidal observations. Linear tidal theory answers some of
the drawbacks of the classical tidal theory by incorporating dissipation, mean winds and
equator-to-pole temperature gradient in the perturbation equations 1.1-1.6.

1.3.3

Forcing of Atmospheric Tides
As briefly introduced in section 1.2, solar thermal tides in the atmosphere are excited

by the periodic absorption of solar radiation associated with the apparent motion of the Sun.
This is commonly known as external forcing. Various parts of the incoming solar radiation is
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Figure 1.5: Schematic of (a) vertical, (b) latitudinal, and (c) diurnal variations in tidal
heating. Fig. 11 in Forbes (1995).
absorbed at various altitudes in the atmosphere as shown in Fig. 1.5a. Day-night variation
in the absorption of solar radiation results in Fourier components (see Fig. 1.5c) that are
integral sub-harmonics of a solar day, for example, 24 hr, 12 hr, and 8 hr. Each of these
harmonic components, referred as diurnal, semidiurnal, and terdiurnal, respectively, has its
own altitude-latitude structure (Fig. 1.5b). This kind of periodic heating excites westward
propagating migrating solar tides with zonal phase speed of -Ω.
As seen from equation 1.10, each Hough mode defined by its eigenfunction-eigenvalue
pair (Θn , hn ) has its own unique vertical profile of heating Jn . As such, Jn determines
which Hough modes will be excited which in turn determines what tidal components will
be excited. An effective excitation of Hough modes requires (i) a correct period (diurnal,
semidiurnal or terdiurnal), (ii) Hough mode in the heating has non-negligible amplitude,
and (iii) the heating layer thickness is ∼ one-half of the Hough mode wavelength. Diurnal
15

Figure 1.6: Vertical profiles of diurnal (top) and semidiurnal (bottom) heating (Joules kg−1
sec−1 due to absorption by ozone and water vapor, corresponding to various tidal modes.
Fig. 12 in Forbes (1995).
migrating tides are mostly excited by infrared absorption in the troposphere and are dominated by the (1,1) mode with λ = 27.9 km. Semidiurnal migrating tides, on the other hand,
are primarily excited from the ultraviolet absorption in the stratosphere and dominated by
modes with λ = 50 km. The migrating solar heating depends on season, solar conditions,
latitude and altitude. An example of heating profile Jn for diurnal and semidiurnal tides are
shown in Fig. 1.6. Most of the heating goes into exciting the (1, -2) mode for the diurnal
tide and (2,2) mode for the semidiurnal tide. This is because the latitudinal structure of
the heating (Fig. 1.5b) is closely matched with that of Θn for these modes.
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Besides externally forced atmospheric tides, there are numerous components of solar
thermal tides that are internally forced in the atmosphere, known as nonmigrating tides, for
example due to latent heat release in deep convective systems in the tropics. Such internal
forcing is longitude dependent (unlike the migrating heating of the atmosphere which is
zonally symmetric) and gives rise to a whole spectrum of atmospheric tides which will be
discussed in more detail in section 1.4-1.6.
Tides can also be forced by energy sources other than solar heating. Lunar tides in
the Earth’s atmosphere are entirely driven by gravitational forces. Hemispheric differences
in the lunar gravitational acceleration (due to Earth’s rotation and Moon’s gravity) excite
semidiurnal oscillations of 12.42 hour period and are commonly known as M2 tide. There
are evidences of lunar tidal effects in the atmosphere, primarily in the ionosphere region.
Specifically, the importance of lunar tides has been highlighted during Sudden Stratospheric
Warming (SSW) events and has been identified in several recent studies (e.g., Fejer et al.,
2010) as a key driver of the observed E- and F-region electrodynamics effects in the equatorial ionosphere. SSWs are triggered by the enhanced planetary waves in the winter polar
atmosphere, which mutually interact with the mean circulation that results in the deceleration or reversal of the zonal mean flow, for example, Andrews et al. (1987). SSWs events
are known to modulate tides in the low-latitude MLT region (E-region ionosphere) which
are then mapped into vertical ion drifts in the F-region through E-region dynamo action
(see section 1.5).
The force-free solution (Lamb waves) of the tidal equations (no winds, no dissipation,
isothermal) can be thought of as resonant amplification of ”white noise” in the atmosphere.
Its period is 10.99 hours for the first symmetric Hough mode of the westward 2 wave. In an
atmosphere with static variability with height, another resonant solution exists, the Pekeris
mode, which can be thought of as a stratospheric wave duct. The Pekeris mode becomes
stronger when the mesosphere is less stable. For January conditions, its period is 12.69
hours (without mean winds, first symmetric Hough mode for westward 2). SSW increases
the stratospheric temperature. This results in a decrease of the stability of the mesosphere.
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Additionally, westward winds shift the frequency of the Pekeris response to shorter periods
which coincide with the period of the semidiurnal lunar tide M2 (period of 12.42 hour) as
shown by Forbes and Zhang (2012). This possible role of the lunar M2 tide during SSWs
events has resulted in an increased interest in the study of lunar tides. Lunar tides are not
the focus of this dissertation but a part of the overall tidal dynamics of the MLT.

1.3.4

Dissipation
A solution of the vertical structure equation (not shown here) in the classical tidal

theory predicts an infinite upward propagation of waves and thus continued exponential
growth of tidal amplitudes in the atmosphere. However, tidal observations show a different
picture. Tides are observed to dissipate, primarily in the MLT region. This discrepancy
arises from some of the assumptions made in the derivation of the classical tidal theory,
for example, isothermal atmosphere and no dissipative terms in the perturbation equations
(1.1, 1.2, and 1.4). The major dissipative processes in the atmosphere that dampen the
tidal amplitude growth are radiative damping, eddy and molecular diffusion, gravity wave
drag, and ion drag.
In the thermosphere, tides are dissipated by the radiation of energy into space,
known as Newtonian cooling. Earth’s atmosphere is in the state of radiative-convective equilibrium with a quasi-stationary distribution of temperature and composition such that the
net radiative-convective heating Q = Qheating + Qcooling (W/kg) is Q(Tr ) = 0 at radiativeconvective equilibrium temperature Tr . Tidal temperature perturbations cause a deviation
from this state of equilibrium. A higher temperature results in increased infrared cooling (energy radiates away from the region of increased temperature), thus a net damping of
 
 
∂Q
0
0
0
T = 0 + ∂Q
tides. For a small tidal perturbation, T , Q(Tr + T ) ≈ Q(Tr ) + ∂T
∂T
Tr
Tr
 −1
0
T0 = -cp Tτr where τr = -cp ∂Q
is the relaxation time in seconds. The relaxation time is
∂T
Tr

the time needed to pull the atmosphere back to the radiative-convective equilibrium and is
usually expressed as α =

1
τr

in day−1 . To incorporate the damping due to radiative cooling,

an additional term -αT0 is added to the right side of the energy equation (on geometric
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altitude).
Tidal waves are also damped in the MLT region (80-100 km) due to the turbulence
generated by breaking/dissipating gravity waves. Above 90-100 km, tidal propagation is
disrupted by molecular diffusion. Turbulent dissipation of energy and momentum occurs
from large to small scales until molecular viscosity/conductivity acts directly on the smallest
scales in addition to molecular diffusion/conduction. The eddy heat flux and molecular heat
flux is quantified by computing the divergence of the heat fluxes. This leads to an additional
term in the energy equation (on geometric altitude) of the form


∂
∂ 0
K0
=
K0 + ρ0 Keddy
T
cp ρ0
∂z
∂z

(1.13)

with K0 and Keddy being the molecular and eddy thermal conductivity, respectively
(note that horizontal gradient is neglected in deriving 1.13). K0 is frequently parameterized
in modeling in the form K0 = K00 T2/3 /M with M as the mean molecular weight (in amu) and
K00 = 0.015 JK−1 m−1 s−1 Forbes (1982). Eddy heat flux is set up in the similar manner
with Keddy = Pr−1 Kzz = 1.36 Kzz due to breaking gravity waves (Garcia and Solomon,
1985). Finally, including the momentum flux due to breaking gravity waves and diffusion
results in an additional term of the form
 
 
0
0
1 ∂
∂ u 
∂ u 
(µ0 + ρ0 Kzz )  
 =
∂t v 0
ρ0 ∂z
∂z v 0

(1.14)

in the horizontal momentum equations 1.1 and 1.2. Kzz is the eddy viscosity and
µ0 is the molecular viscosity. µ0 ∼ T2/3 such that the importance of molecular diffusion
becomes increasingly high in the damping of the tidal waves. In addition, the time scale for
molecular diffusion (see table 1.1) controls the region (altitude) of damping of the upward
propagating tides in the thermosphere. For example, at 105 km, the time scale of molecular
diffusion is 410 hr such that it has almost no impact on tides (period of 24 hr, 12 hr, etc.)
whereas at 140 km, it is 24 hr, and this explains why tidal waves cannot grow indefinitely
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Height (km)
τ (hour)

105
410

115
150

125
60

140
24

160
10

180
5

200
2

>200
<1

Table 1.1: Molecular diffusion time scales (in hour) in the thermosphere: (scale height)2 /K0
(Müller-Wodarg and Aylward, 1998).
in the thermosphere. In the height regime dominated by molecular diffusion, amplitudes
become constant with altitude.
Forbes et al. (1991) estimated the relative importance of eddy dissipation by parameterizing it with an equivalent Rayleigh friction coefficient αD = -Keddy k2z with kz as
the vertical wavenumber, that is, the time constant of the eddy diffusion is proportional
to the square of the vertical wavelength of upward propagating tides. Thus, tides with
shorter vertical wavelengths are more susceptible to eddy dissipation and do not reach the
thermosphere (also evident from the

∂
∂z

terms in u0 , v0 , T0 in 1.13 and 1.14).

Gravity waves in the MLT region are large enough to impose a zonal force per unit
mass on the background flow (zonal mean flow). This phenomenon is commonly known
as gravity wave drag and usually competes with the effects eddy diffusion below 100 km
(Forbes et al., 1991). Linear models use Rayleigh friction coefficient (Miyahara and Forbes,
1991) to parameterize the effect of gravity wave drag:
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with coefficient of Rayleigh friction νR . Moreover, collision between ions and neutral
transfer momentum from the neutrals to the ions causing an ion drag:
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magnetic dip angle (Richmond, 1971).

1.3.5

Tidal Nomenclature
A solar thermal tide is commonly characterized by three parameters: its frequency,

nΩ with Ω = Earth’s rotation rate = (2π/24) hr−1 , subharmonics of a solar day, n =
1, 2, 3 (i.e., diurnal, semidiurnal, terdiurnal), and the zonal wavenumber, s. The sign of
zonal wavenumber s provides the propagation direction of a tide. s>0 indicates a westward
propagation whereas s<0 represents a eastward propagating tide. For example, a diurnal
eastward propagating tide with a zonal wavenumber 3 is denoted by DE3 (n = 1, s = -3)
and a diurnal westward propagating tide with a zonal wavenumber 5 is written as DW5 (n =
1, s = 5). For the semidiurnal and terdiurnal tides, D is replaced by S and T, respectively
such that SE2 (n = 2, s = -2) represents a semidiurnal eastward propagating tide with
zonal wavenumber 2. The corresponding zonally-symmetric oscillations are expressed by
D0, S0, and T0. In addition, stationary planetary waves (SPW) with corresponding zonal
wavenumber s exist. More detail about tidal nomenclature in terms of local solar time and
the longitudinal wavenumber they impose on the atmosphere as observed by a satellite is
provided in next section (section 1.4).

1.4

Brief Review of Nonmigrating Tides and Their Sources
A tidal variation in atmospheric parameters such as temperature, density and wind

fields, can be represented in a mathematical form as:

An,s cos(nΩt + sλ − φn,s )

(1.17)

where t = time (days), Ω = rotation rate of the Earth = 2πday−1 , λ = longitude,
n (=1, 2, 3, ...) represents a subharmonic of a solar day, s (= ...-3, -2, ...0, 1, 2, ...) denotes
the zonal wave number, and the amplitude An,s and phase φn,s are functions of altitude
and latitude. In this context, n = 1, 2, 3 represent oscillations with periods corresponding
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to 24, 12 , and 8 hour, and hence are called as diurnal, semidiurnal, and terdiurnal tides,
respectively. s < 0 represents eastward propagating components whereas s > 0 are westward
propagating tides. The phase is defined as the time of maximum at zero longitude. Equation
1.17 can be rewritten in terms of local solar time tLT = t + λ/Ω as

An,s cos(nΩtLT + (s − n)λ − φn,s )

(1.18)

When s = n, the tide propagates westward with the apparent motion of the sun,
and these Sun-synchronous tidal components are commonly referred to as migrating tides.
Migrating tides are thus forced by the daily absorption of solar radiation by a zonally
symmetrical atmosphere and therefore give rise to daily (local time) variations in a tidal
field that are longitudinally independent in a local time frame. On the other hand, the tidal
components corresponding to s 6= n are known as nonmigrating tides, and are forced by
zonally asymmetric sources. Nonmigrating tides are longitude dependent structures in any
tidal field (in a local time frame). Nonmigrating tides can propagate eastward, westward,
or remain stationary. From a Sun-synchronous satellite perspective (tLT = constant), an
oscillation with nΩ frequency and wave number s would appear as a zonal wave number |s
- n| structure with respect to longitude, that is, DE3 (n = 1, s = -3) would appear as |s n| = wave-4 structure in a tidal field when observed from a Sun-synchronous satellite, and
DE2 as |s - n| = wave-3 structure.
As briefly mentioned in the preceding paragraph, solar radiation absorption by tropospheric water vapor and stratospheric ozone are, generally speaking, zonally symmetric
such that the superposition of migrating tides at any given altitude and latitude gives
rise to a local time variation in a tidal field that is independent of longitude. Such tidal
components have zonal phase speed Cph = dλ/dt = -nΩ/s = -Ω, that is, propagating in
westward direction with the same speed as the apparent motion of the Sun to an observer
located on the ground. Nonmigrating tides, on the other hand, are forced by sources that
are longitude dependent. For example, latent heat release in the deep convective clouds is
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zonally asymmetric. Tropical convection and the associated latent heat release depend on
the land-sea difference. There is a significant contrast between atmospheric conditions over
land and sea and this difference strongly affects the tropospheric dynamics and alters the
latent heat release patterns. Tropical deep convection follows a distinct longitudinal pattern
with maxima over the rainforests in the Amazon and Congo areas, and over Indonesia and
the Central Pacific. Kato et al. (1982) showed that such variations in the latent heating
give rise to nonmigrating tides. In response to such heating, the local time structure of the
tides at any given altitude and latitude in the atmosphere is longitude dependent. A 24 hr
variation in the solar energy absorption (and conversion to deep convection and latent heat
release) with zonal wave number 4 excites DW5 and DE3:

cos(4λ)cos(Ωt + λ) → cos(Ωt + 5λ) + cos(Ωt − 3λ)

(1.19)

The first term on the left hand side represents the location (λ = longitude) of the
large-scale convection, while the second term represents the diurnal (n = 1) component of
solar radiation. Similarly, a 24 hr variation in deep convection with zonal wave number 1
excites DW2 and D0. A 12 hr modulation with zonal wave number 4 would result in SW6
and SE2 whereas that with zonal wave number 1 excites SW3 and SW1.

cos(4λ)cos(2Ωt + 2λ) → cos(2Ωt + 6λ) + cos(2Ωt − 2λ)

(1.20)

It is now well accepted that such processes give rise to several nonmigrating tides important to the MLT dynamics (Hagan et al., 1997; Forbes et al., 2001; Hagan and Forbes,
2002, 2003). Hagan and Forbes (2002) investigated the excitation mechanism of nonmigrating tides by latent heat release in the troposphere using the Global Scale Wave Model
(GSWM) (Hagan et al., 1999), and reported a DE3 amplitude of 30 K and a DW2 amplitude
of 5 K in the temperature at 115 km. Forbes et al. (2001) analyzed lower atmosphere heating rates from the NCEP-NCAR Reanalysis Project (Kalnay et al., 1996) and demonstrated
that latent heat release in the tropical troposphere is the dominant forcing mechanism for
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DE3.
The other important excitation source of nonmigrating tides are nonlinear wavewave interactions. When two primary waves with frequencies σ1 , σ2 and zonal wave numbers
s1 , s2 interact nonlinearly in the atmosphere, two secondary waves (sum and difference waves) are generated (Teitelbaum and Vial, 1991):

cos(σ1 t + s1 λ − φ1 )cos(σ2 t + s2 λ − φ2 ) → cos[(σ1 ± σ2 )t + (s1 ± s2 )λ + (φ1 ± φ2 )] (1.21)

A nonlinear interaction between the migrating (diurnal, σ1 = 1/24h) s = 1 tide
and the s = 1 SPW (stationary planetary wave, σ2 = 0) gives rise to two nonmigrating
diurnal tides, DW2 (s = 2) and D0 (s = 1), via the mechanism illustrated in expression
1.21 (Hagan and Roble, 2001). Pancheva et al. (2009) reported enhanced DW2 and D0
amplitudes in SABER temperature during a sudden stratospheric warming event (SSW) in
the northern winter when SPW1 has a larger amplitude in the stratosphere/mesosphere.
Similarly, SW3 and SW1 are generated from nonlinear interaction between SPW1 and
the migrating semidiurnal tide (Miyahara et al., 1999; Angelats i Coll and Forbes, 2002;
Yamashita et al., 2002). For example, Forbes et al. (2006) showed enhanced (diminished)
SW3 and SW1 amplitudes in Microwave Limb Sounder (MLS) satellite temperature during
winter (summer). This can again be explained by the fact that SPW1 has a larger amplitude
during winter. Yamashita et al. (2002), using GCM simulations, reported that SW1 is
generated in the winter stratosphere and propagates upward and equatorward, which results
in large SW1 amplitudes near the South Pole in the lower thermosphere (Forbes et al.,
1995). In addition, nonmigrating tides can also be generated by a migrating tide interacting
nonlinearly with a zonally asymmetric distribution of gravity waves (McLandress and Ward,
1994).
Nonmigrating tides are also known to be generated in-situ through ion-neutral coupling in the thermosphere. Oberheide et al. (2011b) suggested that DW2 and D0 can be
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excited through ion-neutral interactions which would explain considerably large signals of
DW2 and D0 observed in the thermosphere, above ∼ 150 km in particular. This was confirmed by Jones et al. (2013) who showed ion drag as source for DW2, D0 and SW3 in the
thermosphere using TIME-GCM simulations. Liu et al. (2010) used WACCM simulations
to propose planetary wave-tidal interaction in the thermosphere for the in-situ generation
of SW3 (see Chapter 7 for more details).
The mechanisms discussed above generate a whole spectrum of nonmigrating tides
that propagate upwards and significantly impact the upper atmosphere dynamics. The
advent of numerous satellite observations and simultaneous advancements in numerical
modeling over the last couple of decades have thus unequivocally demonstrated the connection between lower and upper atmosphere dynamics, and thermosphere-ionosphere coupling
including global electrodynamics.

1.5

Nonmigrating Tides in the Thermosphere
Our understanding of tides has greatly enhanced in recent years, primarily due to

the rise of widespread observations. In particular, the most notable advances have resulted
from several space - based tidal observations. With the advent of several satellite missions
over the past two decades such as the Upper Atmosphere Research Satellite (UARS) and
the Thermosphere, Ionosphere, Mesosphere Energetics and Dynamics (TIMED) (Yee et al.,
1999), there has been an enormous rise in tidal (both migrating and nonmigrating) studies. The most interesting finding of the recent observational and modeling studies is that
the nonmigrating tides, in particular, are an important feature of the upper atmosphere
dynamics. Lieberman (1991) used Limb Infrared Monitor of the Stratosphere (LIMS) observations to show that the combined nonmigrating tidal amplitudes matching and often
surpassing the migrating tidal amplitudes, later confirmed by Oberheide and Gusev (2002)
and Oberheide et al. (2002) using Cryogenic Infrared Spectrometers and Telescopes for the
Atmosphere (CRISTA) temperatures. Using horizontal wind measurements from High Res-
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olution Doppler Imager (HRDI) and Wind Imaging Interferometer (WINDII) aboard UARS
satellite, Forbes et al. (2003b) revealed a significant longitudinal/local time variability of
the diurnal tide at 95 km, primarily due to the DE3, DW2 and D0. Similar results were
reported from the study of SABER temperatures between 80 and 120 km, with maximum
DE3 amplitudes of 8-20 K (Forbes et al., 2006).
Several other studies based on SABER temperature observations have revealed that
the existence of zonal wavenumber-4 structures (in the local time frame) and their variations
in the atmosphere come from the combination of different nonmigrating tidal components
(such as DE3, DW5, DW2, and D0) originating in the lower atmosphere, for example,
(Zhang et al., 2006). Hagan et al. (1999) pointed out the DE3 and other nonmigrating tides
as significant features in the MLT region by forcing the lower boundary of the Thermosphere
Ionosphere Electrodynamics General Circulation Model (TIME-GCM) (Roble and Ridley,
1994) with Global Scale Wave Model (GSWM) (Hagan et al., 1999) at its lower boundary of
30 km. Several other studies have revealed that the nonmigrating tides introduce significant
variability in the middle and upper atmosphere by modulating temperature (Zhang et al.,
2006; Forbes et al., 2008; Akmaev et al., 2008), winds (Lühr et al., 2007; Hagan et al.,
2009; Talaat and Lieberman, 2010; Hausler et al., 2013), compositional structures (Oberheide and Forbes, 2008; Zhang et al., 2010; England et al., 2010), and plasma and neutral
densities (Oberheide et al., 2009; Chang et al., 2013). In addition, the recent advancement
in the numerical modeling and the development of mechanistic models have been invaluable
towards interpreting the tidal observations. High vertical-resolution climate models, for
example, the Canadian Middle Atmosphere Model (Xu et al., 2012) has been very helpful
in understanding the tides in terms of cause-and-effect relationship.
The importance of nonmigrating tides is not limited to the MLT region as many
studies have shown that nonmigrating tides can impose longitudinal and time variability
on the low latitude ionosphere. Ionospheric impacts of nonmigrating tides are exemplified
by observational and modeling studies of the wavenumber-4 structure (note that any quasiSun-synchronous satellite observed the DE3 as wave-4 structure as described in section 1.4)
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in the various ionospheric parameters, for example, equatorial ionosphere anomaly (EIA)
plasma and equatorial electrojet (EEJ) (Sagawa et al., 2005; Immel et al., 2006; Hagan et al.,
2007; England et al., 2010; Lühr et al., 2008). Similarly, the wave-4 has been observed in
electron density Lin et al. (2007), total electron content (TEC) (Wan et al., 2008), O+
~ ×B
~ drift velocities
airglow and daytime electric fields (England et al., 2006a,b), and E
(Kil et al., 2008). These studies have shown that the impact of tropospheric tides can be
observed in the upper thermosphere including the ionospheric dynamo region and upper
ionospheric plasma density. The presence of wave-4 structures in the low latitude F-region
ionospheric parameters can be attributed to E-region wind modulation by atmospheric
tides, particularly by the DE3, thereby confirming the importance of the role these waves
play in transmitting global-scale tropospheric weather signals to the upper atmosphere and
ionosphere. A comprehensive review of nonmigrating tides in the thermosphere-ionosphere
can be found in review articles, England (2012) and Liu (2016).

Figure 1.7: Reconstruction of nighttime ionospheric emissions from the observations from
the IMAGE-FUV imager. Overlaid on this figure with white dashed contours is the amplitude of the diurnal temperature variation at 115 km due to upward propagating tides. Fig
and caption from Immel et al. (2006).
Section 1.3.4 detailed the impacts of the dissipative processes in the MLT region that
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heavily damp the vertical growth of the atmospheric tides. As such, one does not expect
lower atmospheric tides to have any effects on the upper thermosphere and ionosphere (for
example, on F-region properties). However, the evidence of tidal modulation in the upper
thermosphere and ionosphere (for example, see Fig 1.7) indicate a presence of some other
physical mechanism that couples the atmospheric tides and the ionosphere. Immel et al.
(2006) were the first to propose the mechanism by which the nonmigrating tides from the
lower atmosphere generate a longitudinal modulation of the ionospheric parameters via
modulation of E-region zonal winds. EIA is a dense bands of plasma at low latitudes (1520◦ ) in both hemispheres (Appleton, 1946). These symmetric structures about the magnetic
equator are the result of the uplifting of the ionospheric plasma at the equator to higher
altitudes (>800 km) and the subsequent back diffusion along the magnetic field lines. The
eastward E-region dynamo electric fields (result of interaction between neutral winds with
the daytime ionospheric layer) drives this uplifting of plasma at the equator (see Fig 1.8)
Any changes to this mechanism result in a corresponding change in the structure of the
EIA (Immel et al., 2006). Nonmigrating tides from the lower thermosphere are known to
generate a substantial longitudinal modulation of lower thermospheric horizontal winds (as
described in the preceding paragraphs). When these winds drive the currents in the E~ ×B
~ vertical drift in the F-region in-turn
region that modify the zonal electric field, the E
gets modified and thus the nonmigrating tidal signal is mapped into the F-region. As such,
horizontal winds associated with the DE3 at E-region altitudes would result in the observed
wave-4 structure in the EIA (Fig 1.7).
Upward propagating tides also affects the mean state (for example, dynamics and
trace constituents) of the atmosphere through the transfer of energy and momentum into
the mean flow when dissipating. Thermal tides can have a significant impact on the general circulation in the MLT region Becker (e.g., 2017) which results in the mapping of
Quasi-Biennial Oscillation (QBO), Madden Julian Oscillation (MJO), and El Niño Southern Oscillation (ENSO) signals into the mean structure of the thermosphere. Additionally,
the tidal impacts on the mean circulation results in the advective transport of constituents
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Figure 1.8: Schematic description of the development of the EIA, the magnetic and electric
fields that combine to produce it. Fig. 2 in Immel et al. (2006).
in the atmosphere Jones et al. (e.g., 2014) where the net impacts of tides on zonal mean
atomic oxygen has been studied.

1.6

Research Objectives
All these studies suggest that similar effects can be expected in various other pa-

rameters important to the physics of the Ionosphere-Thermosphere (IT) system such as
the energy budget of the thermosphere and its infrared (IR) cooling. Relatively less work
has been directed towards understanding the impact of atmospheric tides, especially of
those originating near the Earth’s surface, on the thermospheric emissions responsible for
its cooling. NO at 5.3 µm (Kockarts, 1980) and CO2 at 15 µm (Curtis and Goody, 1956)
IR emissions are the major cooling mechanisms that contribute to the energy budget of the
thermosphere in the altitude range of 100-200 km. NO emissions, in particular, acts as the
Earth’s upper atmosphere’s natural thermostat Mlynczak et al. (2003), and make major
contributions towards the energy balance of the thermosphere, as explained in section 1.1.
Furthermore, tidal observations in temperature and winds in the thermosphere above 110
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km are sparse due to measurement limitations. Exploring the impacts of atmospheric tides
on the thermospheric IR emissions will thus give new insight into the tidal dynamics of this
region which is largely unknown, particularly from an observational point of view. Recent
studies (Oberheide et al., 2013; Nischal et al., 2017, 2019) have shown that NO and CO2
emissions in the thermosphere are significantly modulated in longitude/local time by the
upward propagating nonmigrating tides, the DE2 and DE3. In addition, temperature has
been found to be the main tidal driver of the NO and CO2 cooling rate tides.

Figure 1.9: The wave-4 and wave-3 structure in NO observations from SNOE. Fig. 2 in
Oberheide and Forbes (2008)
These studies have been useful in understanding the response of the lower thermosphere to the atmospheric tides (both upward propagating and in-situ tides) as the upper
boundary of SABER temperature observation is limited to 110 km and in-situ tidal diagnostics are only available either at 250 km (GOCE) or 400 km (CHAMP). Hence, tides
in NO and CO2 cooling rates give new information about the height evolution of the tidal
spectrum in the thermosphere which is not well understood and a high priority in better understanding vertical coupling and the weather/space weather connection (Oberheide et al.,
2015).
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Figure 1.10: Height/longitude profile (at 2.5◦ N) of NO volume emission rate (ergs/cm3 /sec)
from SABER on day 258, 2008.
The focus of this dissertation is centered around investigating the impacts of the DE2
and DE3, two important nonmigrating tidal components that originate near the Earth’s surface, on the energy budget of the thermosphere and its infrared cooling. Numerous studies
have revealed that the DE3 (DE2) is the major diurnal component that contributes towards
the observed wave-4 (wave-3) longitudinal structures in the atmosphere and thus can be
treated as a primary connection between the tropospheric weather and upper atmosphere
dynamics. For example, Fig. 1.9 shows examples of a wave-4 and wave-3 like longitude
structure in the monthly-averages NO densities. Similarly Fig. 1.10 exemplifies a wave-4
structure in the SABER NO Volume Emission Rate (VER) on a particular day. Although
there are other tidal components contributions (for example, from DW5, DW2, and D0),
the DE3 is the single most important tidal component contributing to the observed wave-4
structure. This is has been supported by several other studies that pinpoint the DE3 and
DE2 as major contributors towards the wave-4 and wave-3 structure in MLT parameters,

31

such as in temperature (Forbes et al., 2009), in neutral winds (Häusler et al., 2007; Häusler
and Lühr, 2009), and in neutral density (Miyoshi et al., 2014). Furthermore, the wave-4
variations have been observed in many ionospheric parameters, many mentioned in section 1.5, and all support the longitudinal modulations by the DE3 ans DE2 tides from the
troposphere.
The overarching goal is to understand the response of CO2 15 µm and NO 5.3 µm
emissions to the lower atmospheric wave driving. This study therefore focuses on the DE2
and DE3 tidal components. Analysis of SABER observations of NO and CO2 cooling rates
is used in conjunction with photochemical modeling to answer the following questions:
1. What are the longitudinal and local time variations in NO and CO2 cooling
rates caused by nonmigrating tides? The DE2 and DE3 tidal amplitudes and
phases are extracted from satellite observations using two-dimensional Fast Fourier
Fitting (FFT). The spatial (latitude and height) and temporal variability (seasonal,
inter-annual, solar cycle) of these derived cooling rate amplitudes and phases are
studied and compared with the corresponding nonmigrating tides in the dynamical
fields (temperature, winds, or density).
2. What are the underlying coupling mechanisms, that is, how are the nonmigrating tidal signals transmitted into the NO and CO2 emissions in the
thermosphere? Photochemical modeling of nonmigrating tides is performed to identify the individual tidal drivers (wind, temperature or density variations) using atmospheric backgrounds from external data sources and tidal dynamics from an empirical
tidal model, the CTMT (Oberheide et al., 2011b). Relative contributions from different tidal drivers and their spatial (latitude and height) and temporal (seasonal and
solar cycle) variability are studied to gain insight into the leading coupling mechanisms
between the tropospheric tides and the thermospheric infrared emissions. The photochemical modeling includes a vertical tidal advection approach as well as adiabatic
displacement theory.
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3. What are the relative contributions of NO and CO2 cooling rate tides
to modulating of the energy budget of the thermosphere? The solar cycle
dependence of NO and CO2 cooling rate tides along with the coupling mechanisms
are studied. The relative importance of NO and CO2 tides are quantified for solar
minimum and maximum conditions. These results are put together to understand the
importance of tides due to tropical weather for the thermospheric energy budget.
To answer these questions this dissertation is organized into six chapters. Chapter
2 describes the satellite observations, and data analysis methodology. In chapter 3, results
from the tidal diagnostics of observed NO 5.3 µm and CO2 15 µm cooling rates are presented.
Seasonal variations of the DE2 and DE3 tides in the NO and CO2 emissions are discussed
for the solar minimum year 2008. Chapter 4 presents the methodology employed for the
photochemical modeling of the nonmigrating tides in the thermosphere. External data
sources required for the model input parameters are overviewed and results of a sensitivity
analysis test are discussed. In chapter 5, the photochemical modeling results for the NO and
CO2 cooling rate tides are presented and compared with the observations. Leading coupling
mechanism are investigated and findings are discussed. Chapter 6 describes the solar cycle
dependence of NO 5.3 µm and CO2 15 µm cooling rate tides. Cooling rate tides for year
2002-2013 from the satellite data analysis and photochemical modeling are presented. To
provide further context on the relative importance of cooling rate tides for the energy budget
of the atmosphere, NO and CO2 tides are compared for different solar conditions. Chapter
7 discusses nonmigrating tidal components other than the DE2 and DE3 and investigates
their role in the modulation of the energy budget of the thermosphere. Finally, the main
conclusions of the dissertation are summarized in Chapter 8. Appendix A contains figures
used to supplement the results presented in Chapters 3, 5 and 6. Linearization of the
photochemical models used in Chapter 4 is provided in Appendix B.
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Chapter 2

Satellite-borne Observations of
Cooling Rates and Data Analysis
Since the first satellite was launched into the Earth’s orbit in the 1950s, satellitebased observations have provided a unique opportunity to explore the Earth’s outer space
and the various parameters that govern it. Over several decades, satellite systems have provided global-scale data for a wide range of atmospheric parameters that have contributed
towards our enhanced understanding of the atmospheric processes and dynamics. In particular, satellite observations have become an integral part of the research looking into coupling
processes that connect upper atmosphere variability with the lower atmosphere. Satellites
have provided diagnostics of upward propagating atmospheric waves (gravity waves, tides
and planetary waves), their forcing, upward propagation and effects on chemistry and electrodynamics of the upper atmosphere.
Ground-based instruments (such as medium frequency (MF), meteor (MR) radars
and lidars) have long been utilized in the study of the atmosphere and the MLT region
in particular. These instruments are capable of continuous observations over long period
of times, making them a very useful tool for long-term atmospheric studies. However,
the current distribution of such observations is inadequate to provide a global prospective
and is therefore not suitable for tidal studies: one cannot de-alias nonmigrating tides from
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migrating tides unless all the ground-based instruments are about equally spaced in longitude around the globe. On the other hand, satellite observations provide global-scale
measurements but lack temporal (local time) coverage. Nevertheless, a few methods have
been developed in order to infer nonmigrating tides from the satellite measurements. The
longitudinal coverage of satellite observations allows one to diagnose nonmigrating tides in
the data. For example, composite data of 30-60 days from instruments on board slowly
precessing satellites are usually capable of providing a full 24-hour of local time coverage
(Oberheide et al., 2003). Nonmigrating tidal information can then be derived by performing
a harmonic analysis (Forbes et al., 2003b; Oberheide et al., 2005). One should note that the
results from this method are ”climatological”, that is, 30-60 days running mean averages,
as explained in more detailed in section 2.2.
The deployment of several satellite instruments since the early 1990s has led to a
significant rise in tidal studies, and has greatly improved our understanding of tidal coupling
between the lower and upper atmosphere. Some early global observation came from CRISTA
and LIMS temperature data (Oberheide and Gusev, 2002; Lieberman et al., 2004) and wind
data from HRDI and WINDII aboard the UARS satellite (Forbes et al., 2003b; Manson
et al., 2002). Perhaps the most notable and interesting results to emerge are from the
Sounding of the Atmosphere using Broadband Emission Radiometry (SABER) instrument
(Russell III et al., 1999) on the Thermosphere, Ionosphere, Mesosphere Energetics and
Dynamics (TIMED) satellite (Yee et al., 1999) launched in December 2001. TIMED makes
direct measurements of the Mesosphere and Lower Thermosphere/Ionosphere (MLTI) (60180 km) region and its various energy inputs and outputs, providing profiles of wind, density,
mixing ratios, infrared cooling rates and temperature. This has led to more than a thousand
research publications, with many of them centered around the study of wave coupling in
the Earth’s atmosphere.
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2.1

Overview of SABER Instrument
NASA’s Thermosphere, Ionosphere, Mesosphere, Energetics and Dynamics (TIMED)

satellite was launched on December 7, 2001 with a primary science objective to study the
MLTI, one of the least explored regions of the Earth’s atmosphere. The TIMED satellite
was launched in a 625 km circular orbit inclined 74◦ with respect to the equator. The
Sounding of the Atmosphere using Broadband Emission Radiometry (SABER), one of the
four instruments on board the TIMED satellite, is a ten channel broadband radiometer that
continuously scans the Earth’s atmosphere in a limb viewing geometry covering a spectral
range from 1.27 to 17 µm (Russell III et al., 1999). January 2019 marked 17 years of continuous observation of Earth’s upper atmosphere by SABER. From ∼ 400 km tangent altitude
to the surface, the SABER instrument views the atmosphere 90◦ to the satellite velocity
vector and measures infrared radiance (Wm−2 sr−1 ) every 0.4 km. The latitude coverage on
any particular day is between 53◦ S and 83◦ N in the northward looking mode and between
83◦ S and 53◦ N during the southward looking mode. A 180◦ yaw maneuver is performed
every 60 days to keep the spacecraft away from the Sun. This results in an alternate viewing
geometry of SABER every 60 days. As a result of the local time precession of the TIMED
satellite, it takes 60 days to provide a full 24 hr local time coverage. Owing to the Earth’s
rotation and the ∼ 96 min period of TIMED’s orbit, about 15 longitudes are sampled every
day on the ascending and descending nodes of the orbit. An infrared radiance height profile
is sampled every 53 s. Fig. 2.1 shows the TIMED satellite orbits for SABER measurements
on day 258, 2008. Each colored dot represents the location of the measurement made. The
color coded dots represent the local time of the day. The local time of each measurement
shifts by 12 min per day towards earlier times.
Among other parameters, SABER provides measurements of two very important
infrared emissions responsible for the cooling of thermosphere, the nitric oxide (NO) 5.3
µm and CO2 15 µm emissions. These measurements represent the first continuous, global
observations of the radiative cooling mechanisms of the thermosphere. The NO emission is
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Figure 2.1: An illustration of SABER measurements on one particular day.
observed up to 300 km, depending on solar conditions, whereas CO2 emissions are measured
up to 139 km. For the current tidal analysis, 12 years (2002-2013) of version 2.0 SABER
NO 5.3 µm and CO2 15 µm emission data in the altitude range of ∼100-150 km are used.
As this study is primarily focused in studying the variations in the energy loss rate (cooling
rate), the NO and CO2 infrared radiative cooling rate (Wm−3 ) data are analyzed. The NO
and CO2 molecules have different opacities in the limb view. Furthermore, the physical
processes that result in the NO and CO2 emissions and the cooling of the thermosphere by
these molecules are different. As such, the methods of deriving the NO and CO2 infrared
radiative cooling rates are different. A detailed explanation of these methods can be found
in Mlynczak et al. (2010). A brief review of the approach is provided in the following.
The NO infrared emission is the primary mechanism by which heat energy in the
thermosphere is lost back to the space (cooling of the thermosphere). The vibrational
states of NO molecules are excited, primarily by inelastic collisions with atomic oxygen,
which results in the spontaneous emissions at 5.3 µm. Only emissions resulting from the
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collisional excitation result in the cooling mechanism. NO 5.3 µm emission falls in the weak
line limit of radiative transfer. SABER measures (in the limb view) the volume emission
rate of 5.3 µm photons at the tangent height. Then assuming a spherical symmetry about
the tangent point, an Abel inversion is applied to the measured 5.3 µm radiation profile
which results in a vertical profile of energy loss rate or cooling rate (Wm−3 ). Cooling rates
are then weighted by the filter bandpass of the SABER instrument (Mlynczak et al., 2005).
NO emissions are optically thin such that all energy is lost from the thermosphere, half
emitted to the space and the rest to the lower atmosphere. Fig. 2.2 and Fig. 2.3 illustrate
SABER measurements of NO and CO2 cooling rates during the ascending/descending orbits
(left figures) of the TIMED satellite.

Figure 2.2: An illustration of SABER sampling (day 258, 2008). (left) One day of SABER
measurement of NO cooling rates. (right) Altitude/latitude plot of zonal mean SABER NO
(at 125 km) cooling rates for the same day.
On the other hand, CO2 15 µm emissions are neither optically thick nor thin (i.e.,
not all emissions are lost to the space or the lower layers), which means that 15 µm emissions
do not fall in the weak line limit of radiative transfer. Hence, Abel inversion can no longer be
applied to the measured 15 µm radiation profiles. SABER measures CO2 15 µm emissions
in the ν2 bending mode (excited by inelastic collision with atomic oxygen) for the retrieval of
kinetic temperature. SABER temperature derivation employs the Curtis matrix approach
(López-Puertas et al., 1986), which directly results in the CO2 infrared radiative cooling
−3 is computed using the first law
rates in Kelvin per day. Finally, cooling rate ( ∂Q
∂t ) in Wm
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Figure 2.3: An illustration of SABER sampling (day 258, 2008). (left) One day of SABER
measurement of CO2 cooling rates. (right) Altitude/latitude plot of zonal mean SABER
CO2 (at 100 km) cooling rates for the same day.
of thermodynamics as
∂Q
∂T
= ρCp
∂t
∂t
where Cp = the heat capacity at constant pressure, ρ = density and

(2.1)
∂T
∂t

is the

radiative cooling rate in Kelvin per day. Altitude/latitude zonal mean profiles of NO and
CO2 cooling rates for a particular day of measurement (day 258,2008) are shown in Fig.
2.2 and Fig. 2.3 (right figures).
A conservative estimate for the accuracy of the derived NO 5.3 µm and CO2 15
µm cooling rates from SABER is 15% (Mlynczak et al., 2010). Hence, the accuracy of
SABER observations will govern the accuracy of the tidal amplitudes, that is, the derived
amplitudes (see section 2.3) will be well within the 15% uncertainty arising from the SABER
observations. The lifetimes of both NO and CO2 in the thermosphere are long enough for
the tidal diagnostics. CO2 is a very long-lived species in the thermosphere where they
buildup from continuous anthropogenic activity. With a lifetime of 19.6 hour during sunlit
conditions, NO is also a moderately long-lived species (Barth, 1992) and there is almost no
loss during nightime.
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2.2

Tidal Diagnostics of SABER 5.3 µm NO and 15 µm CO2
Cooling Rates
The SABER NO and CO2 cooling rates analyzed in the current work cover data

from January 2002 through December 2013. The data considered for this research are equatorward of ±50◦ latitude where the sampling is not affected by the TIMED yaw maneuvers,
resulting in only few data gaps and a data coverage continuous in universal time (UT) and
longitude. As mentioned in section 2.1, it takes the satellite 60 days to sample a full 24
hr of local time. Consequently, the data processing is performed using consecutive 60-day
windows moved forward in time once every day. Solar tides are by definition periodic in
longitude and time such that they can be represented by a linear combination of sinusoidal
functions. Therefore, nonmigrating tidal amplitudes and phases have been extracted from
the SABER NO and CO2 cooling rate data using a Fourier approach. On a technical note,
this is done using the two-dimensional Fast Fourier Transform (FFT) function in Interactive
Data Language (IDL). Nischal et al. (2019) has detailed the method of computing the DE2
and DE3 tidal amplitudes and phases from SABER NO 5.3 µm and CO2 15 µm cooling
rate data. The method employed to compute NO and CO2 cooling rate nonmigrating tides
is an established and very often used approach of computing tidal spectra from satellite
observations (Forbes et al., 2006, 2008). It is essentially a two-dimensional Fourier analysis of 60 days of observations. In the following, a brief description of the data processing
methodology is presented. The steps are the same for both the NO and CO2 cases unless
mentioned.
1. 60 days of SABER NO and CO2 cooling rate data are binned and averaged into 2 hr
local time bins for each interval of height (2 km), latitude (5◦ ), and longitude (5◦ ).
2. Due to the viewing constraints of SABER (an infrared instrument), data are not
acquired around noon. This results in local time gaps, ∼ 3 hr within a 60 day period
at the equator (see Fig. 2.4). Local time gaps for a given latitude bin are closed by
performing harmonic fits in time at each longitude.
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3. These data are then Fourier fit with respect to longitude and local time to get tidal
amplitudes and phases on a day-by-day basis centered within a 60-day window.
4. The whole process is stepped forward one day at a time such that the full series of
recovered amplitudes and phases represent 60-day running mean averages.
5. Tidal amplitudes and phases are finally vector averaged into monthly bins.
6. For NO tidal diagnostic, all 5.3 µm cooling rate data collected within a 2 day window
following a 3-hourly Kp ≥ 4 event are omitted from the analysis. This omission of
2 days of NO data after a 3-hourly Kp ≥ 4 event is based on the fact that even
after severe geomagnetic storms, that is, events with Kp = 7+, NO cooling rate
returns to quiescent conditions within 2-3 days (Mlynczak et al., 2003). However, this
omission still leaves > 40 days (in most cases > 50 days) within a 60-day window
which is a sufficient data coverage for retrieving tidal amplitudes and phases after
closing the data gaps in local time by harmonic fits (Oberheide et al., 2013). The Kp
criterion is necessary for NO because NO is very sensitive to solar and geomagnetic
activities as it is primarily produced by soft solar X-ray and extreme-ultraviolet fluxes
during daytime and from energetic particle participation and Joule heating at high
latitudes (Barth, 1992). On the other hand, CO2 is much less sensitive to solar and
geomagnetic activity and therefore does not require any Kp criterion be introduced
in the tidal analysis, as various tests have confirmed.
An example of the composite data set (60-day) is illustrated in Fig. 2.4 which shows
a longitude/local time plot of CO2 (at 100 km) cooling rates at the equator. Fourier analysis
(after closing the local noon local solar time gap) then provides tidal amplitudes (see Fig.
2.5) and phases for different frequencies.
As highlighted by Oberheide et al. (2006), the binning of data in longitude inherently
damps the higher-order zonal wave numbers such the tidal amplitudes must be considered
a lower limit. Since the tidal components of interest in this work are the DE2 and DE3 with
wavelengths of 90◦ and 120◦ , respectively, in the local time frame used for the FFT, the
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Figure 2.4: Equatorial local solar time/longitude profiles of CO2 15 µm (100 km) cooling
rates from SABER. Plotted are composite data, i.e., 60-day running averages centered on
day 258, 2008. Note the local time gaps around the local noon.
resulting smoothing is comparatively small due to the 5◦ grid chosen for the longitude. The
accuracy of the computed tidal amplitudes and phases is 15%, the same as the accuracy of
SABER cooling rate data (as explained in section 2.2). The precision, however, is unaffected
by that of SABER observations as 5◦ latitude bands allow a large number of individual data
points (∼ 2500 for each latitude band) enter a 60-day analysis window. The precision of
the derived amplitudes and phases is governed by sampling issues (Oberheide et al., 2006),
∼ 10%.

2.3

Overview of Spectral Components
Fig. 2.5 exemplifies the amplitude spectra of diurnal and semidiurnal nonmigrating

tides in the SABER NO and CO2 cooling rates for September 2013 at 125 km. As this
dissertation is primarily focused on the impacts of nonmigrating tides and specifically those
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originating near the Earth’s surface, migrating tidal components are not shown here.

Figure 2.5: Spectra of nonmigrating tides versus latitude for September 2013 at 125 km. (a)
Diurnal tides in NO cooling rates. (b) Semidiurnal tides in NO cooling rates. (c) Diurnal
tides in CO2 cooling rates. (d) Semidiurnal tides in CO2 cooling rates. Negative wave
numbers represent eastward propagating waves and positive wave numbers correspond to
westward propagating waves. Note that migrating tides are omitted in the spectra. Fig. 1
in Nischal et al. (2019).
It is evident that the DE3 is the largest nonmigrating diurnal tidal component
followed by other important diurnal components, DW2, D0, DE2, DW5 and DW3. Similarly,
the most important nonmigrating semidiurnal components are found to be SE2, SW3, SW1
and SW6. It should be noted that these are the first observed nonmigrating tidal spectra
in the thermosphere. Previous diagnostics were limited to the MLT region (Talaat and
Lieberman, 1999; Forbes et al., 2003c,a, 2006; Zhang et al., 2006). Note that the tidal
spectra can change substantially from one season to another, with, for example, DE2 being
very prominent during northern hemisphere winter (Nischal et al., 2019). Fig. 2.6 shows
DE2 as the largest diurnal component during December.
DE3 and DE2 are known to be generated near the Earth’s surface due to latent heat
release in deep convective clouds (Forbes et al., 2001) and are among the two most important
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diurnal tides for MLT studies. D0 and DW2 occur via nonlinear interactions between SPW1
and DW1 (Hagan and Roble, 2001) as well as from convection driven heating due to wave-1
modulation (Forbes et al., 2008). DE3 is the largest component because of its large vertical
wavelength (∼ 55 km) (Zhang et al., 2006) that makes it less likely to dissipate. Like
DE3, DW5 also arises due to the land-sea modulation of deep convective clouds and the
associated latent heating. Furthermore, among prominent semidiurnal components, SE2
and SW6 are primarily generated by latent heat release in the tropics, and SW1 and SW3
arise from nonlinear wave interactions between SPW1 and the migrating semidiurnal tide
SW2 (Zhang et al., 2006).

Figure 2.6: Same as Fig. 2.5 but for December 2013.
However, DW5 has a much shorter vertical wavelength (∼ 20 km) than DE3 and is
therefore more susceptible to dissipation as the time constant for eddy dissipation is proportional to the square of the vertical wavelength, as explained in Chapter 1. Consequently,
DE3 with its larger vertical wavelength (∼ 60 km) penetrates much more effectively into
the MLT than DW5 (Forbes et al., 2006). Although previous studies, for example, (Zhang
et al., 2006; Forbes et al., 2008) have reported small DW5 amplitudes in the MLT, the
magnitude of the DW5 at 125 km (roughly 30% of the DE3) in Fig. 2.5 is quite surprising
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as this component should be largely dissipated in the thermosphere. Moreover, the presence
of a significant SW6 at this altitude is also quite surprising. Forbes et al. (2006) reported
a SW6 signal in GSWM model temperature at 110 km but found no evidence of SW6 in
SABER temperature analysis.
Both the DW5 and SW6 components are observed as a zonal wavenumber 4 in
the local time frame of a slowly precessing satellite such as TIMED (Oberheide et al.,
2003) and frequently neglected when using observed zonal wavenumber 4 signals in satellite
observations as a proxy for DE3 and SE2 tidal activity (Li et al., 2015; Gasperini et al.,
2017). The magnitude of the DW5 and SW6 reported here thus points to potential pitfalls
on using wavenumber 4 signals as DE3 and DE2 proxies when no full spectral Fourier
analysis is possible. As such, some conclusions drawn in the abovementioned papers may
need to be revisited.
The puzzlingly large DW5 and SW6 are revisited in Chapter 7. This thesis primarily
focuses on the DE2 and DE3 diurnal components and the majority of the results presented
in the following Chapters 3-6 are for these two nonmigrating tides.
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Chapter 3

Seasonal Variations of
Nonmigrating Diurnal Tides in the
Thermospheric Infrared Cooling
Rates: SABER Observations
The results from the tidal diagnostics of SABER CO2 15 µm cooling rates as published by Nischal et al. (2017) using the methodology detailed in Chapter 2 are presented in
this Chapter. The observed DE2 and DE3 tidal amplitudes and phases and their seasonal
variation as function of height and latitude are overviewed. A more detailed discussion
in the context of photochemical modeling is provided in Chapter 5. For the study of the
seasonal variations of the nonmigrating tides in the CO2 cooling rates, the focus is on the
solar minimum year 2008 because the propagation of tides into the upper atmosphere is
more efficient in a relatively colder atmosphere due to reduced dissipation as the thermal
conductivity ∼T2/3 (see section 1.3.4). In addition, the results for NO 5.3 µm cooling rate
tides are also included. The latter have been studied by Oberheide et al. (2013) using an
older SABER data version but have now been updated to version 2.0 data and extended
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in latitude. As such one can get a complete picture of the impact of nonmigrating tides on
the energy budget of the thermosphere which is governed by both the NO 5.3 µm and CO2
15 µm infrared emissions (see Fig. 1.2 in Chapter 1).

3.1

Observed DE2 and DE3 Tidal Amplitudes and Phases in
CO2 15 µm Cooling Rates

Figure 3.1: DE2 and DE3 amplitudes and phases in CO2 cooling rates for the year 2008 at
20◦ N and the equator, respectively. (a) DE2 amplitude in 10−9 W/m3 . (b) DE2 amplitude
in percent deviation from the mean. (c) DE2 phases in local time of maximum. (d) DE3
amplitude in 10−9 W/m3 . (e) DE3 amplitude in percent deviation from the mean. (f) DE3
phases in local time of maximum. Fig. 1 in Nischal et al. (2017).
Fig. 3.1 shows the DE2 and DE3 cooling rate amplitudes (both absolute amplitude
in 10−9 W/m3 and percentage deviation from the monthly mean zonal mean) and phases for
the solar minimum year 2008 as a function of month and altitude. The figure is restricted to
100-130 km to focus on the altitude region where CO2 15 µm emissions maximize. DE2 is
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plotted at 20◦ N whereas DE3 is plotted at the equator, because both components maximize
at different latitudes (see Fig. 3.2). Both DE2 and DE3 amplitudes maximize around 100
km, the lowest altitude in the current analysis.
The seasonal variations of these nonmigrating tidal signatures closely follow those
of the dynamical tides, especially temperature tides (Forbes et al., 2008), as evident from
Fig. A1 provided in Appendix A. The DE2 amplitude (maximum of ∼ 26 nW/m3 ) clearly
shows a semiannual behavior with two intervals of activity, one during October-January
and another one during June-July. On the other hand, the DE3 amplitude (maximum of
∼ 60 nW/m3 ) is centered around September. Clearly, DE3 dominates for most part of
the year except during the winter (Dec-Jan) period when DE2 is more important. This
is consistent with the seasonal variations of DE2 and DE3 in zonal wind and electron
densities in the E-region and F-region, for example, (Lühr et al., 2007; Pedatella et al.,
2008). Amplitudes in percentage deviation from the zonal mean monthly mean for both
DE2 (∼ 24%) and DE3 (∼ 42%) maximize at 100 km, the lowest altitude in our analysis.
Both DE2 and DE3 phases show upward propagation up to ∼ 110 km and then transition
into constant phases. Such phase slope transitions are not observed in temperature tides
(see Fig. A1). Understanding this unexpected nature of DE2 and DE3 phases above 110
km requires a further investigation using photochemical modeling which is discussed later
in Chapter 4. The seasonal behavior of DE2 and DE3 tides in CO2 15 µm cooling rates is
very similar to that of DE2 and DE3 in NO 5.3 µm cooling rates Oberheide et al. (2013),
albeit peaking at different altitudes since NO cooling rates and NO density peak at higher
altitudes in comparison to CO2 . This is because of the much larger activation energy of
the NO (ν = 0 → ν = 1) vibrational transition (see Chapter 4). Besides, DE2 and DE3
phases in NO cooling rates show a clear upward propagating behavior throughout the lower
thermosphere and do not have any phase slope transition as observed in the case of CO2
(more in section 3.3).
Fig. 3.2 shows the latitude-month structure of DE2 and DE3 cooling rate amplitudes
and phases. The latitudinal structures of cooling rates tides closely follow that of dynamical
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Figure 3.2: DE2 and DE3 amplitudes and phases in CO2 cooling rates for the year 2008 at
100 km. (a) DE2 amplitude in 10−9 W/m3 . (b) DE2 amplitude in percent deviation from
the mean. (c) DE2 phases in local time of maximum. (d) DE3 amplitude in 10−9 W/m3 .
(e) DE3 amplitude in percent deviation from the mean. (f) DE3 phases in local time of
maximum. Fig. 2 in Nischal et al. (2017).
tides, for example, see latitude-month variation of temperature tides Fig. A2 in Appendix
A. The DE3 maximum during August-October is centered slightly south of the equator but
generally symmetric about the equator. Another maximum during January-February can
be clearly seen in the Northern Hemisphere (suppressed in Fig. 3.1 as DE3 is plotted at
the equator). DE2, on the other hand, shows a clear asymmetric structure, a maximum in
the Northern Hemisphere during October-January period and another maximum during the
months of May-June in the Southern Hemisphere. Note that the monthly mean zonal mean
CO2 cooling rates in the year 2008 (Mlynczak et al., 2010) do not vary much with latitude.
The phase behaviors of both tidal components at 100 km follow those of the dynamical
tides, DE2 being anti-symmetric and DE3 symmetric about the equator (Oberheide et al.,
2011b).
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Figure 3.3: DE2 (December) and DE3 (September) amplitudes and phases in CO2 cooling
rates for the year 2008. (a) DE2 amplitude in 10−9 W/m3 . (b) DE2 amplitude in percent
deviation from the mean. (c) DE2 phases in local time of maximum. (d) DE3 amplitude
in 10−9 W/m3 . (e) DE3 amplitude in percent deviation from the mean. (f) DE3 phases in
local time of maximum.
The latitude-altitude cross sections of cooling rate tides are shown in Fig. 3.3 for
DE2 in December and DE3 in September, during the months where they have the largest
amplitudes (see Fig. 3.2). The corresponding tidal amplitudes in the SABER tempeature is
shown in Fig. A3 (Appendix A). The largest DE3 cooling rate amplitude of ∼ 55 nW/m3 is
around 100 km altitude and centered slightly south of the equator (10◦ S) whereas the DE2
maximum of ∼ 20 nW/m3 is located around 100 km height and northward of the equator,
20◦ N. Both DE2 and DE3 phases show upward propagation up to 110 km and evanescent
behavior above 110 km.
As evident from the above discussion, the seasonal variations of CO2 cooling rate
tides resemble those of dynamical tides, especially temperature. Plots (Fig. A1, Fig.
A2 and Fig. A3) depicting the seasonal variations of temperature tides (from SABER
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observations) in the thermosphere have been provided so that one can directly compare
them with the seasonal variations of cooling rate tides. To better understand why the seasonal/height/latitude structure of temperature tides look like as shown, a brief overview is
provided. Seasonal variations of dynamical tides are an interplay of the forcing mechanism
and the mean wind variations. DE3 tide is the superposition of the first symmetric (λz ≈
56 km) and antisymmetric (λz ≈ 30 km) Hough modes (see Fig. 1.4). Annual cycle of the
symmetric mode shows a strong primary maximum around boreal winter (July-October)
and a secondary one around March. On the other hand, the antisymmetric Hough mode
shows enhanced strength around the boreal winter (November-March) and is mostly subdued otherwise. DE3 in the lower thermosphere is primarily the symmetric mode as the
antisymmetric mode is mostly dissipated due to its shorter vertical wavelength. In addition,
the mean zonal wind in August is more favorable to the symmetric mode than in winter
(Zhang et al., 2012). Thus, seasonal variations of DE3 in dynamical tides resemble those
of the symmetric Hough mode (Oberheide and Forbes, 2008). This also explains why the
seasonal structure of DE3 at lower altitudes (for example in the mesophere, ∼ 70-80 km)
look different from that observed in the lower thermosphere as upper mesopsheric DE3 (not
shown here) exhibits a mixture of symmetric and antisymmetric characteristics (though the
antisymmetric mode is more dominant).

3.2

Observed DE2 and DE3 Tidal Amplitudes and Phases in
NO 5.3 µm Cooling Rates
The solar minimum (year 2008) NO 5.3 µm cooling rate tides have been studied

before by Oberheide et al. (2013) but using an older version of SABER cooling rate data.
Moreover, their study was limited to equatorial latitudes. The results presented in this
section are from the tidal diagnostics (see Chapter 2) of SABER version 2.0 data and the
latitudinal coverage is extended to ± 45◦ .
Fig. 3.4 shows the height/month variations of the DE2 and DE3 amplitudes and
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Figure 3.4: DE2 and DE3 amplitudes and phases in NO cooling rates for the year 2008
from SABER. (a) DE2 amplitude in 10−9 W/m3 at 25◦ N. (b) DE2 amplitude in percent
deviation from the mean. (c) DE2 phases in local time of maximum. (d) DE3 amplitude
in 10−9 W/m3 at 20◦ N. (e) DE3 amplitude in percent deviation from the mean. (f) DE3
phases in local time of maximum.
phases in the NO 5.3 µm cooling rate for the year 2008. The DE2 is plotted at 25◦ N and
DE3 at 20◦ N, the latitudes where they are observed to be at maximum (see Fig. 3.5).
Similar to that observed in the CO2 study (section 3.1) the seasonal variations of the DE3
in NO cooling rates follow those of the dynamical tides (compare Fig. A1 in Appendix
A) with a maximum of ∼ 0.27 nW/m3 during late boreal summer and a secondary peak
around March. The DE2 shows a peak around April-June with a maximum amplitude of
∼ 0.18 nW/m3 and another secondary peak around boreal winter. Both tidal amplitudes
peak around 120-125 km altitude. The DE3 shows a broader distribution in comparison
to the DE2. The relative amplitudes (percentage deviation from the monthly mean zonal
mean) are ∼ 24% and ∼ 32% for the DE2 and DE3, respectively, and peak at a slightly
lower altitude (∼ 110-115 km) because zonal mean NO cooling rates occur at slightly higher
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altitudes (∼ 135 km) (Oberheide et al., 2013). Unlike the CO2 case, the phases show a clear
upward propagating behavior throughout the altitude regime similar to one observed in the
temperature phase (see Fig. A1c and Fig. A1e).

Figure 3.5: DE2 and DE3 amplitudes and phases in NO cooling rates for the year 2008
125 km from SABER. (a) DE2 amplitude in 10−9 W/m3 . (b) DE2 amplitude in percent
deviation from the mean. (c) DE2 phases in local time of maximum. (d) DE3 amplitude
in 10−9 W/m3 . (e) DE3 amplitude in percent deviation from the mean. (f) DE3 phases in
local time of maximum.
Fig. 3.5 shows the DE2 and DE3 tides in the NO 5.3 µm cooling rates as a function
of month and latitude at 125 km. The NO DE3 tidal amplitudes (in nW/m3 ) show a
peak around 20◦ N and centered around August. Additionally, the DE3 shows two separate
peaks, although with slightly lower amplitudes, around 20-40 ◦ S in October-November and
January-February. This is different to the one observed in the CO2 cooling rates at 100 km
(see Fig. 3.2), where DE3 amplitudes maximize around the equator (slightly southward).
The DE2 amplitudes shows a strong semiannual variation with maxima around solstices,
located around 20-40◦ N during April-June and around 20-40◦ S during winter solstice.
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Figure 3.6: DE2 (January) and DE3 (September) amplitudes and phases in NO cooling rates
for the year 2008 at 125 km from SABER. (a) DE2 amplitude in 10−9 W/m3 . (b) DE2
amplitude in percent deviation from the mean. (c) DE2 phases in local time of maximum.
(d) DE3 amplitude in 10−9 W/m3 . (e) DE3 amplitude in percent deviation from the mean.
(f) DE3 phases in local time of maximum.
The latitude-altitude cross sections of cooling rate tides are shown in Fig. 3.6 for
DE2 in June and DE3 in August, during the months where they have the largest amplitudes
(see Fig. 3.5). The largest DE3 amplitude of ∼ 0.2 nW/m3 is around 125 km altitude and
20◦ N whereas the DE2 maximum of ∼ 0.2 nW/m3 is located around 125 km height and 40◦ S.
Both DE2 and DE3 relative amplitudes peak slightly lower but at the same latitudes as the
absolute amplitudes. The phases show upward propagation throughout the thermosphere.

3.3

Discussion
Tidal diagnostics of the SABER observations clearly shows that the nonmigrating

tides (DE2 and DE3) originating near the surface can significantly (20-40% relative to the
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monthly zonal mean) modulate the longitudinal/local time structure of the thermospheric
cooling rates which highlights the connection between tropospheric weather systems and
the energy budget of the thermosphere. Seasonal variations of the cooling rate tides in
both the NO and CO2 cases are generally similar and follow that of temperature and other
dynamical tides.
One interesting difference between the NO and CO2 results is the behavior of the
DE2 and DE3 phases. The phases in NO clearly resemble those of temperature tides and
illustrate an upward propagation throughout the thermosphere. This is expected as tidal
temperature variations are the main tidal driver of the NO cooling rate tides as discussed
later in Chapter 5. However, the corresponding phases in the CO2 cooling rates are quite
different. The tidal phase shows a clear phase slope transition around 110 km such that the
evanescent DE2 and DE3 phases are observed. This phase behavior in CO2 tides is rather
surprising as one would expect temperature to be the primary tidal driver of CO2 cooling
rate tides as well because the CO2 emissions in the thermosphere responsible for cooling
are highly temperature dependent (Mlynczak et al., 2010).
A detailed investigation is required to identify the factors contributing toward the
unexpected tidal phase behavior in CO2 cooling rates, based on photochemical tidal modeling discussed in Chapter 4.
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Chapter 4

Photochemical Modeling
The DE2 and DE3 tidal diagnostics of SABER NO 5.3 µm and CO2 15 µm cooling
rate data clearly shows that the tropospheric tides induce a substantial longitude/local time
modulation in the infrared cooling of the thermosphere. Following Nischal et al. (2017, 2019)
a photochemical modeling is now performed in order to better understand the underlying
coupling mechanisms and to separate the different tidal drivers. As shown in Chapter 3,
the observed DE2 and DE3 amplitude structures in the NO and CO2 infrared emissions
closely follow those of temperature tides. However, the tidal phase behavior in the CO2
cooling rates is quite different from the one observed in the NO cooling rates and in the
dynamical tides as it does not indicate a clear upward propagating behavior throughout the
lower thermosphere (Fig. 3.1). The photochemical modeling will shed some light on this
surprising phase structure of the DE2 and DE3 in CO2 cooling rates.

4.1
4.1.1

Photochemistry
CO2 15 µm
As outlined in section 1.1, the CO2 15 µm emission in the thermosphere is dominated

by (i) thermal excitation of CO2 by atomic oxygen (O) atoms and (ii) radiative excitation
of CO2 (Wise et al., 1995). However, only emissions resulting from the inelastic collision
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of CO2 with O is responsible for cooling the atmosphere (Mlynczak et al., 2010). In this
dissertation, the only cooling rates resulting from the fundamental band transition (ν2 ) are
considered, that is, the CO2 (011 0 → 000 0). CO2 is a linear tri-atomic molecule which can
be either symmetric or asymmetric depending on whether oxygen atoms are identical and
(011 0): (ν1 , ν2 , l, ν3 ): ν1 is the quantum number designating the symmetric stretch mode,
ν2 the bending mode (667 cm−1 ), l the angular momentum, and ν3 the asymmetric stretch
mode. The collision results in the conversion of translational (heat) into vibrational energy
of the bending mode of CO2 molecules which is spontaneously radiated at 15 µm (Sharma,
2015).

CO2 (000 0) + O(3 P ) → CO2 (011 0) + O(3 P )

(4.1)

CO2 (011 0) → CO2 (000 0) + hν(667cm−1 )

(4.2)

Hence, a change in the amount of 15 µm radiation emitted can be due to changes
in (i) CO2 abundances, (ii) O abundances, and (iii) changes in temperature which governs
the collisional excitation rate of CO2 molecules. Tidal variations in any one or all of these
three parameters will result in tidal signals in CO2 cooling rates in the thermosphere.
To model the tidal impact on the CO2 cooling rates and identify the individual tidal
drivers, the CO2 15 µm cooling rate is computed using a linearized photochemical model
(see Appendix B for the linearization of the photochemical model). The 15 µm cooling rate
above 100 km is approximately given by Wise et al. (1995):

Cooling Rate = hνA15µm [CO2 ](011 0)

1

[CO2 ](01 0) =

JR + 2ko e−960/T [O]
A15µm + ko [O]

(4.3)

!
[CO2 ](000 0)

(4.4)

where hν is the energy per photon at 15 µm, with ν equal to 667 cm−1 , JR is the
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radiative excitation rate due to other (011 0) photons, that is CO2 molecules excited by
absorption of terrestrial radiation, ko is the rate coefficient for the deactivation of CO2 by
√
O and equal to 3.5(±1.8) × 10−13 T +2.32 × 10−9 exp(-76.75/T1/3 ) cm−3 molecule−1
s−1 (Sharma and Wintersteiner, 1990) and A15µm is the Einstein coefficient for the ν2
fundamental band transition and equal to 1.28 s−1 . The rate coefficient used here is the one
used in the operational SABER temperature retrieval. Note that the factor of 2 in front of
the ko term is due to the ratio of the degeneracy of the upper and lower vibrational states
of the CO2 molecules. A brief overview of the origin of the equation 4.4 is as follow:
For steady state, the time-dependent behavior of [CO2 ](011 0) is given by

0=

d[CO2 ](011 0)
=P −L
dt

(4.5)

where the production rate P is given by

P = 2k0 e−

960
T

[O][CO2 ](000 0) + JR [CO2 ](000 0)

(4.6)

and the loss rate R is given by

L = A15µm [CO2 ](011 0) + k0 [O][CO2 ](011 0)

(4.7)

The [O][CO2 ] product comes from equating the chemical potentials in the

CO2 (011 0) + O *
) CO2 (000 0) + O

(4.8)

equilibrium reaction, leading to the equilibrium constant
[CO2 ](000 0[O])
k0
=
960
1
[CO2 ](01 0[O])
2k0 e− T

(4.9)

with rate constant k0 , from standard thermodynamics (Pathria and Beale, 1996).
Wise et al. (1995) assumes that CO2 is in the weak-line or ”cool to space” limit,
that is, all radiation emitted by CO2 escapes the atmosphere above 100 km. The total
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amount of energy emitted by CO2 is the sum of that from the absorption of radiation and
that due to collisions with atomic oxygen minus the loss due to quenching. When both of
these sources are considered, Equation 4.4 describes the total upper state CO2 population.
However, as only the collisions with atomic oxygen are causing cooling, one can set the JR
term to zero, and have an approximation for the cooling rate (W/m3 ), which is given by
equation 4.3 with JR set to zero.
The required input parameters for the photochemical model are true (unperturbed)
backgrounds, namely, monthly mean zonal mean carbon dioxide (ground state) [CO2 ] and
atomic oxygen [O] densities, background temperature T, and tidal variations in all of these
fields. A combination of different data sets (SABER, NRLMSISE-00 (Picone et al., 2002)
and TIME-GCM (Roble and Ridley, 1994)) is used for the unperturbed background parameters (see section 4.3) use the Climatological Tidal Model of the Thermosphere (CTMT)
approach (Oberheide et al., 2011b) is used to generate the tidal variations in the backgrounds. The photochemical modeling approach used in the current work conceptually
follows the one employed by Oberheide et al. (2013) for the study of the nonmigrating tidal
impact on the nitric oxide 5.3 µm infrared cooling of the thermosphere but with some important improvements in the formulation of vertical tidal advection, as described in section
4.5.

4.1.2

NO 5.3 µm
The photochemical modeling of nonmigrating tides in NO 5.3 µm cooling rates uses

an updated model background. The basic approach is similar to the one detailed above for
the CO2 15 µm emissions. A brief description of the methodology is as follows:
Thermospheric NO 5.3 µm emissions are largely the result of inelastic collisions
between NO molecules with atomic oxygen (Mlynczak et al., 2010). Hence, any change in
the amount of emitted 5.3 µm radiation is due to the change in NO abundances, change in
O abundance, and the change in temperature. The latter is because the rate of collisional
excitation of NO molecules depends on temperature. Furthermore, tidal modulation of
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any one or all of these parameters will result in a longitudinal/local time modulation of
NO infrared emissions in the thermosphere. To perform a linearized photochemical (see
Appendix B for the linearization of the photochemical model) modeling and separate the
individual tidal drivers, the NO 5.3 µm cooling rate is computed as follows (Winick et al.,
1987):

Cooling Rate = hνA5.3µm [N O]ν=1

[N O]ν=1 =

SE + kN O−O e−2700/T [O]
A5.3µm + kN O−O [O]

(4.10)

!
[N O]ν=0

(4.11)

where photon energy hν is equal to ∼ 3.75 × 10−20 J, SE is the earthshine and equal
to 1.06 × 10−4 s−1 (Caledonia and Kennealy, 1982), kN O−O is the rate coefficient for the
deactivation of NO by O and equal to 2.8 × 10−11 cm−3 /s (Dodd et al., 1999) and A5.3µm
is the Einstein coefficient and equal to 12.54 s−1 .
The input parameters needed for the photochemical modeling of NO cooling rate
tides are monthly mean zonal mean atomic oxygen [O] and ground-state nitric oxide [NO]ν=0
densities, neutral density, background temperature T, and their tidal variations. Except for
the NO density, all the other input background parameters used for the photochemical modeling of NO cooling rate tides are the same for CO2 . For details see section 4.4. NO density
is computed from the Nitric Oxide Empirical Model (NOEM), which is an empirical model
based on Student Nitric Oxide Explorer (SNOE) observations and employs the method of
empirical orthogonal functions to derive the NO density in the thermosphere as a function of
altitude (100-150 km), latitude (80◦ N-80◦ S) and solar conditions (Marsh et al., 2004). This
is different to Oberheide et al. (2013) who used a MIPAS/ENVISAT (Bermejo-Pantaleón
et al., 2011) NO density background. The ENVISAT mission ended in early 2012. A brief
description of NOEM is provided in section 4.2.
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4.2

Data Sources
Next, a brief overview of all the data sources used for the photochemical modeling is

provided. These external data sources provide monthly mean zonal mean model [O], [CO2 ],
T, and neutral density, and the corresponding tidal variations.

4.2.1

NRLMSISE-00
The Naval Research Laboratory Mass Spectrometer Incoherent Scatter Radar Ex-

tension 2000 (NRLMSISE-00) is an empirical atmospheric model that extends from the
ground to the exobase and is the latest version of the MSIS-class model. An update with
predominantly improved temperature and atomic oxygen density is currently being developed but was not available for this thesis (D. Drob, personal communication). The first
version of MSIS-class models (MSIS-1) was derived by Hedin et al. (1977). Since then
the model has gone through several upgrades through MSIS-86 (Hedin, 1987), MSISE-90
(Hedin, 1991) until the latest NRLMSISE-00 (Picone et al., 2002). NRLMSISE-00 incorporates total mass density data from satellite accelerometers and from orbit determination,
recent temperature data from incoherent scatter radar, and molecular oxygen number density data from solar ultraviolet occultation aboard the Solar Minimum Mission (SMM).
The model interpolates among the various data set. NRLMSISE-00 requires input variables
that include year/day, universal time, altitude, latitude, longitude, local apparent solar
time, and space weather inputs of daily F10.7 flux for the previous day, 81-day centered average F10.7 flux, and daily magnetic index (Ap ) and/or three-hourly magnetic indices (ap ).
The outputs are the local neutral temperature, exospheric temperature, number densities
for various neutral species, anomalous oxygen and the total mass density.
In this study, several of these output parameters have been used to perform the
photochemical modeling. In particular, profiles of neutral temperature, atomic oxygen and
neutral density are used, but constraint by SABER observations. Details are presented in
section 4.3.
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4.2.2

TIME-GCM
The NCAR thermosphere-ionosphere-mesosphere-electrodynamics general circula-

tion model (TIME-GCM) is a three-dimensional time-dependent non-linear general circulation model that self-consistently calculates the dynamics, electrodynamics, photoionization,
photodissociation, neutral gas heating, chemical loss, dissipation and chemistry to simulate
circulation, temperature and the compositional structure of the Earth’s atmosphere from
30-500 km altitude (Roble and Ridley, 1994). The TIME-GCM is the latest extension of
the original thermosphere general circulation model developed by Dickinson et al. (1981).
TIME-GCM uses daily 10.7-cm solar radio flux (F10.7) values as a proxy for the
solar irradiance variability, 3-hour Kp values to account for auroral precipitation, crosscap potential drop and hemispheric power value, and the daily Ap index to specify the
geomagnetic activity. TIME-GCM performs numerical integration of the discretized conservation equations across the three-dimensional spatial domain. The resulting solutions
are then propagated to conservation equations forward in time from a pre-specified threedimensional initial state (e.g., specified month, day, and year). The model time-step is four
minutes and its output consists of 30 fields (including temperature and atomic oxygen) on a
latitude, longitude, and pressure grid. Since TIME-GCM does not extend to the ground, it
cannot account for the the perturbations (atmospheric tides and planetary waves) of tropospheric origin. It does not calculate tidal components that are exited by latent heat release
in deep convective clouds and a suitable lower boundary conditions needs to be introduced
to account for these tides, e.g., by using the GSWM at its lower boundary in the standard
model set up. Nevertheless, TIME-GCM inherently calculates the atmospheric tides that
are excited by the absorption of ultraviolet and extreme radiation in the middle and upper
atmosphere. For detailed description of the model, including its historical development and
in-depth description of the physics the reader is referred to Roble and Ridley (1994), Roble
(1995), and references therein.
For the photochemical modeling discussed in this chapter, a 2008 September equinox
model run under solar minimum conditions (F10.7 = 75 sfu) is used for the unperturbed
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atmospheric background parameters (T, [0], [CO2 ], [NO], and neutral density) and their
tidal perturbations.

4.2.3

NOEM
The Nitric Oxide Empirical Model (NOEM) is an empirical model derived by Marsh

et al. (2004) that computes zonal mean NO density using the Kp-index, solar declination,
and the 10.7 cm solar flux as inputs. The Kp-index is a proxy for auroral forcing, changes in
solar declination constitute the day of year, and the 10.7 cm solar flux represents solar soft Xray flux variations. NOEM is solely based on NO measurements made by the Student Nitric
Oxide Explorer (SNOE) satellite (Solomon et al., 1996) in the lower thermosphere (97.5-150
km) between March 1998 and September 2000. SNOE measured UV-fluorescence scattering
of the incident solar radiation and the details of the analysis of the global NO observations
can be found in Barth et al. (2003). Note that SNOE measurements are daytime only. The
model is capable of capturing a large amount of the variance in the SNOE observations that
has been associated with the three abovementioned inputs. Empirical Orthogonal Function
(EOF) analysis of NO measured by SNOE forms the basis for the derivation of NOEM. The
variation of daily average NO in time is described by EOF’s in space and their principal
components in time, as such, two-dimensional (space and time) SNOE data are represented
as a time mean plus the sum of the orthogonal functions of space multiplied by time-varying
coefficients (Marsh et al., 2004):

N O(y, z, t) = N O(y, z) +

X

Pi (t) ∗ Ei (y, z)

(4.12)

i

where N O is the time mean NO distribution, Pi are principal components, and Ei
are EOF’s. EOF’s are functions of latitude and altitude (y and z).
The output is NO density on a 3.3 km altitude grid (100-150 km) and 5◦ magnetic
latitude grid (±82.5◦ ) (see Fig. 6.6). NOEM constitutes the upper boundary for the NCAR
Whole Atmosphere Community Model (WACCM) at 140 km and evaluates the response of
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WACCM to variability around 100 km (Kiviranta et al., 2018). NOEM NO density is used
in the photochemical modeling of the DE2 and DE3 tides in the NO 5.3 µm cooling rates,
following the spirit of using as much observation-based inputs as possible.

4.2.4

CTMT
The Climatological Tidal Model of the Thermosphere (CTMT) (Oberheide et al.,

2011b) is an empirical tidal model based on the observations made in the MLT region that
are extended to the thermosphere using Hough Mode Extension (HME) (Lindzen et al.,
1977; Forbes and Hagan, 1982). HMEs can be thought of as an orthogonal vector basis
and are computed for a F10.7 solar flux level of 110 sfu in the standard model configuration. However, the DE2 and DE3 tides from CTMT used in the following account for
solar flux variations, as detailed in Oberheide et al. (2009). CTMT utilizes the tidal observation from the TIMED satellite in the MLT region to constrain the HMEs. The results
are observations-based, self-consistent global monthly climatologies of tidal temperatures,
winds (zonal, meridional, and vertical) and neutral densities from pole-to-pole and from
80-400 km. Upper thermospheric tides are validated with CHAMP neutral density tidal
diagnostics at 400 km (Forbes et al., 2011). The observations includes TIDI zonal and
meridional wind tides, and SABER temperature tides. CTMT provides six diurnal and
seven semidiurnal migrating and nonmigrating tidal components that come from periodic
solar radiation absorption in the troposphere and stratosphere, tropospheric latent heat
release, and non-linear wave-wave interactions occurring in the MLT or below. However,
CTMT does not account for any tidal forcing occurring above the MLT, that is, it neither
includes migrating tides forced in-situ by the solar EUV radiation nor nonmigrating tides
forced in-situ by nonlinear interactions above 110 km. CTMT is not capable to capture
stationary planetary waves as HMEs are not computationally feasible for such waves. Tidal
dissipation is highly sensitive to the thermospheric temperature which is accounted for in
the HME computation. CTMT tides are suitable to drive upper atmosphere models that
require self-consistent tidal fields in the MLT region as a lower boundary condition. As
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such, CTMT provides a realistic description of upward propagating tides from the lower
atmosphere, and their longitudinal and local time variability signatures on the upper thermosphere. Readers are referred to Oberheide et al. (2011b) for a more detailed explanation
of the HME fitting as well as tidal observation data sets used.
CTMT temperature, wind and neutral density tides are used for the photochemical
modeling of the DE2 and DE3 tides to compute tidal variations in the CO2 , NO and O
densities.

4.3
4.3.1

Model Input Background and Sensitivity Analysis
Background Fields
SABER only observes CO2 concentrations and kinetic temperature up to around

110 km. CO2 and temperature are simultaneously retrieved from two-channel non-LTE
limb radiances. SABER data also include atomic oxygen [O] and neutral density profiles.
SABER atomic oxygen is derived from measurement of ozone concentration during day time
and from measurements of OH Meinel band emission during night time using two different
and independent algorithms (Mlynczak et al., 2013a). Atomic oxygen and neutral density
are also restricted to altitudes below 105 km. A recent 2C (version 2.0 and Level C) data set
released by the SABER team (http://saber.gats-inc.com/) provides CO2 and temperature
up to 140 km, where above 110 km, CO2 volume mixing ratio (VMR) and temperature
profiles are supplied by the WACCM model (Rezac et al., 2015b). However, atomic oxygen
and neutral densities above 105 must come from some external data sources (for example,
NRLMSISE-00). Table 4.1 summarizes the uncertainties in the SABER kinetic temperature
(Tk ) and CO2 VMR retrieval (Garcı́a-Comas et al., 2008; Rezac et al., 2015b). Note that
WACCM CO2 is used at all altitudes for the Tk retrieval. Additionally, the uncertainty
of SABER atomic oxygen has been reported to be <30% during day and <25% at night
(Mlynczak et al., 2013b).
However, there are significant uncertainties in the abovementioned parameters, es-
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2-Channel Tk Retrieval
Temp. precision (K)
Temp. systematic (K)
RSS Syst. & Prec. Tk (K)
2-Channel CO2 Retrieval
CO2 VMR prec. (%)
CO2 VMR systematic (%)
RSS Syst. & Prec. CO2 (%)

90 km
3
5
5.8
90 km
1
12
12

100 km
4
13
13.6
100 km
1
21
21

110 km
6
30
30.5
110 km
2
32
32

125 km∗

125 km∗
2
22
22

Table 4.1: SABER 2-channel single profile Tk and CO2 total uncertainty .
pecially the atomic oxygen density, in the so called ”thermospheric gap” due to the lack of
global observations. Therefore, the sensitivity of the photochemical tidal modeling results
to the uncertainties in the input parameters is tested by choosing different data sources for
the modeling.
Fig. 4.1 exemplifies the different data sets for September 2008. TIME-GCM CO2
comes from a solar minimum (F10.7 = 75 sfu) model run. The SABER daytime monthly
mean CO2 density is very much similar to the corresponding TIME-GCM results (Fig. 4.1c).
This is consistent with previous studies, for example by Mertens et al. (2009) which indicates
that except for high latitudes summer seasons, SABER and TIME-GCM CO2 density agree
well. Rezac et al. (2015a) also verify that the SABER version 2.0 operationally retrieved
kinetic temperature (Fig. 4.1a) and the one from the simultaneous Tk /CO2 retrieved are
generally in agreement except at polar regions. TIME-GCM temperature is generally on the
lower side of the SABER temperature while MSIS temperature is lower than SABER below
∼ 105 km and higher above ∼ 105 km. Uncertainties in the atomic oxygen density have
been well documented in earlier studies (Mlynczak et al., 2013a; Kaufmann et al., 2014). In
general, MSIS atomic oxygen has been found 30% lower and SABER 30% higher than atomic
oxygen retrieved from SCIAMACHY/ENVISAT observations (Kaufmann et al., 2014).
Note that the overarching goal of the current photochemical modeling is not to obtain a perfect quantitative agreement with the SABER observations. This would indeed be
fortuitous given the uncertainties in the background fields. Rather, the aim is to investigate
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Figure 4.1: Monthly mean zonal mean profiles from SABER (solid blue line), NRLMSISE00 (solid black line) for September 2008 at the equator, and TIME-GCM (dashed red
line) climatological simulation for solar minimum condition. (a) Temperature. (b) Carbon
dioxide density. (c) Atomic oxygen density. (d) Neutral density. Fig. 3 in Nischal et al.
(2017).
the relative contribution of the individual tidal drivers. For this purpose, it is more important to realize that Fig. 4.1 shows that the vertical O, CO2 and neutral density gradients
from SABER, TIME-GCM, and MSIS are almost identical. This is particularly important
to assess the impact of vertical tidal advection, as discussed in Chapter 5. The primary goal
is to perform the photochemical modeling using a background that most closely matches
the observations. The background starts with the SABER temperature, atomic oxygen and
neutral density data up to around 95 km and then above 95 km modifies the corresponding
MSIS data in a way such that they are forced to follow the SABER trend as closely as possible. For example, to generate an observation based atomic oxygen profile in the altitude
range of 100-140 km, the MSIS curve above 95 km is moved towards the right to match
SABER such that the resulting atomic oxygen profile consists of observations (SABER)
below 95 km and scaled MSIS above 95 km (Fig. 4.2b). Despite its limitation, this method
of combining two different profiles does make sense because of their very similar vertical
gradient and the resulting profile are taken as representative for the atomic oxygen density
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Figure 4.2: Monthly mean zonal mean profiles by merging SABER and MSIS data for
September 2008 at the equator. (a) Temperature. (b) Atomic oxygen volume mixing ratios.
Fig. 4 in Nischal et al. (2017).
in the atmosphere. A similar approach has been applied to obtain the temperature (Fig.
4.2a) and neutral density profile. On the other hand, [CO2 ] profiles are taken directly from
SABER version 2C data. Hereafter, all the photochemical modeling results are based on
this new set of background constructed using SABER and MSIS data, unless otherwise
stated. Nevertheless, all results in the photochemical modeling have also been tested by
using TIME-GCM background alone to look for any bias in the findings depending on the
choice of background used (see Chapter 5).

4.3.2

Sensitivity Analysis
To assess the impact of absolute uncertainties and the approach to construct back-

ground fields on the photochemical modeling results, a sensitivity study is performed by
computing zonal mean cooling rates from equation 4.3 and equation 4.4 without tidal perturbation using scaled background fields (described in section 4.3.1) and comparing with
observed zonal mean cooling rates from SABER (Fig. 4.3). The cooling rates computed
using the original (unscaled) background fields are shown as dotted black lines and are always larger than the observed one (solid black lines), except around 140 km. The blue lines
represent the results obtained by increasing [O] and [CO2 ] by 50% and T by 20 K and the
red lines by decreasing [O] and [CO2 ] by 50% and T by 20 K, respectively. As in Fig. 4.3a,
one can see that decreasing [O] by 50% results in a good match between the observation
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Figure 4.3: Observed CO2 cooling rates from SABER (solid black line) and computed
CO2 cooling rates (dotted black line) using the background described in section 4.3. (a)
Computed cooling rates by decreasing (dashed red line) and increasing (dashed blue line)
atomic oxygen by 50%. (b) As (a) but by decreasing/increasing CO2 by 50%. (c) As (a)
but by decreasing and increasing temperature by 20 K. Fig. 5 in Nischal et al. (2017).
and the modeling, especially above 115 km. Additionally, increasing [O] by 50% results in
a slight increase in the modeled cooling rate and thus always remains on the higher side
of the observation. Increasing the [CO2 ] gives results similar to [O]. When scaled down by
50%, the modeled cooling rate is on the lower side of observed one (Fig. 4.3b), however,
still in a good agreement. Lowering the temperature by 20 K makes the modeled cooling
rates very similar to the observed ones and the overall agreement between the model and
the observation is very good. Note that the uncertainties in the background fields only
contribute towards the uncertainties in the absolute tidal amplitudes in the cooling rates
from photochemical modeling but do not impact the general conclusion about the relative
contributions towards the tidal coupling mechanisms. This is discussed in more detail in
Chapter 5.
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Apart from the uncertainties in the background input parameters, uncertainties in
the rate coefficient have been well documented, (Mlynczak et al., 2010), suggesting that the
literature values of the rate coefficient vary by a factor of 4. Mlynczak et al. (2010) have
shown that there is no evidence of any significant variations in the SABER CO2 cooling
rates even after reducing the rate coefficient by a factor of 4. This is because the rate of
infrared emissions is essentially constrained by the SABER radiance measurements such
that the height profiles of the derived cooling rates (Wm−3 ) remain relatively insensitive
to the rate coefficient. A more detailed results and explanation (including the modeling
of the non-LTE processes in the SABER algorithm) is provided in Mlynczak et al. (2010)
Therefore, the uncertainty in the rate coefficient do not impact the tidal modeling results
presented in the current work. The rate coefficient used in the photochemical modeling is
the same one used in the SABER retrieval.

4.4

Tidal Variations in [O], [NO], [CO2 ], T and Density
Equations 4.3-4.4 (4.10-4.11) indicate that the tidal effects on the CO2 (NO) cool-

ing rates can be imposed by either advection of CO2 (NO) and O molecules, variation of
temperature, neutral density or more likely a combination of all of them. Hence, the next
step is to introduce tidal variations in the unperturbed input parameters T, neutral density,
[O], [CO2 ], and [NO]. They are computed from the TIMED-based CTMT, the empirical
tidal model introduced in the section 4.2. The CTMT tides have been well validated with
satellite (Forbes et al., 2009; Hausler et al., 2013; Lieberman et al., 2013), ground-based
(Yuan et al., 2014) and model (Liu et al., 2010) results such that CTMT provides a realistic
description of the DE2 and DE3 tides in the thermosphere.
CTMT density and vertical wind tides have been used to generate tidal variations
in [CO2 ], [NO], and [O]. The effect of the tidal variations in neutral density is computed by
keeping the CO2 or NO and O volume mixing ratios (VMR) constant and varying neutral
density which is a direct output parameter in CTMT. In contrast, tidal variations in the
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VMR are based on

0

ν (t) = −

w 
0

ω


sin(ωt − ϕw )

dν̄
dz


(4.13)

where ν represents CO2 , NO or O VMR, with the prime indicating a tidal distortion
and the bar indicating the mean, t is local time, ω is angular frequency and equal to 2π/24
h−1 , z is altitude, w0 is vertical wind amplitude and ϕw the corresponding vertical wind
phase. Multiplying these VMR variations with the unperturbed background density results
in the tidal variations in [CO2 ], [NO], and [O] due to vertical advection. Temperature tides
from CTMT are used to produce tidal perturbations on the background temperature.

4.5

Adiabatic Displacement Theory
The methodology to introduce tidal variations in [O], [CO2 ], [NO], neutral density

and T is based on vertical tidal advection. Both Oberheide et al. (2013) and Nischal et al.
(2017) used vertical wind tides from CTMT for the computation of vertical tidal advection
of [O], [NO], and [CO2 ]. However, a better method to compute tidal variations in these
parameters is based on adiabatic vertical displacement theory (Eckermann et al., 1998;
Ward, 1999; Smith et al., 2010). The reason why the adiabatic displacement theory can be
applied in the computation of nonmigrating tides in the background parameters and how
this method compares with the vertical tidal advection approach is as follows (Nischal et al.,
2019).
The approach is based on the vertical displacement δz of an air parcel from its equilibrium height. Without any net production/loss rate and without diffusion/dissipation/breaking,
the two continuity equations (one for the total number density, n and the other for constituent number density, ni ) can be written as:
dn
~ ·U
~ =0
+ n∇
dt
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(4.14)

dni
~ ·U
~ =0
+ ni ∇
dt

(4.15)

~ is the local velocity vector. Eliminating ∇
~ ·U
~ between equations 4.14 and
where U
4.15 yields
dq
=0
dt

(4.16)

where q = ni /n is the constituent volume mixing ratio and d/dt is the material
derivative. This results in a constant q within a displaced air parcel. Thus, a region of
unique constituent mixing ratio traces the Lagrangian motion of an air parcel (Eckermann
et al., 1998). The vertical constituent velocity w0q is clearly identical to the atmospheric
velocity w0 in no diffusion/dissipation/breaking case.
In the case with diffusion/dissipation/breaking, however, w0q and w0 are no longer
the same, as for example, the molecular diffusion coefficient is different for different species
(Chabrillat et al., 2002) and the difference between these two velocities increases with
altitude because the diffusive time scale equals the tidal period at about 140 km (MüllerWodarg and Aylward, 1998); 1.1. As a result, the use of w0 from CTMT in previous
studies, Oberheide et al. (2013) and Nischal et al. (2017), namely using w0 as a proxy for w0q
is somewhat questionable. CTMT accounts for diffusion/dissipation/breaking but does not
provide individual constituent velocities. In the following, it is shown that T0 from CTMT
and adiabatic displacement theory provides a better approximation for w0q than using w0
from the model
The thermal energy equation with diffusion terms (f ) can be approximated as
(Forbes, 1982)
T dn
dT
= (γ − 1)
+f
dt
n dt

(4.17)

where γ = cp /cv is the ratio of the specific heats at constant pressure and volume.
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After linearization, equation 4.17 results in
∂ T̄
g
f0
∂T 0
+ w0 ( +
)=
∂t
cp
∂z
cv

(4.18)

where the prime indicates the tidal perturbation, bar indicates the mean and g is
the altitude dependent gravity. It can be shown (Forbes, 1982) that f0 on the right hand
side of equation 4.18 approximates to

f0 =

∂K ∂T 0
∂2T 0
+K
∂z ∂z
∂z 2

(4.19)

where K = K0 + n̄Keddy with molecular thermal conductivity, K0 and eddy thermal
conductivity, Keddy . The second order term in equation 4.19 can be neglected and to a good
approximation, the first term as well, because of the long vertical wavelength of the DE2
and DE3 tides in the thermosphere. Thermal diffusion causes the vertical displacement
associated with the temperature perturbation T0 to be somewhat less than for a purely
adiabatic motion (Gardner, 2018). With these approximations, equation 4.18 becomes
g
∂ T̄
∂T 0
+ w0 ( +
)=0
∂t
cp
∂z

(4.20)

such that adiabatic displacement theory applies (Eckermann et al., 1998; Ward,
1999) and the δz can be approximated as

δz = −

T0
Γ + Γad


(4.21)

where, Γ = g/cp is the local lapse rate and Γad = ∂ T̄ /∂z is the adiabatic lapse rate,
w0q = ∂δz/∂t.
Using adiabatic displacement is still an approximation. However, it yields a more
realistic tidal variation than w0 from CTMT. The perturbation mixing ration q0 resulting
from the adiabatic displacement of an air parcel from its equilibrium position z1 to a z2 ,
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such that δz = z2 - z1 , is given by Eckermann et al. (1998)

q 0 (z2 ) = q(z2 ) − q̄(z2 ) = q̄(z1 ) − q̄(z2 )

(4.22)

because q remains constant within the displaced air parcel. For a linear background
q̄(z2 ) = q̄(z1 ) + (∂ q̄/∂z) δz. Equation 4.22 thus results in

q 0 = q 0 (z2 ) = −(

∂ q̄
)δz
∂z

(4.23)

with q as either the O or NO or CO2 mixing ratio and δz given by equation 4.21.

4.6

Vertical Advection Vs Adiabatic Displacement: Sensitivity Analysis
To test the sensitivity of the modeling results to the choice of methodology (adia-

batic displacement or vertical advection using w0 from CTMT), data from the TIME-GCM
September equinox run described in section 4.2 are used to compute tidal perturbations in
NO and CO2 VMR and cooling rates using both the advection and adiabatic approaches.
These results are then compared with those coming directly from the TIME-GCM run
(”true” results). The results for DE3 amplitudes and phases in CO2 and NO VMR are
shown in Fig. 4.4. DE3 VMR amplitudes computed using the adiabatic displacement approach (red curve) better match the true TIME-GCM results, particularly at altitudes below
140 km. Above 140 km, the f0 =0 approximation in equation 4.19 becomes increasingly questionable, resulting in the larger amplitude and phase differences. However, differences above
140 km are not important for this study as the bulk of the CO2 and NO tidal emissions
occur at altitudes below 140 km (Fig. 3.1 and 3.4).
To further test the two methods, the total NO and CO2 cooling rate amplitudes
and phases are computed using TIME-GCM data and the photochemical modeling, that
is using Equations, 4.3-4.11. All parameters (tidal variations and backgrounds) are from
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Figure 4.4: DE3 amplitudes and phases at the equator in CO2 and NO volume mixing
ratio (VMR) using TIME-GCM September equinox data. Plotted as blue curves are results
computed using the vertical tidal advection approach, and red curves are computed using
the adiabatic displacement method. Overplotted as black lines are the ”true” results from
the TIME-GCM run. (a) DE3 amplitudes in CO2 VMR. (b) DE3 phases in CO2 VMR. (c)
DE3 amplitudes in NO VMR. (d) DE3 phases in NO VMR. Fig. 5 in Nischal et al. (2019).
TIME-GCM and results shown in Fig. 4.5 are the sum of tidal temperature, density and
vertical advection/adiabatic displacement effects on the cooling rates. While the overall
impact of the latter on the amplitudes and phases is not large, the vertical advection
approach nevertheless produces better results for NO around the peak altitude of 115 km
including a better match of the phase, and also for CO2 . Amplitudes above 140 km are
generally unchanged while phase changes in this altitude regime are not significant due to
the small amplitudes.
Altogether, the TIME-GCM vs TIME-GCM comparison shows that the photochemical tidal modeling approach using linear wave theory produces almost identical results as
the full general circulation model output. It can thus be applied to model the SABER
observations from Chapter 3.
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Figure 4.5: DE3 amplitudes and phases at the equator in CO2 and NO cooling rates using
TIME-GCM September equinox data. Plotted as blue curves are results computed using
the vertical tidal advection approach, and red curves are computed using the adiabatic
displacement method. Overplotted as black lines are the ”true” results from the TIMEGCM run. (a) DE3 amplitudes in CO2 cooling rates. (b) DE3 phases in CO2 cooling rates.
(c) DE3 amplitudes in NO cooling rates. (d) DE3 phases in NO cooling rates. Fig. 6 in
Nischal et al. (2019).
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Chapter 5

Nonmigrating Diurnal Tides in the
Thermospheric Infrared Cooling
Rates: Photochemical Modeling
This Chapter presents the photochemical modeling results for the DE2 and DE3
tides in CO2 15 µm cooling rates using the methodology discussed in Chapter 4. Seasonal
variations (for the year 2008) of DE2 and DE3 tides in CO2 cooling rates are presented and
compared to the observed results (Chapter 3). In addition, tidal coupling mechanism are
investigated and relative contributions from the different tidal drivers are studied.
All the modeling results shown in this Chapter are use the adiabatic displacement
approach discussed in section 4.5 (unless mentioned otherwise). The results using the
vertical advection approach have been extensively discussed in Nischal et al. (2017). In
addition to the CO2 results, modeled results for NO cooling rate are also briefly discussed
for the sake of completeness and because of the model update from Oberheide et al. (2013).
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Figure 5.1: As in Fig. 3.1 but from photochemical modeling and using a different color
scheme for the amplitudes. (a) DE2 amplitude in 10−9 W/m3 . (b) DE2 amplitude in
percent deviation from the mean. (c) DE2 phases in local time of maximum. (d) DE3
amplitude in 10−9 W/m3 . (e) DE3 amplitude in percent deviation from the mean. (f) DE3
phases in local time of maximum.

5.1

Modeled DE2 and DE3 Tidal Amplitudes and Phases in
CO2 15 µm Cooling Rates
Since the observed (SABER) CO2 cooling rate tidal diagnostics (Chapters 2 and

3) is inherently linear, equation 4.4 needs to be linearized in T0 , [O]0 , and [CO2 ]0 using
multivariate Taylor series in order to make a direct comparison between the observed and
modeled results as well as to separate the different tidal coupling mechanisms (section
5.2). Thus, all the photochemical model results presented hereafter are computed using the
linearized equation 4.4 which also allows one to switch on/off different tidal drivers in the
model. A description of the linearization of equation 4.4 is provided in Appendix B. It is
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essentially using Taylor series expansion of the type

f (x, y, z) = f (x̄, ȳ, z̄) + x0

∂f
∂f
∂f
|x̄,ȳ,z̄ + y 0 |x̄,ȳ,z̄ + z 0 |x̄,ȳ,z̄
∂x
∂y
∂z

(5.1)

with T, [O], and [CO2 ]ν=0 (ground-state CO2 ) as x, y and z, respectively.

Figure 5.2: Comparison of observed and modeled DE2 (December at 20N) and DE3
(September at the equator) amplitudes (10−9 W/m3 ). Black: SABER DE2 amplitudes,
red: modeled DE2 amplitudes, blue: SABER DE3 amplitudes, and green: modeled DE3
amplitudes.
Fig. 5.1 shows the DE2 and DE3 amplitudes and phases in CO2 cooling rates
as a function of month and altitude from photochemical modeling using the background
described in section 4.3 and CTMT tides. Both DE2 and DE3 amplitudes are on the high
side in comparison to the observations, especially around 100 km (Fig. 5.2). Above 105
km, modeled amplitudes are much closer to the observed ones and around 110 km, both
modeled and observed amplitudes are very much the same.
Relative amplitudes (Fig. 5.3), on the other hand, are closer to the observations
(Fig. 3.1) throughout the altitude region. The seasonal variations of the modeled tidal
components follow the observed signatures in Fig. 3.1. Overall, the general amplitude
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Figure 5.3: Comparison of observed and modeled DE2 (December at 20N) and DE3
(September at the equator) amplitudes (percent deviation from the monthly mean zonal
mean). Black: SABER DE2 amplitudes, red: modeled DE2 amplitudes, blue: SABER DE3
amplitudes, and green: modeled DE3 amplitudes.
structures are well reproduced for all months. There are systematic amplitude differences
between the observed and the modeled results which can be attributed to the uncertainties
in the input parameters, especially [O]. It is important to note that the photochemical
modeling also reproduces the unexpected behavior of the observed DE2 and DE3 phases,
that is, the observed phase slope transitions around 110 km.
The photochemical modeling using TIME-GCM background alone (instead the one
described in section 4.3) was also performed to test the sensitivity of modeled results towards the choice of background used in the model (see section 4.3 for more detail on the
sensitivity test). The results are shown in Fig. A4 (Appendix A). As evident, the general
amplitude structures are well reproduced. The DE2 and DE3 tidal structure obtained using
the background described in section 4.3 is closer to the observed results in comparison to
those obtained using TIME-GCM background alone. Nevertheless, the effectiveness of the
photochemical modeling is evident from the fact that regardless of the background used,
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observed DE2 and DE3 phases are well replicated by the model. Photochemical modeling
results are consistent at all latitudes as shown in Fig. 5.4 (at 100 km altitude). The modeled DE2 and DE3 tides even reproduce the secondary DE2 maximum around 20◦ S during
May-June and the secondary DE3 maximum centered around March at 20◦ S. The corresponding phase behaviors also match well. Fig. 5.5 shows the DE2 and DE3 amplitudes at
125 km. The tidal amplitudes at 125 km are much smaller in comparison to those at 100
km because of the decreasing CO2 cooling rates.

Figure 5.4: As in Fig. 3.2 but from photochemical modeling. Note the different amplitude
color scheme compared to Fig. 3.2. (a) DE2 amplitude in 10−9 W/m3 . (b) DE2 amplitude
in percent deviation from the mean. (c) DE2 phases in local time of maximum. (d) DE3
amplitude in 10−9 W/m3 . (e) DE3 amplitude in percent deviation from the mean. (f) DE3
phases in local time of maximum.
The overall level of agreement between observation and modeling clearly suggests
that the photochemical modeling approach followed here is realistic. In addition, the very
close proximity between the two modeled results using different backgrounds demonstrates
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Figure 5.5: As in Fig. 5.4 but at 125 km altitude.
that the above discussed results are not dependent on the specific choice of the background.
The photochemical modeling results using adiabatic displacement approach are very
similar to the results using the vertical advection approach (Fig 6 and 7 in Nischal et al.
(2017). This is mostly due to the fact that most of the CO2 15 µm emissions occur in the
lower thermosphere region (well below 140 km) where the approximation f0 = 0 in equation
4.19 holds and because diffusive time scales are still long (1.1).

5.2
5.2.1

Discussion of the CO2 15 µm Results
Tidal Coupling Mechanisms
The next step is to separate the individual tidal drivers and understand the un-

derlying coupling mechanisms, i.e., the relative contributions of temperature, density and
advection to the observed DE2 and DE3 tidal signals in the CO2 cooling rates in the
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thermosphere. To do so, linearized photochemical modeling is performed by switching the
corresponding tidal variations on and off. For example, one can turn on the temperature
tides and turn off vertical wind and density tides in order to quantify the contribution of
temperature, and so on. Fig. 5.6 and Fig. 5.7 show the results for the DE3 (September) and DE2 (January). Note that the observed and the modeled absolute amplitudes
are normalized to one at their peak altitudes. This is done because the absolute difference
between model and observation is not the focus of this study. The focus is on the relative
contributions of the various drivers and therefore all the individual tidal contributions have
been normalized by the same factor. The DE3 results are for the equator whereas DE2 is
for 20◦ N because they maximize at different latitudes (Fig. 5.4).

Figure 5.6: (a) Normalized September DE3 amplitudes at the equator from photochemical
modeling. Shown are the total (all) response and the individual responses due to temperature, density, and advection. Overplotted as ”+” is the SABER observation. Normalization
is with respect to the maximum of ”all” curve (”all” curve represents when all the tidal
variations are switched on in the photochemical modeling) for the model output and with
respect to the maximum of the observation. (b) Corresponding DE3 phases.
The main driver of the CO2 cooling rate tides are the tidal temperature variations
which comes from the temperature dependence in equation 4.4, i.e., the CO2 emission is
quite sensitive to temperature. This is true throughout the whole altitude range although
other drivers become more important with increasing altitude. Around 100 km, the temperature contribution is maximum with respect to the total contribution. Note that the
individual contribution can exceed 1.0 (for example temperature contribution) due to the
phase offset between temperature, vertical advection and neutral density. However, as alti-
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Figure 5.7: (a) Same as Fig. 5.6a but for DE2 in January and at 20◦ N. (d) Corresponding
DE2 phases.
tude increases, one can see that the neutral density contribution increases too. It becomes
as important as temperature at about 110 km and above. This explains the observed unexpected behavior of the DE2 and DE3 phases along with the out-of-phase behavior of the
cooling rate response to temperature and density tides. The visible phase slope transition
around 110 km is a result of neutral density starting to compete with the temperature
contribution. Initially, the DE3 phase follows the temperature phase very closely and then
starts to deviate towards the density phase when the relative neutral density contribution
increases at higher altitudes. The same is true for the DE2. On the other hand, advection
has a very small contribution, ∼ 10% around 100 km and falling very quickly at higher
altitudes. Vertical advection is in-phase with temperature while neutral density and temperature are out-of-phase. In general, the normalized modeled amplitudes and phases are
in very good agreement with the corresponding observed results.

5.2.2

Relative Contributions from Individual Tidal Drivers
Fig. 5.8 summarizes the relative contributions of temperature, density and advection

to the DE3 in September CO2 cooling rates at various altitudes and latitudes. As already
mentioned, the neutral density contribution becomes more important and comparable to
temperature at higher altitudes. The individual contributions, however, are to a large extent
independent of latitude (Fig. 5.8), though density is seen to contribute slightly more in the
northern hemisphere (NH) and temperature more in the southern hemisphere (SH). This is
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Figure 5.8: DE3 amplitudes for September from photochemical modeling. Shown are individual responses due to temperature, density, and advection as a function of (a) altitude at
the equator, and (b) latitude at 100 km. Fig. 9 in Nischal et al. (2017).
consistent with the symmetry of the CO2 cooling rates across the equator and mid-latitudes
(Mlynczak et al., 2010) and the symmetry of the DE3 across the equator Oberheide et al.
(2011b).

Figure 5.9: DE2 amplitudes for January from photochemical modeling. Shown are individual responses due to temperature, density, and advection as a function of (a) altitude at
20◦ N, and (b) latitude at 100 km. Fig. 10 in Nischal et al. (2017).
On the other hand, relative contributions to the DE2 tides show latitudinal structure, as illustrated in Fig. 5.9. This comes from the latitudinal variation of DE2 in the
dynamical tides (Fig. A2). For example, the DE2 in temperature at 100 km shows a
minimum around the equator and generally a larger amplitude in the NH relative to the
SH. Moreover, the DE2 density amplitudes peak around the equator but with a smaller
gradient and behave exactly the opposite of the temperature in the NH. Note that tidal
coupling mechanism and the relative contributions are independent of the choice of the
specific background used in the photochemical modeling.
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5.3

Modeled DE2 and DE3 Tidal Amplitudes and Phases in
NO 5.3 µm Cooling Rates
Initial photochemical modeling of DE2 and DE3 tides in the NO 5.3 µm cooling

rates has been performed by Oberheide et al. (2013) using MIPAS/ENVISAT atmospheric
background (T and O) and CTMT tides to study seasonal variations (year 2008). The
ENVISAT mission ended in early 2012. See Oberheide et al. (2013) for details. For context,
the main findings from the paper is as follows. The model results were in good agreement
with the observed ones (see Fig. 3.4) including the overall seasonal/height amplitude and
phase structure. Tidal temperature variations were found to be the main driver of the NO
cooling rate tides throughout the thermosphere which come from the very large sensitivity
of equation 4.11 to temperature. In addition, vertical advection and neutral density are
important, especially above the peak height of 125 km. The responses to vertical advection
and temperature are in phase such that they amplify each other whereas neutral density is
found to be out of phase and generally damps the NO cooling rate tides.
In this dissertation some new results from the modeling of NO cooling rate tides
(for the year 2008) are presented. They are different to those published in Oberheide et al.
(2013) in that the model input parameters ([O], [NO], T, and neutral density) used here
are from the one described in section 4.3. The model is also updated with the adiabatic
displacement approach so that one can compare these results with those derived using the
vertical advection method. The dynamical tides used in the modeling are again from the
CTMT. Oberheide et al. (2013) only discussed equatorial latitude results which have now
been extended to ±45 ◦ .
Fig. 5.10 shows the seasonal/height structure of the DE2 (at 25◦ N) and DE3 (at
20◦ N) amplitudes and phases in NO cooling rates for the solar minimum year 2008. The
altitude range is limited between 100 and 150 km as per the availability of NOEM NO data.
Although absolute and relative amplitudes are on the higher side, the general amplitude
and phase structure match well with those reported in (Oberheide et al., 2013). The DE2
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Figure 5.10: Monthly mean NO cooling rate amplitudes and phases for the year 2008
photochemical modeling at the equator. (a) DE2 amplitude in 10−9 W/m3 . (b) DE2
amplitude in percent deviation from the mean. (c) DE2 phases in local time of maximum.
(d) DE3 amplitude in 10−9 W/m3 . (e) DE3 amplitude in percent deviation from the mean.
(f) DE3 phases in local time of maximum.
maximum in April is evident (also seen in the modeled results in (Oberheide et al., 2013))
which is lacking in the observations (Fig. 3.4). The inability of the model to replicate
the April peak amplitudes lies in the CTMT temperature, density, and vertical wind DE2
amplitudes during April 2008. Relative NO cooling rate amplitudes are found to maximize
slightly (5-10 km) lower than the observed peak absolute amplitudes which is similar to
the previously reported results. Both DE2 and DE3 phases show upward propagation
throughout the altitude range. Note that the DE2 and DE3 are plotted at the equator
as Fig. 5.11 indicates that the both tides peak around the equator. One major difference
between the observed (Fig. 3.5) and modeled latitudinal behavior of the DE2 and DE3
amplitudes is that the observed amplitudes peak at slightly off the equator (∼ 20◦ N) whereas
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Figure 5.11: Monthly mean NO cooling rate amplitudes and phases for the year 2008 at 125
km from photochemical modeling using adiabatic displacement theory. (a) DE2 amplitude
in 10−9 W/m3 . (b) DE2 amplitude in percent deviation from the mean. (c) DE2 phases in
local time of maximum. (d) DE3 amplitude in 10−9 W/m3 . (e) DE3 amplitude in percent
deviation from the mean. (f) DE3 phases in local time of maximum.
the modeled ones show a maximum around the equator.
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Chapter 6

Solar Cycle Variations (2002-2013)
of Nonmigrating Tides in NO 5.3
µm and CO2 15 µm Cooling Rates:
SABER Observations and
Photochemical Modeling
In Chapters 3 and 5, the nonmigrating tidal signals in the CO2 and NO cooling
rates in the thermosphere for solar minimum conditions were investigated. This chapter
now analyzes the variation of the observed tidal signals as a function of the solar cycle, from
2002 to 2013, following Nischal et al. (2019).
As introduced in Chapter 1, both the NO 5.3 µm and CO2 15 µm emissions in the
thermosphere are susceptible to variations due to solar activity (Mlynczak et al., 2010).
This is exemplified in Fig. 6.1 that shows variations in the global annual average NO and
CO2 cooling rates from solar maximum (2002) to solar minimum (2008). While both cooling
rates undergo variations during that period, the magnitude of the variation is quite different
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Figure 6.1: Global annual average cooling rate profiles, solar maximum (2002) and solar
minimum (2008), and all years in between for (a) NO, and (b) CO2 . Fig. 3 in Mlynczak
et al. (2010)
for NO and CO2 . The primary reason is the higher temperature sensitivity of the [NO]ν=1
collisional excitation as compared to CO2 (see equations 4.4 and 4.11). In addition, the
declining atomic oxygen abundance from solar maximum (2002) to solar minimum (2008)
also contributes towards the steady decrease in the NO and CO2 cooling rates (Mlynczak
et al., 2010).
For the tidal response in the cooling rates, one also has to account for the solar
cycle dependence of the dynamical DE2 and DE3 tides in the thermosphere (Oberheide
et al., 2009). Tidal amplitudes are considerable larger during solar minimum conditions
in comparison to those during solar maximum, e.g., 60% in T and a factor of 5 in density
(Fig. 6.2). This is due to reduced tidal dissipation in a colder atmosphere (molecular
diffusion being temperature sensitive, ∼ T2/3 ). TIME-GCM analysis by Jones et al. (2016)
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Figure 6.2: DE3 tidal propagation into the thermosphere. Fig. 13 in Oberheide et al.
(2009).
also reveals that the upward propagating tides modulate the solar cycle behavior of zonal
mean neutral constituents and the thermal energy budget of the thermosphere, upward
propagating tides enhance the zonal mean cooling by 30% during solar maximum and
by 10% during solar minimum. Flynn et al. (2018) discusses the seasonal and annual
variability of the thermospheric NO flux over 14 years from SABER and highlights the
contribution from diurnal tides. Siskind et al. (2019) has reported sources for the abundance
and diurnal variation in NO at solar minimum conditions related to MLT zonal winds,
including downward transport due to semidiurnal tides.
These findings motivate an investigation of the solar cycle impact on the NO and
CO2 cooling rates. The goal is to understand how the results presented in Chapters 3 and
5 depend on solar conditions. A complete solar cycle period is analyzed (2002-2013) which
includes a strong solar maximum condition (2002), a quiet solar minimum condition (2008),

91

and a weak solar maximum (2013).

6.1

Data Analysis and Results
The data analysis method follows the one described in Chapter 2. Structural differ-

ences between the DE2 and DE3 in the NO and CO2 cooling rate tides and their seasonal
variation come from the corresponding structural differences in the dynamical tides. As
such, the underlying physics defining the impact of the solar cycle on the observed DE2 and
DE3 cooling rate tides and their tidal drivers are the same for DE2 and DE3. Hence, only
figures for the DE3 component are shown in the following to improve readability. The DE2
figures are provided in Appendix A.

6.1.1

Observed DE2 and DE3 Tidal Amplitudes and Phases in NO 5.3
µm and CO2 15 µm Cooling Rates: 2002-2013
The height structures of the DE3 (DE2) cooling rate amplitudes and phases in CO2

and NO for the years 2002-2013 are shown in Fig. 6.3 (Fig. A6). The amplitudes are shown
as energy loss rates in 10−9 W/m3 and in percent deviation from the monthly mean zonal
mean. The CO2 DE3 amplitude has a maximum of ∼ 46 nW/m3 at around 100 km whereas
DE2 maximizes at a slightly higher altitude with a largest amplitude of ∼ 16 nW/m3 . The
relative amplitudes of both the DE3 (∼24%) and DE2 (∼10%) generally peak at altitudes
slightly higher (2-5 km) than their corresponding absolute amplitudes. This is because
CO2 cooling rates peak around 100 km and starts decreasing above 100 km whereas tidal
temperature amplitudes are still increasing. Both the DE2 and DE3 amplitudes (absolute
and relative) show a considerable seasonal variation. Inter-annual variations are also evident
with a QBO signal in DE3, particularly in the relative amplitudes. The latter is less apparent
in DE2 because of its larger and more complex seasonal variability (Chapter 3). Phases
for both tidal components indicate upward propagation up to 110 km but they transition
into constant phases above 110 km. Nischal et al. (2017) discussed this peculiar behavior
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Figure 6.3: DE3 amplitudes and phases in CO2 (left) and NO (right) cooling rates, vector
averaged over +/- 20◦ for 2002-2013 from SABER. (a) CO2 DE3 amplitudes in 10−9 W/m3 .
(b) CO2 DE3 amplitudes in percent deviation from the monthly zonal mean. (c) CO2 DE3
phases in local time of maximum. (d) NO DE3 amplitudes in 10−9 W/m3 . (e) NO DE3
amplitudes in percent deviation from the monthly zonal mean. (f) NO DE3 phases in local
time of maximum. White areas indicate data gaps because of the Kp-criterion for NO. Fig.
2 in Nischal et al. (2019).
of DE2 and DE3 phases in CO2 cooling rates during solar minimum in detail. It will be
further elaborated on in section 6.2. A very weak to no solar cycle variation is found in the
DE3 and DE2 amplitudes and phases.
Both the DE3 and DE2 amplitudes in NO cooling rates maximize at around 125
km with peak amplitudes of ∼ 1.4 nW/m3 and ∼ 0.6 nW/m3 , respectively. In contrast to
the CO2 case, the relative amplitudes (∼30% for DE3 and ∼14% for DE2) are larger and
maximize at altitudes slightly lower than 125 km. This is because the maximum zonal mean
NO cooling rates are at about 135 km Mlynczak et al. (2010). Unlike CO2 , a noticeable (∼
factor of 10) solar cycle variation can be seen in the NO DE2 and DE3 tidal amplitudes.
However, this variation is much smaller in the relative amplitudes. Different to CO2 , the
DE2 and DE3 phases in the NO cooling rates show a clear upward propagating behavior
throughout the lower thermosphere region.
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Figure 6.4: DE3 amplitudes and phases in CO2 (left) and NO (right) cooling rates at 125
km for 2002-2013 from SABER. (a) CO2 DE3 amplitudes in 10−9 W/m3 . (b) CO2 DE3
amplitudes in percent deviation from the monthly zonal mean. (c) CO2 DE3 phases in
local time of maximum. (d) NO DE3 amplitudes in 10−9 W/m3 . (e) NO DE3 amplitudes
in percent deviation from the monthly zonal mean. (f) NO DE3 phases in local time of
maximum. White areas indicate data gaps because of the Kp-criterion for NO. Fig. 3 in
Nischal et al. (2019).
Fig. 6.4 (Fig. A7) shows the latitudinal structure of the DE3 (DE2) cooling rate
amplitudes and phases in CO2 and NO at 125 km for the years 2002-2013. The choice of 125
km altitude for the latitudinal study is to make a direct comparison of solar cycle variations
in NO and CO2 cooling rates in the thermosphere. Besides, the CO2 cooling rates at 100
km have been studied in Chapter 3 and (Nischal et al., 2017). The DE3 amplitude in CO2
maximizes around the equator and during late boreal summer with a maximum of ∼ 0.7
nW/m3 . The latitudinal structure is generally symmetric about the equator. The DE2 (Fig.
A7), on the other hand, has a maximum of ∼ 0.5 nW/m3 around boreal winter and is less
symmetric about the equator. The amplitudes in percentage are ∼ 7% and ∼ 4% for DE3
and DE2, respectively, and they follow the latitudinal structure of the absolute amplitudes.
It should be noted that the tidal impacts become insignificant at higher latitudes and data
are only shown between +/- 40◦ .
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Figure 6.5: Same as Fig. 6.4 but only for CO2 and at 100 km.
CO2 cooling rate amplitudes also reveal a quasi-2-year pattern in the DE3 with
relative maxima in the years 2002, 2004, 2006 and 2008 but, relative minima in 2003,
2005 and 2007. This alternate maximum and minimum pattern has a phase change after
2008 and hence one can see maxima in 2009 and 2011. Such quasi-2-year variation can be
attributed to the Quasi-Biennial Oscillation (QBO) modulation of the DE3 tides, primarily
around the May-August period. This is consistent with previous findings, for example,
Liu et al. (2017) reports the modulation of tides in temperature and winds by the QBO
using Ground-to-topside Atmosphere-Ionosphere model for Aeronomy (GAIA) and with
the DE3/QBO diagnostics of SABER and TIDI data by Oberheide et al. (2009). Pancheva
et al. (2014) has also reported similar findings in the DE3 tidal fields in mesospheric ozone.
El Niño-Southern Oscillation (ENSO) signals can also be observed in the DE3 amplitudes
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(see Fig. 6.5). Although the response of DE3 to El Niño events is very small, La Niña
events have a significant impacts on the DE3 tides during winter months. For example,
a very high DE3 amplitude in the winter of 2010/2011 around 0-20◦ is consistent with
findings in Warner and Oberheide (2014) who studied the temperature and wind response
to ENSO. These features are can be seen more clearly in Fig. 6.5 as CO2 cooling rate tides
maximize around 100-105 km (Nischal et al., 2017). A thorough discussion of QBO and
ENSO effects on these nonmigrating tides in the NO and CO2 emissions is beyond the scope
of the current work. In short, the results shown here are generally in good agreement with
those reported by previous studies about the impacts of QBO and ENSO on the dynamical
tides in mesosphere and lower thermosphere MLT region by previous studies as expected
from the dynamical driving of the cooling rate tides. Especially, the NO data allow one to
follow the QBO/ENSO signals well into the thermosphere.
In comparison to the CO2 case, the latitudinal structure of DE3 and DE2 amplitudes in the NO cooling rates is somewhat broader. This is because the CO2 cooling rate
amplitude is primarily concentrated around the equator with relatively narrow latitudinal
distribution (only considering the latitude band of ± 45◦ , the one studied in this thesis)
whereas NO cooling rates show a much broader distribution all across the latitudes regime
of ± 45◦ (Mlynczak et al., 2010). However, DE3 (with a peak amplitude of ∼1.4 nW/m3 ) remains more symmetric about the equator than the DE2 (with a maximum of ∼0.8 nW/m3 ).
The relative amplitudes are on the order of ∼18% for DE3 and ∼12% for DE2. The latitudinal structure of the DE3 in NO shows a double-peak feature, especially in the relative
amplitudes.

6.2

Photochemical Modeling and Results
To understand the large solar cycle variation of the NO cooling rate tides and the

small one in CO2 , a photochemical modeling is performed. The model input backgrounds
and the overall modeling approach follow that described in Chapter 4 and Nischal et al.
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(2019). All the modeled results presented in this chapter are using the adiabatic displacement approach. Fig. 6.6 exemplifies the model background profiles and their solar cycle
variation (2002-2008).

Figure 6.6: Monthly mean zonal mean profiles at the equator for September (2002-2008).
(a) Atomic oxygen volume mixing ratio (VMR) from SABER and NRLMSISE00. (b)
Temperature from SABER and NRLMSISE-00. (c) carbon dioxide VMR from SABER. (d)
nitric oxide VMR from NOEM. Fig. 4 in Nischal et al. (2019).

6.2.1

Modeled DE2 and DE3 Tidal Amplitudes and Phases in NO 5.3
µm and CO2 15 µm Cooling Rates: 2002-2013
All photochemical modeling results have been computed by linearizing (using mul-

tivariate Taylor series) equations 4.4 and 4.11, in terms of temperature, density and displacement effect (see Chapter 5 and Appendix B). This allows one to directly compare the
observed and modeled tides, and to identify the coupling mechanisms.
Fig. 6.7 (Fig. A8) shows the DE3 (DE2) height structure of amplitudes and phases
in CO2 and NO cooling rates from the photochemical modeling using the background described in section 4.3 and CTMT dynamical tides. The observed CO2 tidal amplitude and
phase structures (compare Fig. 6.3 and Fig. A6), including their seasonal variations are
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Figure 6.7: Same as Fig. 6.3 but from the photochemical modeling. Fig. 7 in Nischal et al.
(2019).
well reproduced. As for the seasonal variations, the modeled absolute amplitudes are larger
than in the observations. This systematic difference is within the uncertainty introduced
by the uncertainty in the background profiles, particularly atomic oxygen, as discussed in
Nischal et al. (2017) and Chapter 3 for solar minimum conditions. Consequently, the systematic difference between the modeled and observed relative amplitudes is much smaller.
In addition, the photochemical model also reproduces the observed phase slope transitions
in the CO2 DE2 and DE3 phases at ∼ 110 km. The modeling results also replicate the
weak solar cycle variations observed in the CO2 amplitudes and phases.
The modeled NO tidal amplitudes and phases also match the observations well
(compare Fig. 6.3 and Fig. A6). Absolute NO tidal amplitudes are, as for the seasonal
variation in Chapter 3, on the high side of the observed results . This also applies to
the relative amplitudes, in contrast to the CO2 case. A possible source of generally larger
modeled NO amplitudes is likely the NO background used in the photochemical modeling,
as discussed in Chapter 5. Moreover, the modeled DE3 and DE2 absolute amplitudes peak
at slightly higher altitude (∼ 5 km). Since the peak altitude in the relative amplitudes is
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Figure 6.8: Same as Fig. 6.4 but from the photochemical modeling. Note that white gaps
represent represent missing data. Fig. 8 in Nischal et al. (2019).
about the same in the observed and modeled results, this can clearly be attributed to the
NO background as NOEM overestimates the NO density in the altitude range of 85-116 km
(Kiviranta et al., 2018). This comes from the fact that NOEM NO density computation is
derived from SNOE observations between 1998 and 2000, a period of high solar activity. As
such, NOEM NO density for periods with low solar activity (solar minimum years) might be
on the higher side in comparison to other observations (Kiviranta et al., 2018). A significant
model success is the reproduction of the observed solar cycle variations in the NO cooling
rate amplitudes including a very good phase agreement with SABER.
The modeled latitudinal structures of the DE3 (DE2) at 125 km in CO2 and NO
cooling rates are shown in Fig. 6.8 (Fig. A9). As for the seasonal variations, both absolute
and relative CO2 and NO amplitudes are in very good agreement with their corresponding observed parts (compare Fig. 6.4 and Fig. A7). Overall, the agreement between the
observed and modeled solar cycle results is very good which gives confidence in the interpretation based on the modeled results. Systematic amplitude differences can be attributed to
the uncertainty in the background model parameters, especially atomic oxygen. They do not
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impact the discussion of the relative importance of the different tidal coupling mechanisms.

6.3
6.3.1

Discussion
Tidal coupling mechanisms

Figure 6.9: (a) Normalized September DE3 amplitudes in the CO2 cooling rates at the
equator from photochemical modeling. Shown are the total (all) response and the individual
responses due to temperature, density, and advection. Overplotted as ”+” line is the
SABER observation. Normalization is with respect to the maximum of the ”all” curve
(”all” curve represents when all the tidal variations are switched on in the photochemical
modeling) for the model output and with respect to the maximum of the observation. (b)
Corresponding DE3 phases. The top panel (a,b) is for year for 2008 and the bottom panel
(c,d) for 2013. Fig. 9 in Nischal et al. (2019).
The solar cycle dependent photochemical modeling now allows one to contrast the
results with the solar minimum studies by Oberheide et al. (2013) and Nischal et al. (2017),
as recently discussed in Nischal et al. (2019). Fig. 6.9 exemplifies the modeled DE3 in CO2
cooling rates for the years 2008 and 2013. These results are obtained by switching the corresponding tidal variations on and off in the linearized photochemical modeling. The aim
is to separate the individual contributions of different tidal drivers. Because systematic differences do not matter for this discussion, it is sufficient to compare normalized amplitudes,
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as already discussed in Chapter 5. Temperature is the main tidal driver throughout the
lower thermosphere because equation 4.4 is highly dependent on temperature. However, the
neutral density contribution starts competing with the contribution from temperature at
higher altitudes (upward of 110 km) and as such explains the observed phase slope transition
around 110 km (thick black line shifting towards the density curve in Fig. 6.9b) because
the contribution from temperature and density are almost out of phase. The contribution
from vertical advection is relatively small. Results for the DE2 component (Fig. A10) are
consistent with these findings. The 2008 DE3 results only differ in minor details from those
in Nischal et al. (2017), due to the change of the vertical advection computation. A new
result is the solar maximum year 2013 coupling mechanisms in Fig. 6.9c and Fig. 6.9d.
The relative contributions do not change much from solar minimum to maximum, as one
might expect because the dynamical tides (temperature, density, winds) do not respond
in an appreciable manner to solar activity in the mesosphere/ lower thermosphere region
(Oberheide et al., 2009). Phases are unaffected by the solar cycle.

Figure 6.10: Same as Fig. 6.9 but for NO. Fig. 10 in Nischal et al. (2019).
In the thermosphere, however, upward propagating dynamical tides respond strongly
to the solar cycle, mostly due to the temperature dependence of thermal conductivity which
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is a major contributor to tidal dissipation. As discussed in (Oberheide et al., 2009), solar
minimum DE3 tides above ∼ 120 km are approximately 60% larger in temperature, up to
a factor of five in density, but only ∼ 10% larger in vertical wind, as compared to solar
maximum conditions. For the NO case, one might thus expect a resulting large change in
the relative importance of the coupling mechanisms as a function of solar cycle with vertical
advection becoming more important during solar maximum, density much less important,
and also a reduced importance of temperature. However, Fig. 6.10 indicates that this not
the case. Temperature near the peak emission altitude of ∼ 125 km becomes even more
important during solar maximum, despite the smaller tidal temperature amplitudes, and
the same is found for density. The relative vertical advection contribution, on the other
hand, decreases above 130 km. Phases are not impacted by the solar cycle. Clearly, solar
cycle dependent changes in the background conditions in temperature, and nitric oxide and
atomic oxygen density overcompensate for the solar cycle effect in the dynamical tides and
require a more detailed discussion (see section 6.3.2). The individual tidal drivers show
similar characteristics in the DE2 results (Fig. A11).
These results show that the temperature, advection and density are the leading
coupling mechanism and hence the observed tides in the NO and CO2 cooling rates can be
a good proxy for studying tidal activity in thermosphere where global tidal observations
are sparse. For example, NO 5.3 µm cooling rate tidal phases can be used to study the
seasonal and solar cycle variation of temperature tides in the thermosphere. This can lead
to improved tidal dissipation parameterization scheme in the various tidal models.

6.3.2

Solar Cycle Dependence of Nitric Oxide Cooling Rate Tides
Fig. 6.11 details the time evolution of individual driver contributions to the abso-

lute (left) and relative (right) DE3 NO cooling rate tides shown in Fig. 6.7, that is, the
individual contributions to the linearized equation 4.11 Plotted are the NO cooling rate
amplitudes due to tidal temperature, density and advection, respectively, in absolute units
(left column) and with respect to the monthly mean zonal mean NO cooling rate, that is,
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Figure 6.11: Contributions from temperature, density and advection in the NO DE3 cooling
rate tides at equator. (a) Temperature amplitudes in 10−9 W/m3 . (b) Density amplitudes
in 10−9 W/m3 . (c) Advection amplitudes in 10−9 W/m3 . (d) Temperature amplitudes
in percent deviation from the monthly zonal mean. (e) Density amplitudes in percent
deviation from the monthly zonal mean. (f) Advection amplitudes in percent deviation
from the monthly zonal mean. Fig. 11 in Nischal et al. (2019).
the relative amplitudes (right column). Phases are not shown as they remain unaffected by
the solar cycle. The overall solar cycle pattern in the contributions from all three drivers,
that is, much larger absolute amplitudes (left column) during solar maximum, is due to the
∼factor of eight solar cycle dependence of the NO cooling rate in the zonal mean Mlynczak
et al. (2010). This large dependence of the mean is not overcome by the larger dynamical
DE3 tides during solar minimum, which are caused by the T2/3 dependence of thermal conductivity, which is a major contributor to tidal dissipation in the thermosphere. However,
the solar cycle dependence of the advection contribution is less pronounced as compared to
the temperature and density contributions. This is not only due to the lower sensitivity of
vertical tidal winds in the thermosphere to the solar cycle but also due to the larger vertical
gradients in the NO VMR (Fig. 6.6) during solar minimum. Consequently, an essentially
unchanged vertical tidal wind acts on a larger gradient, producing a relative increase of tidal
NO cooling rates that partly balances the impact of the generally lower NO cooling rate
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amplitudes. The result is the increasing relative importance of tidal advection (as compared
to temperature and density) during solar minimum and the decreasing importance during
solar maximum seen in Fig. 6.10. Changes in atomic oxygen VMR gradients also contribute
but to a lesser extent as they do not vary much from solar minimum to solar maximum
(Fig. 6.6).
Above ∼ 120 km, the relative DE3 NO amplitudes from all drivers maximize during
solar minimum, although the effect is rather weak and within one color scale. This is due to
the abovementioned larger dynamical tides above ∼120 km during solar minimum while the
effect of the solar cycle in the mean NO emission rates vanishes in the relative amplitudes.
Compared to the absolute amplitudes, the relative amplitudes from all three drivers do not
show any appreciable solar cycle dependence at altitudes below ∼ 120 km and only a weak
one at altitudes above. This is consistent with the lack of an appreciable DE3 solar cycle
signal in the dynamical tides below ∼ 120 km Oberheide et al. (2009) and mean temperature
(Fig. 6.6), and the rather small atomic oxygen and nitric oxide VMR solar cycle signals in
this altitude regime.
The apparent two-year signal in the temperature and density contributions from
2002-2009 of about two color scales (peak-to-peak) is the result of the QBO in the equatorial
DE3 tide in temperature and density. Oberheide et al. (2009) reported a 15-20% (peakto-peak) QBO signal which is quantitatively consistent with the two color scale signal in
Fig. 6.11 (right) since background temperature and density do not change much from one
year to another below 120 km (Fig. 6.6). In 2010-2011, the QBO signal in Fig. 6.11 is
distorted by an El Niño/Southern Oscillation (ENSO) signal in the dynamical DE3 Warner
and Oberheide (2014), particularly during the winter 2010/11 La Niña, before restoring to
the regular QBO pattern. Note that vertical tidal winds are less sensitive to the QBO which
explains the absence of a clear signal in the advection contribution.
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Figure 6.12: (a) September DE3 amplitudes in 10−9 W/m3 in NO (red) and CO2 (black)
cooling rate at the equator for solar minimum year, 2008 (solid line) and solar maximum,
2013 (dotted line). (b) Same as (a) but for DE2 component (December). Fig. 12 in Nischal
et al. (2019).

6.3.3

Relative Importance of NO and CO2 Tides for the Energy Budget
of the Thermosphere
The nonmigrating tidal signal in CO2 15 µm emissions has little to no solar cycle

dependence whereas the one in NO 5.3 µm emissions varies significantly over a solar cycle.
Nevertheless, both NO and CO2 cooling rate tides are important to the energy budget
of the lower thermosphere during all solar conditions. Fig. 6.12 quantifies the relative
contributions of NO and CO2 cooling rate tides to the longitudinal/local time modulation
of the thermospheric infrared emissions over a of full solar cycle. Fig. 6.12a compares
the relative importance of the DE3 NO and CO2 cooling rate tides for the infrared energy
budget of the lower thermosphere during solar minimum and solar maximum. During solar
minimum conditions (solid lines), NO tides remain relatively unimportant primarily because
there is little NO produced so that the background is very low. CO2 tides play a major
role. However, during solar maximum (dotted lines), NO DE3 tides become more important
above 135 km compared to the CO2 tides. The results for the DE2 (Fig. 6.12b) component
show a similar characteristic, although the NO DE2 tides during solar maximum overtakes
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the CO2 tides at much lower altitude of 120 km.
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Chapter 7

Westward Nonmigrating Tides in
NO 5.3 µm and CO2 15 µm
Cooling Rates
Section 2.4 pointed to tidal spectra of SABER NO and CO2 cooling rates at 125 km
(Fig. 2.5 and Fig. 2.6) with surprisingly prominent DW5 and SW6 signals that originate in
the troposphere but should not be able to propagate into the thermosphere. There are few
studies that report on the existence of these tidal components in the lower thermosphere and
they are generally neglected in the discussion of nonmigrating diurnal and semidiurnal tides
associated with latent heating in tropics. This is because they have comparatively small
vertical wavelengths (for example, ∼25 km for DW5) and are thus expected to dissipate
well below 125 km. It is thus worthwhile to take a closer look into the origin, propagation
and magnitude of DW5 and SW6 in the middle and upper atmosphere and to discuss their
seasonal/latitudinal/height structure in the thermosphere.
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7.1

Origin and Previous Evidence of DW5 and SW6
Zhang et al. (2006) provides a detailed explanation of the mechanisms for the gener-

ation of several nonmigrating diurnal and semidiurnal tidal components including DW5 and
SW6. As noted in Chapter 1, many important nonmigrating tides observed in the MLT
region arise from zonally asymmetric sources, for example, the latent heating associated
with tropical deep convection. Latent heat release in the tropics is closely related to the
longitudinal distribution of land-sea differences and the topography (Zhang et al., 2006).
Generalization of equation 1.19 yields

∞
X
n=1

An cos(nΩt+nλ−φn )

∞
X

Am cos(mλ−φm ) →

m=1

∞ X
∞
X

An Am cos(nΩt+(n±m)λ−(φn ±φm ))

n=1 m=1

(7.1)
where the first term on the left hand side represents the diurnal variation of the
incident solar flux and the second term represents the conversion of the incident radiation
into evaporative heating and finally condensation (and represents the longitudinal modulation of incident solar radiation). Thus, the right hand side of the above equation can be
interpreted as the longitudinal variation of evaporative heating at the surface which in turn
represents the variation in longitude of the latent heating. This heating distribution gives
rise to several dominant wavenumbers. As already discussed in section 1.4, a low latitude
interaction between the diurnal heating (n = 1) component of the incoming solar radiation
and the m = 4 harmonic of the land-sea distribution will generate the pair of nonmigrating
diurnal tides, DE3 and DW5.

cos(4λ)cos(Ωt + λ) → cos(Ωt + 5λ) + cos(Ωt − 3λ)

(7.2)

A similar interaction but with the semidiurnal (n = 2) component of the incident
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solar radiation will give rise to a pair of nonmigrating semidiurnal tides, SW6 and SE2.

cos4λcos(2Ωt + 2λ) → cos(2Ωt + 6λ) + cos(2Ωt − 2λ)

(7.3)

These pair of waves (and some others, for example, DW2 and D0, and SW1 and
SW3) have been prominently found in the space-time decomposition of NCEP/NCAR reanalysis heating rates (Forbes et al., 2001). It is by now well known that the DE3 is the
largest tidal component among these waves (also evident in the tidal spectra of Fig. 2.5).
DW5, on the other hand, has been reported to be significantly smaller. Zhang et al. (2006)
and Forbes et al. (2008) have shown small DW5 amplitudes in SABER temperature at
110 km and 116 km, respectively (Fig 7.1). Hagan and Forbes (2002) report (in GSWM
simulations) even smaller amplitudes of DW5. A clearer, but still much smaller DW5 and
SW6 signal (less than a quarter of DE3 and SE2) was also found in TIDI zonal winds in
the E-region around 105 km (Oberheide et al., 2011b). DW5 has a much shorter vertical
wavelength (∼ 25 km) in comparison to that of DE3 (∼ 60 km) and is consequently dissipated more easily (time constant of eddy dissipation is proportional to the square of the
vertical wavelength, section 1.3.4). In addition, DW5 has a slower zonal phase speed and is
thus highly affected by zonal mean winds which impedes their propagation to higher altitudes (depending on the season). Although DW5 and DE3 are generated through the same
mechanism, DW5 does not show the similar interannual or intrannual variabilities in the
MLT as exhibited by DE3 which can be attributed to the differences in forcing efficiencies
(Forbes et al., 2008) and mode coupling (Zhang et al., 2006).
The SW6 semidiurnal component is understood to arise from the modulation of
the semidiurnal component of latent heating by the dominant wave-4 component of the
land-sea difference (for example, Hagan and Forbes (2003), Zhang et al. (2006)). Previous
studies have reported a very small to moderate presence of SW6 MLT in SABER temperature around August-October (and around the equator), again due to its small vertical
wavelength of ∼ 45 km. Fig. 7.1 exemplifies DW5 and SW6 amplitudes in the SABER tem-

109

perature at 116 km for the years 2003-2005. The DW5 temperature amplitude in SABER
observations at 110 km has been previously reported to be around 30% of the DE3 amplitude
(Zhang et al., 2006), however, GSWM simulations (at 112 km) show almost no DW5 signals,
consistent with the missing DW5 in CTMT. Forbes et al. (2008) reports comparable DW5
amplitudes in SABER temperature but the seasonal structure appear to be non-repeatable
during 2003-2005 (Fig. 7.1). It should also be noted that the Forbes et al. (2008) results
are based on older version of SABER data. The 116 km temperature data used for their
analysis has since been removed from the newer version 2.0 data (limited to ≤ 110 km)
because of possible contamination of >110 km data by the background temperature used
in the retrieval (Rezac et al., 2015b).

Figure 7.1: Westward propagating nonmigrating tides (amplitudes in Kelvin) in SABER
temperature at the equator and at 116 km. (left) diurnal components, and (right) semidiurnal components. Top to bottom: years 2003, 2004, 2005. Taken from Fig. 2 and 5 in
Forbes et al. (2008).
Information about DW5 and SW6 in the thermosphere is very sparse, particularly for
SW6. While in-situ diurnal tidal diagnostics of neutral density from the CHAMP satellite
(∼ 400 km) (Häusler et al., 2010) gives some indication of DW5 presence, no evidence of any
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substantial magnitude of DW5 is found in zonal winds from WINDII on UARS (≤ 250 km)
(Lieberman et al., 2013). Furthermore, CTMT empirical tidal modeling of DW5 produces
vanishing amplitudes in the thermosphere (personal communication with Jens Oberheide),
because of dissipation. It is thus important to understand where the DW5 and SW6 in the
cooling rates come from, to shed light on the height evolution of the tidal spectrum in the
thermosphere, and to identify a potential tidal source above the mesopause.

7.2

DW2, D0, and SW3
The cooling rate tidal spectra (Fig. 2.5 and Fig. 2.6) also show large signals (de-

pending on season) for westward propagating tidal components DW2 and SW3, and for
zonally symmetric diurnal oscillation D0 that cannot be explained by upward propagation of tides from the lower atmosphere. As stated in the preceding section, Forbes et al.
(2001) found prominent evidence of DW2, D0 and SW3 tidal components in the space-time
decomposition of NCEP/NCAR reanalysis heating rates and suggested to be excited by
mechanisms similar to 7.2 (DW2 and D0) and 7.3 (SW3). However, GSWM simulations
show very small to no evidence of DW2, D0 and SW3 in the MLT region (Hagan and Forbes,
2002, 2003). This is because GSWM is a linear model and thus neglects non-linear wavewave interaction, an important excitation mechanism for nonmigrating tides as described
in section 1.4. It is now well accepted that DW2 and D0 are primarily generated by a nonlinear interaction between DW1 and SPW1 (e.g. Hagan and Roble, 2001; Lieberman et al.,
2004). Similarly, SW3 is understood to be excited dominantly through a non-linear interaction between SW2 and SPW1 (Angelats i Coll and Forbes, 2002; Yamashita et al., 2002).
However, their presence in the thermosphere (especially with a substantial magnitude) is
unexpected. Lieberman et al. (2013) has reported strong DW2 and D0 signals in WINDII
zonal and meridional winds (90-270 km) that are considerably larger than the theoretical
expectations, especially above ∼150 km. Oberheide et al. (2011a) found that the TIMED
DW2 and D0 diagnostics in the MLT region could not be verified by CHAMP at 400 km
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by means of tidal upward propagation. To explain this discrepancy, the author suggested a
possible in-situ source for DW2 and D0 in the thermosphere, possibly ion drag. Jones et al.
(2013) performed model simulations to show ion drag as a source for DW2, D0 and SW3
in the thermosphere by comparing tidal spectra from aligned/non-aligned magnetic field
configurations in TIME-GCM simulations. A SPW1 term arises from the offset between
the geomagnetic and geographic poles in the ion drag which is then modulated by DW1
and SW2, producing secondary waves, DW2, D0 and SW3. Liu et al. (2010) also suggested
interactions between planetary waves and tides as possible thermospheric source for SW3.
A detailed investigation on possible mechanisms and seasonal/latitudinal structures
of DW2, D0 and SW3 in the thermospheric cooling rates will be performed in the future.
Rest of this Chapter focuses on DW5 and SW6 tidal components in the NO and CO2 cooling
rates.

7.3

DW5 and SW6 in the 5.3 µm and 15 µm Cooling Rates
Fig. 7.2 shows the seasonal/height structure of SABER SW6 and DW5 NO cooling

rate tides at their peak latitudes (see Fig. 7.3) computed using the methodology described
in Chapter 2. Absolute amplitudes for both tidal components maximize in January around
130 km with a peak of ∼ 0.3 nW/m3 , comparable, and at times exceeding the DE2 and DE3
amplitudes (compare Fig. 3.4). DW5 and SW6 also show a secondary peak (slightly more
pronounced in DW5) around October-November. Relative amplitudes are on the order of
12-14%. More importantly, both SW6 and DW5 tidal phases show a trapped structure that
indicates an in-situ generation of these tidal components in the thermosphere.
The seasonal/latitude characteristics of DW5 and SW6 at 125 km are presented
in Fig. 7.3. Both SW6 and DW5 amplitude maximize in January around 30◦ S with a
secondary maximum in the northern hemisphere around March-April (slightly enhanced in
the SW6 case).
Seasonal variations of DW5 (at 20◦ S) in the CO2 cooling rates (Fig. 7.4) resemble
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Figure 7.2: SW6 and DW5 amplitudes and phases in NO cooling rates at 30 ◦ S for the year
2008. (a) SW6 amplitude in 10−9 W/m3 . (b) SW6 amplitude in percent deviation from
the mean. (c) SW6 phases in local time of maximum. (d) DW5 amplitude in 10−9 W/m3 .
(e) DW5 amplitude in percent deviation from the mean. (f) DW5 phases in local time of
maximum.
those of DE3 (compare Fig. 3.1) which indicates the source of DW5 at 100 km in the
lower atmosphere. In addition, the absolute amplitudes are on the order of 22 nW/m3
which agree with previously reported magnitude of DW5 in lower thermosphere (∼ 30% of
DE3). DW5 peaks around 100 km in August-September with a clear secondary maximum
in February-March. SW6 (at the equator) show a similar seasonal variation but with an
extended secondary peak (January-May). Fig. 7.5 illustrates latitudinal structure of SW6
and DW5 at 100 km altitude. SW6 maximizes around the equator and DW5 around 20◦ N.
Unlike NO, the CO2 cooling rate does not show any DW5 or SW6 signal in the thermosphere
which is not fully understood at this point. A possible explanation could be the increasing
importance of density contributions above >115 km in the case of CO2 (see section 5.2)
while the NO cooling rate tides are still driven by temperature. A further investigation will
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Figure 7.3: SW6 and DW5 amplitudes and phases in NO cooling rates for the year 2008 at
125 km. (a) SW6 amplitude in 10−9 W/m3 . (b) SW6 amplitude in percent deviation from
the mean. (c) SW6 phases in local time of maximum. (d) DW5 amplitude in 10−9 W/m3 .
(e) DW5 amplitude in percent deviation from the mean. (f) DW5 phases in local time of
maximum.
be done in future.
A complete picture of the seasonal/height/latitudinal behavior of the DW5 and SW6
nonmigrating tides in the MLT is clearly lacking. As discussed in section 2.4, the magnitude
of the DW5 and SW6 signals in the thermospheric SABER cooling rates puts the wave-4
proxy concept into jeopardy and some conclusions in the literature (e.g., Li et al., 2015;
Gasperini et al., 2017) may need to be revisited. The results discussed above are the very
first ones to report a significant DW5 and SW6 tidal signals in the thermosphere.
Why these tides appear at such high altitudes is not understood at present as they
are supposed to dissipate well below the MLT. GSWM simulations, in particular, do not
show any significant existence of DW5 which can be attributed to the over-estimation of
eddy diffusivities in some altitude regions (Zhang et al., 2006). Clearly DW5 and SW6, in
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Figure 7.4: SW6 and DW5 amplitudes and phases in CO2 cooling rates at the equator and
20◦ S, respectively for the year 2008. (a) SW6 amplitude in 10−9 W/m3 . (b) SW6 amplitude
in percent deviation from the mean. (c) SW6 phases in local time of maximum. (d) DW5
amplitude in 10−9 W/m3 . (e) DW5 amplitude in percent deviation from the mean. (f)
DW5 phases in local time of maximum.
addition to the DE2 and DE3 nonmigrating tides, also impact the energy budget of the
thermosphere. The SABER observations necessarily demand a closer investigation into the
origin and propagation of the DW5 and SW6 tides in the atmosphere. Due to the lack
of tidal observations in the thermosphere, NO 5.3 µm cooling rate is an excellent proxy
for the study of tidal height evolution and its seasonal/solar cycle variation in the upper
atmosphere.
As discussed above, unexpectedly high magnitudes of DW5 and SW6 in the thermosphere (for example, at 125 km) and comparatively small DW5 and SW6 amplitudes around
100 km suggest a possible source in the thermosphere (and not in the lower atmosphere).
This makes sense as DW5 and SW6 originating in the lower atmosphere (and with much
smaller vertical wavelengths) should not be able to propagate all the way into the ther115

Figure 7.5: SW6 and DW5 amplitudes and phases in CO2 cooling rates at 100 km for the
year 2008. (a) SW6 amplitude in 10−9 W/m3 . (b) SW6 amplitude in percent deviation
from the mean. (c) SW6 phases in local time of maximum. (d) DW5 amplitude in 10−9
W/m3 . (e) DW5 amplitude in percent deviation from the mean. (f) DW5 phases in local
time of maximum.
mosphere. A possible mechanism for the generation of these two tidal components could
be the non-linear wave-wave interaction in the thermosphere. A non-linear interaction between migrating tide DW1 and nonmigrating tide DE3 generates stationary planetary wave
4 (SPW4) and SE2

cos(Ωt + λ) + cos(Ωt − 3λ) → cos(−4λ) + cos(2Ωt − 2λ)

(7.4)

The so-generated SPW4 is very large in the thermosphere, as reported by (Oberheide
et al., 2011b; Hagan and Forbes, 2003). The large in-situ DW1 in the thermosphere makes
its non-linear interaction with the large secondary SPW4 waves then very viable to generate
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DW5 signals in the thermosphere

cos(Ωt + λ) + cos(−4λ) → cos(Ωt + 5λ) + cos(Ωt − 3λ)

(7.5)

Similarly the SPW4 generated from the interaction 7.4 can further interact nonlinearly with SW2 to generate SW6 in the thermosphere

cos(2Ωt + 2λ) + cos(−4λ) → cos(2Ωt + 6λ) + cos(2Ωt − 2λ)

(7.6)

An alternate mechanism for DW5 could also be a SW2/DE3 interaction as suggested by Sassi et al. (2018) using NAVGEM model results. Note that there are no other
observational data (except for the NO 5.3 µm cooling rates) available at this moment that
would allow one to diagnose the DW5 and SW6 in the thermosphere. A more detailed
investigation (including modeling) of these proposed mechanism will be done in future.
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Chapter 8

Conclusions
This dissertation has investigated the impact of global-scale atmospheric wave dynamics on the energy budget of the thermosphere and its infrared cooling. The specific focus
is on the DE2 and DE3, two important nonmigrating tides that originate near the surface,
and their effects on the NO 5.3 µm and CO2 15 µm emissions, two major infrared cooling
mechanisms of the thermosphere. As such, the scientific findings add to the understanding
of the wave-coupling between global-scale tropospheric weather systems, the middle and
upper atmosphere, and Earth’s space environment.
In the first part of this dissertation, SABER observations of CO2 15 µm cooling rates
for solar minimum year 2008 are spectrally analyzed. The seasonal variations of the derived
DE2 and DE3 tidal amplitudes and phases are interpreted by performing a photochemical
modeling of the nonmigrating tides in order to understand the physical mechanisms that
transmit the lower atmospheric tides into the thermospheric infrared emissions and the
resulting longitudinal/local time variations. The photochemical modeling was performed
using CTMT dynamical tides and backgrounds from SABER, NRLMSISE-00, and TIMEGCM. The major scientific findings from the seasonal CO2 part of the dissertation can be
summarized as follows:
1. The CO2 15 µm cooling of the thermosphere is significantly modulated in longitude
and local solar time during the solar minimum year 2008 by DE2 and DE3, two
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prominent nonmigrating tidal components. Tidal diagnostics of SABER CO2 cooling
rate data shows that the DE2 and DE3 amplitudes are on the order of ∼ 20-50 %
relative to the monthly means and depending on season. Both DE2 (∼ 26 nW/m3 )
and DE3 (∼ 60 nW/m3 ) maximize around 100 km, which is also the altitude range of
peak CO2 15 µm emission (∼ 90 nW/m3 ) included in the analysis. Seasonal variations
of the tidal signatures closely follow those of dynamical tides, especially temperature
tides. However, it is noteworthy that the DE2 and DE3 phases do not exactly follow
the temperature phase. At higher altitudes (∼ 110 km), a phase slope transition is
observed which is absent in the corresponding temperature phase.
2. Supporting photochemical tidal modeling reproduces the observed DE2 and DE3 tidal
signals in the CO2 cooling rates. Amplitude structures match the observations well,
though with some systematic differences. The model reproduces the observed phase
behaviors including the phase transition around 110 km from propagating to evanescent. Furthermore, temperature is found to be the main tidal driver due to the
temperature dependence of the CO2 15 µm ν2 fundamental band transition in the
inelastic collision of CO2 molecules with atomic oxygen. Neutral density becomes as
important as temperature above ∼ 110 km and this increasing contribution from tidal
density variation at higher altitudes explains the phase transition in the observation
due to the out-of-phase behavior of the density and temperature response. The vertical advection contribution is comparatively small and is in-phase with the response to
temperature. Latitudinal variations closely follow those of the dynamical tides, with
only small changes. Systematic differences between the model and observation exist
and are mainly due to uncertainties in the model input backgrounds, primarily atomic
oxygen. Photochemical modeling using a different set of backgrounds (TIME-GCM)
results in similar findings, thereby implying that the results are not dependent on the
choice of backgrounds. More importantly, the uncertainties in the model input fields
do not impact the conclusion drawn from the modeled DE2 and DE3 CO2 cooling
rate tides and their relative contributions.
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The second part of the dissertation focused on the solar cycle variations of the DE2
and DE3 tides in NO 5.3 µm and CO2 15 µm cooling rates. SABER NO and CO2 cooling
rate data for 2002-2013 are analyzed to obtain nonmigrating tidal amplitudes and phases
as a function of altitude, latitude and year and interpreted using photochemical modeling.
The major findings are as follows:
1. Tidal diagnostics of SABER cooling rate data show that the DE2 and DE3 tides
from tropospheric convection strongly modulate the NO at 5.3 µm and CO2 15 µm
emissions. Amplitudes are on the order of 15% (DE2) and 30% (DE3) relative to the
monthly zonal mean. Supporting photochemical modeling reproduces the observed
results, including the seasonal and inter-annual variations. Systematic amplitude
differences between the observed and modeled results can be attributed to the uncertainty in the model backgrounds, especially, the atomic oxygen and do not impact the
conclusion. Phases match well with the observations.
2. CO2 cooling rate tides show a very weak solar cycle dependence. Smaller temperature
tides and larger CO2 cooling rate background during solar maximum largely compensate for each other. The relative contribution from the individual tidal drivers do not
change much from solar minimum to maximum as the dynamical tides remain somewhat unresponsive to the solar activity in the MLT region. Phases remain unaffected
by the solar cycle. Cooling rate tides also reveal QBO and ENSO modulation through
the modification of dynamical tides in the MLT region.
3. On the other hand, nonmigrating tidal amplitudes (absolute) in NO cooling rates
show a significant (∼ factor of 10) solar cycle variation as the small NO cooling rate
background is not overcome by the larger dynamical tides during solar minimum.
Relative amplitudes show a rather weak solar cycle dependence, however, they are
larger during solar minimum. The relative importance of the coupling mechanism
also shows solar cycle variations, most notably, the importance of the tidal advection
contribution increases during solar minimum and decreases during solar maximum.
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Phases do not show any solar cycle dependence.
4. NO cooling rate tides largely remain unimportant for the longitudinal modulation of
infrared energy budget of the lower thermosphere during solar minimum conditions
as compared to CO2 . However, they become very important during solar maximum
above 135 km for DE3 and above 120 km for DE2.
5. Overall, the observed tides in the infrared cooling in the thermosphere are a suitable
proxy for studying the tidal height evolution and its solar cycle dependence in the
thermosphere where there is a significant lack of global temperature observations. In
particular, the NO 5.3 µm tidal phase is a good proxy for temperature phase and can
be utilized to improve dissipation parameterizations in tidal models.
The latter is important because tidal information in the thermosphere is sparse, particularly from the observational point of view. Satellite-based observations such as SABER
and TIDI instruments on board TIMED satellite have been extensively used to study tides
in the MLT region. However, such observations are limited to ≤ 110 km. There are in-situ
observations available from CHAMP and GRACE satellite at around 400 km but there are
few to no observational database in the region between between 110 km and 400 km. Consequently, the understanding of the tidal characteristics in this 110-400 km gap is generally
unknown. Most of the tidal studies in the thermosphere come from numerical modeling.
CTMT, for example, is an empirical tidal model based on MLT tidal observations that are
extended into the thermosphere using HMEs analysis. However, it does not account for tidal
sources above the MLT region and therefore does not provide the full picture. Examples
include the unexpectedly large DW5 and SW6 signals in the thermosphere SABER cooling
rates. The recently launched Global-Scale Observations of the Limb and Disk (GOLD)
mission (Eastes et al., 2017) and the upcoming Ionospheric Connection Explorer (ICON)
mission (Englert et al., 2017) will help to address some of these missing thermospheric observations. In the meantime, the tidal diagnostics of thermospheric infrared emissions provide
the only insight into the tidal behavior in the altitude regime (know as ”thermospheric
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gap”) where tidal observations are lacking.
The used tidal diagnostics is inherently linear and the net tidal effect on the global
energy budget will be zero when individual tidal components are integrated over the globe
and over time. Analysis of the net tidal effect of nonmigrating tides on the global energy
budget of the thermosphere remains a challenge from the observational point of view. However, there is model-based evidence of tides from terrestrial weather modulating the zonal
mean NO and CO2 emissions at 5.3 µm and 15 µm, e.g., a 5-30% impact on the daily
average infrared cooling at 5.3 µm depending on the solar activity (Jones et al., 2016).
Tidal diagnostic of NO and CO2 cooling rates also showed a surprising presence
of several westward propagating nonmigrating tides (DW2, DW5, SW3, SW6) and zonally
symmetrical oscillation D0 in the thermosphere. DW5 and SW6 are expected to dissipate
in the MLT region (due to their shorter vertical wavelengths in comparison to for example,
DE3). While the small magnitudes of DW5 and SW6 (compared to DE3 magnitude) at
100 km (in CO2 cooling rates) are understood to have sources in the lower atmosphere,
the surprisingly large DW5 and SW6 magnitudes in thermosphere (for example, at 125
km in NO cooling rates) and their trapped phase behavior suggest a potential tidal source
in the thermosphere. A possible mechanism could be an in-situ generation via non-linear
tide-tide interactions in the thermosphere. A strong presence of DW2, D0 and SW3 signals
in the thermosphere could also be results of some in-situ forcing as the theory of upward
tidal propagation does not predict substantial magnitude of these tidal components in the
thermosphere. Previous studies have suggested ion drag as source for these tides in the
thermosphere. As such, NO 5.3 µm cooling rates in the thermosphere can be an excellent
proxy for the study of the height evolution of tidal spectrum in the altitude regime where
tidal observations are very sparse. In addition, the possible source of DW5 and SW6 in
the thermosphere makes one to question the validity of the wave-4 proxy concept widely
discussed in the literature.
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Appendix A

Supplemental Figures

Figure A1: Same as Fig. 3.1 but for SABER temperature. Note that absolute amplitudes
are in Kelvin.
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Figure A2: Same as Fig. 3.2 but for SABER temperature. Note that absolute amplitudes
are in Kelvin.
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Figure A3: Same as Fig. 3.3 but for SABER temperature. Note that absolute amplitudes
are in Kelvin.
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Figure A4: Same as Fig. 5.1 but from photochemical modeling using TIME-GCM background.
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Figure A5: Same as Fig. 5.4 but from photochemical modeling using TIME-GCM background.
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Figure A6: DE2 amplitudes and phases in CO2 (left) and NO (right) cooling rates vector
averaged over +/- 20◦ for 2002-2013 from SABER. (a) CO2 DE2 amplitudes in 10−9 W/m3 .
(b) CO2 DE2 amplitudes in percent deviation from the monthly zonal mean. (c) CO2 DE2
phases in local time of maximum. (d) NO DE2 amplitudes in 10−9 W/m3 . (e) NO DE2
amplitudes in percent deviation from the monthly zonal mean. (f) NO DE2 phases in local
time of maximum. White areas indicate data gaps because of the Kp-criterion for NO.
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Figure A7: DE2 amplitudes and phases in CO2 (left) and NO (right) cooling rates at 125
km for 2002-2013 from SABER. (a) CO2 DE2 amplitudes in 10−9 W/m3 . (b) CO2 DE2
amplitudes in percent deviation from the monthly zonal mean. (c) CO2 DE2 phases in
local time of maximum. (d) NO DE2 amplitudes in 10−9 W/m3 . (e) NO DE2 amplitudes
in percent deviation from the monthly zonal mean. (f) NO DE2 phases in local time of
maximum. White areas indicate data gaps because of the Kp-criterion for NO.
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Figure A8: Same as Fig. A1 but from the photochemical modeling.
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Figure A9: Same as Fig. A2 but from the photochemical modeling. Note that white gaps
represent represent missing data.
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Figure A10: (a) Normalized January DE2 amplitudes in the CO2 cooling rates at the
equator from photochemical modeling. Shown are the total (all) response and the individual
responses due to temperature, density, and advection. Overplotted as ”+” line is the
SABER observation. Normalization is with respect to the maximum of the ”all” curve
(”all” curve represents when all the tidal variations are switched on in the photochemical
modeling) for the model output and with respect to the maximum of the observation. (b)
Corresponding DE2 phases. The top panel (a,b) is for year for 2008 and the bottom panel
(c,d) for 2013.
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Figure A11: Same as Fig. A10 but for NO.
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Appendix B

Linearization of Photochemical Model to Separate the Individual Tidal Drivers

B.1

Linearization of equation 4.4
Rewriting equation 4.4 without JR term yields

[CO2 ]ν=1 =

2k(T )e−960/T [O]
[CO2 ]ν=0
A + k(T )[O]

(1)

where the rate coefficient k is a function of temperature (T). Separating T, [CO2 ]ν=0 ,
and [O] into the mean and the perturbation terms as: T = T + T0 , [CO2 ]ν=0 = [CO2 ]ν=0
+ [CO02 ]ν=0 , [O] = [O] + [O0 ], and using multivariate Taylor series expansion

f (x, y, z) = f (x̄, ȳ, z̄) + x0

∂f
∂f
∂f
|x̄,ȳ,z̄ + y 0 |x̄,ȳ,z̄ + z 0 |x̄,ȳ,z̄
∂x
∂y
∂z

(2)

one gets,

∂[CO2 ]ν=1
|T , [O], [CO2 ]ν=0 =
∂T

 2 ∂k e−960/T + 2ke−960/T 960
2
∂T
T

A + k[O]

∂k
[O]2ke−960/T
− ∂T
(A + k[O])2


[O][CO2 ]ν=0
(3)



∂k
∂k
∂[CO2 ]ν=1
2ke−960/T [Ō]
960
∂T
∂T [O]
|T ,[O],[CO2 ]ν=0 =
[CO2 ]ν=0
−
2 +
∂T
A + k[O]
k
A + k[O]
T

(4)



∂k
∂k
∂[CO2 ]ν=1
960
∂T
∂T [O]
|T ,[O],[CO2 ]ν=0 = [CO2 ]ν=1
−
2 +
∂T
k
A + k[O]
T

(5)

∂[CO2 ]ν=1
=
∂[O]






2
2ke−960/T 2k e−960/T [O]
1
2k[O]
−
[CO2 ]ν=0 =
[CO2 ]ν=1 1−
[CO2 ]ν=0
[O]
A + k[O]
(A + k[O])2
A + k[O]
(6)
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1
∂[CO2 ]ν=1
= [CO2 ]ν=1
∂[CO2 ]ν=0
[CO2 ]ν=0

B.2

(7)

Linearization of equation 4.11
Rewriting equation 4.11 without the SE term yields

[N O]ν=1 =

k(T )e−2700/T [O]
[N O]ν=0
A + k(T )[O]

(8)

where the rate coefficient k is a function of temperature (T). Separating T, [NO]ν=0 ,
and [O] into the mean and the perturbation terms as: T = T + T0 , [NO]ν=0 = [N O]ν=0 +
[NO0 ]ν=0 , [O] = [O] + [O0 ], and using multivariate Taylor series expansion

f (x, y, z) = f (x̄, ȳ, z̄) + x0

∂f
∂f
∂f
|x̄,ȳ,z̄ + y 0 |x̄,ȳ,z̄ + z 0 |x̄,ȳ,z̄
∂x
∂y
∂z

(9)

one gets,

∂[N O]ν=1
|T , [O], [N O]ν=0 =
∂T
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2
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T
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k
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T
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K., and Nagatsuma, T. (2010). Lunar-dependent equatorial ionospheric electrodynamic
effects during sudden stratospheric warmings. J. Geophys. Res. Sp. Phys., 115(A8).
Flynn, S., Knipp, D. J., Matsuo, T., Mlynczak, M., and Hunt, L. (2018). Understanding
the Global Variability in Thermospheric Nitric Oxide Flux Using Empirical Orthogonal
Functions (EOFs). J. Geophys. Res. Sp. Phys., 123(5):4150–4170.
Forbes, J. M. (1982). Atmospheric tides: 1. Model description and results for the solar
diurnal component. J. Geophys. Res. Sp. Phys., 87(A7):5222–5240.
Forbes, J. M. (1995). Tides and Planetary Waves. In Up. Mesos. Low. Thermosph. A Rev.
Exp. Theory, pages 67–87. American Geophysical Union (AGU).
Forbes, J. M., Bruinsma, S. L., Zhang, X., and Oberheide, J. (2009). Surface-exosphere
coupling due to thermal tides. Geophys. Res. Lett., 36(15):1–5.
Forbes, J. M. and Hagan, M. E. (1982). Thermospheric extensions of the classical expansion
functions for semidiurnal tides. J. Geophys. Res. Sp. Phys., 87(A7):5253–5259.
Forbes, J. M., Hagan, M. E., Miyahara, S., Miyoshi, Y., and Zhang, X. (2003a). Diurnal
nonmigrating tides in the tropical lower thermosphere. Earth, Planets Sp., 55(7):419–426.
Forbes, J. M., Jun, G., and Saburo, M. (1991). On the interactions between gravity waves
and the diurnal propagating tide. Planet. Space Sci., 39(9):1249–1257.
Forbes, J. M., Makarov, N. A., and Portnyagin, Y. I. (1995). First results from the meteor
radar at South Pole: A large 12-hour oscillation with zonal wavenumber one. Geophys.
Res. Lett., 22(23):3247–3250.
Forbes, J. M., Palo, S. E., and Zhang, X. (2000). Variability of the ionosphere. J. Atmos.
Solar-Terrestrial Phys., 62(8):685–693.
Forbes, J. M., Russell, J., Miyahara, S., Zhang, X., Palo, S., Mlynczak, M., Mertens, C. J.,
and Hagan, M. E. (2006). Troposphere-thermosphere tidal coupling as measured by the
SABER instrument on TIMED during July-September 2002. J. Geophys. Res. Sp. Phys.,
111(10):1–15.
Forbes, J. M. and Zhang, X. (2012). Lunar tide amplification during the January 2009
stratosphere warming event: Observations and theory. J. Geophys. Res. Sp. Phys.,
117(A12).
Forbes, J. M., Zhang, X., Bruinsma, S., and Oberheide, J. (2011). Sun-synchronous thermal
tides in exosphere temperature from CHAMP and GRACE accelerometer measurements.
J. Geophys. Res. Sp. Phys., 116(11):1–14.
140

Forbes, J. M., Zhang, X., and Hagan, M. E. (2001). Simulations of diurnal tides due to
tropospheric heating from the NCEP/NCAR Reanalysis Project. Geophys. Res. Lett.,
28(20):3851–3854.
Forbes, J. M., Zhang, X., Palo, S., Russell, J., Mertens, C. J., and Mlynczak, M. (2008).
Tidal variability in the ionospheric dynamo region. J. Geophys. Res. Sp. Phys., 113(2):1–
17.
Forbes, J. M., Zhang, X., Talaat, E. R., and Ward, W. (2003b). Nonmigrating diurnal tides
in the thermosphere. J. Geophys. Res., 108(A1):1033.
Forbes, J. M., Zhang, X., Talaat, E. R., and Ward, W. (2003c). Nonmigrating diurnal tides
in the thermosphere. J. Geophys. Res., 108(A1):1033.
Fritts, D. C. and Alexander, M. J. (2003). Gravity wave dynamics and effects in the middle
atmosphere. Rev. Geophys., 41(1):1003.
Garcia, R. R. and Solomon, S. (1985). The effect of breaking gravity waves on the dynamics
and chemical composition of the mesosphere and lower thermosphere. J. Geophys. Res.,
90(D2):3850.
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