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We consider Ramsey-style partition theorems in which homogeneity is asserted not for
subsets of a single inﬁnite homogeneous set but for subsets whose elements are chosen, in
a speciﬁed pattern, from several sets in prescribed ultraﬁlters. We completely characterize
the sequences of ultraﬁlters satisfying such partition theorems. (Non-isomorphic selective
ultraﬁlters always work, but, depending on the speciﬁed pattern, weaker hypotheses on the
ultraﬁlters may suﬃce.) We also obtain similar results for analytic partitions of the inﬁnite
sets of natural numbers. Finally, we show that the two P-points obtained by applying the
maximum and minimum functions to a union ultraﬁlter are never nearly coherent.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Selective ultraﬁlters are known to have excellent partition properties; they contain homogeneous sets for many sorts of
partitions. (The deﬁnitions of selectivity and other concepts used in this introduction will be reviewed in Section 2.) The ﬁrst
result in this direction was Kunen’s theorem, presented in [7], that every selective ultraﬁlter on ω contains homogeneous
sets for every partition of [ω]n into ﬁnitely many pieces, for any ﬁnite n. In other words, Ramsey’s theorem
ω −→ (ω)nk for all n,k ∈ ω,
can be strengthened to
ω −→ (U)nk for all n,k ∈ ω,
where U is any selective ultraﬁlter.
Mathias [13] obtained a similar strengthening of Silver’s partition theorem [15] for partitions of [ω]ω into an analytic
piece and a co-analytic piece.
There are also strong partition theorems involving two or more, pairwise non-isomorphic, selective ultraﬁlters. For the
purposes of this introduction, we concentrate on just one such result, a corollary of a more general theorem from [3].
Theorem 1. Let U and V be non-isomorphic, selective ultraﬁlters on ω, and let X be an analytic subset of [ω]ω . Then there exist sets
A ∈ U and B ∈ V such that X contains all or none of the sets in [ω]ω that have the form {a0 < b0 < a1 < b1 < · · · < an < bn <
an+1 < · · ·} with all ai ∈ A and all bi ∈ B.
In other words, the two sets A and B , one from each of the given ultraﬁlters, are jointly homogeneous for the partition
{X , [ω]ω − X } of [ω]ω , in the sense that all the sets in [ω]ω whose elements, in increasing order, are drawn alternately
from A and B lie in the same piece of the partition.
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than needed. What is really needed is that U and V are P-points and are not nearly coherent. The purpose of this paper is
to prove this partition theorem with the weaker hypothesis, to show that the hypothesis cannot be weakened even further,
and to obtain analogous results for related partition theorems.
Somewhat surprisingly, the right hypothesis about the ultraﬁlters depends on the pattern according to which consecutive
elements are chosen from the sets A and B (and sometimes more) in the ultraﬁlters U and V (and sometimes more). The
strict alternation pattern in Theorem 1 is the best case; that is, it needs the weakest hypothesis about the ultraﬁlters. Had
we alternated in pairs, i.e.,
{a0 < a1 < b0 < b1 < · · · < a2n < a2n+1 < b2n < b2n+1 < · · ·},
again with all ai ∈ A and all bi ∈ B , then we would need non-isomorphic (or equal) selective ultraﬁlters. Other patterns of
alternation between elements of A and of B require yet other hypotheses on the ultraﬁlters. Our results in this paper suﬃce
to completely characterize which patterns of alternation need which hypotheses on the ultraﬁlters.
2. Preliminaries
In this section, we review some known concepts and results that we shall need later. Except for near-coherence, this
material is covered in more detail in [9]; for more information about near-coherence, see [4] and the references there.
Notation 2. When X is a subset of ω, we use the standard notations [X]n and [X]ω for the set of n-element subsets of X and
the set of inﬁnite subsets of X , respectively. When we use topological concepts (e.g., “Borel set”) in connection with [X]ω ,
the topology is understood to be the subspace topology obtained from the power set P(X), which in turn has, via the
identiﬁcation with {0,1}X , the product topology obtained from the discrete topology on {0,1}. Equivalently, [X]ω has the
topology induced by the following metric. If A and B are distinct subsets of X and n is the ﬁrst number that is in one but
not both of them, then the distance from A to B is 2−n .
Convention 3. Throughout this paper, ultraﬁlters are assumed to be non-principal ultraﬁlters on ω unless the contrary is
explicitly stated.
Deﬁnition 4. If U is an ultraﬁlter and if f : ω → ω, then f (U) is the (possibly principal) ultraﬁlter {X ⊆ ω: f −1(X) ∈ U}.
Two ultraﬁlters U and V are isomorphic, written U ∼= V , if there is a permutation f of ω with f (U) = V .
It is easy to check that f (U) is an ultraﬁlter; it is principal if and only if f is constant on some set in U . In particular,
if (as will usually be the case in this paper) f is ﬁnite-to-one, then f (U) is non-principal (provided of course that U is).
It is also easy to check that isomorphism of ultraﬁlters is an equivalence relation and that, for U and V to be isomorphic, it
suﬃces that f (U) = V for some one-to-one f , or even for some f that is one-to-one on some set in U .
Deﬁnition 5. An ultraﬁlter U is selective if every function f : ω → ω becomes one-to-one or constant when restricted to
some set in U .
An equivalent formulation, and the origin of the name “selective”, is that, whenever ω is partitioned into pieces that
are not in U , then U contains a selector, i.e., a set containing just one element from each piece of the partition. Selective
ultraﬁlters have also been called absolute [8], Rudin–Keisler minimal, and Ramsey ultraﬁlters. The last of these names
refers to the evident connection between Ramsey’s theorem and the following characterization of selectivity, due to Kunen
[7, Theorem 4.9].
Theorem 6. For ultraﬁlters U on ω, the following are equivalent.
(1) U is selective.
(2) Whenever [ω]2 is partitioned into two pieces, there is a set X ∈ U with [X]2 included in one piece.
(3) Whenever n ∈ ω and [ω]n is partitioned into ﬁnitely many pieces, there is a set X ∈ U with [X]n included in one piece.
One cannot simply replace the exponent n with ω in the last part of Kunen’s theorem. Indeed, there are partitions of
[ω]ω into two pieces such that no inﬁnite X ⊆ ω has [X]ω included in one piece. But no such problem arises for suﬃciently
well-behaved partitions, speciﬁcally for partitions into an analytic piece and a co-analytic piece [15]. (Recall that “analytic”,
also called Σ11, can be deﬁned as “continuous image of a Borel set”.) And when the partitions are this well-behaved, then
not only do inﬁnite homogeneous sets exist but they can be found in any selective ultraﬁlter, as shown by the following
theorem of Mathias [13].
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X ∈ U such that [X]ω is included in one piece.
We shall need the following two weakenings of the notion of selectivity.
Deﬁnition 8. An ultraﬁlter U is a P-point if every f : ω → ω becomes ﬁnite-to-one or constant when restricted to some set
in U . It is a Q-point if every ﬁnite-to-one f : ω → ω is one-to-one on some set in U .
An equivalent characterization of P-points is that, for any countably many sets An ∈ U , there is some B ∈ U that is almost
included in each of the An , i.e., B − An is ﬁnite for all n.
An ultraﬁlter is selective if and only if it is both a P-point and a Q-point.
The existence of selective ultraﬁlters cannot be proved in ZFC, but it follows from the continuum hypothesis (CH) or
from any of various weaker hypotheses, such as Martin’s Axiom (MA). The same goes for the existence of P-points and for
the existence of Q-points. (It remains an open problem whether it is consistent with ZFC that there exist neither P-points
nor Q-points.)
It follows from the deﬁnitions that, if U is selective and f : ω → ω is not constant on any set in U (so f (U) is non-
principal), then f (U) ∼= U . The same conclusion follows if U is merely a Q-point but f is assumed to be ﬁnite-to-one. If U
is a P-point and f (U) is non-principal, then f (U) is also a P-point.
Deﬁnition 9. Two ultraﬁlters U and V are nearly coherent if there exist ﬁnite-to-one functions f , g : ω → ω with
f (U) = g(V).
It is shown in [1] that the notion of near-coherence would not change if, in the deﬁnition, we required f = g and
required f to be non-decreasing. It is also shown there that near-coherence is an equivalence relation. The number of
equivalence classes is 22
ℵ0 , the same as the number of ultraﬁlters, if we assume CH (or MA, or suitable weaker hypotheses),
but it is also consistent with ZFC that there be only one near-coherence class [6].
Note that the only way for two selective ultraﬁlters (or two Q-points) to be nearly coherent is to be isomorphic. More
generally, if one of two nearly coherent ultraﬁlters is a Q-point, then it is the image of the other under a ﬁnite-to-one
function.
Deﬁnition 10. If U and V are ultraﬁlters (on ω), then U ⊗ V is deﬁned to be the ultraﬁlter
{
X ⊆ ω × ω: {a ∈ ω: {b ∈ ω: (a,b) ∈ X} ∈ V} ∈ U}
on ω × ω. In prose: A set X belongs to U ⊗ V if and only if almost all (with respect to U ) of its vertical sections are in V .
It is easy to check that U ⊗ V is an ultraﬁlter and that its images under the two projection maps ω × ω → ω are U
and V . A convenient set of generators for U ⊗ V is provided by the following theorem, essentially due to Puritz [14].
Theorem 11. For any ultraﬁlters U and V (on ω), the ultraﬁlter U ⊗ V is generated by the sets A ×ω for A ∈ U together with the sets
{(a,b): a < l(b)} for all functions l : ω → ω that are not constant on any set in V .
Proof. It is immediate from the deﬁnition of U ⊗ V that it contains the alleged generators. (One uses that a function that is
bounded on a set in V would be constant on a smaller set in V , because V is an ultraﬁlter.) What must be checked is that
every X ∈ U ⊗ V includes the intersection of ﬁnitely many of the alleged generators (in fact, two generators, one of each
sort).
So consider an arbitrary X ∈ U ⊗ V . For each a ∈ ω, let Xa = {b ∈ ω: (a,b) ∈ X}, and let A = {a ∈ ω: Xa ∈ V}. So we have
A ∈ U .
For each b ∈ ω, let l(b) be the smallest a ∈ A with (a,b) /∈ X if there is such an a < b, and let l(b) = b otherwise. Notice
that the deﬁnition implies l(b) b for all b.
If l were constant, say with value n, on some set B ∈ V , then, for all b ∈ B − {0,1, . . . ,n}, we would have n ∈ A and
(n,b) /∈ X by deﬁnition of l. So B − {0,1, . . . ,n} and Xn would be disjoint. That is absurd, as both of these sets are in V .
Therefore, l is not constant on any set in V , and so H = {(a,b): a < l(b)} is among our alleged generators. We shall
complete the proof by showing that (A × ω) ∩ H is a subset of X . Consider, therefore, any (a,b) ∈ (A × ω) ∩ H . We have
a ∈ A and a < l(b). Since a < l(b)  b, the deﬁnition of l says that, if we had (a,b) /∈ X then we would also have l(b)  a,
which we do not. Therefore (a,b) ∈ X , as required. 
Of course, the theorem would remain correct if we added more generators, provided only that these are in U ⊗ V .
Useful generators to add are the sets {(a,b): h(a) < l(b)} for all l : ω → ω that are not constant on any set in V and for
all h : ω → ω. (It is immediate from the deﬁnition that these sets are in U ⊗ V .) The value of this system of generators for
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are ultraﬁlters on countable sets S and T ; then we can deﬁne an ultraﬁlter U ⊗ V on S × T just as in the case of ultraﬁlters
on ω:
U ⊗ V = {X ⊆ S × T : {a ∈ S: {b ∈ T : (a,b) ∈ X} ∈ V} ∈ U}.
Then, by using the preceding theorem, the additional generators described above, and (arbitrary) bijections between S , T ,
and ω, we get the following system of generators for U ⊗ V .
Corollary 12. For ultraﬁlters U and V on countable sets S and T , respectively, the ultraﬁlter U ⊗ V is generated by the sets A × T for
A ∈ U together with the sets {(a,b): h(a) < l(b)} for all functions l : T → ω that are not constant on any set in V and for all functions
h : S → ω.
Remark 13. Our use of the letters h and l here and below is intended to suggest “high” and “low”; the interesting cases of
the corollary are those where h has very large values and l has very small ones (but not so small as to make l constant on
a set in V). That is, if the assertion in the corollary holds for a certain h and l, then it clearly also holds for all h′ pointwise
majorized by h and for all l′ pointwise minorized by l.
We conclude this section by deﬁning the partition properties that are the focus of the rest of the paper and pointing out
a few of their elementary properties.
Deﬁnition 14. A ﬁnite sequence 〈U1, . . . ,Un〉 of ultraﬁlters is homogenic if, for every partition of [ω]n into two pieces, there
are sets A(U) ∈ U , one for each ultraﬁlter U in the given sequence, such that one piece of the given partition contains all
of the sets {a1 < · · · < an} with ai ∈ A(Ui) for all i.
For partitions of [ω]ω , we adapt the terminology to allow for restricting to well-behaved partitions.
Deﬁnition 15. An inﬁnite sequence 〈U1, . . . ,Un, . . .〉 of ultraﬁlters is homogenic with respect to a class Γ of partitions of [ω]ω
into two pieces if, for every partition in Γ , there are sets A(U) ∈ U , one for each ultraﬁlter U in the given sequence, such
that one piece of the given partition contains all of the sets {a1 < · · · < an < · · ·} with ai ∈ A(Ui) for all i.
Remark 16. Note that, in these deﬁnitions of “homogenic”, the partition relation involves one set A(U) for each ultraﬁlter
U in the given sequence, not one set for each occurrence of an ultraﬁlter in the sequence. That is, if an ultraﬁlter U occurs
several times in the homogenic sequence, then the same set A(U) ∈ U is used for all the occurrences. This is in accord with
the situation in typical partition theorems, for example Theorems 1 and 7.
In the case of ﬁnite sequences, it would not matter if we allowed a different set in U for each occurrence of U in
our sequence, since the intersection of these would be a single set that serves as A(U). The same observation applies
to inﬁnite sequences when each ultraﬁlter has only ﬁnitely many occurrences in the sequence, but it does not apply to
inﬁnite sequences in general. A deﬁnition allowing a different set in U for each occurrence of U in an inﬁnite homogenic
sequence would, prima facie, give a weaker notion of homogenic. It will turn out that, as long as we consider only partitions
into an analytic piece and a co-analytic piece, this alternative deﬁnition is not really weaker, but this will be proved as a
consequence of our main theorem; I do not know an easy, direct argument to establish the equivalence.
The reason for introducing the class Γ in the deﬁnition of inﬁnite homogenic sequences is that no sequence of ultraﬁlters
is homogenic with respect to the class of all partitions of [ω]ω into two pieces. Indeed, an easy diagonalization argument,
using a well-ordering of ([ω]ω)ω in order-type 2ℵ0 (the initial ordinal of this cardinality), produces a partition of [ω]ω into
two pieces for which no sequence of inﬁnite sets Ai has the homogeneity property required in Deﬁnition 15 and therefore
no sequence of ultraﬁlters is homogenic.
Furthermore, it is consistent with ZFC that there is a partition of [ω]ω into two 12 pieces for which no sequence of
inﬁnite sets Ai is homogeneous. This situation obtains, for example, in the constructible universe L. The proof is the same
diagonalization as above, using a 12-good well-ordering of the continuum.
We shall therefore be interested primarily in the case where the partitions in Γ are of lower complexity than 12. We
shall see that the notion “homogenic with respect to Γ ” remains unchanged under considerable variation in Γ . Speciﬁcally,
the same sequences of ultraﬁlters are homogenic with respect to partitions into (very simple) clopen pieces and with respect
to partitions into an analytic and a co-analytic piece.
This last class of partitions occurs often enough to make a shorter name worthwhile.
Deﬁnition 17. By an analytic partition, we mean a partition into an analytic piece and a co-analytic piece.
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which completely characterizes the ﬁnite homogenic sequences that consist of a single ultraﬁlter repeated as well as the
inﬁnite such sequences that are homogenic for analytic partitions.
Corollary 18. The following properties of an ultraﬁlter U are equivalent.
(1) U is selective.
(2) 〈U ,U〉 is homogenic.
(3) All ﬁnite sequences in which all the terms are U are homogenic.
(4) The ω-sequence all of whose terms are U is homogenic for analytic partitions.
For the sake of completeness, we mention that the empty sequence is homogenic (trivially) and so is the one-term
sequence 〈U〉 for any ultraﬁlter U (by deﬁnition of ultraﬁlter). In view of these observations and the preceding corollary,
we shall be interested mainly in homogenic sequences in which at least two distinct ultraﬁlters occur.
3. Partitions of pairs
We begin by treating the smallest case not covered by the results above, the case of a sequence 〈U ,V〉 of two distinct
ultraﬁlters.
Theorem 19. Let U and V be two ultraﬁlters (non-principal and on ω as always). The following are equivalent.
(1) 〈U ,V〉 is homogenic.
(2) The sets
• A × ω for A ∈ U ,
• ω × B for B ∈ V , and
• {(a,b) ∈ ω × ω: a < b}
generate an ultraﬁlter (namely U ⊗ V).
(3) For every l : ω → ω that is not constant on any set in V , there exist sets A ∈ U and B ∈ V with the following property. Whenever
a ∈ A and b ∈ B and a < b, then a < l(b).
(4) V is a P-point, and for every h : ω → ω there exist sets A ∈ U and B ∈ V with the following property. Whenever a ∈ A and b ∈ B
and a < b, then h(a) < b.
(5) V is a P-point, and, for all ﬁnite-to-one functions f , g : ω → ω, there exist sets A ∈ U and B ∈ V with the following property.
Whenever a ∈ A and b ∈ B and a < b, then f (a) = g(b).
Proof. The parenthetical clause in item (2), “namely U ⊗ V”, is automatic, since the listed sets are obviously in U ⊗ V , so
they could not possibly generate any other ultraﬁlter.
To prove the equivalence of (1) and (2), notice ﬁrst that the sets listed in (2) generate a ﬁlter, i.e., they have the ﬁnite
intersection property. (This uses the fact that V is non-principal.) A base for this ﬁlter consists of the sets of the form
{(a,b) ∈ A × B: a < b} with A ∈ U and B ∈ V . To say that this ﬁlter is an ultraﬁlter on ω × ω is just to say that, whenever
ω × ω is partitioned into two pieces, one of the pieces includes one of these basis sets. In view of the obvious bijection
between {(a,b) ∈ ω × ω: a < b} and [ω]2, this is exactly what (1) says.
The equivalence of (2) and (3) follows from Theorem 11. Indeed, since the sets listed in (2) are in U ⊗V , (2) is equivalent
to the assertion that each set X ∈ U ⊗ V includes an intersection of ﬁnitely many of the listed sets, i.e., includes a basis set
Y = {(a,b) ∈ A × B: a < b}. It suﬃces to check this when X is the intersection of ﬁnitely many of the generators of U ⊗ V
described in Theorem 11, i.e., X = {(a,b): a ∈ A and a < l(b)} with A ∈ U and l : ω → ω not constant on any set in V . But
in this form, saying that each X as above includes a suitable Y , we have exactly (3).
Next, we prove that (3) implies (4), beginning with the claim that V is a P-point. So consider an arbitrary function
l : ω → ω that is not constant on any set in V ; we must show that it is ﬁnite-to-one on some set in V . Let A and B be as
in (3), for this l. Given any k ∈ ω, we can ﬁnd an a ∈ A that is larger than k and conclude, from our choice of A and B , that
no b ∈ B larger than a can satisfy l(b) = k. That is, the restriction l  B takes the value k only at arguments  a. Since k was
arbitrary, this shows that l  B is ﬁnite-to-one as required.
To complete the proof that (3) implies (4), let an arbitrary h : ω → ω be given. If h is bounded, then the conclusion of
(4) is trivial, with A = ω and B an appropriate ﬁnal segment of ω. So assume that h is unbounded, and deﬁne l : ω → ω by
letting l(x) be the smallest y such that h(y) x. Notice that l cannot be constant on any set in V (or even on any inﬁnite
set at all). So we can apply the assumption (3) to l and obtain A and B as there. Then, for any a ∈ A and b ∈ B with a < b,
we have a < l(b), which implies, by deﬁnition of l, that h(a) < b, as required in (4).
We turn to the converse implication, from (4) to (3). So assume (4) and let l be as in (3). As V is a P-point, l is ﬁnite-
to-one on some set B0 ∈ V . Deﬁne h : ω → ω by letting h(x) be a number larger than all the (ﬁnitely many) y ∈ B0 that
have l(y) x. Let A ∈ U and B ∈ V be as in (4) for this h. Replacing B with B ∩ B0 if necessary, we arrange that B ⊆ B0.
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required.
Next, we assume (4) and prove (5). Given f , g as in (5), deﬁne h : ω → ω by letting h(x) be an upper bound for the
(ﬁnitely many, because g is ﬁnite-to-one) numbers y that satisfy g(y) = f (x). Let A and B be as in (4) for this h. Then
whenever a ∈ A and b ∈ B with a < b, we have h(a) < b, so, by deﬁnition of h, we also have f (a) = g(b).
Finally, we assume (5) and prove (4), so let h : ω → ω be given. Partition ω into ﬁnite intervals I0 = [0,a1), I1 =
[a1,a2), . . . in such a way that, for every x, h(x) is in the same interval as x or the next interval or an earlier interval. In
other words, if x< an then h(x) < an+1. This is easily arranged by choosing the an ’s inductively. Deﬁne f : ω → ω by setting
f (x) = n when x ∈ I2n ∪ I2n+1. Apply (5) with this f and with g = f , and let A0 ∈ U and B0 ∈ V be the sets given there.
Thus, if a ∈ A0 and b ∈ B0 with a < b, we have f (a) = f (b), which means that a and b are not in the same interval Ik and,
if they are in consecutive intervals Ik and Ik+1, then k must be odd.
Apply (5) again with a new f deﬁned to have value n on I2n−1 ∪ I2n (where I−1 is taken to be empty) and with g = f
again. Obtain A1 ∈ U and B1 ∈ V such that, whenever a ∈ A1 and b ∈ B1 with a < b, then a and b are not in the same
interval Ik and, if they are in consecutive intervals Ik and Ik+1, then k must be even.
Finally, set A = A0 ∩ A1 and B = B0 ∩ B1. Thus, whenever a ∈ A and b ∈ B and a < b, then a and b cannot be in the same
interval or in two consecutive intervals of our partition. But then, by the way we chose the partition, we have h(a) < b, as
required. 
Remark 20. We are interested in this theorem primarily when U = V , since Corollary 18 already characterized the ho-
mogenic pairs of the form 〈U ,U〉. The proof of the theorem, however, works even when U = V , and in this situation it
provides alternative characterizations of selectivity.
By symmetrizing the theorem, we get the following corollary, essentially due to Daguenet [10, Theorème 1].
Corollary 21. For distinct ultraﬁlters U and V , the following are equivalent.
• Both 〈U ,V〉 and 〈V,U〉 are homogenic.
• There are only two ultraﬁlters W on ω × ω whose images under the projection maps to ω are p1(W) = U and p2(W) = V .
• U and V are P-points and are not nearly coherent.
Proof. The three allegedly equivalent statements in this corollary are obtained from items (1), (2), and (5) of the theorem
by applying them to U and V in both orders. For (1), this is obvious.
If item (2) of the theorem holds with U and V interchanged, then, by applying the permutation τ of ω × ω that
interchanges the two components of each ordered pair, we ﬁnd that the sets
• A × ω for A ∈ U ,
• ω × B for B ∈ V , and
• {(a,b) ∈ ω2: a > b}
generate τ (V ⊗ U). Now any ultraﬁlter W that projects to U and V (in that order) must contain the sets A × ω for A ∈ U
and ω × B for B ∈ V . It must also contain one of {(a,b) ∈ ω2: a < b}, {(a,b) ∈ ω2: a = b}, and {(a,b) ∈ ω2: a > b}. If
it contains the ﬁrst, it is U ⊗ V by the theorem; if it contains the third, it is τ (V ⊗ U) by the discussion above; and it
cannot contain the second because U and V are distinct. So we get item (2) of the corollary. Conversely, given item (2)
of the corollary, we know that the two ultraﬁlters there must be U ⊗ V and τ (V ⊗ U), because these have the required
projections. The latter does not contain {(a,b): a < b}, so only the former can contain all the sets in item (2) of the theorem.
That is, these sets generate U ⊗ V .
Finally, we connect item (3) of the corollary with item (5) of the theorem. Suppose ﬁrst that U and V are P-points and
not nearly coherent. Then, given any ﬁnite-to-one maps f , g : ω → ω, we have f (U) = g(V), so we can ﬁnd a set X that is
in f (U) but not in g(V). Let A = f −1(X) and B = g−1(ω − X). Then A ∈ U , B ∈ V , and f (A) is disjoint from g(B). Thus,
item (5) of the theorem holds (even without the hypothesis a < b). Since our assumption about U and V is symmetric, we
also have item (5) of the theorem with U and V interchanged.
Conversely, suppose we have item (5) of the theorem both as stated and with U and V interchanged. In particular, we
have that both U and V are P-points. Furthermore, given any ﬁnite-to-one functions f , g : ω → ω, we have sets A1 ∈ U and
B1 ∈ V as given by (5) and sets B2 ∈ V and A2 ∈ U as given by the interchanged version of (5). Let A3 ∈ U and B3 ∈ V
be disjoint (as U and V are distinct ultraﬁlters). Let A = A1 ∩ A2 ∩ A3 and B = B1 ∩ B2 ∩ B3. Then A ∈ U and B ∈ V .
Furthermore, if a ∈ A and b ∈ B and f (a) = g(b), then we cannot have a < b because of our choice of A1 and B1, we cannot
have b < a because of our choice of A2 and B2, and we cannot have a = b because of our choice of A3 and B3. That is, we
can never have a ∈ A, b ∈ B , and f (a) = g(b); in other words, f (A) and g(B) are disjoint, which means that f (U) cannot
equal g(V). Since f and g were arbitrary ﬁnite-to-one functions, it follows that U and V are not nearly coherent. 
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〈V,U〉 is not. In this situation, one possibility is that U is not a P-point (while V must be a P-point by Theorem 19). The
only other possibility is described by the following corollary, which uses only the equivalence between items (1) and (4) in
Theorem 19.
Corollary 22. Let U and V be ultraﬁlters such that U is a P-point. Then the following are equivalent.
(1) 〈U ,V〉 is homogenic but 〈V,U〉 is not.
(2) (a) V is a P-point, and
(b) there exists h : ω → ω such that, for every A ∈ U , B ∈ V , there exist a ∈ A and b ∈ B with b < a h(b), but
(c) for every h : ω → ω there exist A ∈ U , B ∈ V such that no a ∈ A and b ∈ B satisfy a < b h(a).
Of course, we could formulate similar corollaries using the other equivalent items in Theorem 19, but the formulation
we chose will be particularly useful because it will allow us to invoke some results from [2]. Speciﬁcally, item (2)(b) of the
corollary occurs, in Theorem 5.4 of [2], as an equivalent characterization of the inequality I(V)  I(U). We shall not need
the meaning of this inequality or of the I that occurs in it; consider them black boxes except for the information, which
we shall use below, that  is a pre-order. Also, the characterization in Theorem 5.4, like much of [2], is phrased in model-
theoretic terms, but unpacking the relevant deﬁnitions (which are given in Section 2 of [2]) and applying the compactness
theorem of ﬁrst-order logic, one easily converts the model-theoretic formulation in [2] to the combinatorial form in (2)(b)
of the present corollary.
Since (2)(c) is the negation of (2)(b) with U and V interchanged, we can summarize item (2), in the notation of [2], as
“V is a P-point and I(V) < I(U)”. In particular, we have the following consequence.
Corollary 23. Let 〈U1, . . .Un〉 be a ﬁnite sequence of n  2 ultraﬁlters in which each consecutive pair 〈Ui,Ui+1〉 (for 1  i < n) is
homogenic. Suppose U1 = Un. Then either
(1) all of the Ui are equal (and therefore selective), or
(2) for at least one i, 〈Ui+1,Ui〉 is homogenic and Ui+1 = Ui .
Proof. Suppose the hypotheses hold but both alternatives in the conclusion fail. Because each 〈Ui,Ui+1〉 is homogenic,
Theorem 19 tells us that all the U ’s in the sequence, except possibly U1, are P-points. And then U1 is also a P-point, because
it equals Un . So Corollary 22 applies; together with the discussion following it, it shows that the sequence 〈I(U1), . . . , I(Un)〉
is strictly decreasing except where Ui = Ui+1. That, together with the fact that not all of the Ui are equal, implies that
I(Un) < I(U1), contrary to the assumption that U1 = Un . 
4. Partitions of ﬁnite sets
In this section we characterize the homogenic sequences of ﬁnite lengths greater than two. It turns out that the charac-
terization reduces to the case of length two, already treated in the preceding section.
Proposition 24. If a ﬁnite sequence of ultraﬁlters is homogenic, then so is any subsequence of consecutive ultraﬁlters from that se-
quence.
Proof. Let the given homogenic sequence be 〈U1,U2, . . . ,Un〉. Consider any subsequence of k consecutive terms 〈Ui+1, . . . ,
Ui+k〉. To show that the latter is homogenic, consider an arbitrary partition F : [ω]k → 2 of [ω]k into two pieces. Using F ,
deﬁne a partition G of [ω]n into two pieces by
G
({x1 < · · · < xn}
)= F ({xi+1 < · · · < xi+k}
)
,
and use the assumption about 〈U1,U2, . . . ,Un〉 to ﬁnd sets A(U), one for each U in this sequence, such that G({x1 < · · ·
< xn}) has the same value, say v , for all {x1 < · · · < xn} ∈ [ω]n such that each x j ∈ A(U j).
Choose elements x1 < x2 < · · · < xi with each x j ∈ A(U j). Then, for each ultraﬁlter U in the subsequence 〈Ui+1, . . .Ui+k〉,
let B(U) ∈ U be the set of elements of A(U) that are larger than xi . Of course, B(U) ∈ U because U is non-principal. I claim
that F takes the same value v on all k-element sets {xi+1 < · · · < xi+k} such that each x j ∈ B(U j) for i < j  i + k; this will
complete the proof of the proposition.
Given any such xi+1 < · · · < xi+k , we can extend this sequence to one of length n by putting the previously chosen
x1 < · · · < xi before it (the resulting sequence is still increasing because elements of B(U) are larger than xi) and putting
suitable elements xi+k+1 < · · · < xn after it. Here “suitable” means that each x j should be in A(U j) and that the sequence
should remain increasing. Such suitable elements can easily be found, inductively, since each A(U) is inﬁnite. As a result,
we have
F
({xi+1 < · · · < xi+k}
)= G({x1 < · · · < xn}
)= v,
as claimed. 
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sequence. If the subsequence had gaps, then, when enlarging {xi+1 < · · · < xi+k} to {x1 < · · · < xn}, we would need to put
additional elements not only at the beginning and the end but also in the middle of the sequence. Those elements would
have to be properly ordered relative to the already given x’s, and they would have to come from the right sets A(U). But
A(U) might not have elements in the required interval, and so the proof would break down. Indeed, we shall see later that
it is (assuming the continuum hypothesis) possible to have 〈U ,V,U〉 homogenic while 〈U ,U〉 is not homogenic (i.e., while
U is not selective).
The following theorem, combined with the results of the preceding section, completely characterizes the ﬁnite homogenic
sequences of ultraﬁlters.
Theorem 26. For any ﬁnite sequence 〈U1, . . . ,Un〉 of non-principal ultraﬁlters on ω, the following are equivalent.
(1) 〈U1, . . . ,Un〉 is homogenic.
(2) The sets
• ωi−1 × A × ωn−i with 1 i  n and A ∈ Ui , and
• {(a1, . . . ,an) ∈ ωn: a1 < · · · < an}
generate an ultraﬁlter on ωn (namely U1 ⊗ · · · ⊗ Un).
(3) Each pair of consecutive ultraﬁlters 〈Ui,Ui+1〉 (for 1 i < n) is homogenic.
Of course this list of equivalent properties can be lengthened by applying Theorem 19 to the pairs in item (3).
Convention 27. Ordered n-tuples (a1,a2,a3, . . . ,an) are in trivial one-to-one correspondence with nested pairings, such as
(. . . ((a1,a2),a3), . . . ,an) or (a1, (a2, (a3, . . . ,an))). Often, one of these nested pairings is used as the deﬁnition of ordered n-
tuples, but in any case all of these bijections are usually omitted from the notation. We follow this convention and therefore
identify, for example, ωn with ωi × ωn−i for each i  n. A consequence of this identiﬁcation is that the ⊗ operation on
ultraﬁlters becomes associative and therefore item (2) in Theorem 26 is unambiguous.
Proof of Theorem 26. The equivalence between items (1) and (2) is proved just as in Theorem 19. This includes the obser-
vation that the alleged generators in item (2) are all in U1 ⊗ · · · ⊗ Un , so, if they generate an ultraﬁlter, then it must be this
ultraﬁlter. The implication from (1) to (3) is a special case of Proposition 24. So it remains to prove that (3) (or any of its
many equivalents via Theorem 19) implies (2).
For this purpose, we begin by ﬁnding a convenient set of generators for the ultraﬁlter U1 ⊗ · · · ⊗ Un . Iterated application
of Corollary 12 yields the following ﬁrst step in this direction.
Lemma 28. The ultraﬁlter U1 ⊗ · · · ⊗ Un is generated by the sets
• A × ωn−1 for all A ∈ U1 , and
• {(a1, . . . ,an): h(a1, . . . ,ai−1) < l(ai)} for all i from 2 to n, all h : ωi−1 → ω, and all l : ω → ω that are not constant on any set
in Ui .
Proof. We proceed by induction on n, the result being trivial for n = 1. For the induction step, we apply Corollary 12 with
U = U1 ⊗ · · · ⊗ Un−1 and V = Un . We obtain, as generators for the desired ultraﬁlter, the sets B × ω for B ∈ U and the sets
{(a1, . . . ,an): h(a1, . . . ,an−1) < l(an)} for h : ωn−1 → ω and for l : ω → ω not constant on any set in Un . The sets of this
latter sort are among the alleged generators listed in the lemma (with i = n). As for the sets of the former sort, B × ω for
B ∈ U , we may as well restrict B to range over some base B for U , since each set B × ω for B ∈ U has a subset of the
same form with B ∈ B. We choose the base B consisting of the intersections of ﬁnitely many of the generators given by the
induction hypothesis. That is, B is the intersection of ﬁnitely many sets of the forms listed in the lemma with n replaced by
n− 1. But then B × ω is the intersection of ﬁnitely many sets of the forms listed in the lemma (without changing n). 
The generators provided by the preceding lemma can be simpliﬁed, by having h depend only on ai−1, not on all the
preceding components a j , provided we arrange for the tuple of a’s to be increasing.
Lemma 29. The ultraﬁlter U1 ⊗ · · · ⊗ Un is generated by the sets
• A × ωn−1 for all A ∈ U1 ,
• {(a1, . . . ,an): a1 < · · · < an}, and
• {(a1, . . . ,an): h(ai−1) < l(ai)} for all i from 2 to n, all h : ω → ω, and all l : ω → ω that are not constant on any set in Ui .
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Lemma 28 includes a ﬁnite intersection of generators from Lemma 29. Consider a generator X from Lemma 28 that is not
among those in Lemma 29, say X = {(a1, . . . ,an): h(a1, . . . ,ai−1) < l(ai)}. Deﬁne h′ : ω → ω by
h′(x) = max{h(a1, . . . ,ai−1): a1, . . .ai−1  x
}
.
It then follows immediately from the deﬁnitions that X includes
{
(a1, . . . ,an): h
′(ai−1) < l(ai)
}∩ {(a1, . . . ,an): a1 < · · · < an
}
,
the intersection of two sets from among those listed in Lemma 29. 
We can now complete the proof of Theorem 26 by assuming item (3) and deducing item (2). Since the sets listed in
item (2) are in U1 ⊗· · ·⊗Un , it suﬃces to prove that each of the generators given by Lemma 29 includes a ﬁnite intersection
of sets listed in item (2) of the theorem. Among the generators from Lemma 29, the only ones that are not themselves listed
in the theorem are those of the last sort, {(a1, . . . ,an): h(ai−1) < l(ai)} with h, l : ω → ω and l not constant on any set in Ui .
Consider, therefore, any such set. It has the form ωi−2 × X × ωn−i , where X = {(a,b) ∈ ω2: h(a) < l(b)}. To complete the
proof, we must ﬁnd a subset of ωi−2 × X × ωn−i that is the intersection of ﬁnitely many of the alleged generators from
item (2) of the theorem.
Since X ∈ Ui−1 ⊗ Ui , and since 〈Ui−1,Ui〉 is homogenic, Theorem 19 tells us that X has a subset that is the intersection
of ﬁnitely many sets of the forms
• A × ω with A ∈ Ui−1,
• ω × B with B ∈ Ui , and
• {(a,b) ∈ ω2: a < b}.
Taking cartesian products with ωi−2 on the left and with ωn−i on the right, we ﬁnd that ωi−2 × X × ωn−i includes the
intersection of ﬁnitely many sets of the forms
• ωi−2 × A × ωn−i+1 with A ∈ Ui−1,
• ωi−1 × B × ωn−i with B ∈ Ui , and
• {(a1, . . . ,an) ∈ ωn: ai−1 < ai}.
The ﬁrst two of these three sorts of sets are among the generators listed in item (2) of Theorem 26, while the third is a
superset of the listed set {(a1, . . . ,an) ∈ ωn: a1 < · · · < an}. 
To keep a promise made at the end of Remark 25, we recall that the continuum hypothesis implies the existence of 22
ℵ0
selective ultraﬁlters as well as the existence of P-points that are not selective. Let U be a non-selective P-point. Since there
are only 2ℵ0 functions f : ω → ω, let V be a selective ultraﬁlter that is not of the form f (U) for any f . It easily follows
that U and V are not nearly coherent. By Corollary 21, both 〈U ,V〉 and 〈V,U〉 are homogenic. By Theorem 26, 〈U ,V,U〉
is homogenic. But, since U is not selective, 〈U ,U〉 is not homogenic. Thus, Proposition 24 cannot be improved by omitting
“consecutive”.
5. Partitions of inﬁnite sets
In this section, we extend our results to partitions of [ω]ω . As indicated earlier, the axiom of choice provides partitions
that have no inﬁnite homogeneous sets, so we must restrict attention to suitably deﬁnable partitions. As in the case of the
partition theorems of Silver [15] and Mathias [13], analytic partitions are suitable for work in ZFC. (Actually, the larger class
of partitions into C-sets works as well, but we use analytic sets since they are more widely known. If we used not only ZFC
but certain large cardinal axioms, then larger classes of partitions would work.)
Theorem 30. For any ω-sequence 〈U0,U1, . . .〉 of non-principal ultraﬁlters on ω, the following are equivalent.
(1) 〈U0,U1, . . .〉 is homogenic for analytic partitions.
(2) 〈U0,U1, . . .〉 is homogenic for partitions of [ω]ω into two clopen subsets.
(3) For each i ∈ ω, the pair 〈Ui,Ui+1〉 is homogenic.
Proof. Since clopen sets are analytic, (1) implies (2). To prove that (2) implies (3), proceed as in the proof of Proposition 24.
To any partition F : [ω]2 → 2, associate the clopen partition G : [ω]ω → 2 deﬁned by
G
({x0 < x1 < · · ·}
)= F ({xi, xi+1}
)
.
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be the set of elements of A(Ui) that are larger than xi−1 and similarly for Ui+1. Then check that B(Ui) and B(Ui+1) are
jointly homogeneous for F .
It remains to prove that (3) implies (1), so assume (3) and let a partition of [ω]ω into an analytic piece X and a co-
analytic piece [ω]ω − X be given. We shall usually not distinguish between a subset of ω and its enumeration in increasing
order. We shall always write elements of [ω]ω as x = {x0 < x1 < x2 < · · ·}, so xi denotes the (i + 1)th element of x in
increasing order, and x  n denotes the set {x0 < · · · < xn−1} of the ﬁrst n elements of x.
According to Theorem 19, our assumption (3) implies that all of the Ui with the possible exception of U0 are P-points.
And of course the exception occurs only if the ultraﬁlter U0 does not occur again later in the given sequence. We shall refer
to this exceptional situation as the 0-exception.
The ﬁrst major step toward the proof of our theorem is Corollary 3.2 of [3]. That corollary involves a family of ultraﬁlters
〈Us〉 indexed by ﬁnite subsets s of ω. We apply it by taking as Us the ultraﬁlter U|s| from our sequence, where |s| is the
cardinality of s. Then Corollary 3.2 provides, for each ﬁnite subset s of ω, a set B(s) ∈ U|s| such that X contains all or none
of the sets x ∈ [ω]ω for which
xn ∈ B(x  n) for all n ∈ ω.
Our task, therefore, is to ﬁnd sets A(U) ∈ U for all U that occur in the given sequence, such that the last displayed condition
is satisﬁed by all x for which each xn is in A(Un). In other words, instead of having homogeneity ensured by membership
conditions xn ∈ B(x  n) that depend on all the preceding elements of x, we want to have homogeneity ensured by member-
ship conditions xn ∈ A(Un) that depend only on the position n of the term xn in x, and indeed depend on n only through Un
(i.e., two n’s with the same Un must have the same A(Un)). So we shall seek to make the membership conditions gradually
more and more uniform.
For each natural number t and each ultraﬁlter U that occurs in our given sequence, deﬁne
C(t,U) =
⋂{
B(s): s ∈ [ω]<ω, max(s) t, and U|s| = U
}
.
(We interpret max(∅) as −1.) Notice that the sets B(s) that are being intersected here are all in U (because of the clause
U|s| = U ) and that there are only ﬁnitely many of them (because of the clause max(s) t). Therefore, C(t,U) ∈ U . Further-
more, if x satisﬁes the conditions
xn ∈ C(xn−1,Un) for all n ∈ ω
(where we interpret x−1 as −1 so that, when n = 0, C(x−1,U0) means B(∅)) then it also satisﬁes the earlier conditions
involving B , since C(xn−1,Un) ⊆ B(x  n). Thus, X contains all or none of the x’s that satisfy the C conditions.
Recall that, apart from the 0-exception, all our ultraﬁlters U are P-points. So we can ﬁnd, for each U in our sequence, a
single set D(U) that is almost included in C(t,U) for each t . (See the comment immediately after Deﬁnition 8 of P-points.)
If we had “included” rather than “almost included” here, the proof would be complete; unfortunately, considerable work is
still needed because of this “almost”. We handle the 0-exception (if it occurs, i.e., if U0 never occurs again in our sequence)
by setting D(U0) = C(−1,U0) = B(∅); but if U0 does occur again in our sequence, then it is a P-point and is handled just
like any other Un .
For each of our ultraﬁlters U , we have a function hU : ω → ω, assigning to each t ∈ ω a strict upper bound of the ﬁnite
set D(U) − C(t,U). Then the C conditions above are consequences of the following D conditions (perhaps more accurately
called “D and h conditions”):
xn ∈ D(Un) and xn  hUn(xn−1) for all n ∈ ω.
We can simplify this by using a single function h instead of a different hU for each U . To see this, notice that, for any
ﬁxed t , the D conditions use hUn (t) only for that n, if any, whose xn−1 is t . Of course, that n depends on x, but, since x is
always an increasing sequence, we always have n− 1 xn−1 and so n t + 1. Let us therefore deﬁne
h(t) = max{hUn(t): n t + 1
}
and observe that the new D condition
xn ∈ D(Un) and xn  h(xn−1) for all n ∈ ω,
implies the old one. So X contains all or none of the x’s that satisfy this new D condition.
Invoking our assumption (3), that 〈Un−1,Un〉 is homogenic and invoking Theorem 19, particularly items (1) and (4), we
see that the inequality xn  h(xn−1) will, since xn−1 < xn in any case, be a consequence of the requirements xn−1 ∈ E+n−1 and
xn ∈ E−n for suitable sets E+n−1 ∈ Un−1 and E−n ∈ Un . (The notation is chosen so that the subscript of E tells which ultraﬁlter
it must be in while the superscript tells whether it comes from the inequality involving that subscript and a larger one or
a smaller one.) Choose such E sets for all n, and deﬁne
E(n) = E+ ∩ E− ∩ D(Un).n n
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xn ∈ E(n) for all n ∈ ω.
This last step may seem to have gone in the wrong direction. If Um = Un , then the associated D sets are the same,
D(Um) = D(Un), which is what we ultimately want, but the E sets may be different; there is no reason to expect
E(m) = E(n). Indeed, the E sets seem unpleasantly similar to the B sets with which we began. There is, however, an
important difference. The B constraint on a particular component xn of x depends on the preceding elements of x, whereas
the E constraint on xn depends only on n. This will make a big difference in the hardest part of the argument ahead.
The remainder of the proof splits into three cases, two easy ones and one requiring more work. We handle the easy ones
ﬁrst.
Case 1. Each ultraﬁlter occurs only ﬁnitely often in the given sequence 〈U0,U1, . . .〉.
In this case, we can set, for each U that occurs in our sequence,
A(U) =
⋂{
E(n): n ∈ ω with Un = U
}
.
By the case hypothesis, we are intersecting only ﬁnitely many sets E(n) ∈ U here, so A(U) ∈ U . And the A condition
xn ∈ A(Un) for all n ∈ ω,
obviously implies the E condition. Therefore, X contains all or none of the sets x that satisfy the A condition. The proof is
complete in this case.
To conveniently distinguish the remaining two cases, we call an integer n a gap if not only the pair 〈Un,Un+1〉 but also
the reversed pair 〈Un+1,Un〉 is homogenic. (The reason for the terminology will become clearer when we make use of gaps
in Case 3.)
Case 2. Some U occurs inﬁnitely often in our sequence, but there are only ﬁnitely many gaps.
Let U be a particular ultraﬁlter that occurs inﬁnitely often among our Un ’s, and pick a particular occurrence of it that
comes after all of the ﬁnitely many gaps. The ﬁnal segment of our sequence, starting at this occurrence of U , can be
broken into ﬁnite intervals, each stretching from one occurrence of U to the next. Each of these ﬁnite intervals satisﬁes
the hypotheses of Corollary 23 and therefore must satisfy one of the two alternatives in the conclusion. It does not satisfy
alternative (2), because there are no gaps in it, so it must satisfy alternative (1). This means that all the ultraﬁlters in it are
equal to U and that U is selective.
We have thus shown, in Case 2, that there is a single selective ultraﬁlter U that is Un for all suﬃciently large n. All other
ultraﬁlters V in our sequence occur only ﬁnitely often. For these other V ’s, we can proceed as in Case 1, deﬁning A(V) to
be the intersection of the E(n)’s for the ﬁnitely many n such that Un = V . For U , our deﬁnition of A(U) will take advantage
of the fact that U , being selective, enjoys the Ramsey property.
Partition [ω]2 into two pieces by putting {a < b} into the ﬁrst piece if and only if b ∈ E(k) for all k  a + 1 such that
E(k) ∈ U . Let H ∈ U be homogeneous for this partition. If all pairs {a < b} ∈ [H]2 were in the second class, then, letting c be
the ﬁrst element of H , we would have that every b ∈ H − {c} is outside the intersection of the sets E(k) ∈ U with k c + 1.
But this is absurd, as both H −{c} and this intersection of E sets are in U . We conclude, therefore, that all pairs from H are
in the ﬁrst class of our partition.
Let N be so large that Un = U for all n N . Then the E condition xn ∈ E(n) will be satisﬁed for n > N provided both xn−1
and xn are in H . Indeed, the homogeneity of H for the ﬁrst partition class will ensure that xn ∈ E(k) whenever E(k) ∈ U
and k xn−1 +1. Because x is enumerated in increasing order, we have xn−1  n−1, and so n is one of these k’s. Therefore,
we have xn ∈ E(n), as required by the E condition.
This handles the E condition for n > N; we must still deal with smaller n, but there are only ﬁnitely many of these, so
we can proceed as in Case 1. Set
A(U) = H ∩
⋂{
E(n): n N and En ∈ U
}
.
Then the A condition implies the E condition for all n, and so the proof is complete in Case 2.
Case 3. There are inﬁnitely many gaps.
As in the construction of the D sets from the C sets, we can use the fact that each Un (apart from a possible 0-exception)
is a P-point to ﬁnd sets F (U) ∈ U and a function h′ : ω → ω such that, whenever x ∈ F (Un) and x  h′(n), then x ∈ E(n).
(The prime on the h is not so much to distinguish it from the h used earlier, in connection with D , since that h can now be
forgotten, but rather to distinguish it from another h yet to come.) Increasing the values of h′ if necessary, we assume that
it is an increasing function. If there is a 0-exception, set F (U0) = E(0). It is easy to check that the F condition
xn ∈ F (Un) and xn  h′(n) for all n ∈ ω,
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tant difference. In the D condition, the argument of h was xn−1; in the F condition, the argument of h′ is n.)
Let g : ω → ω be the function that maps any x ∈ ω to the ﬁrst gap that is strictly greater than x; the case hypothesis
makes g well-deﬁned. Let h(x) = h′(g(x)).
Lemma 31. Suppose x satisﬁes the conditions:
• xn ∈ F (Un) for all n ∈ ω,
• if q is the ﬁrst gap then xn > h′(q) for all n ∈ ω, and
• xn+1 > h(xn) whenever n is a gap.
Then the F condition holds. X contains all or none of the x’s that satisfy these conditions.
Proof. We need only verify the F condition, since we already know that it implies homogeneity. Half of the F condition is
contained in the hypothesis of the lemma, so we need only verify that xn  h′(n) for all n. This holds by assumption if n q
(since h′ is increasing), so we need only consider values of n that are strictly larger than the ﬁrst gap q. Given such an n,
let m be the last gap strictly before n. Then
xn  xm+1 > h(xm) = h′
(
g(xm)
)
 h′
(
g(m)
)
 h′(n),
where we used successively the choice of m; the third hypothesis of the lemma; the deﬁnition of h; the fact that h′
is increasing and xm  m because x is increasing; and the deﬁnition of g , the monotonicity of h′ , and the choice of m
again. 
Remark 32. The second condition of the lemma could be expressed more succinctly as x0 > h′(q), since xn  x0 for all n.
Usually, h will be a very rapidly growing function, so the inequality xn+1 > h(xn) in the third condition of the lemma
says that there is a lot of room between xn and xn+1 when n is a gap. This (and brevity) motivated the choice of the word
“gap”.
Our goal, for the rest of this proof, is to ﬁnd sets A(U) ∈ U such that, for any x ∈ [ω]ω , if xn ∈ A(Un) for all n, then the
hypotheses of Lemma 31 are satisﬁed. Such sets A(U) will, according to the lemma, witness the truth of the theorem.
We can safely ignore the second hypothesis of the lemma, for if we achieve our goal as far as the ﬁrst and third
hypotheses are concerned, then we can satisfy the second hypothesis as well, simply by removing all numbers  h(q) from
all the sets A(U). We therefore concentrate on achieving the ﬁrst and third hypotheses.
As in the proof of the implication from (5) to (4) in the proof of Theorem 19, partition ω into consecutive ﬁnite intervals
Ik such that h(x) is always in the same interval as x or the next interval or earlier. As before, let f : ω → ω take the value
k on I2k ∪ I2k+1. We intend to ﬁnd sets G+(U) ∈ U , one for each U in our sequence, such that if U and V are not nearly
coherent then f (G+(U)) and f (G+(V)) are disjoint. This means that an element a ∈ G+(U) and an element b ∈ G+(V)
cannot lie in the same interval Ik and if they lie in adjacent intervals Ik and Ik+1 then k must be odd. Repeating the
argument with a new function f ′ that takes the value k on I2k−1 ∪ I2k , we shall ﬁnd sets G−(U) ∈ U such that, whenever
U and V are not nearly coherent then an element a ∈ G−(U) and an element b ∈ G−(V) cannot lie in the same interval Ik
and if they lie in adjacent intervals Ik and Ik+1 then k must be even.
Suppose temporarily that we had such sets G±(U). Then we would set
A(U) = F (U) ∩ G+(U) ∩ G−(U)
and complete the proof of the theorem as follows. Suppose x satisﬁes the A condition, xn ∈ A(Un) for all n. It suﬃces to ver-
ify that x also satisﬁes the ﬁrst and third hypotheses of Lemma 31. The ﬁrst hypothesis is immediate, since A(Un) ⊆ F (Un).
To verify the third hypothesis, suppose that n is a gap; we must show that xn+1 > h(xn). Because n is a gap, Corollary 21
says that Un and Un+1 are not nearly coherent. Since xn ∈ A(Un) ⊆ G+(Un) ∩ G−(Un) and similarly for xn+1, the properties
of G± imply that xn and xn+1 cannot be in the same interval Ik or in adjacent ones. Our choice of the intervals and the fact
that xn < xn+1 then imply that h(xn) < xn+1, as required.
Thus, the proof of the theorem would be complete if we had the sets G±(U). We now explain how to get the G+ sets
from the function f used above to describe them; the same argument with the second function f ′ will produce the G−
sets.
We shall obtain G+(U) as f −1(H(U)) for appropriate sets H(U) ∈ f (U). We must choose these H sets so that, when U
and V are not nearly coherent, then f (G+(U)) and f (G+(V)) are disjoint. For this, it suﬃces to ensure that H(U) and H(V)
are disjoint. The following lemma assures us that we can do this; the lemma is known, but we provide a proof anyway. We
ignore the possibility of a 0-exception, because if it arises then A(U0) can easily be deﬁned directly.
Lemma 33. Let Wk for k ∈ ω be countably many distinct P-points. There exist pairwise disjoint sets Hk ∈ Wk.
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because (apart from a 0-exception that we ignore) the Un ’s are. So the lemma applies and gives us sets Hk . We then deﬁne
H(U) to be Hk for the unique k such that Wk = f (U). If U and V are not nearly coherent then, since f is ﬁnite-to-one,
f (U) and f (V) are distinct W ’s, and so the corresponding H ’s will be disjoint, as required.
Proof of Lemma 33. Given the P-points Wk , choose, for each k = l, sets Xkl ∈ Wk and Xlk ∈ Wl with Xkl ∩ Xlk = ∅. This can
be done because Wk and Wl are distinct ultraﬁlters. (The notation is chosen so that the ﬁrst subscript tells which ultraﬁlter
the set belongs to.) Because the W ’s are P-points, we can ﬁnd, for each k, a set Yk ∈ Wk that is almost included in each Xkl .
Then Yk is almost disjoint from (i.e., has at most a ﬁnite intersection with) each Xlk (where the second subscript matches
the subscript of Y ). In particular, Yk is in none of the ultraﬁlters Wl for l = k. Thus, each Wk contains not only Yk but also
ω − Yl for all l = k. Set
Hk = Yk ∩
⋂
l<k
(ω − Yl).
Then, as the intersection of ﬁnitely many sets from Wk , Hk is in Wk . And for distinct k and l, say with l < k, Hk and Hl are
disjoint, because the former is included in ω − Yl and the latter in Yl . 
This completes the proof of the theorem. 
Corollary 34. Suppose 〈U0,U1, . . .〉 is an ω-sequence of ultraﬁlters with the following weaker form of homogenicity for analytic (or
merely for clopen) partitions of [ω]ω . Given any such partition, there are sets An ∈ Un (so Am and An can be different even if Um = Un)
such that one piece of the partition contains all x for which xn ∈ An for all n. Then 〈U0,U1, . . .〉 is homogenic for analytic partitions.
Proof. The weaker form of homogenicity suﬃces to establish item (3) in Theorem 30, because there only two ultraﬁlters
are involved, so if they happen to be equal then we can simply intersect the two An ’s. But then the theorem applies and
gives us item (1), homogenicity for analytic partitions. 
Let us return to the special, strictly alternating, situation discussed in the introduction. The result from [3] quoted
there as Theorem 1 says that, if U and V are non-isomorphic, selective ultraﬁlters, then the strictly alternating sequence
〈U ,V,U ,V . . .〉 is homogenic for analytic partitions. Theorem 30 says that this sequence is homogenic for analytic partitions
if and only both 〈U ,V〉 and 〈V,U〉 are homogenic. And Corollary 21 says that this happens, for distinct U and V , if and
only if they are non-nearly-coherent P-points. (If U and V are equal, then Corollary 18 gives the characterization that U
must be selective.)
The “alternating in pairs” situation, also mentioned in the introduction, concerns the sequence 〈U ,U ,V,V,U , . . .〉 in
which pairs of U ’s alternate with pairs of V ’s. For this sequence, with distinct U and V , to be homogenic for analytic
partitions, we need homogenicity of all four of 〈U ,U〉, 〈V,V〉, 〈U ,V〉, and 〈V,U〉. The ﬁrst two of these require U and V
to be selective (Corollary 18); the last two require them to be non-nearly-coherent P-points (Corollary 21). Remembering
that all selective ultraﬁlters are P-points and that near-coherence is, for selective ultraﬁlters, the same as isomorphism, we
simplify the requirements to say that U and V must be non-isomorphic selective ultraﬁlters.
Clearly, Theorems 30 and 19 and the corollaries suﬃce for a similar analysis of any pattern of alternation. For example,
if we alternate pairs of U ’s with single V ’s, then (assuming U and V are distinct) the requirements for the sequence to be
homogenic for analytic partitions are that U must be selective, V must be a P-point, and U = f (V) for all f .
6. Union ultraﬁlters
This section is connected to the rest of the paper only by the prominent role played by P-points that are not nearly
coherent. It is, however, directly connected to the rest of this volume because it involves work of Neil Hindman.
Notation 35. We write F for the set of ﬁnite, non-empty subsets of ω. If A ⊆ F, then FU(A) is the set of all unions of ﬁnite,
non-empty subfamilies of A. If, in addition, A is inﬁnite and its members are pairwise disjoint, then we call FU(A) an FU-set.
Deﬁnition 36. An ultraﬁlter U on F is called a union ultraﬁlter if it has a basis consisting of FU-sets.
Binary notation for integers yields a more or less canonical bijection between F and the set of positive integers, sending
any s ∈ F to ∑n∈s 2n . The binary operation of union on F corresponds to addition of integers as long as we apply the union
operation only to disjoint sets; when the sets are not disjoint, this pleasant behavior is disrupted by the need for carrying
when we add integers in binary notation. Nevertheless, via this binary notation bijection, union ultraﬁlters correspond to
Hindman’s strongly summable ultraﬁlters on ω. See [11] for strongly summable ultraﬁlters and [5] for the equivalence with
union ultraﬁlters, or see [12] for both.
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respectively. As with functions ω → ω, we use the same notation for the induced maps on ultraﬁlters. Thus, for an ultraﬁlter
U on F, max(U) consists of those X ⊆ ω for which max−1(X) ∈ U , and similarly for min.
The following theorem relates union ultraﬁlters to non-nearly-coherent P-points. The P-point part was proved in [5];
only the part about near coherence is new.
Theorem 38. If U is a union ultraﬁlter on F, then max(U) and min(U) are non-nearly-coherent P-points.
Proof. We need only prove the new part, the non-near-coherence. Suppose, therefore, that max(U) and min(U) are nearly
coherent. As was mentioned right after Deﬁnition 9 and proved in [1], it follows that f (max(U)) = f (min(U)) for some
ﬁnite-to-one, non-decreasing f : ω → ω. So there is a partition of ω into ﬁnite intervals, I0 = [0,a0), I1 = [a0,a1), . . . , such
that f is constant on each of these intervals and takes different values on different intervals.
Let E ⊂ F be the set of those s ∈ F such that
∣∣{k: Ik ∩ s = ∅}
∣∣ is even.
Since U is an ultraﬁlter, it must contain E or F− E . Furthermore, since U is a union ultraﬁlter, there must be an inﬁnite
family A of pairwise disjoint members of F such that FU(A) ∈ U and FU(A) is either a subset of E or disjoint from E . Fix
such an A.
Suppose, toward a contradiction, that FU(A) is disjoint from E; so each set in FU(A) meets an odd number of intervals Ik .
Let s be any member of A. Then the union of those Ik ’s that meet s is ﬁnite and therefore meets only ﬁnitely many elements
of A. Let t be an element of A other than these ﬁnitely many. Then {k: Ik ∩ (s∪ t) = ∅} is the disjoint union of {k: Ik ∩ s = ∅}
and {k: Ik ∩ t = ∅}. But all three of these sets have odd cardinalities, since s, t , and s ∪ t are all in FU(A). We have reached
the contradiction that an odd number is the sum of two odd numbers, and so we conclude that FU(A) ⊆ E .
Consider the image max[A] of A under the function max. (We use square brackets to avoid a possible misreading as
“the largest element of A”.) It equals max[FU(A)], which lies in max(U). And therefore f (max[A]) ∈ f (max(U)). Similarly
f (min[A]) ∈ f (min(U)). But f was chosen to witness near-coherence, i.e., f (max(U)) = f (min(U)). Therefore, f (max[A])
and f (min[A]) must intersect. That is, there is an interval I j that meets both max[A] and min[A]. Let s, t ∈ A with max(s)
and min(t) both in I j . As before, {k: Ik ∩ (s ∪ t) = ∅} is the union of {k: Ik ∩ s = ∅} and {k: Ik ∩ t = ∅}, but this time the
latter two sets are not disjoint; they certainly have j in common.
They have no other k in common. Since max(s) ∈ I j , s does not meet Ik for any k > j, and since min(t) ∈ I j , t does not
meet Ik for any k < j. So {k: Ik ∩ s = ∅} and {k: Ik ∩ t = ∅} have exactly one member, j, in common. But they both have
even cardinalities, and so does their union. This contradiction completes the proof of the theorem. 
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