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ON THE NEGATIVE SPECTRUM OF THE TWO-DIMENSIONAL
SCHRO¨DINGER OPERATOR WITH RADIAL POTENTIAL
A. LAPTEV AND M. SOLOMYAK
Abstract. For a two-dimensional Schro¨dinger operator HαV = −∆−αV with the ra-
dial potential V (x) = F (|x|), F (r) ≥ 0, we study the behavior of the number N−(HαV )
of its negative eigenvalues, as the coupling parameter α tends to infinity. We obtain
the necessary and sufficient conditions for the semi-classical growth N−(HαV ) = O(α)
and for the validity of the Weyl asymptotic law.
1. Introduction
Let HαV stand for the Schro¨dinger operator
(1.1) HαV = −∆− αV
on Rd. We suppose that V ≥ 0, and α > 0 is the coupling constant.
We write N(−γ2,HαV ) for the number of eigenvalues of HαV (bound states), lying on
the left of the point λ = −γ2, γ ≥ 0, and we denote
(1.2) N−(HαV ) = N(0,HαV ).
If d ≥ 3, the function (1.2) obeys the celebrated Cwikel-Lieb-Rozenblum estimate
(1.3) N−(HαV ) ≤ C(d)αd/2
∫
Rd
V d/2dx, ∀α > 0, d ≥ 3,
under the sole condition that the integral on the right is finite. This estimate is accom-
panied by the Weyl-type asymptotic formula
(1.4) lim
α→∞
α−d/2N(−γ2,HαV ) = (2pi)−dωd
∫
Rd
V d/2dx, γ ≥ 0, d ≥ 3,
under the same assumption V ∈ Ld/2. In (1.4) ωd stands for the volume of the d-
dimensional unit ball. Comparing the estimate (1.3) and the asymptotics (1.4), we see
that the estimate has the correct (semi-classical) order O(αd/2) in the large coupling
constant regime.
In the one-dimensional case it is convenient to consider the Schro¨dinger operator on
the half-line R+:
(1.5) HαGϕ = −ϕ′′ − αGϕ, ϕ(0) = 0.
For this case, an exhaustive description of the potentials guaranteeing the semi-classical
behavior N−(HαG) = O(α1/2) is also known [13], though it is expressed in somewhat
more complicated terms. A simple sufficient condition for such behavior was obtained
as far back as in 1974, see [4], §4.8. The direct analogue of (1.3) is valid only for the
monotone potentials V (Calogero estimate, see e.g. [14]).
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The borderline case d = 2 turns out to be much more difficult, and the exhaustive
description of the potentials V guaranteeing the semi-classical behavior N−(Hα,V ) =
O(α) is unknown till now. Several attempts to describe such class of potentials, see
[3, 10, 15], lead only to some, wide enough, sufficient conditions. Among other papers,
devoted to the 2D-case, we would like to mention [11, 16, 12], though the estimates
obtained there have an incorrect order in the large coupling constant regime. Note that
in [12] the reader finds also a short survey of other relevant results.
The situation changes if we consider the radially symmetric potentials, V (x) = F (|x|).
The first result in this direction was obtained in [9]. It applies to the operators
Hb,αV = −∆ + b|x|−2 − αV, α > 0,
where b > 0 is an arbitrary constant, and states that if d = 2 and V (x) = F (|x|) ≥ 0,
then
(1.6) N−(Hb,αV ) ≤ A(b)α
∫ ∞
0
rF (r)dr,
with an explicitly given constant factor A(b). It is well-known that in R2 any negative
potential generates at least one negative bound state, and therefore, a similar estimate
for b = 0 cannot be valid.
Three years later, in the paper [6], the following important estimate was obtained for
the Hamiltonian (1.1): if d = 2 and V (x) = F (|x|), then
(1.7) N−(HαV ) ≤ 1 + α
∫ ∞
0
rF (r)
∣∣ln r
R
∣∣dr + 2√
3
α
∫ ∞
0
rF (r)dr.
Here R > 0 can be taken arbitrary, and one can minimize the estimate with respect to R.
The results in [9, 6] are formulated for α = 1, but the general case follows immediately
by the substitution F 7→ αF . The proofs in both papers make use of the Lieb-Thirring
estimate for operators in dimension one.
In a standard way, the estimate (1.7) allows one to justify the asymptotic formula
(1.4) for the radial potentials having the finite integrals involved in (1.7). For the 2-
dimensional case and γ = 0 this formula takes the form
(1.8) lim
α→∞
α−1N−(HαV ) =
1
4pi
∫
R2
V dx =
1
2
∫ ∞
0
rF (r)dr.
So, the condition that the integrals in (1.7) are finite is sufficient both for the semi-
classical growth N−(HαV ) = O(α) and for the validity of the Weyl asymptotics (1.8).
However, it is not necessary for either of these properties.
The main goal of this paper is to establish the necessary and sufficient conditions in
these both problems. It turns out that they cannot be formulated in terms of L1-spaces
with weights, as in (1.7), but require the so-called ”weak” `1-space, usually denoted
by `1,∞; see, e.g., [1], §1.3, for more detail. It is important that the conditions for
N−(HαV ) = O(α) and for the validity of (1.8) differ from each other. This is in contrast
with the case of d ≥ 3, where the condition V ∈ Ld/2(Rd) is necessary and sufficient
both for the estimate (1.3) and for the asymptotics (1.4). In this respect we would like
to notice that the existence of potentials on R2, for which N−(HαV ) = O(α) but the
formula (1.8) fails, had been discovered in [3], see Theorem 5.1 there.
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Below we remind the definition of the classes `1,∞. Consider a sequence of real numbers
x = {xn}, n = 1, 2, . . .. One says that this sequence belongs to `1,∞, if
‖x‖1,∞ := sup
ε>0
(
ε#{n : |xn| > ε}
)
<∞.
This is a linear space, and the functional ‖ · ‖1,∞ defines a quasinorm in it. The latter
means that, instead of the standard triangle inequality, this functional meets a weaker
property:
‖x+ y‖1,∞ ≤ c
(‖x‖1,∞ + ‖y‖1,∞),
with some constant c that does not depend on the sequences x,y. This quasinorm defines
a topology in `1,∞; there is no norm compatible with this topology. An equivalent,
and probably more transparent description of ‖x‖1,∞ can be given by the following
property: given a sequence {xn}, let {x∗n} stand for the non-increasing rearrangement of
the sequence {|xn|}. Then
‖x‖1,∞ = sup
n
(nx∗n).
So, a sequence x belongs to the space `1,∞ if and only if the non-increasing rearrangement
of its absolute values decays as O(n−1).
The space `1,∞ is non-separable. Consider its closed subspace `◦1,∞ in which the se-
quences x with only a finitely many non-zero terms form a dense subset. This subspace
is separable, and its elements are characterized by either of the equivalent conditions
x ∈ `◦1,∞ ⇐⇒ ε#{n : |xn| > ε} → 0, ε→ 0; x∗n = o(n−1).
It is clear that `1 ⊂ `◦1,∞ and
(1.9) ‖x‖1,∞ ≤ ‖x‖`1 =
∑
n
|xn|.
The (non-linear) functionals
∆1(x) = lim sup
ε→0
(ε#{n : |xn| > ε}) = lim sup
n→∞
(nx∗n),(1.10)
δ1(x) = lim inf
ε→0
(ε#{n : |xn| > ε}) = lim inf
n→∞
(nx∗n)(1.11)
are well-defined on the space `1,∞, and clearly,
δ1(x) ≤ ∆1(x) ≤ ‖x‖1,∞.
It is also clear that `◦1,∞ = {x ∈ `1,∞ : ∆1(x) = 0}. Note that the values ∆1(x), δ1(x) do
not change if we remove from x any finite number of terms.
To formulate our main results on the estimates for the function N−(HαV ) and on the
Weyl asymptotics, we need some more notation. Denote D0 = (0, 1) and Dk = (e
k−1, ek)
for k ∈ N. Given a locally integrable function G(t) ≥ 0 on the half-line R+, we define
the sequence
(1.12) z(G) = {ζk(G)}k≥0 : ζ0(G) =
∫
D0
G(t)dt, ζk(G) =
∫
Dk
tG(t)dt (k ∈ N).
If G is defined on the whole line R, we consider
(1.13) ẑ(G) = {ζ̂k(G)}k≥0; ζ̂0(G) =
∫ 1
−1
G(t)dt, ζ̂k(G) =
∫
|t|∈Dk
|t|G(t)dt (k ∈ N).
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Theorem 1.1. Let d = 2 and V (x) = F (|x|) ≥ 0. Define an auxiliary one-dimensional
potential
(1.14) GF (t) = e
2|t|F (et), t ∈ R,
and let ẑ(GF ) be the corresponding sequence (1.13). Then N−(HαV ) = O(α) if and only
if V ∈ L1(R2) and ẑ(GF ) ∈ `1,∞. Under these two assumptions the estimate is satisfied:
(1.15) N−(HαV ) ≤ 1 + α
(∫ ∞
0
rF (r)dr + C‖̂z(GF )‖1,∞
)
,
with some constant C independent on F .
Theorem 1.2. Let d = 2, V (x) = F (|x|) ≥ 0, GF (t) be the potential (1.14), and let
ẑ(GF ) be the sequence (1.13). Then the Weyl asymptotic formula (1.8) is satisfied if and
only if V ∈ L1(R2) and ẑ(GF ) ∈ `◦1,∞.
Theorem 1.2 is a particular case of a more general result (Theorem 5.1) that allows
also a non-Weyl type behavior of the function N−(HαV ). We present it in Subsection
5.1.
Now we comment on Theorems 1.1, 1.2.
Remark 1.3. The condition ẑ(GF ) ∈ `1,∞ implies that
∫∞
0
rF (r)dr < ∞ and thus V ∈
L1(R2). Indeed, for k ∈ N we have
ζ̂k(GF ) ≥ ek−1
∫
|t|∈Dk
GF (t)dt.
Any sequence from `1,∞ is bounded, and hence,∫
|t|∈Dk
GF (t)dt ≤ Ce−(k−1).
It follows that the terms on the left form a convergent series. Its sum is equal to∫
R
e2tF (et)dt =
∫ ∞
0
rF (r)dr,
and we are done.
So, for the radial potentials V the inclusion V ∈ L1(R2) follows from the assump-
tion ẑ(GF ) ∈ `1,∞ and hence, could be omitted from the formulation of both theorems.
Respectively, the estimate (1.15) could be replaced by
N−(HαV ) ≤ 1 + Cα‖̂z(GF )‖1,∞.
However, we still consider it useful to mention the condition V ∈ L1(R2) explicitly.
Remark 1.4. Denote G±F (t) = GF (±t), t > 0, then ẑ(GF ) = z(G+F ) + z(G−F ). The
sequence z(G+F ) controls the behavior of F (r) as r →∞, and z(G−F ) does this as r → 0.
In this respect we would like to note that the auxiliary one-dimensional potential G+F
was introduced in the paper [15], where arbitrary (not necessarily radial) potentials V
were considered. The function F was defined as
F (r) =
1
2pi
∫ 2pi
0
V (r, ϑ)dϑ,
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where r, ϑ are the polar coordinates on R2. In [15] some estimates for N−(HαV ) where
obtained. They included the term ‖z(G+F )‖1,∞ as an important ingredient in the right-
hand side. Independently, the same potential G+F appeared in the paper [3], where its
role in the asymptotic formulas for N−(HαV ) was elucidated. The potential G−F did not
appear in the formulations in [15, 3]. This happened, since other assumptions about V ,
stronger than just V ∈ L1, already implied the necessary behavior of F (r) as r → 0. For
instance, in [3] it was assumed that V ∈ Lσ,loc(R2) with some σ > 1. Now, for the radial
potentials, the assumption V ∈ L1 is much weaker, and this makes it necessary to have
an additional restriction on the behavior of F (r), r → 0.
In the next three remarks we compare our results with those of [6], and give some
examples.
Remark 1.5. By the definition (1.13) and the inequality (1.9), we have
‖̂z(GF )‖1,∞ ≤ ‖̂z(GF )‖`1 =
∫ 1
−1
e2tF (et)dt+
∫
|t|>1
|t|e2tF (et)dt
=
∫ ∞
0
rF (r) (1 + (| ln r| − 1)+) dr.
It immediately follows that the estimate (1.15) is stronger than (1.7).
Still, the bound (1.7) has an evident merit, since it estimates the number N−(HαV )
in terms of some explicitly given integrals. In contrast to this, the derivation of (1.15)
makes use of the real interpolation method, which does not allow to specify the optimal
value of C in this estimate.
In this respect we note that the factor 2/
√
3 in (1.7) can be removed. We show this
in Subsection 5.2. The possibility of this removal was formulated in [6] as a conjecture.
Remark 1.6. Consider the function
F (r) =
{
0, r ≤ ee2 ;
r−2(ln r)−2(ln ln r)−1, r > ee
2
.
Then, for t > 2, we have GF (t) = t
−2(ln t)−1, and hence, ζ̂k(GF ) = ln kk−1  k−1 for
large k. According to Theorems 1.1, 1.2, for the potential V (x) = F (|x|) we have
N−(HαV ) = O(α), but the asymptotic formula (1.8) fails. The estimate (1.7) does not
apply to this example.
Remark 1.7. In the previous example, let us multiply F (r) by a bounded function ψ(r)
vanishing as r →∞. For the resulting function Fψ the corresponding sequence ẑ(GFψ)
belongs to the space `◦1,∞ and therefore, for the potential V (x) = F (|x|)ψ(|x|) the esti-
mate (1.15) and the asymptotic formula (1.8) are satisfied. If ψ(r) decays slowly enough,
then
∫∞
0
rF (r)ψ(r)| ln r|dr =∞, and again, the estimate (1.7) does not apply to the po-
tential Fψ.
Acknowledgements. The authors express their gratitude to G. Rozenblum and to the
referees for valuable remarks .
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2. Auxiliary material
The proofs of our basic results mainly follow the line worked out in [3, 15] and [9].
Still, there are some distinctions, and we prefer to give an independent exposition. We
systematically use the variational description of spectra.
2.1. Classes Σ1,Σ
◦
1 of compact operators. Along with the spaces `1,∞, `
◦
1,∞ of num-
ber sequences, we need the corresponding spaces of compact operators in the Hilbert
space. If T is such operator, then, as usual, {sn(T)} stands for the sequence of its singu-
lar numbers, i.e., for the eigenvalues of the non-negative, self-adjoint operator (T∗T)1/2.
We say that T belongs to the class Σ1 if and only if {sn(T)} ∈ `1,∞, and to the class
Σ◦1 if and only if {sn(T)} ∈ `◦1,∞. These are linear, quasinormed spaces with respect to
the quasinorm ‖T‖1,∞ induced by this definition. Evidently, Σ◦1 ⊂ Σ1. The space Σ1 is
non-separable, and Σ◦1 is its separable subspace in which the finite rank operators form a
dense subset. It is clear that the trace class S1 is contained in Σ
◦
1, and ‖T‖1,w ≤ ‖T‖S1 .
Similarly to (1.10), (1.11), we define the functionals
(2.1) ∆1(T) = ∆1({sn(T)}), δ1(T) = δ1({sn(T)}).
The values of these functionals do not change if we add to T any finite rank operator.
Note also that
(2.2) δ1(T) ≤ ∆1(T) ≤ ‖T‖1,∞.
In fact, the spaces Σq,Σ
◦
q of compact operators are well-defined for all q > 0, see [5],
Section 11.6. However, in this paper we are dealing with q = 1 only.
2.2. Birman-Schwinger principle. As it is standard in this type of problems, our
approach is based upon the classical Birman-Schwinger principle. In its general form, it
was stated by Birman [2].
Let Q[u] be a densely defined, positive and closed quadratic form in a Hilbert space
H. Suppose that a real-valued quadratic form b[u] is non-negative and Q-bounded, that
is,
(2.3) b[u] ≤ CQ[u], u ∈ DomQ.
Along with H, consider another Hilbert space HQ, namely the completion of DomQ with
respect to the norm
√
Q[u]. Due to (2.3), the quadratic form b[u] extends by continuity
to the whole of HQ. Denote by Tb the bounded operator in HQ, generated by this
extended quadratic form. Consider also the family of quadratic forms in the original
Hilbert space H, depending on the parameter α > 0:
(2.4) Qαb[u] = Q[u]− αb[u], DomQαb = DomQ.
Proposition 2.1. (Birman-Schwinger principle). Under the above assumptions, suppose
in addition that the operator Tb is compact. Then for any α > 0 the quadratic form (2.4)
is bounded from below and closed, the negative spectrum of the corresponding operator
Ab(α) is finite, and the equality for the number of its negative eigenvalues is satisfied:
(2.5) N−(Ab(α)) = n+(α−1,Tb) = #{n : λn(Tb) > α−1}, ∀α > 0.
Conversely, if the quadratic form Qαb[u] is bounded from below and closed and the
number N−(Ab(α)) is finite for all α > 0, then the operator Tb is compact and (2.5) is
satisfied.
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It follows directly from Proposition 2.1 that the estimate
(2.6) N−(Ab(α)) ≤ Cα
is equivalent to the inclusion Tb ∈ Σ1, and the sharp value of the constant C in (2.6)
coincides with ‖Tb‖1,∞. Also, the asymptotic characteristics of the function N−(Ab(α))
can be expressed in terms of the operator Tb:
lim sup
α→∞
α−1N−(Ab(α)) = ∆1(Tb); lim inf
α→∞
α−1N−(Ab(α)) = δ1(Tb).
The operator Tb is usually called the Birman-Schwinger operator for the family of the
quadratic forms Qαb, see (2.4), or for the family of the corresponding operators Ab(α)
in H.
2.3. Reduction of the main problem to compact operators. In the space C∞0 =
C∞0 (R2) let us introduce two subspaces,
F0 = {f ∈ C∞0 : f(x) = ϕ(r), ϕ(1) = 0}; F1 = {f ∈ C∞0 :
∫ 2pi
0
f(r, ϑ)dϑ = 0, ∀r > 0}.
Here r, ϑ stand for the polar coordinates on R2.
These subspaces are orthogonal both in the L2-metric and in the metric of the Dirichlet
integral. The Hardy inequalities have a different form on F0 and on F1:
(2.7)
∫ |f |2
|x|2 ln2 |x|dx = 2pi
∫ ∞
0
|ϕ(r)|2
r ln2 r
dr
≤ pi
2
∫ ∞
0
r|ϕ′(r)|2dr = 1
4
∫
|∇f |2dx, f ∈ F0;
(2.8)
∫ |f |2
|x|2 dx ≤
∫
|∇f |2dx, f ∈ F1.
Here and later on, the integral with no domain specified always means
∫
R2 .
For proving (2.7), one substitutes r = et, and then applies the standard Hardy in-
equality in dimension 1, i.e.,∫ ∞
0
|ψ(t)|2
t2
dt < 4
∫ ∞
0
|ψ′(t)|2dt
that is satisfied for any absolute continuous function ψ 6≡ 0 on R+, such that ψ′ ∈ L2
and ψ(0) = 0; see, e.g., [7].
The proof of (2.8) is quite elementary, it can be found, e.g., in [15], or in [3].
Remark 2.2. Without the additional condition ϕ(1) = 0 the inequality (2.7) fails. Instead
of this condition, it is possible to require ϕ(R) = 0 at any chosen point R > 0. Then the
term ln2 |x| in the first integral in (2.7) should be replaced by ln2(|x|/R).
The difference between the inequalities (2.8) and (2.7) is reflected in the estimate
(1.15): as we shall see, the first term in brackets on the right-hand side of (1.15) is
responsible for the estimates on the subspace F1, while the second term is responsible
for those on F0.
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Let us consider the completions H10,H
1
1 of the spaces F0,F1 in the metric of the
Dirichlet integral. It follows from the Hardy inequalities (2.7), (2.8) that these are
Hilbert function spaces, embedded into the weighted L2, with the weights defined by
these inequalities. Consider also their orthogonal sum
(2.9) H1 = H10 ⊕H11.
An independent definition of this Hilbert space is
H1 = {f ∈ H1loc(R2) :
∫ 2pi
0
f(1, ϑ)dϑ = 0, |∇f | ∈ L2(R2)},
with the metric of the Dirichlet integral.
Later we will need also the spaces G0,G1 which are the completions of F0,F1 in the L2-
metric. Note that the condition ϕ(1) = 0, occuring in the description of F0, disappears
for general f ∈ G0.
Suppose that V ≥ 0 is a measurable function, such that
(2.10) bV [u] :=
∫
V |u|2dx ≤ C
∫
|∇u|2dx, ∀u ∈ H1.
Under the assumption (2.10) the quadratic form bV defines a bounded self-adjoint op-
erator BV ≥ 0 in H1. If (and only if) this operator is compact, then, by the Birman-
Schwinger principle, the quadratic form∫
(|∇u|2 − αV |u|2)dx
with the form-domain {u ∈ H1(R2) : ∫ 2pi
0
u(1, ϑ)dϑ = 0} is closed and bounded from
below for each α > 0, the negative spectrum of the associated self-adjoint operator H˜αV
on L2(R2) is finite, and the following equality for the number of its negative eigenvalues
holds true:
(2.11) N−(H˜αV ) = n+(α−1,BV ), ∀α > 0.
Now, let us withdraw the rank one condition
∫ 2pi
0
u(1, ϑ)dϑ = 0 from the description
of the form-domain. Then the resulting quadratic form corresponds to the Schro¨dinger
operator HαV . Hence,
N−(H˜αV ) ≤ N−(HαV ) ≤ N−(H˜αV ) + 1,
and, by (2.11),
(2.12) n+(α
−1,BV ) ≤ N−(HαV ) ≤ n+(α−1,BV ) + 1.
Thus, the study of the quantity N−(HαV ) for all α > 0 is reduced to the investigation
of the ”individual” operator BV .
2.4. Orthogonal decomposition of the operator BV . Given a function u ∈ H1, we
agree to standardly denote its components in the decomposition (2.9) by ϕ(r), v(r, ϑ).
Along with the quadratic form bV , we consider its ”parts” in the subspaces H
1
0,H
1
1:
(2.13) bV,0[u] = bV [ϕ], bV,1[u] = bV [v].
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Let BV,j, j = 0, 1, stand for the corresponding self-adjoint operators in H
1
j . Using the
orthogonal decomposition (2.9), we see that
(2.14) bV [u] = bV,0[ϕ] + bV,1[v] + 2
∫
F (|x|) Re(ϕ(|x|)v(x))dx.
Here the last term vanishes,
∫
F (|x|) Re(ϕ(|x|)v(x))dx = 0, due to the orthogonality of
v (in L2) to all functions depending on |x|. So, the decomposition (2.9) diagonalizes the
quadratic form bV :
(2.15) bV [u] = bV,0[ϕ] + bV,1[v].
Equivalently, we have
(2.16) BV = BV,0 ⊕BV,1,
whence
(2.17) n+(s,BV ) = n+(s,BV,0) + n+(s,BV,1), ∀s > 0.
This immediately shows that the proof of both theorems 1.1 and 1.2 is reduced to the
independent study of the two operators BV,j, j = 0, 1. It also shows that for the radial
potentials the subspaces G0,G1 reduce the Hamiltonian (1.1) to the diagonal form.
3. Operator BV,0.
The Rayleigh quotient that corresponds to the operator BV,0 is∫∞
0
rF (r)|ϕ(r)|2dr∫∞
0
r|ϕ′(r)|2dr , ϕ(1) = 0.
The standard substitution r = et, ϕ(r) = ω(t); t ∈ R, reduces it to the form
(3.1)
∫
RGF (t)|ω(t)|2dt∫
R |ω′(t)|2dt
, ω(0) = 0.
where GF (t) = e
2tF (et). Due to the boundary condition at the point t = 0, the cor-
responding operator decomposes into the direct orthogonal sum of two operators, each
acting on a half-line. In particular, the one for the half-line R+ is nothing but the
Birman-Schwinger operator for the family (1.5), with G = GF . The spectral estimates
for such operators were studied in detail in [3], Section 4. Below we present only those
results of this study that we need in this paper.
Proposition 3.1. Let G(t) ≥ 0 be a function on R+, integrable on each finite interval
(0, A), and let TG be the Birman-Schwinger operator that corresponds to the family
(1.5). Assume that z(G) is the sequence defined in (1.12). The condition z(G) ∈ `1,∞ is
necessary and sufficient for the inclusion TG ∈ Σ1. Moreover, the estimates are satisfied:
‖TG‖1,∞ ≤ C‖z(G)‖1,∞;(3.2)
c∆1(z(G)) ≤ ∆1(TG) ≤ C∆1(z(G)).(3.3)
We remind that the functional ∆1 for a number sequence was defined in (1.10), and for
a compact operator in (2.1). Note that the behavior of the eigenvalues of the operator
TG under the assumptions of Proposition 3.1 may be quite irregular, and only a few
examples are known where one has λn(TG) ∼ c0n−1 with some c0 > 0. This is the reason
why we describe this behavior in terms of the functionals ∆1, δ1. Note also that, unlike
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(3.3), the estimate (3.2) cannot be inverted, since the term ζ0(G) is not controlled by
‖z(G)‖1,∞.
It is clear that the result extends to the case of the whole line (but under the condition
ω(0) = 0). The only difference is that instead of the sequence z(G) one should consider
the sequence ẑ(G) defined by (1.13).
So, we arrive at the following
Lemma 3.2. Let a function F (r) ≥ 0 be integrable on each finite interval (a,A) ⊂
(0,∞), and let GF (t) = e2tF (et), t ∈ R. The operator BV,0 belongs to the class Σ1 if
and only if the sequence ẑ(GV ) defined by (1.13) lies in the space `1,∞, and the following
estimates are satisfied:
‖BV,0‖1,∞ ≤ C‖̂z(GF )‖1,∞;
c∆1(̂z(GF )) ≤ ∆1(BV,0) ≤ C∆1(̂z(GF )).
4. Operator BV,1. Proof of Theorem 1.1.
4.1. Operator BV,1. Our goal here is to establish the following result.
Lemma 4.1. Let F (r) ≥ 0. Then BV,1 ∈ Σ1 if and only if J(F ) :=
∫∞
0
rF (r)dr < ∞.
Under this condition we have
(4.1) ‖BV,1‖1,∞ ≤ J(F )
and
∆1(BV,1) = δ1(BV,1) =
J(F )
2
,
or, in other words, the following limit exists,
(4.2) lim
s→0
sn+(s,BV,1) =
1
2
∫ ∞
0
rF (r)dr.
Proof. What is given below, is a slight modification of the original argument in [9]. A
direct use of the estimate (1.6) would give a result similar to (4.1), but with an excessive
numerical factor.
Let HαV,1 stand for the restriction of the Hamiltonian (1.1) to the subspace G1. Since
the potential is radial, this subspace is invariant for HαV,1. Note that the operator BV,1
is just the Birman-Schwinger operator for the family HαV,1.
It is enough to deal with the value α = 1, and it is more convenient here to estimate
the number N−(HV,1) directly, rather than via evaluating the quasinorm ‖BV,1‖1,∞. Let
us consider the corresponding quadratic form which is
(4.3) hV,1[v] =
∫
(|∇v|2−F (|x|)|v|2)dx =
∫ ∞
0
∫ 2pi
0
(|v′r|2 + r−2|v′ϑ|2 − F (r)|v|2) rdrdϑ.
By setting r = et, w(t, ϑ) = v(et, ϑ), we reduce it to
(4.4) h˜V,1[w] =
∫
R
∫ 2pi
0
(|w′t|2 + |w′ϑ|2 −GF (t)|w|2) dtdϑ.
Let −µk, µk > 0, stand for the eigenvalues of the Schro¨dinger operator −ψ′′(t) −
GF (t)ψ(t) on the line. Separation of variables shows that the negative spectrum of
the operator generated by the quadratic form (4.4), and hence the one of HV,1, consists
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of the eigenvalues −(µk − n2), where n ∈ Z \ {0}, k ∈ N, and n2 < µk. For each k, the
number of all admissible values of n does not exceed 2µ
1/2
k , and therefore
N−(HV,1) ≤ 2
∑
k∈N
µ
1/2
k .
Now, using the Lieb-Thirring inequality in the dimension 1 for the borderline value of
the exponent (which is 1/2), with the sharp constant 1/2, see [8], we conclude that
(4.5) N−(HV,1) ≤
∫
R
GF (t)dt = J(F ).
This is equivalent to (4.1).
To justify the asymptotic formula (4.2), we consider first the case F ∈ C∞0 (0,∞).
Then Theorem 5.1 in [3] applies and it shows that
2 lim
α→0
α−1N+(HαV ) = J(F ).
By the Birman-Schwinger principle, this is equivalent to
(4.6) 2sn+(s,BV )→ J(F ), s→ 0.
The spectrum of BV,1 has the same asymptotic behavior, since for such potentials the
subspace H10 does not contribute to the asymptotic coefficient.
Now, let F ≥ 0 be an arbitrary function, such that J(F ) <∞. Then, approximating
it by functions F ∈ C∞0 (0,∞) and taking into account the continuity of the asymptotic
coefficients in the metric of Σ1 (see [5], Theorem 11.6.6), we extend the formula (4.6) to
any F under consideration. This concludes the proof of the ”if” part of Lemma.
Suppose now that F ≥ 0 and BV ∈ Σ1. Take any bounded and compactly supported
function F˜ , such that 0 ≤ F˜ ≤ F , then for the potential V˜ (x) = F˜ (|x|) we obtain from
the variational principle:
2 lim
s→0
sn+(s,BV˜ ) =
∫ ∞
0
rF˜ (r)dr ≤ 2‖BV ‖1,∞.
By Fatou’s lemma and the inequality (2.2), this yields
∫∞
0
rF (r)dr ≤ ‖BV ‖1,∞. 
4.2. Proof of Theorem 1.1. We are now able to prove Theorem 1.1. To establish
(1.15), we use (2.12) and (2.17). Then we estimate n+(s,BV,0) using Lemma 3.2, and we
estimate n+(s,BV,1) using Lemma 4.1. This leads directly to (1.15), and gives the proof
of the sufficiency part of Theorem.
The necessity part follows immediately from the evident inequality
max (‖BV,0‖1,∞, ‖BV,1‖1,∞) ≤ ‖BV ‖1,∞.
5. Some complementary results
Here we state and prove the general result on the asymptotic behavior of N−(HαV ),
promised in Introduction, and show that the constant factor 2/
√
3 in the estimate (1.7)
can be removed.
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5.1. Asymptotic behavior of N−(HαV ) in the general case. Here we prove
Theorem 5.1. Under the assumptions of Theorem 1.1 one has
lim sup
α→∞
α−1N−(HαV ) =
1
2
∫ ∞
0
rF (r)dr + ∆1(TGF ),
lim inf
α→∞
α−1N−(HαV ) =
1
2
∫ ∞
0
rF (r)dr + δ1(TGF ).
It is clear that Theorem 1.2 is just a special case of Theorem 5.1, when ∆1(̂z(GF )) = 0
and hence, ∆1(TGF ) = δ1(TGF ) = 0.
Proof. The result immediately follows from the equality (2.16), in view of Lemmas 3.2
and 4.1. 
5.2. Sharpening of the estimate (1.7). We restrict ourselves to the case R = 1. To
handle the case of general R, it is sufficient to take into account Remark 2.2 in Subsection
2.3.
Theorem 5.2. Let both integrals in (1.7) be finite. Then
(5.1) N−(HαV ) ≤ 1 + α
∫ ∞
0
rF (r)
∣∣ln r∣∣dr + α ∫ ∞
0
rF (r)dr.
Proof. By Lemma 4.1, we have
n+(s,BV,1) ≤ J(F )s−1.
For BV,0 we apply the classical Bargmann estimate, (see, e.g., [14] to each of the operators
corresponding to the Rayleigh quotient (3.1). This gives
n+(s,BV,1) ≤
∫
R
|t|GF (t)dt s−1 =
∫ ∞
0
rF (r)| ln r|dr S−1.
Now we conclude from (2.16) that
n+(s,BV ) ≤ (J(F ) +
∫
R
|t|GF (t)dt)s−1.
Taking (2.12) into account, we arrive at the desired estimate (5.1). 
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