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In this paper we consider bayesian semiparametric regression within the general-
ized linear model framework. Speciﬁcally, we study a class of autoregressive time
series where the time trend is incorporated in a nonparametrically way. Estima-
tion and inference where performed through Markov Chain Monte Carlo simula-
tion techniques. Main results show that treating the time trend nonparametrically
possible model misspeciﬁcation and biased results from structural break issues
are solved. Empirical applications are conducted using the extended Nelson and
Plosser benchmark time series.
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1 Introduction
The major issue on estimating and testing autoregressive time series are related to
speciﬁcation. The autoregressive order, the constancy of mean (unit root) and variance
(heteroscedasticity), the inclusion of ﬁtted constant and time trend and possible struc-
tural break are all related to model’s speciﬁcation. In each case a different methodology
should be carefully chosen and applied in order to get consistent estimates of model’s
parameters.
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1The problems point above should be considered from two point of views: the eco-
nomic and the statistical. From the last, as pointed by White (1995), we need to try
to ask under what conditions standard parametric statistical techniques such as max-
imum likelihood can be meaningfully applied to estimate the parameters of a mis-
speciﬁed model. In time series analysis, the answer for this question is directly linked
to the concept of Dynamic Misspeciﬁcation. A simple example used by (White, 1995,
p. 57) concerns on adjusting a ﬁrst order autoregressive model when the true pro-
cess is generated by second order. Since the dependence on the second lag has been
ignored, a dynamic misspeciﬁcation thereby committed. There are circumstances in
which dynamic misspeciﬁcation not need destroy a possible economic interpretation
for particular parameters, as in Robinson (1982), Gourieroux, Monfort, and Trognon
(1985) and Poirier and Rudd (1988). Their results, show that consistent estimation of
parameters of interest is possible, despite such dynamic misspeciﬁcation.
More speciﬁcally in time series context, many other examples arises. First, the
so-called block bootstrap, widely used recently in both stationary and non-stationary
time series, e. g. Paparoditis and Politis (2003) and Lahiri (1999), easily generates
dynamic misspeciﬁcation, as showed by Corradi and Swanson (2002). Second, in per-
forming classical hypothesis testing Perron and Campbell (1991) pointed out that a
non rejection of the unit root hypothesis may be due to misspeciﬁcation of the de-
terministic components included as regressors. The authors ague that ...care must be
exercised in choosing the appropriate determinist regressor to include to have reasonable power
properties. (Perron and Campbell, 1991, p. 12).
In this paper we consider a possible solution for the problem point out above. The
key is to observe that polynomials time trends of any order, even in the presence of
structural break, constitutes a very strong assumption for long macroeconomic time
series. We propose to estimate the standard regression model imposing a nonlinear
time trend speciﬁcation. As empirical application we apply the proposed nonlinear
approach for the extended Nelson and Plosser dataset using a bayesian technique to
overcome main difﬁculties in models estimation and inference.
The rest of the paper is organized as follows. Section 2 presents and discuss
the Bayesian Structured Additive Regression with nonlinear components. Section 3
presents the priors densities we shall use throughout the paper. Section 4 concerns
on the inference and implementation of Markov Chain Monte Carlo simulation tech-
niques and the ﬁnal section concludes. All graphics as well as the computational re-
sults were obtained using the program Bayes X; for details, see Brezger, Kneib, and
Lang (2003).
22 Bayesian Structured Additive Regression
Generalized linear models (e.g. Fahrmeir and Tutz (2001)) assume that, given co-
variates z and unknown parameters g, the distribution of the response variable y be-







where b(¢), c(¢), q and f determines the respective distribution. A list of the most
common distributions and their speciﬁc parameters can be found, e.g. in (Fahrmeir
and Tutz, 2001, p. 21). The mean m = E(yjz,g) is linked to a linear predictor h by
m = h(h) h = z0g (2)
Here h is a known response function, and g are usual unknown regression pa-
rameters. In the remainder of this paper we will consider that the response variable










Considering a Gaussian time series, yt, observed for t = 1,2,...,T characterized
by a ﬁrst order autoregressive (AR(1)) process with ﬁtted constant and time trend
yt = c + bt + ryt¡1 + et (4)











In this way, the regression parameters g becomes
g = (c, b,r)0 (6)
and the vector of covariates z is then given by
z = (1,t,yt¡1) (7)
In time series context we should consider the temporal dependency among obser-
3vations. To overcome the difﬁculties, we replace the strictly linear predictor in (2) by
a structured additive predictor
ht = fTrend(t) + z0g (8)
where the function fTrend(t) is a nonlinear function for the time trend.
At ﬁrst sight it may look strange to use one general notation for nonlinear func-
tionsofcontinuouscovariatesandtemporallycorrelatedeffectsasin(8). However, the
uniﬁed treatment of the different components in the model has several advantages.
First, since we adopt a Bayesian perspective it is generally not necessary impose any
restrictions on parameters space, because in the Bayesian approach all unknown pa-
rameters are assumed to be random. Second, as we will see in next section, the priors
for smooth functions and serially correlated effects can be cast into a general form.
Finally, the general form of the priors also allows rather general and uniﬁed estima-
tion procedures, named, Markov Chain Monte Carlo technique. As a side effect the
implementation and description of these procedures is considerably facilitated.
3 Prior Assumptions
For Bayesian inference, the unknown function fTrend(t) in (8), more exactly cor-
responding to a function evaluation, and the ﬁxed parameters g are considered as
random variables and must be supplemented by appropriate prior assumptions. In
the absence of any prior knowledge diffuse priors are the appropriate choice for ﬁxed
effects parameters, i.e.
gj _ constant (9)
Priors for the unknown function fTrend(t) depends on the type of the covariates
and on prior beliefs about the smoothness of fTrend(t). In the following we will be able
to express the function evaluation fTrend(t) as the vector product of a design vector X
and a unknown parameter d, i.e.
f = XB (10)
Then, we obtain the predictor (8) in matrix notation as
h = dX + Ug (11)
where U corresponds to the usual design matrix for model’s parameters.
A prior for the function fTrend(t) is now deﬁned by specifying a suitable design
4vector X and a prior distribution for the vector d of unknown parameters. The general










where K is a penalty vector that shrinks parameters towards zero or penalizes too
abrupt jumps between neighboring parameters. In most cases K will be rank deﬁ-
cient and therefore the prior for d is partially improper. The variance parameter s2
is equivalent to the inverse smoothing parameter in a frequentist approach and con-
trols the trade off between ﬂexibility and smoothness. For more detail on this type of
prior distributions see Brezger, Kneib, and Lang (2003) and Lang, Fronk, and Fahrmeir
(2002).
3.1 Priors for the Time Trend
Several alternatives have been proposed for specifying smoothness priors for con-
tinuous covariates or time trends. These are random walk priors or more generally,
autoregressivepriors(seeFahrmeirandLang(2001a)andFahrmeirandLang(2001b)),
Bayesian P-splines (Lang and Brezger (2003)) and Bayesian smoothing splines (Hastie
and Tibshirani (2000)). In this paper we will use the class of random walk priors to
model the time trend.
A common approach in dynamic or state space models is to estimate one parame-
ter dm for each distinct regressor (m) and penalize too abrupt jumps between succes-
sive parameters using random walk priors. Most commonly used are ﬁrst or second
order random walk models
dm = dm¡1 + um or dm = 2dm¡1 ¡ dm¡2 + um (13)
with Gaussian errors um » N(0,s2) and diffuse priors for the di _ constant, i = 1,2
for initial values, respectively.
Bothspeciﬁcationsactassmoothnesspriorspenalizingtooroughfunctions fTrend(t).
A ﬁrst order random walk penalizes too abrupt jumps dm ¡ dm¡1 between successive
states and a second order random walk penalizes deviations from the linear trend
2dm¡1 ¡ dm¡2. In dealing with economic time series, we should consider both speciﬁ-
cations, controlling then for unit roots and possible structural breaks.
The joint distribution of the regression parameters d is easily computed as a prod-
uct of conditional densities deﬁned by (13) and can be brought into the general form
(12). The penalty matrix is of the form K = D0D where D is a ﬁrst or second order



















The design matrix X is a simple 0/1 matrix where the number of columns is equal to
the number of parameters, respectively the number of distinct covariate values.
Considering the prior densities setup presented above we are able now to con-
duct some empirical applications. Next section brieﬂy review some basic concepts of
Bayesian inference and present the main results.
4 Inference and Empirical Results
For full Bayesian inference, the unknown variance parameters s2 are also consid-
ered as random and estimated simultaneously with the unknown regression parame-
ters d . Therefore, hyperpriors are assigned to the variances s2 in a further stage of the
hierarchy by highly dispersed (but proper) inverse Gamma priors p(s2) » IG(a,b).
The probability density is given by







The prior for s2 must not be diffuse in order to obtain a proper posterior for d. A
common choice for the hyperparameters are small values for a and b, e.g. a = b =
0.001 which is also the default values we shall use.
In some situations, the estimated nonlinear function fTrend may considerably de-
pend on the particular choice of hyperparameters a and b1. In that sense, the variation
of hyperparameters can be used as a tool for model diagnostics.









where L(¢) denotes the likelihood which is the product of individual likelihood con-
1This may be the case for very low signal to noise ratios or/and small sample sizes. It is therefore
highly recommended to estimate all models under consideration using a (small) number of different
choices for a and b to assess the dependence of results on minor changes in the model assumptions.
6tributions.
In many practical situations (as is the case here) the posterior distribution is nu-
merically intractable. A common technique to overcome these problems are Markov
Chain Monte Carlo (MCMC) simulation methods that have become very popular re-
cently. MCMC methods allow the drawing of random numbers from the numerically
intractable posterior distribution and in this way the estimation of characteristics of
the posterior like means, standard deviations or quantiles via their empirical ana-
logues.
The main idea is very simple. Instead of drawing directly from the posterior
(which is impossible in most cases anyway) a Markov chain is created, whose iter-
ations of the transition kernel converge to the posterior. In this way a sample of de-
pendent random numbers of the posterior is obtained. As a rule, the ﬁrst part of the
sample is discarded to take into account the time the algorithm needs for convergence
to the posterior. This part is known as burn-in period.
As we suppose at the beginning, the distribution of the response variable is Gaus-
sian, i.e. ytjht,s2 » N(ht,t2/ci),i = 1,...,T. In this case full conditionals for ﬁxed
parameters as well as nonlinear functions fj are multivariate Gaussian. Thus a Gibbs
sampler can be used where posterior samples are drawn directly from the multivari-
ate Gaussian distributions. The full conditional gj¢ for ﬁxed parameters with diffuse
priors is Gaussian with mean
E(gj¢) = (U0CU)¡1U0C(y ¡ e h) (17)
and covariance matrix
Cov(gj¢) = t2(U0CU)¡1 (18)
where U is the design matrix of ﬁxed parameters and e h is the part of the additive
predictor associated with the other effects in the model (for example nonparametric
terms). Similarly, the full conditional for the regression coefﬁcients d of a function
fTrend(t) is Gaussian with mean

















7Although the full conditional is Gaussian, drawing random samples in an efﬁcient
way is not trivial, since linear equation systems with a high dimensional precision ma-
trix P must be solved in every iteration of the MCMC scheme. Following Rue (2001),
drawing random numbers from p(dj¢) is as follows: We ﬁrst compute the Cholesky
decomposition P = LL0. We proceed by solving L0d = z, where z is a vector of in-
dependent standard Gaussians. It follows that d » N(0,P¡1). We then compute the
mean m by solving
Pm =
1
t2X0C(y ¡ e h)
This is achieved by ﬁrst solving
Ln =
1
t2X0C(y ¡ e h)
by forward substitution followed by backward substitution L0m = n. Finally, adding
m to the previously simulated d yields d » N(m,P¡1).
In all cases, the posterior precision matrix P can be brought into a band matrix
like structure with bandsize depending on the prior. Random samples from the full
conditional can now be drawn in a very efﬁcient way using Cholesky decompositions
for band matrices or band matrix like matrices. In our implementation we use the
envelope method for band matrix like matrices as described in George and Liu (1981).
The full conditionals for the variance parameters s2 and t2 are all inverse Gamma
distributions with parameters
a0 = a +
rank(K)
2




for s2 . For t2 we obtain
a0








where e is the usual vector of residuals.
We note that the response variable is standardized prior to estimation in order
to avoid numerical problems with too large or too small values of the response. All
results are, however, retransformed into the original scale.
The sampling scheme used can be summarized in the following four steps:
1 Initialization: Compute the posterior mode for d and g given ﬁxed (usually
small) smoothing parameters l = t2/s2, using l = 0.1. The mode is com-
puted via backﬁtting. Use the posterior mode estimates as the current state dmc,
8(s2)mc, gmcof the chain.
2 Update regression parameters g: Update regression parameters g by drawing
from the Gaussian full conditional with mean and covariance in (17) and (18).
3 Update regression parameter d: Update d by drawing from the Gaussian full
conditionals with mean and covariance matrix given in (19) and (20).
4 Update variance parameter s2 and t2: Update variance parameters by drawing
from inverse gamma full conditionals with parameters given in (21) and (22).
Now we are able to present the an empirical application. Results presented in table
(1) are a comparison of full bayesian estimations, using a ﬂat priori for all regressor
and a semiparametric bayesian approach, where a random walk prior of ﬁrst or sec-
ond order (RW1 or RW2) is used for the time trend. The estimation used a Markov
Chain with 330.000 steps, with 30.000 discarded at the burn-in period. All chains con-
verged and show none degree of correlation2
Let’s now consider the unit root issue. We should note that, the bayesian criteria
to test the presence of a unit root in a time series is the inclusion of the unity inside
the posterior credible interval3. The ﬁrst point we observe is that when time trend is
treated parametrically, the results are very close to that obtained using classical proce-
dures, rejecting the null hypotheses of unit root only for two time series, unemploy-
ment rate and velocity of money. Nelson and Plosser (1982), in their seminal work,
found that all of the fourteen macroeconomic time series, except the unemployment
rate, were characterized by stochastic nonstationarity. Using a different testing proce-
dure, Perron (1988), found that his results strongly support the conclusion reached by
Nelson and Plosser. Even when compared with another bayesian procedures, like the
ones presented by Phillips (1991a), Phillips (1991b) and Schotman and van Dijk (1991),
our ﬁrst results are not an exception.
However, when time trend is treated nonparametrically, the results are striking.
The unit root hypothesis is now maintained for eight time series: real and nominal
GNP, consumer price and production indexes, GNP deﬂator, money stock, nominal
wages and S&P 500. All other time series remain stationary and, most important, the
autoregressive coefﬁcient are lower in all cases.
2Given the high number of Markov Chains used, these results are available upon request.
3Exists a growing literature about Bayesian unit root tests. The discussion was started by Sims (1988)
and Sims and Uhlig (1988/1991) and become very controversial before the publication of Phillips (1991a)
and Phillips (1991b). Discuss this literature is beyond the scope of this paper, however, the procedure
used here is also considered as a possible alternative for unit root testing in all the paper cited above.
9Considering the nonstationary time series above, a graphical analyses presented
at the end of the paper, shows that the ﬁrsts three clearly presents a breaking trend
around the Seventeen’s, while the remaining ones shows a high degree of nonlinearity
on the estimated time trend, indicating the presence of possible multiple breaks. A re-
cent related work was presented by Gonzlez-Rivera and Dahl (2003) provides further
evidence on the existence of a nonlinear component in the quarterly growth rate of the
US real GNP. All these results are according with the standard ﬁndings presented in
Perron (1988), Zivot and Andrews (1992) and Christiano (1992) and are related to the
presence of one or more structural break on the data generating process.
Finally, we should note that some of the stationary time series, as Unemployment
and Bonds Yield, presents the crash pattern (Perron (1988)) around the 1929-1932 years,
also pointed by the works cited above and in the references therein.
5 Concluding Comments
This paper presents a Bayesian approach for semiparametric modeling of time se-
ries. Our results demonstrate that the approach is a useful and ﬂexible tool for esti-
mating realistically complex models. Empirical ﬁndings presented here receive strong
support on the ongoing literature and show that in treating the time trend nonpara-
metrically, possible model’s misspeciﬁcation, concerning on unit roots and structural
break among others, are solved. It is not the message invalidate any parametric model
but instead, indicate that more research should be considered if the focus is determi-
nate the autoregressive order of any particular time series of interest.
There are many directions under which the methodology used here should be ex-
tended in future research. The basic ones are include additional lags, quadratic and
possible cubic nonlinear time trends and another exponential families, like Student-
t and generalized error distribution (Exponential Power). All this features can be
successful implemented without excessive effort within the Bayesian methodology
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13A Graphs of Nonparametric Trend Estimation
Nonlinear effect of time trend are presented for all the 14 time series on the graph-
ics below. Shown are the posterior means(blue line), together with 95% pointwise
credible intervals, (black lines). Note that all but three time series have it’s time trend
estimated using a ﬁrst order random walk prior (RW1). The exception are interest
rate, velocity of money and bond yield, which we estimated using a second order
prior (RW2). As pointed in subsection 3.1, this was done because the deviation of the
observed time realizations from the time trend was very rough.






Nonparametric Trend Real GNPPC






Nonparametric Trend Real GNP






Nonparametric Trend Nominal GNP






Nonparametric Trend for CPI
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Nonparametric Trend for GNP Defl






Nonparametric Trend for Interest
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Nonparametric Trend for Velocity





Nonparametric Trend Real Wages






Nonparametric Trend Nonimal Wage






Nonparametric Trend for S&P 500











Nonparametric Trend for Bonds
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