Introduction
Along with climate change has come an increase in the frequency of natural disasters across the world (Figure 1 ). This poses an important policy challenge. Natural disasters cause tremendous human suffering. Locally, they often also yield substantial physical and economic damages, which may temporarily, or even permanently, jeopardize a country's overall economic development. To help policymakers gauge the benefits from disaster risk mitigation and adaptation, it is important to better understand the economic costs associated with natural disasters. 1 9 7 7 1 9 7 9 1 9 8 1 1 9 8 3 1 9 8 5 1 9 8 7 1 9 8 9 1 9 9 1 1 9 9 3 1 9 9 5 1 9 9 7 1 9 9 9 2 0 0 1 2 0 0 3 2 0 0 5
Number of Disasters Reported
Source: author's own calculations using data on natural disasters from CRED-EMDAT.
This has instigated an incipient literature on the empirical relationship between natural disasters and economic growth. As expected, several papers report a (substantive) negative effect of disasters on growth. For instance, using a cross-country sample for the period 1970 -2002 , Rasmussen (2004 finds that natural disasters lead to a median reduction of 2.2 percent in the same-year real GDP growth, and that they increase the current account deficit and public debt.
1 Surprisingly however, many others find no 3 effect, or at times even a positive one. Testing the empirical validity of the predictions of the Solow model, Caselli and Malhotra (2004) fail to find a negative relationship between natural disasters and medium-term aggregate economic growth. Similarly, AlbalaBertrand (1993, Ch. 4) find no or little effect. Jaramillo (2007) observes that the sign and magnitude of the relationship depends on the type of disaster. Skidmore and Toya (2002) consider average per capita GDP growth over and find that climatic disasters are associated with higher longrun economic growth, while geologic disasters are negatively associated with growth. In analyzing long-term empirical relationships, causality considerations are however substantially complicated, as countries may have adopted (less remunerative)
technologies that are less sensitive to frequent disasters.
In sum, the current empirical literature remains inconclusive about the effects of natural disasters on growth. This should not necessarily come as a surprise, as theory suggests that different types of disasters can have diverse (even opposite) effects on growth. Disasters that affect the provision of essential intermediate inputs in production,
for instance, such as droughts in agriculture, should have an adverse impact on growth, but disasters that affect adversely the capital-labor ratio, such as earthquakes, can in principle have a positive impact on growth through increasing returns and high reconstruction investments. Consequently, the impact should also vary across sectors (and given their differing relative importance, also across countries): for instance, droughts are likely to significantly affect agriculture, but less so industry, while earthquakes are more likely to affect industry.
Drawing on insights on the dynamics of economic growth from the stylized Solow-Swan growth model, this paper seeks to reconcile the apparent contradictions in the current empirical literature through a more systematic recognition that different disasters affect economic sectors through different channels and that, as a result, their effects are likely to differ by the type of disaster, and also across sectors and countries, depending on their level of economic and institutional development 2 .
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The focus is on medium-term economic growth (5-year periods) thereby mitigating potential biases due to adaptation. The effects of the different natural disasters (i.e. droughts, floods, earthquakes and storms) are examined separately by economic sector (agriculture, industry, and services), each time controlling for a series of well known growth determinants. This way the paper broadens the scope of the existing literature, which has so far largely concentrated on aggregate measures of disasters and/or economic activity. This disaggregated approach also yields preliminary insights in the distributive effects of natural disasters. Through the use of the dynamic panel GMM estimator developed by Arellano and Bover (1995) and Blundell and Bond (1998) great care is taken in addressing endogeneity issues related to the potential correlation between explanatory variables and unobserved country-specific factors.
To maintain consistency with other studies, the data on natural disasters are obtained from the Emergency Disasters Database (EM-DAT) database of the Centre for
Research on the Epidemiology of Disasters (CRED). The share of the population affected by a specific type of disaster over a given period of time is taken as measure of natural disaster. This way, both the frequency and intensity of the disaster are reflected.
The sample spans 94 developing and developed countries over the period .
The empirical results are consistent with the implications from the traditional Solow-Swan model. Three major conclusions emerge. First, different disasters affect growth in different economic sectors differently and the insights obtained with overaggregation are misleading. Second, while moderate disasters can have a positive growth effect on certain sectors, severe disasters don't. Third, growth in developing countries is more sensitive to natural disasters-more sectors are affected, the magnitudes are nontrivial, and the poor are likely to be more affected by disasters (both positively and negatively).
To motivate the disaggregated approach and facilitate the interpretation of the empirical results Section 2 proceeds by reviewing the Solow-Swan growth model.
Section 3 discusses the estimation methodology and section 4 elaborates on the growth determinants and the natural disaster data used. The empirical findings are discussed in section 5. Section 6 concludes.
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Conceptual Framework
To better understand through which channels natural disasters may affect economic growth across sectors and to better motivate the disaggregated approach, the basic elements of the Solow-Swan growth model are revisited. This well-known model has been used extensively in the past for its conceptual strength and clarity in elucidating the process that occurs in the transition to a long-run steady state. This is reflected in the medium-term economic growth variables and forms the relevant time horizon for this paper.
Consider a production function with decreasing marginal returns, constant returns to scale, three production factors, and a general productivity parameter. For simplicity, assume a production function of the Cobb-Douglas form:
Where, Y is output, A represents the general productivity parameter, K is capital, L is labor, M represents materials and other intermediate inputs, and , , 1-- are the corresponding factor shares (all between 0 and 1). The marginal product of each factor is positive but decreasing (with limits of  and 0 as the factor approaches 0 and , respectively).
The action in the Solow model is given by its dynamic equations. It is assumed that only one factor of production, capital, is accumulated purposively. A constant fraction of output is saved and invested in capital formation. Labor follows an exogenously fixed growth rate. Productivity and intermediate inputs can change arbitrarily. Thus,
Where, s is the saving rate,  represents the capital depreciation rate, n is the population growth rate, and  indicates change. The neoclassical production function (eq. 2.1) and the accumulation equations (eqs. 2.2 and 2.3) fully describe the dynamic behavior of the economy. The purpose is now to characterize the growth rate of capital and output along the path to the "steady state", towards which the economy converges in the long run. In the steady state, defined as the situation of constant growth rates, capital and output per worker will be constant (implying that K and Y will grow at rate n). For this reason, it is convenient to transform all variables to per-worker terms (all denoted with lower case letters).
After some algebra the growth rates of capital and output per worker are given by,
The growth rate of output goes hand-in-hand with the capital growth rate. Both depend crucially on the average product of capital (y/k), which is a decreasing function of capital per worker (k):
The growth of capital per worker (and, thus, output per worker) is then given by the difference between two terms, s(y/k) and (+n). For illustration purposes, they are both plotted as a function of capital per worker (k) in Figure 2 .
The steady-state level of capital per worker, k*, is given by the intersection of the two lines. When capital per worker is below k*, capital is relatively scarce and therefore more productive, leading to capital accumulation and output growth (per worker). This occurs at gradually slower rates until capital per worker reaches k*, and the economy grows at the rate of population growth. If, on the other hand, capital per worker is above k*, capital is relatively abundant and less productive, producing a capital and output contraction (per worker). Again, this occurs at declining rates until reaching the steady state.
Figure 2: Economic Growth in the Transition to the Steady-State
Three important channels emerge through which natural disasters could affect (transitional) growth 3 ; they may affect 1) total factor productivity (A), (2) 3 The model can also inform regarding the growth effects of other variables, such as factor intensities, population growth, and capital depreciation rates, but these variables seem less relevant in explaining the effects of natural disasters.
  n
Building on these basic insights, droughts are expected to have a negative effect on agricultural growth because they entail a drastic reduction of water, a vital input in agricultural production. These negative effects likely extend to industrial growth through two mechanisms both related to the provision of raw materials and intermediate inputs.
The first is by reducing the supply of agricultural products that serve as inputs to the (agro-processing) industry. The second is by hampering electricity generation, particularly where hydropower is a major source of electricity. In addition, their negative effect may be compounded by the fact that droughts affect people and workers much more than they destroy physical capital, thus increasing k beyond its steady state level.
Floods induce a disruption of farming, urban activities, and transportation in the areas most affected by them, negatively affecting overall productivity. When floods are severe and long lasting, the emergence of water borne diseases may further exacerbate this decline in TFP. However, when floods are localized and moderate, they could also be associated with higher growth through a variety of mechanisms. In agriculture, floods may raise growth by increasing both the supply of water for future irrigation and land productivity. They may also reflect more abundant rainfall nationwide. In industry, floods may increase growth by raising the supply of agricultural products and electric power, both important intermediate inputs for industrial production. The positive effect of floods on services growth may also come through inter-linkages with other sectors (e.g., a larger supply of inputs for commerce and retail).
Earthquakes may have a positive impact on industrial growth. Although they severely affect both workers and capital, earthquakes particularly destroy buildings, infrastructure, and factories. The capital-worker ratio is then sharply diminished, the average (and marginal) product of capital increases, and output grows as the economy enters a cycle of reconstruction. Moreover, if destroyed capital is replaced by a vintage of better quality, factor productivity increases, leading to a further push to higher growth.
Storms may have a negative effect on agricultural growth, but, if they are not severe, a positive one on industrial growth. Agricultural growth declines after storms because they destroy the seedlings and plants (or the harvest) on the fields, which are intermediate inputs in the final product. Storms also destroy considerable amounts of physical capital important in industrial production, devastating capital relatively more than incapacitating workers. As the capital-worker ratio drops, this mechanism would suggest a growth expansion in industry.
Estimation Methodology
The point of departure is a standard growth regression equation designed for estimation using (cross-country, time-series) panel data:
Where the subscripts i and t represent country and time period, respectively; y is the log of output per capita, CV is a set of growth control variables, and ND represents natural disasters;  t and  i denote unobserved time-and country-specific effects, respectively; and  is the error term. The dependent variable (y i,t -y i,t-1 ) is the average rate of real output growth (i.e., the log difference of output per capita normalized by the length of the period).
The regression equation is dynamic in the sense that it includes the level of output per capita (y i,t-1 ) at the start of the corresponding period in the set of explanatory variables. This poses a challenge for estimation given the presence of unobserved periodand country-specific effects. While the inclusion of period-specific dummy variables can account for the time effects, the common methods of dealing with country-specific effects (that is, within-group or difference estimators) are inappropriate when a regression is dynamic in nature.
The second challenge is that most explanatory variables are likely to be jointly endogenous with economic growth, so we need to control for the biases resulting from simultaneous or reverse causation. Although natural disasters are exogenous-and treated as such in the econometric estimation 4 -their effects would be incorrectly estimated if the endogeneity of the remaining variables in the model is ignored.
Following Levine, Loayza, Beck (2000) and Dollar and Kraay (2004) , the generalized method of moments (GMM) estimators developed for dynamic models of panel data introduced by Holtz-Eakin, Newey, and Rosen (1988) , Arellano and Bond (1991) , and Arellano and Bover (1995) are used to control for country-specific effects and joint endogeneity in this dynamic panel growth regression model. These estimators are based, first, on differencing regressions to control for (time invariant) unobserved effects and, second, on using previous observations of explanatory and lagged-dependent variables as instruments (which are called internal instruments).
After accounting for time-specific effects, equation 3.1 can be rewritten as:
with X i,t including CV i,t and ND i,t . To eliminate the country-specific effect, take first differences of equation 3.2:
Instruments are required to deal with the likely endogeneity of the explanatory variables and the problem that, by construction, the new error term, 
The GMM estimator based on the conditions in 3.4 and 3.5 is known as the difference estimator. Notwithstanding its advantages with respect to simpler panel data estimators, the difference estimator has important statistical shortcomings. Blundell and Bond (1998) and Alonso-Borrego and Arellano (1999) show that when the explanatory variables are persistent over time, lagged levels of these variables are weak instruments for the regression equation in differences. Instrument weakness influences the asymptotic and small-sample performance of the difference estimator toward inefficient and biased coefficient estimates, respectively.
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To reduce the potential biases and imprecision associated with the difference estimator, the estimator developed in Arellano and Bover (1995) and Blundell and Bond (1998) 
5 An additional problem with the simple difference estimator involves measurement error: differencing may exacerbate the bias stemming from errors in variables by decreasing the signal-to-noise ratio (see Griliches and Hausman, 1986) . 6 The timing of the instruments is analogous to that used for the difference regression: for the variables measured as period averages, the instruments correspond to the difference between t-1 and t-2; and for the variables measured at the start of the period, the instruments correspond to the difference between t and t-1.
Using this stationarity property and the assumption of exogeneity of future growth shocks, the moment conditions for the second part of the system (the regression in levels) are given by:
The moment conditions presented in equations 3.4, 3.5, 3.7, and 3.8 are thus used in the GMM procedure to generate consistent and efficient estimates of the parameters of interest and their asymptotic variance-covariance (Arellano and Bond 1991; Arellano and Bover 1995) . These are given by the following formulas:
where  is the vector of parameters of interest (, ); y is the dependent variable stacked first in differences and then in levels; X is the explanatory-variable matrix including the lagged dependent variable (y t-1 , X) stacked first in differences and then in levels; Z is the matrix of instruments derived from the moment conditions; and  is a consistent estimate of the variance-covariance matrix of the moment conditions.
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In theory the potential set of instruments spans all sufficiently lagged observations and, thus, grows with the number of time periods, T. However, when the sample size in the cross-sectional dimension is limited, it is recommended to use a smaller set of moment conditions in order to avoid over-fitting bias. 8 (). Two steps are taken to limit the moment conditions. First, only five appropriate lags of each endogenous explanatory 7 Arellano and Bond (1991) suggest the following two-step procedure to obtain consistent and efficient GMM estimates. First, assume that the residuals,  i,t , are independent and homoskedastic both across countries and over time; this assumption corresponds to a specific weighting matrix that is used to produce first-step coefficient estimates. Second, construct a consistent estimate of the variance-covariance matrix of the moment conditions with the residuals obtained in the first step, and then use this matrix to re-estimate the parameters of interest (that is, second-step estimates). 8 Roodman (2007) provides a detailed discussion of over-fitting bias in the context of panel-data GMM estimation.
13 variable are used. Second, the procedure uses a common variance-covariance of moment conditions across periods. This results from substituting the assumption that the average (across periods) of moment conditions for a particular instrument be equal to zero for the conventional, but more restrictive, assumption that each of the period moment conditions be equal to zero. 9 At the cost of reduced efficiency, these two steps decrease over-fitting bias in the presence of small samples by accommodating cases where the unrestricted variance-covariance is too large for estimation and inversion given both a large number of explanatory variables and the presence of several time-series periods.
The 
Growth Determinants and Natural Disasters
To perform the estimations, a pooled cross-country and time-series data panel is compiled covering 94 developing and developed countries over the period 1961-2005. The data are organized in non-overlapping five-year periods, with each country having at most 9 observations. The panel is unbalanced, with some countries having more observations than others. Appendices 1 and 2 provide summary statistics of the variables both for the pooled sample and developing countries only. Appendix 3 presents a matrix 9 The "collapse" option of xtabond2 for STATA is used to do so. 10 In the system specification, it is in fact tested whether the first-differenced error term (that is, the residual of the equation in differences) is second-order serially correlated. First-order serial correlation of the differenced error term is expected even if the original error term (in levels) is uncorrelated, unless the latter follows a random walk. Second-order serial correlation of the differenced residual indicates that the original error term is serially correlated and follows a moving average process of at least order one.
14 of pair-wise correlations of these variables. All data except the data on natural disasters are from World Bank's World Development Indicators, WDI, (2007).
Four dependent variables are considered. For comparison with other studies, regressions are first run using the growth rate of real per capita Gross Domestic Product (GDP) as dependent variable. Subsequently measures of the growth rate of real per capita value added in the three major sector of the economy, that is, agriculture, industry and services are used. All of them are measured as the five-year average of the log differences of per capita output (in 2000 US dollars). Per capita output is obtained by dividing the value added of each sector by the total population.
From Appendix 1 it emerges that the growth performance of different sectors has been diverse: the service sector has grown the fastest (1.83 percent per year), followed by industry (1.73%), and agriculture (0.33%). The disparity across sectoral growth performance would be consistent with the view that natural disasters have diverse effects on the different sectors of the economy.
Three groups of growth determinants are considered: 1) variables that measure transitional convergence, structural and stabilization policies, and institutions; 2) variables that proxy the role of external conditions that may affect the growth performance across countries; and 3) natural disasters, which form the subject matter of the paper. To control for transitional convergence, in each regression the corresponding initial value of output per capita (in logs) for the five-year period is used. This is crucial to test whether the initial position of the economy is important for its subsequent growth, all things equal. A negative sign would suggest that poor economies tend to catch up and grow faster than rich economies. Similar to the cross-country growth specifications by Levine, Loayza, Beck (2000) and Dollar and Kraay (2004) the areas of education, financial development, monetary and fiscal policy, and trade openness are considered to capture the role of structural and stabilization policies, and institutions. Education is approximated by the log of the gross rate of enrollment in secondary school, which is the ratio of the number of students enrolled in secondary school to the number of persons of the corresponding age. Financial depth is measured by the ratio of private domestic credit supplied by private financial institutions to GDP. The government burden is measured as the ratio of 15 general government consumption to GDP. Openness to international trade is proxied by the volume of trade (exports and imports) over GDP.
The consumer price index (CPI) inflation rate is a proxy for macroeconomic stabilization, with high inflation being associated with bad macroeconomic policies.
Financial depth, the government consumption ratio, trade openness, and the inflation rate 11 enter the growth regressions as the log of the average for the corresponding fiveyear period. All these control variables are assumed to be either predetermined (independent of current disturbances, but they may be influenced by past ones) or endogenous and thus correlated with current realizations of the error term, one of the main reasons for using the GMM procedure outlined above.
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With regard to the second group of growth determinants, the regressions include two variables that are assumed to be strictly exogenous: shocks to the terms of trade and period-specific dummies. Terms of trade shocks are measured by the growth rate of terms of trade (export prices relative to import prices) over each five-year period. The idea is to capture shifts in the demand for a country's exports, and since terms of trade depend mainly on world conditions, it is assumed to be exogenous to contemporaneous growth of per capita GDP of a particular country. We include period-specific dummies to capture the impact of other global shocks to growth across countries.
Finally, to maintain consistency with the literature, data for natural disasters were obtained from the Emergency Disasters Database (EM-DAT). EM-DAT is a worldwide database on disasters maintained by CRED with the sponsorship of the United States Agency for International Development's Office of Foreign Disaster Assistance (OFDA).
It contains data on the occurrence and effects of more than 17,000 disasters in the world from 1900 to the present. The database is compiled from various sources, including UN agencies, non-governmental organizations, insurance companies, research institutes and press agencies.
11 Inflation rate enters the regressions as log[100+inflation rate] 12 Specifically, regarding the difference regression corresponding to the periods t and t-1, the following instruments are used: for the variables measured as period averages--financial depth, government spending, inflation, and trade openness--the instrument corresponds to the average of period t-2; for the variables measured as initial values--per capita output and secondary school enrollment--the instrument corresponds to the observation at the start of period t-1.
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CRED defines a disaster as "a situation or event which overwhelms local capacity, necessitating a request to a national or international level for external assistance; an unforeseen and often sudden event that causes great damage, destruction and human suffering." For a disaster to be entered into the database, at least one of the following criteria must be fulfilled: 10 or more people reported killed; 100 or more people reported affected; declaration of a state of emergency; or call for international assistance.
CRED divides disasters according to type (for example: drought, flood, etc), and provides the dates when the disaster occurred and ended; the number of casualties (people confirmed dead and number missing and presumed dead); the number of people injured (suffering from physical injuries, trauma or an illness requiring immediate medical treatment as a direct result of a disaster), and the number of people affected.
People affected are those requiring immediate assistance during a period of emergency (i.e. requiring basic survival assistance such as food, water, shelter, sanitation and immediate medical help). People reported injured or homeless are aggregated with those affected to produce the "total number of people affected".
Finally, EM-DAT also provides an estimate of "economic damage". Although "economic damage" could be a good indicator of the gravity of a disaster, it has important drawbacks both from a measurement and estimation perspective. First, CRED admits that there is no standard procedure to determine economic impact. Second, economic losses are reported for only one third of the disasters, with the proportion differing substantially across the types of disasters. 13 Third, such a measure would make the exogeneity assumption tenuous, as the amount of damage may be correlated with the growth during the period under consideration. ).
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Four types of disasters will be considered: droughts, floods, storms and earthquakes. In particular, for each of these disasters the log of the sum of the total number of people affected in each event over the five -year period, divided by the total 14 This is likely even an overestimate as economic damage has only been reported for 25 percent of the droughts, arguably the more damaging ones.
15 According to the Solow-Swan model, growth is negative if population, is taken as measure of disaster, or formally,
where j indexes the number of events that took place in country i during (five-year) period t. By considering the sum of the number of people affected per event, the measure explicitly accounts for both the frequency and the intensity of the shock, contrary to many of the measures used in the literature. To enable comparison across countries, further normalization by the total population is undertaken to correct for differences in population size.
Inspection of the distribution of the weighted sum of natural disasters shows that it is positively skewed. Consequently the log is taken to avoid that the empirical results are driven by extreme values. Not to lose too many observations (observations for which no event has been reported result in an undefined value of the log of the disaster measure), these observations are assigned a value of to -20, which is just below the lowest observation for which an event was reported. Tables 2-5 .
Empirical Results
The empirical results corresponding to the standard growth determinants (see Table 1 Using data up to 1995 or 2000 (as most previous studies have done), secondary school enrollment and private credit ratio do carry positive and statistically significant coefficients, and the initial level of output per capita has a negative and significant coefficient. So it seems that in the last decade, the relationship of these variables with economic growth has changed in important ways. In preliminary exercises (not reported here), it was found that accounting for macroeconomic volatility and infrastructure provision may be important to understand the role of education, financial intermediation, and initial output. Financial depth, particularly since 1995, has a positive and a negative effect. On the one hand, it represents better intermediation from savings to investment; but on the other, it may be a source of banking crisis. Therefore, controlling for volatility would isolate the beneficial effect. In the case of education and initial output, since both are highly correlated, they would tend to partially capture the convergence effect (negative coefficient) and the better initial conditions effect (positive coefficient). It seems that when an infrastructure proxy is included in the explanatory set, these effects are duly separated: initial output carries a negative (convergence) coefficient, while education and infrastructure capture a positive coefficient. However, most importantly, the results concerning the growth effects of natural disasters are robust to the inclusion of these additional controls. For this reason, the simpler specification is maintained to keep sample size (country coverage and time span) as large as possible.
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disasters are robust to these alternative specifications of the traditional growth control variables.
Turning to the growth effects of natural disasters, natural disasters are found not to affect GDP growth when using a combined index of natural disasters-the sign of the coefficient is positive but statistically insignificant (Col. 1). The lack of a significant effect reflects well the theoretical ambiguity and the diverging empirical findings reported in the literature to date. Indeed, when disaggregating by type of natural disaster (col 2), coefficients of contrasting signs emerge (negative for droughts and earthquakes, and positive for floods and storms). However, except for floods, they fail to be statistically significant. To better understand how the different disaster affect growth (and also poverty), further disaggregation of growth by economic activity is warranted.
In contrast to the weak effects on overall GDP growth, three types of natural disasters appear statistically relevant for the growth of agricultural output (Col. 3):
droughts and storms carry negative coefficients, while floods a positive one. On the other hand, the effects on industrial and service output growth are rather weak for the sample of all countries. In the case of industrial growth (Col. 4) no coefficient appears to be statistically significant. For service growth, floods are the only natural disaster that carries a significant coefficient, with a positive sign that starts to become robust.
When looking at the sample of developing countries only (Table 2) , the growth effects of natural disasters are stronger in significance and, in some cases, also magnitude. When neither GDP growth nor the index of natural disasters is disaggregated by sector or type (Table 2, Col. 1), the coefficient on natural disasters is positive but not statistically significant. As before, the results gain significance and diversity once disaggregated. When the four types of natural disasters are considered individually but jointly in the regression, both droughts and floods appear to have a significant effect on per capita GDP growth, with droughts decreasing and floods raising growth (Col. 2).
The effects on agricultural growth are given in Col. 3. As in the full sample, droughts and floods have the largest but opposite effects. . The impact of droughts is clearly negative on agricultural growth while that of floods is positive, though somewhat smaller than that for the sample as a whole. Interestingly, holding constant droughts and floods, the effect of storms is negative and significant for agricultural growth. This would imply that when the provision of water is controlled for, the plant destruction borne by storms can only harm agriculture.
Although the empirical analysis does not allow discerning the mechanisms through which the growth effects of natural disasters are realized as such, two channels it is likely to have a negative growth effect, and vice versa. The second key is related to total factor productivity (A): if an event destroys public infrastructure (say, water dams or irrigation canals) or any other productivity determinant, its growth effect is likely to be negative.
Given the critical importance of water for agriculture, the strong negative effect of droughts on agricultural growth does not come as a surprise and is consistent with the evidence from growth studies based on micro-household data (Dercon, 2004; Christiaensen and Subbarao, 2005) . Similarly, storms can have devastating effects on harvests by destroying seedlings and/or unharvested products on the field as well as irrigation infrastructure. While storms cause substantial economic damage (especially infrastructure and buildings), their effect on agricultural capital (which consists largely of tools and machinery) is likely more muted, thereby leaving the capital/labor largely unaffected (or decreasing it if anything).
Within this perspective, the positive effect of floods on growth comes a bit as a surprise. Too much water is clearly damaging. Yet, when floods are localized, and if they are also associated with plentiful supply of water nationwide which would positively affect agriculture including through the collection of irrigation water, the latter effect may well outweigh the former, resulting in a positive overall effect of floods on agricultural growth, or no effect or a small negative one if floods are more widespread and severe.
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Given much larger frequency of reported flood events (30 percent) compared to drought 18 Both Pooled OLS and Fixed-Effects regressions (whose results are available upon request) confirm the positive and significant association between annual rainfall (relative to the corresponding country average) and the flood intensity measure used in the paper. In developing countries agricultural sectors make up a larger share of the economy and industrial production is often more dependent on agro-processing and thus inputs from agriculture (for example, cotton for textiles and grapes for wines).
Similarly, robust agricultural growth fosters the demand for intermediate inputs (such as tools and fertilizer) produced by the industry (so-called forward linkages). Yet, backward linkages, which happen through the increased/decreased demand for (income elastic) locally produced goods and services following a widely shared increase/decline in income, are typically the more important channel through which agricultural growth affects growth outside agriculture (Tiffin and Irz, 2006; Haggblade, Hazell, and Dorosh, 2007) . The importance of hydropower and the existence of intersectoral linkages, explains why natural disasters that improve or harm agricultural growth are likely to operate in the same direction for industrial growth, at least in developing countries.
Perhaps surprisingly, both earthquakes and storms seem to lead to higher industrial growth. In terms of damage resulting from natural disasters, earthquakes and storms are different from the rest in that their impact on physical capital is the strongest, relative to population affected (see Chart 1). Particularly in developing countries the damage to infrastructure inflicted by earthquakes and storms can be substantial due to 23 lack of preparation. As discussed above, if an event produces a sharp reduction in the capital-labor ratio, it is likely to be followed by higher growth, and vice versa. The industrial sector further stands to receive a growth boost from the demand for capital reconstruction that follows earthquakes and storms in areas including housing, infrastructure, and manufacturing.
Lastly, the effects on the growth of service output are assessed (Col. 5). In this case, only floods carry a significant coefficient, indicating a positive effect of floods on services output growth. Given that this sector includes commerce and retailing, among other cross-cutting economic activities, services have strong links with both agriculture and industry, especially in developing countries, as suggested by the larger coefficient for the sample of developing countries than for the full sample. Therefore, the positive impact of floods may be partly the result of its beneficial impact on agricultural and industrial outputs.
Another mechanism through which service growth may be affected by natural disasters is that relief resources and activities increase the demand for service-related sectors, such as transport and communications, banking, and government. This effect will complement the effects coming through other mechanisms, adding size to the positive ones and reducing the magnitude of the negative ones. Thus, in the case of floods, the positive effect of relief activities increases the beneficial spill-over of agriculture and industry. This may also be the reason why the effect of droughts on service output growth is not statistically significant: the positive relief effect counteracts the negative spill-over effect coming from agriculture and industry. Finally, unlike industry, services tend to be less intensive in physical capital, and more intensive in telecommunication and infrastructure. As a result, it is less likely to receive growth support from a decline in its capital/labor ratio, and more likely to suffer from a decline in its total factor productivity following an earthquake or a storm.
Two further robustness tests were conducted using the sample of developing countries only. The first exercise concerns the estimation methodology and re-estimates the growth regressions using a standard least-squares (LS) methodology, rather than the more complex GMM estimator (see Table 3 ). In this case, the statistically significant results are a subset of those under the preferred GMM methodology. That is, there is no 24 contradiction between the LS and GMM results, but the latter are more precise particularly in the cases of earthquakes and storms. Under LS, only droughts and floods carry statistically significant coefficients, with droughts producing a substantial drop in agricultural growth and floods causing an increase in growth of all major sectors and, thus, aggregate GDP.
The second exercise checks the robustness of the findings against the disaster measurement method. In particular, a count (incidence) variable commonly used in the literature (e.g. IMF, 2003; Becker and Mauro, 2006 ) is taken to measure natural disasters, rather than the continuous (intensity) variable used in the main specification. The count variable used is the average number of events in the corresponding country and five-year window. A natural disaster qualifies as an "event" if the number of people affected times 0.3 plus the number of casualties is greater than 0.01% of the population.
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The results (Table 4) are remarkably similar to those obtained with the continuous measure of natural disasters. In fact, for droughts and floods the results are the same, in terms of sign and statistical significance. For earthquakes and storms, the count or incidence variable fails to identify a significant effect on industrial growth. As will be seen below, this reflects in a sense, the tension of the industrial growth effects of these two variables, i.e. they are positive only if earthquakes and storms are not severe. The count variable does not contain enough information to discern the positive effects that apply to the majority of these natural disasters.
Are the effects of natural disasters linear?
So far, the analysis has focused on the average effect of a disaster. Yet, their intensity differs substantially, and there is a priori no reason to believe that their effects should be linear. The simple specification used so far may be a good representation of the effects of the majority of natural disasters, but it may also distort the true effects of the most severe ones. To examine this issue, the corresponding natural disaster measure is interacted with a dummy variable that has the value of 1 for the top 10% of natural disasters according to intensity, and 0 for the rest. One interaction term per natural 25 disaster is then added to the basic regression equation, which is estimated with the same methodology as before (Table 5, 
Is the effect quantitatively important?
Finally, the question remains whether the effect of the natural disasters also matters quantitatively, both in terms of their effects on growth and their likely effects on the distribution of that growth. To explore this, Chart 2 presents the estimates of the growth effect of a natural disaster of "typical" or median intensity, disaggregated by type of disaster and sector of economic activity. The calculations are made using the point estimates of the coefficients, presented in Table 2 , and the median intensities in the sample of developing countries, as reported in Appendix 2C. Note: The effects on growth are calculated using the coefficients reported in Table 2 . * significant at 10%; ** significant at 5%; *** significant at 1%
Chart 2: Growth effect of a "typical" (median) natural disaster
Effect on: Clearly, the negative effects of droughts on aggregate and sectoral growth in developing countries can be substantial, while reports of moderate floods would in effect correspond to positive aggregate growth experiences (related to nationwide abundant rainfall). Moreover, given that the poverty to GDP elasticity is much larger for growth originating in agriculture (Christiaensen and Demery, 2007; Ligon and Sadoulet, 2007) and labor intensive (industrial) sectors (Loayza and Raddatz, 2006) , the poor stand to be especially affected by natural disasters. In particular, Christiaensen and Demery (2007) estimate that 1 percentage point of (aggregate) GDP growth originating in agriculture is on average about twice as effective in reducing 1$-day poverty than 1 percentage point of GDP growth originating outside agriculture, with the difference in poverty reducing performance further increasing for less developed countries. As a result, the poor are likely to suffer disproportionately from droughts and storms, with their effects often felt many years thereafter, especially in case of severe droughts as in the 1984-85 Ethiopian famine (Dercon, 2004) . On the other hand, nationwide, the poor may also be benefitting disproportionately when moderate floods are reported. To the extent that earthquakes and storms result in labor intensive reconstruction efforts, the poorer segments of the population could benefit as well. While informative, these preliminary insights regarding the distributional effects of natural disasters must be tested further against the poverty data, an important agenda for future research.
Concluding Remarks
Over the past couple of decades there has been a steady increase in the occurrence of natural disasters. This has instigated an interest in a better understanding of their effects on economic growth to inform policymakers of the benefits from disaster risk reduction and mitigation. The literature has so far remained inconclusive regarding the effects of natural disasters on growth. While several studies point to negative effects, others also report no effects or even positive effects of natural disasters on growth.
Guided by insights from the traditional Solow-Swan growth model on the channels through which natural disasters may affect economic growth as well as the extensive literature on intersectoral linkages, this study went beyond the averages and explored the effects of natural disasters separately by disaster and economic sector in both developed and developing countries.
Three major insights emerged. First, disasters do affect economic growth -but not always negatively, and the effects differ substantially across disaster and economic sector, confirming the gains from a richer disaggregated analysis that looks beyond the averages. In particular, droughts are found to have a negative impact that is mainly further supported by the need for reconstruction following earthquakes and storms. As the elasticity of poverty to growth generated in agriculture and labor intensive sectors (such as construction and manufacturing) is substantially higher than the elasticity of poverty to growth generated outside agriculture in more capital intensive sectors, these results also suggest that the poor stand to be disproportionately affected.
Clearly, the time path of recovery and adjustment varies by shock and sectorand will likely be further affected by country-dependant institutional factors. Our findings 29 also suggest the presence of linkages transmitting shocks across sectors (in particular in developing countries), but cross-country regressions are not able to isolate these transmission mechanisms. While the cross-country analysis presented here provides estimates of the loss (or gains) of economic growth associated with different natural disasters, country case-studies will be needed to develop detailed policy actions that would ease recovery and adjustment. Such analysis would also help shed further light on the distributional impact of disasters (both in terms of geographic impact, and impact across income categories) and thus the optimal targeting of natural disaster related interventions. 
