Abstract. We describe an algorithm for obtaining explicit expressions for lower terms for the conjectured full asymptotics of the moments of the Riemann zeta function, and give two distinct methods for obtaining numerical values of these coefficients. We also provide some numerical evidence in favour of the conjecture.
Introduction
In [CFKRS] the authors propose conjectures for the full asymptotics of the moments of L-functions. A sample conjecture states, for integer k, that the 2kth moment of |ζ| on the half line can be estimated using a polynomial P k of degree k 2 , with the polynomial given implicity as a 2k-fold residue (see (1.2) below). The leading term in the conjecture agrees with the Keating-Snaith conjecture [KS] for the leading asymptotics of the moments of ζ. Besides that, all the terms of the polynomial obtained agrees with known theorems for k = 1, 2 [I] [H-B] , and the leading term agrees with conjectures made through earlier and distinct number theoretical methods for k = 3, 4 [CG] [CGo] .
The method used in [CFKRS] to conjecture the full asymptotics relies on number theoretic heuristics based on the approximate functional equation. The conjecture is supported by the fact that the formula coincides with an analogous expression in random matrix theory [CFKRS2] for the moments of characteristic polynomials from the unitary group, the main difference being that the moments of ζ have extra arithmetic information that does not show up for random matrices. Perhaps the most compelling support for the conjecture, though, are numerics that confirm the conjectured moments.
For those numerical confirmations it is necessary to use all terms arising in our heuristics. The purpose of this paper is to investigate the lower order degree terms which appear in the conjectured polynomials. Specifically, we
(1) describe an algorithm to obtain meromorphic expressions in k for the coefficients of the polynomial P k (x). Our main results are given in Theorems 1.2-1.4. (2) explain how one can numerically compute the lower order terms and to provide further experimental confirmation of the full moment conjecture, including for non-integer values of k. Numerical values for the coefficients of these polynomials for k = 1, 2, . . . , 7 are listed in [CFKRS] without explanation, with some numerics confirming the conjecture for k = 3.
At the end of the paper we also outline the analogous approach for moments of quadratic Dirichlet L-functions and of quadratic twists of an elliptic curve Lfunction, in both cases evaluated at the critical point. These two cases are examples of unitary-symplectic and orthogonal families respectively [KaS] [KeS2] [CF].
Before stating our results, we introduce notation and conjectures from [CFKRS] . 
Conjecture (see [CFKRS]).
For positive integer k, and any ǫ > 0, 1) with the constant in the O term depending on k and ǫ, where P k is the polynomial of degree k 2 given implicitly by the 2k-fold residue Here e(θ) = exp(2πiθ). We use both these expressions for the local factor for A k . The first is used in obtaining meromorphic expressions in k for the coefficients of P k (x). The second expression, derived in [CFKRS] [2.6] , is used to numerically compute A k (z 1 , . . . , z 2k ) for specific values of z 1 , . . . , z 2k .
The main point of the conjecture is that we believe it gives the full asymptotics of the moments of zeta. While our numerical results in Section 5 are consistent with a remainder of size O(T 1/2+ǫ ), there is some debate regarding the error, especially in relation to moments of other families of L-functions [CFKRS] [Z] , and it would be worthwile to carry out more detailed testing concerning the nature of the remainder.
The leading coefficient of P k (x) will be shown in Section 2.1 to equal This agrees with the leading term that was first conjectured by Keating and Snaith [KeS] . More generally, letting Z(s) = χ(s) −1/2 ζ(s) with χ(s) = π s−1/2 Γ((1 − s)/2)/Γ(s/2)
we conjectured [CFKRS] for shifted moments
where
· · · G(z 1 , . . . , z 2k )∆(z 1 , . . . , z 2k ) 10) with the path of integration being small circles surrounding the poles α i , and −1/4 < ℜα j . One recovers the moments of ζ by setting the shifts α i equal to 0, and observing that Z(s) = Z(1 − s). An alternative formulation of this conjecture also given in [CFKRS] involves a combinatorial sum and is established by the following lemma. If for all 1 ≤ i, j ≤ k, α i − α j+k is contained in the region of analyticity of f (s) then
where one integrates about small circles enclosing the α j 's, and where Ξ is the set of 2k k permutations σ ∈ S 2k such that σ(1) < · · · < σ(k) and σ(k + 1) < · · · < σ(2k). Equation (1.2) allows us to obtain the coefficients of P k (x) by computing power series expansions and then the residue of the r.h.s, giving meromorphic expressions in k for the coefficients which can also be evaluated to high precision numerically, even for non integer k. In practice we have been able to do so for the first ten coefficients of P k (x). If k ∈ Z, k > 3, to obtain numerical values for all k 2 coefficients of P k (x) we developed a second method using equation (1.11). This involved taking small distinct shifts and high working precision to capture cancellation amongst the order k 2 poles of the r.h.s. of (1.11).
1.2. Results. Our first theorem below explictly gives the coefficients of P k (x) in the full moment conjecture for the Riemann zeta function. These are described in terms of the multivariate Taylor coefficients of
2k in the Taylor series of (1.12). Notice that the above function is symmetric in z 1 , . . . , z k and in z k+1 , . . . , z 2k , and that b k (α; β) = (−1) |α|+|β| b k (β; α). We may therefore collect together terms in the Taylor series accordingly and express (1.12) as
The 'sym' indicates that we group terms that have exponents of the same form. Thus the sum over α; β follows the convention that α ≥ β lexicographically, we list the α i 's and β i 's in decreasing order, and we supress the α i 's and β i 's that are 0. For example, all the terms of degree 4 are collected with coefficients:
2). The terms that go with b k (1, 1, 1, 1; ) are
and likewise for β.
Theorem 1.2. Let P k (x) be given by equation (1.2) . Writing
we have
where a k is given by (1.7), the function δ(α; β) equals zero unless α = β in which case it equals 1, and N k (α; β) is defined by
(1.17)
The functionM k is given as a 2k × 2k determinant in equation (2.63) .
By rearrangements, we mean distinct permutations, so that, for example, 5, 7, 5 and 5, 7, 5 would be regarded as the same rearrangements. The reason for writing N k (α; β) as we have, with the factor
, is explained by the next theorem.
This theorem allows us to determine N k (α; β) explicitly by evaluating (1.17) at 2(|α| + |β|) + 1 values of k and interpolating. A few example N k (α; β)'s are given in (2.70).
Finally, the coefficients b k (α; β) that appear in Theorem 1.2 can also be explicitly determined.
Theorem 1.4. The Taylor coefficients b k (α; β) of (1.12) can be written explicitly as a polynomial in: k, the Taylor coefficients of sζ(1 + s), and the Taylor coefficients of log(A k (z 1 , . . . , z 2k )). The latter Taylor coefficients can further be expressed explicitly as a sum over all primes p of a rational function in: k, p, log(p), and finitely many Gauss hypergeomtric functions 2 F 1 (k 1 , k 2 ; m; 1/p), where
To illustrate what the last theorem looks like in practice, see equations (2.51) and (2.43).
This paper is structured as follows. In Section 2.1 we prove Theorems 1.2 and 1.4, and also give a procedure to determine the polynomial and rational functions of Theorem 1.4. In Section 3 we prove Theorem 1.3.
Section 4 is devoted to numerical evaluation of the lower order terms. Two different methods are described. The first involves numerically computing the terms that appear in in Theorem 1.2, while the second uses (1.11), small shifts, and very high precision to capture cancellation amongst the poles of the summand. Data supporting the full moment conjecture is then presented in Section 5.
We also provide plots of the coefficients c r (k) as a function of k for r ≤ 7 and also of the zeros of the polynomials P k (x) for several values of k.
In Section 6 we briefly describe the analogous approach for quadratic Dirichlet L-functions and of quadratic twists of an elliptic curve L-function.
2. Lower order terms in the moments of ζ 2.1. Evaluating the residue explicitly. The 2k-fold residue in (1.2) involves extracting the coefficient of = 2k(2k − 1). However, the product k i=1 k j=1 ζ(1 + z i − z j+k ) has poles which cancel k 2 of the Vandermonde factors. Hence, in (1.2), we need only take terms in the Taylor expansion of
is indeed a polynomial of degree k 2 in x and we write
One complication in developing expressions in k for the c r (k)'s is that the Vandermonde determinant in (1.2) prevents us from separating the integrals. However, this can be overcome by introducing extra variables and pulling out the Vandermonde as a differential operator. We illustrate the method for the leading term c 0 (k) and then generalize.
Noticing that A k (0, 0, . . . , 0) = a k (set all the variables to 0 in (1.4), apply Lemma 2.3, and compare to (1.7)), the leading term is given by
(the k 2 poles of the ζ product have sign opposite from the Vandermonde factors that they cancel, and these k 2 minuses cancel the (−1) k in (1.2)). Comparing the degree of the Vandermonde determinants in the numerator, with the degree of the denominator shows that only terms of degree k 2 in the taylor expansion of the exp contribute to the residue. Changing variables u i = xz i /2 and then relabeling u i with z i gives
Introducing extra variables x i , we consider
with p(z) a polynomial in z 1 , . . . , z 2k . Pulling out the polynomial p, (2.4) equals 5) and taking the residue gives
Two lemmas allow us to reduce this further.
Lemma 2.1.
Proof. This follows using the definition of the Vandermonde determinant
Noticing that row i of the matrix only involves x i , we factor the product into the determinant.
We can now consider the effect of applying the three Vandermonde's in (2.8).
Lemma 2.2.
(the first k rows of this 2k × 2k matrix involve f and its derivatives evaluated at 1, while the last k rows have the entries evaluated at −1).
Proof.
Consider first what happens when we apply just the last two ∆'s. By Lemma 2.1,
Expanding this determinant, we get a sum of (k!) 2 terms each of which is a product of the form 
(2.13)
. . = x 2k = −1, we may rearrange the first k rows and the last k rows so as to undo the permutations µ and ν. This introduces another sgn(µ) sgn(ν) in front of the the determinant. Hence each such term contributes the same amount, 14) and summing over the (k!) 2 pairs µ, ν gives us the Lemma.
Applying Lemma 2.2 to (2.7) yields
(2.15)
Here, we take Γ(m) −1 = 0 if m ∈ {0, −1, −2, −3, . . . }. The first k rows and last k rows are identical except for the presence of a checkerboard pattern of minuses ones in the latter rows. The i, j entry above equals
We show later that (2.15) equals a k k−1 l=0 l!/(k + l)!. See Lemmas 3.1 and 3.2, with
Next we consider in (2.1) the rth term of our polynomial P k (x). To evaluate c r (k) we examine the power series expansion of the integrand in (1.2). As in our consideration of c 0 (k), we first cancel the poles of k i=1 k j=1 ζ(1+z i −z j+k ) against the Vandermonde, and write the integral in (1.2) as
Because of the various symmetries satistfied by the factors of the integrand, our job of determining the series expansion of
is not as difficult as might be supposed.
2.1.1. Series for A k (z 1 , . . . , z 2k ). First, we write
to turn the Euler product defining A k in (1.5) into a sum over primes. Obtaining the series for log(A k (z 1 , . . . , z 2k )) will allow us, in conjunction with the method in Section 2.1.3 for multiplying series, to recover the series for exp (log(
. . , z k and separately in z k+1 , . . . , z 2k , we distinguish two sets of variables, and let
denote the coefficient of a typical
in the multivariate Taylor expansion of log(A k (z 1 , . . . , z 2k )). Here, we prefer to keep factorials in the denominator rather than absorb them into B k for convenience in describing the procedure to obtain the coefficients through differentiation. By the above mentioned symmetry, we use the convention, when writing B k (α; β) of only listing the non-zero α i 's and β i 's, and writing them in decreasing order. Also, because
The a k factor comes from the value of the function at the origin A k (0, . . . , 0) = a k .
Next, let l = l(α) denote the number of non-zero α i 's, and m = m(β) denote the number of non-zero β i 's. Since we are interested in extracting c r (k), we only need to consider the power series expansion of A k up to degree r, i.e. l + m ≤ r. Since we are assuming in our evaluation of B k (α; β) that the α i 's and β i 's are in decreasing order, we focus on the first l z i 's (m z i+k 's respectively) and we have, together with (1.5),
Since we are assuming α l+1 = . . . = α k = 0, β m+1 = . . . = β k = 0, with l + m ≤ r, we may as well immediately set z r+1 = . . .
By equivalent, we mean that both expressions have the same series expansion in z up to terms involving just z 1 , . . . , z r , though not including the constant which, on the l.h.s., equals k 2 log(1 − t). The main point in doing this reduction is to get rid of the k dependence in the summands.
A symbolic differentiation package (such as Maple) can then be used to compute
(2.28) applied to the r.h.s. of (2.27) as a rational function in k, log(t), and t. We list the terms up to degree 2:
The coefficient above of the 1≤i<j≤k z i z j + z i+k z j+k term equals zero. Next, applying (2.28) to
we end up, by the chain rule, with a rational expression involving partial derivatives of the form
The sum above is of the form
which can be evaluate by applying (wd/dw) c to the geometric series 1/(1 − w) = ∞ m=0 w m . This can be expressed either in terms of Stirling numbers of the second kind or, alternatively in terms of Eulerian numbers [St] :
(the latter sum is taken to be 1 if c=0). We prefer to use the latter. Thus, (2.33) equals
Applying this to (2.31) and expanding out, we need to evaluate integrals of the form
The integral above can be expressed in terms of Gauss' hypergeometric series.
Proof. Assume C ≥ 0. We can expand 1 − e(θ)t 1/2 −A and 1 − e(−θ)t 1/2 −B using the binomial series:
Multiply these series together. The integral will pull out the coefficient of e(−Cθ), which equals
The second formula in the lemma can be obtained by conjugating the first and interchanging the role of A and B.
Using this lemma, we can write out the Taylor series of (2.30)
Combining the above with (2.29) we have that the first few coefficients B k in (2.24) are given by
2.1.2. Series for the ζ product. Let
be the Laurent expansion of sζ(1 + s) about s = 0, where the γ n 's generalize Euler's constant
As with the series for A k , we can here exploit the symmetries satisfied by the product 1≤i,j≤k
We first set z r+1 = . . . = z k = 0, z k+r+1 = . . . = z 2k = 0 before applying (2.28), so that (2.46) is equivalent, in its series expansion up to terms involving just z 1 , . . . , z r , to 1≤i,j≤r
Again, one may use a symbolic differentiation package to evaluate (2.28) applied to the above, and thus obtain the coefficients of the multivariate series expansion 1≤i,j≤k
2.1.3. Multiplying series together. Let us be given two multivariate series of the form that appears, for example, in (2.24)
In (2.24) we pulled out the constant term from the series, but generally, the above can have a non-zero constant term C k (; ). The 'sym' indicates that we group together terms with exponents of the same form as explained in the introduction. We can easily obtain the coefficients of their product by examining, for a given α; β the various pairs γ 1 ; λ 1 , γ 2 ; λ 2 with γ 1 + γ 2 = α, and λ 1 + λ 2 = β. Some care is needed in carrying this out. While in collecting terms by C k (α; β) we use the conventions in the above paragraph, γ and λ need not satisfy γ ≥ λ. For example, say with k = 3, a term of the form z )) with γ 1,1 + λ 1,1 = 3,γ 1,2 + λ 1,2 = 1,γ 2,2 + λ 2,2 = 2, and all the others equal to zero. For each of these 24 ways, one needs to look up the corresponding coefficients of both series by sorting the γ and λ and possibly swapping, using (2.23), so that γ ≥ λ.
In this manner, we are able, given the series for A k (z 1 , . . . , z 2k ) and the series in (2.48), to obtain the series for the second line in (2.17)
(to determine the multivariate series for A k from that of log(A k (z 1 , . . . , z 2k )), one uses the Taylor series for exp, applied to log(A k ), and the above multiplication algorithm). We list the first few terms:
2.2. Determining c r (k). Extracting the terms of degree r from the Taylor expansion (2.50) and substituting into (2.17) we have
Now, each term in the second line of the integrand with the exponents of the same form integrates the same since the integrand is a symmetric function of z 1 , . . . , z k and of z k+1 , . . . , z 2k , and also because the contribution from z
is the same as for z
, as can be seen by changing variables u i = −z i and using b k (α; β) = (−1) |α|+|β| b k (β; α). Let d k (α; β) denote the number of terms of a given form of exponent. For example, d k (1; ) = 2k since there are 2k terms in k i=1 z i − z i+k . Once can write down a formula for d k (α; β) as, up to a factor of 2, a multinomial coefficient in terms of the multiplicities of the values assumed by the α i 's and β i 's. Let m α (j) denote the number of occurences of j amongst α 1 , . . . , α k , and likewise for β.
Let J 1 denote the largest value amongst the α i 's and J 2 the largest value amongst the β i 's. Let
We have introduced δ(α; β) to take into account that the ±sym in (2.52) collects together the terms corresponding to α; β and to β; α. We have ways to decide which of the remaining z i 's have exponent 1, etc, and likewise for β. In the simplification to obtain the second line we used J1 j=0 m α (j) = k, and similarly for β.
Therefore, counting the number of terms that are collected for a given b k (α; β) we get
Pulling out
from the integral, we have, as in our consideration of c 0 (k),
evaluated at x 1 = . . . = x k = 1, x k+1 = . . . = x 2k = −1, where q is given by (2.8) and
(2.58)
As in the proof of Lemma 2.2, (2.57) equals
where g(µ, ν) equals (2.13) (with f (x) = x 2k−1 /(2k − 1)!) and is comprised of a sign and a determinant. The sum is over all k! 2 pairs of permutations µ, ν. Applying q 2 (∂/∂x 1 , . . . , ∂/∂x 2k ) to these determinants we get
(2.61)
. . = x 2k = −1, and rearranging rows (to undo the µ and ν) we get
The extra factor of (−1) βi comes from the extra powers of −1 that are pulled out of the bottom k rows of the matrix. Notice that in order forM k to be non-zero, the α σi + i − 1's must be a distinct subset of {0, 1, 2, ..., 2k − 1}, and similarly for the β τi + i − 1's. The implication of this latter point is discussed further in Lemma 2.4 below. For any α, β, many of the k! 2 pairs of permutations σ, τ will give the same determinant because of multiplicity amongst the α i 's and β i 's. In fact, since r is fixed, most of the α i 's and β i 's will equal zero. As before, let m α (j) denote the number of occurrences of j in α 1 , . . . , α k , and similarly for β.
Then (2.62) becomes
By rearrangements, we mean distinct permutations, so that, for example, 5, 7, 5 and 5, 7, 5 would be regarded as the same rearrangements. Recall that J 1 and J 2 denote the largest value amongst the α i 's and β i 's respectively. Notice that this simplifies since, by (2.54),
is constant, where δ(α; β) is given by (2.53). Therefore
Expression (2.64) can be pared down further by realizing that 'all of the action' takes place in rows k − |α| + 1, . . . , k and 2k − |β| + 1, . . . , 2k. By this we mean that we need only focus on the rearrangements that have α σ1 = . . . = α σ k−|α| = 0, and β σ1 = . . . = β σ k−|β| = 0, because otherwise the determinant will equal zero. Proof. Let δ 1 := α σi ≥ 1 be equal to the first non zero α σ . But this forces δ 2 := α σ i+δ 1 to also be ≥ 1, otherwise rows i and i+δ 1 would coincide and the determinant would be zero. But then δ 3 := α σ i+δ 1 +δ 2 must also be ≥ 1 otherwise rows i + δ 1 and i + δ 1 + δ 2 would coincide. Continue in this fashion until reaching beyond the kth
. . = β τ k−|β| = 0, the only difference in the proof being that the rows would coincide up to a factor of ±1.
The above lemma greatly improves the speed with which we can evaluate (2.64) since all but O r (1) of the terms can be discarded. Consider 1 2 k 2 −r rearrangements σ, τ of α and βM k (σ(α), τ (β)).
(2.67)
We will prove in Section 3 using the theory of factorial Schur functions that the above is equal to k−1 l=0 l!/(k + l)! times a polynomial in k of degree ≤ 2(|α| + |β|), or else is the 0 polynomial.
Hence, if we let N k (α; β) denote the polynomial
we have thus arrived at:
The factor a k k−1 l=0 l!/(k +l)! is equal to the leading coefficient c 0 (k). The b k (α, β)'s are the Taylor coefficients of
and the first few are listed in (2.51). The function δ(α; β) equals zero unless α = β in which case it equals 1. We have thus managed to express c r (k) as equal to c 0 (k) times a polynomial in k with coefficients linear in the b k (α, β)'s.
Knowing that N k (α; β) is a polynomial of degree ≤ 2(|α| + |β|) allows us to determine it for a given α; β by evaluating (2.68) at 2(|α|+|β|)+1 different values of k and writing the unique polynomial of degree ≤ 2(|α| + |β|) that interpolates those values. Since the arithmetic just involves rational numbers it can be performed exactly. When evaluating the r.h.s. of (2.68) one should make sure to exploit Lemma 2.4 so as to only evaluate O r (1) of the rearrangements.
In this way, one can find, for example,
This allows us to write down formulae for c 1 (k) and c 2 (k):
and, after simplifying,
(2.72)
The B k 's above are given in (2.43). In practice, we were thus able to explicitly determine the first nine lower order terms, r ≤ 9.
3. Proof that N k (α; β) is a polynomial.
Throughout this section we use the following notation. Let e 1 , e 2 +1, . . . , e k +k−1 be distinct integers and f 1 , f 2 + 1, . . . , f k + k − 1 be distinct integers. If f 1 , f 2 + 1, . . . , f k + k − 1 is a subset of 0, 1, . . . , 2k − 1, let c 1 , . . . , c k be the complementary subset. Later we will introduce some extra assumptions on the e i 's and f i 's, namely that most of them are equal to zero.
The following lemma expresses the kind of 2k × 2k determinant that appears in the formula for N k as a a k × k determinant involving binomial coefficients.
Lemma 3.1. Let e i and f i be given as above. Then
. . . Proof. Introducing a (2k − j)! in column j, 1/(e i + i − 1)! in row i and (−1) i−1 /(f i + i − 1)! in row k + i, i = 1, . . . , k, the l.h.s. of (3.1) equals (−1)
. . .
. . . . . .
Multiplying the matrix in (3.2) on the right by a unit, i.e. by
and the (i + k)j entry is, for 1 Expanding the determinant of this new matrix along the last k rows, and pulling out powers of 2's from the first k rows gives the lemma. The sgn(f ) that appears in the lemma can be obtained as follows. The last k rows of the matrix given by (3.4) and (3.5) consist of ±1's with a (−1) fi+i−1 appearing in row k +i and column f i +i, 1 ≤ i ≤ k. We can swap the columns and rows of this matrix so that the bottom left k × k submatrix becomes diagonal, and the lower right submatrix becomes, 0 k×k , the zero submatrix.
There are many ways to do so, but to end up with the determinant in the lemma, one should make sure that we do not rearrange the relative ordering of the columns corresponding to c 1 , . . . , c k . If the quantities f i + i appear in increasing numerical value, one can simply swap column f i + i with its neighbouring columns on the left, one at a time, until it sits in the ith column. This introduces a (−1)
However, if the f i + i's appear out of order, in order to preserve the ordering of the columns corresponding to c 1 , . . . , c k , one should first swap rows so as to put the lower k × 2k submatrix into reduced row echelon form. For example if one has f i1 + i 1 > f i2 + i 2 , but i 1 < i 2 then one should swap rows k + i 1 and k + i 2 . This has the effect of placing the (−1)
, and the (−1)
The horizontal displacement then needed to get these entries into the i 2 nd and i 1 st columns is therefore unchanged and equal to f i1 + f i2 . Relabeling and repeating if necessary, one sees that the contribution to the determinant from the row and and column swaps that get the lower left k × k submatrix into diagonal form is (−1) (3.6) where sgn(f ) accounts for the number of transpositions needed to get f 1 +1, . . . , f k + k into increasing numerical order. One now easily evaluates the determinant by expanding along the lower diagonal matrix. This submatrix begins at entry k + 1, 1 and this contributes a (−1) k to the determinant. One also needs to multiply the diagonal entries themselves, and this contributes a (−1) fi+i−1 . Collecting the powers of −1 that appear in (3.2) and (3.3) and multiplying by (3.6) and by the two factors in the previous paragraph we obtain the sign that appears in the lemma. Now (3.1) equals
with (z) µ = z(z − 1) . . . (z − µ + 1) the descending factorial, and λ j = e k−j+1 . The determinant above is essentially a factorial Schur function.
We have introduced the λ j 's and taken the tranpose so as to conveniently apply theorems of MacDonald and Chen-Louck (see [CL] [Theorems 3.2, 3.3] ) concerning the factorial Schur function. The extra (−1) k(k−1)/2 above comes from swapping the i, j entry with the i, k − j + 1 entry.
In our application to N k (α; β), we found, in Lemma 2.4, that most terms in (2.68) can be discarded, and only terms with α σ1 = . . . = α σ k−|α| = β τ1 = . . . = β τ k−|β| = 0 contribute.
So assume that, for some s ≥ 0, e 1 = . . . = e k−s = 0, and hence λ s+1 = . . . = λ k = 0. Next, write c j = k + j − 1 − ǫ j , where ǫ j is a non-negative integer. Assume that, for some t ≥ 0, ǫ j = 0 for all j > t, i.e. that c j = k + j − 1, if j > t.
To apply their theorems, one must first assume that the λ j 's are decreasing λ 1 ≥ λ 2 . . . . We can assume this condition by rearranging the first s columns of the matrix in (3.7) if necessary. This will change the sign of the determinant by a power of (−1) that depends only on λ 1 , . . . , λ s . However, since we are actually permuting the λ j + k − j's rather than the λ j 's, some care is needed. Say λ j < λ j+1 . We are assuming that the λ j +k −j's are distinct (we've assumed the e j + j − 1's to be distinct), thus λ j < λ j+1 actually implies that
since otherwise one would have two neighboring λ j + k − j's that were equal. Swapping columns j and j + 1, the subscript for the jth column is then λ j+1 + k − j − 1 = (λ j+1 − 1) + k − j, and for the (j + 1)st column is then λ j + k − j = (λ j + 1) + k − j − 1. Therefore we have replaced (λ 1 , . . . , λ j , λ j+1 , . . . ) with (λ 1 , . . . , λ j+1 − 1, λ j + 1, . . . ) in which λ j+1 − 1 ≥ λ j + 1. Also notice that swapping the two columns only permutes the subscripts which therefore remain distinct.
Continuing in this fashion, we end up withλ 1 ≥ . . . ≥λ s , with theλ i obtained from the λ i 's by the above swapping procedure. Notice that
since each swap adds one and subtracts one from the λ i 's. with y i = z i −i+1 and the conventions that w 0 (z) = 1, and w m (z) = 0 if m < 0. The main point is that our k × k determinant has been replaced by an s× s determinant. Furthermore,
The terms in this sum with all i's > t contribute
since ǫ i = 0 if i > t. This is a polynomial of degree 2m in k.
The terms with i 1 ≤ t and the other i's > t contribute
and the terms with i 1 ≤ i 2 ≤ t contribute
both of which are polynomials in k of degree 2m − 1 and 2m − 2 respectively. In this fashion one sees that the entries of
s×s are polynomials in k. Furthermore, expanding this determinant we get a sum of products of entries, one from each row and column. However, w m (z) = 0 if m < 0, so only the terms with allλ i − i + j ≥ 0 contribute, and the degree of such a term is then 2 λ i .
Applying Theorem 3.2 we find that (3.7) equals
(3.14)
Here we have absorbed the factor of ±1 into the polynomial and have also used (3.9). Thus, given that α σ1 , α σ2 +1, . . . , α σ k +k−1 are distinct and β τ1 , β τ2 +1, . . . , β τ k + k − 1 are distinct, we get that a typicalM k (σ(α), τ (β)) appearing in (2.68) equals:
where γ is the complementary subset of the β τi + i − 1's. (3.16) and ∆(γ) = i<j (γ j − γ i ). Now, by Lemma 2.4, most of the α σi 's and β τi 's are 0, 17) and γ j = k + j − 1 − ǫ j where ǫ j = 0 if j > |β|. The latter can be seen by noticing that β τi + i − 1 ≤ |β| + k − 1 so that {k + |β|, . . . , 2k − 1} is a subset of γ. Thus, starting from the end, ǫ k = 0, hence ǫ k−1 = 0, . . . ǫ |β|+1 = 0.
Hence,
The first product gives
and, because ǫ i = ǫ j = 0 if i, j > |β| the second factor equals
However, the product over 1 ≤ i < j ≤ |β| is a rational number. Furthermore, most of the numerator of the product over 1 ≤ i ≤ |β|,|β| < j ≤ k cancels with the denominator leaving a polynomial in k of degree |ǫ|. But |β| = |ǫ| which is easily verified as follows. The union of the β i + i − 1's and
Substituting γ i = k + i − 1 − ǫ i and simplifying gives β i = ǫ i . Collecting the above together gives
(we take the polyomial to be 1 if |β| = 0). Next, we determine the power of 2 appearing in (3.15):
because β τ1 = . . . = β τ k−|β| = 0, and where we regard the l.h.s as a function of k with β τ k−j fixed for 0 ≤ j ≤ |β|. Therefore, most of the numerator cancels with the denominator except for |β| factors each of which is a polynomial of degree 1 in k.
We have therefore shown that
Here we have absorbed the extra 2 |β|−|α| from (3.23) into the polynomial. This proves that N k (α; β) given by (2.68) is a polynomial in k of degree ≤ 2(|α| + |β|).
Numerical evaluation of c r (k)
Two methods were developed to numerically compute the coefficients c r (k) of the lower order terms. The first relied on (2.69) and we used Maple [M] to take advantage of its symbolic capabilities. This approach had the advantage of allowing us to obtain the coefficients to many digits precision, and also to make sense of the conjecture for non-integer values of k. This method suffered the disadvantage of being difficult to implement, even using a high level symbolic package, and required much computational power, so that we only determined c r (k) in this way up to r ≤ 9. This sufficed to compute all the lower terms, for k = 3, since
The second method was comparatively easy to implement, and allowed us to obtain many more coefficients. However, it is limited to integer values of k, and also presents more difficulties in acceleration therefore yielding lower precision.
4.1. Method 1. A table of the polynomials N k (α; β) of degree ≤ 2(|α| + |β|) was prepared by evaluating (2.68) at slightly more than 2(|α| + |β|) + 1 values of k and interpolating the unique polynomial of said degree fitting those points. The extra points were thrown in for good measure as a check against errors. This was done for all 0 ≤ |α| + |β| ≤ 9.
Next a corresponding table of the coefficients b k (α; β) was prepared, expressed symbolically as a polynomial in the γ j 's and B k (α; β)'s as described in Section 2.1, with B k (α; β) given as a sum over primes, with the summand equal to log(p) |α|+|β| times a function rational in p and in Gauss hypergeometric functions of the form 2 F 1 (k + A, k + B; C; 1/p, where A, B, C are non-negative integers, C ≥ 1. A few example B k (α; β)'s are listed in (2.43).
We were then able to obtain, for a given k, numerical values of the coefficients c r (k), for 0 ≤ r ≤ 9. Because B k (α; β) is expressed as an infinite sum over primes, we used standard methods to accelerate its convergence. Namely, we evaluated the first few terms, p ≤ P , to high precision. Then, to evaluate the tail end of the sum, p > P , we used Maple's series routine to determined the first few terms of the series expansion in 1/p of the summand, writing it in the form (log p)
where r = |α| + |β|, and the d j 's depend on the summand hence on α and β.
To evaluate a sum of the form
we first wrote it as a full sum minus the front end:
3)
The second sum was evaluated by summing the terms p ≤ P , while first sum was computed using Mobius inversion: to a given precision. The factor a k given by (1.7) can be evaluated to high precision in a similar way. In this manner we were able to compute c r (k), 0 ≤ r ≤ 9 for various k. For example, for k = 3 we obtained the coefficients to about 30 decimal places. The actual precision can be predicited from the size of P , as the overall error in using (4.1) to approximate the summand for the terms p > P is O(log(P ) r−1 /P 6 ). In practice, we took larger and larger values of P until the numerics stabilized to a precision that we found satisfying.
Method 2.
The second method we developed to compute c r (k) used the combinatorial sum (1.11), small shifts, and very high precision to capture cancellation amongst the high order poles of the terms in the sum. Because this method requires very little symbolically, this was implemented in C++ using NTL [S] to carry out multiprecision arithmetic.
The basic idea is as follows. The polynomial P k (x) given by (1.2) can be regarded as a special case of the function P k (α, x) given by (1.10), namely with α 1 = . . . = α 2k = 0. One can then use (1.11) to evaluate P k (α, x). However, the terms in (1.11) have poles if the α i 's are not distinct. So, we cannot simply substitute α = 0 and sum the terms numerically. Instead we take the limit as α → 0 with the condition that the α i 's are distinct. One must also use very high precision to capture cancellation amongst the terms which individually become very large when α is small. More precisely, let
and let ǫ j = jǫ, where ǫ ∈ C. Then, by (1.11) 8) where Ξ is the set of 2k k permutations σ ∈ S 2k such that σ(1) < · · · < σ(k) and σ(k + 1) < · · · < σ(2k).
Therefore, expanding exp in its Taylor series, and pulling out the coefficient of x k 2 −r , we get
The only complication in evaluating the above for a given k and ǫ is that A k (z 1 , . . . , z 2k ) is expressed as an infinite product over primes (1.4). To evaluate that product, we broke it up into p ≤ P and p > P , with P large. For the primes p ≤ P , we used (1.5) to evaluate the contribution from p, each factor only requiring finitely many arithmetic steps. For the contribution from the larger primes, p > P , we used a quadratic approximation for the local factor appearing in (1.4):
This approximation can be obtained by substituting u j = p −1/2−zj and w j = p −1/2+z k+j in the local factor of (1.4), and working out the terms up to degree four. Only terms of even degree appear because the intergral over θ pulls out just the terms with the same number of u's and w's. So, we expand each geometric series appearing in the integral over θ up to degree two, multiply them out, and collect terms with the same number of u's and w's. The first factor (1 − u i w j ) appears precisely to cancel the terms of degree two in the second factor, so we need only determine the terms of degree four. Noticing that the local factor is symmetric separately in the u's and w's, and also if we swap u and w, we can determine the terms of degree four by simply computing all representative fourth order partial derivatives that have the same number of u's as w's, evaluated at u j = w j = 0, 1 ≤ j ≤ k. For instance, it is enough to immediately set u j = w j = 0 if 3 ≤ j ≤ k and then take the partial derivatives:
, evaluated at u 1 = u 2 = w 1 = w 2 = 0. Doing so gives that the local factor, up to terms of degree four, equals 1 − 1≤i 1 <i 2 ≤k 1≤j 1 <j 2 ≤k u i1 u i2 w k+j1 w k+j2 , (4.12) thus giving (4.11). Therefore, we used
(1 − p −2−zi 1 −zi 2 +z k+j 1 +z k+j 2 ) (4.13)
to approximate the contribution to (1.4) for the primes p > P . To compute (4.9) to D decimal places, we should take ǫ roughly of size 10
and then use about (r + 1)D digits working precision to account for cancellation in (4.9) amongst the order r pole in ǫ of the summands. Since r can be as large as k 2 , we used (k 2 + 8)D digits working precision, the +8 taken for extra leeway, and also chose D to be slightly larger than the desired final precision.
Verifying the full moment conjecture
In [CFKRS] we presented numerical data supporting the conjecture described in Section 1.1 for k = 3. Here we give some more data supporting the conjecture, for integer k ≤ 7, and also for several real and complex values of k. Our data supports the conjecture, but is not too extensive as our main effort was put towards developing ways to evaluate the lower terms rather than to large scale verification of the conjecture. Nonetheless, even moderate data strongly supports the conjecture.
One experiment we carried out involved comparing the two quantitites
for seventeen intervals [C, D] of length 50000, and k = 3, 4, 5, 6, and 7. We also examined the conjecture for several non-integer values of k, in the latter case interpreting P k (x) as an asymptotic series rather than as polynomial.
For both integer and non-integer k, we used method 1 of Section 4.1 to compute the first few lower terms to high precision. For k = 3, 4, 5, 6, 7, 8 we also computed c r (k) for r ≤ k 2 using method 2. Tables of the coefficients c r (k), k = 3, 4, 5, 6, 7 can be found in [CFKRS] . As k increases, it seems from numerics that the first few leading order terms have much smaller coefficients than the later lower order terms. For example, when k = 4, the leading term as listed in [CFKRS] is c 0 (4) = .24650183919342276×10 −12
, compared to the largest value c 1 3(4) = 38.203306. To verify the full moment conjecture, we needed to evaluate P k (x) at x = log(t/(2π)). Therefore, even if t is moderately large, say 10 6 , the main contribution actually comes from substantially lower order terms. In the range we examined, the main contribution for k = 3, 4, 5, 6, 7 came, respectively, from the the terms r = 3, 6, 12, 20, 30 and their immediate neighbours.
To compare to actual moment data for ζ we used Mathematica [Ma] to numerically integrate powers of |ζ(1/2 + it)| for each interval. Due the oscillatory nature of ζ, we performed the integration between consecutive zeros of ζ on the halfline using a table of zeros computed with the L-function calculator [R] . Tables 1 and 2 gives the values of (5.2) and (5.1) for [C, D] = [50000n, 50000(n + 1)], n = 0, 1, . . . , 16, and k = 3, 4, 5, 6, 7. The data for k = 3 is a subset of the data given in [CFKRS] , but otherwise, the data here is new. We see that the pairs of columns track one another nicely. Figure 1 depicts the difference between (5.2) and (5.1) divided by (5.1) for the values in Tables 1 and 2 .
We also present some data for non-integer k, specifically for k = .5, 1.8, 3.2, and .5 + i taking just the first first few terms, r ≤ 7, of P k (x). For non-integer k we believe, based on our numerics, that P k (x), no longer a polynomial in x but an infinite series, gives an asymptotic expansion for the 2kth moment of ζ, so that taking more terms does not necessarily give an improvement. We therefore Table 2 . Conjecture v.s. data for k = 6, 7, same intervals as the previous table. Tables 1 and 2 . For any finite interval, as k → ∞, the main contribution to the 2kth moment comes from the largest value of |ζ(1/2 + it)| 2k on that interval. This explains the feature that, for a fixed interval, the actual moment tends to progressively deviate from the conjectured value as k increases.
for a few values of D. We present our data in Tables 3-6 , listing for each k, the values of c 0 (k), . . . , c 7 (k), and of (5.1) compared to (5.3) with D = 1000, 10000, and 100000, and R = 0, 1, . . . 7.
5.1. Zeros of P k (x). While we have managed to explicitly determine the first few coefficients c r (k) of the moment polynomials P k (x), we have not yet managed to understand certain aspects of these polynomials, such as the uniform asymptotics of the coefficients, or uniform asymptotics of P k (x) with x a function of k. The latter is needed, for example, to properly understand how large |ζ(1/2 + it)| can get [FGH] .
Since the overall nature of these polynomails remains mysterious, we depict, in Figure 2 the k 2 zeros of P k (x) for k = 2, 3, 4, 5, 6, 7 in the hope that a reader might recognize some familiar behaviour. "c7" Figure 3 . Graphs of c r (k) with −1/2 < k < 11/2, for r = 0 . . . , 7. The asymptotic behaviour of log(c 0 (k)) as k → ∞ is implied by [CGo] [KeS] and is, to leading order, −k 2 log(k). The cusps occur at zeros of c r (k), some of which are accounted for by the fact that, for non-negative k, P k (x) is a polynomial of degree k Table 6 . Conjecture v.s. data for k = .5 + i. The data here is not as convincing as for the other values of k, but, nonetheless, the early terms do give a reasonable approximation, and we believe the fit would improve with more substantial data.
Remarks about other families: orthogonal and symplectic
In this paper we have explained two approaches for obtaining the coefficients c r (k) of P k (x). The first involves explicitly determining the residue on the r.h.s. of (1.2). Theorems 1.2-1.4, and the procedure given in Section 2 describe this in detail. The second approach involves using the combinatorial sum (1.11), using small shifts, and high precision.
The same methods can be taken for other families of L-functions, for instance in determining the lower order terms in the moments of L(1/2, χ d ), quadratic Dirichlet L-functions, or of L E (1/2, χ d ), the L-functions associated to the quadratic twists of a given elliptic curve, to name just two examples, in both cases evaluated at the critical point. The former is an example of a unitary symplectic family, while the latter is an example of an orthogonal family [KaS] . See [CFKRS] where we discuss these examples in detail. As with the Rieman zeta function, conjectures are given for the full asymptotics of their moments, expressed in terms of multi-dimensional residues and also as combinatorial sums. In that paper, we used Method 2 of Section 4.2 for the analogous combinatorial sums to numerically compute lower terms for the moments, and verify the full asymptotics.
For the elliptic curve family, the next to leading term in the asymptotics of the moments has been worked out explicitly, and a test has been divised to verify the first two terms in the asymptotics of that particular family with an application to estimating the number of elliptic curves of rank greater than zero [CPRW] . See also citeBMSW for a survey of results related to the latter question.
