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Abstract 
 
Aujourd'hui, la bande dédiée aux communications radio est pleinement occupée 
pouvant rendre énormément difficile la gestion des signaux reçus selon leurs 
types d'accès. L’occupation spectrale est régit par une régulation officielle et les 
gouvernements se chargent de louer les bandes de fréquence aux fournisseurs 
d’accès et de services (comme par exemple SFR, Orange ou Bouygues). Les 
autorités doivent vérifier que les fournisseurs suivent des règles et seulement 
des utilisateurs autorisés transmettent sur la bande allouée. Pour la mise en 
place de ces contrôles et pour effectuer ces vérifications, différents outils sont 
utilisés pour analyser le spectre des communications radio en tout moment. Le 
besoin d'une gestion qui soit efficace et rapide facilitera le déroulement des 
protocoles concrets à chaque détection. C’est dans ce cadre où Thalès, étant la 
plus grande entreprise en Défense et Sécurité en France (parmi d’autres 
divisions), met des efforts à la recherche des optimisations dans ce domaine. 
Dans ce rapport je vais présenter la problématique, les images avec lesquelles 
nous avons travaillé, la chaîne de traitement que nous proposons, les différentes 
techniques que nous avons appliqués, les résultats et analyses obtenus et 
finalement les perspectives possibles à suivre pour un approfondissement de la 
recherche. 
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Chapitre 1 : Introduction 
 
1.1. Environnement du travail 
 
Ce stage est placé dans une convention entre 3 institutions. D’abord l’école dans 
laquelle j’effectue mes études d’Ingénieur à Telecom ParisTech, l’entreprise 
Thalès qui soutient mon travail de recherche et finalement, l’école ISEP (Institute 
Supérieur d’Électronique de Paris) où je réalise le stage pendant ces 22 
semaines. 
 
 
a. Thalès Communications 
 
La réalisation de notre travail est suivie par la division EWR («Electronic 
Wavefare and Radiosurveillance») de Thalès au sein de la division Thalès 
Communications. Ce stage se situe dans le domaine de la Radiosurveillance et la 
localisation des émetteurs radio dans des environnements électromagnétiques 
denses. Le but de ce stage est de ne pas utiliser des techniques classiques de 
détection des signaux mais d’aborder le sujet en partant d’une représentation 2D 
des signaux (en temps-fréquence) ce qui nous permettra l’application des 
techniques de traitement d’images. Cela nous permettant d’atteindre l’objectif de 
ce stage : la caractérisation automatique des signaux et la détermination de 
leurs localisations fréquentielles. 
 
 
b. Institut Supérieur d’Électronique de Paris 
 
L’ISEP étais crée il y a 55 ans et située au cœur de Paris, dans l’Institut 
Catholique qui est connu grâce au laboratoire où le professeur de Physique 
Édouard Branly découvrit les radioconducteurs. A l’école j’ai été reçue par 
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l’enseignant chercheur Beata Mikovicova qui fait partie à l’équipe de recherche en 
Signal, Images et Télécommunication (SITe1). Nous sommes dans l’axe de travail 
liés aux analyses et traitement automatique d’images dans lequel plusieurs 
projets sont menés en même temps. De cette façon, j’ai travaillé dans ce 
département au bureau dédié aux doctorants et stagiaires auxquels tout le 
matériel nécessaire est fourni. Un ordinateur et le logiciel précis sont nos outils 
principaux. Ainsi, j’étais présentée depuis le premier jour à tout le personnel du 
bâtiment et mis dans un environnement de travail très encourageant sur la 
recherche et l’enseignement. Ici j’ai pu acquérir nouvelles connaissances, 
renforcer mon profile chercheur ainsi que l’envie et la constance de travailler. 
 
 
1.2. Présentation du Sujet 
 
L’objectif principal du stage est la proposition d’une méthode automatique pour 
la caractérisation des signaux enregistrés en temps réel à partir leur 
représentation temps-fréquence. Les techniques plus exploitées reposent sur la 
théorie du signal en estimation et détection de l’amplitude et la fréquence. Ici 
nous cherchons résoudre cette même détection par des méthodes appliquées en 
traitement d’images telles que la détection des formes en morphologie 
mathématique, le filtrage par ondelettes ou la segmentation en classes. 
D’abord nous supposons la chaîne classique de réception des signaux qui 
proviennent des radiocommunications au niveau d’applications civiles, militaires 
ou encore commerciales montrée dans la Figure 1. Dans cet environnement radio 
un des éléments le plus caractéristique est l’effet indésirable du bruit qui sera 
présent dans toutes les étapes d’analyse depuis les  hypothèses définies à la 
première étape. Lorsque la localisation du signal est inconnue à priori comme 
                                       
 
 
 
1 Département décris au web officiel de l’école : http://www.isep.fr/recherche-academique/site 
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dans notre cas, sa caractérisation aveugle est affectée alors par cette étude du 
bruit comme nous le montrerons aux prochains chapitres. 
Pour aborder le travail lié à ce traitement, nous présentons les différents types 
des signaux, définissons leurs paramètres caractéristiques ainsi que 
l’enregistrement et l’affichage des données auxquels nous avons accès. Données 
qui correspondent aux amplitudes de FFT des signaux reçus. 
 
 
 
 
 
 
a. Type des signaux 
 
La distinction des signaux radio sur la bande UHF n’est pas évidente puisque 
dans les bandes de fréquences étudiées coexistent des signaux radio provenant 
de plusieurs techniques d’accès qui varient en fonction de la technologie des 
émetteurs. Ainsi, nous avons les types des signaux sur la bande de microondes 
et nous devons établir quels sont les paramètres qui différencient les uns des 
autres. Nous supposons la classification et le résumé sur leurs caractéristiques 
suivantes: 
• TDMA qui est un multiplexage en intervalles de temps des plusieurs 
utilisateurs en les assignant plusieurs canaux de communication. Utilisé 
Figure 1. Système de réception des signaux dans un environnement radio et acquisition des nos 
données auxquels l’étape de la Caractérisation est étudiée dans ce stage. 
Image NxM 
RECEPTEUR 
I&Q 
 
GSM1 
FM2 
TDMA
3 
FFTN(f,t) des 
signaux 
Phase θ 
TFR {|z|2} en 
dBm 
 
Amplitude  
z 
Caractérisation 
des Signaux 
Bruit  Gaussien 
Centré (σ2) 
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par exemple dans la norme GSM dont nous pouvons profiter la 
connaissance a priori de la bande GSM2  une à 900Mhz et l’autre à 
1800Mhz. 
• Fréquences fixes et FM leur bande est  connue par leur bande de 
fréquences3 entre 87.5 et 108 Mhz.  
• FHSS ou EVF qui donnent des accès aléatoires sur plusieurs porteuses 
séparées et placées sur une bande assez large. Les transmissions 
prennent une durée de temps définie avec des espacements de temps 
variables.  
 
 
 
b. Simulateur 
 
Suite à l’analyse des signaux dans la section précédente, nous avons accès au 
simulateur qui nous a été fournit par Thalès. Ce programme exécutable en 
Matlab permet l’affichage et l’enregistrement des images sur lesquelles nous 
avons travaillé. La Figure 2 synthétise le fonctionnement du programme: nous 
                                       
 
 
 
2Source : http://fr.wikipedia.org/wiki/Global_System_for_Mobile_Communications 
 
3Source : http://fr.wikipedia.org/wiki/Radio_FM 
 Caractéristiques Qualitatives Paramètres variables dans .txt 
TDMA 
Nombre bas de porteuses 
Bandes étroites 
Forme « burst » dans les bandes 
Utilisation bande forte 
Temps pause et temps palier 
Porteuses et bande passante 
Niveau signal (dBm) 
Probabilité présence 
FM 
Une porteuse centrale 
Largeur des bandes variables 
Porteuse et bande passante 
Niveau signal (dBm) 
EVF 
Différentes groupes de porteuses sur large bande 
Nombre haut de porteuses 
Forme « cyclic » sur les porteuses 
Utilisation très variable sur les bandes 
Temps pause et temps palier 
Porteuses et bande passante 
Niveau signal (dBm) 
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fournissons un fichier .txt contenant les paramètres des signaux et du bruit 
avec un format précis (voir annexe1) et ensuite en utilisant le menu GUI 
(interface simple d’utilisateur) un fichier d’extension .grd est créé à partir de la 
lecture du fichier .texte. La fonction ouvreGRD affiche et génère les données: 
tabFin et im sur les données contenus dans le fichier .grd. 
 
 
 
 
 
Nous prenons en sortie du simulateur la Figure 3 qui nous dessine sur la figure, 
en bas, l’image im qui montre la représentation temps-fréquence (TFR) du 
module au carré des FFT (aussi connu comme «chute d’eau») c'est-à-dire, 
représentation du contenu de tabFin avec une carte de couleurs. Sur la figure, au 
dessus sont affichées les valeurs de la FFT pour chaque ligne temporelle de l’axe 
vertical sélectionnée avec la barre glissante située à la droite.   
 
Test.txt 
Fichier 
Bruit 
Sig1 
Sig2 
…. 
créer ouvrir 
tabFin 
Test 
im Test 
 
Fichier.grd 
enregistre
r 
afficher 
Création 
fichier.grd à 
partir le .txt 
Figure 2.  Description de la création des images depuis le simulateur utilisé 
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Figure 3. Les 2 affichages correspondants à : bruit autour le -110dBm au fond et foncé avec les 
signaux entre -50 et -80dBm selon les pics et formes brillantes. 
 
Les données enregistrées en sortie avec lesquelles nous avons travaillé sont : 
• tabFin : matrice des valeurs zt,f=10log10|FFT(xt,f)|2 discrétisées zn,m 
et exprimées en dBm. 
• im : image contenant les données de tabFin rendues en format RGB 
avec les 256 valeurs possibles entre 0 et 1. 
Étant donné que nous manipulons une représentation 2D des nos données, il 
faudrait redéfinir cette concept d’image elle-même. Ainsi, les images à lesquelles 
nous avons accès sont des images plutôt artificielles puisqu’elles ne sont pas 
prises par un capteur ou camera de façon naturelle et alors les valeurs des pixels 
n’ont plus une cohérence spatiale comme dans le cas des images réelles. Le 
simulateur prend les valeurs contenues dans tabFin, c'est-à-dire, les valeurs de 
la puissance exprimée en dBm pour chaque case temps-fréquence, et il applique 
une transformation (voir annexe 1) pour rendre le format d’image en RGB.  
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Le Tableau 1 résume les paramètres des données créées par le simulateur que 
nous avons utilisé dans nos travaux. Nous avons généré 6 images différentes qui 
ont les mêmes types des signaux mais différents niveaux de puissance du bruit 
dont nous enregistrons les données dans tabFinm et im_brm. Cela permet 
d’avoir performances variables afin de s’approcher aux situations réelles. 
 
Tableau 1. Paramètres détaillés que nous fixons aux données d’entrée au simulateur pour rendre 
le format que l’on souhaite en sortie. 
 
Dans l’annexe 2 j’ai détaillé les positions de tous les signaux que l’on souhaite 
détecter afin d’évaluer les performances des méthodes appliquées. Pour montrer 
les résultats principaux analysés, nous prenons tabFin90 et im_br90 comme 
référence. Les spécifications plus importantes par rapport aux données générées 
avec un bruit moyen de -90dBm sont représentées sur le Tableau 2 pour faciliter 
la compréhension des résultats obtenus postérieurement. Tandis que dans 
tabFin90 les signaux prennent les valeurs -80,-70 et -50 et le bruit varie dans 
l’intervalle [-100,-50], dans im_br90 les signaux prennent les valeurs 0.4118, 
0.4471 et 0.5176 et le bruit varie dans l’intervalle [0.2431, 0.4157]. 
 
 
 
 
 
 
 
Bande (Mhz) Taille image Paramètres 
Acquisition 
Bruit (dBm) 
Fmin 
420 Mhz 
40 Mhz 
N=2496 files 1000µs entre 2 trames 
Moyenne m: 
-110,-100,-90,-88,    
-85,-85 
Fmax 
460 Mhz 
M=1600 colonnes 40Mhz avec 
Fm=25Khz/n(f) 
Variance : 
5 
 3993600 pixels  3899493 pixels 
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Tableau 2. Description des d onnées dans tabFin90 analysées plus profondément aux traitements 
postérieurs. 
 
Ensuite, nous affichons l’image comme je le montre sur la Figure 4 avec un 
colormap grayscale (256 niveaux de gris). Pour voir plus en détail les valeurs, un 
zoom autour la première partie du signal  EVF1.1 avec un niveau -50dBm et le 
deuxième signal FM2 qui prend la valeur -80dBm, celle-ci restant la valeur la plus 
critique parmi tous les signaux que nous avons généré. Ensuite nous vérifions 
                                       
 
 
 
4 Bande qui sera masqué dans toutes les images et que nous n’avons pas prise en compte dans les résultats. 
On assume que elle ne sera pas détectée. 
 
 
FM1 TDMA EVF1.1 FM2 FM3 EVF2 EVF1.2 
Valeur (dBm) -70 -50 -50 -50 -80 -70 -50 
Niveau de gris 0.4471 0.5176 0.5176 0.5176 0.4118 0.4471 0.5176 
Positions (n) 78-82 
198..202 
218..222 
238..242 
398..402 
438..442 
478..4824 
518..522 
558..562 
474..486 606..614 
799..801 
879..881 
959..961 
1039..1041 
1119..1121 
1238..1242 
1278..1282 
1318..1322 
1358..1362 
1398..1402 
Nombre colonnes 5 3x5=15 44x5=20 13 9 5x3=15 5x5=25 
Bande passante 
(KHz) 
1x100 3x100 44x100 1x300 1x200 5x50 5x100 
Présence 
moyenne par 
signal (%pixels) 
100 28.6 8.2 99.4 100 18.5 8.6 
Total nombre 
signaux 
1+3+4+1+1+5+5 = 20  
Nombre colonnes 
signal 
5+15+20+13+9+15+25 = 102 
Nombre pixels 
totaux Signal 
94107 
Utilisation du Signal 
dans Bande Observée 
(%) 
!,!!!,!!!,!!!,!!!,!!!,!"!!,! )  !"#!"  !"# = 5,125% 
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avec la Figure 5, les valeurs aléatoires prises par le bruit qui se trouve autour le 
signal et qui a des valeurs entre -85 et -95 dans la plupart des pixels. Nous 
pourrons exploiter l’uniformité des valeurs dès que le signal est présent dans 
l’image afin de vérifier nos hypothèses. Le zoom carré en rouge et l’affichage des 
valeurs sont montrés sélectionnant tabFin90(360:450,550:630). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
-94 -90 -91 -88 -91 -90 -89 
-90 -90 -92 -93 -89 -93 -91 
-59 -59 -59 -88 -90 -91 -85 
-50 -50 -50 -89 -87 -88 -90 
-50 -50 -50 -90 -91 -94 -90 
-50 -50 -50 -91 -88 -87 -91 
-50 -50 -50 -89 -89 -92 -86 
-50 -50 -50 -94 -89 -87 -89 
-88 -90 -89 -89 -87 -80 -80 
-88 -92 -93 -93 -90 -80 -80 
-96 -89 -88 -95 -92 -80 -80 
-92 -89 -88 -88 -87 -80 -80 
-89 -88 -88 -89 -88 -80 -80 
-88 -85 -87 -93 -88 -80 -80 
-91 -86 -94 -91 -92 -80 -80 
-93 -91 -95 -94 -91 -80 -80 
-86 -92 -88 -89 -90 -80 -80 
-93 -90 -90 -90 -91 -80 -80 
-92 -88 -96 -87 -88 -80 -80 
-89 -90 -92 -89 -92 -80 -80 
-91 -88 -90 -90 -85 -80 -80 
-90 -90 -89 -89 -88 -80 -80 
-91 -88 -86 -89 -90 -80 -80 
Figure 4. Image contenant les niveaux des puissances 
depuis le simulateur avec niveau du bruit à -90dBm. 
Figure 5. Zoom en rouge sur la 5eme bande du signal EVF1.1 et sur la bande du signal 
FM2 ainsi que le zoom des valeurs contenues dans la matrice tabFin90. 
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Si on considère voir l’image enregistrée dans im généré par le simulateur, nous 
avons la possibilité d’afficher : soit l’image directement en RGB (3 matrices : 3 
valeurs entre 0 et 1 pour chaque pixel) donné en sortie du simulateur, soit cette 
même image au format GRAY (1 matrice : 1 valeur entre 0 et 1 pour chaque 
pixel). Nous prenons ce dernier format pour tous les traitements postérieurs 
puisque il permet une manipulation plus facile et nécessite moins d’espace. 
 
 
c. Chaîne de traitement 
 
Une fois les signaux à détecter et à définir sont représentés et enregistrés sur 
une forme matricielle dans im, nous faisons d’abord une réflexion sur les 
techniques connues en traitement d’images. Les 3 axes principaux qui peuvent 
être adaptés à notre type d’image sont: 
• Morphologie de l’image : exploiter le modèle non global de l’image qui 
est caractérisée par contours, formes géométriques, textures, etc. Les 
méthodes en reconnaissance des formes (zones uniformes), détection des 
contours (discontinuités locales) et filtrage (selon un noyau adapté au 
bruit) sont étudiées puisque les lignes dans nos images sont une des 
caractéristiques la plus relevant au premier moment. Dans ce contexte, les 
techniques sont très sensibles aux effets du bruit. D’ici la proposition à 
faire un prétraitement debruitage. 
• Approches markoviennes : sur l’étude de la représentation statistique 
de l’image par un champ de Markov avec un modèle qui soit par exemple 
gaussien (256 niveaux de gris). Techniques de segmentation probabiliste 
en classes basées sur la connaissance à priori des probabilités 
d’appartenance selon un voisinage associé aux pixels. Elles sont peu 
adaptées à notre type d’image à cause des discontinuités abruptes qu’on 
trouve dans les bandes de signal.  
• Logique floue : modèle mathématique adaptée aux incertitudes et 
imprécisions que l’on peut avoir sur l’information appartenant à un sous-
16 
 
 
 
 
ensemble qui provient d’une situation réelle. Cela nous permet de rendre 
des hypothèses plus relâchées et raisonnements plus flexibles définis avec 
des fonctions d’appartenance qui ne sont plus déterministes. Ces 
techniques pourront être utilisées à la segmentation et classification de 
nos signaux mais si une étude précédente est faite. Définir l’entrée (pixel 
et voisinage), les paramètres caractéristiques (variance, moyenne, valeur 
maximale) et ses marges des valeurs possibles, leurs fonctions 
d’appartenance les plus adaptées ainsi que définir les règles de décision en 
sortie rendent cette technique moins envisageable à implémenter. 
Au début de cette étude, nous proposons une première approche de la chaîne de 
traitement des données dans la Figure 6. Cette première solution repose sur une 
possible stratégie adoptée dans la première période de ce stage. Nous 
distinguons 3 parties essentielles de traitement: la première étape du 
prétraitement basé sur le filtrage du bruit, les deux étapes suivantes chargées 
de la localisation et extraction des caractéristiques et les deux dernières 
chargées de la classification et l’identification (étiquettes) des signaux. 
 
 
 
 
 
Nous notons l’existence de 2 niveaux de segmentation des données: un premier 
niveau de segmentation entre bruit et signal et un deuxième niveau de 
segmentation entre les différentes classes des signaux. Une première version de 
la classification et identification existait déjà au début du stage.  Puisque la forme 
des signaux, la largeur de bande prise, le temps de présence sur la bande, etc. 
Localisation 
des signaux 
Extractions des 
caractéristiques 
Prétraitement 
Classification et 
étiquetage 
Identification  
FM, TDMA et EVF 
Image 
bruitée 
Signaux 
caractérisés 
Figure 6.  Chaîne du traitement des données qu’on souhaite implémenter d’ici en avance pour les 
images d’entrée. 
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sont des caractéristiques très distinguables entre les types des signaux et sont 
facilement mesurables une fois les signaux sont d’abord détectés et localisés, 
nous nous sommes principalement centrés en cette première partie pendant la 
durée du stage. 
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Chapitre 2 : Prétraitement 
 
Cette première étape du debruitage est justifiée par le fait que toutes les 
techniques étudiées par la suite sur détection de contours et de formes et sur 
segmentation de l’image, sont des techniques dont le résultat est fortement 
sensible aux effets du bruit présent au fond de toute l’image. Ce bruit est 
modélisé comme un processus aléatoire dont le niveau de gris varie de pixel à 
pixel de façon indépendante et prenant des valeurs autour une moyenne (étant 
donné que les pixels ont des valeurs toujours positives entre 0 et 1) avec une 
certaine variance. Nous prenons le modèle classique pour décrire l’image bruitée 
en sortie du simulateur qui repose sur les hypothèses précédentes : 
 ! = ! +    !  
 
 ! = Image bruitée    !i   ∈     ℝ 0,1     , ! = 1. .!"#  !"#$%&    
 ! = pixels correspondant au signal   !i   ∈     ℝ 0.4118  , 0.4471  , 0.5176   , ! = 1. .!  !"#$%&    
 ! = pixels correspondant au bruit    !i   ∈     ℝ 0.2431  , 0.4157       , ! = 1. . (!"# − !)  !"#$%&    
 
Nos données d’observation ! proviennent de la sortie du simulateur, les données 
des signaux ! sont spécifiées en entrée du simulateur et ! modélisant le bruit 
qui provient des sources inconnues (bruit capté en antenne de réception) et qui 
est généré par le simulateur. Nous sommes amenés à estimer leurs paramètres 
statistiques. 
Les méthodes proposées pour le debruitage reposent principalement sur le 
filtrage pas bas de l’image bruitée à l’entrée afin de lui enlever la granularité 
existant au fond. Dans cette partie nous avons depuis le filtrage le compromis 
entre la valeur de la SNR et la maintenance des contours sur la forme des 
signaux.  
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Le but de cette étape reste à avoir une image en sortie ! qui soit proche à 
l’image originale ! (la Figure 7) créée par le simulateur quand nous avons 
spécifié en entrée un bruit nul (moyenne et variance 0). 
 
 
 
Les caractéristiques plus relevantes sur les zones où le signal existe sont : des 
contours bien marqués, niveau uniforme dans les zones et formes classiques 
comme les lignes et les rectangles. Cela se traduit par l’existence des 
discontinuités abruptes et changements brusques du niveau de gris sur le bruit 
dominant partout l’image. 
L’intérêt général pour cette étape est lié principalement aux applications connues 
dans traitement d’images : 
• La Compression d’image (dans l’étape du Codage) dont la théorie se 
base sur la quantification des pixels afin de supprimer ceux qui 
contiennent moins d’information (contenant moins d’énergie, ayant faible 
niveau de gris). Ces techniques diminuent les composants du bruit dans 
une transformation de l’espace linéaire quelconque qui soit inversible : le 
seuillage des coefficients des ondelettes sur la Transformé Discrète des 
Figure 7.   Image contenant que les signaux avec les niveaux spécifiés dans im. 
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Ondelettes en 2D (utilisé dans le standard JPEG20005) et le seuillage des 
valeurs singuliers par bloques dans la Transformation Karhunen-Loeve 
(KLT, décomposition SVD) en sont 2 exemples. 
• La Restauration des images qui sont affectées par un bruit blanc 
(Gaussien) ou impulsif («clutter» dans le domaine radar) ou multiplicatif 
(«Speckle» dans le domaine RSO), qui ont des erreurs dus au mouvement 
des capteurs («deblurring») et enfin, toutes les sources d’erreurs pouvant 
masquer le signal qu’on souhaite détecter en utilisant le filtrage. Nous 
avons testé le filtrage avec l’operateur gradient qui renforce les 
discontinuités dues à la présence du signal.  
Les 6 images en sortie du simulateur décrites au chapitre précédent ont les 
valeurs de SNR (dB) présentées dans le tableau suivant  (calcul spécifié dans 
l’annexe 3):  
 
 
 
 
 
2.1. Debruitage par ondelettes 
 
La théorie classique sur la Transformation Discrète en Ondelettes est déjà 
approfondie et les comparaisons pour faire le choix parmi les différentes familles 
existantes sont largement étudiées dans [8]. Nous prenons tout d’abord celle 
utilisé par le standard JPEG 2000 qui est la famille d’ondelettes Biorthogonales 
CDF n/m décrite dans [4] dont n et m sont l’ordre des filtres passe-bas et passe-
haut respectivement.  
 
                                       
 
 
 
5 Standard sur compression d’images : http://fr.wikibooks.org/wiki/Le_format_JPEG_2000 
	  
imbr90	   imbr110	   imbr100	   imbr88	   imbr85	   imbr80	  
SNR(dB)	   2,180	   11,905	   5,573	   1,920	   1,665	   1,290	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Cette implémentation est faite à partir du toolbox WaveLab installé dans Matlab 
et dont les spécifications correspondent à : 
i) Famille CDF 9/7 aussi nommé [4,4] détaillée par [9]. 
ii) Niveaux de multirésolution : 2, 3 et 4 niveaux de décomposition (L) 
avec 3 échelles de détail (haute fréquence : en Verticale V,  en 
Horizontale H et en Diagonale HV) plus l’échelle d’approximation (bas 
fréquence : A). 
iii) Avec 2 types du filtrage des coefficients dans les 3 fenêtres de détail à 
chaque niveau de la décomposition: «Hardthresholding» (H) et 
«Softthresholding» (S). 
 
Le schéma de l’algorithme implémenté est basé sur [10] et a été appliqué aux 6 
images (! à l’entrée) pour lesquelles nous avons calculé les SNR après le filtrage. 
Nous notons une première étape où les images sont coupées en taille dyadique 
due à la limitation de cette transformation. La taille originale de 2496x1600 
(NxM) passe à valoir 1024x1024 (NxN) correspondant au nombre maximal des 
niveaux de décomposition dyadique. C’est à dire, pour l’image faite d’abord 
carrée 1600x1600 on calcule la taille dyadique maximale 1024 (2n) qui 
correspond aux n=10 niveaux de décomposition. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
! ! 
Figure 8. Représentation des étapes implémentées dans la transformation DWT2 avec 2 niveaux de 
résolution pour une image d’entrée Y.  
DWT2 
wc 
calcule !!	  	  !!  !! 
          V’ 
 
  H’      D’ 
niv2 
calcule !!	  	  !!!! 
IDWT2 
wc’ 
           V 
 
  H       D 
niv1 
       VV’ V’  
HH’  DD’ 
 H’       D’ 
      VV    V’ 
HH  DD 
 H’       D’ 
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Je détaille les données obtenus depuis la transformation 2DWT pour le cas 
im_bruitée90 (image crée à partir les valeurs dans tabFin avec un bruit de 
moyen -90dBm) avec 2 niveaux de décomposition. Les coefficients de la 
transformation wc sont affichés avec le format habituel de multirésolution 
dyadique dans la Figure 9. Les coefficients dans les 6 échelles de détail sont 
négatifs ou très faibles tandis que dans l’échelle d’approximation nous trouvons 
des valeurs importantes supérieures à 1. 
 
 
 
Figure 9. Coefficients des ondelettes avant seuillage et avec 2 niveaux de profondeur. 
 
Les techniques des seuillage sont implémentées (détaillées dans l’annexe 5) par 
les 2 fonctions principales (H et S) vues sous les formes montrées dans la Figure 
10, qui mettent à 0 les coefficients au-dessous d’un certain seuil (!) en gardant 
plus (cas Soft) ou moins (Hard), selon le cas, les effets de bord et donc les 
discontinuités aux sauts.  
 ! =     !(!, !) 
23 
 
 
 
 
 
 
Figure 10. Fonctions du seuillage H et S prises de [1] pour nos analyses pour comparer les 2 
façons différentes d’affecter les coefficients. 
 
Dans la fonction qui applique la décomposition DWT2 en Matlab nous avons 
rajouté ce seuillage locale aux coefficients des échelles de détail V, H et D pour 
chaque niveau wci,j où on admet d’avoir les coefficients correspondants au bruit 
[5]. Le seuil est calculé par [5] dit «Universal Threshold» qui dépend de la 
variance du bruit (!!) ainsi que la taille de la transformation (N). 
 [!!,!] =    2!!,!! ln!!      , ! = 1,2,3   !,!,!     !"    ! = 1, . . , ! 
 
 
Le calcul des Lx3 seuils est fait en prenant l’estimation (voir annexe4) du !!,!!  
(basée sur le calcul statistique de la médiane MAD «Median Absolute Deviation» 
[5]) sur les coefficients des i échelles de détail et à chaque niveau j avec L égal à 
2, 3 et 4. Dans cette théorie on considère que les coefficients des hautes 
fréquences correspondent au bruit avec des valeurs très faibles et que l’échelle 
d’approximation dans les basses fréquences (zones uniformes) correspond à 
l’information utile des signaux avec coefficients de valeurs plus grandes. La sortie ! vue comme une estimation de l’entrée à partir d’une fonction du seuillage 
donnée, est étudié par leurs biais, erreur et risque dans [2] pour les cas Hard et 
Soft. Dont les comportements entre l’estimation Hard et l’estimation Soft sont 
antagoniques. Avec Hard le biais est faible tandis que la variance est grande, 
contrairement à l’estimation Soft qui a un biais grand et une faible variance. 
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Les Tableau 3 et Tableau 4 montrent les coefficients correspondants au morceau 
pris à l’échelle verticale V au premier niveau de décomposition (coin haute-
gauche 256x256). Nous mettons en rouge les coefficients qui restent après le 
seuillage H car en valeur absolue sont plus grands qu’au seuil calculé 0.028. 
 
 
Zoom	  sur	  les	  wc11(23:30,635:641)	  échelle	  V	  dans	  le	  niveau	  1	  
-­‐0,029	   -­‐0,011	   0,015	   0,007	   0,020	   -­‐0,043	   0,004	  
0,019	   -­‐0,005	   -­‐0,042	   -­‐0,004	   -­‐0,004	   -­‐0,004	   0,020	  
-­‐0,031	   -­‐0,036	   0,010	   -­‐0,031	   0,006	   0,002	   0,027	  
-­‐0,006	   0,043	   -­‐0,002	   -­‐0,025	   -­‐0,020	   0,007	   0,007	  
-­‐0,033	   -­‐0,025	   -­‐0,008	   -­‐0,003	   -­‐0,036	   -­‐0,007	   0,034	  
0,006	   0,026	   -­‐0,004	   -­‐0,026	   -­‐0,003	   -­‐0,023	   0,011	  
-­‐0,012	   -­‐0,007	   0,016	   0,003	   -­‐0,010	   -­‐0,016	   0,033	  
-­‐0,036	   0,010	   -­‐0,004	   0,014	   -­‐0,003	   -­‐0,023	   0,007	  
 
Tableau 3. Coefficients dans wc avant le seuillage. 
 
Seuillage	  avec	  	  	    !!,! = !,!"#      wcthresh11(23:30,635:641)	  
-­‐0,029	   0	   0	   0	   0	   -­‐0,043	   0	  
0	   0	   -­‐0,042	   0	   0	   0	   0	  
-­‐0,031	   -­‐0,036	   0	   -­‐0,031	   0	   0	   0	  
0	   0,043	   0	   0	   0	   0	   0	  
-­‐0,033	   0	   0	   0	   -­‐0,036	   0	   0,034	  
0	   0	   0	   0	   0	   0	   0	  
0	   0	   0	   0	   0	   0	   0,033	  
-­‐0,036	   0	   0	   0	   0	   0	   0	  
 
Tableau 4. Coefficients de wc après le seuillage du type H dans wcthresh. 
 
 
La Figure 11 montre comment les signaux sont bien gardés à l’échelle 
d’approximation A dans wc(1:256,1:256) et les valeurs sont plus importantes 
que ceux du bruit de la Figure 9. Les coefficients dans les échelles de détail 
wc(257:1024,257:1024) prennent valeurs entre [-0.1168 , 0.1212] tandis que  
ceux de l’échelle A prennent entre [1.3825 , 2.118]. 
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Figure 11. Affichage des coefficients A soit dans wc ou wcthresh. 
 
Pour ce cas d’étude de l’image imbr90 le Tableau 5 contient les valeurs suivantes 
des seuils, la SNR (dB) en sortie et le ratio des pixels supprimés. 
 
SNR	  (dB)	  imbr90	   %pixels	  supprimés	  
L !!,!	  	   !!,!	  	   	  !!,!	   H	   S	   H	   S	  
2	   [0,028	  	  0,013]	   [0,0091	  	  0,0023]	   [0,009	  	  0,003]	   2,173	   2,116	   63,2%	   63,2%	  
3	   [0,028	  	  0,013	  	  0,006]	   [0,027	  	  0,007	  0,006]	   [0,009	  	  0,003	  	  -­‐0,005]	   	  	  2,173	   2,109	   61,0%	   61,0%	  
4	   [0,028	  	  0,013	  	  0,006	  	  6,2E-­‐06]	   [0,027	  	  0,007	  0,006	  	  0,02]	   [0,009	  	  0,003	  	  -­‐0,005	  	  -­‐0,003]	   2,173	   2,105	   60,5%	   60,5%	  
 
Tableau 5. Valeurs de sortie de notre algorithme notant en rouge la SNR qui est inférieure à la 
valeur 2.18 d’entrée. 
 
Même si plus de la moitié des coefficients sont supprimés dans tous les cas, nous 
avons une détérioration de la valeur de la SNR. Notons que les valeurs des seuils 
sont plus grands (plus d’information) dans l’échelle V (!!,!)	  (pour le type d’image 
que nous avons) et diminuent avec l’augmentation des niveaux de décomposition 
(monter en fréquence). Finalement les résultats pour les 5 différents niveaux de 
bruits ont sur le Tableau 6. 
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  SNR	  (dB)	  Imbr110	   SNR	  (dB)	  Imbr100	   SNR	  (dB)	  Imbr88	   SNR	  (dB)	  Imbr85	   SNR	  (dB)	  Imbr80	  
L	   H	   S	   H	   S	   H	   	  	  	  S	   H	   S	   H	   S	  
2	   11,905	   11,922	   5,573	   5,565	   1,918	   1,881	   1,665	   1,664	   1,29	   1,283	  
3	   11,905	   11,928	   5,573	   5,528	   1,918	   1,872	   1,665	   1,661	   1,29	   1,278	  
4	   11,904	   11,879	   5,573	   5,56	   1,918	   1,887	   1,665	   1,663	   1,29	   1,277	  
 
 
Tableau 6. Valeurs de la SNR en sortie a) et le pourcentage des coefficients supprimés b). 
 
Nous voyons que quand l’image est très peu bruitée la SNR est presque 
maintenue en supprimant un nombre bas des coefficients. Pour les niveaux 
moyens du bruit, environ la moitié des coefficients sont mis à 0 sans une 
amélioration de la SNR. Par rapport aux 2 derniers cas bruités, le seuillage H 
nous maintient la SNR sans avoir supprimé un grand nombre des coefficients. 
Cela nous fait penser que pour les cas plus bruités si on prend un seuil plus haut 
avec seuillage H, le nombre des coefficients supprimés peut augmenter de façon 
considérable et qu’une valeur de la SNR plus grande pourrait être attendue.  
 
 
2.2. Debruitage par SVD 
 
Dans cette méthode, la transformation KLT de l’espace appliquée à l’entrée ! 
dépend directement de l’entrée elle-même,  le contraire du cas précédent. La 
théorie repose sur les bases de l’algèbre linéaire pour la factorisation des 
matrices dans l’espace NxM. Nous partons de la représentation du signal en 
forme matricielle (notre image  !), et nous lui appliquons la décomposition sur la 
base orthonormale des vecteurs et valeurs propres exprimée comme dans [13]: 
	  
H	   S	   H	   S	   H	   S	   H	   S	   H	   S	  
2	   5,4%	   5,4%	   2,0%	   2,0%	   49,2%	   49,2%	   1,0%	   1,0%	   24,5%	   24,5%	  
3	   5,3%	   5,3%	   3,0%	   3,0%	   47,8%	   47,8%	   1,3%	   1,3%	   24,7%	   24,7%	  
4	   5,5%	   5,5%	   3,1%	   3,1%	   47,4%	   47,4%	   1,2%	   1,2%	   24,8%	   24,8%	  
a) 
b) 
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 Y!"# = U  !"!Σ!"#  V!!"! 
 
L’expression nous permet d’avoir accès à l’information qui nous intéresse 
contenue dans la matrice diagonale Σ. Elle contient les valeurs propres de notre 
entrée !quisont de la forme : 
 !"#$ Σ =   λ!              |                  λ!    ϵ    !"#$%&  !"  !"#$%&   !     !"#$    ! = 1. . !        !"                 λ!   = σ!!    ϵ    !"#$%&  !"  !"#$%   ! −!       !"#$  ! =   ! + 1. . .! 
 
Le but de l’algorithme par blocs qui est présenté dans [13] est d’appliquer le 
seuillage aux éléments de la diagonale de la matrice Σ supprimant ceux qui sont 
les plus faibles et qui appartiennent au bruit pour garder l’information du signal. 
La Figure 12 représente cette implémentation qui prend l’image par blocs bxb 
pour affecter au seuillage des valeurs de façon locale à chaque décomposition i et 
affiner le résultat. 
 
 
 
 
 
 
 
 
 
 
 
Nous avons testé cette méthode (voir annexe 6 pour l’implémentation et le calcul 
des seuils si) à nos 6 images prenant différents valeurs pour la taille des blocs b. 
Pour avoir des calculs plus rapidement et pouvoir voir des résultats qui soient 
analysables, nous avons pris les images bruitées carrées et dyadiques comme 
pour le cas des ondelettes (1024x1024). La taille des blocs choisie est 4x4, 8x8 
bxb !!"!! 	   …  
    
. 
. 
. 
   
    
Figure 12. Représentation de l’algorithme implémenté sur Matlab. 
!"#! !!"!!  ! = !. . !! (Mcells) 
calcul seuil si sur !! 
!!"!! =   !!!!!! ! = !. . !! (Mcells) 
  !!   !! 
! ! 
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et 16x16. Le tableau suivant résume alors les valeurs principales manipulées 
dans cet algorithme : 
 
Taille bloc (bxb) Nombre des blocs par image (Mcells) 
Nombre de valeurs propres par 
image (n_valpropTot) 
4x4 
!"#$! = 256x256 = 65536 4 x 65536 = 262144 
8 x 8 
!"#$! =28x128 =16384 8 x 16384 = 131072 
16x16 
!"#$!" = 64x64 = 4096 16 x 4096 = 65536 
 
 
En prenant de nouveau l’image im_brN90 (image carrée 1024x1024 avec niveau 
-90dBm du bruit), la SNR n’est pas améliorée pour aucune valeur de b. Nous 
montrons les effets de bord sur les formes du signal qui correspondent au zoom 
de l’image autour la deuxième bande de l’EVF1.1 avant (Figure 13) et après le 
debruitage (Figure 14, Figure 15 et Figure 16). 
 
 
Figure 13.  Zoom de l’image bruitée im_brN90 avec SNR=2.18dB. 
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Figure 14. Même zoom après le debruitage par blocs 4x4 et une SNR=2.169dB. 
 
Figure 15. Même zoom après le debruitage par blocs 8x8 et une SNR=2.131dB. 
 
Figure 16. Même zoom après le debruitage par blocs 16x16 et une SNR=2.107dB. 
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On peut constater les conséquences de travailler par blocs;  plus la taille du bloc 
b augmente, plus les formes du signal sont détériorées en même temps que la 
SNR diminue. Les causes des artefacts apparus sur l’image sont liées au fait que 
nous appliquons un filtrage directe (sans transition) sur les valeurs propres qui 
correspondent à l’énergie des pixels. C'est-à-dire, plus la taille de bloc est 
grande, plus le seuil devient petit et moins des valeurs propres sont supprimées 
et plus de bruit est gardé, d’où un SNR plus faible. L’effet de distorsion est 
particulièrement visible quand le bloc correspond à une zone frontière entre 
signal et bruit où le changement abrupt de niveau de gris affecte le calcul du 
seuil. Avec la taille 16x16 la reconstruction dans ce type de zones est plus 
détériorée (voir sur la Figure 16 la taille du signal original dans Figure 13 est 
diminuée). 
Avec un résultat qui n’est pas du tout satisfaisant, nous prenons de cet 
algorithme que les valeurs des seuils pour faire une estimation sur le niveau du 
bruit. Nous prenons l’hypothèse que les seuils calculés par la décomposition SVD 
correspondent à la valeur moyenne σ2 du bruit dans chaque bloc si on considère 
que dans la plupart des blocs pris nous avons que du bruit. Cette considération 
est liée à ce type d’image puisque le bruit est présent presque dans toute 
l’image. Ainsi, cette hypothèse repose sur la théorie que l’on verra dans la 
section sur détection de signal (Chapitre 4) où on modélise le bruit comme une 
distribution exponentielle b~! ! = !!  et que pour cela, la valeur moyenne µ est 
proportionnelle à σ2 selon [11].  
Si avec la décomposition SVD on a une estimation de σ2, nous la prenons comme 
une estimation sur le niveau moyen du bruit. Les résultats sont montrés sur les 
tableaux considérant le schéma suivant : 
 
 
 
 
 
Image 
bruitée 
Estimation du 
niveau moyen 
σ2 
 
Seuillage 
globale Y>s 
Image 
binaire 
Valeur moyenne des
seuils calculés avec 
SVD par blocs 
 
Y Ybw 
s 
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Nous avons appliqué aux 6 images bruitées le debruitage par SVD ainsi que le 
seuillage directe depuis le calcul avec la SVD. Pour cette deuxième approche, 
nous avons calculé les taux de détection tdet et de fausse détection tfadet 
(détaillés dans l’annexe 7) aux images binaires résultantes (format qui donne 
blanc 1 ou noir 0 aux valeurs des pixels). Sur le Tableau 7 les calculs décris 
sont : 
• par rapport au debruitage par SVD: le calcul de la SNR avant et 
après ainsi que la valeur du ratio sur le nombre des valeurs propres 
gardées depuis leur seuillage. La SNR des images diminue toujours 
excepte pour le cas très peu bruitées (100 et 110). Avec les blocs 
de petite taille 4x4 on fait un seuillage très ciblé supprimant trois 
quarts des valeurs propres sur Σ mais avec un coût de calculs plus 
important (plus d’une minute). 
• par rapport au seuillage directe: le calcul des taux tdet et tfadet sur 
l’image binaire montrent le compromis qui existe entre le niveau du 
seuil, la taille des blocs (temps du calcul) et le taux de fausse 
détection pour les différents niveaux du bruit. Plus la taille du bloc b 
augmente, moins de temps de calcul, mais valeur du seuil plus 
grande. Avec l’augmentation de la taille de bloc, tdet diminue, en 
revanche, tfadet améliore.  
 
 
 
Cells	  4x4	   imbr110	   imbr100	   imbr90	   imbr88	   imbr85	   imbr80	  
snravant	   11,905	   5,573	   2,180	   1,920	   1,665	   1,290	  
snrapres	   12,045	   5,591	   2,169	   1,908	   1,6519	   1,28	  
n_valpropTot	  
	   	  
262144	  
	   	   	  
n_valpropSup	   196605	   196608	   196608	   196608	   196608	   196608	  
nSup/nTot	   0,75	   0,75	   0,75	   0,75	   0,75	   0,75	  
seuil	   0,164	   0,29	   0,393	   0,397	   0,406	   0,423	  
tdet	   1	   1	   1	   1	   1	   0,743	  
tfadet	   4,8E-­‐02	   4,8E-­‐02	   1,5E-­‐03	   9,8E-­‐03	   4,8E-­‐02	   4,8E-­‐02	  
Elapsed	  time	  is	  82.602123	  seconds	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Cells	  8x8	  
	   	   	   	   	   	  snravant	   11,905	   5,573	   2,180	   1,920	   1,665	   1,290	  
snrapres	   12,099	   5,575	   2,131	   1,869	   1,614	   1,2516	  
n_valpropTot	  
	   	  
131072	  
	   	   	  
n_valpropSup	   114357	   114589	   114688	   114688	   114688	   114688	  
nSup/nTot	   0,87	   0,87	   0,88	   0,88	   0,88	   0,875	  
seuil	   0,19	   0,316	   0,409	   0,406	   0,413	   0,430	  
tdet	   1	   1	   1	   1	   0,735	   0,743	  
tfadet	   1,6E-­‐03	   1,2E-­‐04	   9,87E-­‐07	   1,13E-­‐04	   1,3E-­‐03	   1,4E-­‐03	  
Elapsed	  time	  is	  9.254735	  second	  
	   	   	   	  Cells	  16x16	  
	   	   	   	   	   	  snravant	   11,905	   5,573	   2,180	   1,920	   1,665	   1,29	  
snrapres	   12,106	   5,614	   2,107	   1,832	   1,551	   1,199	  
n_valpropTot	  
	   	  
65536	  
	   	   	  
n_valpropSup	   59323	   61196	   61374	   61400	   61439	   61440	  
nSup/nTot	   0,91	   0,93	   0,94	   0,94	   0,94	   0,94	  
seuil	   0,227	   0,350	   0,430	   0,420	   0,423	   0,440	  
tdet	   1	   1	   0,732	   0,734	   0,733	   0,743	  
tfadet	   1,6E-­‐03	   1,2E-­‐04	   0	   0	   0	   9,9E-­‐07	  
Elapsed	  time	  is	  3.026279	  seconds	  
	   	   	   	   
Tableau 7. Résultats du debruitage avec les calculs de la SNR et le nombre des valeurs propres 
gardées par rapport au total et résultats du seuillage avec l’estimation considérée du niveau de 
bruit. Ainsi montrer le temps de calcul pris pour cet algorithme. 
 
Les résultats pour l’image bruitée im_brN90 sont montrés par la Figure 17 et la 
Figure 18. Avec la taille 8x8 nous détectons tous les signaux avec un taux très 
faible de fausse détection en même temps que le seuil augmente un 4% (par 
rapport au seuil avec 4x4) et le temps de calcul diminue un 88% (par rapport au 
temps avec 4x4). Contrairement, avec la taille 16x16, le seuil augmente encore 
de 9% (par rapport au seuil avec 4x4, plus du double que l’antérieur) tandis que 
le temps diminue de 96% (par rapport au 4x4, réduction du 8% par rapport au 
cas antérieur) et le signal FM2 n’est pas détecté. Passer de l’analyse avec la taille 
8x8 à la taille 16x16 pénalise plutôt que nous avantager les résultats. 
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Figure 17.  Image im_brN90 après le seuillage pour les calculs avec blocs 4x4 en a) et 8x8 en b). 
 
 
 
Figure 18.  Image im_brN90 après le seuillage pour les calculs avec blocs 16x16en a) et leurs 
signaux non détectés en b). 
 
 
 
 
 
a) b) 
a) b) 
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2.3. Filtrage du Gradient de l’image 
 
La stratégie dans cette approche pour segmenter entre le signal et le bruit 
consiste à détecter les transitions que l’on trouve dans les operateurs 
différentiels appliqués à l’image. Sachant que nos images sont caractérisées pour 
avoir: soit du bruit dans tout le fond qui prend des valeurs faibles variant très 
peu pixel à pixel, soit du signal dans certaines zones précises dont la valeur 
uniforme est délimitée par des contours marqués qui causent un changement 
abrupt de la valeur sur le fond.  
Exploiter cette magnitude se traduit à trouver les maxima locaux si on fait une 
analyse selon le module du gradient ou à trouver les passages par zéro si on fait 
une analyse du laplacien (operateur différentiel de deuxième degré). Avec l’étude 
de ces opérateurs, les transitions du bruit à signal sont renforcées et les contours 
peuvent alors être extraits à partir le seuillage des valeurs qui restent autour le 0 
correspondant au bruit.  
L’implémentation de la technique présentée sur la Figure 19est basée sur la 
théorie des contours actifs (aussi connus comme «snakes») qui minimisent la 
longueur géodésique d’une courbe selon [3]. 
 
 
 
 
 
 
 
 
 
Nous spécifions le calcul habituel du module du gradient de l’image Y auquel 
nous appliquons la fonction g{·} dans l’annexe 8 qui a un comportement inverse 
par rapport aux valeurs prises par le gradient ∇!  : 
 ! = ! ∇! =    11 +    ∇! !           ,          !"        ! = 2⟹ ∇! ! =   !!!" +     !!!" 
Calcul du 
Gradient !! Y Filtrage g{!!} Detection contours 
seuillage de {Z} 
Z 
rehaussement des 
transitions bruit-signal 
Y’bw 
Figure 19. Etapes implémentées dans l’étude du gradient.  
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Avec ce calcul nous attendons  d’avoir 2 comportements bien distingués : 
• Valeurs faibles de z≈0 quand les transitions (contours) soient 
détectés puisque des valeurs grandes sont attendues par ∇! !. 
• Valeurs proches à 1,  z≈1 quand le bruit est présent puisque les 
valeurs varient peu et des faibles valeurs du ∇! ! sont attendues. 
Aussi dans les zones intérieures aux contours où le signal est 
constant, z=1 puisque le ∇!=0 (le gradient d’un constant est nul). 
Nous vérifions cet analyse prenant p=2 dans l’expression de g{·} avec l’image 
im_br90 vue dans la Figure 20 qui est presque toute blanche excepte les 
transitions du signal sur les positions foncées. 
 
 
Figure 20. Image a) im_br90 après le filtrage de son gradient et un zoom sur le carré rouge de 
quelques contours détectés à b). 
 
Un seuillage avec s=1 sur les valeurs depuis le filtrage nous donne l’image 
binaire bw que l’on affiche dans la Figure 22. Les contours des signaux sont 
affichés en blanc. Nous vérifions par exemple que les contours de la FM2 entre 
les positions 474 et 486 soient les 2 pics que l’on voit dans la Figure 21 du profile 
de la moyenne des valeurs sur la direction verticale de l’image. 
a) b) 
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Figure 21. Zoom sur les valeurs moyennes sur chaque colonne pour vérifier que les contours 
(encadrés en rouge) soient détectés avec le seuil attendu même si les signaux sont faibles comme 
dans ce cas les 2 transitions autour la position 560. 
 
 
Figure 22. Image résultant depuis le seuillage en a) et le zoom correspondant en b) au carré 
rouge au même endroit que la première figure pour vérifier la bonne détection des emplacements 
du signal (FM2 et 4eme bande de l’EVF1.1). 
 
a) b) 
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Étant donné que le résultat ne correspond du tout à la totale détection des 
signaux, l’étape finale implémentée consiste en utiliser les opérations connues en 
morphologie mathématique pour rendre le résultat dans la Figure 23. 
D’abord nous appliquons une dilatation sur toute l’image avec un élément 
structural carré 4x4 qui est adapté aux caractéristiques morphologiques de nos 
signaux. Ensuite nous finissons par corriger les effets ronds sur les coins des 
contours des signaux du type TDMA et EVF avec un noyau 3x3. On détecte la 
position de ces coins et sur cette position on corrige le coin pour le rendre en 
angle droite comme dans les signaux originaux (voir annexe 8). Le résultat est 
montré dans la Figure 23 sur les positions proches au zoom antérieur. Nous 
notons que le temps pris pour effectuer cette dernière correction sur les coins 
des signaux est environ les 50 secondes ce qui n’est pas négligeable. Les 
contours en blanc liés aux positions des maxima locaux sur le gradient détectés 
sont trop larges. Par exemple, pour le cas de la FM2, ces positions valent 473 et 
487 (originalement 474 et 486) depuis le gradient et encore depuis le seuillage 
de g{·}, mais depuis la dilatation augmentent jusqu’à 472 et 489 
respectivement. 
 
 
Figure 23. Résultat de ce dernier pas dans l’image en b) où l’on détecte la FM2 entre les positions 
472 et 489 qui correspond à une bande plus large par rapport à a), la bande originale entre les 
positions 474 et 486. 
 
a) b) 
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L’erreur commise est mesurable en calculant le taux de fausse détection tfadet 
de 0.019 qui est trop grand. L’erreur commise sur la non-détection est aussi 
distinguable sur la Figure 24 où la FM3 et partie de la FM2 ne sont pas détectées 
en noire. Erreur représentée par le taux tdet qui pour ce cas est de 0.72. Nous 
ne détectons pas les signaux qui à l’origine ont des valeurs proches au niveau du 
bruit. Dans les cas des signaux FM, la contribution du gradient dans la direction 
verticale prend des valeurs trop faibles qui ne sont pas détectables quand le 
seuillage est appliqué (pour les signaux FM la contribution du gradient est ∇! =    !!′  car !!′ = 0) .  
 
 
Figure 24. Image des erreurs sur les signaux non détectés en noir comme la FM3 et partie de la 
FM2, et sur tous les contours mal détectés en blanc depuis les traitements faits au gradient filtré de 
l’image. 
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Chapitre 3 : Étude d’histogramme 
 
Dans ce chapitre nous avons centrée l’étude vers l’analyse de l’histogramme de 
l’image bruitée, c’est à dire, le rapport qu’il existe entre le nombre de pixels 
appartenant au bruit ou au signal et leurs niveaux de gris. Nous notons d’abord, 
que nos images bruitées ont en général une faible dynamique des valeurs 
(autour une plage de [0.2,0.6] selon le niveau du bruit) sur la plage possible 
[0,1]. Les caractéristiques qui nous intéressent pour ce type d’étude du bruit et 
du signal sont: 
• Bruit: correspond un 97.64% du total de l’image, c’est à dire, la 
probabilité de tomber sur un pixel appartenant au bruit est de 
0.9764 (très grande). Sur l’histogramme il y aura une valeur 
maximale (autour le niveau moyen du bruit)  et dans la plage des 
valeurs du bruit la répartition probabiliste de ces valeurs. Paramètre 
caractéristique: grand nombre de pixels sur un niveau moyen de 
gris de l’image. 
• Signal: correspond un 2.36% des pixels restants. Les valeurs 
correspondant au signal sont difficilement distinguables puisque la 
probabilité d’avoir le signal est très basse. Paramètre 
caractéristique: petit nombre de pixels autour les niveaux maximaux 
de gris de l’image.  
Ainsi, la segmentation entre la classe bruit et la classe signal est réalisée à partir 
de la recherche d’un seuil sur l’histogramme. Le détail des marges de valeurs 
prises par le bruit et le signal respectivement (en rouge les valeurs critiques): 
 
BRUIT Bruit -110 Bruit -100 Bruit -90 Bruit -88 Bruit -85 Bruit -80 
Plage niv_gris [0.043,0.588] [0.109,0.588] [0.243,0.588] [0.271,0.588] [0.309,0.588] [0.377,0.588] 
Moyenne image 0,118 0,249 0,371 0,383 0,394 0,413 
 
SIGNAL -80dBm -70dBm -50dBm 
Niveau gris 0,412 0,447 0,518 
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3.1. Segmentation à partir l’histogramme 
 
Le but pour cette approche est de trouver un seuil dans l’histogramme à partir 
lequel les 2 classes soient bien différenciées sous les hypothèses : 
i) La classe dominante est le bruit avec un niveau moyen dans 
l’histogramme qui soit autour la valeur moyenne de toute l’image 
(T_mean). 
ii) Le maximum dans l’histogramme correspond au nombre maximal des 
pixels de la classe bruit sur le niveau de gris le plus probable de l’image 
bruitée (T_max). 
Sur la Figure 25 nous avons la représentation de l’histogramme de l’image 
bruitée im_br90 où on affiche aussi les valeurs caractéristiques du bruit et du 
signal pour voir si elles sont localisables. Sur l’histogramme les points en noir 
correspondent aux niveaux du signal et les points en rouge correspondent au 
niveau moyen (T_mean=0.374) de l’image et au niveau du maximum 
(T_max=0.387) de l’histogramme respectivement qui appartiennent au bruit. 
 
 
Figure 25. Histogramme de l’image bruitée im_br90 avec les niveaux caractéristiques de la classe 
bruit (en rouge T_mean et T_max) et la classe signal (en noir le 3 niveaux). 
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Dans cet exemple, les niveaux caractéristiques du bruit et du signal sont très 
proches et concentrées sur une plage étroite de largeur 0.18 (entre le 0.37 et le 
0.55 dans la Figure 25). Le seuil à trouver est fortement dépendant de l’image à 
étudiée et donc difficilement à déterminer automatiquement. 
Le critère pour le calcul de ce seuil repose sur l’étude du rapport Signal à Bruit 
(SNR (dB) dans (Eq.1)). Les valeurs du Signal et du Bruit sont estimées à partir 
de l’histogramme. Si on normalise l’histogramme par sa valeur maximale 
(nombre des pixels avec niveau = T_max), on obtient la fonction de distribution 
des probabilités fdp pour chaque niveau de gris n de l’image Y (Prob{Y=n}). 
Une description visuelle de l’implémentation est sur la Figure 26 qui est basée 
sur l’approche dans [6] : à partir d’un seuil initial ñ0 (détaillé à l’annexe 9), une 
estimation du seuil est calculée récursivement ñi. Au cas où le seuil calculé soit 
mal estimé, c’est à dire, soit au-dessous du niveau du bruit ñi<T_max (prenant 
le critère que le bruit est majoritaire dans l’image) une deuxième approximation 
consiste en augmenter de façon itérative ñi jusqu’avoir au moins 3dB (critère 
établi) du rapport SNR (dB) (Eq.1). 
 
  
     
 
 
 
  
 
    
  
 
 
 
 
 
Dont nous définissons le seuil ñ comme le niveau !! de l’histogramme qui nous 
donne une valeur de SNRk:    
HISTOGRAMME(Y) 
fdp{n} Estimation seuil 
ñk 
Signal= !! > ñ!  Bruit= !! < ñ!  SNRk<3dB ? 
ñ 
seuil initial ñ0 
Tminmax 
ñk<niv_bruit 
ñ 
Ybw 
ñ!+1 
Figure 26. Algorithme qui pour une image d’entrée Y donnée, estime le seuil ñ à partir son histogramme 
pour la passer à binaire Ybw. 
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(Eq.1) !"#   !" =   20!"#!" !"#$%&!"#$%           |        ñ = !!     , ! ∈ !    !"#$%&  !"#$%&'  !"  !"#$   
!"#$%& =   ! ! > ñ = !!!!!! !"#$ ! = !!   
 
!"#$% =   ! ! ≤ ñ = !!!!!! !"#! ! = !!  
 
Nous appliquons cette méthode à im_br90 et montrons le seuil estimé dans la 
Figure 27. Les résultats ne sont pas satisfaisants puisque après le seuillage, le 
signal plus faible qui correspond à la FM2 n’est pas détecté dans la Figure 28. 
 
 
Figure 27. En rouge le seuil à la fin de l’algorithme qui ne prends pas correctement le niveau 
faible 0.4118 pour la classe signal. 
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Figure 28. Le signal dans la position 614 n’est pas détecté depuis le seuillage qui est trop haute 
avec un niveau de 0.43473. 
 
Ce résultat est exprimé par le taux de détection qui nous donne 0.755. La 
recherche automatique du seuil ne donne pas de bons résultats car les niveaux 
de gris entre la classe signal et la classe bruit ne sont pas toujours bien 
discernables et pour les cas où le niveau de signal est trop proche au niveau 
moyen du bruit les conditions de bonne SNR ne sont pas acquises. Dans ces cas 
un rehaussement local du contraste sera plus utile pour augmenter la plage 
dynamique des niveaux de gris de l’image bruitée.  
 
 
3.2. Méthode CLAHE 
 
Cette étape est implémentée sur l’algorithme précédent pour améliorer le calcul 
du bon seuil quand les niveaux sont très concentrés comme dans notre cas. Pour 
nos types d’image, le rehaussement du contraste CLAHE dans [12] se base sur 
une égalisation de l’histogramme de façon adaptative et locale selon un nombre 
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des zones définie. Le calcul local de l’histogramme permet d’adapter le 
rehaussement du contraste pour chaque pixel prenant en compte le 
comportement de leurs voisins. Pour le cas où le niveau du signal est proche aux 
valeurs du bruit, l’égalisation locale d’histogramme sur ces valeurs, cause un 
étalement des valeurs, à partir d’une interpolation, permettant une meilleure 
distinction entre le bruit et le signal. L’utilisation directe en Matlab avec la 
fonction adapthisteq nous permet voir facilement les résultats. Nous nous 
intéressons en varier les paramètres additionnels suivants pour nous adapter à 
nos images : 
• NumTiles [N M]: spécifier le nombre des partitions faites sur l’image 
où le calcul de l’histogramme est fait localement. Le nombre par 
défaut [8 8] qui donne 64 zones de 262x200 ou encore [2 2] avec 4 
zones de 1248x800 sont appropriés pour n’affecter négativement (à 
morceaux) sur l’uniformité verticale des lignes FM. La taille la plus 
petite de [2 2] est choisie afin de préserver cette uniformité. 
• ClipLimit: réguler le % du rehaussement de contraste. Nous 
l’utilisons pour les cas plus bruités dont la faible FM2 tend à ne pas 
être détectée. La valeur 0.01 par défaut nous le varions pour les cas 
sensibles à 0.08-0.1. 
• Distribution: spécifier la forme de l’histogramme qui va à affecter 
chaque partition (Tile). Vu que la forme de nos histogrammes est 
plutôt en cloche, parmi les 3 possibles distributions à choisir 
(uniforme par défaut, exponentielle et Rayleigh) nous prenons la 
Rayleigh. Pour le cas de l’image plus bruitée im_br80 est la seule 
qui réussit à détecter la FM2 du même niveau que le bruit. Le 
paramètre de cette distribution pourrait être spécifié si on puisse 
l’estimer avant à partir de l’histogramme. 
La Figure 29 montre l’histogramme avec les paramètres optionnels par défaut 
(NumTiles=[8 8] et ClipLimit=0.01) sauf la distribution prise comme Rayleigh et 
l’image après l’algorithme CLAHE dans la Figure 30. 
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Figure 29. Léger étalement de l’histogramme de l’image im_br90 après l’algorithme CLAHE dont le 
seuil qui est en rouge est bien au-dessous les niveaux de signal en noir. 
 
 
 
Figure 30. Image bruitée après le rehaussement du contraste. Notons la premier FM1 qui avait un 
niveau de 0.4471 et maintenant vaut 0.4687 qui est légèrement supérieur selon le paramètre 
choisit pour ClipLimit. 
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La segmentation entre bruit et signal faite avec cette méthode nous donne des 
résultats visiblement performants dans la Figure 31. 
    
 
Figure 31. Image en a) depuis le seuillage avec la valeur 0.389 dans une marge dynamique des 
valeurs un peu plus large que l’originale [0.1824,0.597]. En b) depuis les operateurs de 
morphomat pour rendre le résultat plus net. 
 
Pour les autres images, bons résultats des taux de détection et fausse détection 
sont acquis. Les résultats sont détaillés dans le Tableau 8 et le Tableau 9 avec la 
spécification de plusieurs paramètres. Notons l’augmentation de la plage des 
niveaux après chaque rehaussement ainsi que le seuil qui augmente avec le 
niveau du bruit. 
 imbr110 imbr100 imbr90 imbr88 imbr85 imbr80 
plage_avant [0.0431,0.588]	   [0.109,0.588]	   [0.243,0.588]	   [0.270,0.588]	   [0.309,0.588]	   [0.376,0.588]	  
plage_apres [0.0395,0.601]	   [0.0807,0.601]	   [0.182,0.597]	   [0.203,0.596]	   [0.234,0.596]	   [0.287,0.596]	  
seuil 0,324 0,34 0,389 0,399 0,404 0,435 
tdet 1 1 1 0,999 0,999 0,759 
tfadet 1,4E-04 2,0E-04 8,4E-05 8,7E-05 1,0E-04 1,8E-04 
 
Tableau 8. Résultats du premier essai de l’algorithme avec les paramètres choisis selon les 
critères décris. La bonne détection est achevée sauf dans le cas imbr80 où la FM2 du niveau 
0.4118 n’est pas détecté puisque depuis le rehaussement de contraste elle devient avec un niveau 
plus faible que l’originale et le seuil est plus grand que son niveau. 
a) b) 
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-­‐80dBm	   -­‐70dBm	   -­‐50dBm	  
Niv_signal_avant 0,4118	   0,4471	   0,5176	  
Niv_signal_apres90 0,4342 0,4687 0,5318 
Ratio(apres90/avant) 1,054 1,048 1,027 
Niv_signal_apres80 0,3792 0,4681 0,5325 
Ratio(apres80/avant) 0,9208 1,0469 1,0287 
 
Tableau 9. Les niveaux du signal sont d’abord montrés afin de noter comment leurs valeurs 
augmentent depuis le contraste appliqué à imbr90 et imbr80. En rouge notant le signal qui n’est 
pas détecté par le contraste avec les paramètres initiaux de la fonction adapthisteq appliqué à 
imbr80. Le seuil estimé pour imbr80 est de 0.435 tandis que le signal après le contraste diminue 
de 0.4118 à 0.3792 (au-dessous le seuil). 
 
 
Figure 32. Positions disparues autour la position 614. 
 
Après l’étude sur les effets des paramètres optionnelles dans l’algorithme 
adapthisteq de CLAHE, pour l’image bruitée qui est la plus sensible, nous 
augmentons un décimal la valeur qui régule l’étalement ClipLimit. Nous 
changeons le 0.01 initiale par la valeur 0.1 afin de pouvoir distinguer le niveau 
original 0.4118 quand il provient du bruit de quand il provient du signal. Nous 
maintenons le reste des paramètres avec les mêmes valeurs. 
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Figure 33. La série des 3 images pour imbr80 avec paramètres modifiés dans la fonction 
adapthiseq montre en a) l’étalement de l’histogramme avec quasi imperceptible le seuil en rouge 
plus petit que le niveau minimal du signal. En b), l’image après le seuillage où un nombre trop 
grand de pixels est gardée (taux fausse détection trop grand) en revanche d’avoir détection 100% 
des signaux. Depuis le «nettoyage» par morphomat en c) afin de calculer le taux de détection. 
 
Dans la Figure 33 en c) les taux de détection et fausse détection valent 1 et 
0.0314 respectivement. Le seuil vaut 0.457 (avant 0.435) par rapport au niveau 
du signal minimal qui vaut 0.4611. Par rapport aux niveaux depuis le contraste, 
a) 
b) c) 
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la plage dynamique de 0.57 (valeurs [0.192,0.763]) correspond à plus du double 
de l’originale qui est de 0.212. 
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Chapitre 4 : Théorie de la détection 
 
La segmentation entre le bruit et le signal a été présentée aux chapitres 
précédents d’un point de vue du traitement d’images. La stratégie tend vers une 
étude de toute l’image pour segmenter les zones de l’image qui appartiennent au 
signal de tout le reste qui appartient au bruit. Les images bruitées, avec 
lesquelles cette approche a été étudiée, sont des données qui proviennent d’un 
environnement radio à qui on les rend au format «image» en utilisant le 
simulateur. Ce sont des images synthétiques et artificielles qui peuvent être vues 
comme  un ensemble de formes plus ou moins uniformes (étiquetées comme 
«signal») sur un fond caractérisé par un niveau moyen de gris (étiqueté comme 
«bruit»). On change dans ce chapitre l’analyse globale des données contenues 
dans im (image Y) à l’analyse pixel par pixel des données contenues dans tabFin 
(valeurs zi correspondants aux 10log10|FFT|2). Le but est de trouver un seuil 
optimal pour faire segmentation entre bruit et signal pixel à pixel et détecter les 
endroits où se trouve le signal. Le seuil dépend des paramètres statistiques du 
bruit ainsi que la valeur du signal qui est inconnu. Par conséquent, l’estimation 
de ces valeurs se base sur certains critères choisis ainsi que l’implémentation 
d’un algorithme récursif. 
 
 
4.1. Analyse du contenu de tabFin 
 
L’image affichée par le simulateur dans Figure 3 peut être vu comme une 
«photo» des valeurs du signal reçues rt,f (provenant de la chaîne représentée 
dans la Figure 1) sur un espace bidimensionnel ΔT(temps)-ΔF(fréquence) où chaque 
pixel zi est représenté par la valeur de la quantité du signal reçu à chaque point 
temps-fréquence (ti,fi). Les amplitudes des signaux reçus dans cet 
environnement radio ont la caractéristique d’avoir une phase totalement 
aléatoire entre 0 et 2π (dû aux effets multi-trajet des réflexions du propre signal 
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et des autres qui provoquent des interférences sur le signal originale destructives 
pour le cas de phase résultante Π ou constructives quand la phase résultante est 
0). Ces valeurs sont affichées en tant qu’image comme des valeurs de pixel 
moins ou plus brillantes sur la carte des couleurs prise (dans notre cas niveaux 
de gris). A cause du type des signaux reçus, qui proviennent des techniques de 
multiplexage en fréquence et certaines aussi en temps, et à cause de notre 
représentation dans l’espace temps-fréquence, les valeurs des pixels ont 
inévitablement une cohérence plutôt fréquentielle ainsi que spatiale. C’est à dire, 
la probabilité que un pixel zi,j prend un niveau de signal k, dépend de la 
probabilité que tel signal soit dans des certaines fréquences.  
Par conséquent, la cohérence spatiale entre les valeurs des pixels dans un 
voisinage n’est pas abordable à partir d’une étude dans ce même voisinage 
puisque la valeur prise par un pixel ne dépend pas des pixels voisins (nos images 
ne sont plus une représentation classique en coordonnées spatiales (x,y) comme 
c’est le cas des images réelles). Au contraire, les images étudiées montrent que 
les transitions du bruit à signal sont abruptes et qu’après un pixel appartenant au 
signal, la probabilité que les pixels adjacents appartiennent au bruit n’est pas 
négligeable. 
Pour cette raison, dans ce chapitre nous prenons l’étude de la décision pixel à 
pixel. Les valeurs enregistrées dans tabFin correspondantes aux valeurs 
originales en réception rt,j nous permettent d’affiner la recherche du seuil qui soit 
optimal et adapté aux paramètres statistiques du bruit et du signal. Nous 
représentons le contenu de tabFinNxM (N=ΔT, M=ΔF) de la façon suivante : 
 
 
 
 
 
 
 
 
 
tabFinN,1 tabFinN,2 …. tabFinN,M 
tabFinN-1,1 tabFinN-1,2  tabFinN-1,M 
    
tabFin1,1 tabFin1,2 …. tabFin1,M 
t 
f 
!"#$%   !, ! :     !!,! =   !"!"#$%&!,! !" =    |! + !|!,!!  
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Contexte qui correspond à une détection non-cohérente puisque la phase depuis 
la FFT est d’abord rejetée et on reste qu’avec l’enveloppe du signal prenant le  
module au carré de la FFT («Square Law Detector» montré dans [11], 
z=f{|r|2}). Dans notre cas où le signal et le bruit sont inconnus, la détection est 
aussi dite «aveugle» et  la recherche du seuil dépend des paramètres inconnus.  
 
 
4.2. Modèle du signal 
 
Nous allons décrire plus en détail les distributions du signal et du bruit prises 
dans les analyses postérieures. Puisque les valeurs du signal et du bruit sont 
inconnues et nous n’avons pas de connaissances a priori, nous prenons les N 
réalisations aléatoires du signal en réception auxquelles nous avons accès. Ainsi, 
le bruit b(t) et le signal x(t) peuvent être modélisés comme deux processus 
aléatoires (p.al) caractérisés par : leur fonction de densité de probabilité fdp(·) 
ainsi que leurs paramètres caractéristiques inconnues (moyenne, variance) qui 
sont estimés selon le critère ML démontré dans [11]. Partant d’un p.al réel en 
réception {y=x+b}, on obtient un p.al {r} qui est complexe depuis le calcul de la  
FFT: 
  !    !. !"   ∈ ℝ   ⇒     ! = !!" ! = !!!"     !. !"   ∈ ℂ      ⇔ ! = ! + !"      !"#$    !  !. !"  !"#$%&'[0,2!) 
 !"#$  !"#  !"#$  !"##é!  !!  !"#$%&'!"#:      ! = |!|! =   !!   ∝   !"#$$%&'(   ∝ (!"#$%&! +   !"#$%!) 
 
Nous avons deuxp.al à caractériser: 
• Signal: variable inconnue que l’on modélise comme un p.al à qui on 
estime la valeur moyenne. Selon l’hypothèse expliqué dans l’annexe 
8, le signal est modélisé par une loi Uniforme[a,b]. 
• Bruit: le bruit b en réception dû à la température du bruit de 
l’antenne et le facteur du bruit des modules intermédiaires dans la 
chaîne de réception, se modélise comme b~G(0,σ2) un p.al réel 
Gaussien centré avec une varianceb=σ2. Après la FFT b devient 
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complexe w=n+jm et il est modélisé comme w~G(0,2σ2) alors un 
p.al. complexe Gaussien circulaire centré avec une variancew=2σ2. 
Si on prend le module au carrée de cette même variable, on obtient 
un p.al t suivant une loi Exponentielle réelle positive 
t=|w|2~E(µ=1/α) qui est un cas particulière de la loi Générale 
Gamma(r) quand r=1 détaillé dans [11]. Nous avons un paramètre 
à estimer pour cette dernière loi µ=E{t}=2σ2 déterminé dans [11]. 
Les détails de l’expression de la fdp sont décrits dans l’annexe 10 
après le signal. 
 
 
4.3. Critère Neyman-Pearson pour la détermination du seuil 
 
Selon la description précédente du bruit et du signal, nous considérons deux 
hypothèses du signal en réception (valeur du pixel    !!,! qu’on notera par z) : 
 
 H0 avec Po=Prob{H0}:    z=t          (pixel appartenant au bruit) 
 H1 avec P1=Prob{H1}:    z=m+t     (pixel appartenant au signal+bruit) 
         prenant :    t~ E(2σ2)  et  m~U[10-8,10-5] 
 
Dans la Figure 34 nous montrons la position du seuil optimale auquel on veut 
arriver et comment les probabilités Pfa (Probabilité fausse alarme, bruit dans la 
région du signal), Pd (Probabilité de détection) et Pnd (Probabilité de non 
détection, 1-Pd, signal dans la région du bruit) sont calculés selon les fonctions 
fdp liées à chaque hypothèse. Notons que la figure est seulement un exemple 
représentatif puisque les fdp dessinées sont gaussiens dans le 2 hypothèses et 
cela n’est pas notre cas (on montre les relations entre les différentes 
probabilités). 
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Figure 34. Exemple de localisation du seuil optimale qui maximise le test LRT avec 2 Hypothèses 
qui ne sont pas équiprobables (s n’est pas la valeur moyenne entre m et 2σ2). 
 
En générale, on peut estimer m et 2σ2 selon le critère Neyman-Pearson (critère 
étudié et adapté dans le domaine radar qui est comparable à notre situation) qui 
maximise la Pd contrainte à une Pfa maximale tolérable p*. La fonction à 
maximiser est résolue par la méthode des multiplicateurs de Lagrange et la 
solution démontrée dans [11] nous donne la règle de décision qui est connue 
comme le test de vraisemblance (LRT) suivant: 
 Test   =   LRT z = ! ! !!! ! !! ≶ !          ,        !!" =    ! ! !! =   !!!∗!!! = ! ∗!!  
 
Si on fixe la Pfa à la valeur p*, on obtient un seuil s* qui dépend seulement de 
2σ2. Une fois on trouve l’estimation de cette valeur, il reste la vérification du test 
pour chaque valeur de z. Les mesures des taux de détection et fausse détection 
(qui ne peuvent pas être maximaux à la fois car ont le même comportement, 
augmentent et diminuent ensemble) permettent quantifier les performances des 
calculs. 
Puisque on a la situation des plusieurs inconnus, l’estimation par maximum de 
vraisemblance de nos paramètres, nous amène à maximiser 
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while no Probmax 
l’expression suivante rajoutant un voisinage {!!} (avec un seuil valeur z qui a des 
inconnus il même l’estimation n’est pas possible): 
 
(Eq.2) !"# !{!,!!|!!}!{!,!!|!!}   ∝   !"#$ !, !! !! = !! ! !! !!   ∝   max !! !! ∈    {!!}  
 
L’équation (Eq.2) est connue comme le test Généralisé du LRT (GLRT) qui est 
adapté au cas d’hypothèses compostes (plusieurs inconnus) comme dans notre 
situation. L’estimation ML de 2σ2 dépend finalement de la Probabilité des 
Mélanges !! !!   ∈    {!!}  lié à un voisinage {!!}. Le calcul est spécifié dans 
l’annexe 13 suite à l’implémentation que nous avons fait pour maximiser max!"#$ ! . 
L’optimalité dans la recherche du seuil n’est jamais attendue dû aux 
approximations dans le calcul du terme !! !! ∈    {!!} . L’implémentation en 
Matlab se trouve dans l’annexe 11. L’algorithme itératif qui maximise le test 
GLRT (sur voisinage  Q=25x25=625): 
i) Initialiser un seuil c0= valeur minimale dans la fenêtre k 
ii) Calculer pour le seuil ci : Pi=nombre de pixels où z>ci 
iii) Calculer 2σ2i=f(ci) 
iv)  Calculer Probi=f(2σ2i , Pi) 
v) Augmenter le seuil ci+1=ci + delta (delta=1e-9) 
 
 
vi) Calculer la moyenne E{2σ2i}= 2!!     ⟹      ! = −2!!!"!!" 
vii) image_detection = {image_bruitee>!} 
 
Pour le cas des valeurs de tabFin90 (liées à l’image im_br90) dans la Figure 35 
sont représentées les différentes valeurs de 2!!i (sigma2) selon les 100 
voisinages pris aléatoirement. 
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Figure 35. Valeurs de sigma pour chaque estimation et en rouge la moyenne (1.28e-9) pour le 
seuillage postérieur. Nous gardons les positions de ces 4 pics pour analyser le comportement de la 
valeur en relation à la fenêtre prise pour le calcul. 
 
Pour vérifier les résultats et analyser la cause des pics sur la valeur de sigma2 
estimée, nous affichons dans la Figure 36 le nombre de seuils nc nécessaires (ici 
entre 0 et 10.000)  pour maximiser la valeur de la probabilité et le pourcentage 
des pixels détectés comme du signal pour le seuil qui donne la valeur finale à 
sigma2 estimée à chaque fois. Nous attendons une relation entre ces 2 variables 
proportionnelle. Plus le signal est présent dans la fenêtre, plus la plage des 
valeurs est large et un nombre de seuils grand est nécessaire pour arriver à la 
valeur optimale. Si l’on considère que cette estimation est précise, le 
pourcentage des pixels bien détectés dans chaque fenêtre doit augmenter dès 
que le signal est plus présent. Le suivant tableau résume les valeurs du nombre 
de seuils ainsi que la SNR (calculée dans l’annexe 10) pour les calculs spécifiés 
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dans l’annexe 11 de toutes les valeurs de sigma2 dans les 100 valeurs 
estimées : 
 
 
 
 
 
 
Figure 36. Comportement de l’algorithme pour les 100 tests, comparant le nombre de seuils en 
a)nécessaires pour maximiser la probabilité ainsi que la valeur du pourcentage des pixels détectés 
comme du signal en b). Les valeurs caractéristiques pour le bruit et le signal sont marquées avec 
les différents markers sur les tests 56 (fenêtre contenant que de bruit), 62, 69, 85 et 90 (fenêtres 
contenant moins ou plus de signal). 
	  
nombre	  seuils	   SNR	  
BRUIT	   4-­‐5-­‐6	   0	  
	  
7-­‐8	   0	  
SIGNAL	   10	   24-­‐31	  
	  
100	   17-­‐29	  
	  
10000	   19-­‐31	  
a) 
b) 
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4.4. Seuillage des images bruitées 
 
Prenant d’abord imbr90 et une fois le sigma2 est fixé à la valeur moyenne des 
100 valeurs estimées, nous varions la valeur de Pfa afin de trouver le seuil qui 
obtient un taux de détection égal à 1 avec un taux de fausse alarme la plus 
petite possible. Le résultat avec ce seuillage est montré dans la Figure 38. 
Les 11 valeurs de Pfa  sont  [1e-5, 1e-4, 3e-4, 6e-4, 9e-4, 1e-3, 2e-3, 5e-3, 7e-3, 
5e-2, 8e-2]. Dans la Figure 37 la relation Pfa-seuil qui nous montre comment le 
seuil décroit linéairement selon le lnPfa. Si on diminue la Pfa le seuil augmente et 
on risque de ne pas détecter tous les signaux. Dans l’annexe 12 les détails des 
calculs sont affichés sur un tableau pour voir comment varient les différents 
paramètres. 
 
 
 
Figure 37. Représentation du seuil en fonction les différentes valeurs de Pfa sur un axe 
logarithmique. En noir la valeur minimum de Pfa de 3.9
e-4 et le seuil correspondant de 5.59e-10 qui 
nous donne un taux de détection de 1. 
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Dans les suivantes figures, les résultats pour l’image imbr90 sont montrés selon 
l’image après le seuillage (Figure 38), les différentes détections des signaux 
selon une Pfa donné (Figure 39 et Figure 40), ainsi que le compromis entre la 
valeur de la SNR et la Pfa (Figure 41). 
 
 
Figure 38. Image après le seuillage qui correspond au seuil optimale calculé comme le seuil qui 
donne le taux de détection tdet=1 et un taux de fausse détection tfadet minimale à la fois. 
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Figure 39. Présence du signal (pixels blancs) dans chaque bande (colonne) pour une Pfa trop 
grande qui nous donne trop des signaux détectés. 
 
 
 
Figure 40. Ce cas au contraire que le précédente, tous les signaux sont détectés sans avoir fausse 
alarme mais en revanche, le signal FM2 plus faible n’est pas détecté (Pfa trop restrictive). 
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Figure 41. Représentation de la valeur de SNR (dB) depuis le seuillage par rapport à la Pfa. Quand 
Pfa diminue, le seuil augmente, moins de signal est détecté et par conséquence, la SNR diminue. 
 
Finalement nous enregistrons les résultats avec les 6 images bruitées et nous 
notons dans le Tableau 10 les différentes mesures des taux ainsi que les valeurs 
de la SNR (calculé selon l’annexe 12). 
 
dBm	   sigma2(dBm)	   SNRbr	   SNRdebr	   seuil(dBm)	   Pfa(indmintfa)	   tfa(indmintfa)	   tdet(indminfa)	  
Pfa	  min	  pour	  le	  
seuilmin	  de	  1e-­‐8	  
-­‐110	   -­‐111,75	   42,5	   82,1	   -­‐99,58	   1,0E-­‐07	   3,5E-­‐05	   1	   0	  
-­‐100	   -­‐103,70	   34,4	   95,5	   -­‐91,52	   1,0E-­‐07	   7,7E-­‐07	   1	   0	  
-­‐90	   -­‐89,04	   19,8	   82,7	   -­‐80,24	   6,0E-­‐04	   5,1E-­‐07	   1	   3,30E-­‐04	  
-­‐88	   -­‐87,03	   17,7	   46,7	   -­‐82,17	   5,0E-­‐02	   1,3E-­‐03	   1	   9,30E-­‐02	  
-­‐85	   -­‐83,76	   14,5	   34,6	   -­‐80,02	   5,0E-­‐02	   9,7E-­‐03	   1	   9,83E-­‐02	  
-­‐80	   -­‐78,97	   9,6	   11,4	   -­‐80,46	   5,0E-­‐01	   6,7E-­‐01	   1	   4,63E-­‐01	  
 
Tableau 10. Résume des résultats pour les 6 images montrant que le sigma2 est proche au niveau 
moyen du bruit. Les valeurs des SNR des images bruitées et des images après le seuillage. La 
valeur aussi des seuils optimaux, les Pfa correspondantes ainsi que les taux finalement calculés. 
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Conclusions du stage 
 
Résultats des méthodes précédents 
 
a. Debruitage par ondelettes DWT2 
 
Une des conclusions qui peut être extraite par rapport aux ondelettes classiques 
est que le bénéfice qui nous apportent est nul. D’un côté mesurable la SNR après 
le debruitage qui ne diminue pas, et d’un côté visuel l’image qui ne montre pas 
un lissage du bruit. Nous regardons ensuite, comment varie le pourcentage des 
coefficients supprimés après le seuillage dans la Graphique 1, résultat qui nous 
surprend au premier moment.  
 
 
 
Graphique 1. Niveaux de seuillage pour chaque image bruitée en entrée. 
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Nous notons que le nombre des niveaux de décomposition n’influencent pas trop 
le nombre de pixels supprimés (augmentation ou diminutions de moins de 1%). 
Pour le cas de faible bruit (niveaux -110 et -100), le pourcentage est très bas 
même qu’avec le cas de fort bruit (niveau -85) qui a un pourcentage négligeable. 
Par contre, l’image la plus bruitée (niveau -80) maintien un pourcentage bas 
tandis que les images moyennement bruitées (niveaux -88 et -90) ont des 
pourcentages considérables. Nous sommes surpris par le fait qu’il n’existe pas 
une relation cohérente entre niveau du bruit et pixels supprimés (on attendrait 
que le nombre de pixels supprimés augmente avec le niveau du bruit). Le 3 
raisons aux mauvais résultats de cette méthode peuvent être : 
• La base des ondelettes classique prise ne prend pas en compte la 
morphologie des signaux à détecter. Dans ce cas on devrait voir le 
résultat avec les nouvelles ondelettes (par exemple «Ridgelets» 
adaptées aux lignes et «Shearlets» adaptées aux discontinuités en 
verticale et horizontale). 
• L’échelle A d’approximation dans l’image transformée, où les 
coefficients de basse fréquence sont gardés (signaux principaux), 
contient trop de bruit qui ne sera pas affecté par le seuillage. Le 
tableau suivant montre en rouge le FM1 (qui prend les positions 20 
et 21 dans l’échelle 256x256) et autour, le bruit qui varie avec des 
valeurs trop proches au signal (on n’a pas des valeurs faibles 
comme on pourrait penser). Le rapport entre signal et bruit diminue 
plutôt que augmenter. 
 
1,496	   1,497	   1,461	   1,493	   1,503	   1,473	   1,479	   1,594	   1,776	   1,433	   1,535	  
1,498	   1,477	   1,479	   1,500	   1,493	   1,506	   1,497	   1,587	   1,777	   1,497	   1,466	  
1,522	   1,469	   1,508	   1,510	   1,466	   1,509	   1,426	   1,565	   1,759	   1,463	   1,492	  
1,497	   1,466	   1,475	   1,502	   1,486	   1,453	   1,477	   1,593	   1,762	   1,492	   1,501	  
1,504	   1,497	   1,485	   1,493	   1,492	   1,469	   1,490	   1,579	   1,768	   1,490	   1,514	  
1,507	   1,507	   1,489	   1,497	   1,499	   1,477	   1,466	   1,570	   1,772	   1,482	   1,502	  
1,485	   1,492	   1,484	   1,497	   1,508	   1,481	   1,490	   1,577	   1,770	   1,456	   1,493	  
1,474	   1,465	   1,448	   1,474	   1,483	   1,480	   1,500	   1,578	   1,778	   1,477	   1,489	  
1,472	   1,508	   1,464	   1,497	   1,497	   1,497	   1,471	   1,594	   1,772	   1,494	   1,503	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b. Debruitage et seuillage par décomposition SVD 
 
Comme dans le cas précédent nous analysons la relation entre les coefficients 
supprimés dans la transformation KLT de l’image et la taille du niveau de la 
décomposition par blocs (taille des blocs bxb). La Graphique 2 montre que plus la 
taille du bloc est grande, plus le nombre de valeurs propres supprimées depuis le 
seuil est grand. Pour expliquer cela nous avons gardé plus en détail les valeurs 
qui prennent les diag(Σi)=λk pour les cas où les blocs pris sont de taille 4 et 16 et 
ont de signal présente ou pas.  Dans l’annexe 15 nous analysons la cause qui fait 
augmenter le seuil au même temps que la taille du bloc, raison pour laquelle le 
pourcentage des valeurs supprimées augmente. 
 
 
Graphique 2. Nombre des valeurs propres supprimées après le seuillage sur la diagonale de Σi 
prenant comme hypothèse qu’elles correspondent aux coefficients du bruit.  
 
Quand on prend que le seuil pour segmenter directement l’image bruitée on 
obtient les résultats dans la Graphique 3. Deux caractéristiques sont 
observables : d’un côté le taux de détection diminue quand le niveau du bruit 
augmente et de l’autre côté le taux de détection pour chacun cas diminue quand 
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la taille du bloc augmente (étant donné que le seuil augmente comme on vient 
de voir.  
 
 
 
Graphique 3. Taux de détection pour les 6 images bruitées dont la segmentation est parfaite pour 
les 2 cas moins bruités (110 et 100) tandis que pour le cas le plus bruitée (80) aucune taille prise 
nous donne une segmentation réussite.  
 
 
c. Comparaison avec le seuillage par Histogramme 
 
Les méthodes du seuillage par les études d’histogramme et des valeurs propres 
peuvent être comparées selon le seuil de l’image en niveaux de gris calculé par 
ces algorithmes. Dans la Graphique 4 l’on voit que en général le seuil estimé par 
la décomposition SVD de l’image et légèrement inférieur aux cas les plus bruités 
tandis que aux cas peu bruités, le seuil Tsvd est plus performant avec une 
différence du niveau de gris de 0.20 et 0.05 (cas bruit -110 et -100 
respectivement). Cela va se traduire en un taux de fausse détection plus grand 
ainsi que l’augmentation de la SNR après cette segmentation. 
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Graphique 4.  Evolution du seuil pour le cas de l’étude récursif dans l’histogramme Thisto et pour 
le cas de la moyenne des valeurs propres dans la décomposition SVD de l’image. 
 
En revanche, nous montrons dans la Graphique 5 que le taux de détection par 
l’histogramme est toujours  plus grand que pour les différentes études du seuil 
selon le niveau de décomposition par SVD. Au même temps, les 2 méthodes sont 
également comparables pour le deuxième cas le plus bruité (-85dBm) quand la 
taille b est la plus petite dont le seuil était plus bas, ce qui nous fait augmenter le 
taux de détection à 1. Pour le niveau -80 le seul par étude d’histogramme est 
plus adapté arrivant à une détection totale des signaux. Depuis l’estimation SVD 
par blocs, pourrait être possible que si on prenait blocs 2x2 (4 échantillons à 
chaque bloc) on aurait obtenu un seuil plus bas et consequentement un tdet 
égale à 1. Mais vu que le temps de calcul augmente très considérablement quand 
la taille diminue d’un facteur 2 (à chaque direction, en totale diviser par 4 le 
nombre d’échantillons par bloc), nous n’essayons pas. Aussi parce que faire tout 
ce calcul deviendrait égal à faire une moyenne sur les niveaux de gris pris 
directement de l’image bruitée par blocs 2x2. 
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Graphique 5. Comparaison des 2 méthodes du seuillage selon le taux de détection pour les 
différents niveaux du bruit. 
 
 
d. Détection par critère Neyman-Pearson 
 
Les résultats de cette méthode dépendent de 3 paramètres (seuil s, probabilité 
de fausse alarme permise Pfa et taux de détection tdet) qui varient inversement 
et d’ici le compromis qu’il souhaite. La relation vient donnée par l’expression 
suivante déjà vue dans la section 4.3: 
 ! = ! 2!!,!"#        !"   ∶         !"# ↑      ⇒     −!"#$% ↓      ⇒   ! ↓      ⇒     !"#! ↑ 
 
Cette relation entre les paramètres est montrée dans la Graphique 6 dont les cas 
le plus bruités (niveaux -80 et -85) sont très pénalisés avec un mauvais résultat 
puisque pour avoir une bonne détection, on devra permettre un grand nombre 
des signaux faussement détectés donnant un système peu robuste. Nous 
considérons que jusqu’à le niveau du bruit -88 (compris) des résultats 
acceptables sont acquis.  
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Graphique 6. Représentation de la relation entre le taux de détection et les différentes valeurs de 
la probabilité de fausse alarme. Pour les différents niveaux du bruit les résultats sont largement 
distinguables. 
 
La raison qui explique ce compromis existant entre bonne détection et fausse 
détection, peut être étudié raisonnant la base de cette critère d’estimation du 
seuil qui est faite en maximisant/minimisant un paramètre. Si on a présente la 
Figure 34, on rappelle l’objectif de tout système quelconque :  
 !  !"#$%&'(   ⇒ min!"     
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!"#$%  à  !"  !"#$%&'#$(  !"#$%&'%! ∶     !" ↑    ⇒     !"# ↑  ⇒   min!"   ≇   min!"# +max!"   
     !"  !"#$è!"  !"#$"%&  !"#!$  !"#$%&'!#  !"#  !"#$%& − !"#$%&' ∶ min!"   ∝ max      !" − ! !"# − !         !"#$  !"#  !"#$%&'(($  !"#  !"#$%&'  !"#$  !"#  !"#  !"#$%&" ∶     !"# ≤   !   
 
 
 
Lignes exploitables  
 
a. Etude de la Loi de Probabilité des données 
 
Suite aux résultats obtenus dans la dernière méthode d’estimation du niveau de 
bruit avec le critère Neyman-Pearson, les hypothèses prises sur les paramètres 
statistiques de nos données bruitées sont faites depuis une transformation 
logarithmique. Puisque les résultats ne sont pas satisfaisants quand le niveau du 
bruit augmente, un mal raisonnement sur la nature statistique du bruit pourrait 
être la cause. Nous rappelons le raisonnement pris au début de ce stage sur la 
chaîne de réception du bruit prenant l’hypothèse que le bruit reçu est modélisé 
comme un p.al réel Gaussien centré: 
 
 
 
 
 
   
 
On prenait le contenu dans tabFin (étape 4 : données auxquels on a accès depuis 
le simulateur) qui est des valeurs exprimées en dBm et on les appliquait une 
transformation linaire inverse pour raisonner les calculs dans l’étape 3 avec la loi 
qu’on connaît bien. Toutes les expressions qui expriment probabilités (Pfa, Pd, P1 
et P0) sont calculées avec la fonction de distribution de la loi Exponentielle. 
b Réel ~ 
Gaussien (0,σ2) 
FFT{b} |v|2 
v Complexe ~ 
Gaussien Circulaire 
(0,2σ2) 
10log10{z} Y Réel ~ ? 
1 2 3 4 
10Y/1
0 
z Réel ~ 
Exponentiel (2σ2) ! Réel ~ 
Exponentiel (!!!) 5 
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a) b) 
Puisque nous n’avons pas pris en compte le type de loi statistique dans l’étape 4, 
tous les calculs faits au chapitre 4 sont plutôt des calculs faits considérant une 
estimation d’une loi Exponentielle (existence de l’étape 5). Dans la Figure 42 
nous montrons les deux distributions des données bruitées. 
 
 
   
Figure 42. Fonctions de distribution de probabilité fdp de l’image bruitée imbr90 correspondant 
aux données dans tabFin (dBm) en a) et depuis la transformation inverse aux données linaires en 
b) dont la loi exponentielle décroissante est difficile à discerner à cause des valeurs faibles (µW-
nW). 
Le même critère pour l’estimation du seuil et du niveau de bruit pourrait être fait 
mais cette fois, prenant directement les données dans tabFin en dBm et avec la 
loi statistique correspondante si il existe une de particulière. On pourrait 
exploiter la théorie qui exprime l’expression de la fonction fdp d’une 
transformation linaire d’un p.al donné.  Nous partons du p.al z (loi Exponentielle 
avec fdp connue) à qui on applique une fonction monotone dérivable g{·} nous 
donnant le p.al y qui aura la fdp suivante: 
 ! = ! !             !"              !"#! ! = 12!!   !!! !!! 
 1                   !"#! ! = !!! ! !     !"#!(  !!! !   )   
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!"#$ ∶           ! = ! ! = 10!"#!"!      ⟺     !!! ! = ! = 10! !"       
 !"  !"#$%"  !!!"#$!%%&'(    !!! !       !"#$  ! ∈ ℝ   ∶            !! = ln 1010   10! !" = !10! !" = !!!{!}!  
 
!"  !"  !"#!$%$"&  !"#$  !!!"#$!%%&'(     1 ∶       !"#! ! =   !10! !"2!2   exp  (−10! !"2!2 ) 
 
 
 
b. Localisation fréquentielle des signaux 
 
Nous revenons à l’analyse globale des données vues comme une représentation 
bidimensionnelle avec certaines caractéristiques morphologiques exploitables. 
Une première étape qui pourrait être étudié d’abord, serait l’analyse en 
horizontale de l’image bruitée profitant leurs caractéristiques en lignes verticales. 
Nous partons des axes temps-fréquence (n-m) et nous prenons les colonnes (m) 
comme réalisations des processus stochastiques (variation dans le temps n). On 
effectue une première segmentation bruit-signal dans la direction horizontale (m) 
pour localiser les positions des fréquences où le signal est présente qui nous 
permet une analyse plus ciblée. On garde que  les colonnes qui contiennent 
signal et on fait dans une deuxième étape une analyse sur chaque colonne. Cette 
étape nous permettra réduire les temps de calcul postérieurs puisque nos images 
se caractérisent par un grand nombre des colonnes contenant que du bruit qui ne 
seront pas prises pour les prochaines étapes. 
Les données de qu’on dispose sont pris dans cet étude depuis les valeurs de 
tabFin en linaire (module au carré des FFT’s) vues comme : 
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Nous prenons l’ensemble des M colonnes vus comme vecteurs Nx1 qui 
représentent M p.al qui sont indépendantes ou pas entre eux. On peut calculer 
les paramètres caractéristiques qui expriment la corrélation dans chacun de ces 
M processus. Le comportement statistique attendu sera en générale, que les 
colonnes du bruit soient des données decorrélées et indépendantes (faibles 
valeurs) tandis que les colonnes contenant signal soient des données corrélées et 
ayant relation.  
Deux des mesures statistiques qui peuvent être appliquées sur nos données sont 
exprimées dans [7] dont un debruitage des signaux FM avec le seuillage du 
kurtosis spectrale est analysé. On va utiliser leur méthode pour localiser les 
colonnes où le signal soit présent même s’ils ne sont pas des FM (au moins les 
FM seront déjà classifiés dans cette première étape). 
• DSP : statistique de premier ordre qui nous donne une idée de la 
mesure sur la quantité moyenne de signal dans chaque colonne si 
on prend l’hypothèse que le signal prend des valeurs plus grandes 
que le bruit. La mesure est sensible aux niveaux de signal eux-
mêmes provoquant incertitudes quand le  signal soit très faible ou 
très peu présent.  On l’estime de la façon suivante : 
 
!"# ! ! =    1! !!(!)!!!!  
 
y1(nN) 
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• KS : statistique d’ordre 4 qui nous exprime le dégrée de variation 
des valeurs autour une moyenne, coefficient d’aplatissement. On 
calcule l’estimation non biaisé du kurtosis dans [7] qui part de la 
valeur théorique : 
!"#$%&'& ! ! = !! !!!(!)!!!!(!"# ! ! )! − 2   
 
• Rho : statistique d’ordre 2 qui exprime la relation entre 2 p.al. On 
va prendre les M p.al deux à deux par colonnes adjacentes pour voir 
la dépendance dans les bandes fréquentielles de signal (qui 
devraient avoir une cohérence sur ces positions adjacentes). Nous 
attendons une corrélation nulle entre les p.al du bruit. Ce coefficient 
est connu comme «Pearson Product-moment corrélation 
coefficient» : 
 
!ℎ! ! ! , ! ! + 1 =    !! !! ! − !! (!! ! + 1 − !!!!)!!!! !"# !! !"#(!!!!)   ≤ 1 
 
 
Le résultat de rho testé pour le cas du niveau de bruit moyen et le cas le plus 
bruité est montré dans la Figure 43. On détecte toutes les bandes des signaux où 
le signal prend la même valeur dans ses positions pour les colonnes adjacentes 
(p.al corrélés). La valeur du seuil autour le 0 pour le cas du bruit pourrait être 
étudiée calculant l’expression de rho avec les lois statistiques correspondantes.  
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Figure 43. Coefficient de corrélation entre les p.al pour les images bruitées aux niveaux 80 et 90 
respectivement pour voir que cette mesure détecte toutes les positions du signal indépendantment 
des niveaux et présences faibles. 
 
Pour les cas des cumulants d’ordre 2 et 4 (DSP et kurtosis), nous montrons dans 
la Figure 44 le résultat pour l’image la plus critique avec le bruit moyen plus 
grand. L’analyse par DSP ne donne pas une distinction entre le signal le plus 
faible (FM à la position 609) et le niveau du bruit puisque le bruit autour ce 
signal prend valeurs plus grandes. Pour  le cas d’une FM, théoriquement la valeur 
est constante pendant toutes les colonnes dans la bande (la valeur de la DSP qui 
est la valeur moyenne dans la colonne coïncide avec la valeur du signal) par 
conséquence la localisation est liée à une étude locale des valeurs prises autour 
la position analysé. En revanche, le kurtosis étant une mesure de rapport entre 2 
valeurs, prend 2 types des valeurs bien distinguables quand le signal est présent. 
Le signal FM est vu comme une valeur constante dans le temps pour une 
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fréquence donné (idéalement) qui nous donne un rapport égale à 1 entre la 
moyenne des valeurs au carrée sur le carré de la valeur moyenne. Par rapport 
aux autres signaux, ont une présence intermittente sur la bande et sur une 
colonne on aura des valeurs faibles du bruit qui varient largement et des valeurs 
plus grandes constantes. La valeur du kurtosis pour ces cas est grande car les 
valeurs varient sur une plage des valeurs qui est large et donne un coefficient 
grand d’aplatissement.  
 
 
Figure 44. Détail des positions du signal FM qui prend la valeur 1e-8 sur toutes les positions dans 
une bande de 5 colonnes. La DSP ne nous permet pas la détection de ce signal tandis qu’avec le 
kurtosis le comportement entre le bruit et le signal est toujours distinguable. 
 
La détection de ces positions est faite à partir du seuillage du kurtosis sur la 
direction horizontale de nos images et l’expression du seuil prise selon [7] 
dépend de la variance de l’expression de l’estimation non-biaisée. On prend en 
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compte aussi la moyenne du kurtosis (car on travaille avec des valeurs positifs 
non centrées) et l’expression devient : 
 ! = ! !"#$%&'& ! −   3 !"# !"#$%&'&    
  !"#$ ∶       !"# !"#$%&'& = 4!!! − 1 ! + 2 (! + 3) 
 
Dans les Figure 45 et Figure 46 le résultat des toutes les positions bien détectés 
pour les 20 bandes des signaux qui sont les mêmes affichées dans le Tableau 2. 
 
 
 
 
Figure 45. Représentation du kurtosis de l’image bruitée imbr90 et le seuil au dessous des signaux 
FM qui ont la valeur du kurtosis minimale pour le cas du signal quand il est constante.  
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Figure 46. Depuis le seuillage, les 20 bandes des signaux sont gardées afin de faire un traitement 
sur chaque colonne indiquée par ces positions détectées.  
 
Depuis la localisation est faite, une analyse sur chaque colonne pour détecter les 
changements temporels du signal peut être implémentée avec le calcul du 
gradient par exemple. Nous trouvons des positions où le gradient est nul 
(possible détection du signal qui est constant pendant au moins 2 positions 
consécutives) mais qui correspondent au bruit. Le critère que nous avons pris 
pour décider présence du signal est : plus de 2 zéros consécutifs (on considère 
que les signaux provenant d’accès des utilisateurs peuvent être très courts 
temporellement mais pas impulsifs donnant une seule position isolée, il y a durée 
minimum) et un changement de signe du gradient dans cette transition. Nous 
avons étudié cette stratégie mais les résultats doivent être plus approfondis. 
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Glossary 
 
 
UHF = Ultra High Frequency 
TDMA = Time Division Multiple Acces 
GSM = Global System for Mobile 
FM = Frequency Modulation 
OFDM = Orthogonal Frequency Division Multiplexing 
EVF = Evasion  
FHSS = Frequency Hoping Spread Spectrum 
TFR = Time Frequency Representation 
RGB = format truecolors Red Green Blue 
KLT = Karhunen-Loeve Transformation 
SVD = Singular Value Decomposition 
DWT = Discret Wavelet Transform 
CDF = Cohen-Daubechies-Fauvaue 
SNR = Signal to Noise Ratio 
CLAHE = Contrast-Limited Adaptative Histogram Equalization 
ML = Maximum Likelihood 
LRT = Likelihood Ratio Test 
GLRT = Generalized Likelihood Ratio Test 
DSP = Densité Spectrale de Puissance 
KS = Kurtosis Spectrale 
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Annexes 
 
1.   Simulateur GRD 
 
Description du fichier Test.txt :( ** correspond à des commentaires) 
 
toto    ** Nom du fichier de sortie 
1600 50000 420.00 1000    ** Nombre de point en abscisse, ordonnée, **Fmin(MHz) et 
Temps entre 2 trames(µs)   
-110 5      ** Caractéristiques du bruit : Moyenne et **variance(en 
dBm) 
3      ** Nombre de Fréquences fixes 
422.00 -70 0.1     ** Fréquence centrale, Level et Bande passante 
432.00 -50 0.3     ** Idem (autre FF) 
435.25 -80 0.2     ** Idem (autre FF) 
2      ** Nombre D'EVF 
10      ** Nombre de fréquence sur lesquelles l'EVF **sautent 
430 431 432 433 434 451 452 453 454 455   ** liste des fréquences ( ici, 10 freq) 
2600 700 -50 0.1    ** Temps palier et temps de pause (en µs), Level**et 
bande passante 
5      ** Idem (autre EVF) 
440 442 444 446 448    ** 
1000 100 -70 0.05    ** 
1      ** Nombre de fréquence TDMA 
3      ** Nombre de fréquence sur lesquelles l'émission   ** 
saute 
425 425.5 426      ** Liste des fréquences (ici, 3 fréq) 
700 100 -50 0.1 15    ** Temps palier, temps pause (en µs), Level, Bande ** 
passante et probabilité de présence (en %) 
 
Transformation valeurs tabFin à image imRGB 
R :  im(:,:,1) =uint8(3*(115+max(-115,(tabFin)))); 
G :  im(:,:,2) =uint8(5*(115+min(-90,max(-115,(tabFin))))); 
B :  im(:,:,3) =uint8(-4*(90+min(-90,(tabFin)))); 
 
 
 
 
 
2.   Description des signaux sur tabFin90 (2496x1600) 
 
Signaux	  Originals	   n	   KHz	   Mhz	   dBm	   %	  
Type	  Signal	   Pos	  Sig	  Réels	   BW	  Signaux	   FcSig	  Réels	   Niv	  Puissance	   PrésenceSig	  
FM1	   78	   100	   	  	   -­‐70	   100,0%	  
	  	   79	   	  	   	  	   -­‐70	   100,0%	  
	  	   80	   	  	   422	   -­‐70	   100,0%	  
	  	   81	   	  	   	  	   -­‐70	   100,0%	  
	  	   82	   	  	   	  	   -­‐70	   100,0%	  
TDMA1.1	   198	   100	   	  	   -­‐50	   25,7%	  
	  	   199	   	  	   	  	   -­‐50	   25,7%	  
	  	   200	   	  	   425	   -­‐50	   25,7%	  
	  	   201	   	  	   	  	   -­‐50	   25,7%	  
	  	   202	   	  	   	  	   -­‐50	   25,7%	  
TDMA1.2	   218	   100	   	  	   -­‐50	   31,5%	  
	  	   219	   	  	   	  	   -­‐50	   31,5%	  
	  	   220	   	  	   425,5	   -­‐50	   31,5%	  
	  	   221	   	  	   	  	   -­‐50	   31,5%	  
	  	   222	   	  	   	  	   -­‐50	   31,5%	  
TDMA1.3	   238	   100	   	  	   -­‐50	   28,7%	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   239	   	  	   	  	   -­‐50	   28,7%	  
	  	   240	   	  	   426	   -­‐50	   28,7%	  
	  	   241	   	  	   	  	   -­‐50	   28,7%	  
	  	   242	   	  	   	  	   -­‐50	   28,7%	  
EVF1.1.1	   398	   100	   	  	   -­‐50	   12,0%	  
	  	   399	   	  	   	  	   -­‐50	   12,0%	  
	  	   400	   	  	   430	   -­‐50	   12,0%	  
	  	   401	   	  	   	  	   -­‐50	   12,0%	  
	  	   402	   	  	   	  	   -­‐50	   12,0%	  
EVF1.1.2	   438	   100	   	  	   -­‐50	   10,2%	  
	  	   439	   	  	   	  	   -­‐50	   10,2%	  
	  	   440	   	  	   431	   -­‐50	   10,2%	  
	  	   441	   	  	   	  	   -­‐50	   10,2%	  
	  	   442	   	  	   	  	   -­‐50	   10,2%	  
FM2	   474	   300	   	  	   -­‐50	   100,0%	  
	  	   475	   	  	   	  	   -­‐50	   100,0%	  
	  	   476	   	  	   	  	   -­‐50	   100,0%	  
	  	   477	   	  	   	  	   -­‐50	   100,0%	  
	  	   478	   	  	   	  	   -­‐50	   98,4%	  
	  	   479	   	  	   	  	   -­‐50	   98,4%	  
	  	   480	   	  	   432	   -­‐50	   98,4%	  
	  	   481	   	  	   	  	   -­‐50	   98,4%	  
	  	   482	   	  	   	  	   -­‐50	   98,4%	  
	  	   483	   	  	   	  	   -­‐50	   100,0%	  
	  	   484	   	  	   	  	   -­‐50	   100,0%	  
	  	   485	   	  	   	  	   -­‐50	   100,0%	  
	  	   486	   	  	   	  	   -­‐50	   100,0%	  
EVF1.1.4	   518	   100	   	  	   -­‐50	   2,6%	  
	  	   519	   	  	   	  	   -­‐50	   2,6%	  
	  	   520	   	  	   433	   -­‐50	   2,6%	  
	  	   521	   	  	   	  	   -­‐50	   2,6%	  
	  	   522	   	  	   	  	   -­‐50	   2,6%	  
EVF1.1.5	   558	   100	   	  	   -­‐50	   8,0%	  
	  	   559	   	  	   	  	   -­‐50	   8,0%	  
	  	   560	   	  	   434	   -­‐50	   8,0%	  
	  	   561	   	  	   	  	   -­‐50	   8,0%	  
	  	   562	   	  	   	  	   -­‐50	   8,0%	  
FM3	   606	   200	   	  	   -­‐80	   100,0%	  
	  	   607	   	  	   	  	   -­‐80	   100,0%	  
	  	   608	   	  	   	  	   -­‐80	   100,0%	  
	  	   609	   	  	   	  	   -­‐80	   100,0%	  
	  	   610	   	  	   435,25	   -­‐80	   100,0%	  
	  	   611	   	  	   	  	   -­‐80	   100,0%	  
	  	   612	   	  	   	  	   -­‐80	   100,0%	  
	  	   613	   	  	   	  	   -­‐80	   100,0%	  
	  	   614	   	  	   	  	   -­‐80	   100,0%	  
EVF2.1	   799	   50	   	  	   -­‐70	   19,1%	  
	  	   800	   	  	   440	   -­‐70	   19,1%	  
	  	   801	   	  	   	  	   -­‐70	   19,1%	  
EVF2.2	   879	   50	   	  	   -­‐70	   19,0%	  
	  	   880	   	  	   442	   -­‐70	   19,0%	  
	  	   881	   	  	   	  	   -­‐70	   19,0%	  
EVF2.3	   959	   50	   	  	   -­‐70	   16,9%	  
	  	   960	   	  	   444	   -­‐70	   16,9%	  
	  	   961	   	  	   	  	   -­‐70	   16,9%	  
EVF2.4	   1039	   50	   	  	   -­‐70	   19,6%	  
	  	   1040	   	  	   446	   -­‐70	   19,6%	  
	  	   1041	   	  	   	  	   -­‐70	   19,6%	  
EVF2.5	   1119	   50	   	  	   -­‐70	   18,2%	  
	  	   1120	   	  	   448	   -­‐70	   18,2%	  
	  	   1121	   	  	   	  	   -­‐70	   18,2%	  
EVF1.2.1	   1238	   100	   	  	   -­‐50	   6,7%	  
	  	   1239	   	  	   	  	   -­‐50	   6,7%	  
	  	   1240	   	  	   451	   -­‐50	   6,7%	  
	  	   1241	   	  	   	  	   -­‐50	   6,7%	  
	  	   1242	   	  	   	  	   -­‐50	   6,7%	  
EVF1.2.2	   1278	   100	   	  	   -­‐50	   12,1%	  
	  	   1279	   	  	   	  	   -­‐50	   12,1%	  
	  	   1280	   	  	   452	   -­‐50	   12,1%	  
	  	   1281	   	  	   	  	   -­‐50	   12,1%	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   1282	   	  	   	  	   -­‐50	   12,1%	  
EVF1.2.3	   1318	   100	   	  	   -­‐50	   7,9%	  
	  	   1319	   	  	   	  	   -­‐50	   7,9%	  
	  	   1320	   	  	   453	   -­‐50	   7,9%	  
	  	   1321	   	  	   	  	   -­‐50	   7,9%	  
	  	   1322	   	  	   	  	   -­‐50	   7,9%	  
EVF1.2.4	   1358	   100	   	  	   -­‐50	   7,9%	  
	  	   1359	   	  	   	  	   -­‐50	   7,9%	  
	  	   1360	   	  	   454	   -­‐50	   7,9%	  
	  	   1361	   	  	   	  	   -­‐50	   7,9%	  
	  	   1362	   	  	   	  	   -­‐50	   7,9%	  
EVF1.2.5	   1398	   100	   	  	   -­‐50	   6,6%	  
	  	   1399	   	  	   	  	   -­‐50	   6,6%	  
	  	   1400	   	  	   455	   -­‐50	   6,6%	  
	  	   1401	   	  	   	  	   -­‐50	   6,6%	  
	  	   1402	   	  	   	  	   -­‐50	   6,6%	  
 
 
3.   Calcul SNR(dB) 
 
SNR(dB) calculée pour les étapes de prétraitement en Matlab: 
 
SNR = calcule_snr(im,imoriginale) 
  % im = im_bruitée oui im_debruitée 
  % imoriginale = im crée par le simulateur sans bruit 
 !"# !" = 10!"#!" !"#$%&!!"#$%!  
 
!"#$%&! =    1! !!2              ,!!=1     !! ∈ !"  |      ! ∈ ! = {  !"#$%$"&#  !ù    !!!"#$#%&'( ≠ 0  } 
 
!"#$%! =    1!"# − ! !!2            ,!"#−!!=1     !! ∈ !"    |    ! ∈ (!"# − !) = {  !"#$%$"&#  !ù    !!!"#$#%&'( = 0  } 
 
 
4.   Estimation du seuil dans DWT2 
 
Utilisant la définition de la déviation médiane absolue comme : 
 !"# ! = !"#$%&{   !!  –   !"#$%& !   } 
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Nous avons implémenté en Matlab le calcul des !!,!!  pour les coefficients wci,j avec 
l’approximation : !!,! =   !"#!,!0.6745 
 
 
 
5.    Calcul Fonctions Seuillage dans DWT2 
 
Fonctions du seuillage (connues par «Shrinkage techniques») implémentées en 
Matlab avec l’exemple de l’échelle verticale dans le niveau j : 
 
wcthresh(top,right) = HardThresh(wc(top,right),thresh(j,1)); 
wcthresh(top,right) = SoftThresh(wc(top,right),thresh(j,1)); 
 
Définies par [5] : 
Hard :    ! = !!(!, !) =      !"# ! ≥ !  ,                    0      !"#$#    
Soft:      ! = !!(!, !) =        !"#$ ! ! − !         !"             ! ≥ !  ,                      0      !"#$#    
 
 
6.   Debruitage par seuillage dans le SVD par blocs 
 
Nous implémentons en Matlab cette décomposition par blocs bxb pour chaque 
bloc i nous calculons le seuil !! prenant la moyenne statique dans diag(!!): 
!! = ! !"#$ Σ! = !{!} =   1! !!!!!!!     ,        ! = 1. .!"#$$% 
 
function [im_debrSVD,seuilsvp,rank_in,rank_out] = denoiseSVD(im,N,Mcell) 
 
b = N/Mcell; 
ncells = b*b;  
rank_in = ncells*Mcell; %nombre coeff entrée    
rank_out = 0;   %nombre coeff sortie (savoir combien supprimés) 
for i=1:ncells 
[u{i},s{i},v{i}] = svd(im{i}); 
 seuilsvp(i) = mean(diag(s)); 
 rank_out = length(diag(s)<seuilsvp(i)) + rank_out; 
 s(s>=seuilsvp(i)) = 0; 
im_debrSVD{i} = u{i}*s{i}*(v{i})'; 
end 
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7.   Calcul des taux tdet et tfadet 
 
Nous définissons le calcul de ces taux depuis l’image binaire bw une fois un 
seuillage est appliqué et donc la première segmentation entre bruit et signal est 
effectuée. Ces taux nous permettant savoir si les signaux détectées en blanc 
correspondent aux signaux originaux ou pas. Le calcul fait la comparaison avec 
les données originales auxquelles nous avons accès à partir de la sortie du 
simulateur des signaux sans bruit (imoriginale).  
tdet = ratio du nombre de pixels blancs détectés dans les bonnes positions 
originales des signaux sur le nombre total de pixels de signal (npixsig). 
tfadet = ratio du nombre de pixels blancs détectés dans les positions du 
bruit sur le nombre total de pixels de bruit (npixbr). 
Implémentés en Matlab : 
 
npixsig = length(find(imoriginale>0)); 
npixbr = length(find(imoriginale==0)); 
 
[r,c] = find(imoriginale);      %positions signaux 
npixsigdet = 0; 
for i = 1:length(r)  
     if w(r(i),c(i))==1,  
npixsigdet = npixsigdet +1; 
end 
end 
 
[r,c] = find(imoriginale==0);  %positions bruit 
npixbrdet = 0; 
for i = 1:length(r)  
     if w(r(i),c(i))==1,  
npixbrdet = npixbrdet +1; 
     end 
end 
 
tauxDET = npixsigdet/npixsig;  
tauxFAUSSEDET = npixbrdet/npixbr; 
 
 
 
8.   Calcul du gradient et correction des coins 
 
Utilisation du calcul de Matlab qui pour une image d’entrée im NxM nous donne 
les 2 matrices gx et gy de mêmes dimensions correspondant aux variations dans 
la direction horizontale et verticale. Ainsi les calculs sont faites : 
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       [gx gy] = gradient(im); 
g = 1./(1+(gx.^2+gy.^2)); %fonction g{·} 
 
 
L’implémentation pour passer des coins rondes à carrées est la suivante : 
for i=3:N-2 
    for j=3:M-2 
        matrix = b(i-1:i+1,j-1:j+1); 
        corner = sum(matrix(:)); 
        if corner==8 
matrix(matrix==0) = 1; 
        end 
        b(i-1:i+1,j-1:j+1) = matrix; 
    end 
end 
 
 
Les 4 combinaisons possibles des coins sont prises comme bas-gauche, haut-
gauche, haut-droite et bas-droite : 
 
1 1 1  0 1 1  1 1 0  1 1 1 
 1 Xi,j 1 1 Xi,j 1 1 Xi,j 1 1 Xi,j 1 
 0 1 1 1 1 1 1 1 1 1 1 0 
 
 
 
9.   Estimation du seuil par l’histogramme 
 
Initialisation 
Le seuil initial pris dans cette technique est dit T_minmax et pour lequel on 
prend une valeur proportionnelle au minimum de l’image im_br rajoutée avec sa 
valeur maximale (opération étudié dans les techniques de la morphologie 
mathématique en niveaux de gris grayscale comme les exemples de bot-hat et 
top-hat). Dans Matlab :  
  
ind_max_hist = max(histogram);   %niveau gris qui a nombre max des pixels 
T_max_hist = ind_max_hist/256;  
T_mean = mean(im(:)); 
alpha = 0.5; 
im_br_reenf = im_br+max(im_br);   %reenforcer contrast niveaux image 
T_minmax = alpha*(min(im_br_reenf)); 
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Nous faisons l’hypothèse que le signal est toujours au-dessus le niveau du bruit 
(signal>bruit>0), et aussi les valeurs  im_reenforcée=im_br+max{im_br}>bruit. 
Prendre la valeur minimale des valeurs possibles de l’image renforcée est 
équivalent à prendre le niveau minimal proche aux valeurs maximales du bruit 
(la valeur min{bruit+signal} se trouve dans les valeurs minimales du bruit). Le 
raisonnement suivi : 
 
    !)    !!!" + max !!!" = !"#$% + !"#$%& + max !!!" ∝ !"#$% + !"#$%& + max !"#$%& > !"#$% 
    !!)       min !"#$% + !"#$%& +!"# !"#$%&   ∝   min !"#$% +!"# !"#$%&   ∝   !"#$  !"  !"#$% 
 
Selon les hypothèses prises, la valeur moyenne du bruit sera proche du niveau 
de gris maximum de l’histogramme car nos images ont environ un 98% des 
pixels du bruit. Si on suppose qu’ils suivent une distribution gaussienne plutôt 
étroite (variance<<moyenne comme on l’aperçoit sur la forme de l’histogramme 
des images bruitées), la moyenne devrait correspondre au maximum de sa 
fonction fdp. Par conséquent, l’estimation qui repose sur la supposition 
T_mean<≈ T_max_hist<T_minmax  peut être valide excepté les cas critiques où 
le signal et la valeur moyenne du bruit ont le même niveau. Pour ce cas, on 
augmente la valeur du seuil qui sera en-dessous du niveau de signal (hypothèse 
bruit<signal)  jusqu’à arriver à un critère acceptable de la valeur de SNR > 3dB. 
 
Estimation par recherche itérative 
A partir de cette valeur initiale du seuil T_minmax , nous l’affinons en utilisant 
une procédure itérative pour Ti  dans le but de trouver la valeur optimale de 
l’estimation selon le maximum de vraisemblance (MLE selon la théorie de [1] et 
l’implémentation de [6]).  
Le seuil dans l’itération i+1 est calculé avec l’espérance des valeurs estimées de 
l’itération précédente i: 
 
Ti+1= !! !"#$%&   +     !"#$% =    !! !"#$%&  ! +   !! !"#$%! 
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Ce résultat correspond au seuil optimal du modèle mathématique classique d’une 
image en niveaux de gris qui est bruitée. Le niveau de gris des pixels s’exprime 
sous la forme des 2 hypothèses H0 et H1 équiprobables dont: 
 H0, P0(Y) :  Y = bruit,     qu’on suppose gaussien (m0,σ ) 
 H1, P1(Y) :  Y = m1+bruit,    qu’on suppose gaussien (m0+m1,σ) 
On cherche Y’ selon le critère ML à hypothèses simples pour le cas 
d’équiprobabilité P0=P1=
!! : Λ  {!"} ≜ ln !! !!! !   ≷ ln !!!! = 0    ⇔     2!! −!! − 2!! = 0⇔ !! = !! +!!2  
 
Si nous réécrivons le seuil y’ on trouve l’expression du seuil estimé dans notre 
méthode: 
 !! =   !!2 + 2!!2 = !!2 +!!2 +!!2 =   12 !! +!! + 12!! = 12 !"#$%& + 12 !"#$% 
 
En Matlab le code s’écrit :  
signali = image>Ti; 
bruiti = image <= Ti; 
       Ti+1 = 0.5*(mean(signali)+ mean(bruiti)) 
 
 
10. Model du Signal 
 
Le signal en émission a une moyenne constante s, mais à cause de la distance le 
signal en réception est atténué m=αs (α<1),  et à cause de n réflexions qui 
affectent au signal la phase devient aléatoire U~[0,2!). Le signal prend tous les 
valeurs possibles entre 0 (n contributions destructives) et max{ !!! }=nm 
(toutes les n réflexions constructives) qui on modélise comme un U~(a,b) avec a 
et b estimés avec le signal en réception (contenu tabFin). On prend l’hypothèse 
que le signal et toujours plus grand que le bruit et donc b est pris comme la 
valeur maximale de  tabFin. Pour la valeur de a on prend le critère d’avoir une !"# !" > 10!"  ⇔ ! = !"#$%&!"# = 10!"#$%. Pour le cas du simulateur dont nous 
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avons les valeurs de signal originales, a et b sont immédiats à calculer (10!! et 10!!). 
 
mA = E{m}= !!!! = 5.005  10!! 
 
Pour le bruit qui est modélisé par une loi exponentielle t~E(µ) quand la variable 
provient d’une loi gaussien circulaire complexe w~G{0, 2σ2) à qui on applique le 
module au carré. Le seule paramètre est µ=E{t}=2σ2 et la fonction de fdp est 
(démontré dans le domaine radar par le mathématicien Papoulis 1984 dans 
[11]): !"# ! = {  1! !−!!       !"#$  ! ≥ 0,      0      !"#$    ! < 0} 
 
 
 
11. Implémentation Algorithme GLRT 
 
Le critère qui maximise le ratio ML assurant au même temps un taux de fausse 
alarme (Pfa) donne le résultat immédiat quand le paramètre 2σ2 est connu : 
 !"#!# ∶   !" ! =   !!(!)!!(!) ∝ !     ≶   ! =   −2!!!"#$% 
 
En revanche, quand 2σ2 est inconnu ainsi que le signal, le test devient plus 
difficile puisque l’estimation 2σ2 est nécessaire. L’estimation est implémentée en 
calculant le ratio GLRT avec un algorithme itératif sur R fenêtres (on prendra 
R=100) de taille Q=25x25=625 valeurs prises aléatoirement sur l’image (où le 
bruit est majoritaire). On calcule le seuil qui maximise la probabilité !!(!) à 
hypothèses compostes : 
 
!"#!#:      max!"#$ ! = max !! !!. . !!!! !!. . !!   ∝ max !! !!!!!!  
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 !""#$%&'()&$* ∶    !  !"#$  !"#$%&  !"#$  !"#$ = ! ∩ ! − ! !"#$  !"#$%  !"#$  !"#$ = 1 − !  
 
max !!   =   !!!"! 1 − ! !!! 12!! ! !!!!!!!!! ⟹   !!!!" = 0  ⟹ ! = !!      , !!!! 2!! = 0    ⟹   2!! = !!!!!!! − !  
 
Le code en Matlab : 
 
probmax(j) = 0;  
k = 1; 
        c(k) = rmin; 
        while c <= rmax 
            P = length(find(z> c(k))); 
qest = P/Q; 
            bruit = r(r <= c(k)); 
sigma2(k) = sum(bruit)/length(bruit); 
 
            K = 1/(sigma2(k)^(length(bruit))); 
e = sum((bruit)/sigma2(k)); 
            term = K*exp(-e); 
 
prob(k) = (qest^P)*(mA^P)*((1-qest)^(length(bruit)))*term; 
 
            if prob(k) >probmax(j) 
probmax(j) = prob(k); 
            end 
            k = k + 1; 
c(k) = c(k-1) + delta;  
end 
        sigma2est(j) = sigma2(k-1); 
 sigma2 = mean(sigma2est); 
Pfa = 1e-4; 
 seuil = -log(Pfa)*sigma2; 
 
 
 
 
 
 
12. Calcul de la SNR Détection 
 
La SNR après le seuillage (image binaire) de l’image bruitée est estimée avec la 
valeur moyenne du bruit (valeur moyenne de la puissance du bruit) et la valeur 
moyenne du signal (moyenne entre la valeur maximale et minimale du signal 
originale sans bruit que l’on connaît du simulateur). 
 
imdet = imbruitee>seuil ; 
npixbruit = length(find(imdet==0))  %nombre pixels bruit 
npixsignal = length(find(imdet))    %nombre pixels signal 
 
sigma2dbm = 10*log10(sigma2*(npixbr/npixtotal)) %puissance moyenne du bruit  
mAdbm = 10*log10(mA*(npixsig/npixtotal))        %puissance  moyenne des signaux  
snrdbbr = mAdbm - sigma2dbm; 
91 
 
 
 
 
 
13. Détail du calcul de l’estimation de sigma2 
 
Les critères dans la valorisation du sigma2=1.28e-9 (pour l’image imbr90) sont : 
si sigma2>1.3e-9  (+) , sigma2<1.26e-9 (-), sigma2 entre 1.26e-9 et 1.3e-9 (=) 
et les valeurs extrêmes du sigma2 avec (++) et (--). En rouge nous marquons 
les valeurs de ces cas caractéristiques pour mieux comprendre. Par exemple, un 
nc grand (100), peu des pixels du signal, mais un SNR grande, cela donne une 
sigma2 très grande. Pour le cas qu’on avait que du bruit, nc<10 et 0% pixels de 
signal détectées, la SNR vaut toujours 0. Pour ce cas, la valeur de sigma2 
dépend seulement du nombre des seuils nc (rang des valeurs pris par le bruit 
dans la fenêtre qu’on attend qui soit proportionnelle au sigma2). En rouge je 
marque les cas qui m’étonnent du bruit (la fenêtre contient seulement du bruit) : 
les valeurs où nc est grand (7 ou 8) mais le sigma2 diminue ou quand nc est 
petit (4 ou 5) mais le sigma2 est grande. Les fenêtres qui contiennent du signal 
sont plus difficiles à les analyser ses rapports entre les valeurs de sigma2, nc 
,%pixels et SNR. 
 
 
Iteraion	   NumSeuils	   %PixDET	   Sigma2	   SNRdb	   valoration	  
1	   5	   0,0%	   1,2729E-­‐09	   0,0	   =	  
2	   5	   0,0%	   1,2462E-­‐09	   0,0	   -­‐	  
3	   5	   0,0%	   1,2328E-­‐09	   0,0	   -­‐	  
4	   7	   0,0%	   1,3152E-­‐09	   0,0	   +	  
5	   5	   0,0%	   1,2892E-­‐09	   0,0	   =	  
6	   5	   0,0%	   1,2415E-­‐09	   0,0	   -­‐	  
7	   7	   0,0%	   1,2635E-­‐09	   0,0	   =	  
8	   7	   0,0%	   1,2304E-­‐09	   0,0	   -­‐	  
9	   7	   0,0%	   1,2725E-­‐09	   0,0	   =	  
10	   6	   0,0%	   1,2781E-­‐09	   0,0	   =	  
11	   5	   0,0%	   1,2894E-­‐09	   0,0	   =	  
12	   100	   5,8%	   1,6644E-­‐09	   22,4	   ++	  
13	   7	   0,0%	   1,2730E-­‐09	   0,0	   =	  
14	   5	   0,0%	   1,2691E-­‐09	   0,0	   =	  
15	   10000	   2,2%	   1,2545E-­‐09	   19,5	   -­‐	  
16	   4	   0,0%	   1,2672E-­‐09	   0,0	   =	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17	   7	   0,0%	   1,3018E-­‐09	   0,0	   +	  
18	   5	   0,0%	   1,2583E-­‐09	   0,0	   -­‐	  
19	   5	   0,0%	   1,2730E-­‐09	   0,0	   =	  
20	   4	   0,0%	   1,2191E-­‐09	   0,0	   -­‐-­‐	  
21	   5	   0,0%	   1,2582E-­‐09	   0,0	   -­‐	  
22	   8	   0,0%	   1,3391E-­‐09	   0,0	   +	  
23	   8	   0,0%	   1,2794E-­‐09	   0,0	   =	  
24	   5	   0,0%	   1,2858E-­‐09	   0,0	   =	  
25	   7	   0,0%	   1,2523E-­‐09	   0,0	   -­‐	  
26	   7	   0,0%	   1,2958E-­‐09	   0,0	   =	  
27	   8	   0,0%	   1,2341E-­‐09	   0,0	   -­‐	  
28	   7	   0,0%	   1,2880E-­‐09	   0,0	   =	  
29	   5	   0,0%	   1,2429E-­‐09	   0,0	   -­‐	  
30	   10000	   7,2%	   1,2914E-­‐09	   24,5	   =	  
31	   7	   0,0%	   1,2324E-­‐09	   0,0	   -­‐	  
32	   5	   0,0%	   1,3160E-­‐09	   0,0	   +	  
33	   4	   0,0%	   1,2096E-­‐09	   0,0	   -­‐-­‐	  
34	   5	   0,0%	   1,2584E-­‐09	   0,0	   -­‐	  
35	   8	   0,0%	   1,2896E-­‐09	   0,0	   =	  
36	   8	   0,0%	   1,2818E-­‐09	   0,0	   =	  
37	   7	   0,0%	   1,2804E-­‐09	   0,0	   =	  
38	   5	   0,0%	   1,2737E-­‐09	   0,0	   =	  
39	   8	   0,0%	   1,2774E-­‐09	   0,0	   =	  
40	   10000	   20,0%	   1,2646E-­‐09	   29,0	   =	  
41	   5	   0,0%	   1,2507E-­‐09	   0,0	   -­‐	  
42	   7	   0,0%	   1,2547E-­‐09	   0,0	   -­‐	  
43	   5	   0,0%	   1,2780E-­‐09	   0,0	   =	  
44	   5	   0,0%	   1,2491E-­‐09	   0,0	   -­‐	  
45	   5	   0,0%	   1,2622E-­‐09	   0,0	   =	  
46	   100	   4,0%	   1,2650E-­‐09	   22,0	   =	  
47	   5	   0,0%	   1,2711E-­‐09	   0,0	   =	  
48	   4	   0,0%	   1,2199E-­‐09	   0,0	   -­‐	  
49	   10000	   36,0%	   1,3021E-­‐09	   31,4	   +	  
50	   7	   0,0%	   1,2512E-­‐09	   0,0	   -­‐	  
51	   7	   0,0%	   1,2511E-­‐09	   0,0	   -­‐	  
52	   5	   0,0%	   1,3432E-­‐09	   0,0	   +	  
53	   10	   8,0%	   1,3123E-­‐09	   24,8	   +	  
54	   4	   0,0%	   1,2522E-­‐09	   0,0	   -­‐	  
55	   7	   0,0%	   1,3199E-­‐09	   0,0	   +	  
56	   5	   0,0%	   1,2733E-­‐09	   0,0	   =	  
57	   5	   0,0%	   1,2867E-­‐09	   0,0	   =	  
58	   5	   0,0%	   1,2853E-­‐09	   0,0	   =	  
59	   100	   1,3%	   1,2838E-­‐09	   17,0	   =	  
60	   10000	   8,0%	   1,2386E-­‐09	   25,1	   -­‐-­‐	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61	   7	   0,0%	   1,2802E-­‐09	   0,0	   =	  
62	   100	   4,8%	   1,3871E-­‐09	   22,4	   +	  
63	   5	   0,0%	   1,2759E-­‐09	   0,0	   =	  
64	   7	   0,0%	   1,2947E-­‐09	   0,0	   =	  
65	   4	   0,0%	   1,2912E-­‐09	   0,0	   =	  
66	   7	   0,0%	   1,2748E-­‐09	   0,0	   =	  
67	   8	   0,0%	   1,3049E-­‐09	   0,0	   +	  
68	   5	   0,0%	   1,2591E-­‐09	   0,0	   -­‐	  
69	   10	   36,0%	   1,2707E-­‐09	   31,5	   =	  
70	   5	   0,0%	   1,2691E-­‐09	   0,0	   =	  
71	   5	   0,0%	   1,2374E-­‐09	   0,0	   -­‐-­‐	  
72	   8	   0,0%	   1,2422E-­‐09	   0,0	   -­‐	  
73	   100	   20,0%	   1,2680E-­‐09	   29,0	   =	  
74	   5	   0,0%	   1,3057E-­‐09	   0,0	   +	  
75	   8	   0,0%	   1,2417E-­‐09	   0,0	   -­‐	  
76	   8	   0,0%	   1,2675E-­‐09	   0,0	   =	  
77	   5	   0,0%	   1,2890E-­‐09	   0,0	   =	  
78	   8	   0,0%	   1,2790E-­‐09	   0,0	   =	  
79	   5	   0,0%	   1,2908E-­‐09	   0,0	   =	  
80	   7	   0,0%	   1,3125E-­‐09	   0,0	   +	  
81	   7	   0,0%	   1,2804E-­‐09	   0,0	   =	  
82	   5	   0,0%	   1,2920E-­‐09	   0,0	   =	  
83	   7	   0,0%	   1,2804E-­‐09	   0,0	   =	  
84	   5	   0,0%	   1,2791E-­‐09	   0,0	   =	  
85	   100	   20,0%	   1,2716E-­‐09	   29,0	   =	  
86	   7	   0,0%	   1,2606E-­‐09	   0,0	   =	  
87	   5	   0,0%	   1,2438E-­‐09	   0,0	   -­‐	  
88	   5	   0,0%	   1,2862E-­‐09	   0,0	   =	  
89	   4	   0,0%	   1,2555E-­‐09	   0,0	   -­‐	  
90	   10000	   40,0%	   1,2791E-­‐09	   31,9	   =	  
91	   4	   0,0%	   1,2581E-­‐09	   0,0	   -­‐	  
92	   4	   0,0%	   1,2407E-­‐09	   0,0	   -­‐	  
93	   10000	   14,4%	   1,2904E-­‐09	   27,5	   =	  
94	   7	   0,0%	   1,2494E-­‐09	   0,0	   -­‐	  
95	   100	   4,0%	   1,2445E-­‐09	   22,1	   -­‐	  
96	   5	   0,0%	   1,2917E-­‐09	   0,0	   =	  
97	   5	   0,0%	   1,2535E-­‐09	   0,0	   -­‐	  
98	   5	   0,0%	   1,2709E-­‐09	   0,0	   =	  
99	   7	   0,0%	   1,3184E-­‐09	   0,0	   +	  
100	   8	   0,0%	   1,2571E-­‐09	   0,0	   -­‐	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14. Calculs pour imbr90 selon les valeurs de Pfa 
 
En rouge on marque le Pfa pour laquelle nous avons le meilleur résultat de 
segmentation après le seuillage. Dans ce cas, la minimum valeur de Pfa qui nous 
donne meilleure tdet et tfadet à la fois, est quand Pfa=6-4. 
 
cas	  bruit	  -­‐90	  
	   	   	  
Mhz	   %	  
	   	  
Mhz	  
Pfa	   SEUIL	   TDET	   TFADET	   FfaDet	   PresenceFA	   PostionsFA	   numSigDet	   FreqnoDet	  
1E-­‐05	   -­‐78,33	   0,75632	   0	   0,000	   0	  
	  
19	   435,25	  
1E-­‐04	   -­‐79,30	   0,75855	   0	   0,000	   0	  
	  
19	   435,25	  
3E-­‐04	   -­‐79,85	   0,75855	   0	   0,000	   0	  
	  
19	   435,25	  
6E-­‐04	   -­‐80,24	   1	   5,1E-­‐07	   435,125	   0,0400%	   605	   20	   0	  
	   	   	   	  
441,950	   0,0400%	   878	  
	   	  
9E-­‐04	   -­‐80,48	   1	   5,1E-­‐07	   435,125	   0,0401%	   605	   20	   0	  
	   	   	   	  
441,950	   0,0401%	   878	  
	   	  
1E-­‐03	   -­‐80,55	   1	   5,1E-­‐07	   435,125	   0,0401%	   605	   20	   0	  
	   	   	   	  
441,950	   0,0401%	   878	  
	   	  
2E-­‐03	   -­‐81,01	   1	   2,05E-­‐06	   421,925	   0,0401%	   77	   21	   0	  
	   	   	   	  
422,075	   0,0401%	   83	  
	   	  
	   	   	   	  
426,075	   0,0401%	   243	  
	   	  
	   	   	   	  
435,125	   0,0401%	   605	  
	   	  
	   	   	   	  
435,375	   0,0401%	   615	  
	   	  
	   	   	   	  
441,950	   0,0401%	   878	  
	   	  
	   	   	   	  
448,350	   0,0801%	   1134	  
	   	  
5E-­‐03	   -­‐81,70	   1	   2,05E-­‐06	   421,925	   0,0401%	   77	   21	   0	  
	   	   	   	  
422,075	   0,0401%	   83	  
	   	  
	   	   	   	  
426,075	   0,0401%	   243	  
	   	  
	   	   	   	  
435,125	   0,0401%	   605	  
	   	  
	   	   	   	  
435,375	   0,0401%	   615	  
	   	  
	   	   	   	  
441,950	   0,0401%	   878	  
	   	  
	   	   	   	  
448,350	   0,0801%	   1134	  
	   	  
7E-­‐03	   -­‐81,98	   1	   2,05E-­‐06	   421,925	   0,0401%	   77	   21	   0	  
	   	   	   	  
422,075	   0,0401%	   83	  
	   	  
	   	   	   	  
426,075	   0,0401%	   243	  
	   	  
	   	   	   	  
435,125	   0,0401%	   605	  
	   	  
	   	   	   	  
435,375	   0,0401%	   615	  
	   	  
	   	   	   	  
441,950	   0,0401%	   878	  
	   	  
	   	   	   	  
448,350	   0,0801%	   1134	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15. Analyse des valeurs propres dans le 
seuillage de la SVD 
 
Dans la décomposition SVD par blocs bxb on prend la matrice ∑i,j à chaque bloc 
indexé {i,j} (i=1,..,nombre_cells en horizontal et j en vertical) qui est sous la 
forme : !"#$ Σ!,! =   !!,   !!,… , !!           !"#$          !! > !! > ⋯ > !! 
 !"  !"#$  !"#$%  !"# ∶       !! > 1      ,           !! ≫   !!,… , !!    < 1 
 
Nous montrons les valeurs des blocs avant et après le seuil pour le cas des blocs 
de taille 4 et 16 et sur des zones où on a signal faible (FM1 de niveau 0.447), 
signal fort (TDMA1 de niveau 0.447) et bruit (autour sa moyenne de 0.3711) 
avec l’image bruitée imbr90 comme exemple: 
• Taille des cells b=4 : on prend un bloc contenant la TDMA1 (cell1,50), 
un bloc contenant la FM1 (cell1,20) et un bloc quelconque contenant 
que de bruit (cell1,30). 
  
             
                                                                           
                                                                                                                                       
 
 
 
 
 
 
 
 
signal	  FM1	   Σ1,20	  
avant	  
	  
1,726	   0	   0	   0	  
0	   0,0115	   0	   0	  
0	   0	   4,71E-­‐19	   0	  
0	   0	   0	   6,25E-­‐38	  
après	   seuil=0,434	  
	  
3	  de	  4	  à	  0	  
1,726	   0	   0	   0	  
0	   0	   0	   0	  
0	   0	   0	   0	  
0	   0	   0	   0	  
signal	  TDMA	   Σ1,50	   	  
	  avant	  
	   	  
	  1,950	   0	   0	   0	  
0	   0,003	   0	   0	  
0	   0	   8,6E-­‐20	   0	  
0	   0	   0	   1,3E-­‐51	  
après	   seuil=0,488	   	  
3	  de	  4	  à	  0	  
1,950	   0	   0	   0	  
0	   0	   0	   0	  
0	   0	   0	   0	  
0	   0	   0	   0	  
BRUIT	   Σ1,30	  
avant	  
	  
1,491	   0	   0	   0	  
0	   0,0432	   0	   0	  
0	   0	   0,0234	   0	  
0	   0	   0	   0,0037	  
après	   seuil=0,391	   	  	  	  	  	  	  	  	  	  3	  de	  4	  à	  0	  
1,491	   0	   0	   0	  
0	   0	   0	   0	  
0	   0	   0	   0	  
0	   0	   0	   0	  
96 
 
 
 
 
• Taille des cells b=16 : on prend un bloc contenant la TDMA1 
(cell1,13), un bloc contenant la FM1 (cell1,5) et un bloc quelconque 
contenant que de bruit (cell1,20).    
 
signal	  TDMA	  
	   	   	   Σ1,13	   	   	   	   	   	   	   	   	   	   	  
Avant	   après	   seuil=0,466	   14de	  16	  à	  0	  
	   	   	   	   	   	   	   	   	   	   	  
6,287	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	  
0	   0,503	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	  
0	   0	   0,112	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	  
0	   0	   0	   0,099	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	  
0	   0	   0	   0	   0,083	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	  
0	   0	   0	   0	   0	   0,071	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	  
0	   0	   0	   0	   0	   0	   0,058	   0	   0	   0	   0	   0	   0	   0	   0	   0	  
0	   0	   0	   0	   0	   0	   0	   0,055	   0	   0	   0	   0	   0	   0	   0	   0	  
0	   0	   0	   0	   0	   0	   0	   0	   0,042	   0	   0	   0	   0	   0	   0	   0	  
0	   0	   0	   0	   0	   0	   0	   0	   0	   0,038	   0	   0	   0	   0	   0	   0	  
0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0,031	   0	   0	   0	   0	   0	  
0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0,027	   0	   0	   0	   0	  
0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0,024	   0	   0	   0	  
0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0,014	   0	   0	  
0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0,005	   0	  
0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0,005	  
                                                                                              
signal	  FM1	  
	   	   	   Σ1,5	   	   	   	   	   	   	   	   	   	   	  
Avant	   après	   seuil=0,44	   15	  de	  16	  à	  0	  
	   	   	   	   	   	   	   	   	   	   	  
6,177	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	  
0	   0,122	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	  
0	   0	   0,108	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	  
0	   0	   0	   0,107	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	  
0	   0	   0	   0	   0,095	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	  
0	   0	   0	   0	   0	   0,082	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	  
0	   0	   0	   0	   0	   0	   0,076	   0	   0	   0	   0	   0	   0	   0	   0	   0	  
0	   0	   0	   0	   0	   0	   0	   0,056	   0	   0	   0	   0	   0	   0	   0	   0	  
0	   0	   0	   0	   0	   0	   0	   0	   0,047	   0	   0	   0	   0	   0	   0	   0	  
0	   0	   0	   0	   0	   0	   0	   0	   0	   0,036	   0	   0	   0	   0	   0	   0	  
0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0,030	   0	   0	   0	   0	   0	  
0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0,029	   0	   0	   0	   0	  
0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0,013	   0	   0	   0	  
0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0,007	   0	   0	  
0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   1,E-­‐18	   0	  
0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   2,49E-­‐37	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On a pris les 2 tailles extrêmes puisque le comportement avec blocs 8x8 est 
analogue et on l’a analysé au même temps. 
Nous rappelons les taux de valeurs propres supprimées pour cette image bruitée 
(montrés dans la Graphique 2) sur le nombre total de valeurs propres exprimé 
comme bxncells (b valeurs propres pour chaque bloc): 
• Pour le cas des blocs 4x4 on supprime le 75% du totale des valeurs. 
Ce nombre correspond à mettre à zéro 3 de chaque 4 valeurs 
contenues dans le bloc et garde 1 valeur sur 4. Pou ce cas, on a vu 
que cela se répète pour les 65536 blocs.  
• Pour le cas des blocs 16x16 on supprime le 94% du totale des 
valeurs. Ce nombre correspond à considérer qu’en moyenne on 
supprime 15 valeurs sur 16 à chaque bloc (on a vu que cela bascule 
entre 14 et 15) et on garde 1 valeur de 16. 
 
 
BRUIT	  
	   	   	   	   Σ1,20	   	   	   	   	   	   	   	   	   	   	  
avant	   après	   seuil=0,43	   15	  de	  16	  à	  0	  
	   	   	   	   	   	   	   	   	   	   	  
5,908	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	  
0	   0,145	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	  
0	   0	   0,127	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	  
0	   0	   0	   0,117	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	  
0	   0	   0	   0	   0,096	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	  
0	   0	   0	   0	   0	   0,090	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	  
0	   0	   0	   0	   0	   0	   0,077	   0	   0	   0	   0	   0	   0	   0	   0	   0	  
0	   0	   0	   0	   0	   0	   0	   0,064	   0	   0	   0	   0	   0	   0	   0	   0	  
0	   0	   0	   0	   0	   0	   0	   0	   0,061	   0	   0	   0	   0	   0	   0	   0	  
0	   0	   0	   0	   0	   0	   0	   0	   0	   0,047	   0	   0	   0	   0	   0	   0	  
0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0,037	   0	   0	   0	   0	   0	  
0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0,033	   0	   0	   0	   0	  
0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0,028	   0	   0	   0	  
0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0,020	   0	   0	  
0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0,013	   0	  
0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0,006	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En générale, pour une taille de bloc b : !!"    !"#$    !"#  !"#$%&'  !!   !"##$%&é!" =   ! − 1! = 1 − 1! = 1 − !!" !!" =    !"#$    !"#  !"#$%&'  !!   !"#$é!" =   1!         !"#$%    !"#$%            !   ↑    ⇔   !!"    ↓    ⟺    !!" ↑ 
 
Et si effectivement, si on prend nos cas avec b=4, 8 et 16 : !!!" = 0.94 =   1516           >          !!! = 0.87 = 78           >          !!! = 0.75 = 34           !!!" <    !!! < !!!           ⇔              116 < 18 < 14 
 
Le but est de voir la raison pour laquelle quand la taille du bloc augmente, le 
seuil devient plus grand qui fait que le taux !!" augmente. D’abord l’analyse on le 
fait à partir juste des valeurs de l’image bruitée qui appartiennent au bruit 
puisque la probabilité du bruit est de presque le 0.95 (quand le signal est 
présente, on note que le comportement varie légèrement et que on ne peut pas 
généraliser le raisonnement pour tous les cas). Nous faisons la liaison avec les 
valeurs du seuil  !!,!!  (seuil du celli,j  spécifié au annexe 5) et les valeurs propres !!! du celli,j  pour les tailles b prises. On note, depuis l’exemple dans les tableaux 
et le reste d’analyse fait, que en générale il y a un comportement caractéristique 
entre la valeur !!! (!! associée à la taille du bloc b) du reste des valeurs (même si 
le bloc contient que du bruit ou contient aussi du signal): 
 
!!,!!   =   1! !!! + !!! +⋯+ !!!   =   !!!!   +    !!!   ! =    !!,!!   +   !!,!!!!!!    
 
Nous notons depuis les calculs faits que la partie du seuil associée à la valeur 
propre principale (!!,!! ) elle ne va pas dépendre de la taille du bloc bxb tandis que 
le terme du seuil référant aux valeurs propres secondaires (!!,!! ). On montre dans 
le Tableau 11 les valeurs !!! moyennes (moyenne des tous les blocs, ncells) du 
bruit pour chaque taille b: 
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b !!! !!! !!! !!! !!! !!! !!! !!! !!! !!"!  !!!!  !!"!  !!"!  !!"!  !!"!  !!"!  
4 1,485 0,040 0,019 0,005             
8 2,970 0,076 0,057 0,043 0,031 0,020 0,011 0,003         
16 5,939 0,121 0,105 0,092 0,082 0,072 0,063 0,055 0,047 0,040 0,033 0,026 0,019 0,013 0,007 0,002 
 
Tableau 11. Valeurs propres moyennes associées à la SVD par blocs de l’image imbr90 contenant 
seulement du bruit pour les différentes tailles de bloc considérées dans notre travail. En rouge la 
valeur principale liée au niveau moyen du bruit et le reste des valeurs secondaires en noir.  
 
Nous voyons la relation entre les valeurs propres principales !!! : 
 !!!"!!! = 1.9998        !"         !!!!!! = 1.9997       ⇒         !!! ≃ 2!!!            !"        !!!" ≃ 2!!! ⋍ 4!!! 
  
Pour notre cas particulier avec des tailles du bloc dyadiques bMxbM: 
 ! =   … ,16, 8, 4, 2, 1   =   … , 2!, 2!, 2!, 2!, 2!   =   !! =   2!       ! = 0,1,… ,!  }   ⇒ !! !"#$  !"#  !"# ∶   ! = 16⇔   ! = 4  , ! = 8⇔   ! = 3, ! = 4⇔   ! = 2 
 
 Nous faisons l’hypothèse suivante pour la !!! pour une taille b dyadique donné: 
 !! = 2!     ⇒   !!!! =   2!!!!!! = 2!!!!!!! = 2!!!!!!! = ⋯ = 2!!!!!!! = ⋯ =   2!!!!! =   !!!!!   
 
Le seuil moyen sb  (moyen des ncells) devient :   !! = !! + !! = !!!!! + !! = !!! + !! 
Dont la valeur principale de base !!! ne dépend plus de la taille b mais qui peut 
être calculée à partir d’une  !!! quelconque comme dans notre cas : 
 !!! = !!!!      ,∀!   ⇒   5.93916 = 2.9708 = 1.4854 = 0.3713      !"#$%&#%'  !"#"$!%$&  !"  !"#$%&  !"  !"#$% 0.3713   ⇒   niveau  de  gris  moyen  du  bruit  de  l!image  !"#$90 
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Ce qui nous rend le seuil !! variable selon la taille b est la contribution des 
valeurs propres secondaires (!! = ! !!! ,     !!! = {  !!!          ! = 2… ! ) montrées dans la 
Graphique 7. On note qu’il n’existe pas une proportionnalité qui soit constante 
entre les valeurs puisque plus la taille de bloc est grande, plus d’échantillons 
seront pris qui vont varier dans une plage des valeurs qui peut être plus large 
(plus probablement). 
 
 
Graphique 7. Représentation des valeurs propres secondaires moyens prises du Tableau 11. 
 
On analyse la moyenne E[!!!]	  et la variance var[!!!] de ces valeurs propres pour voir 
comment ils varient selon b et extraire une estimation du seuil !! (seuil vu 
comme une partie constante qui dépend du niveau de bruit de l’image plus une 
partie variable en fonction de la taille par blocs de la décomposition): 
   
 
                                    
 
    
Les valeurs propres secondaires varient en moyenne et en variance comme on 
attendait (augmentant les 2 statistiques au même temps que la taille b) puisque 
le bruit lui-même a une variance de 3,3e-4 et une écart type de 0.0183 autour 
sa moyenne 0.3711.  
0,000 
0,020 
0,040 
0,060 
0,080 
0,100 
0,120 
0,140 
2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
Valeurs propres secondaires de imbr90 
vp4 
vp8 
vp16 
b	   E[!!!]	   var[!!!]	  
4	   0,0217	   3,1e-­‐4	  
8	   0,0345	   6,8e-­‐4	  
16	   0,0518	   1,3e-­‐3	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On estime la valeur du seuil !! qui peut s’exprimer en utilisant les résultats 
précédents comme: !! =   !!! +   !!!               !"#$   ∶     !!! = 0,3713 
 
On affiche les résultats de cette opération ainsi que les valeurs originales depuis 
les calculs dans la deuxième partie de la section 2.2 (seuils pris du Tableau 7) 
pour les comparer : 
 !!	   !!	  
0,3930	   0,3875	  
0,4058	   0,4014	  
0,4230	   0,4197	  
 
          
 
16.  Résultats Méthode par détection Pfa-tdet 
 
Nous montrons comment le résultat depuis la méthode d’estimation du seuil par 
le critère Neyman Pearson est très pénalisante aux cas des données les plus 
bruitées. La graphique suivante représente la probabilité de fausse alarme qu’on 
devrait fixée pour achever un taux de détection 100% de tous les signaux. 
Depuis le niveau du bruit -88dBm, cette probabilité doit être trop large. On 
détecte tous les signaux mais on détecte aussi un nombre grand de fausses 
positions (presque un pixel sur 10 sera affecté) par toute l’image. 
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Dans l’estimation du niveau de bruit (sigma2), on note que les niveaux sont bien 
estimés : 
Niveau	  Moyen	  du	  
bruit	  (dBm)	  
sigma2(dBm)	  
-­‐110	   -­‐111,75	  
-­‐100	   -­‐103,70	  
-­‐90	   -­‐89,04	  
-­‐88	   -­‐87,03	  
-­‐85	   -­‐83,76	  
-­‐80	   -­‐78,97	  
 
 
Nous montrons dans la graphique d’ensuite l’erreur commis par rapport au 
niveau moyen connu depuis le simulateur (bruit généré à partir d’un niveau 
moyen spécifié). L’erreur est plus au moins maintenu pour tous les cas exceptant 
le niveau -100dBm. Dû au côté aléatoire dans le  calcul de l’estimation du niveau 
de bruit (on choisit 100 fenêtres de données de façon aléatoire sur toute 
l’image), ce niveau -100dBm à un erreur plus grand que le reste. Il est possible 
que les données prises contiennent plus de signal dans plus fenêtres que les 
autres cas. 
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