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Summary. During the last decade, pseudospectral (PS) optimal control methods
have emerged as demonstrable efficient methods for computational nonlinear opti-
mal control. Some fundamental problems on the feasibility and convergence of the
Legendre PS method are addressed. In the first part of this paper, we summarize the
main results published separately in a series of papers on these topics. Then, a new
result on the feasibility and convergence is proved. Different from existing results in
the literature, in this new theorem neither the invertibility of necessary conditions
nor the existence of limit points is assumed.
1 Introduction
Optimal feedback control is a fundamental problem in control theory and
control system engineering. For a very limited set of problems, optimal
feedback solutions can be obtained explicitly either through the Hamilton-
Jacobi-Bellman equation or the Minimum Principle. For general problems
with state- and control constraints, and nonlinear dynamics, achieving ex-
plicit solutions is quite impossible. An alternative approach is to develop ef-
ficient numerical methods and generate feedback by way of real-time com-
putation, and idea that goes back to Pontryagin et al. [18]. For many
years, the computational approach had been widely considered as being
too slow for real-time applications of highly nonlinear problems. In re-
cent years, a new class of methods known as pseudospectral (PS) meth-
ods have emerged as demonstrable candidates for real-time computation
[1, 11, 22, 24, 25, 26, 29]. As a matter fact, feedback control via real-time
computation has been demonstrated not merely in simulation but also in
 The research was supported in part by the Air Force Office of Scientific Research
under AFOSR Grant F1ATA0-60-6-2G002.
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practice such as the ground test of the PS attitude control system of NPSAT1
[26, 29], an experimental spacecraft scheduled for launch in 2007. The ad-
vent of practical real-time computation requires a new theoretical frame-
work for optimal control theory. In this paper, we focus on convergence
theorems related to discrete approximations arising from an application of
PS methods.
Currently, there are two approaches to analyze the convergence of discrete
approximations. One is based on the theory of consistent approximations [17]
and the other based on Robinson’s implicit function theorem [20, 21]. In the
theory of consistent approximations, sufficient conditions are constructed to
prove that the limit point of a sequence of discrete optimal solutions must be
the optimal solution of the original optimal control problem, provided that
a limit point exists. Such an approach has been used since the 1960s and mod-
ern results for Runge-Kutta approximations are described in [28]. The other
approach is based on the invertibility of the discrete necessary conditions (i.e.
the Karush-Kuhn-Tucker conditions) [13]. Following this line, one can prove
both convergence and convergence rate at a price of stronger assumptions.
For state-constrained problems, it is necessary to impose significant condi-
tions for a proof of convergence even when the discrete approximations are
based on Eulerian approximations [5]. In this paper, we develop convergence
theorems for PS approximations for a special family of control systems, namely
feedback linearizable systems. In this work, we rely on exploring the approxi-
mation theory from spectral analysis in conjunction with the structure of
feedback linearizable systems. This allows us to state stronger results in which
certain fundamental consistency type of assumptions previously required on
this topic are removed. The results in this paper represent a first success be-
yond some of the consistency cornerstones on the convergence theory of PS
methods. In particular, the proof presented in this paper is independent of
the discrete-time or continuous-time necessary conditions, which is a funda-
mental difference from most existing proofs on the convergence of discrete
approximations.
Pseudospectral methods were largely developed in the 1970s for solv-
ing partial differential equations arising in fluid dynamics and meteorol-
ogy [3]. During the 1990s, PS methods were introduced for solving opti-
mal control problems [7, 6, 9, 8]; and since then, have gained considerable
attention [10, 14, 16, 19, 30, 31]. One of the main reasons for the popu-
larity of PS methods is that they demonstrably offer an exponential con-
vergence rate for the approximation of analytic functions while providing
Eulerian-like simplicity. Although PS methods are easy to apply, proofs of
existence and convergence of approximations is a difficult problem and cur-
rently an active area of research for general nonlinear systems. Significant
progress has been made during the last few years for the family of feed-
back linearizable systems with either continuous or discontinuous optimal
control. In the next few sections, we will first summarize the main results
published separately in a series of papers on the existence and convergence
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of discrete approximations using PS optimal control methods. These re-
sults are formulated in a unified framework so that one can easily analyze
the differences and similarities. Then, a new result is proved in which nei-
ther invertibility of necessary conditions nor the existence of limit points is
assumed.
2 Problem Definition
In this paper, we address the following Bolza problem of control systems in
the feedback linearizable normal form.
Problem B: Determine the state-control function pair (x(t), u(t)), x ∈ IRr
and u ∈ IR, that minimizes the cost function
J(x( · ), u( · )) =
∫ 1
−1
F (x(t), u(t)) dt+ E(x(−1), x(1)) (1)
subject to
ẋ1 = x2, · · · , ẋr−1 = xr, ẋr = f(x) + g(x)u (state equations) (2)
e(x(−1), x(1)) = 0 (endpoint conditions) (3)
h(x(t), u(t)) ≤ 0 (state-control constraints) (4)
where x ∈ IRr, u ∈ IR, and F : IRr × IR→ IR, E : IRr × IRr → IR, f : IRr → IR,
g : IRr → IR e : IRr × IRr → IRNe and h : IRr × IRr → IRs are all Lipschitz
continuous functions with respect to their arguments. In addition, we assume
g(x) = 0 for all x. Throughout the paper we make extensive use of Sobolev
spaces, Wm,p, that consists of functions, ξ : [−1, 1] → R whose j-th weak
derivative, ξ(j), lies in Lp for all 0 ≤ j ≤ m with the norm,
‖ ξ ‖Wm,p =
m∑
j=0
‖ ξ(j) ‖Lp .
We limit our discussions to those optimal control problems that have at least
one optimal solution (x∗(t), u∗(t)). The problem of convergence is addressed
in three different situations. In the first case, we assume x∗r(t) has bounded
m-th order weak derivative with m ≥ 2, i.e. x∗r(t) is in W 2,∞. This condition
implies that the optimal control u∗(t) is continuous. In this case, uniform
convergence is guaranteed under consistent type of assumptions. In the second
case, the optimal control is allowed to be discontinuous; however, due to the
fundamental limitation in global polynomial approximations, convergence is
proved in a week sense rather than uniform convergence. We hasten to note
that PS methods are not limited to global polynomial approximations, and
that numerical experiments with PS knotting methods [23] based on non-
global polynomials suggest that uniform convergence is possible; however,
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a theoretical framework for a proof of this result is an open area of research.
In the third case, we assume x∗r(t) is in W
m,∞ with m ≥ 3. Under this
assumption of additional regularity of the optimal trajectory, we are able
to remove the strong consistent type of assumptions made in the other two
cases.
In this paper, we focus on the Legendre PS method for optimal control. The
ideas are applicable to other PS methods as well but we limit our discussions
to the Legendre method for the purpose of clarity in presentation. In Legendre
PS optimal control method, the state, x(t), is approximated by N -th order La-
grange polynomials based on the interpolation at the Legendre-Gauss-Lobatto
(LGL) quadrature nodes. The LGL nodes, t0 = −1 < t1 < · · · < tN = 1, are
defined by
t0 = −1, tN = 1, and
for k = 1, 2, . . . , N − 1, tk are the roots of L̇N(t)
where L̇N(t) is the derivative of the N -th order Legendre polynomial LN(t). It
has been proven in computational mathematics that the interpolation at the
LGL nodes is an extremely efficient method in the approximation of smooth





2 · · · x̄Nkr
]T
.
Similarly, ūNk is the approximation of u(tk). Thus, a discrete approximation





i · · · x̄NNi
]
.
A continuous-time approximation of the state xi(t) is defined by its polynomial
approximation denoted as xNi (t), i.e.,




where φk(t) is the Lagrange interpolating polynomial. Instead of polyno-
mial interpolation, the control input is approximated by the following non-
polynomial interpolation
uN(t) =
ẋNr (t)− f(xN (t))
g(xN (t))
. (6)
The notation used in this paper is summarized as follows. The discrete-
time variables are denoted by letters with an upper bar, such as x̄Nki and ū
Nk,
where N represents the number of LGL nodes and k represents the kth node.
If k in the superscript and/or i in the subscript are missing, it represents the
corresponding vector or matrix inwhich the indices run from their minimum
PS Optimal Control 113































Given a discrete approximation of a continuous function, its interpolation
polynomial is denoted by the same notation without the upper bar. For ex-
ample, xNi (t) in (5), u
N (t) in (6). The derivative of xNi (t) at the LGL node




i (t1) · · · ẋNi (tN )
]T = D(x̄Ni )
T (7)
where D is the (N+1)×(N+1) differentiation matrix. An explicit formula for
its computation is given in [3]. The cost functional J [x( · ), u( · )] is approxi-
mated by the Gauss-Lobatto integration rule (8), in which wk are the LGL
weights [3]. Now, we can define Problem BN , a PS discretization of Problem
B as follows.
Problem BN: Find x̄Nk ∈ IRr and ūNk ∈ IR, k = 0, 1, . . . , N , that minimize
J̄N (x̄N , ūN ) =
N∑
k=0
F (x̄Nk, ūNk)wk + E(x̄N0, x̄NN ) (8)
subject to
D(x̄N1 )
T = (x̄N2 )
T , D(x̄N2 )
T = (x̄N3 )












‖e(x̄N0, x̄NN )‖∞ ≤ (N − r − 1)−m+δ (10)






≤ b̄, for all 0 ≤ k ≤ N (12)
where δ is a positive number to be determined later.
Comparing Problem BN to Problem B, constraints (10) and (11) are re-
laxed by a small margin that approaches zero as N is increased. This is critical
because, without the relaxation, a counter example in [12] shows that Problem
BN may have no feasible trajectory. From a practical view point, the relax-
ation makes sense because of the finite precision in computer hardware and
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tolerances in optimization solvers. Problem BN has an additional constraint
(12) which is not in Problem B. We assume b and b̄ are large enough so
that the optimal solution of Problem B is contained in this region. With-
out this additional constraint, it is possible for Problem BN to have feasible
trajectories but no optimal trajectories. It will be proved later that this addi-
tional constraint do not change the final optimal solution because it becomes
inactive for large N . Furthermore, (12) reduces the search region for the opti-
mal solution and helps speeding up computation. In the PS optimal control,
we use the optimal solution (x̄∗N , ū∗N ) of Problem BN and its interpolation
to approximate the optimal solution of Problem B. However, the seemingly
straightforward approach belies the danger of infeasible discrete constraints
and divergence of the optimal solutions. Examples have been found [12] in
which a PS discretization does not have any feasible trajectory even though
the original optimal control problem has infinitely many feasible continuous-
time trajectories. In another example, the discretization of Problem B has
feasible trajectories but no optimal trajectories. Such complications on the
existence and convergence of approximations are not limited to PS methods,
rather they are intrinsic to optimal control [13, 4]. Nonetheless, as noted ear-
lier, theories developed for the convergence of discrete approximations for one
method are not quite portable to an analysis of convergence of approxima-
tions of another method. Given that PS methods are quite different in the
constructions of discrete approximations, it is evident that we need a first-
principles approach to analyze the convergence of its approximations. In this
spirit, we focus on the following fundamental problems of PS optimal control
methods.
Question 1. Does there exist a feasible trajectory (x̄N , ūN) to Problem BN?
Question 2. Under what condition does a sequence of optimal solutions of
Problem BN converge to an optimal solution of Problem B as N increases?
3 Problems with Continuous Optimal Control
In [12], Questions 1 and 2 were answered for the case of continuous optimal
control. In this case, Problem BN is defined for δ = 32 . Convergence is proved
on the basis of the following assumption.






converges as Nj → ∞. Additionally, there exists a con-
tinuous function q(t) such that ẋNjr (t) converges to q(t) uniformly in [−1, 1].
The following theorem summarizes the key results in [12] on the existence and
convergence of the PS optimal control.
Theorem 1. Suppose Problem B has a feasible trajectory (x(t), u(t)) satisfy-
ing xr(t) ∈Wm,∞, m ≥ 2.
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(i) There exists a positive integer N1 such that, for any N > N1, Problem
BN has a feasible trajectory, (x̄N , ūN). Furthermore, it satisfies
||x(tk)− x̄Nk||∞ ≤ L(N − r)1−m
|u(tk)− ūNk| ≤ L(N − r)1−m
for all k = 0, . . . , N , where L is a positive constant independent of N .
(ii) Suppose {(x̄N , ūN)}∞N=N1 be a sequence of feasible trajectories of Problem
BN and suppose the sequence satisfies Assumption 1. Then, there exists
(x∞(t), u∞(t)) satisfying (2)–(4) such that the following limit converges
uniformly on [−1, 1].
lim
Nj→∞
(xNj (t)− x∞(t)) = 0 (13)
lim
Nj→∞
(uNj(t)− u∞(t)) = 0 (14)
lim
Nj→∞
J̄Nj (x̄Nj , ūNj) = J(x( · ), u( · )) (15)
lim
Nj→∞
J(xNj ( · ), uNj ( · )) = J(x( · ), u( · )) (16)
(iii) If {(x̄N , ūN)}∞N=N1 in (ii) is a sequence of optimal solutions to Problem
BN , then (x∞(t), u∞(t)) in (ii) must be an optimal solution to Problem B.
This theorem answers Questions 1 and 2 raised in Section 2. It is a slightly
generalized version of the key results in [12]. The proof is omitted but inter-
ested readers are referred to [12].
4 Problems with Discontinuous Optimal Control
A critical assumption in Theorem 1 is xr(t) ∈ Wm,∞ for some m ≥ 2. This
implies that ẋr(t) and u(t) are continuous. However, in many optimal control
problems, u(t) is discontinuous as in the case of a bang-bang controller. In
this section, we extend the results of Theorem 1 to problems with piecewise
C1 optimal control. Therefore, in Problem BN we assume m = 1 and δ = 34 .
Definition 1. A function ψ(t) : [−1, 1] → IRk is called piecewise C1 if there
exist finitely many points τ0 = −1 < τ1 < · · · < τs+1 = 1 such that, on every
subinterval (τi, τi+1), i = 0, . . . , s, ψ(t) is continuously differentiable and both
ψ(t) and its derivative, ψ̇(t), are bounded.
In the following, we need an assumption that is similar to Assumption 1.
Assumption 2. Given a sequence of discrete feasible trajectories, namely
{x̄N , ūN}∞N=N1, there exists a subsequence {Nj}
∞
j=1 of {N}∞N=1 such that (a)
for all 1 ≤ i ≤ r, {x̄Nj0i }∞Nj=N1 converges as Nj →∞; (b) ẋ
Nj
r (t) is uniformly
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bounded for Nj ≥ N1 and t ∈ [−1, 1]; and, (c) there exists a piecewise C1 func-
tion q(t) such that, for any fixed ε > 0, ẋNjr (t) converges to q(t) uniformly on
the interval Iε, where
Iε = [−1, 1] \
s⋃
j=1
(τj − ε, τj + ε) (17)
and −1 < τ1 < · · · < τs < 1 represent the discontinuous points of q(t).
Theorem 2. Assume that the optimal state x∗r(t) is continuous and piecewise
C1; the optimal control u∗(t) is piecewise C1; and the set {(x, u)|h(x, u) ≤ 0}
is convex. Let (x(t), u(t)) be any feasible trajectory of Problem B. Then we
have the following properties.
(i) There exists a positive integer N1 such that, for any N > N1, Problem
BN has a feasible trajectory, (x̄N , ūN ). Furthermore, the feasible trajectory
satisfies
‖x(tk)− x̄Nk‖∞ ≤ (N − r)−
1
4 , 0 ≤ k ≤ N (18)
|u(tk)− ūNk | ≤ (N − r)−
1
4 , ∀ tk ∈ Iρ (19)
where Iρ is defined by (17) with ρ = (N − r)−
1
2 .
(ii)Suppose {(x̄N , ūN)}∞N=N1 be a sequence of feasible trajectories of Problem
BN and suppose the sequence satisfies Assumption 2. Then, there exists
(x∞(t), u∞(t)) satisfying (2)–(4) such that
lim
Nj→∞
(xNj (t)− x∞(t)) = 0 uniformly on [−1, 1]
lim
Nj→∞
(uNj(t)− u∞(t)) = 0 uniformly on any closed set Iε, ε > 0
lim
Nj→∞
J̄Nj (x̄Nj , ūNj ) = J(x∞( · ), u∞( · ))
lim
Nj→∞
J(xNj ( · ), uNj ( · )) = J(x( · ), u( · ))
(iii)If {(x̄N , ūN)}∞N=N1 in (ii) is a sequence of optimal solutions of Problem
BN , then (x∞(t), u∞(t)) in (ii) is an optimal solution of Problem B.
Due to the discontinuity in the optimal control, the proof of this theorem
calls for highly involved algebraic manipulations and inequality estimations.
The reader is referred to [15] for its proof. The importance of Theorem 2
is self-evident. The theorem guarantees that Problem BN is well-posed with
a nonempty set of feasible discrete-time trajectories around any trajectory of
Problem B, even if the input is discontinuous. Furthermore, (18) and (19)
imply that the feasible discrete-time trajectories can be arbitrarily close to
the continuous-time trajectories.
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Compared to Theorem 1, Theorem 2 is significantly different in two key
aspects that are beyond a generalization of allowing for a discontinuous con-
trol input for Problem B. First, the concept of convergence in this section is
different from that of the last section. In fact, due to the fundamental lim-
itation of global polynomial approximations to discontinuous functions, it is
impossible to prove the uniform convergence of the discrete solutions like in
Theorem 1. If the optimal control is discontinuous, the convergence is proved
for an interval Iρ in which an open neighborhood around the discontinuities
must be removed. The second major difference lies in the assumption that the
state-control constraint must be convex, which is not required in Theorem 1.
5 A Convergence Theorem without Assumptions 1 and 2
The goal of this section is to prove a similar convergence result without As-
sumptions 1 and 2. To remove these assumptions, we found it necessary to
add more constraints to Problem BN ; however, we note that these addi-
tional constraints are not necessarily required in practical problem solving.
As a matter of fact, in all of our numerical experimentations, these additional
constraints were not required. With this perspective in mind, we let D be
the differentiation matrix at the LGL nodes [3]. For any integer m1 > 0, let
{am1N0 , am1N1 , · · · , am1NN−r−m1+1} denotes the sequence of spectral coefficients
for the interpolation polynomial of the vector x̄Nr (D
T )m1 . There are only
N − r −m1 + 2 coefficients because the order of xNr (t) is at most N − r + 1























L0(t0) · · · L0(tN )
...























We now modify Problem BN by adding a set of linear inequality constraints
as follows.




1 0 · · · 0
]
Dj(x̄Nr )
T ≤ b̄j , 1 ≤ j ≤ m1 − 1 (21)
N−r−m1+1∑
n=0
|am1Nn | ≤ d (22)
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where m1 is a positive integer, 2 ≤ m1 ≤ m−1, and d is a number sufficiently
large.
For Problem BN+, the selection of m1 does not change the convergence
result proved in this section; however, it is proved in a separate paper that
the selection of m1 determines the rate of convergence. The discrete optimal
solution converges faster if m1 is selected around m−12 . In Problem B
N , we
assume m ≥ 3 and 32 < δ < m. Let bj and b̄j be the lower and upper
bounds so that the jth order derivative of x∗r(t) of the optimal trajectory





(m1+1)) + V (x∗r
(m1+1)))ζ(3/2) (23)
where ζ(s) is the ζ function, x∗r(t) is the rth component of the optimal tra-
jectory, U(x∗r
(3)) is the upper bound of the third order derivative of x∗r(t)
and V (x∗r
(3)) is the total variation of x∗r
(3) (t). In practice, the quantities, b,
b̄, bj , b̄j , and d are unknown and must be estimated based upon experience
or other information about the system; however, as noted earlier, numerical
experiments reveal that the sequence of optimal solutions converge in most
tested examples without implementing the constraints (21) and (22). Con-
sequently, they must be viewed as practical safeguards against pathological
cases rather than as a burden on problem solving.
Theorem 3. Suppose Problem B has an optimal solution (x∗(t), u∗(t)) in
which (x∗r(t))
(m) has a bounded variation for some m ≥ 3. In Problem BN we
assume δ = m1 + δ1, where 2 ≤ m1 ≤ m− 1 and 12 < δ1 < m−m1. Then the
following hold.
(i) There exists an N1 > 0 such that Problem BN+ has feasible trajectories
for all N ≥ N1, i.e. there always exist at least one pair (x̄N , ūN) for each
N ≥ N1 that satisfies all the constraints in Problem BN+.
(ii) Let {(x̄∗N , ū∗N)}∞N=N1 be a sequence of optimal solutions to Problem B
N+.
Then, there exists a subsequence, {(x̄∗Nj , ū∗Nj)}∞j≥1 and an optimal solu-
tion, (x∗(t), u∗(t)), of Problem B so that the following limits converge
uniformly:
limNj→∞(x∗Nj (t)− x∗(t)) = 0
limNj→∞(u∗Nj(t)− u∗(t)) = 0
limNj→∞ J̄
Nj (x̄∗Nj , ū∗Nj ) = J(x∗( · ), u∗( · ))
limNj→∞ J(x∗Nj ( · ), u∗Nj( · )) = J(x∗( · ), u∗( · ))
(24)
where (x∗Nj (t), u∗Nj (t)) is an interpolant of (x̄∗N , ū∗N ).
To prove this theorem we need several lemmas. The first lemma is on a one-
to-one mapping between the trajectory sets of (9) and (2).
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Lemma 1. (i) For any trajectory, (x̄N , ūN), of the dynamics (9), the pair
(xN (t), uN (t)) defined by (5) and (6) satisfies the differential equations
defined in (2). Furthermore,
x̄Nk = xN (tk), ūNk = uN(tk), for k = 0, 1, · · · , N . (25)
(ii)For any pair (xN (t), uN (t)) in which xN (t) consists of polynomials of de-
gree less than or equal to N and uN(t) is a function. If (xN (t), uN (t))
satisfies the differential equations in (2), then (x̄N , ūN ) defined by (25)
satisfies the discrete equations in (9).
(iii) If (x̄N , ūN) satisfies (9), then the degree of xNi (t) is less than or equal to
N − i+ 1.
The proof of this lemma follows (6), (7), (9), and some basic ideas from spec-
tral analysis. For the purposes of brevity, the details are omitted.






∣N ≥ N1, l = 1, · · · ,m1
}
(26)









Proof. Consider (xNr (t))
(m1). From Lemma 1, it is a polynomial of degree less






where Ln(t) is the Legendre polynomial of degree n. It is known that
|Ln(t)| ≤ 1. Therefore, (22) implies that ||(xNr (t))(m1)||∞ is bounded by d for
all N ≥ N1. Then, the integrations of (xNr (t))(m1) over [−1, 1] are bounded,
which implies the boundedness of (26). Then, using (6), we can prove the
boundedness of (27). 








is bounded. Then, there exists (x∞(t), u∞(t)) satisfying (2)–(4) and a subse-
quence {(x̄Nj , ūNj)}∞Nj≥N1 such that (13), (14), and (15) hold. Furthermore,
if {(x̄N , ūN)}∞N=N1 is a sequence of optimal solutions to Problem B
N , then
(x∞(t), u∞(t)) must be an optimal solution to Problem B.
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Proof. Let xNr (t) be the interpolating polynomial of x̄Nr . Because (28) is
a bounded set, we know that the sequence of functions {ẋNr (t)|N ≥ N1} is
uniformly equicontinuous. Then, Lemma 3 is a corollary of the Arzelà-Ascoli
Theorem and Theorem 1. 
Given any function h(t) defined on [−1, 1]. In the following, U(h) represents an
upper bound of h(t) and V (h) represents the total variation. In the following,
K(N) = N − r −m1 + 1.
Lemma 4. Let (x(t), u(t)) be a solution of the differential equation (2). Sup-
pose x(m)r (t) has bounded variation for some m ≥ 3. Let m1 be an integer
satisfying 2 ≤ m1 ≤ m − 1. Then, there exist constants M > 0 and N1 > 0
so that for each integer N ≥ N1 the differential equation (2) has a solution
(xN (t), uN(t)) in which xN (t) consists of polynomials of degree less than or
equal to N . Furthermore, the pair (xN (t), uN (t)) satisfies
||xNi (t)− xi(t)||∞ ≤
MV (x(m)r (t))
K(N)(m−m1)−1/2
, i = 1, 2, · · · , r (29)
||(xNr (t))(l) − (xr(t))(l)||∞ ≤
MV (x(m)r (t))
K(N)(m−m1)−1/2
, l = 1, 2, · · · ,m1 . (30)
Furthermore, the spectral coefficients of (xNr )
(m1)(t), denoted by am1Nn , satisfy
|am1Nn | ≤




, n = 1, 2, · · · , N − r − 1 . (31)
If f(x) and g(x) have Lipschitz continuous Lth order partial derivatives for
some L ≤ m1 − 1, then
||(uN (t))(l) − (u(t))(l)||∞ ≤
MV (x(m)r (t))
K(N)(m−m1)−1/2
, l = 0, 1, · · · , L . (32)
























xNr+1(s)ds, · · ·
Define xN (t) =
[
xN1 (t) · · · xNr (t)
]T and define uN (t) by (6). It is obvious that
xNi (t) is a polynomial of degree less than or equal to N . And (x
N (t), uN (t))
PS Optimal Control 121
satisfies the differential equation (2). Because we assume V (x(m)r ) < ∞, it is
known [3] that






≤ C1V (x(m)r )(N − r −m1 + 1)−(m−m1)+1/2







≤ 2C1V (x(m)r )(N − r −m1 + 1)−(m−m1)+1/2
Similarly, we can prove (29) and (30).














Because f and g are Lipschitz continuous. In a bounded set around x(t),
g(x) > α > 0 for some α > 0. Therefore, the function s−f(x)g(x) is Lipschitz in














≤ C2(|xNr+1(t)− ẋr(t)|+ |xN1 (t)− x1(t)|+ · · ·+ |xNr (t)− xr(t)|) (33)
for some C2 independent of N . Hence, (32) follows (29), (30) and (33) when
l = 0. Similarly, we can prove (32) for l ≤ L. 
Proof of Theorem 3. (i) Because we assume Problem B has an optimal so-
lution, there must exist a feasible solution (x(t), u(t)) satisfying (2)–(4). Let
(xN (t), uN (t)) be the pair in Lemma 4 that satisfies (2). Define
x̄Nk = xN (tk), ūNk = uN(tk) (34)
for 0 ≤ k ≤ N . From Lemma 1, we know that {(x̄N , ūN )} satisfies (9).
Next we prove that the mixed state-control constraint (11) is satisfied.
Because h is Lipschitz continuous and because of (29) and (32), there exists
a constant C independent of N so that
‖h(x(t), u(t)) − h(xN (t), uN (t))‖ ≤ C(
r∑
j=1
|xj(t)− xNj (t)| + |u(t)− uN (t)|)
≤ CMV (x(m)r (t))(r + 1)(N − r −m1 + 1)−(m−m1)+1/2 .
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Hence
h(xN (t), uN (t)) ≤ CMV (x(m)r (t))(r + 1)(N − r −m1 + 1)−(m−m1)+1/2 .
Since m−m1 ≥ 1 and δ > 12 , there exists a positive integer N1 such that,
CMV (x(m)r (t))(r + 1)(N − r −m1 + 1)−(m−m1)+1/2≤ (N − r − 1)−(m−m1)+δ
for all N > N1. Therefore xN1 (tk), . . ., x
N
r (tk), u
N(tk), k = 0, 1, . . . , N , satisfy
the mixed state and control constraint (11) for all N > N1.
By a similar procedure, we can prove that the endpoint condition (10) is
satisfied. Because xNr (t) is a polynomial of degree less than or equal to N , and
because of (7) and (34), we know (xNr (t))(j) equals the interpolation polyno-
mial of x̄Nr (D
T )j . So,
[
1 0 · · · 0
]
Dj(x̄Nr )
T equals (xNr (t))
(j)|t=−1. Therefore,
(30) implies (21) if the interval between bj and bj is large enough. In addition,
the spectral coefficients of x̄Nr (D
T )m1 is the same as the spectral coefficients
of (xNr (t))(m1). From (31), we have
N−r−m1+1∑
n=0
|am1Nn | ≤ d
if d is large enough. So, {(x̄N , ūN )} satisfies (22). Because we select b and
b̄ large enough so that the optimal trajectory of the original continuous-
time problem is contained in the interior of the region, we can assume that
(x(t), u(t)) is also bounded by b and b̄. Then, (29) and (32) imply (12) for N
large enough. Thus, (x̄Nk , ū
N
k ) is a discrete feasible solution satisfying all the
constraints in Problem BN+.
(ii) To prove the second part of the theorem, consider {(x̄∗N , ū∗N )}∞N=N1,
a sequence of optimal solutions of Problem BN+. From Lemma 2, the set (28)
is bounded. By applying Lemma 3, it follows that there exists a subsequence
of {(x∗N (t), u∗N(t))}∞N=N1 and an optimal solution of Problem B so that the
limits in (24) converge uniformly. 
6 Conclusion
By focusing on optimal control problems subject to feedback linearizable sys-
tems, and an appropriate differentiability assumption, it is proved that the
PS discretization, Problem BN+, is always feasible and that its solutions con-
verge to the optimal solution of Problem B as N → ∞. For Problem B with
a discontinuous optimal control, convergence is proved under Assumption 2.
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