ABSTRACT.
L arge amounts of pesticides are applied each year to the fields of U.S. farmers. In 1997, $8.8 billion was spent on pesticides which represents a 3.5% increase over the $8.5 billion expenditure level of 1996. Herbicides account for 65 to 70% of these pesticides (Economic Research Service, 1998) . Hence, they represent a costly input to farmers and a source of environmental concern, yet they are relied on heavily for effective weed control resulting in reduced yield loss in crop production.
Typically, herbicides are applied uniformly to a whole field without regard to the spatial variability of the weeds in the field. However, research has shown that weed aggregation exists (Marshall, 1988; Wilson and Brain, 1991; Thornton et al., 1990; Wiles et al., 1992; Cardina et al., 1995; Mortensen et al., 1993) and that if herbicides were applied in a spatially varying manner based on weed density, a reduction in herbicide usage would occur Johnson et al., 1995) . Thus, sitespecific weed management and integrated weed management [based on the principles of integrated pest management (IPM)] have been proposed as practices which use knowledge of weed variability to achieve economic and environmental goals (Lindquist et al., 1998) .
In order to implement site-specific weed management and integrated weed management practices, it is necessary to estimate the weed density (numbers of plants per unit area) in crop fields. Because manual sampling is both labor and cost prohibitive for implementation on a crop production scale, an automated weed density estimation approach thus becomes a key to making site-specific weed management a reality. In addition, there is evidence that herbicide efficacy is related to weed density (Winkle et al., 1981; Burrill and Appleby, 1978; Hoffman and Lavy, 1978) . Williams et al. (1998) used weed density-based reduced-application rate decision rules for spatially varying herbicide application. Weed control based on these rules controlled three weed species with no significant differences observed between final populations treated with reduced and full rates of herbicides. Therefore, automated weed density estimation technology would be useful for real-time, local sensor-based, variable-rate herbicide application equipment as well as for spatial weed density data collection equipment to be used in a map-based historic variable-rate system.
Much of the work reported in the weed sensing literature has focused on weed detection, that is, to sense either the presence or absence of weeds. Photo-detectors have been a common approach to this problem and are used to discriminate vegetation from crop residue and soil. Typically, a ratio of the red to near infrared (NIR) light intensity reflected from ground surface in the sensor's field of view is used to do this discrimination (Hooper et al., 1976; Haggar et al., 1983; Shearer and Jones, 1991; Shropshire et al., 1990) . While photo-detector weed sensing represents a viable approach with commercial potential (Felton et al., 1991; Cooke, 1996; Beck, 1996) , photo-detectors have difficulty in discriminating weeds from crop plants because of their low spatial resolution. While the field of view of these types of sensors can be made as narrow as desired, with this narrowing comes a need to increase the number of sensors required to cover the entire area of interest (Nitsch, 1991; Von Bargen et al., 1992) leading to many practical problems. The use of several narrow spectral bandwidths has been investigated a potential method for distinguishing between types of plants De Baerdemaeker, 1996, 1998; Shropshire and Glas, 1992) with spectral information alone, but comes with a price of multiple photo-detectors equal to the number of bandwidths required to do this discrimination.
The use of machine vision for weed sensing has also been an area of active research. The highly parallel, integrated sensors on which machine vision technology is based produce both spatial and spectral information. These sensors are "information-rich" resulting in high spatial resolution information from one or a few sensors. Shropshire and Von Bargen (1989) developed a method using machine vision to detect the presence or absence of inter-row weeds in row crops. Transform methods were used to classify NIR and color images into two classes: inter-row areas containing weed and inter-row areas containing no weeds. This methodology was able to classify NIR images containing weeds with approximately 90% accuracy, but the color image classification had inconsistent results.
There has also been much literature reporting on the use of machine vision for plant identification with a goal of classifying plants by species or broader classes. Plant identification has been accomplished with the use of shape features of plants (Franz et al., 1991a; Guyer et al., 1993; Bezenek, 1994; Woebbecke et al., 1992 Woebbecke et al., , 1995 Zhang and Chaisattapagon, 1995) , textural information from images of crop canopy and plant leaves (Shearer and Holmes, 1990; Dave and Runtz, 1995; Zhang and Chaisattapagon, 1995; Meyer et al., 1998) , spectral information (Franz et al., 1991b; Zhang and Chaisattapagon, 1995) , and fractal analysis of leaf shapes (Critten, 1996; Dave and Runtz, 1995) .
In the area of assessing weed density as a spatially varying field parameter, remote sensing has been investigated as a potential methodology. Brown et al. (1994) assessed the use of a CCD camera for sensing weeds in a crop field. The separability of the different plant classes based on multi-spectral discrimination was quite low. Curran (1985) reported that remote sensing has proven itself to be an effective means of monitoring crop health and growth, but ineffective in assessing weed growth. A primary difficulty in using remote sensing for estimating weed density is the difficulty in distinguishing weeds from crop plants.
There has been limited work documenting the use of machine vision as a method for estimating weed density. Andreason et al. (1997) investigated the use of machine vision techniques on scanned photographic color images with each pixel corresponding to a 0.123 mm × 0.123 mm surface area. This method segmented the image by using the g-chromaticity coordinate and divided the plants segments into objects representing individual plants through an iterative procedure. Both a human interactive and an automatic approach were developed for plant estimation. Benlloch and Rodas (1998) reported on the use of a dynamic model for segmenting field images with the goal of comparing weed leaf area with total leaf area as a measure of weed density. This method used color, shape, and location information to segment the image into the three classes of crop, weeds and soil. Eighty-nine percent of the pixels classified as weed pixels were correctly classified while the remaining 11% were incorrectly classified crop pixels.
In order for a weed density estimation system to be feasible for use on a real-time local-sensor-based variable rate herbicide applicator, weed density estimations must be made in real-time. However, little research on machine vision weed sensing with a primary objective of real-time operation has been done. Tian et al. (1997) used lookup tables (LUT) for real-time image segmentation and object classification in their work on the identification of tomato seedlings for automated weed control. Brivot and Marchant (1996) developed machine vision segmentation algorithms to separate plants, weeds, and soil in infrared images "with a real-time implementation in mind". The majority of the literature, however, describes the use of rather sophisticated algorithms without much regard for the realtime operation of such algorithms.
Similarly, much of the machine vision weed sensing research has been done with controlled lighting rather than variable natural lighting associated with outdoor field conditions. Most of the work in outdoor lighting conditions has been associated with robotic fruit harvesting (Sites and Delwiche, 1988; Slaughter and Harrell, 1989; Pla et al., 1993) . Nevertheless, Brivot and Marchant (1996) and Tian et al. (1997) documented successful sensing of weeds in diffuse natural lighting conditions.
Using images formed with sunlight as the illumination source represents a greater challenge than using those created with controlled illumination. Tian and Slaughter (1998) pointed out that the level of illumination under outdoor lighting conditions varies greatly. Moreover, direct sunlight causes substantial intensity differences within the images from the low intensity of shadows to the highlights produced by specular reflections of shiny leaf surfaces. Furthermore, the color temperature of daylight is variable (Wyszecki and Stiles, 1982; Henderson, 1977) causing the spectral power distribution (SPD) of the light reflected from objects to change. Tian and Slaughter (1998) addressed these issues by using a light diffuser to minimize intensity differences within the image.
OBJECTIVES
The purpose of this research was to develop a machinevision-based system which (a) segmented vegetation from the crop field scene, (b) separated the inter-row region from the crop row region, and (c) estimated the weed density in the inter-row region by counting the number of detected weed objects in a fixed area. Real-time performance was a goal for this system so that it could be used as a real-time sensing system for a variable-rate sprayer.
Specific objectives were to: 1. Compare the segmentation performance of the EASA when using two different data transformations.
2. Compare the automatically detected crop row edges with manually determined crop row edges. 3. Compare the weed estimation performance of an adaptive scanning algorithm (ASA) with a more traditional image processing algorithm.
METHODS

SYSTEM DEVELOPMENT AND DATA COLLECTION
A 3-CCD camera (Sony Model No. XC-003 ) was used to acquire images of the area between two rows of soybeans. The camera was mounted at a height of 3.35 m (11 ft) on a custom-made camera boom ( fig. 1) .) with the 12.5 mm zoom setting. Images were taken with the aperture set at F8 for sunny conditions and F5.6 for overcast sky conditions with the shutter speed at 1/250 s. The color temperature was set at 5600 K with manual white balance set at a -2 db blue channel gain and a -20 db red channel gain. The camera had a resolution of 768 × 494 pixels.
The Y/C (S-video) output of the camera was routed to an PXC200 (Imagenation, Beaverton, Oreg.) color frame grabber which resided in a Pentium-based portable computer. The frame grabber had a resolution of 640 × 486 pixels and converted the analog video signal to 24 bit digital color images. Each pixel corresponded to an area of approximately 0.002 m × 0.002 m. The images were grabbed when the computer was triggered by the user and written to Windows bitmap files. Images were taken while the sprayer was moving with a forward travel speed of 0.6 km/h (0.4 miles/h) to minimize motion effects. This data collection system was designed to be used for realtime sensing for variable rate herbicide application. For this particular work, however, images were taken at slower travel speeds with full video frames used to keep the full horizontal resolution available in the video signal.
Soybeans were planted in 0.76 m (30 in.) rows, and the camera was positioned over the center of the area between two rows ( fig. 1 ). Every 1.8 m (6 ft) plastic construction tape was placed across the area between the two rows. Forty of these imaging areas were used in this study from a transect 240 ft long in a test plot at the Agricultural Engineering Research Farm, Urbana, Illinois. The area had a pre-plant incorporated (PPI) treatment of 0.5 lb/ac metribuzin (Sencor 75DF) for broadleaf control prior to planting. Three or four images were required to cover the area between the tapes and were manually mosaicked to form one image of the area between the tapes.
Two sets of images were taken to be used in this study. The soybeans were approximately 0.13 m (5 in.) high when the images were taken. The first set of images was taken on the morning of 29 June 1998 under overcast sky conditions, and the second set was taken on the afternoon of the same day under sunny conditions. After these images were mosaicked, there were then two sets of 40 images each. Weed counts were made manually by dividing the area between each pair of construction tapes into two 0.91 m (3 ft) × 0.76 m (30 in.) quadrats and counting separately the number of broadleaf weeds and grasses in each quadrat. Each mosaicked images thus contained two quadrat regions. For each image, the columns corresponding to the inter-row edge of the two crop rows was manually determined by visual inspection.
ALGORITHM DEVELOPMENT: SEGMENTATION
Segmentation is the division of an image into regions which have similar characteristics. In the case of weed sensing, there is an interest in dividing the image into regions which are plants (either weeds or crop) and background (soil, rocks and residue). For this research, a color camera provided a three component (RGB) data vector to describe each pixel. Tian and Slaughter (1998) used an environmentally adaptive segmentation algorithm (EASA) to segment plant regions and background regions in a color image with a goal of identifying and locating the centers of tomato plants. They showed that if the RGB values are used directly in the clustering procedure of the EASA, then the variation in intensity tends to dominate the clustering procedure. To minimize the effect of intensity variation, they used the well-known nonlinear transformation from the RGB color coordinates to normalized color (NC or chromaticity) coordinates. This transformation is defined as:
Since r + g + b = 1, this transformation maps all of the RGB color space onto a plane which forms the edges of the color triangle as it intersects the R = 0, G = 0, and B = 0 planes. This plane is perpendicular to the intensity axis, and thus the effect of intensity is greatly reduced. This transformation also reduces the dimension of the color space used in the clustering procedure as the RGB color space has a dimension of three, but the NC coordinates have a dimension of two because of the affine linearly dependent relationship listed above. Kender (1976) showed, however, that the transformation from RGB coordinates to NC coordinates exhibits a non- removable singularity at (R,G,B) = (0,0,0), and near this point the transformation is very unstable with small perturbations being transformed to up to half the range of the NC coordinates. Thus for pixels with very low intensity, unpredictable results can be expected. This transformation also generates spurious modes and gaps in the distribution of the data. This effect can cause the clustering algorithm to incorrectly group pixels. One way to avoid these effects is to use a linear transformation instead of the nonlinear RGB to NC coordinate transformation to separate the color information from the intensity.
One such linear transformation involves a change in coordinates from the RGB coordinate system to a coordinate system called the IV 1 V 2 coordinate system described by:
This transformation was motivated by and is similar to the initial linear transformation used before the nonlinear transformation of V 1 and V 2 to hue and saturation in the IHS system as described by Pratt (1991) . This transformation is a rotation of the RGB coordinate vectors to an orientation such that one coordinate, I, is collinear with the intensity axis, and the other two span a plane which is parallel to the color triangle. One of these "color" axes, V 1 , is parallel to the side of the color triangle which goes from red to green. The value of the coefficient associated with the V 1 axis gives a measure of redness or greenness, with red-dominated pixels represented by negative coefficients and green-dominated pixels represented by positive coefficients. A zero V 1 coefficient represents a color with equal amounts of red and green. The other "color" axis, V 2 , is orthogonal to both I and V 1 and runs in the direction from the origin to saturated blue on the color triangle ( fig. 2 ). This transformation separates the intensity information from the color information and allows for further analysis based only on color by using the V 1 and V 2 coefficients and disregarding the I coordinate.
EASA SEGMENTATION QUALITY ASSESSMENT
For each set of images, the EASA was used to generate two LUT's by using the first image in each of the two sets. One LUT was generated after using the RGB-rgb transformation, and the other after using the RGB-IV 1 V 2 transformation. One of the four clusters was chosen to represent the plant class in each case with the other three clusters representing the background class.
To compare the performance of the EASA with the two different data transformations, each image in the series was first segmented by using the LUT to map the color RGB image to a binary image with the white pixels representing pixels which were classified as plant pixels and the black pixels representing pixels which were classified as background pixels. This image was then saved. A second image was created by performing morphological opening and closing operations on the segmented image with a 3×3 cross as the structuring element to filter out the plant pixels which occurred as isolated pixels or in narrow lines and could be considered to be segmentation noise. Object counting was done on both images in the inter-row region as determined by manual crop row edge detection. Eight connectivity was used to determine if pixels belonged to the same objects. Holes in objects were considered to be part of the objects, and objects on the border of the interrow regions were counted. These image processing procedures were performed on both sets of forty images. Each image was divided along a horizontal line through the center of the area between the two construction tapes, so that results were obtained for each 0.91 m (3 ft) inter-row region corresponding to a manual weed count quadrat. The number of pixels corresponding to the plant objects in each 0.91 m inter-row region of the images was recorded for each data transformation case. The above operations (excluding segmentation) were implemented in ImagePro's (Media Cybernetics, Silver Spring, Mass.) macro language.
As a measure of segmentation performance, two statistics called the pixel loss and normalized pixel loss were calculated for each image. Pixel loss was the number of plant pixels lost when the segmented image was filtered by morphological opening and closing operations. Normalized pixel loss was the percent loss in pixels classified as plant pixels in the original segmented image to the filtered segmented image which was processed by the morphological opening and closing operations. where PL = pixel loss NPL = normalized pixel loss NP S = number of pixels in raw segmented image NP MF = number of pixels in the morphological filtered segmented image ALGORITHM DEVELOPMENT: ADAPTIVE SCANNING The Adaptive Scanning Algorithm (ASA) is based on the idea that if only part of the image needs to be processed in order to retrieve sufficient data from the image, then substantial computational savings can result. Scanning means segmenting the pixels in image columns and thus searching for plant objects. The algorithm is adaptive in the sense that the number of columns skipped between scans is adjusted based on the object sizes detected in the images. This type of technique potentially results in major portions of the image being unprocessed depending on the object size. The steps of the ASA are as follows:
1. Starting on the left edge of the image, the ASA searches columns by segmenting pixel-by-pixel and searching for pixels which are segmented as plants. This operation is called primary scanning. When a plant pixel is encountered, scanning continues down the column until no more connected plant pixels (as defined below) are found. Then scanning occurs in the horizontal directions to the left and the right from the center of the vertical scan and also in the diagonal directions. This secondary scanning which occurs after a plant pixel or pixels have been identified in primary scanning is called subscanning. If enough plant pixels are found in the primary and sub scans to consider this object to be a real object instead of segmentation noise (as determined by MIN_SIZE), then all plant pixels encountered are marked, so that this object is not counted again. Information about the encountered object is gathered. If a previously marked pixel is encountered as the pixels of the currently scanned object are detected, then this object is considered to be part of a previously encountered object ( fig. 3 ). 2. At the bottom of the scanned column, summary statistics for the column are gathered. 3. The ASA moves closer to the center of the image by the number of columns determined by the step size and scans this column as described by steps 1 and 2. 4. After the center of the image has been reached, scanning begins on the right side of the image moving toward the center. 5. The inner edges of the crop rows are found based on the scanned column-to-column characteristics. 6. The number of plant objects found in the inter-row region of the image are counted. 7. The new step size, based on the object size in this image, is calculated for the next image for the number of columns skipped between scanned columns. The ASA has three parameters which can be adjusted. The first, called MAX_DIST, is the maximum distance in units of pixels that are allowed between pixels that are segmented as plants before the two plant pixels are considered to be unconnected. A runlength is considered to be continuous as long as less than MAX_DIST background pixels occur continuously within the runlength of plant pixels. In other words, a plant runlength starts when a plant pixel is encountered and ends after MAX_DIST contiguous background pixels have occurred in the scan direction. The end of the runlength is the position where the last plant pixel was encountered. With this definition, a plant's leaves which are segmented as unconnected objects in the traditional four and eight-connectivity definitions can still be considered to connected with the above definition if the number of background pixels encountered between the object is less than MAX_DIST ( fig. 3) . A second parameter, MIN_SIZE, is the minimum number of pixels which must be encountered in the primary scanning and sub-scanning before a group of connected plant pixels are considered to be an object. Pixel marking does not take place until a group of plant pixels are given this object designation. Until this designation is given, the location of encountered pixels in a group are stored, so that when the MIN_SIZE pixels are encountered, these pixels can be marked. The third parameter is the initial step size between scanned columns.
Column summary statistics were saved in a data structure. The number of objects (as defined by MIN_SIZE) in that column encountered for the first time in the image along with the pixels associated with those objects were saved in this data structure (in variables called ObjectCount and Sum). In addition, the number of pixels encountered in that column which were associated with objects already encountered were saved in a variable called UncountedSum since these pixels were not counted as part of newly encountered objects, but were considered part of objects already encountered.
Crop Row Edge Detection. With the ASA, crop rows (which occur parallel to the image columns) can be detected based on the column by column variation in the Sum and UncountedSum variables. Because the rows tend PL = NP S -NPMF (6) to be segmented as large connected plant regions which have elongation in the dimension of the image columns, the columns associated with these regions have characteristics which are quite different than those associated with the inter-row regions. When scanning the image column-bycolumn from just outside the crop row, in the crop row, and toward the inter-row area, the large row objects are first encountered on the outside of the crop row and are marked. When they are first encountered, Sum increases from one primary scan column to the next. Then since these regions are marked, Sum decreases-typically to zero-on subsequent scans, and UncountedSum increases dramatically. The algorithm detected these changes to find the crop row edge (fig. 4) .
Step Size Adaptation. To make the ASA computationally efficient, the greatest step size between primary scan columns should be used while still retaining a high probability of detecting all of the objects which occur in the inter-row area. To do this, the vertical distance scanned across the extent of opposite sub-scan pairs (left and right, up left and down right, and down left and up right) was calculated for each object. Then the maximum of these three distances was found as it would be sufficient for object detection. This value is saved in a data structure retaining information about the object. Then when the summary statistics for the whole image are found, the minimum of these object maximums is found across all inter-row objects in the image, and this value is used to set the step size for the next image. For a given "min-max" distance, a step size is calculated such that an object of this size would be detected with a specified probability.
ASA PERFORMANCE ASSESSMENT
To analyze the results of the ASA, the images were processed first by the ASA and second by a set of more discrete, clearly specified, • Total number of plant objects detected • Total number of plant pixels detected in both primary and sub scans • Primary scanning step size • Automatically detected row edges • Minimum maximum vertical object distance across the inter-row region • Mean maximum vertical object distance across the inter-row region • Elapsed time to process image area The TDSIP method was similar to that described above which was used to compare EASA performance with the two data transformations. The segmented binary images generated above were subjected to morphological closing, opening, and two dilations operations. Closing was done before opening since it was desirable to keep as many of the small objects as possible (since the spatial color resolution was quite low). The two dilations were performed in order to connect the segmented leaves of the plants since often a weed plant will be segmented as several closely spaced objects corresponding to the leaves of the plant. Object counting was performed as described above.
To measure the results of the segmentation and the adaptive scanning, both sets of 40 images taken under overcast sky conditions and 40 images taken under sunny conditions corresponding to the same 80 manually sampled quadrant areas between two rows of soybeans were processed with the two above methods. The number of objects detected by the two methods were compared with each other and with the manual weed counts. The automatically detected row edges were compared with those determined by manual inspection. The elapsed time to segment and scan each half image corresponding to a quadrat was calculated and stored. The algorithm ran on a 1903 VOL. 42(6): 1897-1909 dual Pentium II processor operating at 400 MHz operating under a Windows NT operating system.
RESULTS AND DISCUSSION
EASA PERFORMANCE
The segmentation of images revealed that the data transformation from RGB coordinates to the IV 1 V 2 coordinate system resulted in segmentation with less noise than that of images where the data was transformed to chromaticity coordinates (RGB-rgb) before segmentation (figs. 5 and 6). The performance of the EASA based on morphological filtering pixel loss under the influence of the two different data transformations is summarized in tables 1 and 2. In every case, the pixel loss and the normalized pixel loss were significantly less for the EASA operating with the RGB-IV 1 V 2 data transformation when compared with the EASA using the RGB-rgb data transformation. By looking at examples of the segmentation results ( fig. 7) it is easy to see that the extra segmentation noise pixels in the RGB-rgb images came from the edges of shadows in the case of the sunny images, from video transmission noise as seen in the segmented diagonal lines ( fig. 5c ), and from cracks in the surface of the soil. The RGB-rgb transformation also tended to result in vegetation objects being segmented with holes and unclear edges. These observed effects were consistent with Kender's (1976) analysis. In both cases, the EASA tended to segment some residue as plant regions and missed some plant pixels as background. Smaller plants were not segmented as plant regions due to the bandwidth limitations of the composite video signal, which will be discussed below.
ROW DETECTION
The ASA-detected edges of the crop rows were compared with the those determined by manual inspection (fig. 8) . The correlation between these two detection methods were correlated with a high level of significance with correlation coefficients of 0.551 and 0.539 for the left inter-row edge and 0.636 and 0.793 for the right inter row edge of the images taken under sunny and overcast sky conditions respectively (table 3) . The ASA-detected row edge distribution, however, was skewed towards the row area and was highly variable. There were several reasons for these phenomena. First, the manually determined row edges were set at the extreme inner edges of the crop row, that is, the row edge was determined by finding the crop leaves that protruded furthest into the inter-row area and setting the row edge at this point. This minimized (ideally eliminated) the counting of crop as weed plants, but created the possibility of weed plants being missed which were closer to the row. ASA-detected row edges, however, were not set at the extremity of the crop row in the inter-row region, but were set at the point in the crop row where new objects (unconnected from those previously detected) start to appear. With this technique, objects that are detected in the inside of the crop row edges are counted as weeds as long as they are unconnected from the crop row; otherwise they are considered to be crop. Thus with the differing criteria for determining the crop row edge, the 1904 TRANSACTIONS OF THE ASAE ASA-detected crop row edges tended to occur within the crop row. Second, variability in ASA row edge detection was introduced because the minimum rate of change in the uncounted sum of pixels did not always occur at the row edge. Occasionally, UncountedSum had a greater rate of change as a function of column number in the middle of the crop row rather than at the crop row edge. This caused the algorithm to set the row edge at a point internal to the crop row. However, this would not cause an error in the weed density estimation as long as the crop row objects were connected to objects in the area denoted as crop row. A third reason for variability (which seemed to occur more in images taken under sunny conditions) was that there were crop row objects which were not connected to other crop row objects. It was assumed in the development of the algorithm that once the crop row objects were marked on the outside edge of the row, there would be very few crop objects detected which were not connected to those already marked. This assumption, however, did not always hold, leading to the crop row edge being set more internal to the row. Even with the introduction of these crop row detection errors, the number of objects counted in the inter-row region was not highly affected.
The number of objects counted with ASA crop row edge detection was highly correlated with those counted with manually detected row edges with a correlation coefficient of 0.957 for images acquired under sunny conditions and 0.997 for images acquired under overcast conditions ( fig. 9 ). Paired t-tests revealed no significant differences between the number of objects found in each image set when using manually detected row edges when compared with those using ASA detection (sunny: t = 10.97, P = 0.0000; overcast t = 5.99; P = 0.0000).
WEED DENSITY ESTIMATION
After the crop row edges were detected, the number of the weeds in the inter-row region could be estimated. When the number of weed objects detected by the ASA were compared with the TDSIP method ( fig. 10) (table 4) . When the ASA object counts were compared with the manual weed counts, the correlation coefficients were quite high (0.846 and 0.956, respectively). These high correlations were caused primarily by the large range in the data ( fig. 11 ). When the extreme high data points were removed, then the correlation-while still significant-was substantially less with correlation coefficients of 0.358 and 0.385, respectively. When the TDSIP weed object counts were compared with the manual counts, very similar results were observed as compared with the ASA results. The correlations were all significantly different than zero with correlation coefficients of 0.933 and 0.948 for the sunny and cloudy images when entire data set was included and 0.552 and 0.410 when the upper range data points were excluded (table 5) .
This analysis and visual inspection of the images revealed that regardless of the image processing technique, the spatial color resolution of the images was too large to detect the smaller weeds in the images. Spatial color resolution was lost in the video signal used to transmit the image from the camera to the frame grabber residing in the computer. This loss of color resolution was further illustrated by looking at the correlation of the grass and broadleaf counts individually (table 6). In both cases the correlations were significantly different than zero for the broadleaf counts, but were not significant in the case of the grass counts for the image taken under overcast sky conditions and significant at only the P = 0.0237 level for the image taken under sunny sky conditions. Similar results
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TRANSACTIONS OF THE ASAE were observed with the TDSIP method. Grass tends to have long, narrow leaves which require higher spatial color resolution to be segmented as plant objects. This loss of resolution can be recovered with the use of RGB component video transmission.
EXECUTION TIME
Since there was a real-time performance goal associated with this research, it was important to measure the execution time of the algorithm. The algorithm was implemented on a non-real time system (Windows NT) so it was possible for the measurement of execution time to include time spent servicing other processes running simultaneously with the ASA. To minimize these effects, the ASA was run as the sole application when elapse time was measured. The algorithm processed 0.91 m (3 ft) segments of inter-row area with a mean execution time of 0.038 s with a standard deviation of 0.012 s. Given this execution time, it can be estimated that this system could then be used for real-time weed density estimation on a herbicide applicator traveling at 86.6 km/h (53.8 mile/h) if only one inter-row area was being sprayed (ridiculously fast) and at 8.66 km/h (5.38 mph) if 10 inter-row areas were being sprayed (assuming that the processing time per row was additive). These results indicate that the ASA met the real-time performance goal.
CONCLUSION
This adaptive scanning weed density estimation system shows promise as an approach to meet the challenge of estimating weed variability as presented by site-specific weed management and integrated weed management methodologies and real-time sensing for variable herbicide rate application. Specifically:
1. The RGB-IV 1 V 2 data transformation resulted in superior segmentation over the RGB-rgb datatransformation used by Tian and Slaughter (1998) . Based on the analysis of Kender (1976) , this improvement in the EASA has theoretical support. 2. ASA crop edge detection effectively found the interrow edges with no significant differences in interrow objects detected when compared with object detection with manually determined rows. 3. The ASA and TDSIP method of counting weed objects, thus estimating weed density in a fixed area, had similar results. The major contributor of error in both image processing methods was the low spatial color resolution introduced by the video signal transmission. The use of RGB component video should address the loss of spatial color resolution leading to more accurate weed density estimates. 4. Even when running the system under a multitasking operating system, real-time constraints were met and the system performed similarly under two very different lighting conditions. 
