The article presents a solution approach for the Torpedo Scheduling Problem, an operational planning problem found in steel production. The problem consists of the integrated scheduling and routing of torpedo cars, i. e. steel transporting vehicles, from a blast furnace to steel converters. In the continuous metallurgic transformation of iron into steel, the discrete transportation step of molten iron must be planned with considerable care in order to ensure a continuous material flow.
Introduction
This paper investigates a planning and scheduling problem in steel production that was proposed in the 2016 ACP (Association for Constraint Programming) challenge (Schaus et al., 2016) . The aim is to provide optimal solutions for the Torpedo Scheduling Problem where the transport of hot metal across various zones needs to be optimized. The solutions should fulfill various hard constraints regarding material flow, time deadlines, capacity and duration when moving through the zones of the steel production plant. The optimization criteria include the minimization of the number of vehicles (torpedoes) and the time spent for a chemical process called 'desulfurization'.
To the best of our knowledge the Torpedo Scheduling Problem proposed in the 2016 ACP challenge (Schaus et al., 2016) has only recently been considered in the literature. Our solution approaches that were ranked first and third in this challenge were published in conference proceedings (Geiger, 2017b; Kletzander & Musliu, 2017) . After the completion of the challenge, a solution approach based on Logic-based Benders Decomposition using Mixed-Integer and Constraint Programming was proposed (Goldwaser & Schutt, 2017 , 2018 . The authors report optimal solutions for instances used in the ACP challenge and also apply their method for other larger instances.
The current paper is an extension of our previous conference papers (Geiger, 2017b; Kletzander & Musliu, 2017) . In particular, the current work improves our solution approach that was ranked first (joint first place) in the ACP challenge competition by combining it with a reduction approach that prunes the search space. Furthermore, the experimental section is significantly extended and methods are evaluated on a larger set of instances that were generated with the problem generator, proposed by the challenge organizers.
Overall, the main contributions of this article comprise:
• The proposal of a new approach to reduce the set of possible material assignments prior to solving the problem by a search technique. This approach is based on temporal and logical reductions, as well as lower bounds regarding the number of torpedoes in use. This approach enables the reduction of the solution space and thus leads to a more effective use of the proposed search techniques.
• The search for the optimal solutions by a proposed multi-stage Simulated Annealing algorithm adapted for the provided lexicographic evaluation function. The first round of Simulated Annealing focuses on the primary goal of optimizing the number of torpedoes while the second round deals with the secondary goal of reducing the desulfurization time. The algorithm is designed to efficiently apply a large number of moves in a short time by emphasis on efficient move calculations. Various parameters for the algorithm were determined by empiric evaluation.
• The combination of both approaches and the evaluation of our methods on the ACP challenge instances and additional instances generated by a randomized generator. Our method was able to generate optimal solutions for all instances used in the challenge, and we show that the reduction procedure has a significant impact on the efficiency of the search procedure for the problem at hand.
Related Work
The Torpedo Scheduling Problem investigated in this paper was solved by teams that participated in the 2016 ACP challenge (Schaus et al., 2016) . The most successful approaches proposed in the competition included a local search based approach based on Simulated Annealing (Kletzander & Musliu, 2017 ), a mathematical programming approach based on state-expanded networks (Römer, 2018 ) and a Branch-and-Bound technique (Geiger, 2017b) . All these methods were used on the limited set of avaliable instances from the competition.
Recently, Schutt (2017, 2018) proposed a new exact method based on Logic-Based Benders Decomposition. Their solution method consists of Benders decomposition that includes solving of a master problem and scheduling problems. In the master problem the lexicographic objective is optimized, and the oxygen converter events and unmatched blast furnace events are assigned to torpedo runs and emergency pit trips, respectively. A MIP formulation is used for the master problem. The rest of the problem is then decomposed into sub-problems, which are solved by a Constraint Programming Solver.
In this phase the desulfurization time is minimized. Based on the solutions obtained for subproblems, the method concludes that the optimal solution has been reached, or computes infeasibility cuts (if some sub-problems are infeasible) that are then used to re-optimize the MIP, or adds optimality cuts (if some sub-problems require extra desulfurization time) to force the objective to consider extra desulfurization time. The proposed method was evaluated on the competition instances and larger generated instances. This was the first published method that could prove the optimality of the ACP 2016 Challenge instances. Our method used in the competition was able to find optimal solutions, but there was no guarantee that these solutions are optimal. According to Römer (2018) , he also used an exact method in the competition, but the method has not been published, yet.
Related Problems in Steel Production
In the wider area of steel production, various related problems have been reported in the literature. The molten iron allocation problem, modeled as a parallel machine scheduling problem (Tang, Wang, & Liu, 2007) and the molten iron scheduling problem, modeled as a flow shop problem (Huang, Chai, Luo, Zheng, & Wang, 2011; Li, Pan, & Duan, 2016) , deal with assignments of torpedoes to machines. Various torpedo scheduling problems are defined for planning the transport of hot metal with the focus on vehicle routing across a network of rails, and the objective is to minimize transportation times (Kikuchi, Konishi, & Imai, 2008; Deng, Inoue, & Kawakami, 2011; Liu & Wang, 2015) . Further production stages of steel making are also considered, e. g. steelmaking -continuous casting (Tang, Zhao, & Liu, 2014) which comes after the stage considered in this paper.
Simulated Annealing
The technique to simulate the physical process of annealing was introduced by Kirkpatrick, Gelatt, and Vecchi (1983) and is a widely used technique in many applications (Dowsland & Thompson, 2012; Pham & Karaboga, 2012) . Applications of multi-stage algorithms can be found, e. g., in the domain of vehicle routing problems with time windows. These applications range back to Homberger and Gehring (1999) and also include application of Simulated Annealing (Bent & Van Hentenryck, 2004) , however, only for one stage. Several of these problems share a primary goal to minimize a number of vehicles, but pursue very different secondary objectives.
Problem Definition
In this section, we first present the industrial context of the problem, followed by the constraints and formal representation we use in this article.
Context and Movements of Torpedoes
The Torpedo Scheduling Problem considers the transportation of liquid iron from a blast furnace to a set of converters, in which the conversion of iron into steel (of a desired quality) is carried out. Figure 1 depicts this phase within the wider context of steel production: Hot molten iron is transported by means of torpedo cars, running on tracks. Torpedo scheduling therefore presents the link between the iron making and the secondary refinement of iron within the steel making.
It is noteworthy and possible to see that both the preceding, upstream production phase, i. e. the reduction of iron ore to molten iron within the blast furnace, as well as the succeeding casting of steel are continuous processes that cannot be interrupted. Conversely, the transportation and the conversion phases are batch production steps.
Figure 1: Illustration of steel production plant (Schaus et al., 2016) Figure 2 depicts the usage of torpedo cars in more detail. Coming from an empty buffer, which in principle represents a waiting zone, they approach the blast furnace, shown on the right, where liquid iron is poured into. The next step consists of a buffer zone. Here, the torpedoes may be re-ordered, or simply parked for a limited time before moving further. A desulfurization phase is reached afterwards, in which the sulfur level of the liquid iron may be reduced, if necessary. Finally, the converters are reached, and the molten iron is transferred into these production facilities. The corresponding empty torpedo then moves back to the empty buffer. (Schaus et al., 2016) Besides this general rotation, an emergency process may be triggered, depicted in Figure 2 by a dashed arc. In this process, excessive material is discarded into an emergency pit. This happens in phases in which the blast furnace produces more material than can be accepted by the downstream converters, thus balancing the material flow. In the real-world application of the Torpedo Scheduling Problem, we can expect that such emergency cycles are scarce, as the capacities of the production stages of a steel plant are typically well-balanced. Besides, the material moved into the emergency pit may be re-used later, so this process presents a short-term solution only, and does not correspond to a waste of expensive resources.
More formally, the movements of torpedoes through the system can be described by means of an activity-on-node network as depicted in Figure 3 . Three processes p become apparent: Process 1 on the left applies to any torpedo moving through the facility and comprises the activities from the empty buffer to the blast furnace. Then, the torpedoes either move on to the converters (process 2), or discard the material in the emergency pit (process 3). In each case, they return to the waiting area for empty cars after completing their activities.
Let P be the set of processes, and K be the set of activities. For every p ∈ P and k ∈ K we denote the starting time of each activity k of process p with s pk , its end with e pk , and its duration with d pk . Note that e pk = s pk + d pk , ∀p, k. Moreover, each activity k starts immediately after the completion of its direct predecessor k of process p : s pk = e p k . process 1 process 2 process 3 Figure 3 : Activity-on-node formulation of the torpedo rotation
Time Constraints
The continuous nature of the preceding and succeeding production steps within steel production results in tight time constraints for the scheduling of the torpedoes. The material at the blast furnace must be picked up at given times. We denote these material release dates with R i , with i as an index of the operations at the blast furnace, i = 1, . . . , n, where n is the number of release dates. Conversely, the material must reach the converters at pre-defined due dates, denoted as D j , with j representing the operations at the converters, j = 1, . . . , m, where m is the number of due dates at the converters. As introduced above, Figure 3 illustrates the two possible schedules for torpedo cycles. In the above mentioned emergency cycle (process 3), the iron is picked up at the blast furnace at s 1,3 = R i . Note that the torpedo may arrive prior to the actual material transfer, and spend an additional time d 1,2 waiting at the blast furnace. Overall, the durations are bounded by minimum times / problem parameters.
The more common movements of torpedoes to the converters are shown in Figure 3 by process 2. Here, the start of pouring the iron into the torpedo is again set to s 1,3 = R i , and the transfer of the iron into the converter is defined by s 2,7 = D j . Again, the durations of the activities must assume minimum values, which stem from travel times ('tt') between places in the production plant or given minimum processing times for pouring the liquid iron. The minimum duration spent in the desulfurization phase, d 2,4 , depends on SB i and SC j , which denote the sulfur level of the iron coming from the blast furnace (SB i ), and going to the converter (SC j ). In the available data, possible values are from 5 (high sulfur level) to 1 (low level), and a reduction of one step results in a minimum desulfurization time of durDES . It follows that the duration of the desulfurization step, denoted as d 2,4 must be:
For a torpedo picking up iron at the blast furnace at R i and delivering it to the converters at D j , it follows that the total duration of all activities in between cannot exceed the length of the timespan D j − R i . Formally, this can be expressed by computing a lower bound LB on all activities between the two dates R i and D j , which is derived by taking, for each activity, its minimum duration. In the particular example of our application this means that the following equation must hold:
Capacity Constraints
The resources that can hold torpedoes are limited. This means that, at any given time, a maximum number of torpedoes must not be exceeded for each resource, which presents, due to the size of the torpedoes and the limited space within the production facility, a practical yet obvious side constraint. For the problem at hand, we denote the maximum number of torpedoes (i. e., the number of available slots) for the stages with sFB , sDES , and sCON , respectively. Moreover, at any given time, at most a single torpedo might travel between two stages. The movements to the emergency pit are assumed to be unlimited. Appropriate mathematical models for such aspects are found in the area of resource constrained project scheduling, and we here refer to such problems (Geiger, 2017a) .
Feasible Material Flow
Part of the scheduling is to ensure an uninterrupted material flow, which means that the demand at the converters must be met at all times.
Let us denote the assignment of material coming from the blast furnace at R i to the converters at D j with x ij . The variables x ij assume a value of 1 if the material flow assignment i → j is made, and 0 otherwise. As described above, material that does not reach the converters is moved into the emergency pit. This is mathematically captured by a variable y i that assumes, if this is the case, a value of 1, and 0 otherwise. Then, the following expressions must hold.
Expression (2) ensures that all material requirements at the converters are met, and Expression (3) ensures that the material deliveries from the blast furnace are at most used once.
It follows that a feasible solution cannot exist for data sets with n < m. For the activityon-node network introduced in Figure 3 this means that there will be exactly m processes 2 (material deliveries to the converters), and n − m processes 3 (discarding of material in the emergency pit).
Optimality Criteria
The above described problem comes with two optimality criteria. First of all, the maximum number of torpedoes in use is to be minimized. This clearly presents a strategic / tactical planning problem and is justified by the fact that investments in torpedo cars are typically cost intensive. As a secondary objective, the time spent in the desulfurization phase is to be minimized. The two criteria are lexicographically ordered, with the minimization of the maximum number of torpedoes preceding the minimization of the total desulfurization time.
Minimizing the maximum number of torpedoes in use means rotating them through the system as fast as possible. This insight is based on the observation that once a torpedo returns from carrying out its activities, it can be re-used and sent on the next cycle. Technically, the empty buffer can be modeled as a stack of torpedoes from which we always take the topmost torpedo to serve the next job at the blast furnace. Hence, returning quickly is the key to the minimization of the number of torpedoes used over time. In between, as little time as possible should be spent, resulting in assignments i → j with possibly 'close' due dates R i and D j , i. e., with a small gap in between the release of the material R i and the consumption D j , and ultimately resulting in short cycles. Intuitively, this strategy of rotating torpedoes makes sense, as the overall time spent in the system is foremost determined by these two dates. Moreover, it makes sense to arrive as late as possible at the blast furnace, avoiding waiting times (d 1,2 ) before the liquid iron is poured into the torpedo.
Note that this intuition of fast rotating torpedoes through the system is reflected by the subsequent introduction of lower bounds, see the following section.
Lower Bounds and Reductions of Material Assignments
Prior to solving the actual scheduling problem we investigate ways of reducing the search space to facilitate an easier solution of the problem. The underlying idea is to prune the set of feasible assignments as much as possible, resulting in a reduction of the solution space.
Modeling Approach
The further investigations are based on modeling the problem as a tripartite graph with three parallel time lines, depicted in Figure 4 . In this formulation, the due dates at the blast furnace and at the converters are nodes at given times R i and D j , shown in the middle and bottom time axes. As a necessary condition for a feasible solution, each D j is linked to exactly one preceding R i , resulting in an arc in the graph formulation. The length of the arc over the time axis, plus the time needed for traveling to and waiting at the blast furnace (d 1,1 + d 1,2 ) and the time spent at and after the converters (d 2,7 + d 2,8 ) represents the cycle time of a torpedo through the system. With LB denoting a lower bound on the minimum duration of an activity, Expression (6) gives the minimum time interval for the material flow to the converters.
Material flows from the blast furnace that do not serve the converters are moved into the emergency pit, followed by traveling back to the empty buffer. As this is assumed to be an unlimited resource, the time for this activity is a constant (durBF + tt(BF , EP , EB )). In the tripartite graph formulation, those processes are represented by arcs pointing to nodes on a third axis, given on the top of Figure 4 . More formally, the minimum time interval of all torpedoes moving into the emergency pit is given in Expression (7).
It can be seen that a feasible solution of the mathematical model corresponds to an introduction of n distinct arcs, m of which are linked to the nodes in the bottom axis, and n − m linked to nodes on the top axis. The number of torpedoes used in the solution corresponds to the maximum number of parallel (simultaneous) processes over the entire planning horizon T . It follows that the effort to compute the number of torpedoes in use is only dependent on the number of arcs n.
Temporal Reductions
Per problem definition, material cannot travel backwards in time. Therefore, and for each i, j:
Note that this follows directly from Expression (1). Again, the minimum durations are taken for the computation of the lower bound LB.
Based on this straight-forward computation, potential assignments can be excluded. By applying the reasoning presented above for each i, j, we derive, for each j, a set of potential deliveries i, and conversely, for each delivery i, a set of potential converter consumptions j. For the example in Figure 4 , the values might assume:
Logical Reductions
Additional logical considerations can further prune the set of possible assignments / schedules. First of all, material deliveries that cannot reach a converter can be automatically assigned to the emergency pit. In the example above, this applies to i ∈ {7, 8}.
Then, we may compute subsets of j which share the same subset of possible values of i. As each converter demand requires a distinct material delivery, this constitutes an alldifferent constraint and Hall sets (Hall, 1935) can be applied. If both subsets are of the same cardinality, it follows that all values of i can be discarded from the potential assignments outside the computed subset on j. In the example above, this is found for j ∈ {1, 2}. Both material demands j can be satisfied by either i = 1 or i = 2. Therefore, i = 1 and i = 2 cannot be used to satisfy any other demand than j = 1 or j = 2:
Such logical checks may recursively be applied until no further domain reduction is possible. Further, instances might be proven infeasible by the Hall sets if demand cannot be satisfied, indicated by the subset on i having lower cardinality than the subset on j.
Lower Bounds
The subsequent calculations are based on a special property in the data sets, i. e., that emergency cycles are shorter than the lower bound on 'regular' cycles:
The left-hand side of the Expression (8) stems from the fact that the emergency pit is assumed to be an unlimited resource. Therefore, the actual processing times can assume their minimum values. The right-hand side is obtained by summing up the minimum processing times and minimum required travel times between resources. For the available data sets, the latter yields larger values than what we find on the left-hand side. On a more practical note, having to deal with data sets with such values makes sense, as the actual production facilities in steel production are rather big plants with long transportation tracks.
It follows that replacing regular cycles with emergency cycles never overestimates the minimum usage of torpedoes at any given time. More formally speaking, the time interval given in Expression (7) never exceeds the one of (6).
Type ECO -emergency cycles only. Following the above mentioned property (see Expression (8)), a naïve lower bound on the usage of torpedoes can be obtained by discarding all material deliveries, replacing them with n emergency cycles. With respect to the mathematical model, this implies that we relax all the constraints given in Expression (2). As a result, all y i -variables assume a value of 1, and all x ij are 0. The formal computations are depicted in the following Algorithm 1.
ALGORITHM 1: Computation of bound ECO set y i = 1 ∀i; set x ij = 0 ∀i, j; Figure 5 illustrates the result of this first approach. Clearly, this type of a lower bound does not yield the best possible lower bound, as any other cycle than an emergency cycle will be of a longer duration. We merely mention this approach in order to be complete. Type CCF -converter coverage forward. In comparison to the bound of type ECO, a better lower estimate is obtained by connecting each material demand to its closest possible delivery. In the illustration of Figure 6 , and in the pseudo-code provided in Algorithm 2, this is done in increasing order of j, not permitting multiple assignments of values of i. In this sense, some, but not all side constraints of Expression (2) are reconsidered. At the same time, multiple assignments, as forbidden by Expression (3), are respected. As discussed above, assigning material from the blast furnace to the closest possible consumptions at the converter does not over-estimate the duration of torpedoes in the production system. Recalling the time interval as given in Expression (6), it follows that this is a feasible way of computing a lower bound.
ALGORITHM 2: Computation of bound CCF initialize y i = 0 ∀i; initialize x ij = 0 ∀i, j; for all material requests at the converters j, j = 1, . . . , m do obtain largest index i of material coming from the blast furnace that can be assigned to j; if m k=1 x ik = 0 then set x ij = 1; end end for all material coming from the blast furnace i, i = 1, . . . , n do if m j=1 x ij = 0 then set y i = 1; end end
In brief, this typically leads to some demands j that cannot be connected to their closest delivery i, see j = 2. Unassigned material deliveries from the blast furnace are handled in emergency cycles (which do not overestimate the torpedo usage).
Type CCB -converter coverage backward. Similar to the type CCF, the material coverage at the converters can be done in decreasing order of j, with the result illustrated in Figure 7 . Although this is a slight variation of the bound type CCF, it is, depending on the instance data, different enough to be tested. Note that the pseudo-code for this procedure is almost identical to the one given in Algorithm 2, with the order of j reversed from m to 1 instead of 1, . . . , m.
Type CCMA -converter coverage with multiple assignments. Yet another lower bound can be found by discarding all emergency cycles and assuming deliveries for each material supply at the blast furnace. Algorithm 3 describes the logic of this procedure, and Figure 8 gives the result for the above introduced example. Clearly, we here relax side constraint (3), but re-introduce (2): The material demand at the converter is fully satisfied, however, at the price of possibly assigning material from the blast furnace multiple times. 
Reductions
Each of the above introduced procedures yields, for each time-step, a lower estimate on the number of torpedoes in use. The maximum over all time-steps therefore presents a lower bound on the minimum number of torpedoes that are required in a feasible solution. In the example above, we can see that any solution will employ at least two torpedoes. On a more technical note, we can see that the computation of the lower bounds introduced above requires the sorting of release dates and due dates. Therefore, the complexity is bounded by the one of sorting, which is n log n and m log m, respectively. This underlines the applicability of the ideas, even for larger data sets.
In the following, let us assume we are able to identify a feasible solution making use of the same number of torpedoes as given by the lower bound computations, i. e., an optimal solution for the minimization of the maximum number of torpedoes. Then (and only then), additional reductions of material assignments are possible. For the purpose of our example, we assume that a feasible solution with using two torpedoes exists. In this case, and using the computations of bound type CCMA, assignments of i = 1 to j ∈ {3, 4} would result in a solution with a larger number of torpedoes. As a corollary, such connections can be discarded from the search space.
A Simulated Annealing Approach for the Problem at Hand
To solve the given problem we introduce a new two-stage Simulated Annealing based algorithm. Our algorithm is described below. We first formulate solution candidates and a set of equations to efficiently track data determining the solution quality. We then provide the overview of the algorithm and describe the motivation for the design of individual parts and their contributions for improving the solution quality. Emphasis is put on the design of the objective functions to use the power of the two-stage approach.
Representing a Solution Candidate
We model a possible solution with the concept of a torpedo cycle that is tied to exactly one blast furnace due date and either one converter due date or the emergency pit. The total amount of cycles is equal to the number of blast furnace due dates n. The amount of runs targeting the converter is equal to the number of converter due dates m and the rest is targeting the emergency pit.
As a solution candidate we use an array of such torpedo cycles that contains the correct number of cycles targeting the converter and emergency pit. The algorithm is designed to respect the order of zones, prevent violations of zone durations and transition times and to always meet the blast furnace due dates. Other violations are possible in the algorithm, in particular s 2,7 = D j and d 2,4 ≥ max{0; durDES · (SB i − SC j )} can be violated as well as the capacity constraints. Instead of preventing them they are monitored and penalized by the objective functions used in the Simulated Annealing algorithm.
Monitoring Constraint Violations
Constraint violations are tracked by maintaining an array of 10 values called badness each representing a certain kind of violation that can be individually weighted in the objective function.
The first set of constraint violations regarding the converter demands can be described as follows given the notation that R C is the set of torpedo cycles targeting the converter:
Equation (9) sums up the delays at the converter across all runs r that miss their deadline, in which case the start time at the converter s r 2,7 will be after the time of the assigned converter deadline.
Equation (10) first calculates the final sulfurization level for torpedo cycle r using the level at the blast furnace SB r i and the amount of time spent in the desulfurization zone d r 2,4 . By subtracting the maximum allowed level at the converter SC r j it calculates the difference between the maximum allowed level and the actual level and penalizes values above 0 that indicate sulfurization level misses. For each of the remaining capacity constraints the algorithm maintains an array with the size T equal to the amount of time units in the whole planning period. One such array is maintained for each capacitated zone (cBF , cFB , cD and cC ) and for the corresponding transitions (cBFtoFB , cFBtoD, cDtoC and cCtoE ). Each element of such an array counts the amount of torpedo cycles using the respective zone or transition at the given point in time.
To track the violations for each of these arrays X the corresponding badness value is calculated by
where maxOccupation X is either one of the given capacities sFB , sDES , sCON for the corresponding arrays or 1 in all other cases.
Monitoring Optimization Goals
To keep track of the number of torpedoes another array spanning the entire planning period is used. The array occupation counts for each point in time the number of torpedo cycles that are currently active. Therefore the maximum value of this array represents the current value of the main evaluation goal. However, for this array tracking the maximum of all values is not good enough for use in the objective functions. Therefore, the array occupationCount counts the number of elements of occupation having a certain value by
e. g. occupationCount[1] counts the amount of time points where exactly one torpedo cycle is active. This concept allows to individually weigh specific levels of occupation. Finally the desulfurization is tracked by timeDesulf holding the total amount of desulfurization time for all torpedo runs. Further the array desulfMismatch keeps track of the difference between the sulfurization levels of the metal provided at the blast furnace compared to the required levels at the converter. It calculates
for 0 < i < 5, e. g., desulfMismatch[3] counts the amount of torpedo runs that need at least 3 desulfurization steps in order to be feasible. This again allows individual weights for specific difference values.
The Simulated Annealing Algorithm
The Simulated Annealing process is done in two rounds using almost the same parameters, but very different objective functions. The general design of each round uses the usual process of Simulated Annealing as shown in Algorithm 4.
ALGORITHM 4: Simulated Annealing generateInitialSolution(); for round = 0. . . 1 do value = evaluateSolution(); t = value / t fraction; for outer = 0. . . outerIterations do for inner = 0. . . innerIterations() do chooseMove(); newValue = evaluateSolution(); if shouldAccept() then acceptMove(); else abortMove(); end end t *= t factor; end end
Heuristic Generation of the Initial Solution Candidate
The concept of generateInitialSolution() as shown in Algorithm 5 is to take the ordered lists of blast furnace and converter due dates and pair them according to this ordering. In assignNextConverter (i , c), assigning blast furnace due date i to the next unassigned converter due date in c, the torpedo cycles are initialized to spend the minimum amount of time in the desulfurization zone that allows them to meet the sulfurization level requirement of the assigned converter. They arrive at the converter just at the time of the due date or too late in case this pairing is actually infeasible and spend any required waiting time in the full buffer. As long as emergency pit runs are available (condition countUnassignedConverters() = |bf | − i), they are set whenever it is possible to put the current blast furnace output to the emergency pit and still transport the next blast furnace output to the current converter due date in time (condition ¬converterMiss(i + 1, c)). As emergency pit cycles tend to get scheduled a bit too early by this approach and cause converter due date misses a few runs later, the algorithm includes a repair procedure on such due date misses to remove the previous emergency pit run and schedule it later by using blocked .
At first, time and space proportional to the total length of the planning period are required as all the capacity tracking arrays need to be initialized. The effort of constructing the initial solution is proportional to the number of blast furnace due dates (actually not linear due to the repair procedure, but in practice still very close) times the duration of a cycle as each cycle needs to be added to the capacity tracking system.
Note that in most cases the initial solution will not be feasible as some degree of constraint violation in regard to missing due dates and capacity constraints is to be expected. However, it is designed to have a structure that produces a small amount of constraint violations while still keeping the execution very fast.
Parameter Tuning
The parameters for the algorithm were carefully chosen by experimental evaluation of various combinations of parameters to increase the performance. In the following the best values used in the final computation for the competition are presented. Reasons for the provided choice are given as well as problems encountered with different values. Unless otherwise stated, changes in most parameters only resulted in small changes in the results.
Some parameters were chosen differently depending on whether the algorithm was executed with or without the reduction procedures, mostly in the cooling scheme. The used values are presented in the evaluation section in such cases.
Iteration Parameters
For each round the algorithm uses a fixed number of outer iterations outer that depends on inclusion of the reduction procedures. The selected value should always ensure that the algorithm converges to a stable result.
The temperature was set to start with the initial value of the objective function divided by t fraction. In each outer iteration the temperature is decreased by multiplying with the factor t factor . This choice, especially combined with the starting temperature and the number of inner iterations was one of the more critical choices for the quality of the results and therefore subject of detailed empirical evaluation. The initial solution is constructed in a way to already have a structure limiting the amount of constraint violations. While a certain increase in such violations is expected in the early stage of the Simulated Annealing process to prevent getting stuck too close to the initial solution, keeping the temperature high for too long destroys the structure of the initial solution requiring extensive amounts of repair at lower temperatures that make the overall result worse. On the other hand, dropping the temperature too fast leads to getting stuck in local optima.
The number of inner iterations innerIterations() depends on the size of the instance, more precisely it is the number of blast furnace deadlines. This choice was made as the number of possible moves also depends on this value. The second round experiments showed an increase by a factor of 4 to be beneficial.
Efficient Moves
We proposed four moves that are chosen randomly with certain probabilities in chooseMove(). The first move is a switch between the assigned converter deadlines for two torpedo cycles. It is chosen with a probability of 0.4 in the first round and 0.6 in the second round. The rather high probability is due to the fact that this is the move with the highest impact on the structure of the solution. The selection of the two cycles is not randomized, but actually a sensitive choice. The reason is that choosing two cycles at very different time points in the whole planning period will likely not be a good move as large deadline misses can be expected. On the other hand, only switching closely adjacent runs will likely end up in local optima too soon. Therefore, once the first cycle is selected, the second is chosen within the 10 closest blast furnance deadlines before or after the first cycle, as this showed to provide good results.
Additionally cycles are locally improved after such a move to reduce the amount of converter due date misses and sulfurization level misses. First the time spent at the desulfurization station is set to exactly the amount of time needed to pass the required maximum sulfurization level at the converter. Second if the converter due date is missed, the time at the full buffer is reduced just enough to get the due date, or to 0 if the deadline miss is larger than the full buffer time.
The other moves consist of changing the time spent at the full buffer (probability 0.4 in the first round and 0.2 in the second), the time spend at the desulfurization zone (probability 0.1), or the time spend at the converter (probability 0.1). As these moves are intended to change the internal structure of a cycle towards a good feasible solution, new values for the respective times are chosen randomly within limits preventing a converter due date miss if possible.
The key concept in tracking the capacity and goal data is to allow very fast calculation of changes triggered by moves in the algorithm and therefore to be able to try a lot of moves in a short amount of time. For the moves it is necessary to first compute the effects of the move and then either accept or reject it. Therefore, every move is reflected by first creating copies of the torpedo cycles that are affected by the move. Then all tracking data is updated by removing the original runs and adding the changed copies. In case the move is rejected, the copies are removed again and the originals added back to the tracking data. In case it is accepted, the copies replace the originals in the array of torpedo runs.
The important aspect is that all badness and goal tracking data can be updated incrementally. The sums or counts in (9), (10) and (13) allow easy removal and addition of torpedo cycles. For (11) and (12) only the parts of the arrays X and occupation affected by the currently changed torpedo runs need to be updated, the effects on the sum and the count can easily be computed incrementally again. Using this principle it is possible to update all tracked data in time that just depends on the duration of the respective torpedo cycles that are removed or added. This duration is usually very small compared to the whole time span of the planning period and is independent of the number of torpedo cycles.
Moves are accepted by shouldAccept() if their evaluation yields a better or equal result according to evaluateSolution() or else with a probability of exp value−newValue t . As the main objective in the first round is to reduce the maximum number of torpedoes used, optimization in areas with already low numbers of torpedoes might not be relevant for the result at all while a single point with a high number determines the value of the result. Therefore, the selection for a move is biased to prefer runs in areas with a high number of torpedoes in use. On the other hand, for the desulfurization time the total sum is relevant, therefore every optimization matters and no selection bias is used in the second round.
Objective Functions
To use the power of the two-stage approach we proposed specific objective functions for evaluateSolution() for each round tailored to the respective goals: (15) Equation (14) denotes the objective function for the first round and (15) the objective function for the second round. Again, the weights were chosen by experimental evaluation.
Constraint Violations
First, both objective functions take into account the constraint violations maintained by badness, however, with different weight vectors w 1 and w 2 .
Both objective functions use a weight of 100000 for the total converter due date miss time as missing such deadlines potentially indicates structural problems of the solution and therefore is considered a priority for optimization.
For the optimization of the sulfurization level misses the first round again uses a weight of 100000 as it focuses on finding a feasible solution with the least possible amount of torpedoes. The high value ensures the focus on feasibility. For the second round, however, the weight is only 1000 as there is a special part of the objective function that also deals with the sulfurization level misses in more detail.
Capacity constraint violations are all penalized by a weight of 10000 in the first round. Again the values were chosen rather high to focus on feasibility. For the second run weights for capacity misses at specific zones are only weighted by 10, for transitions by 1000. Transitions need to be weighted higher as their maximum occupation of 1 leaves less margin in general, but the weights for the zones were chosen very low to prevent the algorithm to get stuck in local optima. This actually introduces a small probability for constraint violations still present in the final result, however, higher values focused the process more on these constraints in the first place and only afterwards optimizing the desulfurization times within the limits already set by the constraints while the low values allow a kind of parallel optimization of both desulfurization times and capacity violations at a similar pace.
Number of Torpedoes
The next part of the objective functions uses the occupationCount array. For the first round each element occupationCount[i] is weighted by i k . This polynomial weighting strategy ensures a strong optimization towards a small number of currently active torpedo cycles at any point in time with a special emphasis on eliminating areas using a high number of torpedoes. This showed to be a successful approach to optimize the first objective. While k = 2 is sufficient when the reduction procedures are included, the value needs to be even higher (k = 4) without them in order to achieve the best possible results regarding the number of torpedoes.
For the second round the goal of this part of the objective function is completely changed. This part is the reason for choosing to use two separate rounds of optimization in the first place. The key point is the structure of the solution created in the first round. The number of currently active torpedoes is kept as low as possible across the whole time span in order for the optimization to work. However, as only the maximum number of torpedoes counts for the value of the solution and this maximum value might only be reached at a small part of the whole process, this kind of optimization restricts the possibilities to optimize the desulfurization time more than necessary. Section 6.3 will highlight this in the results.
Therefore, the second round memorizes the amount of torpedoes reached in the first round (fixed ) and sets the weight for every i up to this value to 0. For all i above this value previous weights are increased by a factor of 1000000. This allows free use of any number of torpedoes up to the set limit allowing much more flexibility for the reduction of desulfurization times by utilization of torpedoes that would otherwise be on standby. On the other hand the excessive weights for going beyond this limit ensure that the optimization result from the first round is kept throughout the second round.
Desulfurization
In the first round the objective function adds the optimization of desulfurization times as a low priority goal to the process.
In the second round the desulfurization times are included in more detail to encourage better matching of blast furnace and converter deadlines with respect to their sulfurization levels. To incorporate the difference in initial sulfurization levels compared to the actual converter level demands the array desulfMismatch is used. A level miss is weighted by 10000·i where i counts the number of missed levels, therefore linearly penalizing the distance to the required level. Here a range of other methods were tried as well, in particular using polynomial strategies like for the number of torpedoes or also penalizing levels that are lower than required in order to reduce potentially wasteful situations where torpedo cycles with low level are used for converter demands with high maximum level. However, none of these strategies gave better results than the one described above.
Finally, the total desulfurization time is added to the objective function as well. Using a weight of 1, this (actually the overall optimization goal of the second round) is a rather low priority target in the optimization process. This is because putting more emphasis on parts like the sulfurization level mismatch works towards producing an optimal structure of the solution earlier. This is important especially regarding the assignment of converter due dates to the torpedo cycles. As such switches can easily produce at least temporary constraint violations it is beneficial to work on an optimized assignment while the temperature is still high and then focus on optimizations within cycles by shifting times to reduce desulfurization times locally at a later point in the process.
Reduction Procedures
The algorithm as described above can be used without applying the reduction procedures. However, applying these procedures can eliminate a large part of potential blast furnace to converter assignments beforehand and therefore allow a major reduction of the search space. This in turn can be used to greatly reduce the time for application of the Simulated Annealing algorithm while maintaining the same or even slightly better results.
The application is implemented by storing a boolean matrix of possible blast furnace to converter assignments and checking every potential assignment during application of the moves in Simulated Annealing whether it is allowed. Only when the resulting assignments of a move are in the allowed search space the evaluation of the move is triggered.
Experimental Investigation
The algorithm was executed on an Intel Core i7-6700K with 4 x 4.0 GHz using a single core. First we present the data sets and evaluate the reduction procedures. The next part evaluates the need for the two-stage algorithm by exploring the structure of a solution in different stages of the algorithm. Then the algorithm is applied to the full data set both with and without utilizing the reduction process.
Data Sets
An original set of six instances was provided for the ACP 2016 Challenge (Schaus et al., 2016) . Those instances were generated by an instance generator that was published along with the configuration files used for the generator. To evaluate our approach on a larger set of instances, we applied the following process to generate more instances.
The features of an instance are given by the configuration file, setting numbers of slots as well as ranges for the durations and by providing the number of blast furnace and converter due dates directly to the generator. Table 1 shows the used configuration files. Table 2 shows the number of blast furnace and converter due dates for the competition instances. Now for each existing instance instance0x three new instances with the same configuration file 0x and the same number of blast furnace and converter due dates are generated. Further each of the configuration files high, using 2 to 3 times more slots, long, using triple durations, narrow , using only a third of the number of slots for the full buffer, and short, using durations at roughly a third of the usual values, is combined with each of the sets of due dates to investigate the effect of those features on the solutions.
An additional set of instances is created to investigate the importance of the ratio between the number of blast furnace and converter due dates on the difficulty of the problem. Instance 4 from the original instances has equal numbers of these due dates and turned out to be the easiest original instance to solve. Therefore, using the same configuration file 04 and the same number of 1000 blast furnace due dates, instances with the number of converter due dates set to 999, 995, 990, 975, 950, 900, 750 and 500 are generated as instance04 ratioY .
Effect of the Reduction Procedures
A detailed analysis of the effect of reducing the possible material assignments has been conducted. First, we apply the logical reductions as described in Section 4.3. Then, all assignments based on the lower bound computations (types CCF, CCB, CCMA) are removed. Here, no particular order has to be respected as all types of lower bounds are independent from each other. Once these assignments have been removed (Log-1, Type CCF, Type CCB, Type CCMA), the logical checks can yet once more be run, and additional material assignments might be removed. It terminates after the second application of the logical checks. At this point, no further reductions of variable values are possible. Formally, the procedure is given in Algorithm 6.
ALGORITHM 6: Application of the reduction procedures apply logical reductions based on Hall sets; if reductions based on the lower bounds (type CCF, CCB, CCMA) then re-apply logical reductions; end Table 3 reports the findings of these experiments: We first give for each instance the number of possible assignments i → j in column 2. The number of removed assignments by applying the logical tests is shown in the third column, 'Log-1'. Then, columns 4-6 give the number of removed assignments for the different types of lower bound calculations, Type CCF, CCB, and CCMA.
The effect of this second run of the logical checks is reported in column 'Log-2'. Finally, the remaining number of possible i → j-assignments is given in column 8, and the reduction is summarized in column 9 ('red.', in percent) . Note that the different tests typically do not remove distinct assignments, but that there is a considerable overlap between the different approaches.
Our analysis has shown that the reductions of the lower bounds Type CCF and Type CCB are overlapping to a large degree. In some cases, they are even identical. This is to be expected, as the logic for constructing the lower bounds is very similar, differing only in the sequence in which the assignments are made. Still, there are some differences, and some material assignments are excluded by one type but not the other. Ultimately, both should be applied as they both contribute.
Cases in which the lower bound computed by our procedures is not found as an upper bound are scarce. In our experiments, this was only the case for instance05. Consequently, the reductions by the lower bound calculations are, here, zero.
We are also able to see that there does not seem a clear pattern of when the concepts are particularly useful and when not, apart from the case of instance04. Here, close to mn − m assignments are removed. Clearly, this relates to the structure of the instances, as m = n. Effectively, the tightness of the constraints does not allow for many different material assignments, and this is reflected in the large number of reductions.
Overall, the investigation reveals that the ideas put forward in this article are highly useful for reducing the set of possible material assignments. On average, and after applying all reductions, 72.8% of all potential assignments are discarded, which is quite impressive. Bearing in mind that the computations proposed by us can be done as a preprocessing step, keeping the outcomes for further optimization runs, we believe them to be a valuable contribution for the problem at hand.
Structure of a Solution
To see the importance of using two rounds of Simulated Annealing, data collected from one particular computation of instance01 is presented after the creation of the initial solution and after each round of Simulated Annealing. The resulting distribution is similar in all instances, therefore it is only described for instance01 to highlight the way the algorithm transforms the solution. Table 4 shows the elements of occupationCount for indices 0 to 5 and timeDesulf for instance01 . All values occupationCount[i] with i > 5 are 0. The initial solution generated by the heuristic typically uses only a few torpedoes more than the final result, in this case 5 torpedoes are used. However, as to be expected, this solution is infeasible, and capacity constraints are slightly violated at the transitions FBtoD, DtoC and CtoE as well as at the desulfurization zone. Figure 10 shows the distribution of the occupation values. The most frequent occupation at this stage is to have 0 or 1 torpedo active.
After the first round of Simulated Annealing the number of torpedoes was lowered to 4, however, the desulfurization time slightly increased despite the fact that desulfurization is added as a low level optimization goal to this stage. This solution is already feasible and fixes the number of torpedoes used in the final solution. As the figure shows, the distribution for occupationCount is shifted as far as possible to the lower indices. The highest number of torpedoes is only used at a very small number of time points. In fact, for almost half the time no torpedoes are active at all.
In the second round of Simulated Annealing this distribution completely changes as the algorithm now permits free use of any number of torpedoes up to 4 in order to optimize the desulfurization time as much as possible. The results show that there is almost no time left without any torpedo on the move while the most frequent occupation shifts to 2 and 3. This allows much more flexibility for optimizing the desulfurization time and results in less than half the time compared to the first round.
Results
For these results the algorithm was evaluated 20 times on each instance. The evaluation without reduction procedures in Table 5 uses outer = 10000, t fraction = 10 and t factor = 0 .998 , while the evaluation with reduction procedures in Table 6 uses the much faster cooling with outer = 1000, t fraction = 1000 and t factor = 0.99.
The column Ab. 1 shows the number of runs where the best known number of torpedoes could not be reached in stage 1. Ab. 2 shows the number of runs where the final result had to be discarded due to constraint violations. These cases typically included a minor capacity violation that could not be resolved.
The column Torp. shows the result for the main objective, the maximum number of torpedoes. The next columns show the best respecitively average number of time steps spent in disulfurization as well as the standard deviation for this value. Note that average and standard deviation are calculated on feasible runs reaching the best known number of torpedoes only. The time is given in seconds and represents the average running time of those runs. Even without application of the reduction procedures this algorithm was able to find the best solutions for the six original instances in the ACP 2016 Challenge, using 50 runs per instance. For the extended evaluation 20 runs where performed per instance. As we mentioned in the related work the first published method that proved the optimality of ACP challenge instances was proposed by Schutt (2017, 2018) . Comparing to this approach, our method was also able to find the optimal solutions for the ACP challenge instances. Results on these instances show that although our method is based on local search and in general can not guarantee the optimality, it is very robust.
The results show that in general the algorithm produces very stable solutions that do not differ much. This is important for practical use as the calculation could be done with only few runs in a short time while still staying within a short distance to the best solutions the algorithm might find given more runs.
Effect of the Reduction Procedures
Several effects can be noticed when applying the reduction procedures. In total 56 instances were evaluated, leading to 1120 runs for each of the result tables. As presented in Table 5 , out of those 83, which amounts to 7.4%, did not reach the best known number of torpedoes. In Table 6 , this amout reduces to 4 runs, or 0.4%, of all runs, which is a major improvement. Note that the amount of infeasible instances raises from 3 (0.3%) to 12 (1.1%), but still the overall sum of aborts shows a major drop from 86 (7.7%) to 16 (1.4%). The best known number of torpedoes does not change for any of the instances. However, the rate for reaching this best value is significantly improved.
The tables show that the best desulfurization time out of 20 runs is improved for 12 out of 56 instances (avg. −0.2%), while only 2 instances reach a slightly worse result (avg. +0.2%). The corresponding best values are printed in bold in the tables. For the other 42 instances the same best values where reached, however, the number of times the best value is reached out of 20 runs is improved for 30 instances, while it decreased for only 6 instances, in total raising the number from 388 to 548 out of 1120 runs.
The average desulfurization time is improved for 37 out of 56 instances, only 9 show a worse average. 32 instances show smaller standard deviation, while 16 show larger standard deviation. Most of these differences are rather small, still a clear trend towards slightly better results in Table 6 compared to Table 5 can be seen. A noteable negative effect can be seen on some of the short instances (mainly instance01 short and instance02 short), where the best result is very similar, but average and standard deviation get worse.
A large improvement can be seen across all instances regarding the runtime, where in the average a reduction by 71% can be achieved with the reduction procedures. Note that the runtime results from the settings for the cooling scheme, not directly from the reductions. However, simply reducing the runtime in the same way without applying the reduction has significant negative influence on the results. A comparision shows that for 4 instances the best known number of torpedoes can not be reached any more (number of torpedoes +33.3% each), the total number of aborts (not reaching the best known number of torpedoes or including constraint violations) goes up to 153 (13.7%) and out of the 52 instances with the same number of torpedoes 16 have a worse best desulfurization time (2 better) and 43 have a worse average desulfurization time (3 better). In the average the desulfurization time would raise by 0.3% with worst instances getting up to 7% higher desulfurization times, while improvements are not better than 0.2% at best.
In contrast, using the same cooling scheme as used without reductions, but including the reductions, 14 solutions have improved best desulfurization time (0 worse, up to 0.5% better) and 47 have improved average desulfurization time (1 worse, average 0.2% better).
Instance Analysis
Regarding the differences between the individual instances, a few conclusions can be drawn. The individual instances generated with the same configurations often show similar runtimes and highlight the conflict between the two given objectives that requires the two-stage algorithm. Typically instances with a higher number of torpedoes in turn show a lower desulfurization time and vice versa.
As expected due to the design of the algorithm, the long versions have significantly higher runtime, the short versions have significantly lower runtime within their category. high instances often resulted in more torpedoes in the solution, narrow did not seem to make much difference. Regarding the ratio instances the first two (1 and 5 emergency pit cycles) have a standard deviation of 0 in Table 6 , indicating that the algorithm most likely always reaches the best result, while for more emergency pit cycles this is not the case any more.
Conclusions
This paper presented a new approach to solve a scheduling problem in steel production plants. Our overall algorithm includes a new approach for pruning the search space based on reducing the set of possible material assignments, and a search algorithm following the concept of Simulated Annealing. The pruning approach is based on logical reductions and lower bound calculations on the number of torpedo cars. The Simulated Annealing algorithm utilizes several proposed efficient moves and optimizes the result for two lexicographically ordered optimality criteria. In order to achieve this, each part of the solution algorithm is tailored towards the optimal progress for its corresponding goal. Hence, a two-stage Simulated Annealing is employed.
Our approach has been experimentally evaluated on instances of the ACP challenge. We conclude that by using our reduction procedure the efficiency can significantly be improved across all instances. On average, a runtime reduction of 71% can be achieved. Furthermore, the quality of the solutions for several instances could be improved by applying the reduction procedure. Our Simulated Annealing algorithm was able to obtain best existing results in the ACP challenge and it consistently obtains very good results for new and larger generated instances regarding the main optimization criteria, which is the number of used torpedoes.
The results show that the approach is a valid and competitive method to solve the given problem. The reduction procedure can also be used as prepossessing step for any other search technique. Besides, the ideas of Simulated Annealing are generic and can also be adapted to various other problems utilizing lexicographic evaluation functions.
From our perspective, future work could include the adaption of the approach to other related problems in this domain. Furthermore, it would be interesting to evaluate the impact of the reduction procedure on the efficiency of other search techniques for the Torpedo Scheduling Problem.
