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ABSTRACT 
Virtual reality (VR) training has been applied to multiple different tasks and compared to 
conventional training methods. The aim of this research is to evaluate training in a large-scale 
CAVE-based virtual environment (VE) for a location-based mobile application designed to 
support an address verification task via walking. This training required a simulated neighborhood 
environment, a user interface for VE navigation, and communication between the VE and the 
mobile application. In this research, four main elements interacted together to provide the user 
experience: the VE, the mobile application, the task, and the user’s spatial ability.  
The first part of the research examined the impact of training in VR. The training was 
applied in two different environments with two different groups (in the field and VR). The 
effectiveness of training was measured using a field test for both training groups. There were 
statistically significant improvements in both training groups after training. There were no 
significant differences between the two training groups in performance (time, distance, task 
errors) in the testing session.  
The second part evaluated the interaction with the mobile application by assessing the 
impact of training on the use of the mobile application and the usability issues experienced with 
the app. Usability was measured using quantitative (taps in the application) and qualitative 
(usability questionnaire) methods. Results showed statistically significant improvements in the 
app interaction in both real-world and virtual training groups where both groups reduced taps 
significantly in the testing session compared to the training session. There were no significant 
differences between the two training groups in taps in the testing session. The usability 
questionnaire documented issues related to feedback and map design. However, the 
xiii 
questionnaire results showed an overall satisfaction of the usefulness and the information quality 
of the mobile app.   
The last part of the study evaluated the interaction with the virtual environment by 
examining users’ sense of presence and perceived distance traveled. The sense of presence was 
measured using a presence questionnaire. The perceived distance compared participants’ 
perceived travel distance with their actual distance traveled. Results showed that participants had 
a relatively high sense of presence in the CAVE. It was also found that participants 
underperceived their distance traveled in VR.   
This research found the large-scale CAVE-based virtual environment (VE) valuable in 
training and evaluation for the location-based mobile application designed to support an address 
verification task. These results will enable users from both academia and industry with location-
based mobile applications to apply sufficient training in the context in the large-scale CAVE-
based virtual environment (VE). Findings in this research enable researchers and practitioners in 
user experience (UX) to apply valuable evaluations of usability and interaction for location-
based mobile applications using a large-scale CAVE-based virtual environment (VE). 
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CHAPTER 1.    INTRODUCTION  
Virtual reality has been used successfully in domains such as games (Zyda, 2005), health 
care (Mantovani, Castelnuovo, Gaggioli, & Riva, 2003; Riva, 2005), education (Freina & Ott, 
2015), business (Kaplan & Haenlein, 2009; Shen & Eder, 2009), and more (Guttentag, 2010). 
One use of VR that has been showing impact and positive results is training  (Bertram, 
Moskaliuk, & Cress, 2015; Sacks, Perlman, & Barak, 2013). In the academic literature, exploring 
the process of applying VR training to different fields has been an active area of research. There 
are challenges when applying training in VR, such as understanding what has been transferred 
from the simulation training to the field and how to measure that transfer (Ganier, Hoareau, & 
Tisseau, 2014; Korteling, Oprins, & Kallen, 2013). Another challenge is creating training in a 
realistic context (Moskaliuk, Bertram, & Cress, 2013), which involves several elements that 
interact with each other to create the learning experience, such as the trainee, the task, and the 
training environment. This research investigated the effectiveness of training in a large-scale 
CAVE-based virtual environment (VE) for a location-based mobile application designed to 
support an address verification task (AVT). Additionally, it evaluated the usability and the 
interaction with the location-based mobile application. It also examined the interaction with the 
virtual environment while preforming the task using the mobile application. 
 
1.1 Training in VR for Navigation 
One area that has been active in VR training is navigation. Training in VR was 
implemented for spatial knowledge transfer and presented successful results for both indoor and 
outdoor environments (Connors, Chrastil, Sánchez, & Merabet, 2014; Waller, Hunt, & Knapp, 
1998; Wallet, Sauzéon, Rodrigues, Larrue, & N’kaoua, 2010). In these cases, participants tried to 
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learn to navigate a specific small area by first training in a similar simulated environment in VR. 
Training in VR for a task that requires navigation in a large environment to perform location-
based operations, to our knowledge is unresolved. In the current research, the training is not only 
for navigating a specific area but also for the AVT and the corresponding mobile application, to 
perform the correct operation on the appropriate location. Unlike the spatial knowledge transfer 
studies, the training for the location-based task operations should be applicable to any 
environment, not only the simulated one. The goal of the AVT is to update a residential map to 
match the addresses in the real world. There are four operations to use within the AVT: confirm 
the address number in the map matches the house number in the field, update the map if there is 
any change for that location, delete an address from the map if it is not in the appropriate 
location anymore, or add an address to the map if the address is missing from the map. This task 
was inspired by the work of a government agency, the U.S. Census Bureau (Census Bureau, 
2012). The Census Bureau train their employees to perform the AVT using Title 13 software. In 
this study, the AVT was implemented as a use case to investigate the training and evaluation of 
the location-based mobile application in VR.  
 
1.2 Mobile Application Evaluation  
As with the case of training, evaluating the mobile application in context provides 
advantages to discover and solve issues that cannot be discovered otherwise. Evaluating the 
mobile application in the lab versus the field has been an active discussion in the HCI 
community (Kjeldskov, Skov, Als, & Høegh, 2004; Nielsen, Overgaard, Pedersen, Stage, & 
Stenild, 2006) where both locations have their advantages and disadvantages. The C6, Iowa State 
University’s VR CAVE, offers a valuable opportunity for mobile application evaluation within a 
virtual environment, a process for which there are multiple approaches (Delikostidis, Fechner, 
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Fritze, AbdelMouty, & Kray, 2013a). The interaction between the mobile application and the VE 
in the literature was mostly to control the virtual environment or to provide feedback about the 
environment. In this study, the interaction between the VE and the mobile application is based on 
a task requiring navigation wayfinding. The issue of whether a high-fidelity simulated 
environment can provide training as effective as the real world for using a location-based mobile 
application to our knowledge is still unanswered. The CAVE environment is a way to solve that 
issue by providing the advantages of the lab and the context of the real world (the mobile app in 
one’s hand) within a single environment.  
 
1.3 VE Interaction Evaluation  
A CAVE provides a unique experience with high immersion and presence in VR with 
advantages such as the high visual fidelity, the flexibility of navigation, providing large scale 
simulation, and for multiple users to have the same experience. Evaluating the interaction with 
such an environment has been explored in different tasks and simulations (DeFanti et al., 2011; 
Muhanna, 2015). However, evaluating the interaction with the CAVE in a large-scale simulation 
for navigation and a location-based task involving a mobile device to our knowledge is still 
uninvestigated. Distance is an important element in the interaction with VR applications 
especially in navigation tasks. Perception of distance in VR has been an active area of research in 
the literature. Users found to underperceive their distance in VR compared to the perceived 
distance of the real world (Messing & Durgin, 2005; Sinai, Krebs, Darken, Rowland, & 
McCarley, 1999; Witmer & Kline, 1998; Witmer & Sadowski Jr, 1998). Looking at that issue in 
the CAVE using a location-based navigation task for a large simulation remains open for 
investigation.  
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1.4 Proposed Solutions 
In this work, the system is built based on the interaction of four components: the user or 
trainee, the virtual environment, the mobile application, and the task as shown in Figure 1.1. 
This research investigated three main parts: training in virtual reality for the address verification 
task and the mobile application, usability evaluation of the mobile application, and an evaluation 
of the interaction with the VE. One factor that makes this study unusual is that the virtual reality 
training is presented using an immersive CAVE display (Cruz-Neira, Sandin, & Defanti,1993) 
rather than a head-mounted display so that the trainee can use a real mobile device during the 
task.  
 
 
Figure 1.1.The interaction between the elements of the study to perform the AVT. 
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The first part of the study was training, which compared training in two different 
environments: simulated virtual neighborhood environment running in a CAVE lab called the 
C6, and a real-world neighborhood. There were two primary purposes of the training: 1) To train 
for the address verification task, which includes confirm, add, delete and move operations, and 2) 
To train for using the location-based mobile application specially designed for address 
verification tasks. From the user side, the focus was on the individual differences, specifically 
spatial visualization ability and how it relates to the training environments. Spatial visualization 
ability (VZ) was evaluated using the paper folding test (Ekstrom, French, & Harman, 1976). The 
training was evaluated by performing a field test in the real world and measuring performance as 
well as a training satisfaction questionnaire.  
The second part of the study was a usability evaluation of the location-based mobile 
application. The usability evaluation examined how app usability is related to spatial 
visualization and investigated usability problems while training and while testing after training to 
find the impact of the training environment on usability. User satisfaction, performance, and log 
files analysis were used to evaluate usability.  
The third aspect of the study was evaluating the interaction with the virtual environment 
from the user perspective by assessing users' sense of presence and its interaction with spatial 
visualization ability in the virtual environment as well as evaluating the perceived distance in the 
VE. The impact of the sense of presence on performance during the test session was also 
examined. The sense of presence was assessed using the Presence Questionnaire version 3.0 
(Witmer & Singer, 1998). 
The results expected from this research are as follows. First, it is desired that the virtual 
environment is an effective environment for training for address verification tasks using a 
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location-based mobile application. Second, it is desired that the virtual environment is an 
efficient environment for the usability evaluation of the location-based mobile application. Third, 
the system of this study is expected to provide a high sense of presence to the users and to align 
with previous research regarding the distance perception issue. It is also expected that 
individuals’ spatial visualization ability is an essential factor in training and usability evaluation 
for the location-based mobile application, as well as it interacts with the sense of presence in the 
virtual environment when evaluated in the simulated virtual environment.  
 
1.5 Contributions of this Work 
This research offers the following engineering contributions to the body of research on 
VR training, spatial navigation, and mobile app interaction.  
1. Creation of an updated version of a location-based mobile application: the initial 
mobile app software was designed by Patanasakpinyo (2017). In this updated version, 
we changed the application to accommodate the training tasks. Three versions of the app 
were created: one for the training group that had their training in the virtual environment 
(a simulated GPS feature was added to this version as a novel way to navigate the large 
simulated environment), and the other two versions for the training group in the real 
world and testing in the real world.  
2. Creation of an updated VR neighborhood environment: The original neighborhood 
model was created by Batinov et al. (2013) and Whitney (2019). The new version made 
an effort to improve the fidelity of the 3D model by adding more elements to the 
environment such as sidewalks, driveways, cars, trees, sound effects, and wind 
movement. Additionally, we worked with the new model to correct the geolocation 
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information in the model by adding new buildings and confirming the existing ones. The 
new model was expanded by adding many blocks to cover a wider geographical area.  
3. Deployment of the 3D model in the C6 lab: The 3D neighborhood model was deployed 
in the C6 lab using the Unity game engine. This model improved in speed and 
navigation and added logfiles calculating time, distance, and location information for 
each participant.  
In addition, this study makes the following research contribution to these same academic 
disciplines.  
4. An experimental study with three major components: Training in VR, Usability 
evaluation, and interaction evaluation withe VR environment with 42 participants. This 
study introduced the large-scale CAVE-based virtual environment (VE) as valuable tool 
in training and evaluation for the location-based mobile application designed to support 
an address verification task. These results will enable users from both academia and 
industry with location based mobile applications to apply a sufficient training in the 
context in the large-scale CAVE-based virtual environment (VE). Findings in this 
research enable researchers and practitioners in user experience (UX) to apply valuable 
evaluations of usability and interaction for location-based mobile applications using the 
large-scale CAVE-based virtual environment (VE). It also provided insights about the 
interaction with the large-scale VE which could be useful for applications with 
navigation tasks.  
 
1.6 Organization 
This dissertation is organized by chapters as presented in Figure 1.1 with the related 
element of each chapter. In Chapter 2, the literature review is presented and divided by topics. 
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Chapter 3 presents the methods, the procedures, and the experiment design of the study 
evaluated in chapters 4,5 and 6. In Chapter 4, the training evaluation is presented with results 
and discussions. Chapter 5 shows the mobile application usability evaluation with results and 
discussions. In Chapter 6, the evaluation of the interaction with the virtual environment is 
presented with results and discussions. Chapter 7 summarizes the conclusions and discusses the 
future directions of this project.  
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CHAPTER 2.    LITERATURE REVIEW 
The literature review incorporates two main sections: training in virtual reality and 
mobile phone evaluation in VR. The first section covers previous work done by our research 
group, training in VR, the theory of training in VR, and the transfer of training. The second 
section covers usability evaluation of mobile apps in VR, mobile apps as a control tool for the 
VE, and VR as an early testing tool for mobile applications. 
 
2.1 Previous Group Work 
The original work started as a Census Bureau project by (Batinov et al., 2013; Batinov, 
Whitney, Nusser, Miller, & Ashenfelter, 2011; Batinov, 2017; Patanasakpinyo, Batinov, 
Whitney, Sulaiman, & Miller, 2019; Rusch, Nusser, Miller, Batinov, & Whitney, 2012; Whitney, 
Batinov, Miller, Nusser, & Ashenfelter, 2011; Whitney, Batinov, Nusser, Miller, & Ashenfelter, 
2010) The team designed a 3D simulation model of a neighborhood in Ames, Iowa to scrutinize 
if users perform similarly in the virtual environment as the real-world for address verification 
tasks. The study examined the performance concerning individual differences, with a focus on 
spatial ability. The study suggested that there were no differences between the two environments 
regarding task time. However, there was a variation for the distance as the VR group showed a 
higher mileage than the real world. The authors suggested that VR is beneficial for evaluating 
performance with respect to an address verification task, specifically for people with high spatial 
ability. The research group has concentrated on the impact of individual differences on user 
experience using location-based mobile applications. Results found that spatial ability is a 
critical factor on user’s performance using a location-based mobile app, particularly with the 
address verification task. 
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There are behavioral differentials associated with address verification tasks and spatial 
visualization. The group conducted three distinct experiments to examine the address verification 
tasks and their relation to spatial visualization. The three studies produced statistical evidence of 
the differences in performance between high and low spatial visualization groups. Using 
behavioral statistics, Batinov (2017) proposed an automatic recognition model of spatial 
visualization ability for address verification tasks. The study found that the high spatial 
visualization group benefited from adaptations enhancing the availability of survey information. 
The low spatial ability group was best served by landmark oriented adaptations. 
Patanasakpinyo (2017) in his thesis looked at methods to minimize the effect of 
individual differences on user experience. Specifically, he focused on the impact of spatial 
visualization (VZ) on the mobile location-based application user interface. He designed and 
executed three studies to discover the relationships between the level of VZ for a participant and 
used interface features. In the first study he found that the performance of low VZ group 
improved when they used GPS. However, the GPS feature did not affect the performance of the 
high VZ group. Object-indexing was implemented with two versions that support the 
performance of both participants with low and high VZ. Additionally, the minimap feature 
supported the high VZ group. 
Study two by Patanasakpinyo (2017) was designed to explore the impact of map size on 
high and low spatial visualization groups. He provided a user interface that contains two maps: 
the primary map, and a minimap. However, the primary map is about four times larger than the 
one in his first experiment. He observed that the size of the map was useful to users, but he could 
not prove how much it influenced their performance. In his last study, he developed an adaptive 
user interface for address verification task application that can detect the user’s spatial 
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visualization from his performance and adjust the user interface accordingly to the one with the 
features that are appropriate to his/her spatial visualization level. His results indicated that both 
high and low VZ groups improved with adaptive software than conventional software. The 
accuracy of his prediction model was between 77% and 83% depending on the strategy he 
applied.  
The present dissertation is to introduce VR training as a solution to improve the 
performance of both high and low VZ groups on the address verification task using the mobile 
application. Additionally, to evaluate the interaction between the user, the virtual environment 
and the mobile application. The next section presents examples of training using VR in several 
dimensions and how VR affects the task performance in each example. 
 
2.2 Training in Virtual Reality  
Virtual reality provides many advantages for training such as creating a controllable 
environment and reducing the cost and risk for field training. Rodrguez, Gutirrez, J., Casado, & 
Aguinag (2012) discussed the benefits and downsides of using VR for training. The first 
advantage is active learning or learning by doing. The VR environment can eliminate the 
difficulties of working in a real-world environment, such as availability, cost, and safety. VR 
also can provide more feedback than the real-world environment, such as audio, haptic, and 
visual feedback. Flexibility and enjoyment are another two elements gained by using VR for 
training. Additionally, VR environment provides ways to log actions during the training session.  
On the other hand, one significant risk of using VR for training is when the trainee becomes 
dependent on the VR features to complete the task. In this case, the absence of these features 
may affect the learner's performance. The present research is an effort toward utilizing the 
benefits of training in VR to replace or be as good as training in the field. 
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2.2.1 VR Training for Real-World Tasks 
Early studies showed the potential of VR training; however, results from these studies did 
not show improvement after training. An attempt for VR training by Kozak, Hancock, Arthur, & 
Chrysler (1993) found that training in the VE did not transfer to the real-world for a simple task. 
The study compared training in virtual reality, real-world, and no training groups. The group 
gained real-world training did significantly better than both the VE and the control group. The 
study suggested improvement of the virtual environment to enable the transfer of training.  
As the VR technologies improved, studies presented more positive results toward the 
effectiveness of VR training. Rose et al. (2000) experimented with training in VE for a simple 
sensorimotor task to measure what knowledge has been transferred. Researchers found that there 
was a transfer from VE task training to real task performance. There was no significant 
difference between the virtual environment and the real-world training in the performance of 
post-training for this specific task. Ganier, Hoareau, & Tisseau (2014) presented a case study for 
tank maintenance training in the virtual environment. The study investigated whether the 
maintenance procedure could be learned equally from VE and the real world. Forty-two 
participants separated into three groups: virtual training, real-world training, and a control group. 
Then users perform a real-world maintenance task individually. They found that both groups (VE 
and real-world) showed similar levels of performance on this task in the real world. In this 
current study, the goal is to transfer the learning of task operations and app interaction from the 
training session and apply it to the testing session.  
The quality of the simulator is essential for skills transfer as highlighted by Rauter et al. 
(2013). The study examined the transfer of complex skills learning from virtual to real scull 
rowing. Two groups received the training, one group trained on water and another group trained 
on a high-fidelity simulator. Biomechanical measures and video evaluation were used to 
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calculate the performance, and a questionnaire was used to confirm the simulator quality. The 
result showed that both groups improved after training. The 3D model for this current study was 
improved in quality by increasing the details of the environment and the FPS (frames per second) 
as well as the locomotion navigation.  
VR training can be beneficial for sports training and physical activities as shown in Gray 
(2017). The study investigated the transfer of training from VR to the real task for baseball 
batting. It included three groups, adaptive VE training, one with additional practice sessions in 
the VE, one with additional sessions in the real world and a control group with no extra training. 
Results determined that adaptive VE training condition showed a significant improvement 
compared to the performance of other groups. Using adaptive training could be used to replace 
the traditional practice in VE. Physical activities were part of this current experiment also, where 
the task required walking for approximately 1.5 miles; however, the goal of the study was not to 
train for the walking but for the task itself (address verification) and using the mobile 
application.   
With many examples in the literature, VR training has shown a positive result in the 
medical field, specifically with surgical operations. However, there are scenarios where VR 
training did not show satisfying results due to reasons such as the quality of the simulation and 
the complexity of the task. Middleton et al. (2017) studied the differences between virtual reality 
and BT (benchtop) arthroscopy simulators. Inexperienced participants in the field of arthroscopic 
surgery were placed to two different training programs a BT and VR knee arthroscopy simulator. 
Participants performed an arthroscopy procedure on both simulators. Performance was tested 
using wireless objective motion analysis. The results showed that participants from both groups 
improved in their arthroscopic skills. The BT training group had better skills than the virtual 
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reality group. Moreover, skills gathered from VR training did not transfer over as quickly to the 
BT simulator. The VR simulator had a feedback feature but, it still could not match that of BT 
training. These results suggest that participants with BT training had more improvements in 
psychomotor skills. Continued analysis was needed to determine if the results would transfer 
over to the operating room. 
VR was shown to be an effective method for learning technical skills such as the 
operation of machines, selection of process parameter, and process planning, as presented in Jou 
& Wang (2013), in which they studied the effectiveness of virtual reality to learn technical skills. 
Proficient welders are highly sought after in industry, but there is a high cost to train for such a 
complex skill. There has been a long search for the most cost-effective way to train these 
individuals. Stone, Watts, Zhong, & Wei (2011) implemented virtual reality and traditional 
training methods to evaluate the impact of virtual reality on the training process. Participants 
were assigned to one of the two training methods that were taught by American Welding Society 
certified instructors. Both training methods lasted two weeks. The training consisted of four 
different welding types ranging across distinct levels of difficulty. Participants had the 
opportunity to test for the corresponding weld type certificate after completion of training. 
Participants were measured on their cognitive and physical attributes, total training time, and the 
number of welding certificates earned. The results showed that virtual reality participants had a 
41.6% increase in overall certifications earned compared to that of traditional training 
participants.  This result indicates that virtual reality can be productive and a cost-efficient way 
to train individuals in the welding industry.   
The task of address verification is not as complex as the welding; however, it requires a 
heavy cognitive load for navigation and interacting with the mobile app. The question arises of 
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whether VR can help users to manage that load and balance interaction with the app, focus on the 
task, and navigation the right location. This research is an attempt to address this question in a 
practical way. 
 
2.2.2 VR Training for Assembly Tasks 
Another successful implementation for VR training is in the domain of industrial 
maintenance and assembly. Gavish et al. (2015) evaluated virtual and augmented reality training. 
Forty trainees were divided into four groups for an assembly task: VR (training in VR two 
times), control VR (watching task demonstration for two times), AR (training in AR one time), 
and control AR (training in the real task with demonstration only one time). Participants 
performed a post-training test to evaluate training. Results found that VR and AR training had 
longer training time than control VR and control AR. Additionally, the use of AR training for 
this task should be supported and the use of VR training should be investigated further.  
 Hamblin & James (2005) examined the transfer of training from two virtual environments 
for a complex assembly task. The two virtual training environments and a real-world training 
environment and a control group were compared to measure training transfer. The result showed 
that virtual reality training could be effective for a complex assembly task. The study also 
provided additional information related to other factors that affected the ability to learn in a 
virtual environment such as individual differences (intelligence, spatial ability, and self-
efficacy). Spatial ability is important to this current project as the task involves maps and 
navigation. It was measured for participants to assess its impact on performance and training 
environment. 
Carlson, Peters, Gilbert, Vance, & Luse (2015) investigated the use of virtual reality in 
the training of assembly workers. During plant turnarounds, there is often cost and loss in 
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productivity. Virtual reality training could help workers sustain or improve their productiveness 
during shutdowns. This study used traditional physical training versus virtual bimanual haptic 
training to measure the value of learning transfer. Participants in both training methods were 
allowed to finish a wooden puzzle in twenty minutes as many times as they could. Participants 
were tested after the training session, and after two weeks using the physical puzzle. They also 
examined the effect of color-based instruction using colored physical and virtual parts. The 
outcome of this study showed that physical training outperformed virtual training overall. 
However, participants who trained in VR improved their test assembly times after the two weeks, 
indicating that virtual training can be beneficial to sustaining productivity. Results also showed 
the coloring of the puzzle parts supported the VR group in remembering the assembly process. 
For the address verification task, productivity is important for completing the assigned addresses 
at the shortest time and distance possible. The intended goal of VR training in this research is to 
enhance performance in task operations and to advance the interaction with the mobile app. Can 
the VR training assist participants in improving their productivity by saving time and distance? 
This question is also another point of interest. 
 
2.2.3 VR Training for Safety Tasks 
For careers in emergency services and law enforcement team training for different 
situations is essential for successful operations. Bertram, Moskaliuk, & Cress (2015) tested the 
use of a virtual environment to train police officers for a complex task. The virtual environment 
group was tested against a group that used traditional training methods. The groups consisted of 
two or more individuals who worked independently towards the same goal. They were tested on 
four factors: reactions, learning, behavior, and results. The outcome showed that traditional 
training transferred a better understanding and outcome for the completion of a task. However, 
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training in a virtual environment did show learning transfer for a real and complex situation, 
suggesting that virtual training can be used as a method for standard training.  
Training in virtual reality is known to decrease stress and workload more than regular 
training methods. Lackey, Salcedo, Szalma, & Hancock (2016) investigated the stress and 
workload of live training exercises of soldiers. There was a total of 64 soldiers that were split up 
into 16 different firing teams. Each group was assigned to one of the two training methods (VR 
training, Live training). Each team had to complete different room clearing scenarios where 
every soldier had a different role. The results showed soldiers that had a positive experience 
within the virtual reality simulator also experienced lower stress and workload compared to the 
live training. This gives insight for VR being useful for the training of stressful scenarios that 
otherwise could be detrimental to soldiers’ mental health. 
 Sacks, Perlman, & Barak (2013) experimented construction safety training in virtual 
reality. The study questioned whether safety training in VR was more efficient than traditional 
practice concerning learning and recall in assessing construction safety risks. The 66 participants 
were divided into two groups; one received the conventional training, and the other group was 
provided with the VR training. Their knowledge was tested before training, immediately after 
training and one month later. VR training was more useful for keeping participants’ attention and 
concentration. The results concluded that adopting VR training for construction safety is strongly 
recommended. Safety is also critical for the current experiment, as the participants walk a large 
distance to perform the task. As part of the training, the use of the sidewalk and the safe road 
crossing are emphasized. 
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2.2.4 VR Training Using a CAVE 
Immersive virtual reality applications run on platforms such as HMDs (Head-Mounted 
Displays) and in a CAVE (Cave Automatic Virtual Environment). This study runs on a unique 
CAVE, the C6 lab at Iowa State University. A CAVE provides a highly immersive VR 
environment that allows multiple individuals to navigate through a flexible large-scale setting. 
That provides researchers with the advantage to be in the same situation as the participants for 
observation. The navigation can be controlled using the glasses and free hands to hold another 
device (e.g., mobile phone or tablet) at the same time of interaction with the VR environment. 
However, there are downsides of using a CAVE, such as the high cost of running and 
maintaining it and the additional effort to design the VE to work with a CAVE.  Next, are 
examples of studies that utilized a CAVE for VR training for different tasks. 
For the construction of smart cities, Jamei et al. (2017) used a virtual reality CAVE to 
apply different scenarios. These are the key findings from their study about the benefits of using 
the CAVE: 
• Ability to work out potential complications within a 3D space during design. 
• Eliminated large amounts of time often set aside for guesswork in design. 
• Reduced cost of needed funds by intergrading all aspects of design and eliminating 
potential waste. 
• Improved communication between architects, engineers, government and 
stakeholders. 
 
 The challenge with such a study is the cost of implementing and using a CAVE. The 
issue of the cost using the CAVE is different depending on the training situation. Some studies 
demonstrated the CAVE as cost-effective and some of them presented the CAVE as a solution 
but with high cost. In this research, the CAVE is a great training solution; however, there is a 
high cost of running the CAVE, due to a large number of projectors that are required. Future 
CAVEs may have lower running cost if they can use large seamless flat screen displays.  
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A CAVE affords the advantages of avoiding risks involved in situations related to safety 
training. In some conditions training older adults for physical activities can be arduous, and the 
CAVE is a valid alternative in such a scenario. Cavallo, Dommes, Dang, & Vienne (2017) 
investigated two-way street crossing situations for older pedestrians. A VE CAVE was set up to 
be user-friendly and had few constraints. Older pedestrians have the most trouble when they try 
walking outside of the crosswalks. While the focus was the safety of the older pedestrian as they 
used crosswalks, researchers also wanted to study why complex two-directional traffic situations 
are so dangerous. The procedure tested street crossing behavior. Before taking the test, all 
participants received simulation training. The study included 48 participants tasked to different 
groups, cognitive training, behavioral training, underwent educational training, and a control 
group (received no training). Participants immediately took the test after completion of training. 
The results showed enhanced street crossing safety with older pedestrians in both behavioral and 
educational training groups. The number of risky behaviors decreases, but the participants 
continued to accept dangerous scenarios. The CAVE simulator was demonstrated to be effective 
and provided valuable understandings for the pedestrian task for older adults.  
AVT (Address verification task) training has similar elements to this paper such as 
walking and safety concerns as well as using the CAVE. Older adults are also a target group for 
AVT training. Safety is a critical element of training for the AVT because users can be busy 
focusing on the mobile app and doing the task rather than watching where they are going.  
Another example of the effective use of a CAVE can be seen through safety training for 
children. Smith & Ericson (2009) used a CAVE to place participants in a VR fire scenario. The 
research questioned if immersive VR simulations would bring a higher motivation for learning 
over prior VR training methods as in related studies which only allow participants to be passive 
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viewers. Participants were children, and they had full control to move throughout the 
environment. The task was to exercise how to escape from a simulated fire and to recognized 
home fire hazards with a partner. The results showed that the children found this learning method 
enjoyable and fascinating. The eagerness that the children show for standard fire safety protocol 
gives promise that game-based CAVE learning can be a useful tool for the training of children. 
Training enjoyment is an important factor for training design. In the AVT training, the 
assumption is that participants will enjoy the VR training, as it is a new experience form most of 
them. To measure training enjoyment, there was a question about training enjoyment in the 
training satisfaction questionnaire.   
Applying training in VR was successfully implemented in many domains as shown in the 
previous sections. The training was transferred at different levels and the performance typically 
improved after training. The study design was common to most of these examples; there were a 
control group and one or two experimental groups to compare the effectiveness of VR training. 
The control group is usually the field training or a group that received no training. In this current 
study, two groups were given training, one in the field (the control group) and one in virtual 
reality. Adding another group that received no training was hard to execute given the complexity 
of the AVT, a spatial task. The next section explores studies for training in VR for spatial 
knowledge and navigation tasks.   
 
2.3 VR Training with Spatial Knowledge and Navigation  
Virtual reality has provided advantages for spatial cognition (Hardiess, Mallot, & 
Meilinger, 2015). The movement and directions in the VR environment are easy to measure and 
the environment can be manipulated in real time. Different aspects of spatial perception can be 
tested in VR and how they correlate to each other. A VR environment can enable measurement 
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of spatial behavior on a large scale, and it is easy to record the user’s activities for further 
analysis. By using VR, researchers can avoid the limitation of doing the task in the real world 
such as safety or security concerns.  All of these advantages clearly appear in AVT training after 
implementing a large-scale navigation task for this research.  
Spatial knowledge transfer is one domain that has been successfully utilized using 
training in VE. Waller, Hunt, & Knapp (1998) investigated spatial knowledge transfer in VE 
training by implementing the training in six various environments (real world, no training, VE 
desktop, map, VE immersive, and VE long immersive) and then applied them to a task in a real-
world maze environment. The result showed that extended VE training exceeded real-world 
training. Individual differences and gender in specific affected performance. For this research, 
the goal is to limit the spatial knowledge transfer because the concentration is on the training for 
the task and the mobile app to apply it in any location. The neighborhood of the training 
environment is different from the testing environment neighborhood to prevent spatial 
knowledge transfer. 
Darken & Banker (1998) studied training for a navigation task in three separate 
environments: map, VE, and RW. Their findings were that navigation ability was more important 
to performance than the training environment. With three levels of navigation ability, the 
intermediate users benefitted the most from the VE training, more than beginner and advanced 
users. Lastly, their VE made the training time shorter, as the users were able to cover more area 
in less time than the real world. Navigation ability is essential for AVT training as navigation is 
the main aspect of this task. This experiment targets participants with all levels of navigation 
ability. 
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 Connors, Chrastil, Sánchez, & Merabet (2014) placed profoundly blind individuals in an 
AbES (Audio-based Environment Simulator) to explore a complex unfamiliar indoor 
environment. There were three groups for this study, the first group indirectly learned the 
environment while performing a goal-directed video game. The second group learned the route 
following instructions provided by the facilitator. The control group worked with AbES while 
playing a goal-directed video game, but the target layout did not match the environment. As a 
result, participants from both groups had a successful navigation performance, which means 
there was a spatial knowledge transfer. The control group did not have that transfer.  
Their study showed that both people that have been blind from early in their life and 
people that have been blind for a short time benefited from the highly immersive environment of 
the AbES to learn the new environment. This method may help transfer spatial knowledge from 
large-scale VE to real-world navigation tasks. In the current AVT training, immersive audio, 
e.g., bird sounds, was added to the simulation to enhance the sense of presence; however, it was 
not designed as a navigational aid. 
Lloyd, Persaud, & Powell (2009) tested the equivalence of performance between virtual 
reality and real-world environments by applying a route learning method. Participants were 
driven through both virtual reality and real-world routes. The routes were different but equally 
complex, and both were conducted in a suburban area.  The participant was told to direct the 
driver back through each of the routes. The outcome showed a good equivalence between the 
two environments and there were no apparent differences between them. These results indicate 
that virtual reality is a practical tool in the training of route learning. The researchers used the 
correlations between performance variables from both environments to prove equivalence and 
they did not implement an equivalence test.  In the current study, the equivalence of the two 
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environments is not the main focus. Rather, the aim is exploring the improvement in task 
performance after training. 
Motivation is an essential factor in learning a new task. Carbonell-Carrera, Saorín, 
Carbonell-Carrera, & Saorín (2017) tested the use of virtual reality to motivate second-year 
engineering students to complete a navigation task. Researchers designed location-based tasks 
using the Google Street View mobile application. First, the participants were taught a path from 
A to B on a 2D map in an urban area. Next, Participants were given 3D glasses and a joystick 
and instructed to go from point A to B in their 3D environment. Their motivation was measured 
using an Intrinsic Motivation device which had six sub-categories such as perceived competence, 
interest, effort, perceived choice, value, and tension. Statistics were calculated on a seven-point 
Likert scale. The results showed that students found the VR environment entertaining and 
fascinating. These results suggested that Google’s Street View mobile geospatial application was 
a valuable tool for motivating and educational purposes.  
The next section explains some theories behind training in virtual reality and how 
elements involved in training interact with each other.  
 
2.4 VR Training Theory  
Training in virtual reality theory discusses three main elements from different 
perspectives: the trainee, the training environment, and the task. Moskaliuk, Bertram, & Cress 
(2012) proposed a theoretical framework to put the theory that related to training in virtual 
environments to practice. Their framework covers the feeling of being present, social context, 
learning motivation and perspective-taking. To evaluate the theory-into-practice framework they 
conducted interviews with the stakeholders and reviewed their theoretical assumptions. For the 
training goals, they found that communication and knowledge-in-use are the best skills to train 
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for in a virtual police environment.The researchers argued that this framework could be used in 
similar projects and concluded that this framework is used not only to specify the requirements 
of the virtual training environment but also to evaluate its success.  
The feelings of being present, learning motivation and perspective-taking are related to 
this current research. A questionnaire was used to measure the sense of presence in the CAVE. 
The focus was not on the social context aspect, since this VE was used by individuals and no 
teams were involved when using the system.  
Gavish, Gutierrez, Webel, Rodriguez, & Tecchia (2011) provided four design guidelines 
for developing training in virtual reality and augmented reality, especially for tasks related to 
industrial machinery. First, observational learning improves training efficiency. Second, physical 
and cognitive fidelity improves skill learning. Third, feedback should be offered using a 
consistent and controlled approach. Finally, rich task information aided users in creating a useful 
mental model. This current research takes all of these four elements into account, especially 
improving the physical fidelity and defining a specific protocol that will be the same for every 
participant.   
Holton (1996) proposed a training evaluation model with three outcome measures: 
individual performance, learning, and organizational results. There are also three factors 
affecting learning: the motivation to learn, the ability to learn, and the trainee reactions. For the 
individual performance, there are three key elements in the model: transfer design, transfer 
conditions and motivation to transfer. This model is for training in general but can be applied to 
training in virtual reality. In this study, the outcome was measured by the individual performance 
and learning during training in both environments (VR and the field) and after testing in the real 
world.  
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Bossard, Kermarrec, Buche, & Tisseau (2008) discussed in detail the challenges around 
the transfer of learning in virtual environments. Researchers explained this transfer from the 
perspective of cognitive psychology. There are five main classifications for these challenges: 
what is learned in VE, the transfer process, the transfer and the virtual reality features, the 
transfer as a tool to evaluate VE effectiveness, and the future of research in transfer with the 
context of learning.  
The first challenge is what is learned in VE. There are two points of view to answer this 
question: models of learning and types of transfer in VE. Three theoretical learning models have 
been used to explain learning in VE: behaviorism, cognitivism, and constructivism. The 
behavioristic view looks at learning without the mental process. The learner is adapting to the 
new environment through patterns of behaviors that are repeated until it became natural. In the 
cognitivist theories, knowledge is presented as symbolic and the learning process is committing 
these symbolic to the memory to be processed. Both behavioristic and cognitivist theories view 
knowledge as being given and absolute. The constructivist theory views knowledge as 
constructed by every learner through the learning process. Knowledge is not absolute but still 
seen as symbolic, and the construction of our perspectives based on our individual experiences is 
a problem-solving process. The transfer is classified into many types. Vertical transfer where the 
user uses his or her previous experiences to build new knowledge. The horizontal transfer is 
defined as the use of knowledge to resolve new problems.  
The second challenge is the transfer process, where it was explained as a high road 
transfer and a low road transfer. The low road transfer is learning by repetition and transferring 
skills to similar tasks. The high road transfer is obtaining knowledge and applying it to a context 
or to connect it to what is known from another context.  
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The next challenge is the transfer of training and VE features. Virtual reality has many 
features that made it a beneficial instrument to study the transfer of learning. In situations where 
the learner needs to learn by doing the actions or to be trained in a situation that can be expensive 
or risky. A VE made it possible to eliminate harm and save the cost where the trainee can learn 
by trial and error in cost-effective simulation. Immersion and interaction are two key factors that 
enable the learner to be able to act on the VE. 
The fourth challenge is using the transfer of learning to evaluate the effectiveness of VE. 
Virtual reality is a successful medium for learning and training in cases of procedural learning 
and spatial skills. The transfer can be used to evaluate the effectiveness of the VE, but it is hard 
to trace. 
The last challenge is the context effects. Besides the theoretical schools of behaviorist, 
cognitivist and constructivism, a point of view has been introduced called the situated cognition 
paradigm. According to Kokinov (1995), context is the “set of all entities that influence human 
behavior on a particular occasion, i.e. the set of elements that produce context effects” (p. 586).  
There are two hypotheses to explain the context effects, high and low.  The low hypothesis talks 
about the context from the environmental view where the learning process should be 
individualized. The high hypothesis looks at the context from the subject’s viewpoint. In this 
view, the characteristics of the trainee should be provided to the virtual environment.  
In training for this current study, some of these challenges were addressed such as 
tracking the task actions during training and testing sessions to quantify the improvement after 
training. Training in the context was provided by increasing the fidelity of the 3D model, 
freehand navigation, and adding the GPS signal to improve the after all immersion and 
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interaction. The performance in the training task can be used to evaluate the VE as mentioned in 
the fourth challenge. The next section introduces the concept of transfer of training.   
 
2.5 Transfer of Training (ToT) 
In their book, Human Factors in Simulation and Training Liu et al. (2008) addressed the 
transfer of training (ToT) in a virtual environment. Using simulation training saves money over 
what is spent on operations and maintenance in real-world training. The simulation training saves 
training time and increases safety associated with some tasks such as the flight environment. In 
the simulation, the learner can make mistakes and recover from that failure, but in some working 
environments, errors are life-threatening and unacceptable. 
Transfer of training (ToT) is a critical element in simulation-based training to prove that 
training is effective. There are two kinds of transfer of training: positive and negative transfer. 
Positive training occurs when the learner successfully applies knowledge learned in the training 
session to the actual task session. In contrast, negative training occurs when previous experience 
hinders the performance in the new task or environment. In this case, the trainee didn’t build the 
correct relationship between what was learned in the training session and what is needed in the 
real-world experience. Negative training can occur because of two reasons: the mismatch 
between the training mode and the real task, and system design change. 
Baldwin and Ford (1988) proposed a model of factors affecting the transfer of training 
which includes factors of training input, outcomes of training, and transfer conditions. First, 
training input factors involve the work environment, training design, and trainee characteristics. 
In training design, the focus is on behavioral modeling, error management, and realistic training 
environment. For the trainee characteristics, this model focuses on motivation, attitudes, and 
cognitive and physical abilities. The last input factor is the work environment characteristics 
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such as administration, support, reward. Second, the training outcomes depend on the three 
factors described in the first point. The last point on this model is the conditions of transfer 
where the learner is back to the real working environment to apply what has been learned in 
training.   
Foxon (1993) proposed the transfer of training process model. This model has five stages 
the intention to transfer, initiation, partial transfer, and conscious maintenance. The degree of 
transfer increases by time and the chance of failure decreases. This process model fits in the 
generalization and maintenance in the Baldwin and Ford (1988) model. 
Transfer of Training measurement and experimental design are two crucial points to 
determine the transfer of training. There are many ways to measure the ToT: objective measures, 
which include performance numbers, and subjective measures, which include surveys and 
questionnaires. In this current research, both objective and subjective measures were 
implemented to determine the improvement after training.  
There are three types of study design to investigate the transfer of training: forward 
transfer study, backward transfer study, and quasi-experimental study. Forward transfer study is 
an experiment with two groups. One is the control group with real-world training and the other 
group is the experimental group that receives the simulation training. The authors suggested that 
the forward transfer study setup can be expensive and time-consuming. In the backward transfer 
study, the trainee completes the job first and the performance is measured in the real-world and 
then the trainee takes the simulation training. After that, the performance will be compared 
between the two environments. The quasi-experimental study compares between two 
configurations of the same device to examine the transfer of training. Applying a no-training 
control group and the performance measurement are two main obstacles in the transfer of 
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training. This current study is designed using the forward transfer with two groups. The training 
in the real-world is the control group and the training in the VR group is the experimental group. 
Both of them will be tested afterward in the real world.  
In the book Handbook of Virtual Environments: Design, Implementation, and 
Applications Lathan et al. (2002) wrote an informative chapter about measuring the transfer of 
training called “Using virtual environments as training simulators: measuring transfer.” One 
effective way to measure the transfer of training is the transfer effectiveness ratio (TER) 
developed by Taylor et al. (1997), where TER is the difference between pre-simulator the post-
simulator performance divided by the time spent in the simulator. This chapter divides the 
training applications into two main categories: spatial navigation and complex motor learning. 
The authors emphasized three issues to consider when designing for training simulation: 
simulator fidelity, simulator task, and methods to measure the transfer of training.  
TER is one way to measure the transfer of training.  As an example, Gallagher et al. 
(2013) used TER to measure the transfer of training from VR laparoscopic simulation.  The 
study included two equally matched groups, one group received pretraining with a VR simulator, 
while the other did not.  Both groups were then instructed to complete the same task. This 
procedure was designed to be prospective, randomized, and blind. The participants were both 
experienced and inexperienced laparoscopic surgeons. The results found that the group with the 
simulator training outperformed significantly the control group. The TER performance was 
between 7% and 42% from simulation to the real tasks, and the simulation training reduced 
errors 32% to 42%. Finally, the authors concluded that VR training can be seen as a valid 
training tool for the development of laparoscopic surgeons. 
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After examining the literature, there are many issues that were not fully investigated in 
training in virtual reality for location-based applications such as the transfer of training. 
Implementing training in virtual reality for a location-based application for a real-world 
navigation task was not found. Applying the training in a larger simulated environment is also 
missing in the literature. Most attempts were in small-scale simulated environments such as a 
part of a campus or a few buildings. Performing the training in a highly immersive environment 
such as the CAVE that interacts with a mobile app with GPS signal is another gap in the 
literature. Another element that was missing is the impact of spatial ability in training for 
navigation task when using the location-based application in a virtual environment. The impact 
of the quality of the training environment and the mobile app on training were also absent in the 
literature. This dissertation is an effort to cover these gaps via an experimental study. 
The next section examines the literature related to evaluating a mobile application. The 
evaluation includes performance and usability evaluation, as well as the interaction with the 
mobile application in the virtual environment.   
 
2.6 Usability Evaluation of Mobile Application in Virtual Reality  
There is an ongoing discussion about usability evaluation in the lab versus in the field 
(Kjeldskov et al., 2004; Nielsen et al., 2006). Researchers tried to compare the two tests in 
different settings with a variety of tools. In previous studies, as the lab equipment has improved, 
the lab usability evaluation has shown positive results compared to the field test. 
Kaikkonen, Kekäläinen, Cankar, Kallio, & Kankainen (2005) conducted a comparative 
assessment for usability testing in laboratory and field environments. The researchers 
hypothesized that field testing would provide more usability problems than laboratory testing. 
The study involved a total of 40 participants. Twenty were assigned to field testing and twenty to 
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laboratory testing. The task was to assess the usability of the Mobile Ware application used to 
share files between computers and handheld devices. The results showed the same usability 
problems were found in both environments, but the differences were in the frequency of findings 
between the settings. The study concluded that the field study is not worthwhile when looking to 
improve user interaction, but the field can be valuable when trying to study user behavior in 
context.  
Barton & Vijayaraghavan (2003) provided an early attempt to evaluate a handheld device 
in a virtual environment. The simulator was a two-monitor setup with one monitor providing a 
3D world while the other displayed the first-person view. The user would use a PDA and a 
digital camera that interact with the simulator to accomplish a shopping task. Fidelity and 
simplicity were two critical aspects of the simulator design. Their work explored the use of 
simulation as a tool for ubiquitous computing research.  
Brade et al.(2017) investigated the use of a virtual environment to evaluate the usability 
of a location-based mobile application and its relationship with the sense of presence in VR. 
They compared the presence and usability in two methods the real field and the CAVE. A 
between-subjects design with 60 participants was implemented for this study. For presence, data 
showed higher ecological validity for real field but higher engagement and negative effects in the 
CAVE. The presence factors didn’t correlate with usability in the field but correlated 
significantly in the CAVE.  
For usability evaluation, the SUS questionnaire score showed good for the CAVE and 
excellent for the real world with a significant difference between the two environments. For user 
experience, the real world showed higher pragmatic quality while the CAVE had significantly 
higher hedonic quality. User experience and presence factors were partly correlated in both 
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environments. This study also evaluated the spatial ability using cube perspective tests. The 
result showed no correlation between spatial ability and the dependent variables. There was also 
no correlation between spatial ability and the presence factors and usability.  
Compared to this paper, the simulation in this dissertation is larger in terms of the real 
world and the 3D model in the CAVE with 1.5 mile by 1.5 mile area. The C6 CAVE in Iowa 
State University is a 6-sided CAVE compared with the 4-sided CAVE used in this research. This 
paper focuses on the qualitative method for data collection and analysis whereas in this current 
research both qualitative and quantitative data. The goal of this current research is not only 
evaluating the usability of the mobile application in virtual reality but also the impact of training 
in VR on app usability.  
Hühn, Khan, Lucero, & Ketelaar (2012) in their CHI paper, conducted two studies to test 
the usability of an advertisement location-based mobile application in virtual reality. A between-
subjects method was used in both experiments with a simulation of a supermarket running in a 
CAVE. Results from both studies showed that mobile location-based ads lead to less 
intrusiveness than mobile location-independent ads. Users had more positive attitudes toward the 
location-based mobile ads compared with the location-independent ads. This study compared 
between two user interfaces in the VE but did not use a real-world condition to compare with VR 
results. This current research is investigating the usability of the location-based mobile 
application in both real-world and VR with a navigation task.  
Delikostidis, Fechner, Fritze, AbdelMouty, & Kray (2013) reviewed previous research 
that used a virtual environment to evaluate mobile applications. VR provides a hybrid solution 
between the field and the lab to assess the usability of context-aware mobile applications. 
Measuring the usability of an application includes the efficiency and effectiveness of task 
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completion, task errors, and user satisfaction after using the app. From 52 papers, the author 
classified the virtual environments used for evaluating mobile applications into four categories. 
The synthetic environments included the modern VR systems such as HMDs and the CAVE. The 
video-based environments featured a video captured by one or more cameras to create the video-
based simulation. The third category was photo-based environments, in which multiple photos 
created real-world scenes. Lastly, the hybrid environments incorporated the actual physical 
environments in the virtual environments with other presentations and interactions methods. The 
synthetic environments were used the most in the ten years before the article, and they provided 
advantages for using mobile applications in a virtual environment.  
There are two future research directions mentioned in their paper to improve app 
evaluation. Movement in a VE is a promising area for improvement as well as evaluating the 
perceptual aspects of the VE using eye movements and comparing results with the real world. 
The authors concluded that VR is an adequate environment to evaluate mobile applications 
which combines both ecological validity and repeatability.  
The work of this current research is an example of a synthetic environment in which the 
CAVE was used to implement the evaluation of a context-aware mobile application. The 
navigation was improved using a body locomotion technique with free hands and a real-time 
GPS signal in the CAVE to enhance the overall user experience. (More details are found below.)  
Masud & Fickas (2011) performed a study to evaluate a mobile location-based 
application. The authors tried to find an alternative method of field testing, due to the difficulties 
of implementing the context-aware application in virtual reality. A video-based environment was 
used with Google Street View and a mobile app to simulate the environment. The current study 
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overcame these difficulties by creating a model of the field, implementing that model in a 
CAVE, creating a mobile map app for the field, and integrating that app with the VE.  
Li & Longley (2006) presented an abstract model and an evaluation environment for a 
location-based mobile application: the behavior and the interaction between the participants, 
mobile devices, and environments. The simulation is for an urban city using VR models on a 
CAVE that allow the user to walk around. The mobile application is delivering dynamic 
information to the user while walking. The environment has software for recording user actions 
to control data collection and analysis. A total of 25 users completed the task with pre and post 
questioners.  The researchers didn’t provide more details about the results of this experiment.  
This work is beneficial to the current project as it follows a similar approach and aims for 
the same goal. In contrast to this paper, this current work presented a detailed VR model of a 
larger neighborhood with high fidelity in 6-sided CAVE. The mobile map application used the 
GPS in both situations which helped the user to accomplish the task and to study a new type of 
location-based apps. The statistical analysis includes quantitative and qualitative methods to 
evaluate the user characteristics, the mobile application and the virtual environment.  
 
2.6.1 Mobile App to Control the VE 
Using a mobile application to control the virtual environment can be advantageous. 
Miguel, Ogawa, Kiyokawa, & Takemura (2007) provided an example of a PDA (Personal 
Digital Assistant) with a see-through interface used to manipulate an immersive environment. 
This interaction offered several advantages such as a flexible GUI (graphical user interface) and 
a 2D physical interface to control the 3D environment. Contrary to this paper, the mobile 
application used in the experiment of this current research was used to show the map, perform 
the task, and present the GPS signal for navigation guidance.  
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Multiple users often use the large projection-based display systems like CAVEs, and the 
control in most cases is with only one user. Simon & Andreas (2005) introduced an effective 
way of interacting with the projection-based display by multiple users. With a wired-tracked 
PDA for each user with the same user interface, the system allowed co-located multi-user 
collaboration. A qualitative usability evaluation found that performance was equivalent to full 
head-tracking, the traditional way of tracking users of a large projection-based system. Even 
though the goal of this study is not to control the CAVE using the tablet device, there is a 
wireless interaction between the CAVE and the mobile device. Unlike the analysis in this paper, 
the usability evaluation in our research includes both quantitative and qualitative methods. 
 
2.6.2 VR as an Early Product Testing Tool  
Early user evaluation in software development can save time and money. Leichtenstern, 
André, & Rehm (2010) investigated the use of hybrid simulation to evaluate a mobile 
application. The hybrid simulation consisted of a real mobile phone interacting with the 
simulated virtual environment. A user study was implemented to compare this method to the 
traditional methods of only real-world and only virtual environment. The hybrid simulation had 
some advantages since it could address many subjects, which could save money and time for 
user evaluations. On the other hand, it also had some problems, such as the user’s lower level of 
immersion. The authors recommended that the ideal use of a hybrid simulation is to minimize the 
interaction in the virtual world and maximize the use of real-world interaction as much as 
possible. 
Klompmaker, Stern, Reimann, & Santelmann (2007) created a mock-up system for 
testing a location-based service. The system used a panoramic image on a huge screen and a GPS 
emulator to send GPS coordinates to the mobile device. The mobile device communicated with 
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the screen using a client/server and a computer vision algorithm. This method allowed a cost-
efficient and fast technique for testing the interaction and the user interface. In this current 
research, the CAVE provides a more immersive experience. The mobile phone and the CAVE 
communicate using a client/server technique. The GPS signal is updated every second according 
to the movement in the CAVE.  
Diewald, Roalter, Möller, & Kranz (2011) presented a holistic approach for context-
based mobile application development in a virtual environment. The system included a 3D 
simulation for an indoor environment that connected to an Android mobile application through a 
robot operating system. With this interaction, researchers were able to simulate sensors such as 
accelerometer and gyroscope, camera, light sensor, proximity sensor, GPS, NFC reader, and 
battery status. Possible applications for this system are home automation and interaction with 
private and public displays. In this current research, the 3D model includes the actual geolocation 
information, and the GPS signal is generated from the latitude/longitude on that model and sent 
to the mobile app. 
 
After reviewing the literature, the work for the interaction between VR and mobile 
applications can be classified into using VR as a tool to evaluate the mobile application, using 
the mobile application to control the virtual environment, and using the mobile app to navigate 
the virtual environment. Many studies have done the first case and a few for the second case. As 
of our knowledge, we didn't find a work that implemented the third case, using a mobile 
application to navigate a large-scale virtual environment. The aim of this dissertation is to fill 
that gap by using the mobile app as an effective tool for navigation of a large VE and evaluating 
interaction with it within the VE. 
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CHAPTER 3.    METHODS 
This chapter describes the overall study procedure, training conditions, training and 
testing environments, and participant demographics. 
 
3.1 Overall Study Procedure 
Each participant completed either the virtual reality training (Treatment 1: VR Training) 
or the real-world training (Treatment 2: RW Training), and then all participants were tested in 
the real world.  The two training conditions are described in more detail below. The address 
verification task (AVT) consists of looking at a map to see a target address, and navigating to 
that address, then looking in the world to see if there was a house that really had that address. 
The goal was to correct errors on the map. A map may be wrong because it mislabels a house 
address, or a map may be wrong because a house has been demolished since the map was made, 
or a map may be wrong because it has a building in the wrong place, or a new building has been 
built since the map was made.  
This task is inspired by the tasks required of U.S. Census Bureau employees (Census 
Bureau, 2012). This AVT took place in a neighborhood in Ames, Iowa with a complex street 
layout as in Figure 3.4 and Figure 3.5. Participants were trained in one part of the neighborhood, 
either virtually or in the field, and then tested in the real world in a different, non-contiguous part 
of the same neighborhood. The map they used during the task was provided on a small mobile 
tablet app, which allowed zooming and panning the map. Figure 3.1 provides the sequence of the 
study, where RW indicates training or testing in the real world.  
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Figure 3.1. Study procedure diagram, illustrating the independent variable (IV) of virtual reality 
(VR) vs. the real world (RW) and the dependent variables (DVs) measured. 
 
 
3.2 Training Conditions   
The next two subsections explain the training conditions. All experimental materials can 
be found in the appendices. Participants registered online and were randomly assigned to either 
VR training or RW training condition.  
 
3.2.1 VR Condition: Training in the Virtual Environment (C6) 
The procedure for participants in the VR condition follows. The VR participants were instructed 
to arrive at the building on campus with the Virtual Reality Applications Center (VRAC) C6 lab.  
1. Participants were provided the Informed Consent document (see Appendix B) on a 
computer that introduced the study and contained elements of consent.   
39 
 
2. Participants were given a demographics survey. If the participant indicated that he or 
she was moderately or very familiar with the neighborhood used in the real-world testing and 
training, this participant was dismissed professionally at this time with a $10 gift card.   
3. Participants took the paper folding test (VZ) (Ekstrom et al., 1976).  
4. Participants heard a five-minute overview explanation of the C6 lab, navigation in the 
C6 environment, and use of the mobile app. Participants were immersed in the virtual 
environment for approximately 30 to 40 minutes, holding the mobile app on an ASUS Google 
Nexus 7 tablet. While the participant was immersed in the C6, a researcher stood with the 
participant for observation and to ensure safety. Upon completion of the tasks, the C6 door was 
opened so that the participant could exit the CAVE.  
5. During immersion, the participant was provided with the training protocol as shown in 
Figure 3.2. For each address provided, participants had to move to that address in the virtual 
neighborhood and either confirm it on the mobile app, add the address, delete the address, or 
move the address. Participants did the task for four addresses. Each of the addresses required one 
of the four operations mentioned above (confirm, add, delete, or move).  
6. Participants were asked the question: How long is the distance you have traveled?  
7. Participants completed the post-training survey, which was a questionnaire about the 
participant's sense of presence (Witmer & Singer, 1998).  
8. Because the participant had been in the lab approximately 45 minutes by this point, the 
participant was offered water and a snack of KIND bars or apple slices.   
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Figure 3.2. Training protocol flow diagram. 
 
9. The researcher and participant then moved to the field test neighborhood using the city 
bus (investigator paid for both fares), or the researcher travelled by bus and the participant drove 
his or her own car. This journey required approximately 10 minutes.  
 
3.2.2 RW Condition: Training in the Field  
The procedure for participants in the RW training condition follows. The RW training 
participants were instructed to meet the researcher at the starting training address in the 
neighborhood. 
1. Participants were provided the Informed Consent document on a computer that 
introduced the study and contained elements of consent.   
2. Participants were given the demographics survey. If the participant indicated that he or 
she was moderately or very familiar with the neighborhood used in the real-world testing and 
training, this participant was dismissed professionally at this time with a $10 gift card.   
3. Participants took the paper folding test. 
4. Participants heard a five-minute overview explanation of the use of the mobile app.  
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5. During the training session, the participant was provided with the training protocol 
Figure 3.2. For each address provided, participants had to either confirm it on the mobile app, 
add the address, delete the address, or move the address. Participants did so for four addresses.  
6. Participants were asked the question: How long is the distance you have traveled?  
7. Because the participant had been walking for approximately 45 minutes by this point, 
the participant was offered water and a snack of KIND bars or apple slices.   
9. The researcher and participant walked to the field test neighborhood (approximately 20 
minutes). 
After the training session, participants performed the same field test regardless of their 
training environment. The field test is explained in the steps below.  
 
3.2.3 Field Test  
1. The facilitator explained the field test to the participant following the steps in Figure 
3.3.  
2. The mobile application provides the participant with four addresses with which to 
perform one of four operations (confirm, delete, add, and move) using the mobile application.  
3. Afterward participants were asked the question: How long is the distance you have 
traveled?  
Participants completed the post-testing surveys, which were a questionnaire about the 
training satisfaction and a questionnaire about the mobile app usability (CSUQ, Lewis, 1993). 
5. The participant received a $20 gift card and signed a receipt form for it.    
6. The participant left on his or her own or rode the bus back to campus (researcher paid 
the fare).   
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The experiment was conducted only on days that weather was suitable to do an outdoor 
activity.  
 
Figure 3.3 Testing protocol flow diagram. 
 
3.3 Training Environments  
3.3.1 Training Environment RW  
The neighborhood was divided into two parts: training and testing. The training 
environment VR and the training environment RW used the same part of the map as shown in 
Figure 3.4. The map here presents the operations corresponding to the assigned addresses (start, 
add, move, delete, and confirm), but during the study, that information was not revealed to 
participants. The training addresses were: Start: 305 Beach Ave, Add: 228 Gray Ave, Move: 138 
Gray Ave, Delete: 398 Pearson Ave, and Confirm: 400 Ash Ave. Time in the training session 
was divided into two parts: three minutes of instructions and 20 minutes of doing the task. 
Distance in the ideal case is to start from start to confirm with the same order which is 0.8 mile 
as shown in Figure 3.4.  
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Figure 3.5 Area map for testing in RW for both groups 
Figure 3.4 Area map for training in VR and RW  
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3.3.1.1 The Mobile Application  
The mobile application includes the map and a mini-map with details of street names and 
houses numbers (Figure 3.6). It also involves the task operations and a list of addresses to 
perform the task. The app was developed using Java and Android studio. It runs on a Google 
Nexus tablet with three versions, two for training and one for testing. The app is critical for this 
task, as it is used to perform the task and as a guide for navigation.  
 
 
 
 
Figure 3.6. Overview of the mobile app that will be used on our study 
Patanasakpinyo (2017). 
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3.3.2 Training Environment VR 
Training in VR was done in a unique virtual reality environment. The VRAC’s C6 is 
home to the world’s highest resolution six-sided fully immersive virtual environment. The room 
is located within Howe Hall on the west side of Iowa State University’s campus. The C6 is a 
10x10x10-foot CAVE in which all sides including the ceiling and floor are projection screens as 
shown in Figure 3.7. The C6 is powered by 48 dual-CPU & GPU workstations which send 
images to 24 Sony SRX-S105 digital cinema projectors. This power allows the C6 to display 
over 16.7 million pixels (4096x4096) per surface. Ultrasonic motion tracking technology is also 
used to provide participants with wireless interaction capabilities and to project the images for 
their exact head position. Additionally, an 8.1 channel surround sound system allows for fully 
immersive audio. These features allow the C6 to be clear of all distractions to promote total 
immersion.  
Figure 3.7. Overview of the simulated environment running in the C6 lab. 
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The 3D model of the neighborhood was generated using Sketchup software and the Story 
County Beacon (2019) maps to create a replica of the real environment. The initial design was 
done by Batinov et al.( 2013) and Whitney (2019). For this research the model was improved to 
be more realistic by adding more assets to the scene as shown in Figure 3.8. The 3-D model then 
was loaded into the C6 using Unity game engine software. It has the same geolocation 
information as the real-world neighborhood, e.g., longitude and latitude, distance and 
dimensions, as well as similar structures for houses, roads, and trees.   
 
 
 
Figure 3.8. View of the 3D model of the real-world environment in Unity. 
 
3.3.2.1 Navigation in VR 
As shown in Figure 3.7, the navigation in the C6 lab was created for this software 
application using the body locomotion technique (Steinicke, Visell, Campos, & Lécuyer, 2013; 
Templeman, Denbrook, & Sibert, 1999). The 3D glasses communicate with C6 sensors to 
communicate the participant location and movement. There is a dead zone programmed in the 
middle of the room, and if the participant stands in that area, there is no movement. For 
navigation and locomotion, the participant moves out of the dead zone towards a wall. As the 
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participant moves further from the dead zone, the speed of travel increases. Returning to the dead 
zone slows the locomotion to a complete stop. This technique allows users to navigate the virtual 
environment with free hands, which then allow them to carry out the tablet. This locomotion 
method requires some training at the beginning of the session (1-2 minutes) for participants to be 
comfortable with navigation. 
 
3.3.2.2 Simulated GPS  
As part of an effort to improve the fidelity and the sense of presence in the virtual 
environment, a simulated GPS function was introduced to work in the C6 when using the tablet. 
This enabled users to navigate within the virtual environment and see their movement on the 
mobile app. The technical architecture of the simulated GPS feature is shown in Figure 3.10. 
This model connects three main elements: the C6 system, the mobile application, and the web 
server to create the GPS signal. The GPS is updated every second, which generates smooth 
movement. The GPS also helped in calculating the distance traveled by participants by capturing 
the latitude and longitude with a timestamp. That enables us to track the user movement and 
draw a path for the user actions from start to end.  
 
3.3.3 The RW Testing Environment  
As shown in Figure 3.5, the testing addresses were Start: 711 Beach Ave, Confirm: 607 
Ash Ave, Move: 2103 Country club Blvd, Add: 2060 Cessna St, and Delete: 600 Ash Ave. Time 
in the training session is divided into two parts: 2 minutes of instructions and 20 minutes of 
doing the task. Distance in the ideal case is to start from start to delete with the same order which 
is around 0.7 mile. 
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Figure 3.10. The technical architecture of the GPS feature. 
 
3.4 Participants   
There were 42 participants in our study, 21 in the VR training and 21 in the RW training. 
The study required participants to be adults (at least 18 years of age) that were capable of using a 
Google Nexus tablet for navigating while walking along the sidewalks in a test neighborhood of 
Ames as well as navigating a simulated virtual environment by standing in different positions. 
Unfortunately for people with differing mobility, the study required standing, walking, and the 
use of two hands comfortably for about 2 hours. Participants were required to be able to use 
English as a communication language so that they can communicate their thoughts out loud to 
the researchers as they participated. Participants had to have minimal exposure to the Ames 
neighborhood. Lastly, participants had to have unimpaired or corrected vision and no known 
seizure disorders, since exposure to virtual environments has been known to evoke a seizure in 
some people.   
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For recruitment, personal contacts within the Ames, Iowa community were used, and 
postings made on local social media. Flyers were posted in buildings both on campus and off 
campus, e.g., on community building boards around the Ames area. Snowball sampling was 
used, encouraging participants to suggest that their friends sign up. Participants received a $20 
Target gift card for participating in the research. On the occasion that a participant could not 
complete the study or was screened out by the neighborhood familiarity question, the participant 
received a $10 Target gift card.  
 
3.4.1 Demographics Information  
Below are the demographic details of the 42 participants based on the two groups, 21 
participants in VR and 21 participants in RW. The details present gender, age, educational level, 
map use, VR use, and time living in Ames. 
 
1- Gender 
         
 
Figure 3.11. Data about gender in each group. 
 
Female Male 
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2- Age  
 
Figure 3.12. Data about age in each group. 
 
 
3- Educational level 
 
 
 
Figure 3.13. Data about the educational level of the participants. 
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4- How often do you use maps? 
 
Figure 3.14. Data about map use experience. 
 
 
 
5-How long have you lived in Ames? 
 
 
 
Figure 3.15. Details about time living in the city of Ames. 
 
52 
 
 
 
6- Have you experienced virtual reality before? 
 
         
 
 
Figure 3.16. Details about VR experience. 
 
3.4.2 Spatial Visualization   
In psychology, there are many views on spatial visualization ability. According to 
(Guilford, 1947) the visual manipulation is “the ability to imagine the rotation of depicted 
objects, the folding or unfolding of flat patterns, the relative changes of position of objects in 
space, the motion of machinery. This visualization factor is strongest in tests that present a 
stimulus pictorially and in which some manipulation or transformation to another visual 
arrangement is involved” (p. 271). To measure the spatial visualization ability, participants were 
given the standardized paper folding test (VZ) (Ekstrom et al., 1976) which includes 20 
questions timed for four minutes.  
 
 
No Yes 
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Descriptive table  
 
 
 
 
 
 
 
 
 
 
Distribution plots 
  
Figure 3.17. Descriptive statistics for the 42 participants and their scores in the VZ test. 
  VZ  
   RW  VR  
Valid   21   21   
Mean   13.274   12.321   
Std. Deviation   4.393   4.475   
Skewness   -0.907   -1.179   
Std. Error of Skewness   0.501   0.501   
Kurtosis   0.865   1.779   
Std. Error of Kurtosis   0.972   0.972   
Minimum   2.000   1.250   
Maximum   19.000   18.750   
 
 
Figure 3.18. Descriptive Statistics for each group based on their training environment. 
 
Mean   12.798   
Std. Deviation   4.406   
Skewness   -0.995   
Std. Error of Skewness   0.365   
Kurtosis   1.081   
Std. Error of Kurtosis   0.717   
Minimum   1.250   
Maximum   19.000   
Boxplots 
VZ 
 
 
 
Boxplots 
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Based on thresholds established by previous research using VZ (Batinov, 2017; 
Patanasakpinyo, 2017; Rusch, 2008), scores greater than or equal to 13 were designated "high" 
spatial ability, and scores less than or equal to 8 were designated "low" spatial ability. As 
presented in plots Figure 3.18, more participants in both groups had high spatial visualization 
than low spatial visualization. A Mann-Whitney U test was conducted (because of a normality 
assumption violation) to compare the VZ scores in the two training groups (RW, VR). Result 
was not statistically significant (W= 246.000, p =.529) in means between the two training groups 
in the VZ score: RW training (n= 21, M= 13.274, SE= 0.959) vs. VR training (n= 21, M= 
12.417, SE= 0.987).  
 
3.5 Data Collection and Analysis  
Two types of data were collected from this study: quantitative data from the software log 
files and qualitative data from surveys and observations. The mobile app logged variables such 
as time, distance, latitude, longitude, and screen taps for both environments (VR, RW). The C6 
lab logged the same variables except for the taps.  The surveys included Likert scales and open-
ended questions using a Qualtrics survey tool. An observation sheet was designed for the 
researcher to record notes about a participant’s actions. For data analysis, parametric and non-
parametric statistical tests were used to compare the two training methods using JASP and SPSS. 
Tableau software was used to visualize walking paths and links that to other variables such as 
time and distance. The following chapters present the results.  
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CHAPTER 4.    TRAINING IN VIRTUAL REALITY FOR A LOCATION-BASED 
MOBILE APPLICATION 
The evaluation of training in virtual reality for a location-based mobile application task 
(address verification) is a main part of this project. The training was done two different 
environments (RW and VR) but the same addresses and the same training protocols for the task 
were applied to both environments. Participants from both environments should ideally learn the 
task operations during the training sessions, then transfer that knowledge and apply them to the 
testing session. Both training groups were tested in the same RW environment. To evaluate 
learning during the training sessions and how that was applied to the testing session, statistical 
analyses were applied to the performance variables (task completion time, distance traveled, and 
task errors) to compare between training and testing sessions and between the two environments 
RW and VR.  
 
4.1 Research Questions 
This study addresses the following specific research questions, based on the gaps noted in 
the literature review.  
1- Can VR be used to train a location-based mobile application task? 
2- What aspects of training knowledge from VR can be transferred to real-world testing?  
3- Is there a correlation between spatial visualization ability and performance in training and 
testing using a location-based mobile application? 
4- Is there a correlation between training satisfaction and training environment?  
5- Is there a gender effect on performance on training or testing using a location-based 
mobile application? 
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4.2 Predictions  
Based on previous research described in Chapter 2 and the study presented in Chapter 3, 
the following predictions are suggested for the results of this study. The CAVE is foreseen as a 
beneficial tool in training for a location-based mobile application. The anticipated result from 
this study is to find improvement after training in both groups (VR, RW) in the performance 
variables of time, distance, and errors. Another prediction is that there would be correlations 
between performance (time, distance, and errors) and spatial visualization ability score. It is also 
expected that both training environments will have high training satisfaction.  
This section describes the results of the training study and ties each result back to the 
research questions through the hypotheses that we will be testing. The data for each dependent 
variable are described below and compared between the VR and RW conditions in training and 
testing sessions. Then the potentially moderating variable of VZ is explored. Finally, the 
questionnaire results are described.  
 
4.3 Measurement of Training Effectiveness  
Quantitative and qualitative analysis were applied to measure the training effectiveness. 
For the quantitative analysis, the ANOVA, the independent t-test and the correlation coefficient 
tests were applied to performance variables for statistical analysis. For the qualitative analysis, a 
training satisfaction questionnaire was evaluated. 
 
4.4 Experimental Design 
The procedure implemented is a between-subject 2x2 factorial design with a two-way 
ANOVA statistical analysis. The two independent variables were training environment with two 
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levels (RW, VR) and sessions with two levels (training, testing). The dependent variables were 
performance (task completion time, distance traveled) and task errors as shown in Table 4.1.  
Table 4.1. The study design with the independent and dependent variables. 
 
                  Training Environment 
 
Sessions    
VR (IV) 
  
RW (IV) 
  
Training (IV) 
Performance (DV) 
Task Errors (DV) 
Performance (DV) 
Task Errors (DV) 
Testing (IV)  
Performance (DV) 
Task Errors (DV)  
Performance (DV) 
Task Errors (DV)  
 
 
 
4.4.1 Time and Distance Normalization  
Time and distance are essential for the address verification task as it involved walking 
and performing task operations. Time and distance provide a quantitative way to measure 
performance. It is important to measure both of them because participants spend time not only 
for walking a certain distance, but also for performing task operations using the mobile 
application and using the mobile application for navigation.  
To compare between training and testing sessions in both training environments, 
normalization was needed for time and distance because the addresses used in training were 
different from those in testing, and as a result the optimal distance and time to complete the task 
are different. To overcome this issue, time and distance were normalized for every participant. In 
each cell, the original value (the participant’s performance) was compared to the average 
minimum performance value and converted to a percentage difference. The minimum value for 
this purpose was calculated by averaging the minimum two values across the training and testing 
conditions for all participants. The minimal values used are shown in Table 4.2. The researcher 
considered normalizing the data based on “optimal” time and distance values, based on expert 
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performance by someone highly experienced with address verification, but because it was 
difficult for participants to achieve the optimal values due to the large number of variables 
interacting with this task, the minimum values were used instead.  
Table 4.2. The minimum values of time and distance. 
 
                      Training Environment 
 
Sessions   
VR  
(21 participants) 
RW 
(21 participants) 
Training 
Time: 18.5 minutes 
Distance: 1.5 mile 
Time: 19.8 minutes 
Distance: 1.1 mile 
Testing  
Time: 14.2 minutes 
Distance: 0.99 mile  
Time: 14.2 minutes 
Distance: 0.99 mile  
 
4.4.2 Counting Address Verification Errors  
The overall goal of this experiment was to determine whether participants learned the 
task and transferred that knowledge to the testing session. The task actions were the same in both 
training and testing for the two-training environments RW and VR. The errors made during 
training in both environments were calculated and compared to errors made during the testing 
session in the RW for both groups. The errors were calculated based on the total errors made 
subtracted from the total score, which is 28 (7 actions x 4 addresses). All actions were weighted 
the same, with -1 for each error made by a participant.  
The task errors were selected and defined because of their importance to the address 
verification task. Possible errors during the field training or testing include the following. Note 
that while questions and hints are counted as "errors" for the purposes of analysis, participants 
were encouraged to ask questions or request hints if needed.   
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• Order: Counted correct if the participant did the addresses in the correct order based on 
what is closest to the starting point and kept following this rule to the end of the task with 
the shortest distance. 
• Operation: Counted correct if the user selected the correct operation (add, delete, move, 
or confirm) for the particular address.  
• Location: Counted correct if the user did the operation at the correct location (each task 
operation has to be done in a specific address). 
• Sidewalk: Counted correct if the user used the sidewalk when appropriate (rather than 
using the street, etc.). 
• Street: Counted correct if the user did not use the street (using the street could be 
dangerous), except to cross the street at a valid crosswalk. 
• Question: Counted correct if the user did not ask a question during the session. 
• Hint: Counted correct if the user did not require a hint during the session.  
The difference between a question and a hint is that the question was asked by the 
participant when doing the task. The hint was given by the trainer in specific situations, e.g., the 
user got lost or spent more than five minutes on a citrine action.   
 
4.4.3 Paths Visualizations 
For each participant, a path was generated using Tableau (Tableau Desktop 2019.1 a 
software for data visualization) which includes a dot for every second from start to end as shown 
in Figure 4.1 and Figure 4.2. Every dot represents a location per latitude and longitude, date, and 
time. For the four actions (add, delete, move, confirm), they are presented at the location where 
they occurred with the details about location latitude and longitude, date, time, time from the 
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start, and distance from the start. These details should show up when the user clicks to a specific 
action. These paths are helpful to determine if the participant took the right action at the right 
location. It also shows if the participants went to the locations in the right order (based on the 
closest). If a participant got confused or lost that will appear in this path as looping or circling 
back. Categorizing these paths based on how similar they are is a component of future work that 
could be valuable to investigate whether there are trends among certain participant subgroups. In 
the current analysis, the paths were used to calculate time, distance, and errors. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.1.The path for a participant in VR training with details about performance and actions. 
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Figure 4.2.The path for a participant in RW training with details about performance and actions. 
 
 
4.5 ANOVA Analysis  
Hypotheses for the Performance Variables  
1- H0: There is no significant within-subject effect of session (training vs. testing).  
H1: There is a significant within-subject effect of session (training vs. testing).  
 
2- H0: There are no differences in (time, distance, and errors) between the testing and 
the training condition. 
H1: There are differences in (time, distance, or errors) between the testing and the 
training conditions. 
 
3- H0: There is no significant between-subject effect of the training environment 
(RW vs. VR).  
H1: There is a significant between-subject effect of the training environment (RW, 
VR). 
 
4- H0: There are no differences in (time, distance, and errors) between the RW and 
the VR groups. 
H1: There are differences in (time, distance, or errors) between the RW and the 
VR groups. 
 
5- H0: There is no significant interaction effect, i.e., there are no significant group 
differences across conditions. 
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H1: There is a significant interaction effect between training environment and 
session.  
 
 
4.5.1 Time  
Task completion time was recorded using log file on the mobile app in the same way for 
both environments. The shorter time was considered better for this task for more efficiency. A 
mixed ANOVA was conducted to examine the effect of training environment (RW, VR) and 
session (Training, Testing) on task completion time, in minutes. RW and VR were assessed on 
sessions under two conditions: training and testing. The assumption of sphericity is always met 
when the repeated measure has two levels. The assumption of equality of variances, as assessed 
by Levene’s test (p > .05), was met. The assumption of normality was met using Shapiro-Wilk (p 
> .05). The effect sizes were measured using η², and that per Cohen (1988), values > 0.138 were 
considered a large effect. Values between 0.138 and 0.01 were considered a medium effect, and 
values below 0.01 are considered a small effect. There was one outlier in the RW testing 
condition, and the test was run with and without the outlier and results from the two were 
compared.  
The main effect of training environment was statistically suggestive difference with 
medium effect size in task completion time between RW and VR groups, F(1, 39) = 4.02, p = 
.052, η2 = .09. This result allowed us to reject 3-H0 for time and accept 3-H1. To investigate the 
main effect of training environment, an independent t-test: RW, VR training and RW, VR testing 
was run for the task completion time. There was no significant result found in task completion 
time between RW and VR in the training and testing sessions t(40)=-1.62, p = .11, t(40)=-1.16, p 
= .25 , respectively. The boxplots Figure 4.4 and Figure 4.3 suggested that the VR group spent 
more time in both training and testing, however, that was not at a significant level in both cases. 
With these results we failed to reject 4-H0. 
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Figure 4.3. Descriptive plot for task completion time in (training, testing) and (RW, VR). 
 
The main effect of session was not statistically significant in task completion time under 
the two session conditions, F(1, 39) = 0.25, p = .614, η2= .007. With this result we failed to reject 
the null hypotheses 1- H0 , 2- H0 for the task completion time. There was no statistically 
significant interaction between the training environment and the session on task completion time, 
F(1, 39) = 0.03, p = .86, η2= .001. With these results we failed to reject null hypothesis 5- H0. 
These results indicated that there was a marginally significant effect of the training 
environment in the task completion time, however, the t-test showed no significant results 
between the two training environments in both training and testing.  There was no effect of 
session on task completion time. Also, there was no combined effects of training environment 
and session on task completion time, meaning that the effect of session on task completion time 
was not dependent on training environment-related factors. The test above was without the 
outlier, it was run again with the outlier and revealed similar results. 
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Figure 4.4. Boxplots for task completion time in training and testing sessions for both groups 
RW and VR. 
 
As shown in Figure 4.3 and Figure 4.4, both groups were consistent in task completion 
time in both training and testing. The group who trained in VR appeared to spend more time in 
both training and testing than the RW group, however, the differences were not significant in 
both cases as per the t-test results. The reason expected for that increase in time in the VR 
training is that participants may lose some time exploring the VR environment and familiarize 
themselves with how it works and then incorporate it to the task. The question of why they 
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transfer that (spending more time) to the real-world testing is still open, however, the reason 
could be that they had to adapt their learning from VR to the new RW setting.  
 
4.5.2 Distance 
The distance traveled was calculated using the log file in the mobile app for both training 
environments. Distance is an important factor for the address verification task and shorter 
distance was considered better. A mixed ANOVA was conducted to examine the effect of 
training environment (RW, VR) and session (Training, Testing) on distance traveled. RW and 
VR were assessed on sessions under two conditions: training and testing. The assumption of 
sphericity is always met when the repeated measure has two levels. The assumption of equality 
of variances, as assessed by Levene’s test (p < .05), was violated. A square root was applied to 
all data, and that fixed the equality of variance assumption. The assumption of normality was 
met using Shapiro-Wilk (p > .05). There were three outliers as assessed by boxplots and they 
were removed for this test. The outliers were replaced with the mean of its group and the test was 
rerun; results were similar to the first case (removing the outliers).  
 
Figure 4.5. Descriptive plot for traveled distance in (training, testing) and (RW, VR). 
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The main effect of training environment revealed a statistically significant difference 
with large effect size in traveled distance between RW and VR groups, F(1, 37) = 6.08, p = .018, 
η2 = .14. This result allowed us to reject 3-H0 for distance and accept 3-H1. To investigate the 
main effect of training environment further, an independent t-test comparing RW and VR 
training was run. The independent t-test showed that there was a significant difference in 
distance between the VR and RW groups in the training session t(39)  = -2.74, p = .009, Cohen’s 
d (-0.85) suggests that this is a large effect. This result allowed us to reject 4-H0 and accept 4-H1 
for distance in the training session. As shown in the boxplots for training in Figure 4.5 and 
Figure 4.6, the distance traveled in VR training is larger than the distance traveled in the RW 
training. However, there was no significant result in traveled distance between RW and VR in 
the testing session t(38) = -1.30, p = .19. The results showed that the effect of training 
environment is permanently due to the difference in distance found between RW, VR group in 
the training session.  
The main effect of session (training vs. testing) was not statistically significant. Result 
was not statistically significant in traveled distance under the two session conditions, F(1, 37) = 
0.32, p = .57, η2= .008. With these results we failed to reject null hypothesis 1- H0 and 2- H0 for 
distance. There was no statistically significant interaction between the training environment and 
the session on traveled distance, F(1, 37) = 2.31, p = .13, η2= .058. There was no combined 
effects of training environment and session on traveled distance, meaning that the effect of 
session on traveled distance was not dependent on training environment-related factors. With 
these results we failed to reject null hypothesis 5- H0. 
As seen in Figure 4.5, the VR group appeared to decrease distance slightly after training 
and the RW appeared to increase distance slightly after training, but that was not significant. The 
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results indicated that the VR training group travelled more distance than the RW training group 
in both training and testing. However, the difference in distance traveled was significant only 
between the two groups (RW, VR) in the training session not in the testing session as per the t-
test. The reason for this difference could be the method of navigation in the VR. It was observed 
that sometimes when participants intended to stop moving in the VR environment, they slowed 
to a very small amount of movement instead, which meant that environment kept moving and 
logging distance as shown in Figure 4.1. To solve that in the future, developers could try to 
increase the dead zone area of the environment. Another reason could be that some VR 
participants tried to explore places more than they needed to because it is almost effortless to 
move in the C6. The speed for movement also could contribute to traveling larger distances. 
Decreasing the ratio of VR environment travel rate per distance moved from the dead zone on 
the C6 floor could help.  
 
Figure 4.6. Boxplots for distance traveled in training and testing sessions for both groups RW 
and VR. 
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4.5.3 Errors 
One goal of this study is to train participants for the operations of the address verification 
task. The method of counting their errors during training and testing is described above. To 
calculate the errors made, the participant’s errors was subtracted from the full possible error 
score (28). The results violated Levene’s assumptions of equality of variance and the Shapiro 
assumption of normality, which made sense, since errors typically form a Poisson distribution. 
To resolve this issue, the score was normalized using the formula ln((28-score)+2). For some 
participants who didn’t make mistakes, the result gave zeros which would affect the statistical 
test, so 2 was added to every participant. Then ln() was used to meet the Levene’s assumptions 
(p > .05) and  the Shapiro assumption for normality. The assumption of sphericity is always met 
when the repeated measure has two levels. There were outliers, as assessed by inspection of 
boxplots, and the test was run with and without the outliers. These results with the outliers 
removed as the test with outliers was run and revealed similar results in all cases.  
A mixed ANOVA was conducted to examine the effect of training environment (RW, 
VR) and session (Training, Testing) on task errors. RW and VR were assessed on sessions under 
two conditions: training and testing.  
The main effect of session was statistically significant, results revealed a statistically significant 
difference with large effect size in task errors between training and testing sessions, F(1, 36) = 
32.43, p < .001, η2 = .47. This result allowed us to reject the null hypothesis 1- H0 for errors and 
accept the alternative hypothesis 1- H1. To confirm this result, a paired samples t-test was run for 
task errors in RW training, testing and VR training, testing. Results for the RW training and 
testing showed that on average participants decrease 0.29 in task errors (SE: 0.14) in the testing 
session. The paired samples t-test showed this decrease as marginally significant t(20) = 2.05, p 
= .05, Cohen’s d (0.44) suggests that this is a medium effect. Results for the VR training and 
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testing showed that on average participants decrease 0.55 in task errors (SE: 0.13) in the testing 
session. The paired samples t-test showed this decrease as statistically significant t(20) = 4.23, p 
< .001, Cohen’s d (0.92) suggests that this is a large effect as shown in Figure 4.7 and the 
boxplots for training and testing in Figure 4.8. These results confirmed the findings from the 
mixed ANOVA that both training groups improved after training by reducing their errors 
significantly in the testing session. These results allowed us to reject the null hypothesis 2- H0 for 
errors and accept the alternative hypothesis 2- H1 for both RW and VR groups.  
 
 
 
Figure 4.7. Descriptive plot for task errors in (training, testing) and (RW, VR). 
 
The main effect of training environment was not statistically significant between RW and 
VR groups, F(1, 36) = 3.52, p = .069, η2 = .089, regardless of the level of session (training or 
testing). With this result we failed to reject 3-H0 and 4-H0 for errors. There was no statistically 
significant interaction between the training environment and the session on task errors, F(1, 36) 
= 0.46, p = .49, η2= .007. With these results for the task errors, we failed to reject 5-H0.  
These results indicated that the task errors on the testing session were fewer than the 
training session. However, there was no effect of training environment on task errors. Also, there 
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was no combined effects of training environment and session on task errors, meaning that the 
effect of session on task errors was not dependent on training environment-related factors. 
Results indicated that both training groups improved in task operations after training. As shown 
in Figure 4.7 and Figure 4.8, in the training session, the VR group showed more errors than the 
RW with a significant difference as per the simple main effects (p = .029). The reason may again 
relate to the VR environment where the user made more errors to adjust to the environment. 
 
Figure 4.8. Boxplots for the task errors in training and testing sessions for both groups RW and 
VR. 
 
Another reason is due to the differences between the RW and VR, such as the sidewalk. 
The user was encouraged to use the sidewalk in both environments, but when the user realized 
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that in VR there were no differences between the sidewalk and the street, then the user 
sometimes ignored the sidewalk and that was considered an error. Also, due to the unfamiliarity 
of the VR interface, a participant in VR training also may ask more questions and get more hints, 
which increased the error count. On the other hand, in the testing session, there was not a 
significant result between the two environments in task errors as per the simple main effects (p = 
.47). 
 
4.6 Gender  
The study includes four conditions (Training, Testing vs. RW, VR). Due to the small 
sample sizes of female/male in each condition, the ANOVA test was not used. Instead, a 
comparison was implemented between male and female performance (Time, Distance, Score, VZ 
and Training satisfaction) across all four conditions.  
The null hypothesis is that there are no differences in training and in testing between the 
two groups (male/female) in performance (Time, Distance, Score, VZ, and Training 
satisfactions). Assumptions of normality, as assessed by Shapiro-Wilk’s test (p < .05) was 
violated in all performance metrics and the homogeneity (equality) of variances as assessed by 
Levene’s test (p > .05) was met.  
Table 4.3. Gender differences in each variable in all conditions. 
 
Independent Samples T-Test   
   W  p  Rank-Biserial Correlation  
Score   826.000   0.829   -0.028   
Time   1027.000   0.108   0.208   
Distance   873.000   0.838   0.027   
AVGsatisfaction   738.000   0.304   -0.132   
VZ   736.000   0.301   -0.134   
Note.  Mann-Whitney U test.   
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Therefore, a non-parametric Mann-Whitney U test was conducted to compare the 
performance of the two groups. Results in Table 4.3 showed that there were no significant results 
between the two groups in any of the performance variables (Time, Distance, Score, VZ, and 
Training satisfactions). These results indicate that there was no gender effect on training and 
testing sessions regardless of the training environment.  
 
4.7 Correlations Between Variables  
This section explains the correlations between variables in different conditions. The 
analysis tests the null hypothesis that there is no correlation between the two variables. Some 
variables didn’t meet the normality assumptions and had outliers. Therefore, a nonparametric test 
(Spearman's correlation) was used to calculate the correlation coefficients as shown in Table 4.5. 
There were four outliers, two in two different cells, and they were replaced with the mean of that 
cell and the normality assumption was met. Pearson’s test was run with and without outliers; the 
results were similar to the Spearman’s test.  
As expected, time and distance are positively correlated in all conditions as shown in 
Table 4.5. Spatial visualization (VZ) did not show correlations with other variables. The reason 
could be that most participants in this study scored high in the VZ test. Errors correlated 
positively with distance in the VR training conditions. As it was found in the ANOVA analysis 
that participants walk more distance in the VR training, it is reasonable that extra distance 
correlates with more errors. Task errors also correlated positively with time and distance in the 
RW testing condition, however, it did not correlate with time and distance in the VR testing 
condition. This result could stem from the novelty of the VR environment itself leading to more 
variance in time and distance than would be generated simply by errors.  
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Table 4.4 presents the correlations between variables across all conditions. Spearman’s 
test was performed (due to outliers and violation of normality) to examine the correlations 
between variables (time, distance, VZ score, and errors). As expected, there was positive 
correlation between time and distance which indicates that as participants spend more time, they 
tend to also walk more distance. There were negative correlations between the VZ score (spatial 
ability score) and time and distance. 
This result indicates that participants with a lower VZ score spend more time and walk 
more distance performing the task. There were also positive correlations between task errors and 
time and distance, which indicates that participants who spend more time or walk more distance 
make more task errors. There was not a correlation between task error and the VZ score as 
shown in Table 4.4. The reason of more correlations to appear in Table 4.4 is likely the increase 
of sample size by combining all conditions together.    
Table 4.4.The correlation table from all conditions combined together. 
 
Spearman Correlations  
      Errors  Time  Distance     VZ  
Errors   
Spearman's rho   —               
p-value   —               
Time   
Spearman's rho   0.252  *  —           
p-value   0.021   —           
Distance   
Spearman's rho   0.246  *  0.741  ***  —       
p-value   0.024   < .001   —       
VZ   
Spearman's rho   -0.050   -0.282  **  -0.234  *  —   
p-value   0.652   0.009   0.032   —   
*p < .05, **p < .01, ***p < .001   
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Table 4.5. The correlation table for each condition the RW and VR (training and testing). 
 
Training Environment / Session type 
  
VZ Errors Time Distance 
VR Testing VZ Corr. Coefficient 1.000 0.126 -0.426 -0.248 
Sig. (2-tailed) -  0.587 0.054 0.278 
N 21 21 21 21 
Errors Corr. Coefficient 0.126 1.000 0.240 0.144 
Sig. (2-tailed) 0.587 -   0.296 0.532 
N 21 21 21 21 
Time Corr. Coefficient -0.426 0.240 1.000 .680** 
Sig. (2-tailed) 0.054 0.296 -   0.001 
N 21 21 21 21 
Distance Corr. Coefficient -0.248 0.144 .680** 1.000 
Sig. (2-tailed) 0.278 0.532 0.001 -   
N 21 21 21 21 
Training VZ Corr. Coefficient 1.000 -0.228 -0.238 -0.294 
Sig. (2-tailed) -   0.319 0.300 0.197 
N 21 21 21 21 
Errors Corr. Coefficient -0.228 1.000 0.352 .527* 
Sig. (2-tailed) 0.319 -   0.118 0.014 
N 21 21 21 21 
Time Corr. Coefficient -0.238 0.352 1.000 .725** 
Sig. (2-tailed) 0.300 0.118 -   0.000 
N 21 21 21 21 
Distance Corr. Coefficient -0.294 .527* .725** 1.000 
Sig. (2-tailed) 0.197 0.014 0.000 -   
N 21 21 21 21 
 
RW Testing VZ Corr. Coefficient 1.000 -0.009 -0.030 -0.124 
Sig. (2-tailed) -   0.971 0.896 0.591 
N 21 21 21 21 
Errors Corr. Coefficient -0.009 1.000 .682** .484* 
Sig. (2-tailed) 0.971 -   0.001 0.026 
N 21 21 21 21 
Time Corr. Coefficient -0.030 .682** 1.000 .854** 
Sig. (2-tailed) 0.896 0.001 -   0.000 
N 21 21 21 21 
Distance Corr. Coefficient -0.124 .484* .854** 1.000 
Sig. (2-tailed) 0.591 0.026 0.000 -   
N 21 21 21 21 
Training VZ Corr. Coefficient 1.000 0.039 -0.357 -0.316 
Sig. (2-tailed) -   0.867 0.112 0.162 
N 21 21 21 21 
Errors Corr. Coefficient 0.039 1.000 -0.070 -0.414 
Sig. (2-tailed) 0.867 -   0.764 0.062 
N 21 21 21 21 
Time Corr. Coefficient -0.357 -0.070 1.000 .746** 
Sig. (2-tailed) 0.112 0.764 -   0.000 
N 21 21 21 21 
Distance Corr. Coefficient -0.316 -0.414 .746** 1.000 
Sig. (2-tailed) 0.162 0.062 0.000 -   
N 21 21 21 21 
**Correlation is significant at the 0.01 level (2-tailed). 
*Correlation is significant at the 0.05 level (2-tailed) 
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4.8 Training Satisfaction Questionnaire  
In general, the training satisfaction questionnaire presented a positive impression about the 
training with minimum M= 5.8 out of 7 as shown in Table 4.6 and  
Figure 4.9. The RW training was higher in all questions than the VR training but there was 
no significant difference between the two groups in the average score. For the first question, it 
was expected that the VR group would enjoy the training more than the RW group because of 
the VR lab experience. However, the result showed that the RW enjoyed the training more than 
the VR group, but that was not at a significant level. Participants from both training 
environments emphasized the importance of training for the task and the mobile app in Questions 
2 and 3 with M= 6.45, 6.31 respectively. The fourth question received the highest score in both 
environments which indicates the importance of training.  
 
Table 4.6 training satisfaction questions with data from each group (Likert scale 1-7). 
 
 
Questions 
All 
participants 
 
VR RW 
N M SD N M SD N M SD 
1- I enjoyed the training very much? 42 5.88 1.14 21 5.81 1.28 21 5.95 1.00 
2- The training was very beneficial for using the mobile 
application. 
42 6.45 0.98 21 6.29 1.12 21 6.62 0.84 
3-The training is very useful for address verification 
task. 
42 6.31 0.82 21 6.29 0.76 21 6.33 0.89 
4-I was able to apply the training content in the field 
test. 
42 6.58 0.85 21 6.55 0.80 21 6.62 0.90 
5-Overall, it seems to me that the training has made the 
address verification task clear to me.  
 
42 6.45 0.87 21 6.38 0.84 21 6.52 0.91 
 
76 
 
 
Figure 4.9 The mean of responses for each question by both groups RW, VR. 
 
To compare training satisfaction score in RW and VR training environment conditions, 
the hypothesis was that the RW training group would outperform the VR group in training 
satisfaction score (in all five questions together). Assumptions of normality, as assessed by 
Shapiro-Wilk’s test (p < .05) was violated and homogeneity (equality) of variances, as assessed 
by Levene’s test (p > .05) was met. Therefore, a non-parametric Mann-Whitney U test was 
conducted to test the null hypothesis that there is no difference between RW and VR training 
environment conditions in the training satisfaction score. Results didn’t show a statistically 
significant difference between the two training groups. The average training satisfaction score 
W= 274.500, p = .174. An examination of the average scores revealed that there is no significant 
difference between the RW training (n= 21, M= 6.410, SD= 0.786) and the VR training (n= 21, 
M= 6.262, SD= 0.662) as shown in Figure 4.10.  
0 1 2 3 4 5 6 7 8
I enjoyed the training very much.
The training was very beneficial for using the mobile
application.
This training is very useful for address verification task.
I was able to apply the training content in the field test.
Overall, it seems to me that the training has made the
address verification task clear to me.
ALL Participants VR RW
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Figure 4.10. Box plot of Mann-Whitney U test for training satisfaction score with scale form 1-7. 
 
The results from the open-ended question indicated the importance of training for this 
task. In the Likert scale, the RW training environment received more positive scores than the VR 
training environment but not at a significant level. However, in the open-ended question (“Please 
provide any additional comments about the training session:”) participants have expressed more 
positive feedback about the VR training than the RW training. The VR environment also had less 
negative feedback compared to the RW environment as shown in Table 4.6. 
One way to analyze the open-ended responses from participants regarding their opinion 
about the training is sentiment analysis or opinion mining. In sentiment analysis, algorithms 
classify the input text as positive or negative with a weight value based on the tone and words 
mentioned in that text (Pang & Lee, 2008).  In this case, sentiment analysis was implemented 
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using the IBM Watson natural language understanding API (ibm.com/watson/)(“Watson Natural 
Language Understanding,” n.d.).  
 
 
Figure 4.11. The difference between both environments with results from Table 4.7. 
 
The input is the comment text, and the output is a value range from 1 (more positive)     
to -1 (more negative). Every comment was assigned with a value quantifying how positive or 
negative that text is. The average was then calculated for each group (RW, VR) to have an 
overview of participants’ opinions about the app in a quantitative way. As a result, the VR 
training group had more positive score than the RW training group with averages of 0.504, 0.271 
respectively as shown in Table 4.7, Table 4.8 and Figure 4.11. 
 
 
 
 
0.50 
0.27 
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Table 4.7 RW participants responses to the open-ended question about the training session. 
 
Training 
Environment 
 
Comments Score Label Average 
RW Very helpful and answered any questions  0.98 positive 0.27125 
Directions on how to use the interface were 
clear and precise.  
0.78 positive 
It helped me understand the concept before I 
actually applied it to the real simulation 
which was very beneficial. 
0.95 positive 
Maybe make the training area smaller so you 
can get the same amount of information in 
less time. 
0.6 positive 
I did one of each task. The second time 
through, the field test, I knew there would be 
one of each, so I was prepared for the last 
two because I knew what kind of action I 
would have to do. The training was good to 
have me do each thing once but adding more 
addresses to the field test would have made 
it more realistic in my opinion because there 
could have been 2 or more of a certain 
action. 
0.63 positive 
I was unsure if in order to delete an address 
whether or not you had to be exactly at that 
location or even nearby or not. 
I also felt like I had to slow down for the 
trainer to write down their notes. 
Besides that it was very helpful. 
-0.39 negative 
It was a little confusing to figure out the 
delete task, almost like I was on a wild 
goose chase. It would have been more 
helpful if it was pointed out earlier that the 
address, I was looking for didn't exist 
-0.71 negative 
No difference from real task 
 
-0.67 negative 
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Table 4.8. VR participants responses to the open-ended question about the training session. 
 
Training 
Environment 
 
Comments Score Label Average 
VR 
  
The training was useful. I wouldn’t have 
been able to do the experiment without it 
0.51 positive 0.504 
It helped me get a feel for the task. 0.9 positive 
It was great for a test run 0.92 positive 
Prepared me well for the field test 0.49 positive 
The training session really helped with the 
field use of the application by being very 
similar 
0.92 positive 
It was really good having the personal feel 
and not just a training task that you can do 
without asking questions or so.  
0.68 positive 
Nice app. Having bifocal lenses can cause 
destabilizing issues. But overall, nice 
program. 
0.7 positive 
I think it would be easier to do training in 
real world first then virtual later 
0.83 positive 
The eye glass was heavy and kept falling off 
if I did not keep my hand up, which 
interfered with the system. At some points I 
was feeling dizzy and nauseous I am sure 
that is a side effect of VR stimulation 
-0.91 negative 
Situation where address is neither existent in 
the visual world nor the map arose.  
0 neutral 
 
 
4.9 Conclusion  
In conclusion, the results from this project showed that training for a location-based 
mobile application can be done effectively in virtual reality. There were no statistically 
significant differences in time, distance and errors between the two training groups on the testing 
session. Training for the task operations presented positive transfer from the virtual environment 
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to the filed. Participants from both groups improved significantly in task operations in the test 
session. 
It was observed that spatial visualization is a key user characteristic for this task. The VZ 
score showed negative correlations with errors, time, and distance when complaining all 
conditions together. However, the VZ score did not show correlations with other performance 
variables for the separate conditions. The reason could be that most participants in this study 
scored high in the VZ test. Customized or adaptive training for participants based on their VZ 
may help improve their performance after training.  
Participants showed a high training satisfaction scores in both training environments, 
with the emphasis of training importance and positive attitudes toward training in VR. 
Participants walked more distance in virtual reality than the real world, which could affect their 
performance in testing. The reason for that may be related to how navigation works in the virtual 
environment using the body locomotion navigation technique. Two ways are suggested to 
potentially solve that problem: increasing the dead zone and slowing down the locomotion speed 
inside the simulation. Gender differences did not appear to affect training for this task. Table 4.9. 
Summaries for the hypotheses for each variable and their results. 
Table 4.9. Summaries for the hypotheses for each variable and their results. 
 
 
Hypotheses 
 
Rejected or 
Accepted 
 
 
T
im
e
 
1 H0: There is no significant within-subject effect of session 
(training vs. testing).  
Failed to reject 
H1: There is a significant within-subject effect of session 
(training vs. testing).  
 
2 H0: There are no differences in time between the testing and 
the training condition. 
 
Failed to reject 
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Table 4.9. (continued) 
 
Hypotheses 
 
Rejected or 
Accepted 
 
 
T
im
e
 
2 H1: There are differences in time between the testing and the 
training conditions. 
 
3 
 
H0: There is no significant between-subject effect of the 
training environment (RW vs. VR).  
Rejected 
H1: There is a significant between-subject effect of the 
training environment (RW, VR). 
Accepted 
4 H0: There are no differences in time between the RW and the 
VR groups. 
Failed to reject 
H1: There are differences in time between the RW and the 
VR groups. 
 
5 H0: There is no significant interaction effect, i.e., there are no 
significant group differences across conditions. 
Failed to reject 
H1: There is a significant interaction effect between training 
environment and session.  
 
 
D
is
ta
n
ce
 
1 H0: There is no significant within-subject effect of session 
(training vs. testing).  
Failed to reject 
H1: There is a significant within-subject effect of session 
(training vs. testing).  
 
2 H0: There are no differences in distance between the testing 
and the training condition. 
Failed to reject 
H1: There are differences in distance between the testing and 
the training conditions. 
 
3 H0: There is no significant between-subject effect of the 
training environment (RW vs. VR).  
Rejected 
H1: There are differences distance between the RW and the 
VR groups. 
Accepted 
4 H0: There are no differences in distance between the RW and 
the VR groups. 
Rejected for 
training 
H1: There is a significant between-subject effect of the 
training environment (RW, VR). 
Accepted for 
training 
5 H0: There is no significant interaction effect, i.e., there are no 
significant group differences across conditions. 
Failed to reject 
H1: There is a significant interaction effect between training 
environment and session. 
 
 
E
rr
o
rs
 
1 H0: There is no significant within-subject effect of session 
(training vs. testing).  
Rejected 
H1: There is a significant within-subject effect of session 
(training vs. testing).  
Accepted 
2 H0: There are no differences in errors between the testing and 
the training condition. 
Rejected 
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Table 4.9. (continued) 
 
Hypotheses 
 
 
Rejected or 
Accepted 
 
 
E
rr
o
rs
 
2 H1: There are differences in errors between the testing and 
the training conditions. 
Accepted 
3 H0: There is no significant between-subject effect of the 
training environment (RW vs. VR).  
Failed to reject 
 H1: There is a significant between-subject effect of the 
training environment (RW, VR). 
 
4 
 
H0: There are no differences errors between the RW and the 
VR groups. 
Failed to reject 
H1: There are differences in errors between the RW and the 
VR groups. 
 
5 H0: There is no significant interaction effect, i.e., there are no 
significant group differences across conditions. 
Failed to reject 
H1: There is a significant interaction effect between training 
environment and session.  
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CHAPTER 5.    USABILITY EVALUATION IN VIRTUAL REALITY FOR A 
LOCATION-BASED MOBILE APPLICATION 
The mobile application is a critical component of this project. Participants used the 
application to perform the address verification task operations as well as using the map and the 
GPS for guidance while navigation. Users interacted with the application during training and 
testing sessions, the VR training group used the application in the virtual environment and the 
field. One object of this study is to improve the interaction with the mobile application by 
evaluating how easy it was to use the application, the user interface problems, and the issues of 
dealing with the app in both environments. This chapter focuses on usability evaluation of the 
mobile app using quantitative and qualitative methods. 
 
5.1 Research Questions 
This chapter focused on specific research questions for usability evaluation.  
1- Can VR be used to evaluate the usability of a location-based mobile application? 
2- Does the app usability improve after training?  
3- Was the app usability affected by the training environment?  
4- Were there relationships between performance and usability variables?  
5- Were there differences between usability in the VR training and in the RW training?  
6- Was there a gender effect on app usability? 
To answer these research questions, quantitative methods (log files, clickstream, and task 
performance) and qualitative methods (standard usability evaluation questionnaire) were applied 
to evaluate the usability of the mobile application. The methods applied in this chapter were the 
same as described in Chapter 3. 
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5.2 Predictions  
Based on previous research described in Chapter 2 and the procedure noted in Chapter 3, 
the following predictions are suggested for the results of this study. The CAVE is foreseen as a 
beneficial tool in evaluating usability for a location-based mobile application. The anticipated 
result of this usability study is to find improvement in app usability after training in both groups 
(VR, RW). Another prediction from this study is that there would be correlations between 
usability metrics and spatial visualization ability score. It is also expected to find a correlation 
between task performance and usability variables. 
 
5.3 Tap Analysis  
To examine the usability of the mobile app, clicks, or taps, were recorded as a way of 
measurement to quantify the interaction with the app. The mobile application logged every tap 
made by participants. Total taps summed up all the taps made by the user from the start of the 
session to the end. Categories of taps were defined by the pan and zoom functions of the map 
app itself (zoom tap, pan tap). Error taps were defined as when the user missed the correct button 
and instead clicked on the white space around it. A tap cannot be two kinds of tap at ones, e.g., a 
zoom tap and an error tap, it should be recorded as one. Reversals were defined as a sequence of 
two taps that formed a pattern: in out reversal (zoom in then zoom out), out in reversal (zoom out 
then zoom in), or pan reversals: left-right reversal, right left reversal, up down reversal, or down 
up reversal. Final, total reverses counted the sum of reversal patterns found, so that if a 
participant did one in out reversal and two left-right reversals, that participant’s total reversals 
was three.  In this study, fewer taps of all types were considered better for app usability. For the 
focus of this study, four tap categories were analyzed: total taps, error taps, zoom taps, and pan 
taps.   
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Hypotheses for Taps 
1- H0: There is no significant within-subject (session: training, testing) effect.  
H1: There is a significant within-subject (session: training, testing) effect.  
 
2- H0: There are no differences in taps (total, error, zoom, and pan) between the 
testing and the training condition. 
H1: There are differences in taps (total, error, zoom, and pan) between the testing 
and the training condition. 
 
3- H0: There is no significant between-subject (training environment: RW, VR) 
effect.  
H1: There is a significant between-subject (training environment: RW, VR) effect. 
 
4- H0: There are no differences in taps (total, error, zoom, and pan) between the RW 
and the VR groups. 
H1: There are differences in taps (total, error, zoom, and pan) between the RW and 
the VR groups. 
 
5- H0: There is no significant interaction effect, there are no significant group 
differences across conditions. 
H1: There is a significant interaction effect between training environment and 
session.  
 
 
 
5.3.1 Total Taps 
The results of total taps met Levene’s assumptions of equality of variance and but 
violated the Shapiro Wilk assumption of normality, which made sense, since taps typically form 
a Poisson distribution. To resolve this issue, ln() was used to meet the Shapiro Wilk assumption 
for normality. The assumption of sphericity is always met when the repeated measure has two 
levels. There were outliers, as assessed by inspection of boxplots, and the test was run with and 
without the outliers. The results below were with the outliers, and the test was run again without 
the outliers and revealed similar results.  
A mixed ANOVA was conducted to examine the effect of training environment (RW, 
VR) and session (Training, Testing) on total taps. RW and VR were assessed on sessions under 
two conditions: training and testing.  
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Figure 5.1. Descriptive plot for total taps in (training, testing) and (RW, VR). 
 
The main effect of session was statistically significant with a large effect size in total taps 
between training and testing sessions, F(1, 40) = 55.09, p < .001, η2 = .55. This result allowed us 
to reject the null hypothesis 1- H0 and accept the alternative hypothesis 1- H1 for the total taps. 
To confirm this result, a paired samples t-test was run for total taps in RW training, testing and 
VR training, testing. Results for the RW training and testing showed that on average participants 
decrease 0.66 in total taps (SE: 0.11) in the testing session. The paired samples t-test showed this 
decrease as a statistically significant t(20) = 5.75, p < .001,Cohen’s d (1.2) suggests that this is a 
large effect. Results for the VR training and testing showed that on average participants decrease 
0.38 in total taps (SE: 0.08) in the testing session. The paired samples t-test showed this decrease 
as statistically significant t(20) = 4.72, p < .001, Cohen’s d (1.03) suggests that this is a large 
effect as shown in Figure 5.1 and the boxplots for training and testing in Figure 5.2,. These 
results confirmed the findings from the mixed ANOVA that both training groups improved after 
training by reducing their total taps significantly in the testing session. These results for the total 
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taps allowed us to reject the null hypothesis 2- H0 and accept the alternative hypothesis 2- H1 for 
both RW and VR groups.  
There was a marginally statistically significant interaction with small effect size between 
the training environment and the session on total taps, F(1, 40) = 3.9, p = .055, η2= .0039. That 
indicated that the effect of session on total taps was dependent on the training environment. With 
this result for the total taps, the null hypothesis 5- H0 was rejected and the alternative hypothesis 
5-H1 was accepted. The main effect of training environment was not statistically significant. 
Results revealed no significant effect in total taps between RW and VR groups, F(1, 40) = 0.032, 
p = .85, η2 = .001, regardless of the level of session (training or testing). With these results for 
the total taps, we failed to reject 3- H0 , 4- H0.  
These results indicated that the total taps on the testing session were fewer than the 
training session. However, there was no effect of training environment on total taps. Also, there 
was combined effects of training environment and session on total taps, meaning that the effect 
of session on total taps was dependent on training environment-related factors. The training 
session aided both groups to reduce the total taps in the testing sessions. With the current data, 
there was no significant result between both training groups in the testing session. These results 
suggest that the training is effective for improving the interaction with the mobile app and that it 
is possible that the VR training is as valuable as the RW environment for training on mobile app 
usage.  
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Figure 5.2. Boxplots for total taps in training and testing sessions for both groups RW and VR. 
 
5.3.2 Error Taps 
Error taps were included in the total taps’ analysis, but a separate test was run to 
investigate the effect of error taps individually and their impact on the interaction with the app. 
The results of error taps met Levene’s assumptions of equality of variance and but violated the 
Shapiro Wilk assumption of normality, which made sense, since errors typically form a Poisson 
distribution. To resolve this issue, ln() + 1 was applied to meet the Shapiro Wilk assumption for 
normality (+1 was added to avoid 0 when the users made no errors). The assumption of 
sphericity is always met when the repeated measure has two levels. There was only one outlier in 
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VR testing condition as assessed by inspection of boxplots, the results below were with the 
outlier included. The test was run again without the outlier and revealed similar results.  
A mixed ANOVA was conducted to examine the effect of training environment (RW, 
VR) and session (Training, Testing) on error taps. RW and VR were assessed on sessions under 
two conditions: training and testing. The main effect of session was statistically significant with 
a large effect size in error taps between training and testing sessions, F(1, 40) = 11.05, p = .002, 
η2 = .20. This result allowed us to reject the null hypothesis 1- H0 and accept the alternative 
hypothesis 1- H1 for error taps. 
 
 
Figure 5.3. Descriptive plot for error taps in (training, testing) and (RW, VR). 
 
To investigate the effect in both cases training and testing, a paired samples t-test was run 
for error taps in RW training, testing and VR training, testing. Results for the RW training and 
testing showed that on average participants decrease 0.77 in error taps (SE: 0.21) in the testing 
session. The paired samples t-test showed this decrease as a statistically significant t(20) = 3.55, 
p < .002,Cohen’s d (0.77) suggests that this is a medium effect. Results for the VR training and 
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testing showed that on average participants decrease 0.24 in error taps (SE: 0.21) in the testing 
session. The paired samples t-test showed this decrease as no statistically significant t(20) = 1.14, 
p = 0.26 as shown in Figure 5.3 and the boxplots for training and testing in Figure 5.4. These 
results confirmed the findings from the mixed ANOVA that the RW group improved after 
training by reducing their error taps significantly in the testing session. However, in the VR 
group the decrease in error taps was not at a significant level. These findings presented that the 
main effect of session (mentioned in previous paragraph) on error taps was caused by the RW 
group. These results for the error taps allowed us to reject the null hypothesis 2- H0 and accept 
the alternative hypothesis 2- H1 for the RW group only.  
The main effect of training environment was not statistically significant in error taps 
between RW and VR groups, F(1, 40) = 0.29, p = .59, η2 = .007, regardless of the level of 
session (training or testing). With this result for the error taps, we failed to reject 3- H0  and 4- 
H0.There was no statistically significant interaction between the training environment and the 
session on error taps, F(1, 40) = 2.9, p = .096, η2= .054, That indicated that the effect of session 
on error taps was not dependent on the training environment. With this result for the error taps, 
we failed to reject 5- H0. 
These results indicated that both groups improved in error taps in the testing session even 
though the VR group no at a significant level as per the t-test. There was no significant result 
between the two groups RW, VR in error taps in the training and testing sessions as per the 
simple main effects. There was no effect of training environment on error taps. Also, there was 
not combined effects of training environment and session on error taps, meaning that the effect 
of session on total taps was not dependent on training environment-related factors.  
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Figure 5.4. Boxplots for error taps in training and testing sessions for both groups RW and VR. 
 
5.3.3 Zoom Taps 
Zoom taps provided a better understanding of the map use in both training and testing.  
The results of zoom taps met Levene’s assumptions of equality of variance and but violated the 
Shapiro Wilk assumption of normality. To resolve this issue, square root () was applied to meet 
the Shapiro Wilk assumption for normality. The assumption of sphericity is always met when the 
repeated measure has two levels. There were two outliers as assessed by inspection of boxplots, 
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and the test was run with and without the outliers. The results below were with the outliers, and 
the test was run again without the outlier and revealed similar results. 
A mixed ANOVA was conducted to examine the effect of training environment (RW, 
VR) and session (Training, Testing) on zoom taps. RW and VR were assessed on sessions under 
two conditions: training and testing.  
 
 
Figure 5.5. Descriptive plot for zoom taps in (training, testing) and (RW, VR). 
 
The main effect of session was statistically significant with a large effect size in zoom 
taps between training and testing sessions, F(1, 40) = 25.76, p < .001, η2 = .38. This result 
allowed us to reject the null hypothesis 1- H0 and accept the alternative hypothesis 1- H1 for 
zoom taps. To investigate the effect in both cases training and testing, a paired samples t-test was 
run for zoom taps in RW training, testing and VR training, testing. Results for the RW training 
and testing showed that on average participants decrease 1.24 in zoom taps (SE: 0.33) in the 
testing session. The paired samples t-test showed this decrease as a statistically significant t(20) 
= 3.75, p = .001; Cohen’s d (0.82) suggests that this is a large effect. Results for the VR training 
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and testing showed that on average participants decrease 0.73 in error taps (SE: 0.20) in the 
testing session. The paired samples t-test showed this decrease as a statistically significant t(20) 
= 3.56, p = .002 as shown in Figure 5.5 and in the boxplots for training and testing in Figure 5.6. 
These results confirmed the findings from the mixed ANOVA that the RW and VR groups 
improved after training by reducing their zoom taps significantly in the testing session. These 
results for the zoom taps allowed us to reject the null hypothesis 2- H0 and accept the alternative 
hypothesis 2- H1 for both RW and VR groups.  
The main effect of training environment was not statistically significant in zoom taps, 
F(1, 40) = 1.63, p = .39, η2 = .018, regardless of the level of session (training or testing). With 
this result for the zoom taps, we failed to reject 3- H0 and 4- H0.There was no statistically 
significant interaction between the training environment and the session on zoom taps, F(1, 40) = 
1.67, p = .20, η2= .025, That indicated that the effect of session on zoom taps was not dependent 
on the training environment. With these results for the zoom taps, we failed to reject 5- H0. 
These results indicated that the zoom taps on the testing session were fewer than the 
training session as per the mixed ANOVA and the t-test analysis. However, there was no effect 
of training environment on zoom taps. Also, there was not combined effects of training 
environment and session on zoom taps, meaning that the effect of session on zoom taps was not 
dependent on training environment-related factors.  
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Figure 5.6. Boxplots for zoom taps in training and testing sessions for both groups RW and VR. 
 
5.3.4 Pan Taps 
Pan taps also are important actions when using the map, they analysis will provide a good 
overview of the map interaction specially when combined with the zoom tap analysis.  The 
results of pan taps met Levene’s assumptions of equality of variance and but violated the Shapiro 
Wilk assumption of normality. To resolve this issue, ln() was applied to meet the Shapiro Wilk 
assumption for normality. The assumption of sphericity is always met when the repeated 
measure has two levels. There were outliers as assessed by inspection of boxplots, the results 
below were with the outliers, removing the outliers created more outliers, so the test was run 
only with the outliers since they were not extreme outliers. A mixed ANOVA was conducted to 
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examine the effect of training environment (RW, VR) and session (Training, Testing) on pan 
taps. RW and VR were assessed on sessions under two conditions: training and testing.  
 
 
 
 
Figure 5.7. Descriptive plot for pan taps in (training, testing) and (RW, VR). 
 
The main effect of session was statistically significant with a large effect size in pan taps 
between training and testing sessions, F(1, 40) = 18.49, p < .001, η2 = .30. This result allowed us 
to reject the null hypothesis 1- H0 and accept the alternative hypothesis 1- H1 for the pan taps. To 
investigate the effect in both cases training and testing, a paired samples t-test was run for pan 
taps in RW training, testing and VR training, testing. Results for the RW training and testing 
showed that on average participants decrease 0.50 in pan taps (SE: 0.13) in the testing session. 
The paired samples t-test showed this decrease as a statistically significant t(20) = 3.82, p = 
.001,Cohen’s d (0.83) suggests that this is a large effect. Results for the VR training and testing 
showed that on average participants decrease 0.28 in pan taps (SE: 0.12) in the testing session. 
The paired samples t-test showed this decrease as a statistically significant t(20) = 2.22, p = .038 
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as shown in Figure 5.7 and in the boxplots for training and testing in Figure 5.8. These results 
confirmed the findings from the mixed ANOVA that the RW and VR groups improved after 
training by reducing their pan taps significantly in the testing session. These results for the pan 
taps allowed us to reject the null hypothesis 2- H0 and accept the alternative hypothesis 2- H1 for 
both RW and VR groups.  
The main effect of training environment was not statistically significant. Results revealed 
no statistically significant result in pan taps between RW and VR groups, F(1, 40) = 0.66, p = 
.42, η2 = .016, regardless of the level of session (training or testing). With this result for the pan 
taps, we failed to reject 3- H0 and 4- H0. There was no statistically significant interaction between 
the training environment and the session on pan taps, F(1, 40) = 1.45, p = .23, η2= .024, That 
indicated that the effect of session on pan taps was not dependent on the training environment. 
With these results for the pan taps, we failed to reject 5- H0. 
These results indicated that the pan taps on the testing session were fewer than the 
training session as per the mixed ANOVA and the t-test analysis. However, there was no effect 
of training environment on pan taps. Also, there was not combined effects of training 
environment and session on pan taps, meaning that the effect of session on pan taps was not 
dependent on training environment-related factors.  
The four types of taps analysis demonstrated that users from both groups improved after 
training in app interaction by reducing the taps. That results demonstrated the effectiveness of 
training to make the app easier to use, indicating that both VR and RW can offer an effective 
environment for evaluating the interaction with the mobile application.  
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Figure 5.8. Boxplots for pan taps in training and testing sessions for both groups RW and VR. 
 
5.4 Usability Questionnaire  
One way to evaluate usability for mobile application is to use standard questionnaires that 
have been shown to be effective. For this usability study, the Computer System Usability 
Questionnaire (CSUQ) by Lewis (1993) was applied. It contains 19 questions on 7-point scales 
from 1 as strongly agree to 7 strongly disagree (see Appendix B). In this case, low scores were 
better than the high scores. The questions were classified into four parts, the overall satisfaction 
score (OVERALL, 1-19), the system usefulness (SYSUSE, questions 1-8), the information 
quality (INFOQUAL, questions 9-15), and the interface quality (INTERQUAL, questions 16-
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18). The average of the responses was calculated for each part following the scoring system of 
the CSUQ.   
 
Figure 5.9. The comparison between VR and RW groups in each part of the CSUQ. 
 
As shown in Figure 5.9, both groups (RW, VR) had a good review of the app usability by 
scoring five and above out of seven in the four parts of the CSUQ. The group who trained in VR 
had higher averages in the overall satisfaction score, the system usefulness, and the information 
quality, but statistical analysis was needed to detect whether these differences were significant 
(see below). The average score for interface quality was almost the same for both training 
environments.  The grouping in the analysis of the next subsection was based on the same 
assumption and the test that was applied.  
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5.4.1 Overall Satisfaction Score and System Usefulness  
Based on the initial charts above, it was hypothesized that the RW training group would 
earn higher scores than the VR group in both the overall satisfaction (OVERALL) and the 
system usefulness (SYSUSE). Assumption of normality, as assessed by Shapiro-Wilk’s test (p < 
.05) was violated and homogeneity (equality) of variances, as assessed by Levene’s test (p > .05) 
was met.  
Therefore, a non-parametric Mann-Whitney U test was conducted to compare the average 
score for both the OVERALL and the SYSUSE in RW and VR training environment conditions. 
In both cases (OVERALL and SYSUSE), results did not show statistically significant differences 
between the two training groups, W= 196.5, p = .554 and W= 202.5, p = .658 respectively as in 
Figure 5.10 and Figure 5.11. These results indicated that the VR training group’s higher scores 
were not significant.  
 
Figure 5.10. Score in both training environments for the overall satisfaction score with scale 
from 1-7. 
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Figure 5.11.Score in both training environments for the system usefulness with scale from 1-7. 
 
5.4.2 Information Quality and Interface Quality  
Based on the initial charts above, it was hypothesized that the VR training group will get 
higher scores than the RW group the information quality (INFOQUAL) and there will be 
differences between the two groups in the interface quality (INTERQUAL).  
 
Figure 5.12.Score in both training environments for the information quality with scale from 1-7. 
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Figure 5.13. Score in both training environments for the interface quality with scale from 1-7. 
 
Assumptions of normality, as assessed by Shapiro-Wilk’s test (p > .05) and homogeneity 
(equality) of variances, as assessed by Levene’s test (p > .05) were met. An independent sample t 
test was conducted to compare the averages of the INFOQUAL and the INTERQUAL in RW 
and VR training environment conditions. In both cases (INFOQUAL and INTERQUAL), results 
did not show statistically significant differences between the two training groups (RW, VR), 
t(40) = -0.749, p =.458 and t(40) = 0.182, p =.857, respectively as seen in Figure 5.12 and 
Figure 5.13.  
Participants’ ratings in general pointed to good usability of the mobile application. 
However, the interface quality appeared to be a weak point. Details about the issues on the user 
interface were mentioned in the open-ended questions in the next section. 
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5.4.3 The Open-ended Questions  
Participants were provided with two open questions at the end of the CSUQ survey to 
comments about their experience with the mobile app. The first question was about the positive 
aspects of their experience and the second one was about the negative aspects. As shown in 
Table 5.1, there were 36 comments, 18 from each group (RW, VR) in the positive aspects. For 
the negative aspects, 35 participants commented with 20 from the RW group and 15 from the VR 
group as in Table 5.2. 
Table 5.1. Inputs from both groups (RW, VR) to the positive aspects question. 
 
Training 
Environment 
  
Comments 
RW 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Ease of use  
Good GPS tracking. I could see my position as the red figure 
on the screen easily. 
Simple and easy to use. 
Displays a small map on the bottom left corner of the big 
picture of where I am at. Then the large map in the center of 
the screen displayed a blown up image nicely. 
displayed a blown up image nicely. 
The house numbers 
the zoom settings, reliable map 
The gps tracking was very effective, adding and deleting 
points was also easy to do 
Accurate gps, straightforward functions. 
Very simple to use 
Easy to use, Map was useful 
It got the job done. 
It shows all the numbers on a street, so I can easily see where 
exactly I need to go. 
I can make changes on the map 
I liked the ease of selecting locations and ease of operations 
That would be in having the houses already numbered on the 
screen and the correct routes so that you will not be lost or 
go the wrong way. 
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Table 5.1. (continued) 
Training 
Environment 
 
Comments 
 
RW House numbers displayed throughout the map were easy to 
read and made it easy to find locations. 
Did not require a ton of button presses to accomplish things. 
Fairly straight forward. 
VR Large, easily readable buttons & interface 
Ease of use 
it reacted quickly to my commands. 
Clear to see addresses and roads 
Point out the needed actions (change, add, delete, submit). 
Zoom in/out to see the house numbers. Having the tasks list 
in the app to know all the addresses I wanna visit so that I 
planned my trip accordingly  
The add/delete function 
Very simple, not many options to confuse me (If I am 
already lost, I would get more frustrated with a complicated 
system) 
Easy to use and understand 
Having a dot on the map representing me that I can use to 
orientate myself between the real world and the map 
The paths is very clear to identify. 
The location of each house shows clearly. 
The add and delete is very easy to operate. 
Connectivity to real time data is perfect.  
The house numbers and streets were clearly marked. GPS 
positioning was accurate too 
Being able to see the map in real life 
Gps dot, list of addresses we are looking for, other addresses 
are on the map as well, clearly labeled buttons 
Gps effective, map easy to use 
Easy to use and navigate  
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Table 5.2. Inputs from both groups (RW, VR) to the negative aspects question. 
 
Training 
Environment 
  
Comments 
RW 
 
 
 
  
Doesn't calibrate in the direction you are going  
I did not like the zoom function. I didn't like having to use the green 
arrows to move the viewing area around when I zoomed in. It made it 
easy to lose track of my position on the map.  
Won't allow you to slide map around, can only use arrows, and you 
may lose the red dot on the screen when you do use arrows. 
Navigating the list of addresses to work through is not intuitive. When 
I select an address I do not get a confirming blue circle on the left side 
of the choice I just choose as I would typically expect from other 
interfaces.  
No estimated time, small marker for location 
Discrete zoom, unreliable location tracking, confirm action difficult to 
understand  
Confirming the location of each address seemed to be more difficult 
than it should have been. It would be easier if I could just click 
confirm and it would confirm the address I already have selected. Also 
it would be nice to have some visual confirmation that it actually 
confirmed. 
The interface isn't aesthetically easy to process in comparison to other 
map applications. 
It does not have the arrow of which side I am moving 
Different from what I'm used too 
I thought that selecting the address In the drop down then later 
confirming it was redundant 
It was too easy to accidentally place one address down for a different 
address's location without knowing it. 
I feel the map should be able to scroll, but once I got used to the 
arrows, it was fine. 
The map cannot be rotated by rotating the device  
I didn't like that i couldn't swipe to change location on the map. I also 
didn't like that I couldn't center the map on my location . 
I wouldn't say there are negative aspects. It all comes down to who's 
using it and how they look and think in going about their direction. 
The pan and zoom functions were different to use from traditional 
mapping systems. 
No pinch zoom and the map didn't reorient to my orientation so I had 
to turn the tablet to get my bearings. Could be simplified even further 
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Table 5.2. (continued) 
Training 
Environment 
 
Comments 
VR 
 
I wasn't sure when I had completed a task or if I had done so 
successfully  
Could be difficult for those with vision issues 
Having to zoom in in order to move on the map. 
Tough to know if task like adding or removing was done correctly 
right away 
On the map it will be helpful to know which direction a user is 
headed. Add the capability to zoom in and out using fingers, similar to 
google map. More feedback to the user, by confirmation messages, I.e. 
Unit was added, removed, changed. Add the feature to change an 
address by drag and drop or by asking the user to pinpoint the new 
address 
location on the map. List the steps on how to make a change by 
having a help section or instructions. 
No arrow or way to tell which direction you're facing/heading 
Lack of detail on the map made it slightly confusing 
Unsure how to post queries to the system 
It doesn't show any message to let me know if I submit my operation 
successfully. 
A little too simple  
Not much feedback 
Info about the direction I am facing would be really helpful 
Directions can be a little confusing  
Did not remove an address from the list after confirming that address's 
status 
Controls could be more fluid such as pinch to zoom or dragging the 
map with your finger  
  
 
One way to analyze the open-ended questions was by defining categories of interest then 
coding the comments according to these categories (Lazar et al., 2017). For every comment, the 
frequencies of mentioning the word of interest were counted and then the total value of 
appearance was calculated. For the positive feedback, 8 categories were defined based on their 
importance to the task and their popularity in the comments as shown in Figure 5.14. For the 
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negative feedback, 7 categories were defined based on their importance to the task and their 
popularities in the comments as shown in Figure 5.15.  
In the positive comments as shown in Figure 5.14, both groups mentioned the importance 
of the GPS and how it was beneficial during the task. The VR group emphasized the GPS 
slightly more than the RW and that was expected due to the value of the GPS cue in VR. The 
house numbers were mentioned positively more in the RW than the VR. One reason could be 
that in the RW, when users got closer to the address, they paid less attention to the mobile app 
and focused more on the environment. In VR, however, participants tended to do the opposite by 
staring at the app until the last minute. Zooming was mentioned positively as a valuable function 
by both groups, but there were more RW comments than in VR even though the VR group 
applied fewer zoom taps in both training and testing as in Figure 3. The add/delete buttons had 
more positive comments in the VR compared to the RW. For simplicity, it was clear that the RW 
group surpassed the VR group and that may due to the complication that the VR environment 
added to the interaction. The ease of use was almost the same in both environments with around 
20% compared to other categories. The last category was called “Others,” which includes 
comments that were not classified because they didn’t stand as a separate category, such as 
unrelated suggestions or comments such as “Connectivity to real time data is perfect” and “Being 
able to see the map in real life.” 
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Figure 5.14.The frequencies from the positive comments from both groups. 
 
There were 7 categories for the negative comments for both groups as shown in Figure 
5.15. The direction calibration was stated by both groups with more toward the VR group. That 
means the GPS presented as a dot with no direction, so participants from both groups found that 
confusing sometimes when they didn’t know to which direction they were heading. Participants 
described the method of zooming in a negative way; it did not work as the other map apps they 
had experienced, with pinch to zoom. To zoom in and out in this app the user needed to click (+) 
or (–) buttons for each zoom. The address list had an issue that when the user was done with a 
particular address, there was no feedback or change on the list to inform about that action. The 
RW group commented more frequently about it, and this issue could be confusing especially 
when deciding what address to work with next. Users from both groups stated that there were no 
actions confirmed in the app, with a greater percentage in the VR group. For example, when an 
address was deleted there was no confirmation about that in any form, which may have led to 
doubts and redundancy for some actions. Issues related to the map were mentioned such as the 
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size of the map and the clarity of the map, especially by the RW group. The RW group reported 
difficulties using the app more than the VR group such as “difficult to find” or “difficult to do.” 
The open-ended questions were a suitable approach for participants to express more details 
about their experience with the app. There was almost a balance between the two groups in the 
negative and positive notions about the app. The app showed strengths in some features such as 
the GPS and the ease of use. However; it was found that the app had some issues that could 
directly affect the performance of the user regardless of the training environment, such as the 
method of zooming and the lack of feedback after taking actions on addresses. 
 
 
Figure 5.15. The frequencies from the negative comments from both groups. 
 
5.5 Correlations  
This section explores correlations between the performance variables and the usability 
variables in all four conditions combined. The analysis tested the null hypothesis that there was 
no correlation between the two types of variables. Some variables didn’t meet the normality 
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assumptions and had outliers. Therefore, a non-parametric test (Spearman's correlation) was used 
to calculate the correlation coefficients. Significant correlations are shown in Table 5.3.  
As expected, time and distance correlated positively with variables related to errors and 
number of taps. The spatial ability (VZ) correlated negatively only with time, distance, and total 
taps which also reasonable. It was expected to find more correlations with the VZ as the task was 
about locations and navigation. The reason not to have more correlations with the VZ could be 
that most participants in this study scored high in the VZ test. Another reason may be that the 
test used for the VZ was not accurate enough alone to determine the spatial ability of a 
participant. Task errors correlated with all four taps measures positively, which was anticipated 
since more taps mean confusion and more errors. Distance correlated positively with several 
usability constructs, and that was not expected. Perhaps participants who travelled farther with 
the app, using it more extensively, had stronger opinions about its usability. Information quality 
correlated positively with tap zoom, which could mean that participants who used zoom 
frequently rated information quality more highly. 
Table 5.3. The significant correlations between variables with all condition combined. 
 
         
Spearman's 
rho   
p  
Time   -   Distance   0.741  ***  < .001   
Time   -   Errors   0.252  *  0.021   
Time   -   VZ   -0.282  **  0.009   
Time   -   Total Taps   0.268  *  0.014   
Time   -   Error Taps   0.312  **  0.004   
Distance   -   Errors   0.246  *  0.024   
Distance   -   VZ   -0.234  *  0.032   
Distance   -   
overall satisfaction score 
(OVERALL)  
 0.266  *  0.014   
Distance   -   information quality (INFOQUAL)   0.286  **  0.008   
Distance   -   interface quality (INTERQUAL)   0.245  *  0.024   
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Spearman's 
rho   
p  
Distance   -   Total Taps   0.251  *  0.021   
Distance   -   Error Taps   0.309  **  0.004   
Errors   -   Total Taps   0.332  **  0.002   
Errors   -   Error Taps   0.274  *  0.012   
Errors   -   Zoom Taps   0.254  *  0.020   
VZ   -   Total Taps   -0.218  *  0.046   
VZ   -   Error Taps   -0.303  **  0.005   
VZ   -   Zoom Taps   -0.244  *  0.025   
information quality 
(INFOQUAL)  
 -   Zoom Taps   0.231  *  0.035   
* p < .05, ** p < .01, *** p < .001  
 
5.6 Gender 
The study included four conditions (Training, Testing sessions, and RW, VR 
environments). Due to the small sample size of male/female in each condition (RW 10F,11M and 
VR 7F, 13M), a comparison was made based on the testing session regardless of the training 
environment (male 24, female 17). The variables used for this comparison were taps (total, 
zoom, pan, and errors) and usability questionnaire (overall satisfaction, information quality, 
interface quality, and system usefulness).  
The null hypothesis was that there were no differences between the two groups 
(male/female) during the testing session in taps (total, zoom, pan, and error) and in the usability 
questionnaire parts. Assumptions of normality, as assessed by Shapiro-Wilk’s test (p < .05) was 
violated in most tap types and the usability questionnaire parts, and the homogeneity (equality) 
of variances as assessed by Levene’s test (p > .05) was met. Therefore, a non-parametric Mann-
Whitney U test was conducted to compare the two groups. Results showed that there were no 
significant differences between the two groups (male/female) in all taps (total, zoom, pan, and 
errors) as well as all parts of the usability questionnaire as shown in Table 5.4. These results 
Table 5.3. (continued) 
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suggested that there was no gender effect on the testing sessions regardless of the training 
environment.  
Table 5.4.Gender differences in each variable on the testing session. 
 
Independent Samples T-Test   
   W  p  
Total Taps   178.500   0.390   
Error Taps   204.000   0.837   
Pan Taps   164.500   0.223   
Zoom Taps   168.000   0.258   
overall satisfaction score (OVERALL)   199.000   0.739   
system usefulness (SYSUSE)   217.500   0.908   
information quality (INFOQUAL)   188.000   0.538   
interface quality (INTERQUAL)   197.000   0.699   
Note.  Mann-Whitney U test.  
 
5.7 Conclusion  
In conclusion, the results from this study found that the large-scale virtual reality (the 
CAVE) was a valuable environment for training and evaluation of the location-based mobile 
application. Findings demonstrated that the training in both training environments was effective 
to improve the interaction with the mobile app. It was clear that training was important not only 
for the task but also for the mobile app.  
The taps analysis was advantageous to understand in a quantitative way how the user 
interacted with the app with regards to the task in both training environments. The total taps were 
reduced significantly for both training groups during the testing session, which indicated the 
importance of training. There were no significant differences in total taps between training in the 
RW and training in the VR groups during both training and testing. The correlations suggested 
that more taps could lead to more errors and more time and distance spent on the task. 
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On the usability questionnaire, participants showed a good overall satisfaction with the 
mobile app. They rated the app highly in usefulness and the information quality. The interface 
returned to be the lowest score among the ratings. The responses to the open-ended questions 
offered more details about the experience with the app. The app has features that were reported 
positively about the app such as the GPS and the design of the map and the ease of use. On the 
other hand, several negative issues were stated regarding the user interface such as the lack of 
feedback and confirmation about the actions. These issues could affect the performance on the 
task even with a good training session. Results also suggested that there was no gender effect on 
this study in terms of dealing with the mobile app. Table 5.5. Summaries for the hypotheses for 
each variable and their results. 
There are several ways to improve the interaction with the app. One way is to update the 
mobile app to work as other map apps that people interact with daily. That will help to meet the 
users’ expectations and reduce training time. 
Table 5.5. Summaries for the hypotheses for each variable and their results. 
 
 
Hypotheses 
Rejected or 
Accepted 
 
T
o
ta
l 
T
a
p
s 
1 H0: There is no significant within-subject effect of session 
(training vs. testing).  
Rejected 
H1: There is a significant within-subject effect of session 
(training vs. testing).  
Accepted 
2 H0: There are no differences in taps (total, error, pan, and 
zoom) between the testing and the training condition. 
Rejected for both 
RW, VR groups 
H1: There are differences in taps (total, error, pan, and zoom) 
between the testing and the training condition. 
Accepted for both 
RW, VR groups 
3 H0: There is no significant between-subject effect of the 
training environment (RW vs. VR).  
Failed to reject 
H1: There is a significant between-subject effect of the 
training environment (RW, VR). 
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Table 5.5. (continued) 
 
Hypotheses 
Rejected or 
Accepted 
 
 
T
o
ta
l 
T
a
p
s 
4 H0: There are no differences in taps (total, error, pan, and 
zoom) between the RW and the VR groups. 
Failed to reject 
H1: There are differences in taps (total, error, pan, and zoom) 
between the RW and the VR groups. 
 
5 H0: There is no significant interaction effect, there are no 
significant group differences across conditions. 
Rejected 
H1: There is a significant interaction effect between training 
environment and session.  
Accepted 
 
E
rr
o
r 
T
a
p
s 
1 H0: There is no significant within-subject effect of session 
(training vs. testing).  
Rejected 
H1: There is a significant within-subject effect of session 
(training vs. testing).  
Accepted 
2 H0: There are no differences in taps (total, error, pan, and 
zoom) between the testing and the training condition. 
Rejected for RW, 
group only. 
H1: There are differences in taps (total, error, pan, and zoom) 
between the testing and the training condition. 
Accepted for RW, 
group only. 
3 H0: There is no significant between-subject effect of the 
training environment (RW vs. VR).  
Failed to reject 
H1: There is a significant between-subject effect of the 
training environment (RW, VR). 
 
4 H0: There are no differences in taps (total, error, pan, and 
zoom) between the RW and the VR groups. 
Failed to reject 
H1: There are differences in taps (total, error, pan, and zoom) 
between the RW and the VR groups. 
 
5 H0: There is no significant interaction effect, there are no 
significant group differences across conditions. 
Failed to reject 
H1: There is a significant interaction effect between training 
environment and session.  
 
 
Z
o
o
m
 T
a
p
s 
1 H0: There is no significant within-subject effect of session 
(training vs. testing).  
Rejected 
H1: There is a significant within-subject effect of session 
(training vs. testing).  
Accepted 
2 H0: There are no differences in taps (total, error, pan, and 
zoom) between the testing and the training condition. 
Rejected for both 
RW, VR groups 
H1: There are differences in taps (total, error, pan, and zoom) 
between the testing and the training condition. 
Accepted for both 
RW, VR groups 
3 H0: There is no significant between-subject effect of the 
training environment (RW vs. VR).  
Failed to reject 
H1: There is a significant between-subject effect of the 
training environment (RW, VR). 
 
4 H0: There are no differences in taps (total, error, pan, and 
zoom) between the RW and the VR groups. 
Failed to reject 
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Table 5.5. (continued) 
 
Hypotheses 
Rejected or 
Accepted 
 
 
Z
o
o
m
 T
a
p
s 
4 H1: There are differences in taps (total, error, pan, and zoom) 
between the RW and the VR groups. 
 
5 H0: There is no significant interaction effect, there are no 
significant group differences across conditions. 
Failed to reject 
H1: There is a significant interaction effect between training 
environment and session.  
 
 
P
a
n
 T
a
p
s 
 
1 H0: There is no significant within-subject effect of session 
(training vs. testing).  
Rejected 
H1: There is a significant within-subject effect of session 
(training vs. testing).  
Accepted 
2 H0: There are no differences in taps (total, error, pan, and 
zoom) between the testing and the training condition. 
Rejected for both 
RW, VR groups 
H1: There are differences in taps (total, error, pan, and zoom) 
between the testing and the training condition. 
Accepted for both 
RW, VR groups 
3 H0: There is no significant between-subject effect of the 
training environment (RW vs. VR).  
Failed to reject 
H1: There is a significant between-subject effect of the 
training environment (RW, VR). 
 
4 H0: There are no differences in taps (total, error, pan, and 
zoom) between the RW and the VR groups. 
Failed to reject 
4 H1: There are differences in taps (total, error, pan, and zoom) 
between the RW and the VR groups. 
 
5 H0: There is no significant interaction effect, there are no 
significant group differences across conditions. 
Failed to reject 
H1: There is a significant interaction effect between training 
environment and session.  
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CHAPTER 6.    EVALUATING THE INTERACTION WITH THE VIRTUAL 
ENVIRONMENT 
The system on this project included four main parts that interacted with each other to 
create a successful experience: the virtual training environment, the mobile application, the user, 
and the task. Previous chapters investigated the impact of the training environment on task 
performance and the usability of the mobile app. The focus of this chapter is specifically to 
examine the effectiveness of user interaction with the virtual environment.  
The aim of building the VE was to mimic the real-world environment to perform the 
same task in both environments. The 3D model was built with details captured from the real 
world as much as possible. The visual aspects of the model included details such as streets, 
sidewalks, houses, trees, cars, and signs. This model also mimicked the way of navigation in the 
real world by using body locomotion navigation. The users’ view about that interaction with VE 
is a critical point for the evaluation. This chapter describes an evaluation of the users’ interaction 
with the VE. 
 
6.1 Research Questions 
This chapter focused on specific research questions for the interaction evaluation with 
virtual environment.  
1- Does the interaction with the environment affect the performance variables (time, 
distance, task errors, and taps) in the two-training environments (RW, VR)? 
2- Is there a difference between the two-training environments (RW, VR) in distance 
estimation? 
3- Are there correlations between the app usability scores and the presence scores for the 
VR training group?  
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4- Is there a correlation between the VZ scores and the presence scores? 
5- How good was the presence in the VE compared to the full possible presence score? 
 
6.2 Predictions  
Based on previous research described in Chapter 2 and the study noted in Chapter 3, the 
following predictions are suggested for the results of this study. There are no differences in 
performance variables (time, distance, task errors, and taps) between the two-training 
environment (RW, VR). The RW participants will make more accurate distance judgments than 
the VR training participants. There will be positive correlations between the app usability scores 
and the presence scores for the VR training group. There will be a positive correlation between 
the VZ score and the presence scores. There will be positive results from the presence scores in 
the VE compared to the full possible presence scores.  
 
6.3 Evaluation Variables  
Several metrics were used to evaluate users’ interaction with the virtual environment. For 
this study, quantitative methods included task performance (time, distance, task errors, and taps 
on the mobile app), distance estimation, and correlations between variables. Qualitative methods 
included an analysis of the presence questionnaire. Next, detailed explanations of each variable.  
 
6.4 Performance  
The analysis of task performance was done in Chapter 4 using ANOVA to compare 
between the two training environments (RW and VR) and the two sessions (training and testing) 
together. For this chapter, the analysis of performance focuses only on the training session to 
compare the effect of the interaction with the environment between the two training 
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environments RW and VR. Task performance in the RW was considered the ideal case and the 
performance in the VR was compared against it to examine how good is the VE on this task. 
Additionally, the ANOVA analysis in Chapter 4 used normalization for time and distance, 
because the task was performed in different addresses in training and testing. However, in this 
chapter, there was no normalization, and the actual values were used since the two training 
environments used the same addresses. This analysis compared the performance in the two 
environments during the training session as shown in Table 6.1 using an independent t-test.  
Table 6.1. The dependent and independent variables for training analysis. 
 
                      Training Environment 
  IV: VR IV: RW 
Training 
DV: 
Error 
Time 
Distance 
Total Tap 
DV: 
Error 
Time 
Distance 
Total Tap  
 
 
Hypotheses for Performance Variables  
 
H0: There are no differences in (errors, distance, time, and total taps) between the 
RW and the VR groups. 
H1: There are differences in (errors, distance, time, and total taps) between the 
RW and the VR groups. 
 
 
6.4.1 Errors 
Task errors were counted using the method explained in Chapter 3. It was hypothesized 
that the RW training group performed the task with fewer errors than the VR group. This 
analysis tests the null hypothesis that there was no significant difference between the RW and the 
VR training groups in task errors. The assumptions of normality, as assessed by Shapiro-Wilk’s 
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test (p < .05) was violated and homogeneity (equality) of variances, as assessed by Levene’s test 
(p > .05) was met.  
 
 
Figure 6.1. Boxplot about task errors in both training environments. 
 
Therefore, a non-parametric Mann-Whitney U test was conducted to compare the task 
errors for in address verification task in RW and VR training environment conditions. Results 
showed a statistically significant difference between the two training groups, W= 126.5, p = 
.017. An examination of the average of errors revealed that task errors were higher in the VR 
training (n= 21, M= 5.57, SE= 0.66) than in the RW training (n= 21, M= 3.66, SE= 0.404). This 
result allowed us to reject the null hypothesis H0 and accept the alternative hypothesis H1 for task 
errors. Figure 6.1 showed boxplots about the task errors in both training environments.  
The first variable showed that the VR environment group had more task errors. The VE 
could be a reason behind some of these errors besides the task itself.  The reason could be the 
complication of performing the task in VR, and participants may also commit some errors while 
learning how to interact with the environment. Adding more training elements to the VR training 
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experience, such as more explanation of the method of navigation in VR, could help to reduce 
the task errors. Another way to reduce errors could be redefining the meaning of task errors in 
VR and the RW, so what is counted as an error in VR may not be an error in the RW, and vice-
versa. Even though participants in VR training had more task errors, they learned the task, as 
documented by reduced errors after training. (There was no significant result between the two 
groups in task errors in the testing session, as noted in Chapter 4.) 
 
6.4.2 Distance 
The distance traveled was calculated using the log file in the mobile app for both training 
environments in miles. Distance is an important factor for the address verification task and 
shorter distance was considered better. It was hypothesized that the RW training group 
completed the task in a shorter distance than the VR group. This analysis to test the null 
hypothesis that there was no significant difference between the RW and the VR training groups 
in distance traveled. The assumptions of normality, as assessed by Shapiro-Wilk’s test (p < .05) 
and homogeneity (equality) of variances, as assessed by Levene’s test (p < .05) were both 
violated.  
Therefore, a non-parametric Welch's t-test was conducted to compare the distance 
traveled in RW and VR training environment conditions. Results showed a statistically 
significant difference between the two training groups, t(22.96) = -6.81, p < .001. An 
examination of the average distance revealed that distance was higher in the VR training (n= 21, 
M= 2.1, SE= 0.11) than in the RW training (n= 21, M= 1.27, SE= 0.03). This result allowed us to 
reject the null hypothesis H0 and accept the alternative hypothesis H1 for distance. Figure 6.2 
showed boxplots about distance traveled in both training environments. 
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Figure 6.2. Boxplot about distance in both training environments. 
 
The second variable, distance, showed that the VR group walked more distance that the 
RW group. The reason as discussed in Chapter 4 may due to the method of navigation in the VR 
environment. Walking in VR differed from the RW, participants in RW did real walking where 
they needed effort and physical steps. However, in VR walking is more convenient, requiring 
simply moving closer to the wall of the CAVE. More distance using that convenient way may 
not constitute an interaction problem because there was no additional effort by the user, unless 
that increase in distance affected other variables such as errors and time.  
 
6.4.3 Time  
Task completion time was recorded using log file on the mobile app in the same way for 
both environments in minutes. The shorter time was considered better for this task for more 
efficiency. It was hypothesized that the RW training group completed the task faster than the VR 
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group. This analysis to test the null hypothesis that there was no significant difference between 
the RW and the VR training groups in task completion time. 
 
 
Figure 6.3. Boxplot about time in both training environments. 
 
The assumptions of normality, as assessed by Shapiro-Wilk’s test (p > .05) and 
homogeneity (equality) of variances, as assessed by Levene’s test (p > .05) were met. An 
independent sample t test was conducted to compare the task completion time in address 
verification task in RW and VR training environment conditions. Results did not show a 
statistically significant difference between the two training groups, t(40) = -0.83, p =.406. With 
this result, we failed to reject the hypothesis H0 for time. Figure 6.3 showed boxplots about the 
task completion time in both training environment.  
The third variable, time, showed no significant difference in time between the two 
training environments. Although these results do not confirm that the training environments offer 
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the same training time, it adds value to the VE to show that it, at least in this study, does not 
create a significant difference in training time.  
 
6.4.4 Total Taps 
Recording the taps on the mobile app was another metric for evaluating the interaction 
with the mobile application. The same mobile application was used in both environments, so 
evaluating the taps provided insights about how the mobile app incorporated with the VE and 
how the user interacts with each of them. It was hypothesized that the RW training group 
performed the task with fewer total taps on the mobile app than the VR group. This analysis to 
test the null hypothesis that there was no significant difference between the RW and the VR 
training groups in total taps. The assumptions of normality, as assessed by Shapiro-Wilk’s test (p 
< .05) was violated and homogeneity (equality) of variances, as assessed by Levene’s test (p > 
.05) was met.  
Therefore, a non-parametric Mann-Whitney U test was conducted to compare the total 
taps in the RW and the VR training environment conditions. Results did not show a statistically 
significant difference between the two training groups, W= 256.5, p = .37. With this result, we 
failed to reject the hypothesis H0 for taps. Figure 6.4 boxplots about total taps in both training 
environments. 
The two training groups used the same mobile app to perform the same task. Results from 
the total taps metric showed no significant difference in total taps between the two training 
environments. While this result does not confirm that the system would yield the same 
distribution of taps in all environments, the mobile app was critical for the task, and finding no 
significant difference between the two environments offers a positive sign for both the VE and 
the mobile app.  
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Figure 6.4. Boxplot about total taps in both training environments. 
 
The performance analysis yielded two metrics in which the RW and the VR 
environments were different and another two metrics where there were no significant differences 
between the two environments. Results from Chapters 4 and 5 showed that both training groups 
improved on task performance after training as well as on mobile app interaction after training. 
All of these results support the idea that using this VE led to successfully learning and 
completing the task.   
 
6.5 Distance Estimation  
Another way to evaluate the interaction with the virtual environment was to evaluate the 
distance perception during the session in the VE. Previous research has that participants 
underperceived their distance in virtual reality (Messing & Durgin, 2005; Sinai et al., 1999; 
Witmer & Kline, 1998; Witmer & Sadowski Jr, 1998.). In this study, participants were asked to 
125 
 
provide an estimation about the distance traveled during the task after the session was done in 
both training conditions (RW, VR). Then the percentage changes were calculated between the 
actual distance and the estimated distance for every participant in each session using the formula, 
where V1 was the actual distance, and V2 was the estimated distance: 
(𝑉2 − 𝑉1)
|𝑉1|
 ×  100 
The best case was to have this percentage as low as possible; having a large percentage 
means a large difference between the actual and estimated distance. Having a positive percentage 
meaning that V2  > V1 and a negative percentage is  V2  < V1  .  
 
Hypotheses Regarding Distance Judgments 
H0  : There is no difference in distance judgments between the VR and the RW 
participants.  
H1 : There is difference in distance judgments between the VR and the RW 
participants.  
 
 
Based on the literature mentioned above, it was hypothesized that VR group will have 
larger percentage change between the actual and the estimated distance than the RW group. 
Assumption of normality, as assessed by Shapiro-Wilk’s test (p < .05) was violated and 
homogeneity (equality) of variances, as assessed by Levene’s test (p > .05) was met.  
Therefore, a non-parametric Mann-Whitney U test was conducted to compare between 
the RW, VR groups in the percentage change between the actual and the estimated distance, 
Results showed a statistically significant difference between the two training groups, W = 330.0, 
p = .003. This result allowed us to reject the null hypothesis H0 and accept the alternative 
hypothesis H1 for distance judgments. An examination of the sample averages revealed that the 
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percentage change was lower in the VR training (n= 21, M= - 41.67, SD = 32.87) than in the 
RW training (n= 21, M= -14.36, SD = 34.52). The percentage change showed as negative values 
meaning that the estimated distance is less than the actual distance. Figure 6.5 showed boxplots 
for the RW, VR groups in the percentage change between the actual and the estimated distances 
in the training session. 
 
Figure 6.5. Boxplots for the RW, VR groups in the percentage change between the actual and the 
estimated distances in the training session. 
 
Figure 6.6 showed the individual responses to the distance estimation vs. actual distance 
in the VR training session and Figure 6.7 showed the individual responses to the distance 
estimation vs. actual distance in the RW training session. 
These results corresponded with the literature that participants underperceived their 
distance in virtual reality (Messing & Durgin, 2005; Sinai et al., 1999; Witmer & Kline, 1998; 
Witmer & Sadowski Jr, 1998.). It was clear that there were issues in the VE related to distance 
and distance perception. Some of these issues were likely related to how people perceive 
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distance in VR such as distance estimation. Other issues were likely related to the way of 
navigation in the VE such as the results from the analysis in the Subsection 1.2.2, where users 
walked more distance in VR than the RW.  
 
 
Figure 6.6. The individual responses to the distance estimation vs. actual distance in the VR 
training session. 
 
Figure 6.7.The individual responses to the distance estimation vs. actual distance in the RW 
training session. 
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6.6 Correlations Between Variables  
This section explained the correlations between variables in the VR training condition 
only, to examine if there are correlations between the (usability scores, the VZ score) and the 
presence scores.  
 
Hypotheses for the Correlations Between Variables  
H0  : There are no are correlations between the (app usability scores, VZ) and the 
presence scores. 
 
H1 : There are correlations between the (app usability scores, VZ) and the 
presence scores. 
 
 
 
Some variables did not meet the normality assumptions and had outliers. Therefore, a non-
parametric test (Spearman's correlation) was used to calculate the correlation coefficients as 
shown in Table 6.2. The strength of associations was calculated using the levels provided in 
Table 6.3 (Laerd statistics, 2019).  
Spearman’s correlation as in Table 6.2 showed a significant positive correlation between 
distance and the difference between the actual and estimated distance (r = .516, p < .018), and 
between spatial visualization ability (VZ) and self-evaluation of performance (part of the 
presence questionnaire) (r = 0.606, p < .004). Participants with high VZ score scored high in the 
self-evaluation of performance. The overall satisfaction score, system usefulness, and interface 
quality (from the usability questionnaire) correlated positively at a significant level with the 
possibility to examine (from the presence questionnaire) (r = 0.496, p < .022), (r = 0.480, p < 
.028), and (r = 0.500, p < .021) respectively. The interface quality from the mobile app usability 
questionnaire correlated positively with the difference between the actual and estimated distance 
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(r = 0.548, p < .010). It was not expected to see a positive correlation between the two variables; 
if there were a correlation it was expected to be in the opposite direction, in that the quality of the 
interface should correlate negatively with the gap between actual and estimated distance. These 
results allowed us to reject H0 and accept H1 for the VZ and the self-evaluation of performance 
from the presence questionnaire, as well as for (the overall satisfaction score, system usefulness 
and interface quality) from the usability questionnaire and the possibility to examine form the 
presence questionnaire.  
The correlation analysis was done between variables in the VR training only because it is 
the focus of this chapter, and they are the only group who performed the presence questionnaire. 
There were 21 participants in this condition, and that may be a reason to see only a few 
correlations from all variables.  
 
Table 6.2.Correlation coefficients table between variables in VR training session. 
 
Spearman Correlations   
         Spearman's rho  p  
Distance   -   Dif_Act_Est   0.516  *  0.018   
VZ   -   Self-evaluation of performance   0.606  **  0.004   
overall satisfaction score (OVERALL)   -   Possibility to examine   0.496  *  0.022   
system usefulness (SYSUSE)   -   Possibility to examine   0.480  *  0.028   
interface quality (INTERQUAL)   -   Possibility to examine   0.500  *  0.021   
interface quality (INTERQUAL)   -   Dif_Act_Est   0.548  *  0.010   
* p < .05, ** p < .01, *** p < .001  
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Table 6.3.Strength of association in correlation coefficient (Laerd statistics, 2019). 
 
  Coefficient, r  
Strength of Association Positive Negative 
Small .1 to .3 -0.1 to -0.3 
Medium .3 to .5 -0.3 to -0.5 
Large .5 to 1.0 -0.5 to -1.0 
 
Next, the presence questionnaire was used to provide more information about the 
participants’ views of the environment.  
 
6.7 Presence Questionnaire  
One way to evaluate the interaction with the VE that is widely used is to measure the sense 
of presence (Gilbert, 2016; Schuemie, van der Straaten, Krijn, & van der Mast, 2001). There 
have been several questionnaires in the literature to evaluate the presence in VR (Lessiter et al 
2006; Nowak & Frank, 2003; Schubert et al 2001). The presence questionnaire used in this study 
was developed by (Witmer & Singer, 1998), the third version (see Appendix B).  It includes 22 
questions on 7 Likert scales where the higher number is better. The questionnaire was divided 
into six parts: Realism items 3+4+5+6+7+10+13, Possibility to act items 1+2+8+9, Quality of 
interface items 14+17+18 (all reversed), Possibility to examine items 11+12+19, Self-evaluation 
of performance items 15+16, Sound items 20+21+22. The analysis in this section was limited to 
the VR training group (21 participants) as they are the only group who experienced the CAVE. 
Since there was only one group, the analysis was performed by comparing the participants' 
average scores to the maximum possible score of each construct of the presence questionnaire as 
shown in Figure 6.9.  
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6.7.1 Total Presence  
The total presence was the first part of the presence questionnaire and consist of the total of 
all questions form 1-22 for each participant. The full score was 154 which was to rank 7 in all 
questions. The participants’ mean then compared against the full score. The mean of the total 
presence for all participants was 111.2 as shown in Figure 6.9. The individual performance in 
total presence showed the maximum value of 140 and the minimum value of 76 as shown in 
Figure 6.8. 
 
6.7.2 Realism  
Realism was the second part of the presence questionnaire and consist of the total of 
questions (3+4+5+6+7+10+13) for each participant. The full score was 49 which was to rank 7 
in all questions. The participants mean then compared against the full score, the mean of the 
realism for all participants was 35.2 as shown in Figure 6.11 
 
 
Figure 6.8. Individual performance for the total items in the PQ compared to the full possible 
score, ordered by ascending PQ score. 
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Figure 6.9. The average of total items in the PQ compared to the full possible score. 
 
 
Figure 6.10.Individual performance for the realism part in the PQ compared to the full possible 
score, ordered by ascending total PQ score for ease of comparison with chart of total scores. 
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Figure 6.11.The average of realism in the PQ compared to the full possible score. 
 
The individual performance in realism showed the maximum value of 44 and the 
minimum value of 24 as shown in Figure 6.10. These results showed almost all participants were 
above the median value of the full score which was 24.5 and the mean was higher than the 
median by 10 points. 
 
6.7.3 Possibility to Act 
The possibility to act was the third part of the presence questionnaire and consist of the 
total of questions (1+2+8+9) for each participant. The full score was 28 which was to rank 7 in 
all questions. The participants mean then compared against the full score, the mean of the 
possibility to act for all participants was 22.14 as shown in Figure 6.13. The individual 
performance in possibility to act showed the maximum value of 27 and the minimum value of 17 
as shown in Figure 6.12. These results showed all participants were above the median value of 
the full score which was 14 and the mean was higher than the median by 8 points.  
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Figure 6.12. Individual performance for the possibility to act in the PQ compared to the full 
possible score, ordered by ascending total PQ score. 
 
 
Figure 6.13.The average of the possibility to act in the PQ compared to the full possible 
score. 
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6.7.4 Quality of Interface  
The quality of the interface consists of the total of questions (14+17+18) for each 
participant. The full score was 21 which was to rank 7 in all questions. The participants mean 
then compared against the full score, the mean of the quality of interface for all participants was 
14.3 as shown in Figure 6.15. The individual performance in the quality of interface showed the 
maximum value of 20 and the minimum value of 8 as shown in Figure 6.14. These results 
showed that most participants were above the median value of the full score which was 10.5 and 
the mean was higher than the median by 4 points. 
 
Figure 6.14.Individual performance for the quality of interface items in the PQ compared 
to the full possible score, ordered by total PQ score. 
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Figure 6.15.The average of the quality of interface in the PQ compared to the full 
possible score. 
 
6.7.5 Possibility to Examine  
The possibility to examine consists of the total of questions (11+12+19) for each 
participant. The full score was 21 which was to rank 7 in all questions. The participants mean 
then compared against the full score, the mean of the possibility to examine for all participants 
was 16.3 as shown in Figure 6.17. The individual performance in the possibility to examine 
showed the maximum value of 21 and the minimum value of 10 as shown in Figure 6.16. These 
results showed that almost all participants were above the median value of the full score which 
was 10.5 and the mean was higher than the median by 6 points. 
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Figure 6.16.Individual performance for the possibility to examine in the PQ compared to 
the full possible score, ordered by ascending total PQ score. 
 
 
Figure 6.17.The average of the possibility to examine in the PQ compared to full possible score. 
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6.7.6 Self-evaluation of Performance 
The self-evaluation of performance consists of the total of questions (15+16) for each 
participant. The full score was 14 which is to rank 7 in all questions. The participants mean then 
compared against the full score, the mean of self-evaluation of performance for all participants 
was 11.23 as shown in Figure 6.19. The individual performance in self-evaluation of 
performance showed the maximum value of 14 and the minimum value of 6 as shown in Figure 
6.18. These results showed that almost all participants were above the median value of the full 
score which was 7 and the mean was higher than the median by 4 points. 
 
 
Figure 6.18.Individual performance for the self-evaluation of performance in the PQ 
compared to the full possible score, ordered by ascending total PQ score. 
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Figure 6.19.The average of self-evaluation of performance in the PQ compared to the full 
possible score. 
 
6.7.7 Sound  
The sound part consists of the total of questions (20+21+22) for each participant. The full 
score was 21 which is to rank 7 in all questions. The participants mean then compared against the 
full score, the mean of sound for all participants was 11.9 as shown in Figure 6.21. The 
individual performance in sound showed the maximum value of 21 and the minimum value of 3 
as shown in Figure 6.20. These results showed that some participants were above the median 
value of the full score which was 10.5 and six participants were below the median, and the mean 
was higher than the median by 1.5 points. 
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Figure 6.20.Individual performance for the sounds in the PQ compared to the full 
possible score, ordered by ascending total PQ score. 
 
Figure 6.21.The average of sounds in the PQ compared to the full possible score. 
 
6.7.8 Discussion 
Results from the presence questionnaire indicated that participants had a reasonable sense 
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compared to the full possible scores. Figure 6.22 shows the difference between the average and 
the full possible score for each part of the PQ, and the lower that difference is better. It was clear 
that the self-evaluation of performance was the best among the six parts, followed by the 
possibility to examine. Realism scored a high difference between the average and the original 
score, meaning it was the worst among the six parts of the PQ, followed by sound with another 
high difference. It was hard for users to recognize the sound in the virtual environment. That 
could be related to the sound itself that was chosen to be within the environment, or a reason 
related to the technical settings such as the volume of the sound and the directions of speakers.  
 
 
Figure 6.22.The difference between the average and the full possible score 
 for each part of PQ. A larger bar indicates lower presence on that construct. 
 
 A high score in the sense of presence will affect the overall interaction with the VE 
(Martijn J. Schuemie et al., 2001). The details of the 3D model, the high fidelity, the body 
locomotion navigation, and the large-scale environment the CAVE were likely all contributors to 
13.72
9.1
6.7
5.9
4.7
2.8
0 2 4 6 8 10 12 14 16
REALISM
SOUND
QUALITY OF INTERFACE
POSSIBILITY TO ACT
POSSIBILITY TO EXAMINE 
SELF-EVALUATION OF PERFORMANCE 
142 
 
a high presence in the VE. It was observed during the session in the CAVE that some 
participants showed behavioral signs of presence in the VE. For example, some lowered their 
head to avoid the trees when getting closer to them; others looked for cars before crossing the 
street. It was noticed that some participants raised their hand to try to touch cars or virtual walls. 
Some users got very close to the physical wall, forgetting there was even a wall. And at the end 
of the session, some of them forgot which wall was the door. Three participants mentioned 
feeling dizzy during the session and two of them asked for a short break. Another point noted 
was about the mobile app in both environments when some users rotated the app to look for 
directions.  
 
6.8 Conclusion  
This chapter evaluated the interaction with the virtual environment using quantitative and 
qualitative methods. Training in the virtual environment led to more task errors and distance 
traveled than the field. However, there were no significant differences between the two training 
groups (RW, VR) on task completion time and total taps using the mobile application.  
Results signaled issues related to perceived distance when interacting with this system. 
One was a general problem related to distance underestimation in VR. Another issue related to 
spending more distance during the task. Participants in the VR group underestimated their 
distance, they had a significantly larger difference between the estimated and the actual distance 
compared to the real-world group. That agreed with the findings in the literature about distance 
perception in VR.  
The sense of presence in the virtual environment was evaluated using a questionnaire with 
six parts. Most of them showed a positive indication about the sense of presence when compared 
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to the original values of the questionnaire. The last part was about recognizing and interacting 
with sound in the VE. Participants did not rate the VE as highly in this part as on other parts.  
Spatial visualization ability (VZ) correlated positively with the self-evaluation of 
performance (from the presence questionnaire).  The usability questionnaire showed positive 
correlations with the possibility to examine from the presence questionnaire. It was not expected 
to find positive correlations between the interface quality from the usability questionnaire and 
the difference between the actual and estimated distance. Correlations provided some insights 
about the variables. However, the analysis in this chapter was only for the VR training group, 
which limited the sample to 21. Some correlations may not appear with such a small sample size.  
Table 6.4. Summaries for the hypotheses for each variable and their results. 
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Hypotheses 
 
Rejected or 
Accepted 
 
 
E
rr
o
rs
 H0: There are no differences in errors between the RW and 
the VR groups. 
Rejected 
H1: There are differences in errors between the RW and the 
VR groups. 
Accepted 
 
D
is
ta
n
ce
 H0: There are no differences in distance between the RW 
and the VR groups. 
Rejected 
H1: There are differences in distance between the RW and 
the VR groups. 
Accepted 
 
T
im
e
 H0: There are no differences in time between the RW and 
the VR groups. 
Failed to reject 
H1: There are differences in time between the RW and the 
VR groups. 
 
 
T
o
ta
l 
T
a
p
s 
H0: There are no differences in total taps between the RW 
and the VR groups. 
Failed to reject 
H1: There are differences in total taps between the RW and 
the VR groups. 
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Table 6.4. (continued) 
 
Hypotheses 
 
Rejected or 
Accepted 
 
 
D
is
ta
n
ce
 
J
u
d
g
m
e
n
ts
 
H0 : There is no difference in distance judgments between 
the VR and the RW participants.  
Rejected  
H1: There is difference in distance judgments between the 
VR and the RW participants.  
Accepted 
 
C
o
rr
el
a
ti
o
n
s 
H0 : There are no are correlations between the (app 
usability scores, VZ) and the presence scores. 
Rejected  
H1: There are correlations between the (app usability 
scores, VZ) and the presence scores. 
Accepted 
These results allowed us to reject H0 and accept H1 for the 
VZ and the self-evaluation of performance from the 
presence questionnaire, as well as for (the overall 
satisfaction score, system usefulness and interface quality) 
from the usability questionnaire and the possibility to 
examine form the presence questionnaire.  
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CHAPTER 7.    SUMMARY, DISSCUSIONS, LIMITATIONS, AND FUTURE 
DIRECTIONS     
7.1 Summary 
This work found the CAVE to be a valuable environment for training in large scale 
simulation for a location-based task. With advantages in the CAVE such as high fidelity, flexible 
navigation, high immersion and presence, and users’ ability to use the mobile application, 
participants were able to learn the task and reduce their task errors in the testing session as 
shown in Chapter 4. It was also found that there were no significant differences between the two 
training groups in time, distance, and task errors in the testing session. The CAVE showed 
positive results in training for this task. However, it is still a high cost environment and not 
available for most users.  
The mobile application was a critical part of this project; it provided guidance for 
navigating the environment in both VR and RW as well as performing the task operations. The 
training sessions in both environments had a positive impact on the interaction with the mobile 
application, suggesting that training was helpful in completing the address verification task in 
this mobile app. Participants from both VR and real-world environments reduced their total taps 
significantly after the training sessions. There were no significant differences between the two 
training groups in total taps in the testing session. The usability questionnaire showed overall 
high ratings and that participants found the app useful with good information. However, the user 
interface presented lower ratings compared to other constructs within the questionnaire. That 
result suggests the importance of updating the mobile app interface to align with the standard 
affordances used in map applications that users are familiar with in their daily lives. This study 
found the CAVE as a useful tool to evaluate the mobile application usability as shown in 
Chapter 5.   
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Putting users with the mobile application inside the VR CAVE created an interesting 
experience, in that the user interacted with the VE and the mobile application simultaneously. 
The presence questionnaire evaluated the interaction with the VE and showed high presence 
relative to the full rating of the questionnaire. Another way to study the interaction with the VE 
was to examine perceived distance. Participants, as expected, underperceived their distance in 
the VE, and that was compatible with results from previous literature as presented in Chapter 6. 
Spatial visualization ability was found to be important in the address verification task, as it 
correlated with time, distance, and task errors. However, most participants in this study had high 
scores in the VZ test. Gender was found to have no significant effect in this study in both task 
training and mobile app evaluation. The next sections present discussions about the results of 
Chapter 4, 5, and 6.  
 
7.2 Discussion for Chapter 4 
Using the training environment and the training methods provided in Chapter 3, we were 
able to create an environment that enabled participants to successfully navigate the environment 
and complete the task operations. From the analysis in Chapter 4 for the task completion time 
variable, there were no significant differences between the two training environments (RW, VR) 
in the training session and in the testing session. While these results cannot be used to conclude 
that the time was the same in both sessions, they do suggest that the time variable was not an 
issue affecting their interaction with the environment. While the time in the field was spent 
mostly doing the physical walking to get to the next address, in the VE there was not such a 
heavy physical effort, and the time could mostly be spent exploring the new environment and 
how to interact with it. When arriving at the working address, the time to do the task operation 
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should not have been different between environments since the user was then using the same 
mobile application to perform the add, delete, move, and confirm operations.  
The training did not have much impact on task completion time during testing. The 
results from Chapter 4 suggested found no significant differences between the training and 
testing for both environments. At the testing session, the VR group had learned how to deal with 
the mobile application to do the task, and they could spend their time adapting to the new RW 
environment and doing the physical walking. Participants trained in the RW were expected to 
improve in time after training because they learned how to use the mobile application and trained 
in the RW. However, that was not the case.  
The lack of improvement could stem from one of two primary reasons: either the task 
was easy enough to be mastered during the training, or the task was difficult enough not to be 
mastered after training, and the testing session served as additional training toward mastery. The 
author suggests that the latter was the case, particularly because of the difficulty of the move and 
delete operations. This suggestion aligns with results found in Batinov (2017) and Whitney 
(2019) where they applied a similar task in the first version in this VE and compared the 
performance to the RW. In their studies, there were no significant results in task completion time 
between the two environments. Even though the mobile app used in those studies is different 
from the one used in this study and the environment used in the previous studies had fewer 
details than the one in this study, the results were similar in that the time had little impact on both 
training environments. The reason that we are getting similar results could be that the task was 
similar, and users relied on the UI to complete the task. The environment and UI in both studies 
provided the users with elements that support them to complete the task in similar duration time 
in both environments (RW, VR) such as the map UI, the way of navigation and the immersive 
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environment. When having a good simulation environment and a useful UI for the task, the 
completion time variable should not be an issue and that was the case in both studies.  
In the correlations Table 4.3, time correlated positively with distance in all conditions and 
that was expected in the RW environment in both training and testing, and in the testing 
condition for the VR group because more walking would result in more time. There was no 
physical walking in the VR training, but there was learning time and time spent calibrating the 
user interface, which involved trial and error travel, causing the correlation to appear here as 
well. Participants were encouraged to complete both training and testing as quickly as possible, 
but that was not enough to help them improve their time after the training. One way to reduce the 
time after the training is to have the task at a carefully calibrated same level of difficulty in terms 
of locations in both training and testing. Anecdotal observations in this study suggested that 
some addresses in the testing task may have been perceived as more difficult than the addresses 
in the training task by some participants. Also, there may be an approach to motivate participants 
to complete the tasks in a shorter time. When training participants to save time after training 
there should be a clear strategy to help them accomplish that goal such as assigning a certain 
amount of time for each action, or perhaps tips for accomplishing tasks more easily.  
Results from the distance variable in Chapter 4 noted that participants in the VR training 
traveled a greater distance than the RW training group. The user interface for “walking” in VR 
allowed the user to move a few steps in the CAVE toward a wall, and then the objects on that 
wall moved towards the user. This method of navigation made walking easier than the physical 
walking in the RW and therefore gaining more distance at a low rate of exertion was possible. 
This UI also made the idea of exploring the environment easier, which could result in more 
distance travelled than what the task required. After the testing, there were no significantly 
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different results in the distance between the two groups. Results from this chapter also suggested 
that the training did not help participants walk a shorter distance. They were encouraged verbally 
to walk the as little distance as possible at the beginning of each session, but as with the task 
completion time, that was not enough to reduce distance during the task. For training to be more 
effective at reducing distance, there should be a specific strategy to help participants to walk less, 
such as planning for all actions in the beginning or adding motivations for shorter distance. The 
results about distance in this research also went in the same direction with results found in the 
work of Batinov (2017) and Whitney (2019), in which they found that participants in the VR 
traveled more distance that the RW group. Even though the present VE had more details than 
those previous studies, that did not seem to affect the distance traveled. Since the participants 
completed the task and there were no significantly different distance results between the two 
environments in the testing session, walking more distance in VR seems not be an issue affecting 
the task during testing.  
The distance travelled correlated positively with task errors in the VR group and the 
reason could be that the participants were still learning the task (resulting in more errors) at the 
same time that they traveled more distance, so these two variables were correlated with each 
other. That correlation didn’t appear for the VR group in the testing session since they learned 
the task and walked a reasonable distance in the real world. However, the RW group did not 
have that correlation in the training session but did in the testing session. The reason could be 
that, per the discussion above, the level of task difficulty may have been higher for some 
participants for the delete and move operations in the testing session, causing extra distance and 
errors.  
150 
 
The main goal of designing the VR environment was to train participants to learn the task 
operations and apply that training in the real-world situation. Like many training studies in the 
literature (Bertram et al., 2015; Sacks et al., 2013), the results from this study showed that 
participants successfully learned the task and transferred that knowledge to the field from both 
training environments. Results from Chapter 4 indicated that participants from both groups 
reduced their task errors in the testing session. There was no significant result for the task errors 
between the two training environments in training and in the testing session. The reason could be 
that the task had more focus on the mobile application than on the environment. The user used 
the environment to navigate then shift to the mobile application when arriving at a certain 
address. The correlation Table 4.3 showed that task errors correlated positively with time and 
distance for the RW group in the testing session but not for the VR group. By looking at the 
performance of the VR group in the testing session in Figures 4.3, 4.7 and 4.7, the results 
suggested that the VR group had more time, distance and task errors than the RW group even 
though it was not at a significantly different level. That could be the reason for not getting the 
same correlations as the RW group.  These results suggested that the environment doesn't have 
much impact on task errors.  
 
7.3 Discussion for Chapter 5 
The goal of the training was not only to train for the task but also for the mobile 
application. Participants learned in both environments how to use the app and get familiar with 
the user interface and the application functions. Results from Chapter 5 suggested that that goal 
was achieved by improving the interaction with the mobile app after training (reduced errors). 
These results indicated that the training is important and helpful for using this app.  
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The usability questionnaire revealed positive results about the app usability, though there 
were issues related to the user interface that may have affected the other performance variables. 
In tap analysis, the correlation Table 5.3 showed positive correlations between the taps and the 
task errors. That was expected because if participants made task errors, they may have used more 
taps that led to these errors or applied more taps in trying to fix the task errors. There could be 
other related factors, such as confusion, that led to both task errors and more taps. Perhaps some 
participants, when confused, used more taps to try to solve the situation. Another possible factor 
was getting lost. A lost participant may have used more taps and generated task errors. Also, 
participants who travelled a greater distance (typically requiring more time) may have generated 
more taps in general and error taps in particular, since traveling farther required more interaction 
with the app for navigation and performing the task. Finally, some app functions (Add and 
Delete) had usability issues such as small buttons and slow response time in the user interface. 
Therefore, interacting with these functions with the pressure of completing the task may have led 
to more error taps. 
The correlation table also revealed that there were negative correlations between the VZ 
score and the taps. These results indicated that high VZ participants performed fewer taps and 
therefore they may have found the app easier to use. These results corresponded with results 
from Campbell (2011) and Brade et al. (2017) about the relationship between spatial ability and 
its effect on usability in mobile applications. Campbell (2011) found that high VZ related to high 
performance on smaller screens (iPod Touch) and low performance on larger screens (iPad), as 
well as that task effectiveness could be predicted from VZ. Our device (Google Nexus tablet) 
was smaller than the iPad and larger than iPod touch, but closer to the iPad. Therefore, our 
results differed with Campbell (2011) in this case where we found the high VZ related to the 
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high performance for our device. The reason for this difference could be that our task is longer 
and more complex compared to the task mentioned in Campbell (2011). Brade et al. (2017) 
found that there were positive correlations between the usability and spatial ability in the CAVE 
but not in the field. Our results agreed with them in the CAVE results, however, we compared all 
conditions together, so we cannot compare our results with their field result.   
The results also showed that both groups benefited from the GPS, especially the VR 
group. Results from Batinov (2017) and Whitney (2019) demonstrated that participants depended 
mainly on landmarks and street signs for navigation. Using that approach, some participants 
were not able to complete the task or took a long time to complete the task especially in the 
CAVE. With using the GPS (simulated and real) in the present study, however, all participants 
were able to complete the task.   
The results in Chapter 5 also presented the relationship between app usability and task 
performance. As a result, we suggest that good app usability will positively impact training 
performance and outcomes. These findings align with Kushniruk, Myers, Borycki, & Kannry 
(2009), who noted that improving the app usability affected the quality of training. They also 
found that usability testing was important for the UI used during training, and that it provided 
valuable feedback to the training program. We found that a usability evaluation was an effective 
method of evaluating the transfer of knowledge acquired during training. Our results indicated 
that the usability improved after training for both training groups. These results also found in 
Holmlid (1997): usability evaluation was a valuable way to evaluate the transfer of knowledge 
and training during Holmlid’s training domain of new software.  
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7.4 Discussion for Chapter 6 
Chapter 6 presented three main results: participants showed high presence in the VE 
compared to the full possible score, and the reasons behind this could be the high fidelity of the 
environment (McMahan, Bowman, Zielinski, & Brady 2012), the body locomotion technique for 
navigation (Schuemie, Abel, Van Der Mast, Krijn, & Emmelkamp 2005) and all of that being 
implemented in the CAVE (Juan & Pérez 2009). The second main result was that users 
underestimated their distance in VR. That result could stem from the easier method of navigation 
in VR compared to the RW, in which participants ended up with less perception of the distance 
traveled (Messing & Durgin, 2005; Sinai et al., 1999; Witmer & Kline, 1998; Witmer & 
Sadowski Jr, 1998). Our results differed with results found in Dat Nguyen (2011), where the 
results showed that participants overestimated the distance in the virtual environment. Those 
researchers suggested that the reason for overestimation could be due to a large distance error 
where they mentioned problems in distance measurement. However, our findings agreed with 
theirs, that time and effort played important roles in distance estimation.  
The third important result in Chapter 6 was the correlations between variables in Table 
6.2. Even though there was a low number of participants in the VR group (n=21), the results 
showed a positive correlation between the spatial visualization ability, the presence, and more 
specifically the self-evaluation of performance. That agreed with results found in Coxon, Kelly, 
& Page (2016), in which they found correlations between spatial ability and the presence in VE.  
The finding in the present study indicated that high VZ people ranked their own 
performance highly in the self-evaluation. Having mostly participants in this study who were 
high in VZ would thus lead to this correlation being significant across all participants. It is also 
possible that there is an actual relationship between the VZ and one’s approach to self-evaluating 
performance. We expected to see correlations between the VZ and other parts of the presence 
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questionnaire if we increased the number of participants in the VR group. These results didn’t 
match the results in Brade et al. (2017) where they found no correlation between spatial ability 
and presence in the VE.  The reason for that difference could be the different ways of measuring 
the spatial ability, where we used the paper folding test (known as a measure of VZ) and Brade 
et al. (2017) used the cube perspective test (Stumpf & Fay, 1983) which contained similar 
figures to the mental rotations test from the same test battery as the paper folding test, that is also 
known to measure VZ, but the cube perspective test may lead to different results and has not 
been validated as measuring VZ, to our knowledge. Another reason is the difference in task and 
user interface and the VE between the two studies, where our study involved navigation and 
performing a task whereas the focus of their task was on location only. The third reason could be 
that the different ways of measuring the presence in the VE; we used the Presence questionnaire, 
while Brade et al. (2017) used the ITC-sense of presence inventory by Lessiter, Freeman, Keogh, 
& Davidoff (2001). 
Results from the usability scores showed positive correlations with the “possibility to 
examine” from the presence questionnaire. That means participants who found the app usable 
tended to rank the virtual environment highly on the possibility to examine objects within it. This 
result could be based on cause and effect, e.g., they found the app useful and easy to use, and 
thus spent some effort in examining the VE, or it could be that both ratings were high but 
unrelated. A similar result was also found in Busch, Lorenz, Tscheligi, Hochleitner, & Schulz 
(2014) and Brade et al. (2017) with correlations between usability and presence in the VE. In 
these cases, researchers found that as the sense of engagement, the ecological validity and the 
physical space increased, the usability rate also increased. They also found that the scale of 
negative effects correlated negatively with usability. In our case, the correlation with usability 
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was only with one part of the presence questionnaire which was the “possibility to examine.” 
The reason could be due to the task of our study is longer and more complex compared to Busch, 
Lorenz, Tscheligi, Hochleitner, & Schulz (2014) and Brade et al. (2017). Other reasons could be 
due to the low number of participants in the VR training condition in the current study or 
because the other studies used different presence questionnaire which could lead to different 
results.  
 
7.5 Overall Summary 
The results of this study aligned with previous research in that the participants improved 
after training by learning the task and reducing their task errors. Additionally, there was a 
relationship between usability and task performance as well as spatial ability and usability. 
Moreover, there was a relationship between presence and usability as well as the presence and 
spatial ability. This study also agreed with the literature that participants underestimated their 
distance in the VE. However, this study also differed from some previous work in that there were 
correlations between spatial ability and the sense of presence in the VE as well as the extra 
distance traveled in for the VR condition group. The author suggests that this difference arose 
from the nature of the task, in that it involved long navigation and a location-based task. 
Additionally, the highly immersive environment provided in this study could lead to high sense 
of presence because of high details, convenient way of navigation, and the large-scale 
environment where the user immersed in a real-world like environment. When that was 
combined with mostly high VZ participants, the positive correlations were expected. Thus, the 
results of this study extended the literature by providing an implementation and results about VR 
training for location-based applications that involved navigation and task operations in a large-
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scale virtual environment, going beyond previous studies, which focused primarily on navigation 
only and small-scale environments.  
 
7.6 Limitations 
One limitation of this project is the relatively high cost of running and maintaining the C6 
CAVE. Every participant spent around 30 minutes inside the C6 and cost increased with the 
number of participants. The C6, powered by a cluster of 48 computers, sometimes had technical 
issues, such as software updates and server or node failures. There were cases where the 
participant arrived and ready to start, but we had to cancel the session for technical difficulties. 
The C6 also needed to be booked in advance to avoid conflicts with other projects or lab visitors. 
The C6 and the mobile app interacted using a web-based database, so any technical issue in one 
part (such as a software update) affected the other parts.  
The limitation issue is the relatively low number of participants (42). More participants 
can produce more powerful statistics. Additionally, most participants in this study were high VZ; 
it was difficult to find low VZ participants. Another limitation was the long duration of the study 
sessions; participants spent approximately two hours to finish the study. The participant arrived 
in the training area, performed the training, and after that moved to the testing area and 
performed the testing, as well as completing the surveys and forms in the beginning and the end 
of the study.  
 
7.7 Future Work 
Future work will focus on overcoming the limitations and issues found in this study as 
well as exploring new directions and implementations. One idea of interest is to find a statistical 
method that will allow statistically proving the equivalence of the two training environments 
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(RW and VR). The approach of this study was following traditional hypothesis testing by 
looking for differences. There are signs that we have a good training system, but we were unable 
to prove that the system was as good as the real world. Future work will explore the growing 
body of research on equivalence testing (Hilden, 2003; Lakens, 2017). 
As presented in this project, distance traveled in the VE was an issue in that VE 
participants “walked” farther than those in the RW group, and participants underestimated their 
distance in the VE. Improving the navigation interface in the CAVE by reducing the walking 
speed and increasing the dead zone is one direction of future work. The CAVE is costly and not 
available for most users, so making this project available in an HMD device is another item for 
future work. The challenge with the HMD is to find a way to interact with the mobile application 
while wearing the HMD. That can be solved by implementing the mobile app inside the VR app 
or use a technique to make the mobile app recognizable when using the HMD. One method of 
doing so is to use augmented reality (AR) such as Microsoft HoloLens. That may provide a 
potential alternative to the CAVE because it delivers flexible interactions with the mobile app 
and the environment at the same time. The challenge of this work is the way to navigate the large 
environment in the AR device and incorporating the GPS to work with the environment.  
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