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Abstract. We introduce a dimensional splitting method based on the intertwining property of
the Radon transform, with a particular focus on its applications related to hyperbolic partial differ-
ential equations (PDEs). This dimensional splitting has remarkable properties that makes it useful
in a variety of contexts, including multi-dimensional extension of large time-step (LTS) methods,
absorbing boundary conditions, displacement interpolation, and multi-dimensional generalization of
transport reversal [34].
1. Introduction. Dimensional splitting provides the simplest approach to ob-
taining a multi-dimensional method from a one-dimensional method [28, 37, 14, 25].
Although extremely powerful, existing splitting methods do not preserve a special
feature that is easily obtained for 1D methods. For 1D hyperbolic partial differential
equations (PDEs) of the type
(1.1) qt +Aqx = 0
where A is a constant diagonalizable matrix with real and distinct eigenvalues, one can
devise large time-step (LTS) methods that allow the solution to be solved up to any
time without incurring excessive numerical diffusion [21, 23, 22]. Previous splitting
methods do not lead to such LTS methods in multi-dimensions.
In this paper, we introduce a dimensional splitting method that allows multi-
dimensional linear constant coefficient hyperbolic problems to be solved up to desired
time. The method relies on the intertwining property of Radon transforms [18, 29],
thereby transforming a multi-dimensional problem into a family of one-dimensional
ones. Simply by applying an 1D LTS method on each of these one-dimensional prob-
lems, one obtains a multi-dimensional LTS method. While this intertwining property
is well-known and is utilized to analyze PDEs in standard references [20], it has not
been used for constructing multi-dimensional numerical methods, to the best of our
knowledge.
The method also has implications for the problem of imposing absorbing boundary
conditions, a problem that has received sustained interest over many decades [15, 3,
11, 4]. By using the Radon transform, the splitting decomposes multi-dimensional
waves into planar ones, thereby allowing a separate treatment of each incident planar
wave near the boundary. This yields the desired absorbing boundary conditions in
odd dimensions, and in even dimensions one obtains an approximation up to O(1/t)
that does not cause spurious reflections.
Another useful application of this dimensional splitting is in displacement inter-
polation, a concept that arises naturally in optimal transport [40]. Our interest in
displacement interpolation is motivated by model reduction. To construct reduced or-
der models for typical hyperbolic problems, one cannot rely solely on linear subspaces
[1, 10], and it is necessary to interpolate over the Lagragian action [36, 35, 32, 34].
In a single spatial dimension this can be done in a relatively straightforward manner,
owing to the LTS methods available for 1D [34]. The multi-dimensional LTS method
is useful also for the multi-dimensional extension of displacement interpolation, and
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this in turn will yield a straightforward way for low-dimensional information to be
extracted for multi-dimensional hyperbolic problems.
For the dimensional splitting to be computationally successful, one requires an
algorithm for computing the Radon transform and its inverse efficiently. Throughout
this paper we use the approximate discrete Radon transform (ADRT), also called
simply the discrete Radon transform (DRT), devised in [8, 17]. We will refer to
ADRT as DRT. It is a fast algorithm with the computational cost of O(N2 logN)
for an N × N image or grid1, and the efficiency is obtained through a geometric
recursion of so-called digital lines. The inversion algorithm using the full multi-grid
method appeared in [30], but here we adopt a simpler approach by making use of the
conjugate gradient algorithm [16] for the inversion.
This paper is organized as follows. In Section 2, we give a review of the in-
tertwining property of the Radon transform and introduce the dimensional splitting
method. In Section 3, we give a brief introduction to the DRT algorithm and discuss
its inversion. In Section 4, we discuss its applications in absorbing boundary and
in displacement interpolation. In this paper we will fully implement only constant
coefficient linear problems in spatial dimension two, although we will also discuss how
the splitting can be extended to fully nonlinear problems and to higher spatial dimen-
sions. Further investigations into these and other related topics will be mentioned in
Section 5.
The Radon transform was introduced by Johann Radon [31] and has been a major
subject of study, primarily due to its use in medical imaging but also as a general
mathematical and computational tool.
2. Dimensional splitting using the Radon transform. In this section, we
briefly review the intertwining property of the Radon transform [18, 29] then show
that it can be used as a dimensional splitting tool that extends the large time-step
(LTS) operator to multiple spatial dimensions. It preserves the ability to take large
time-steps without loss of accuracy in the constant coefficient case. Moreover, this
splitting can potentially be used for fully nonlinear problems as well, in a similar
manner to the other splitting methods, with the usual CFL condition for the time-
step.
2.1. Intertwining property of Radon transforms. The Radon transform
ϕˆ : Sn−1 × R→ R of the function ϕ : Rn → R is defined as
(2.1) ϕˆ(ω, s) = Rϕ(ω, s) =
∫
x·ω=s
ϕ(x) dm(x),
in which dm is the Euclidean measure over the hyperplane. For any fixed pair (ω, s) ∈
Sn−1 × R, the set {x = (x1, x2, ..., xn) ∈ Rn : x · ω = s} defines a hyperplane, so the
transform is simply an integration of the function over this hyperplane. We will denote
the space of hyperplanes parametrized above by Pn. In effect, ϕˆ decomposes ϕ into
planar waves in the direction of ω.
The back-projection is defined as the dual of R with respect to the obvious inner
product over Sn−1 × R. For ψ : Sn−1 × R→ R the back-projection ψˇ is
(2.2) ψˇ(x) = R#ψ(x) =
∫
Sn−1
ψ(ω, ω · x) dS(ω),
1The term grid (cell) is a more appropriate term for our PDE applications, but DRT originally
comes from imaging literature so we will sometimes also use the term image (pixel), interchangeably.
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where dS is the measure on Sn−1.
The Radon transform R is a linear one-to-one map between S(Rn) and SH(Pn)
[18] in which S(Rn) denotes the Schwartz class and
(2.3) SH(Pn) =

for each k ∈ Z+, ∫R F (ω, p)pk dp is
F ∈ S(Pn) : a homogeneous polynomial in ω1, ..., ωn
of degree k
 .
The correspondence can be naturally extended to distributions, and we refer the
reader to standard references for further details.
The Radon transform has a remarkable property, that it intertwines a partial
derivative with a univariate derivative. The i-th partial derivative ∂/∂xi of ϕ is now
transformed to the derivative of ϕˆ with respect to s multiplied by ωi,
(2.4)
(
∂
∂xi
ϕ(x)
)∧
= ωi
∂
∂s
ϕˆ(ω, s).
This is the key property that allows us to transform a multi-dimensional hyperbolic
problem into a collection of one-dimensional problems. For example, let us apply the
Radon transform to the transport equation in R2, in which the scalar state variable
q : R+ × R2 → R satisfies,
(2.5) qt + θ · ∇q = 0 where θ ∈ S1.
The transformation produces a family of 1D advection equations
(2.6) qˆt + (θ · ω)qˆs = 0,
whose coefficient varies for each ω. Similarly, consider the acoustic equations for
p, u, v : R+ × R2 → R, where the state variable p denotes pressure, u the velocity in
x1-direction, v the velocity in x2-direction,
(2.7)
pu
v

t
+
 0 K0 01/ρ0 0 0
0 0 0
pu
v

x1
+
 0 0 K00 0 0
1/ρ0 0 0
pu
v

x2
= 0.
After the transform, we obtain
(2.8)
pˆuˆ
vˆ

t
+
 0 ω1K0 ω2K0ω1/ρ0 0 0
ω2/ρ0 0 0
pˆuˆ
vˆ

s
= 0.
This PDE has one spatial dimension in variable s. Letting µ = ω1u + ω2v and
ν = −ω2u + ω1v, (2.7) can be rewritten as three equations for new states pˆ, µˆ and
νˆ. If one omits the trivial equation νt = 0, the equation (2.7) is reduced to the 1D
acoustic equations,
(2.9)
[
pˆ
µˆ
]
t
+
[
0 K0
1/ρ0 0
] [
pˆ
µˆ
]
s
= 0.
In this case, the equation depends on ω through the variable µ. However, the equation
itself is invariant over all ω, owing to the fact that the problem (2.7) is isotropic.
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Moreover, note that this is exactly the same equation obtained in the physical space
if you consider the case of a plane wave where the data varies only in the direction ω
so that derivatives in the orthogonal direction vanish.
The Radon transform therefore transforms n-dimensional hyperbolic problems
such as (2.5) and (2.7) into their 1-dimensional counterparts (2.6) and (2.9), respec-
tively.
2.2. Multi-dimensional extension of large time-step (LTS) methods.
Previous dimensional splitting methods [28, 37, 14, 25] such as Strang splitting do
not allow a natural extension of large time-step (LTS) methods [21, 23, 22] to mul-
tiple spatial dimensions. In order to take large time-steps for constant coefficient
multi-dimensional hyperbolic problems, one can use the Fourier transform, for ex-
ample. Upon taking the Fourier transform, one is left with a set of ordinary dif-
ferential equations (ODEs) different from the original problem [38, 7]. On the other
hand, using the Radon transform, one obtains a dimensional splitting that reduces the
multi-dimensional problem into a family of one-dimensional counterparts of similar
(if not identical) form. This allows 1D LTS methods to be applied for each of these
problems, and the multi-dimensional solution is obtained by computing the inverse of
the Radon transform. Moreover, the Radon transform provides an intuitive geomet-
rical interpretation as a decomposition into planar waves and thus yields other useful
applications. These applications will be illustrated in Section 4.
This multi-dimensional extension of the LTS method for the constant coefficient
case is very straightfoward. Taking the Radon tranform of the problem as above, one
obtains a set of 1D problems such as (2.6) or (2.9). Then one applies the 1D LTS
solution operator K to evolve the initial data uˆ0(ω, s) for each ω up to desired final
time T . The operator K may depend on the direction ω, so we denote the dependence
as a parameter by writing K = K(T ;ω). This yields the Radon transform of the
solution at time T ,
(2.10) qˆ(T, ω, s) = K(T ;ω)qˆ0(ω, s).
Then, to compute the solution q we can apply the inversion formula
(2.11) cnq(T, x) =

R# d
n−1
dsn−1
qˆ(T, ω, s) if n is odd,
R#Hs d
n−1
dsn−1
qˆ(T, ω, s) if n even,
where the constant cn = (4pi)
(n−1)/2Γ(n/2)/Γ(1/2) and Hs denotes the Hilbert trans-
form. Much is known about the inversion; see standard texts such as [18, 29] for more
details.
This splitting can also be related to the Strang splitting, if one views it as a decom-
position of the multi-dimensional problem into planar wave propagation. In Strang
splitting one constructs the planar waves emanating in varying directions by divid-
ing a single time-step into multiple successive planar wave propagations. The Radon
transform decomposes the multi-dimensional directions by explicitly discretizing the
sphere Sn−1.
Let us consider a concrete example, the 2D acoustic equation (2.7). Let us set
4
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Fig. 1: The solution to the acoustic equation using the Radon transform in the square
domain [−4, 4]×[−4, 4]. The pressure p is shown on the left column and its continuous
Radon transform pˆ is shown on the right column, at times t = 0 (first row), t = 1
(second row), and t = 3 (third row).
K0 = ρ0 = 1, so that we have the sound speed c = 1, and impose the initial conditions
(2.12)
q0(x) =
p0(x1, x2)0
0
 ,
p0(x) =
{
cos(pi(x21 + x
2
2)/2) if x
2
1 + x
2
2 < 1,
0 otherwise.
The initial pressure profile is a cosine hump supported in a disk of radius 1 centered at
the origin, and the initial velocity profile is identically zero. We will also set absorbing
boundary conditions in the manner to be described in Section 4.1.
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On the transformed side (2.9), the evolution for any fixed direction ω ∈ S1 is
given by the d’Alembert solution (2.13),
(2.13)
qˆ(t, ω, s) =
1
2
(r1pˆ0(ω, s− t) + r2pˆ0(ω, s+ t)) where r1 =
 1ω1
ω2
 and r2 =
 1−ω1
−ω2
 .
This reduces to simple shifts at corresponding speeds, which can be computed easily
up to any time t. This is precisely the 1D LTS solution for the constant coefficient
case.
The solution to the acoustic equation computed on the domain [−4, 4] × [−4, 4]
is shown in the left column of Figure 1. The Radon transform of the pressure term pˆ
is plotted in the right column of the same figure. Note that this problem is radially
symmetric about the origin. A consequence of this is that the Radon transform is
invariant with respect to the variable ω, hence the Radon transform of the solutions
at different times all appear as horizontal stripes. (There is a small amount of shift,
following from the fact that for an image of even size N , the origin is chosen as the
(N/2, N/2)-pixel, slightly off center.)
A key observation is that the evolution of the solution in the transformed variables
is a sum of two shifting horizontal stripes, although the wave profile in the spatial
domain propagates radially. For each fixed angle ω, one only need solve the d’Alembert
solution (2.13), which is easy to solve to any time t by shifting the initial profile
twice each according to two opposite speeds, and summing them. Intuitively, the
shifts correspond to the propagation of decomposed planar waves for any fixed normal
directions in S1.
The actual computational did not make use of the continuous Radon transform
(2.1), but rather a completely discrete approximation called the DRT, which will be
introduced and discussed in further detail in Section 3. Here it will suffice to mention
that a grid of size 128×128 was used and prologation of p = 2 was used for the DRT,
and that the continuous transform can be obtained by an easy change of variables (3.5)
which scale the domain and amplitude of the DRT, and that the change of variables
do not affect the intertwining property. The 1D LTS method can still be used on the
DRT, just as in the case of the continuous transform. The computational cost for
this solution is conjectured to be O(N5/2 logN): O(N2 logN) for the forward DRT,
O(N2) for the 1D LTS solution, and O(N5/2 logN) for the inverse DRT (see Section
3). We note that the 1D LTS method can be applied for each angle in parallel.
Since the problem is radially symmetric, we can compare the solution to a 1D
reference solution of high accuracy. We computed the 1D problem using Godunov
flux with 4000 grid cells, as implemented in the Clawpack software package [12].
We compared the diagonal slice of our 2D solution at angle pi/4 with the reference
solution at time t = 0 and t = 3. To observe the accuracy of the solution with respect
to the grid-size, solutions of sizes N = 8, 16, 32, 64, 128, 256, 512 are also compared.
The error was computed for the pressure variable p using the weighted L1 and L2
norms,
(2.14)
(∫ 4√2
0
|p(ρ, t)− pref(ρ, t)|pρdρ
) 1
p
where ρ =
√
x21 + x
2
2, p(ρ, t) = p
(
ρ√
2
,
ρ√
2
, t
)
, p = 1, 2.
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Fig. 2: The solution to the acoustic equation using the Radon transform in the square
domain [−4, 4]×[−4, 4]. The pressure p is shown on the left column and its continuous
Radon transform pˆ is shown on the right column, at times t = 0 (first row), t = 0.5
(second row), t = 1 (third row), and t = 1.5 (fourth row).
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L1 error L2 error
t = 0 t = 3 t = 0 t = 3
0.38371085 0.45606217 0.30756990 0.15607800
0.01964332 0.24903830 0.03281770 0.09287436
0.02817384 0.07243586 0.04375375 0.03049178
0.00486719 0.01834732 0.00944203 0.00843966
0.00127273 0.00666983 0.00363240 0.00364606
0.00026550 0.00201824 0.00095616 0.00098109
0.00009389 0.00104277 0.00055271 0.00049592
Fig. 3: Convergence plot of the pressure variable p of the splitting solution to the
acoustics equation (2.7) with initial conditions (2.12) at times t = 0 and t = 3,
for grid cell sizes N = 8, 16, 32, 64, 128, 256, 512 (left). The reference solution was
computed by solving an equivalent 1D problem with 4000 grid cells and the weighted
L1, L2 norms (2.14) were used to compute the error. The numerical values are also
displayed (right).
The comparison results are displayed in Figure 3. The error at the later time is at
the level of the initial discretization error. We also observe that the convergence rate
is between first and second-order with respect to the cell diameter 1/N .
While this particular problem was radially symmetric, the splitting is by no means
restricted to problems with radial symmetry. Let us modify the initial conditions
above so that it is the sum of two cosine humps of different radii and heights,
(2.15)
q0(x) =
p1(x1, x2)0
0
 ,
p1(x) = p0(x1 + 1, x2 + 1.5) + 1.5 p0(1.25(x1 − 0.75), 1.25(x2 − 1.1)).
The splitting solution and its continuous Radon transform is plotted in Figure 2. In
the first row of the figure, the initial condition and its Radon transform are shown.
The two cosine humps in the initial condition each correspond to a sinusoidal signal on
the transformed side. Recall the horizontal line centered at s = 0 from the previous
example (Figure 1). The sinusoidal shift away from s = 0 is due to the fact that
8
translation is an anisotropic operation. This can also be deduced from the transformed
transport equation (2.6) in which the transport speed is θ · ω, that is, cosφ where φ
is the angle between transport direction θ and the direction of the transform ω. For
example, when the cosine hump at the origin p0 (2.12) is transported away from the
origin by r(θ · ω), pˆ0 is shifted by pˆ0(ω, s− r cos(φ)).
In any case, the solution is still given by the d’Alembert solution (2.13) and the
acoustics equation can be solved exactly the same way as before. The DRT used in
the actual computations are plotted in Figure 7. Each corresponds to a continuous
transform in Figure 2.
2.3. Splitting for the nonlinear case. Here we will discuss how the splitting
above to can be applied to a fully nonlinear system of hyperbolic equations. For a
state vector q, such a PDE is given in the form
(2.16) qt + f(q)x1 + g(q)x2 = 0,
where f and g are flux functions that can be nonlinear. Taking the Radon transform
as before, we obtain
(2.17) qˆt + [ω1f(q) + ω2g(q)]
∧
s = 0.
Let us define the directional flux function as
(2.18) h(q) = ω1f(q) + ω2g(q).
Then one obtains the nonlinear 1D equations,
(2.19) qˆt + h(q)
∧
s = 0.
As in the acoustics equation (2.9), the dependence on ω enters through the flux
function h(q), while the form of the equation is invariant with respect to ω.
As an example, consider the shallow water equations in 2D, in which ρ, u, v :
R+ × R2 → R denote water height, velocity in the x1-direction and velocity in the
x2-direction, respectively,
(2.20)
 ρρu
ρv

t
+
 ρuρu2 + 12 g¯ρ2
ρuv

x1
+
 ρvρuv
ρv2 + 12 g¯ρ
2

x2
= 0.
Here g¯ denotes the gravitational constant. The Radon transform as above yields 1D
equation in the form (2.19), in the transformed velocity variables µ = ω1u+ ω2v and
ν = −ω2u+ ω1v,
(2.21)
 ρρµ
ρν
∧
t
+
 ρµρµ2 + 12 g¯ρ2
ρµν
∧
s
= 0.
Note that the first two equations of (2.21) are just the shallow water equation in a
single dimension in the normal direction of the hyperplane, whereas the third equation
is the conservation of momentum in the transverse direction.
We observe that the transformed equations resemble a finite volume discretization.
Let us say that ξi,j is a discretization of the hyperplane {x ∈ Rn : x · ωi = sj}. The
specific discretization for the hyperplanes can take on many different forms, but here
9
we will leave it in a general form. We denote the approximation to qˆ(tn, ωi, sj) at
time-step tn by Qˆ
n
i,j ,
(2.22) Qˆni,j ≈
∫
ξi,j
q(tn, x) dm(x).
For each fixed direction i = i0, the collection of hyperplanes {ξi0,j} form a partition
of the domain. We can consider these hyperplanes to be finite volume cells. In the
equation (2.19) the flux function h(q) assigns the flux between ξi0,j and ξi0,j+1. If the
cell boundary between ξi0,j and ξi0,j+1 is denoted by ξi0,j+ 12 , we define the numerical
flux Fn
i0,j+
1
2
to be an approximation to the flux at ξi0,j+ 12 , valid from time-step tn to
tn+1. Then we have the finite volume update
(2.23) Qˆn+1i0,j = Qˆ
n
i0,j −∆t(Fni0,j+ 12 − F
n
i0,j− 12 ).
Once these updates are made for all i, the updated Qˆn+1i,j are combined through the
inversion formula (2.11) to yield the numerical solution at time tn+1.
The dimensional splitting strategy would be to compute the numerical flux Fn
i,j+ 12
by solving only the 1D Riemann problems in the x and y directions. Since the flux
function h(q) is a linear combination of normal fluxes f(q) and g(q) (2.18), we can
compute h once we have the approximation for these normal fluxes. In other words,
we can solve the 1D Riemann problems for piecewise constant jumps locally in x
and y directions, then sum these fluxes across the cell boundary ξi,j+ 12 to obtain the
flux between hyperplanes. One thereby decomposes the multi-dimensional Riemann
problem into a set of single-dimensional ones, to be combined together by the inversion
formula (2.11).
Unlike in the constant coefficient case, the flux function h(q) must be updated
at every time step, as is usually done for finite volume methods, although one may
apply the nonlinear LTS method on the transformed problem regardless. This would
be based on the 1D analogues studied in [21, 23, 22]. The fully nonlinear splitting
will not be implemented here, but will be investigated in a future work.
3. Discrete Radon transform (DRT). There are many different discretiza-
tions of the Radon transform and its inverse [27, 6, 9, 19, 2], arguably the most well-
known being the filtered backprojection (FBP) algorithm [29]. However, its reliance
on Fourier transforms and spherical harmonics lead to some filtering of high-frequency
content, causing Gibbs phenomenon near the sharp edges in the solution. This is not
suitable for use in hyperbolic PDEs, which are known to develop shock discontinuities.
Instead, we consider the use of a completely discrete analogue, namely the ap-
proximate discrete Radon transform (ADRT), which we refer to simply as the discrete
Radon transform (DRT), introduced in [17, 8]. Rather than interpolating pixel values
onto straight lines passing near it, DRT sums one entry for each row or column, along
so-called digital lines or d-lines. The d-lines are defined recursively, allowing for a
fast computation in O(N2 logN) for an image of size N ×N . The back-projection is
given by reversing the recursion, and is also fast with the same computational cost of
O(N2 logN). The precise definitions are given below.
3.1. Recursive definition of DRT. The d-lines of length N are denoted by
DN (h, s) with two parameters h and s (see Figure 4.) h denotes the height (x-
intercept) and s the slope (x-displacement), and the pair corresponds to s and ω for
the continuous transform (2.4), respectively. Although the same notation s is used
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h = 0
s = 3
h = 3
s = 2
h
h+ s
h+ 2s
h+ s
h
h+ s
h+ 2s+ 1
h+ s+ 1
Fig. 4: Examples of digital lines (d-lines) determined by two parameters h and s (left)
and the diagram of the recursion relation (3.1) (right). In both figures the case when
s is even is in gray, and the case s is odd is in black.
here again after having been used in the continuous setting (2.1) we will keep the
notation in order to follow the intuitive notation of [30], and mark the continuous
variable with a subscript sc whenever the two are used simultaneously. The definition
uses the recursion in which d-lines of length 2n are split into left and right d-lines of
half its length,
(3.1)
D2n(h, 2s) = D
L
n (h, s) ∪DRn (h+ s, s),
D2n(h, 2s+ 1) = D
L
n (h, s) ∪DRn (h+ s+ 1, s).
The recursion (3.1) defines only a quarter of the possible d-lines, as the slope s
will range from 0 to N , corresponding to angles 0 to pi/4 starting from the x-axis
in the counter-clockwise direction. This is referred to by saying that the d-lines
cover one quadrant, for the full transform one needs to cover the angles from 0 to
pi. The other d-lines can be computed by transposing and flipping the indices h
and s. We will denote the d-lines and DRT corresponding to the angular intervals
[0, pi/4],[pi/4, pi/2],[pi/2, 3pi/4], and [3pi/4, pi] by a,b,c, and d.
The DRT of an array A ∈ R2 for the quadrants a, b, c and d are given by the
summation of entries of A over the d-lines,
(3.2)
(RaNA)h,s =
∑
(i,j)∈DN (h,s)
Ai,j ,
(RbNA)h,s = ∑
(i,j)∈DN (h,s)
Aj,i,
(RcNA)h,s =
∑
(i,j)∈DN (h,s)
Aj,N−i+1,
(RdNA)h,s = ∑
(i,j)∈DN (h,s)
AN−i+1,j .
The full DRT is simply the ordered tuple of all quadrants, and we write
(3.3) RNA = (RaNA,RbNA,RcNA,RdNA).
See Figure 5 for a visual illustration. Due to the recursive form of (3.1), the transform
can be computed in O(N2 logN). The parameters h and s belong to the range
[−s+1, N ] and [0, N ] so RaNA ∈ R(
3
2N+
1
2×N). Therefore, RN : RN×N → R(6N+2)×N .
11
For example, the DRT of the solutions displayed in Figures 1 and 2 are plotted in
Figures 6 and 7, respectively.
There is a simple relationship between the DRT and the continuous Radon trans-
form. First let us say that sc ∈ [−1, 1] (perhaps through proper scaling) and param-
eterize ω by ω = (cos θ, sin θ) where θ ∈ [0, pi] . The relation to continuous variables
(sc, ω) is given by
(3.4) sc = cos θ
(
2h
N
− 1 + s
N − 1
)
, θ = arctan
(
s
N − 1
)
.
Then the explicit relation between the DRT RN and the continuous transform R are
given after the density of the lines are also transformed depending on the angle by
cos θ,
(3.5)
RaNf(h, s) = cos θR(sc, θ),
RbNf(h, s) = cos θR(sc, pi − θ),
RcNf(h, s) = cos θR(sc, 3pi/2− θ),
RdNf(h, s) = cos θR(sc, 3pi/2 + θ).
We note that the DRT approximates the continuous transform with first order accu-
racy with respect to the grid cell width 1/N [8].
The back-projection is the dual of this transform with respect to the usual dot
product in RN2 . We will denote the back-projection by BN or RTN . If one explicitly
forms the matrix for the linear transforms RN and RTN they are indeed transposes
of each other. RTN is the discrete analogue of R# in (2.2), a summation of all values
assigned to d-lines passing through a point.
RTN is computed by reversing the sweep (3.1) above and computing a sequence
of back-projections of decreasing size. Given a matrix Aˆ ∈ R( 32N+ 12 )×N , the reverse
sweep for one quadrant is given by
(3.6)
BLn (h, s) = B2n(h, 2s) +B2n(h, 2s+ 1),
BRn (h+ s, s) = B2n(h, 2s) +B2n(h− 1, 2s),
where the initial array BN (h, s) = Aˆh,s, and n is set to N/2. This summation is
repeated for the two half-images BLn and B
R
n on the LHS, until n reaches 1. Again,
this summation is only for one quadrant, and we denote the end result as
(
BaN Aˆ
)
i,j
.
The full back-projection is given by
(3.7)
(
BN Aˆ
)
(i, j) =
1
4N2
(
BaN Aˆ+B
b
N Aˆ+B
c
N Aˆ+B
d
N Aˆ
)
.
Its inversion algorithm using a full multi-grid method was demonstrated in [30]
along with convergence analysis. In this paper, we use the conjugate gradient (CG)
algorithm as will be discussed below in Section 3.2.
We end this section with the remark that the recursion (3.1) need not be in two
and can be in any prime number, much like the fast Fourier transform [13].
3.2. Inversion of DRT with Conjugate Gradient Method. In order to use
the dimensional splitting method to solve PDEs, a method for computing the inverse
of a DRT (2.11) is needed. An inversion algorithm using a full multi-grid method
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h = 0
s = 0
h = −N + 1
s = N
RN
N2
N(N−1)
2
pi
4
pi
2
3pi
4
pi0
a
b
c
d
Fig. 5: The range of a quadrant of a discrete Radon transform (left) and a diagram
showing how the boundary of the quadrants {a, b, c, d} can be identified (right). Here
θ = arctan(s/(N − 1)).
appeared in [30]. Here we explore the application of the conjugate gradient method
[16] to the least-squares problem
(3.8) RTNRNX = RTNB.
The matrices for the transforms RTN and RN are never explicitly formed, as we can
use the fast algorithm. The computational cost of a DRT inversion is conjectured to
be O(N5/2 logN) for an N × N image [33]. Note that this is slightly more costly
than O(N2(logN)3) that was conjectured for the full multi-grid method [30]. A more
careful study of this inversion is of interest on its own right, and will appear elsewhere.
The inversion of the Radon transform, be it continuous or discrete, is mildly
ill-posed [29]. Numerically speaking, this means the matrix RTNRN operator to be
inverted will be ill-conditioned. One approach commonly used to deal with this issue
is to use regularizations, for example in medical imaging applications. However, there
is an important distinction to the tomography setting, namely that it is feasible to
make additional measurements. In our setting, making more measurements from the
original image X in (3.8) would only incur additional computational effort, whereas
in medical imaging it would require more physical measurements.
For example, in this work we perturb the range of the Radon transform and there
is the possibility the perturbed function on the space of hyperplanes no longer lies
in the range of the transform. The inversion (3.8) is exact only when B lies in the
range of RN , and this assumption cannot be satisfied in general once B is evolved
with respect to the dynamics of the transformed variables, as in (2.10). Therefore,
changes in the transformed variables will cause qˆ to depart from the range of RN .
This becomes a source of error, incurring numerical artifacts in the computed inverse.
The DRT employed in this paper also does incur these artifacts.
A brute force way to avoid this error is to make more measurements, i.e., over-
sample. We simply prolong the original image q before manipulation, and restrict
after the back-projection. This would correspond to making additional measurements
in the tomography setting. This enlarges the range of the transform, and allows one
to control the error. Therefore RN will be replaced by R2pNP2p where Pp is the 0-th
order prologation (where the value of each cell in the original grid is assigned to a
2p × 2p cells in the enlarged grid) and RTN by S2pRT2pN where S is the restriction
operator. The oversampling strategy does not affect the overall complexity.
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t
=
0
t
=
1
t
=
3
Fig. 6: The discrete Radon transform (DRT) of the solution to the acoustic equation
(2.7), for times t = 0, 1 and 3. The parameters h and s which appear on the axes
designate d-lines (see Figure 4) and indices {a, b, c, d} denote quadrants (see Figure 5).
Details appear in Section 3. For a comparison with the continuous Radon transform,
see the right column of Figure 1.
3.3. DRT in dimension three. Just as the continuous Radon transform was
defined in (2.1) for arbitrary number of dimensions n, the DRT can also be generalized
to higher dimensions [26]. Here we treat the 3D case as an example. The recursive
definitions (3.1) for the d-planes parametrized by three parameters (h, s1, s2) can be
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t
=
0
t
=
1.
0
t
=
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5
Fig. 7: The discrete Radon transform (DRT) of the solution to the acoustic equation
(2.7) with initial conditions (2.15), for times t = 0, 1 and 1.5. The parameters h and s
which appear on the axes designate d-lines (see Figure 4) and indices {a, b, c, d} denote
quadrants (see Figure 5). For a comparison with the continuous Radon transform,
see the right column of Figure 2.
derived for each hexadecant in a straightforward manner, as follows
(3.9)
D2n(h, 2s1, 2s2) = D
LL
n (h, s1, s2) ∪DRLn (h+ s1, s1, s2)
∪DLRn (h+ s2, s1, s2) ∪DRRn (h+ s1 + s2, s1, s2),
D2n(h, 2s1 + 1, 2s2) = D
LL
n (h, s1, s2) ∪DRLn (h+ s1 + 1, s1, s2)
∪DLRn (h+ s2, s1, s2) ∪DRRn (h+ s1 + s2 + 1, s1, s2),
D2n(h, 2s1, 2s2 + 1) = D
LL
n (h, s1, s2) ∪DRLn (h+ s1, s1, s2)
∪DLRn (h+ s2 + 1, s1, s2) ∪DRRn (h+ s1 + s2 + 1, s1, s2),
D2n(h, 2s1 + 1, 2s2 + 1) = D
LL
n (h, s1, s2) ∪DRLn (h+ s1 + 1, s1, s2)
∪DLRn (h+ s2 + 1, s1, s2) ∪DRRn (h+ s1 + s2 + 2, s1, s2).15
The DRT over one hexadecant (a quarter of a quadrant) is defined as the sum over
these d-planes as in (3.2), and now the full transform in 3D is given by applying these
to each of the hexadecant
(3.10) H =

aa, ab, ac, ad,
ba, bb, bc, bd,
ca, cb, cc, cd,
da, db, dc, dd
 .
Hence, via transposing and flipping the indices as necessary, the full DRT is the
ordered tuple
(3.11) RNA =

RaaN A, RabNA, RacNA, RadN A,
RbaNA, RbbNA, RbcNA, RbdNA,
RcaNA, RcbNA, RccNA, RcdNA,
RdaN A, RdbNA, RdcNA, RddN A

The corresponding back-projection operation for a hexadecant is given by
(3.12)
BLLn (h, s1, s2) = B2n(h, 2s1, 2s2) +B2n(h, 2s1 + 1, 2s2)
+B2n(h, 2s1, 2s2 + 1) +B2n(h, 2s1 + 1, 2s2 + 1),
BRLn (h+ s1, s1, s2) = B2n(h, 2s1, 2s2) +B2n(h− 1, 2s1 + 1, 2s2)
+B2n(h, 2s1, 2s2 + 1) +B2n(h− 1, 2s1 + 1, 2s2 + 1),
BLRn (h+ s2, s1, s2) = B2n(h, 2s1, 2s2) +B2n(h, 2s1 + 1, 2s2)
+B2n(h− 1, 2s1, 2s2 + 1) +B2n(h− 1, 2s1 + 1, 2s2 + 1),
BRRn (h+ s1 + s2, s1, s2) = B2n(h, 2s1, 2s2) +B2n(h− 1, 2s1 + 1, 2s2)
+B2n(h− 1, 2s1, 2s2 + 1) +B2n(h− 2, 2s1 + 1, 2s2 + 1).
The full back-projection is then the average of back-projections BN over all hexade-
cants in H,
(3.13)
(
BN Aˆ
)
(i, j) =
1
16N3
∑
k∈H
BkN Aˆ.
The computational cost of both operations would be O(N3 logN).
4. Applications of the dimensional splitting. The dimensional splitting de-
scribed in Section 2 above is a decomposition of hyperbolic solutions into evolution of
planar waves. This decomposition can be useful in diverse settings. Here we discuss
two applications: the absorbing boundary conditions and the displacement interpola-
tion.
4.1. Absorbing boundary conditions. It is well-known that imposing ab-
sorbing boundary conditions to emulate infinite domains in multi-dimensional wave
propagation is a challenging problem [15, 3, 11, 4]. On the other hand, the 1D ex-
trapolation boundary condition is much more tractable [25]. A major advantage of
this splitting method is that the 1D extrapolation boundary conditions can be used
on the transformed side at the computational boundary to avoid any reflections. This
yields exactly the desired absorbing boundary conditions in the odd-dimensional case.
Therefore, the dimensional splitting introduced in the previous section can be used
directly to impose absorbing boundary conditions in 3D. On the contrary, there is an
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error caused by such an extrapolation in the even-dimensional case. This is due to the
Huygens’ principle, evident in the presence of the Hilbert transform in the inversion
formula (2.11). In this section, we discuss the type of error caused by imposing such
extrapolation boundary conditions via the Radon transform in even dimensions.
In the true infinite domain, the non-zero values in transformed variables beyond
the computational boundary of Sn−1×R affect the solution within the computational
domain in the original variables Rn. For example, the vertical translation of hori-
zontal strips in Figure 1 should continue beyond the finite computational boundary,
and by imposing a 1D extrapolation boundary condtion we would be neglecting this
infinite propagation. To make this more precise, denote the computational (finite)
transformed domain by Ω = {(ω, s) ∈ Sn−1 × (−b, b)} for some b > 0. Let χΩ be
the characteristic function of the finite domain and χRn\Ω = 1− χΩ. For n even, the
exact solution q can be written as,
q(T, x) =
1
cn
R#Hs d
n−1
dsn−1
qˆ(T, ω, s)(4.1)
=
1
cn
R#HsχΩ d
n−1
dsn−1
qˆ(T, ω, s) +
1
cn
R#HsχRn\Ω d
n−1
dsn−1
qˆ(T, ω, s).(4.2)
Recall that R# is the back-projection (2.2). The first term in (4.2) is the approximate
solution one would obtain if extrapolation boundary was set up at the boundaries
s = ±b. Let us call this approximate solution qh(x). Then the error is
q(T, x)− qh(T, x) = 1
cn
R#
(
p.v
∫
(−∞,−b)]∪[b,∞)
1
z − s
∂n−1
∂zn−1
qˆ(T, ω, z)dz
)
,(4.3)
where p.v denotes the principal value integral. Note that in hyperbolic problems in free
space, wave profiles will radiate outwards, that is, the support of qˆ will be transported
towards r = ±∞. This causes the RHS above to decay with time. Furthermore, the
principal value integral is a smooth function of s as long as ∂n−1qˆ/∂rn−1 is integrable.
Since we will also apply R#, we expect the error to be smoother than q(x).
Let us revisit the acoustic equations example (2.7) from Section 2.2, with initial
conditions (2.12). Since qˆ0(x1, x2) is supported in {(ω, s) ∈ S1×R : |s| ≤ 1}, we have
a simple estimate for the case when t is sufficiently large so that (−1+t, 1+t) ⊂ (b,∞),
(4.4)
‖q(t, x)− qh(t, x)‖1 ≤
1
2c2
R#
∥∥∥∥∥
∫ −b
−∞
r1
z − s
d
dz
pˆ0(z + t) dz
+
∫ ∞
b
r2
z − s
d
dz
pˆ0(z − t) dz
∥∥∥∥
1
≤ 2
√
6pi
c2 |t− ‖x‖2 − 1|
∫
R
∣∣∣∣dpˆ0dz
∣∣∣∣ dz,
where ‖·‖1 is the `1-norm for R3. Therefore we see that the effect of the extrapolation
boundary decays relatively slowly, at the rate of O(1/t).
The solution is now compared with a fully 2D reference finite volume solution
computed on a larger domain [−8, 8]× [−8, 8], using the wave propagation algorithm
[24] with Lax-Wendroff flux and Van Leer limiter [39, 25], implemented in Clawpack.
The reference solution was computed on a 1024× 1024 finer grid-cells of uniform size,
then corresponding cells have been summed and compared with coarser cells of the
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Fig. 8: L1- and L2-norm difference between the splitting solution and the reference
solution over time, for the acoustic equation (2.7) with the initial condition (2.12).
The difference over all cells are shown together with the difference over interior cells
inside [−3, 3]× [−3, 3]. The slope of O(1/t) is also shown for comparison.
DRT solution. The L1 and L2-norms of the difference over time is displayed below in
Figure 8.
The error is in the order of 10−3 up to time t = 2.5, before the profile starts
approaching the boundary. The error from the truncation (4.4) begins to appear
around time t = 2.5 and peaks around time t = 5, then decays to zero with time.
The solution at time t = 3, as it has begun to interact with the boundary, is shown
in Figure 9. Note that there are no reflections from this boundary condition. On the
other hand, a thin layer appears at the computational boundary. The layer is clearly
non-physical, but is localized and has limited affect on the solution further in the
interior. The DRT of the solution is also shown to its right, and we can see that the
two pulses from the d’Alembert solution are hitting the 1D extrapolation boundaries
(the top and bottom boundaries of the polygonal region in dark blue). The pulses
first arrive at the DRT boundary at the angles 0, pi/2 and pi, and this agrees with the
solution plot to the left.
Comparing this solution to the reference solution, one discovers that the bulk
of this error is concentrated near the thin layer which appears near the boundary.
In Figure 10, we have plotted the difference between our solution and the reference
solution on the computational domain [−4, 4] × [−4, 4] to the left. When we restrict
the contour plot to the interior portion of the domain [−3, 3] × [−3, 3] as is shown
to the right, we see that the error is significantly smaller as we move away from the
boundary. The estimate (4.4) helps us understand this behavior. Note the decay
of the principal value integral in (4.3): the further away the interior point is from
the boundary, the smaller is the effect of the trunctation by χΩ. If we denote this
distance by d, then the decay will be O(1/(d+ t)). As t increases and the waves leave
the domain, the error also decays, at the rate O(1/t) estimated by (4.4).
The observations above suggest several potential approaches in further improve-
ments to this approach. For example, one can exploit the fact that the Hilbert trans-
form in (4.3) commutes with translation, to emulate the effect of the infinite domain.
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t
=
3
Fig. 9: The splitting solution to the acoustic equation (2.7) in the square domain
[−4, 4]× [−4, 4]. The pressure p and its DRT RNp at time t = 3.
Fig. 10: Difference to the reference solution at time t = 5. The difference for all cells
in log-scale (left) and the difference for the interior cells in [−3, 3]× [−3, 3] (right).
One may also exploit the decay with respect to the distance to the boundary by
placing finer mesh along the boundary in an adaptive fashion.
4.2. Displacement interpolation. In projection-based model reduction, the
solution to a parametrized PDE is projected into a low-dimensional subspace, yield-
ing a fast solver with significantly lower computational cost without compromising
accuracy. To discover this low-dimensional subspace, the popular approach is to use
proper orthogonal decomposition (POD) [5]. For hyperbolic PDEs, however, the
solutions do not lie in a low-rank linear subspace, even for the simplest problems
[36, 1, 10, 32, 34]. For instance, the d’Alembert solution (2.13) is a linearly inde-
pendent function of s for each t > 0. It is easy to see that a linear projection of
this solution to a low-dimensional basis would not yield a good approximation of the
solution. Naturally, methods to remove translational symmetry [36, 32, 34] are being
actively explored. This is also intimately related to the concept of displacement in-
terpolation, a term we borrow from the optimal transport literature [40], in which one
aims to minimize the Wasserstein distance, although we will not make the connection
more explicit here.
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Let us first illustrate how displacement interpolation arises naturally, with a sim-
ple 1D example. Suppose φ0 is a hat function, given by
(4.5) φ0(x) =

x
h + 1 if − h < x < 0,
−xh + 1 if 0 ≤ x < h,
0 otherwise,
for some h > 0. Let φ1 and φ2 be translation and scaling of φ0,
(4.6) φ1(x) = φ0(x) and φ2(x) =
1
4
φ0(x− 2).
For h = 0.1, the two functions are shown in the first row of Figure 11. The linear
interpolation ψ of the two functions with weights (1− τ) and τ is given by
(4.7)
ψ(x) = (1− τ)φ1(x) + τφ2(x)
= (1− τ)φ0(x) + τ
4
φ0(x− 2)
whereas a displacement interpolation between the two functions under a simple trans-
port map (1D translation) would be given by
(4.8)
ψD(x) = (1− τ)φ1(x− 2τ) + τ
4
φ2(x+ 2(1− τ))
=
(
1− 3
4
τ
)
φ0(x− 2τ)
The two interpolants for τ = 0.25 are plotted in the bottom row in Figure 11 .
Since φ1 and φ2 are both translates of a scalar multiple of φ0, the displacement
interpolation reveals the low-rank nature of the two functions, whereas the linear
interpolant remains rank two for τ ∈ (0, 1).
In practice, one must be able to deduce that φ1 and φ2 above lie in the translates
of span{φ0} without a priori knowledge. To achieve this, one may apply the template-
fitting procedure [36] which solves the minimization problem
(4.9) τ∗ = argminτ∈R ‖φ2(x)−K(τ)[φ1(x)]‖2 ,
where K is the translation operator, K(τ)[φ1(x)] = φ1(x− τ), then perform a singular
value decomposition (SVD) on {φ2,K(τ∗)φ1} [36, 32]. However, this simple formula-
tion does not take into account multiple traveling speeds or heavily deforming profiles,
which limits its applicability. Transport reversal was introduced in [34] to overcome
these limitations. The algorithm is a greedy iteration over a generalized form of (4.9),
which decomposes the 1D function φ2(x) into multiple traveling structures. To be
more precise, given two functions φ1 and φ2 as in (4.9), transport reversal yields the
decomposition
(4.10) ψD(x; τ) =
K∑
k=1
ηk(τ)K(νkτ)[ρk(x, τ)ϕ1(x)].
where ηk is a scaling function and ρk a cut-off function. For more detailed treatment
of this decomposition in 1D, we refer the reader to [34]. Let us suppose we have
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Fig. 11: Two hat functions φ1 and φ2 (top row) and linear interpolation ψ and
displacement interpolation ψD between the two functions with respective weights
0.75 and 0.25 (bottom row).
computed this decomposition. The displacement interpolant ψD resulting from this
decomposition is set to satisfy,
(4.11) ψD(x, 0) = φ1(x) and ψD(x, 1) = φ2(x).
As an example, let us assume we are given two functions φ1 and φ2 as shown in
Figure 12(a) and 12(b). These are taken from the 1D slice located at s = tan( 58pi)(N−
1) of the DRT from Figure 7. The transport reversal would decompose φ2 into a
superposition of two traveling profiles,
(4.12) η1(τ)K(τ)[ρ1(x)ϕ1(x)] and η2(τ)K(−τ)[ρ2(x)ϕ1(x)],
each plotted in Figure 13. In exact arithmetic, the two iterations of transport reversal
would pick up exactly the d’Alembert solution (although in practice numerical error
would require further iterations to pick off the residuals). That is, we would obtain
h1 = h2 = 1/2 and ρ1 = ρ2 = 1 with ν1 = −ν2 = 1 and K = 2 in (4.10). Now,
the displacement interpolation for τ = 1/2 can be computed, yielding ψD shown in
Figure 12(c). The exact evolution of the two iterates (4.12) are shown in Figure 13.
Now, this displacement interpolation was done for a single slice of the fixed ω
in the transformed variables. Suppose we are given a function ϕ in 2D. Then by
performing the same transport reversal on its Radon transform ϕˆ for all ω as functions
of the variable s, we obtain an extension of the 1D displacement interpolant (4.8) to
higher spatial dimensions. For each fixed angle ωi ∈ S1 we obtain the transport
reversal in terms of the traveling structures,
(4.13) ψˆD(ωi, s; τ) =
K∑
k=1
ηi,k(τ)K(νi,kτ)[ρi,k(s, τ)ϕˆ(ωi, s)].
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(a)
(b)
(c)
Fig. 12: Two 1D functions φ1, φ2 and the displacement interpolation ψD are shown
in the first column. These are exactly the s = tan( 58pi)(N − 1) slice of the DRT of
the acoustic equation example in Figure 7. The slice is indicated by the dashed red
vertical line in the plots in the right column.
These can be used for displacement interpolation as above for each ω. The inverse
transform can be taken to obtain the displacement interpolant ψD.
Let us clarify the implication. For the acoustic equation example with the initial
condition (2.15), we were given a snapshot of the solution q at time t1 = 0.5 and t2 =
1.5. From the two snapshots, we were able to accurately approximate the solution for
all time, without additional information about the dynamics, without even knowing
the PDE. Thus this interpolant can be more useful than linear interpolation: the linear
subspace spanned by {q(t1, x), q(t2, x)} does not a contain a good approximation for
representing the evolving solution.
This ability to compute the displacement interpolation by exploiting the simple
dynamic on the transformed side will be useful in the future development of transport
reversal as a model reduction tool in multi-dimensional settings.
5. Conclusion and future work. We have introduced a dimensional splitting
method using the intertwining property of the Radon transform. Its applications in
solving hyperbolic PDEs, imposing absorbing boundary conditions, and computing
displacement interpolations were discussed. For the inversion of DRT the conjugate
gradient method was used.
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Fig. 13: The first two contributions (4.12) of the transport reversal for φ1 and φ2
shown in Figure 12 (left) and the displacement interpolation resulting in ψD(x; 0.5)
(4.10) (right). ψD shown in dotted line is also displayed in the bottom of Figure 12.
As noted in Section 4.1, the dimensional splitting proposed here used with DRT
in 3D (Section 3.3) allows one to impose absorbing boundary conditions for 3D prob-
lems without incurring any error of the type (4.3) that appears in 2D. This will be
verified in future work. The application of this splitting to fully nonlinear hyperbolic
PDEs as discussed in Section 2.3 will be studied as well. The utility of the Radon
transform for displacement interpolation (Section 4.2) will be much more compelling
when used in conjunction with the fully multi-dimensional transport reversal [34] as
a model reduction tool for general hyperbolic PDEs, and work is underway for such
an extension.
The number of CG iterations for the inversion (3.8) can be estimated to justify
the conjectured O(N5/2 logN) cost for inversion: this and other inversion results will
appear elsewhere. While the prologation used in the inversion (Section 3.2) causes
expense only of a constant factor, it can be of significant computational cost. Other
approaches to reduce the amount of computational effort will be explored. The DRT is
essentially a structured matrix multiplication and may be amenable to parallelization,
and its performance on graphical processing units (GPUs) will be a future topic of
research.
Acknowledgments. The author expresses gratitude to Randall J. LeVeque for
carefully reviewing this manuscript. He also thanks Gunther Uhlmann for helpful
discussions.
REFERENCES
[1] R. Abgrall, D. Amsallem, and R. Crisovan, Robust model reduction by L1-norm mini-
mization and approximation via dictionaries: application to nonlinear hyperbolic problems,
Advanced Modeling and Simulation in Engineering Sciences, 3 (2016), pp. 1–16.
[2] A. Averbuch, R. R. Coifman, D. L. Donoho, M. Israeli, Y. Shkolnisky, and I. Sedel-
nikov, A framework for discrete integral transformations II: The 2D discrete Radon trans-
form, SIAM Journal on Scientific Computing, 30 (2008), pp. 785–803.
[3] J.-P. Berenger, A perfectly matched layer for the absorption of electromagnetic waves, Journal
of Computational Physics, 114 (1994), pp. 185–200.
[4] J.-P. Berenger, Three-dimensional perfectly matched layer for the absorption of electromag-
netic waves, Journal of Computational Physics, 127 (1996), pp. 363–379.
[5] G. Berkooz and E. Titi, Galerkin projections and the proper orthogonal decomposition for
equivariant equations, Phys. Lett. A, 174 (1993), pp. 94–102.
[6] G. Beylkin, Discrete Radon transform, IEEE Transactions on Acoustics, Speech, and Signal
Processing, 35 (1987), pp. 162–172.
[7] J. P. Boyd, Chebyshev & Fourier Spectral Methods, Springer-Verlag Berlin Heidelberg, 1989.
[8] M. L. Brady, A fast discrete approximation algorithm for the Radon transform, SIAM Journal
23
on Computing, 27 (1998), pp. 107–119.
[9] A. Brandt, J. Mann, M. Brodski, and M. Galun, A fast and accurate multilevel inversion
of the Radon transform, SIAM Journal on Applied Mathematics, 60 (2000), pp. 437–462.
[10] K. Carlberg, Adaptive h-refinement for reduced-order models, International Journal for Nu-
merical Methods in Engineering, 102 (2015), pp. 1192–1210.
[11] W. C. Chew and W. H. Weedon, A 3D perfectly matched medium from modified Maxwell’s
equations with stretched coordinates, Microwave and Optical Technology Letters, 7 (1994),
pp. 599–604.
[12] Clawpack Development Team, Clawpack software, 2017, doi:10.5281/zenodo.262111, http:
//www.clawpack.org. Version 5.4.0.
[13] J. W. Cooley and J. W. Tukey, An algorithm for the machine calculation of complex Fourier
series, Math. Comp., 19 (1965), pp. 297–301.
[14] M. Crandall and A. Majda, The method of fractional steps for conservation laws, Numerische
Mathematik, 34 (1980), pp. 285–314.
[15] B. Engquist and A. Majda, Absorbing boundary conditions for numerical simulation of waves,
Proceedings of the National Academy of Sciences, 74 (1977), pp. 1765–1766.
[16] A. Greenbaum, Iterative Methods for Solving Linear Systems, Society for Industrial and Ap-
plied Mathematics, 1997.
[17] W. Go¨tz and H. Druckmu¨ller, A fast digital Radon transform—an efficient means for
evaluating the Hough transform, Pattern Recognition, 29 (1996), pp. 711–718.
[18] S. Helgason, Integral Geometry and Radon Transforms, Springer New York, New York, NY,
2011.
[19] B. T. Kelley and V. K. Madisetti, The fast discrete Radon transform. I. Theory, IEEE
Transactions on Image Processing, 2 (1993), pp. 382–400.
[20] P. D. Lax and R. S. Phillips, Scattering theory, Bull. Amer. Math. Soc., 70 (1964), pp. 130–
142.
[21] R. J. LeVeque, Large time step shock-capturing techniques for scalar conservation laws, SIAM
J. Numer. Anal., 19 (1982), pp. 1091–1109.
[22] R. J. LeVeque, Convergence of a large time step generalization of Godunov’s method for
conservation laws, Communications on Pure and Applied Mathematics, 37 (1984), pp. 463–
477.
[23] R. J. LeVeque, A large time step generalization of Godunov’s method for systems of conser-
vation laws, SIAM J. Numer. Anal., 22 (1985), pp. 1051–1073.
[24] R. J. LeVeque, Wave propagation algorithms for multi-dimensional hyperbolic systems, J.
Comput. Phys., 131 (1997), pp. 327–353.
[25] R. J. LeVeque, Finite Volume Methods for Hyperbolic Problems, Cambridge University Press,
1st ed., 2002.
[26] J. G. Marichal-Herna´ndez, J. P. Lu¨ke, F. L. Rosa, and J. M. Rodr´ıguez-Ramos, Fast
approximate 4D: 3D discrete Radon transform, from light field to focal stack with O(n4)
sums, Journal of Electronic Imaging, 21 (2012), pp. 1091–1109.
[27] F. Matus and J. Flusser, Image representation via a finite Radon transform, IEEE Trans-
actions on Pattern Analysis and Machine Intelligence, 15 (1993), pp. 996–1006.
[28] R. I. McLachlan and G. R. W. Quispel, Splitting methods, Acta Numerica, 11 (2002),
pp. 341–434.
[29] F. Natterer, The Mathematics of Computerized Tomography, Society for Industrial and Ap-
plied Mathematics, 2001.
[30] W. H. Press, Discrete Radon transform has an exact, fast inverse and generalizes to operations
other than sums along lines, Proceedings of the National Academy of Sciences of the United
States of America, 103 (2006), pp. 19249–19254.
[31] J. Radon, On determination of functions by their integral values along certain multiplicities,
Ber. der Sachische Akademie der Wissenschaften Leipzig,(Germany), 69 (1917), pp. 262–
277.
[32] J. Reiss, P. Schulze, J. Sesterhenn, and V. Mehrmann, The shifted proper orthogonal
decomposition: A mode decomposition for multiple transport phenomena, SIAM Journal
on Scientific Computing, 40 (2018), pp. A1322–A1344.
[33] D. Rim, Uncertainty quantification problems in tsunami modeling and reduced order models for
hyperbolic partial differential equations, Ph.D. Thesis, University of Washington, (2017).
[34] D. Rim, S. Moe, and R. LeVeque, Transport reversal for model reduction of hyperbolic par-
tial differential equations, SIAM/ASA Journal on Uncertainty Quantification, 6 (2018),
pp. 118–150.
[35] C. W. Rowley, I. G. Kevrekidis, J. E. Marsden, and K. Lust, Reduction and reconstruction
for self-similar dynamical systems, Nonlinearity, (2003), p. 1257.
24
[36] C. W. Rowley and J. E. Marsden, Reconstruction equations and the Karhunen-Loe`ve ex-
pansion for systems with symmetry, Physica D, (2000), pp. 1–19.
[37] G. Strang, On the construction and comparison of difference schemes, SIAM Journal on
Numerical Analysis, 5 (1968), pp. 506–517.
[38] L. Trefethen, Spectral Methods in MATLAB, Society for Industrial and Applied Mathematics,
2000.
[39] B. van Leer, Towards the ultimate conservative difference scheme. V. a second-order sequel
to Godunov’s method, Journal of Computational Physics, 32 (1979), pp. 101–136.
[40] C. Villani, Optimal transport: old and new, vol. 338, Springer Science & Business Media,
2008.
25
