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The matched product of the solutions to the
Yang-Baxter equation of finite order
Francesco CATINO, Ilaria COLAZZO and Paola STEFANELLI
Abstract. In this work, we focus on the set-theoretical solutions of the
Yang-Baxter equation which are of finite order and not necessarily bi-
jective. We use the matched product of solutions as a unifying tool for
treating these solutions of finite order, that also include involutive and
idempotent solutions. In particular, we prove that the matched product
of two solutions rS and rT is of finite order if and only if rS and rT
are. Furthermore, we show that with sufficient information on rS and
rT we can precisely establish the order of the matched product. Finally,
we prove that if B is a finite semi-brace, then the associated solution r
satisfies rn = r, for an integer n closely linked with B.
Mathematics Subject Classification (2010). Primary 16T25; Secondary
81R50, 16Y99, 16N20.
Keywords.QuantumYang-Baxter equation, set-theoretical solution, brace,
semi-brace.
1. Introduction
The Yang-Baxter equation is a fundamental tool in several different
fields of research such as statistical mechanics, quantum group theory, and
low-dimensional topology. Named after the authors of the first papers in
which the equation arose, Yang [36] and Baxter [4], its study has been an
extensive research area for the past sixty years. In 1992, V. Drinfel′d [16]
suggested focusing on a specific class of solutions: the set-theoretical solutions
or braided sets. Namely, given a set X , a set-theoretical solution, shortly a
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solution, is a map r : X ×X → X ×X such that the following condition
(r × idX) (idX ×r) (r × idX) = (idX ×r) (r × idX) (idX ×r)
is satisfied. If r is such a solution on X, for x, y ∈ X , define the maps
λx : X → X and ρy : X → X by r (x, y) = (λx(y), ρy(x)). A solution r is
said to be left (resp. right) non-degenerate if λx (resp. ρx) is bijective, for
each x ∈ X . The seminal papers by Etingof, Schedler, and Soloviev [18], and
Gateva-Ivanova and Van den Bergh [21], laid the foundations for studying the
class of non-degenerate solutions that are also involutive. A solution r on X is
said to be involutive if r2 = id. Such solutions have been intensively studied,
see [20, 12, 35, 2, 5] just to name a few. In particular, Rump in [29] introduced
braces, ring-like structures, for studying involutive non-degenerate solutions.
As reformulated by Cedo´, Jespers, and Okn´inski in [13], a left brace is a set
B with two operations + and ◦ such that (B,+) is an abelian group, (B, ◦)
is a group and the relation a◦(b+ c)+a = a◦b+a◦c holds for all a, b, c ∈ B.
Braces have been widely studied, see for instance [30, 8, 19, 31, 3, 1, 11, 25].
Soloviev in [33] and Lu, Yan, and Zhu in [26] studied bijective not neces-
sarily involutive solutions. Such solutions have been relatively investigated
[37, 38, 17] and have applications in knot theory, see [28] and the references
therein. Guarnieri and Vendramin in [22] introduced skew braces, structures,
including braces, useful for studying this class of solutions. A set B with two
operations + and ◦ is a skew left brace if (B,+) and (B, ◦) are groups and
the condition a◦(b + c) = a◦b−a+a◦c is satisfied for all a, b, c ∈ B. Further
advancements in the field of skew braces relating to Hopf-Galois structures
can be found in [32, 14, 27], whereas [10], an extension of [7], partially an-
swered the extension problem in a simplified case. It is worth mentioning
that in literature bijective solutions are usually defined on finite sets. Under
this assumption, for each bijective solution r, there exists an integer n such
that rn = id. In [24], Lebed drew attention on idempotent solutions that,
although of little interest in physics, provide a tool for dealing with very dif-
ferent algebraic structures ranging from and free (commutative) monoids to
factorizable monoids, and from distributive lattices to Young tableaux and
plactic monoids. Namely, given a set X , a solution r is said to be idempo-
tent if r2 = r. The question arises whether there is an algebraic structure
similar to the brace structure useful for studying solutions not necessarily
bijective. In [9], we gave an initial answer to the question by introducing
semi-braces. A left (cancellative) semi-brace is a set B with two operations
+ and ◦ such that (B,+) is a left cancellative semigroup, (B, ◦) is a group
and a ◦ (b + c) = a ◦ b + a ◦ (a− + c) holds for all a, b, c ∈ B, where a− de-
notes the inverse of a in (B, ◦). Later, in [34], this algebraic structure has
been generalized by weakening the hypotheses of the additive semigroup, in
particular by removing the assumption of left cancellativity. The connection
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between involutive, bijective and idempotent solutions, at least on a finite
set, is that for every solution r there exist two non-negative integers i and p
such that rp+i = ri. Such a solution r is said to be of finite order, and the
minimal non-negative integers that satisfy such relation are said to be index
and period and are denoted by i (r) and p (r), respectively.
The aim of this work is to show how the matched product of solutions
is a unifying tool for treating solutions of finite order. Let rS and rT be
solutions on the sets S and T , respectively. In [6] we define a new solution on
the cartesian product of S and T called the matched product of rS and rT
denoted by rS ⊲⊳ rT . Specifically, we prove that rS ⊲⊳ rT is a solution of finite
order if and only if rS and rT are. In particular, we can control the index and
the period of the matched product of solutions rS and rT given their indexes
and periods:
Main result. If rS and rT have fixed indexes and periods, be they i (rS), i (rT ),
p (rS), and p (rT ) respectively, then the matched product of rS and rT has as
the index the maximum of i (rS) and i (rT ) and as the period the least common
multiple of periods p (rS) and p (rT ).
As a consequence of this result we obtain that rlS = id and r
m
T = id if
and only if (rS ⊲⊳ rT )
n
= id, and rlS = rS and r
m
T = rT if and only if
(rS ⊲⊳ rT )
n
= rS ⊲⊳ rT , for some integers l,m, n. This corollary includes the
particular case of involutive (r2 = id) and idempotent solutions (r2 = r)
already provided in [6, Corollary 5]. The main result also sheds new light
on solutions associated with semi-braces: we prove that for each solution
rB associated with a finite semi-brace B (under some minimal assumptions)
rnB = rB , for a certain n ∈ N. Indeed in the first section, we extend to the
general case the matched product S ⊲⊳ T of two semi-braces S and T , which
we have introduced in [6] for cancellative semi-braces. We also show that
the solution rS⊲⊳T associated with the matched product of two semi-braces
S and T is the matched product of the solutions rS and rT . Since a semi-
brace B is the matched product of two “trivial” semi-braces and a skew brace
G, we obtain that rnB = rB, for an integer n. Based on this result we show
that r3B = rB if and only if the sub-skew brace G is a brace, improving [34,
Theorem 5.1].
2. Definitions and preliminary results
In [6], we introduced a new construction technique for solutions of the
Yang-Baxter equation that allows one to obtain new solutions on the cartesian
product of sets, starting from completely arbitrary solutions.
Given a solution rS on a set S and a solution rT on a set T , if α : T → Sym (S)
and β : S → Sym (T ) are maps, set αu := α (u), for every u ∈ T , and
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βa := β (a), for every a ∈ S, then the quadruple (rS , rT , α, β) is said to be a
matched product system of solutions if the following conditions hold
αuαv = αλu(v)αρv(u) (s1) βaβb = βλa(b)βρb(a) (s2)
ρ
α
−1
u (b)
α
−1
βa(u)
(a) = α−1
βρb(a)
β
−1
b
(u)
ρb (a) (s3) ρ
β
−1
a (v)
β
−1
αu(a)
(u) = β−1
αρv(u)
α
−1
v (a)
ρv (u) (s4)
λaα
β
−1
a (u)
= αuλα−1u (a)
(s5) λuβ
α
−1
u (a)
= βaλβ−1a (u)
(s6)
for all a, b ∈ S and u, v ∈ T .
As shown in [6, Theorem 1], any matched product system of solutions
determines a new solution on the set S × T . Specifically, if (rS , rT , α, β) is
a matched product system of solutions, then the map r : S×T × S×T →
S×T × S×T defined by
r ((a, u) , (b, v)) :=
(
(αuλa¯(b), βaλu¯(v)) ,
(
α−1
U
ραu¯(b)(a), β
−1
A
ρβa¯(v)(u)
))
,
where
a¯ := α−1u (a), u¯ := β
−1
a (u),
A := αuλa¯(b), U := βaλu¯(v),
A := α−1U (A), U := β
−1
A (U),
for all (a, u) , (b, v) ∈ S × T , is a solution. This solution is called the matched
product of the solutions rS and rT (via α and β) and it is denoted by rS ⊲⊳ rT .
If (rS , rT , α, β) is a matched product system of solutions, we denote α
−1
u (a)
with a¯ and β−1a (u) with u¯, when the pair (a, u) ∈ S × T is clear from the
context.
There exists a special relation between the derived solution of rS ⊲⊳ rT
and the derived solutions of rS and rT . To show this relation, first recall that
if r is a left non-degenerate solution on a set X , then the map r′ : X ×X →
X ×X defined by
r′ (x, y) :=
(
y, λyρλ−1x (y)(x)
)
,
for all x, y ∈ X , is a solution called the derived solution of r (see for instance
[33]).
Proposition 1. Let (rS , rT , α, β) be a matched product system of solutions
where rS and rT are left non-degenerate. Then it holds that
(rS ⊲⊳ rT )
′
= r′S × r
′
T .
Proof. Note that
(rS ⊲⊳ rT )
′
((a, u) , (b, v)) =
(
λ′(a,u) (b, v) , ρ
′
(b,v) (a, u)
)
=
(
(b, v) , λ(b,v)ρλ−1
(a,u)
(b,v)(a, u)
)
=
(
(b, v) ,
(
λ−1b ρλ−1a (b)(a), λ
−1
v ρλ−1u (v)(u)
))
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since, set A := λaαu¯
(
α−1u¯ λ
−1
a (b)
)
and U := λuβa¯
(
β−1a¯ λ
−1
u (v)
)
, we have
λ(b,v)ρλ−1
(a,u)
(b,v)(a, u) = λ(b,v)ρ(α−1u¯ λ
−1
a (b),β
−1
a¯ λ
−1
u (v))(a, u)
= λ(b,v)
(
α−1
U
ρ
αu¯(α
−1
u¯ λ
−1
a (b))(a), β
−1
A
ρ
βa¯(β
−1
a¯ λ
−1
u (v))(u)
)
= λ(b,v)
(
α−1
U
ρλ−1a (b)(a), β
−1
A
ρλ−1u (v)(u)
)
=
(
λbαv¯
(
α−1
U
ρλ−1a (b)(a)
)
, λvβb¯
(
β−1
A
ρλ−1u (v)(u)
))
=
(
λbαv¯α
−1
v¯ ρλ−1a (b)(a), λvβb¯β
−1
b¯
ρλ−1u (v)(u)
)
=
(
λbρλ−1a (b)(a), λvρλ−1u (v)(u)
)
,
where the first equality holds since λ−1(a,u)(b, v) =
(
α−1u¯ λ
−1
a (b), β
−1
a¯ λ
−1
u (v)
)
and
the second last equality holds because A = b, U = v, and so A = α−1
U
(A) =
α−1v (b) = b¯, and similarly U = v¯. 
In [29], Rump introduced braces in order to obtain involutive solutions of
the Yang-Baxter equation. With the aim of constructing bijective solutions,
Guarnieri and Vendramin [22] introduced skew braces as a generalization
of braces. In [9], we introduced semi-braces that included skew braces and
allowed to obtain left non-degenerate solutions. A semi-brace is a set B with
two operations + and ◦ such that (B,+) is a left cancellative semigroup,
(B, ◦) is a group, and
a ◦ (b + c) = a ◦ b+ a ◦
(
a− + c
)
(1)
holds for all a, b, c ∈ B where a− is the inverse of a in (B, ◦). If B is a
semi-brace, in particular if it is a (skew) brace, we can define for all a, b ∈ B
λa(b) := a ◦
(
a− + b
)
and ρb(a) :=
(
a− + b
)−
◦ b,
two maps λ, ρ : B → BB such that λ (a) (b) := λa(b) and ρ (a) (b) := ρa (b)
and a map rB : B×B → B ×B defined by rB (a, b) := (λa(b), ρb(a)). If B is
a brace or a skew brace or a semi-brace then rB is a solution, called solution
associated to B. Finally, the notion of semi-braces was generalized in [34] by
Jespers and Van Antwerpen.
Definition 2 (Definition 2.1 in [34]). Let B be a set with two operations +
and ◦ such that (B,+) is a semigroup and (B, ◦) is a group. One says that
(B,+, ◦) is left semi-brace if
a ◦ (b + c) = a ◦ b+ a ◦
(
a− + c
)
for all a, b, c ∈ B. Here, a− denotes the inverse of a in (B, ◦). We call (B,+)
the additive semigroup of the left semi-brace of (B,+, ◦). If the semigroup
(B,+) has a pre-fix, pertaining to some property of the semigroup, we will
also use this pre-fix with the left semi-brace.
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In particular following this definition, semi-braces previously introduced in
[9] will be left cancellative semi-brace.
We note that for a left semi-brace not necessarily left cancellative B we
can introduce λ and ρ. Theorem 5.1 in [34] gives a sufficient condition for
the map rB, defined as in the left cancellative case, to be a solution. The
following theorem states a necessary and sufficient condition to ensure that
rB is a solution.
Theorem 3. Let (B,+, ◦) be a left semi-brace. The map rB : B×B× → B×B,
defined by rB (a, b) :=
(
a ◦ (a− + b) , (a− + b)
−
◦ b
)
for all a, b ∈ B, is a
solution if and only if
a+ λb(c) ◦ (0 + ρc(b)) = a+ b ◦ (0 + c) , (2)
holds for all a, b, c ∈ B.
Proof. It is easily verified that rB is a solution if and only if
λaλb(c) = λλa(b)λρb(a)(c) (3)
λρλb(c)(a)
ρc(b) = ρλρb(a)(c)λa(b) (4)
ρρb(c)ρλc(b)(a) = ρcρb(a) (5)
for all a, b, c ∈ B. Let a, b, c ∈ B. First recall that by Lemma 2.4 in [34]
∀a, b ∈ B a+ b = a+ 0+ b (6)
and by Lemma 2.12 in [34] λ : B → End (B) is a homomorphism, i.e.,
λaλb = λa◦b, (7)
for all a, b ∈ B. Furthermore note that
λa(b) ◦ ρb(a) = a ◦ b (8)
for all a, b ∈ B and then
λλa(b)λρb(a)(c) = λ(λa(b))◦(ρb(a))(c) = λa◦b(c) = λaλb(c),
i.e., (3) holds. Moreover
λρλb(c)(a)
ρc(b) = ρλb(c)(a) ◦
((
ρλb(c)(a)
)−
+ ρc(b)
)
=
(
a− + λb(c)
)−
◦ λb(c) ◦
(
(λb(c))
−
◦
(
a− + λb(c)
)
+ ρc(b)
)
=
(
a− + λb(c)
)−
◦
(
a− + λb(c) + λb(c) ◦
(
(λb(c))
−
+ ρc(b)
))
by (1)
=
(
a− + λb(c)
)−
◦
(
a− + λb(c) ◦ (0 + ρc(b))
)
by (1)
=
(
a− + λb(c)
)−
◦
(
a− + b ◦ (0 + c)
)
by (2)
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and
ρλρb(a)(c)
λa(b) =
(
(λa(b))
−
+ λρb(a)(c)
)−
◦ λρb(a)(c)
=
(
(λa(b))
−
+ ρb(a) ◦
(
(ρb(a))
−
+ c
))−
◦ ρb(a) ◦
(
(ρb(a))
−
+ c
)
=
(
ρb(a) ◦ (ρb(a))
− ◦ (λa(b))
− + c
)−
◦ ρb(a) ◦
(
(ρb(a))
− + c
)
by (1)
=
(
(ρb(a))
−
◦ (λa(b))
−
+ c
)−
◦ (ρb(a))
−
◦ ρb(a) ◦
(
(ρb(a))
−
+ c
)
=
(
b− ◦ a− + c
)−
◦
(
(ρb(a))
−
+ c
)
by (8)
=
(
b− ◦ a− + c
)−
◦
(
(ρb(a))
−
+ 0 + c
)
by (6)
=
(
b− ◦ a− + c
)−
◦
(
(ρb(a))
− + λ0(c)
)
=
(
b− ◦ a− + λb−λb(c)
)−
◦
(
b− ◦
(
a− + b
)
+ λb−λb(c)
)
by (7)
=
(
a− + λb(c)
)−
◦ b ◦ b− ◦
(
a− + b+ λb(c)
)
by (1)
=
(
a− + λb(c)
)−
◦
(
a− + b ◦ (0 + c)
)
, by (1)
i.e., (4) holds. Finally
ρρc(b)ρλb(c)(a) =
((
ρλb(c)(a)
)−
+ ρc(b)
)−
◦ ρc(b)
=
(
(λb(c))
− ◦
(
a− + λb(c)
)
+ ρc(b)
)−
◦ ρc(b)
=
(
(λb(c))
−
◦
(
a− + λb(c)
)
+ λ0ρc(b)
)−
◦ ρc(b) by (6)
=
(
(λb(c))
− ◦
(
a− + λb(c)
)
+ λ(λb(c))−λλb(c)ρc(b)
)−
◦ ρc(b) by (7)
=
(
(λb(c))
−
◦
(
a− + λb(c) + λλb(c)ρc(b)
))−
◦ ρc(b) by (1)
=
(
a− + λb(b) ◦ (0 + ρc(b))
)−
◦ λb(c) ◦ ρc(b) by (1)
=
(
a− + b ◦ (0 + c)
)−
b ◦ c by (2) and (8)
and
ρcρb(a) =
(
(ρb(a))
−
+ c
)−
◦ c
=
(
b− ◦
(
a− + b
)
+ c
)−
◦ c
=
(
b− ◦
(
a− + b
)
+ 0 + c
)−
◦ c by (6)
=
(
b− ◦
(
a− + b
)
+ λb−λb(c)
)
by (7)
=
(
b− ◦
(
a− + b+ λb(c)
))−
◦ c by (1)
=
(
b− ◦
(
a− + b ◦ (0 + c)
))−
◦ c, by (1)
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i.e., (5) holds. Hence rB is a solution. Conversely if rB is a solution, in par-
ticular (4) holds. Therefore
(
a− + λb(c)
)−
◦
(
a− + λb(c) ◦ (0 + ρc(b))
)
=
(
a− + λb(c)
)−
◦
(
a− + b ◦ (0 + c)
)
holds for all a, b, c ∈ B and since (B, ◦) is a group this is equivalent to (2). 
As previously mentioned, this result includes Theorem 5.1 in [34] that gives
a sufficient, but not a necessary, condition to obtain a solution. Indeed by
Proposition 2.14 in [34] ρ is an anti-homomorphism if and only if c+ a ◦ (0+
b) = c+ a ◦ b for all a, b, c ∈ B. An if ρ is an anti-homomorphism then
a+ λb(c) ◦ (0 + ρc(b)) = a+ λb(c) ◦ ρb(c) = a+ b ◦ c = a+ b ◦ (0 + c),
for all a, b, c ∈ B.
Moreover, there exist semi-braces that do not satisfy condition (2): an exam-
ple is given by the semi-brace in [34, Example 2.11].
We now define the matched product of semi-braces, following the steps
in [6] for cancellative semi-braces.
Definition 4. Two semi-braces B1 and B2 with α : B2 → Aut (B1) a group
homomorphism from (B2, ◦) into the automorphism group of (B1,+) and β :
B1 → Aut (B2) a group homomorphism from (B1, ◦) into the automorphism
group of (B2,+) such that
λaαβ−1a (u)
= αuλα−1u (a) (9)
λaβα−1u (a)
= βaλβ−1a (u) (10)
hold for all a ∈ B1 and u ∈ B2 is called a matched product system of left
semi-braces.
Theorem 5. If (B1, B2, α, β) is a matched product system of left semi-braces,
then B1 ×B2 with respect to
(a, u) + (b, v) := (a+ b, u+ v)
(a, u) ◦ (b, v) :=
(
αu
(
α−1u (a) ◦ b
)
, βa
(
β−1a (u) ◦ v
))
is a left semi-brace called the matched product of B1 and B2 (via α and β)
and denoted by B1 ⊲⊳ B2. Moreover, if B1 and B2 satisfy condition (2) then
B1 ⊲⊳ B2 satisfies the same condition and the solution associated with the
matched product B1 ⊲⊳ B2 is equal to the matched product of rB1 and rB2 via
α and β.
Proof. With the same proof of Theorem 9 in [6] it is easy to see that B1 ⊲⊳ B2
is a left semi-brace. In particular (B1 ×B2, ◦) is a group with identity (0, 0)
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and such that
(a, u)− =
(
α−1u¯
(
a−
)
, β−1a¯
(
u−
))
for all a ∈ B1 and u ∈ B2 where for every pair (a, u) ∈ B1 × B2 we denote
with a¯ = α−1u (a) and u¯ := β
−1
a (u). Let (a, u) , (b, v) , (c, w) ∈ B1 ×B2. Hence
λ(a,u)(b, v) = (λaαu¯(c), λuβa¯(w)) (11)
λ(a,u)(b, v) = (a, u) ◦
(
(a, u)
−
+ (c, w)
)
= (a, u) ◦
(
α−1u¯
(
a−
)
+ c, β−1a¯
(
u−
)
+ w
)
=
(
a ◦ αu¯
(
α−1u¯
(
a−
)
+ c
)
, u ◦ βa¯
(
β−1a¯
(
u−
)
+ w
))
=
(
a ◦
(
a− + αu¯(c)
)
, u ◦
(
u− + βa¯(w)
))
= (λaαu¯(c), λuβa¯(w)) .
Set A := αuλa¯(b) and U := βaλu¯(v). Then by (9) the first component of
ρ(a,u)(b, v) =
(
(a, u)− + (b, v)
)−
◦ (b, v) = (A,U)− ◦ (a, u) ◦ (b, v) is given by
A¯− + α
U¯−
λ
α
−1
U¯−
(A¯−)(a+ αuλa¯(b))
= α−1
U¯
(
A−
)
+ α−1
U¯
λα
U¯
α
−1
U¯
(A−)(a+ αuλa¯(b))
= α−1
U¯
(
A− + λA−(a+ λaαu¯(b))
)
= α−1
U¯
(
A− ◦ a ◦ αu¯(b)
)
= α−1
U¯
(
(λaαu¯(b))
− ◦ a ◦ αu¯(b)
)
= α−1
U¯
ραu¯(b)(a)
= α−1
β
−1
A
(U)
ραu¯(b)(a)
and with the same computation the second component is β−1
α
−1
U (A)
ρβa¯(v)(u).
Therefore
(c, w) + λ(a,u)(b, v) ◦
(
(0, 0) + ρ(b,v)(a, u)
)
= (c, w) + (A,U) ◦
(
0 + α−1
β
−1
A
(U)
ραu¯(b)(a), 0 + β
−1
α
−1
U
(A)
ρβa¯(v)(u)
)
= (c, w) +
(
αU
(
α−1U (A) ◦
(
0 + α−1
β
−1
A
(U)
ραu¯(b)(a)
))
,
βA
(
β−1A (U) ◦
(
0 + β−1
α−1
U
(A)
ρβa¯(v)(u)
)))
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hence the first component of (c, w)+λ(a,u)(b, v)◦
(
(0, 0) + ρ(b,v)(a, u)
)
is given
by
c+ αU
(
α−1U (A) + λα−1
U
(A)α
−1
β
−1
A
(U)
ραu¯(b)(a)
)
= c+A+ αUλα−1U (A)
α−1
β
−1
A
(U)
ραu¯(b)(a)
= c+A+ λAραu¯(b)(a)
= c+A ◦
(
0 + ραu¯(b)(a)
)
= c+ a ◦ (0 + αu¯(a)) by (2) of B1
and with same computation the second component is w + u ◦ (0 + βa¯(v)).
On the other side
(c, w) + (a, u) ◦ ((0, 0) + (b, v))
= (c, w) + (a, u) ◦ (0 + b, 0 + v)
= (c, w) +
(
αu
(
α−1u (b) ◦ (0 + c)
)
, βa
(
β−1a (v) ◦ (0 + v)
))
= (c, w) +
(
αu
(
α−1u (b) + λα−1u (b)(b)
)
, βa
(
β−1a (v) + λβ−1a (v)(v)
))
= (c, w) +
(
b+ αuλα−1u (b)(b), v + α
−1
a λβ−1a (v)(v)
)
= (c, w) + (b+ λbαu¯(b), v + λvβa¯(v))
= (c, w) + (b ◦ (0 + αu¯(b)) , v ◦ (0 + βa¯(v))) ,
i.e., condition (2) holds for the semi-braceB1 ⊲⊳ B2. Finally, it is clear that the
solution associated to B1 ⊲⊳ B2 is actually the matched product of solutions
rB1 and rB2 via α and β 
Finally, in [34] the matched product of left semi-braces is defined as a
generalization of the matched product of left cancellative semi-braces origi-
nally introduced in the thesis of Colazzo [15, Theorem 3.1.1]. In the following
we show that this definition coincides with the one given in Theorem 5.
Definition 6 (Definition 3.1 in [34]). Let (B1,+, ◦) and (B2,+, ◦) be left semi-
braces. Let δ : B1 → Aut (B2) be a right action of the group (B1, ◦) on the
set B2 and σ : B2 → Sym (B1) a left action of the group (B2, ◦) on the set
B1. Assume the following properties hold for any x, y ∈ B2 and a, b ∈ B1:
1. σx (a ◦ b) = σx (a) ◦ σδa(x) (b),
2. σx (0) = 0,
3. δa (x ◦ y) = δσy(a) (x) ◦ δa (y),
4. δa (0) = 0,
5.
(
δa
(
(x+ y)−
))−
= (δa (x
−))
−
+ (δa (y
−))
−
.
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Then the following operations define a left semi-brace structure on B1 ×B2
(a, x) + (b, y) := (a+ b, x+ y)
(a, x) + (b, y) :=
(
a ◦ σ(δa(x−))− (b) , x ◦
(
δ(σx− (a))
−
)− (
y−
))
This is called the matched product of the left semi-brace B1 and B2 by δ and
σ.
It is easy to see that the two definitions of matched product of left
semi-braces coincide. Indeed, if (B1, B2, α, β) is a matched product system
of left semi-brace it is sufficient to define σu = αu and δa (u) = β
−1
αu(a)
(u) for
all a ∈ B1 and u ∈ B2. Vice versa, if B1, B2, σ, and δ satisfy the previous
definition then it is sufficient to set αu = σu and βa(u) = δ
−1
σ
−1
u (a)
(u), for all
a ∈ B1 and u ∈ B2.
3. The matched product of the solutions of finite order
In this section, we focus on analyzing the matched product of solutions
of finite order. The following lemma is a key tool to prove all results presented
in this section; its proof is technical and is given at the end of the section.
Lemma 7. Let (rS , rT , α, β) be a matched product system of solutions. If l ∈
N and j ∈ N0, then r
l
S = r
j
S and r
l
T = r
j
T if and only if (rS ⊲⊳ rT )
l =
(rS ⊲⊳ rT )
j.
At first sight, Lemma 7 might seem to have restrictive assumptions.
However, this is not the case, as it leads to the following powerful result.
Theorem 8. Let (rS , rT , α, β) be a matched product system of solutions. Then,
the solutions rS and rT are of finite order if and only if the solution rS ⊲⊳ rT
is of finite order.
Proof. First assume that rS and rT are solutions of finite order. Thus, r
l
S = r
k
S
and rmT = r
j
T for certain l,m ∈ N and i, j ∈ N0 such that l > k and m > j.
Set i := mk + lj and n := lm + kj, note that n = (l − k) (m− j) + i and
−k (m− j) + i = kj + lj ≥ 0, hence we obtain
rnS = r
l(m−j)
S r
−k(m−j)+i
S = r
k(m−j)
S r
−k(m−j)+i
S = r
i
S .
Similarly, noting that −j (l− k) + i = jk+mk ≥ 0, we obtain that rnT = r
i
T .
Therefore, by Lemma 7 it holds that (rS ⊲⊳ rT )
n
= (rS ⊲⊳ rT )
i
and conse-
quently rS ⊲⊳ rT is a solution of finite order.
Conversely, if rS ⊲⊳ rT is a solution of finite order then (rS ⊲⊳ rT )
n =
(rS ⊲⊳ rT )
i
for certain n ∈ N and i ∈ N0 with n > i. By Lemma 7 it follows
that rnS = r
i
S and r
n
T = r
i
T and hence both rS and rT are solutions of finite
order. 
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Determining the order of the matched product of two solutions of finite
order requires the notion of index and period. We recall that the index and
the period of any solution r of finite order are defined as
i (r) := min
{
j| j ∈ N0, ∃l ∈ N r
l = rj
}
,
p (r) := min
{
k| k ∈ N, rr+i (r) = ri (r)
}
.
We note that if h ∈ N0, h ≥ i (r), then, for every q ∈ N0, r
p (r)q+h = rh. In
addition, for all m ∈ N and j ∈ N0, m > j, it holds that r
m = rj if and only
if p (r) | m− j.
The following proposition allows for establishing the index and the pe-
riod of the matched product of two solutions.
Proposition 9. Let (rS , rT , α, β) be a matched product system of solutions. If
rS and rT are solutions of finite order, then
i (rS ⊲⊳ rT ) = i and p (rS ⊲⊳ rT ) = n− i
where i := max {i (rS), i (rT )} and n := lcm (p (rS), p (rT )) + i.
Proof. Let q1, q2 ∈ N such that n = p (rS)q1 + i and n = p (rS)q2 + i.
Thus, it holds that rnS = r
i
S and r
n
T = r
i
T and by Lemma 7 we obtain that
(rS ⊲⊳ rT )
n
= (rS ⊲⊳ rT )
i
. Moreover, assuming that i = i (rS), if (rS ⊲⊳ rT )
n
=
(rS ⊲⊳ rT )
h for a certain h ∈ N0, in particular one has that r
n
S = r
h
S . It follows
that
r
p (rS)+i
S = r
i
S = r
p (rS)q1+i
S = r
n
S = r
h
S ,
hence i ≤ h and so i (rS ⊲⊳ rT ) = i. Clearly, this check is similar if one assumes
that i = i (rT ). In addition, if (rS ⊲⊳ rT )
m = (rS ⊲⊳ rT )
i for a certain m ∈ N,
then rmS = r
i
S and r
m
T = r
i
T . Consequently, p (rS) | m− i and p (rT ) | m− i,
thus lcm (p (rS), p (rT )) | m − i, i.e., n − i | m − i. Therefore n − i ≤ m − i
and hence p (rS ⊲⊳ rT ) = n− i. 
The index and the period of the matched product solution rS ⊲⊳ rT give
us upper bounds of the indexes ad periods of rS and rT . Indeed, assuming
i := i (rS ⊲⊳ rT ) and p := p (rS ⊲⊳ rT ), Lemma 7 implies that r
p+i
S = r
i
S and
r
p+i
T = r
i
T . Therefore, rS and rT are both solutions of finite order. Clearly,
i (rS) and i (rT ) are less than i, and p (rS) and p (rT ) divide p.
Proposition 10. Let (rS , rT , α, β) be a matched product system of solutions.
If rS ⊲⊳ rT is a solution of finite order, then it holds that
p (rS) | p (rS ⊲⊳ rT ) and p (rT ) | p (rS ⊲⊳ rT )
i (rS) ≤ i (rS ⊲⊳ rT ) and i (rS) ≤ i (rS ⊲⊳ rT ).
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The following corollary is a direct consequence of Proposition 9 and
Proposition 10. We note that this result includes the particular case of invo-
lutive solutions and the one of idempotent solutions already considered in [6,
Corollary 5].
Corollary 11. Let (rS , rT , α, β) be a matched product system of solutions.
Then the following hold:
1. rlS = id and r
m
T = id, for certain l,m ∈ N, if and only if (rS ⊲⊳ rT )
n
=
id, for a certain n ∈ N;
2. rlS = rS and r
m
T = rT , for certain l,m ∈ N, if and only if (rS ⊲⊳ rT )
n =
rS ⊲⊳ rT for a certain n ∈ N.
The following corollary shows that, under mild assumptions, the solution
associated to a semi-brace has index 1. In particular, our result improves [34,
Theorem 3.2].
Corollary 12. Let B be a completely simple left semi-brace such that ρ is
an anti-homomorphism and rG the solution associated to the skew left brace
G = 0 +B + 0. Thus, for every n ∈ N
rnG = id ⇐⇒ r
n+1
B = rB .
In particular, G is a left brace if and only if r3B = rB.
Proof. At first note that by [34, Theorem 3.2] the left semi-brace B can be
written as the matched product
B = F ⊲⊳ (G ⊲⊳ E) ,
where F is a left semi-brace with additive structure a left zero-semigroup, G
is a skew left brace, and E is a left semi-brace with additive structure a right
zero-semigroup. In addition, by Theorem 5 it holds that
rB = rF ⊲⊳ (rG ⊲⊳ rE)
where in particular the solution rG associated to G is bijective (see [22, The-
orem 3.1]), the solution rE associated to E is idempotent, and the solution
rF associated to F is idempotent. Consequently, assuming r
n
G = id, we have
that n = p (rG)q for a certain q ∈ N and by Proposition 9 we obtain that
rn+1B = rB. Conversely, if r
n+1
B = rB , by Lemma 7 we have in particular that
rn+1G = rG and by the bijectivity of rG clearly it follows r
n
G = id.
In particular, note that G is a left brace if and only if rG is involutive
and so by what we have just proved we obtain that G is a left brace if and
only if r3B = rB . 
The question arises whether it is feasible to find solutions with index
greater than 1. The answer is yes: one can consider the Lyubashenko’s solution
[16]. Indeed, if f is a map of index i > 1 and period p from a set X into
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itself (see for instance [23, p. 12]) and τ is the twist map on X × X , then
the Lyubashenko’s solution r : X × X → X × X defined by r := τ (f × f)
is of finite order. Since the maps τ and f × f commute, it holds that rk =
τk (f × f)
k
, for every k ∈ N0. Hence, if p is even then r
p+i = ri and in
particular i (r) = i and p (r) = p . In the event that p then r2 p+i = ri
and in particular i (r) = i and p (r) = 2 p .
We conclude this section by presenting the complete proof of Lemma 7.
Proof of Lemma 7. For the sake of simplicity, if r is a solution on a set X ,
we denote
λ(0)x (y) := x and ρ
(0)
y (x) := y
and, for every n ∈ N,
λ(n)x (y) := λλ(n−1)x (y)
ρ(n−1)y (x) and ρ
(n)
y (x) := ρρ(n−1)y (x)
λ(n−1)x (y),
for all x, y ∈ X . Then, it is a routine computation to verify that for every
n ∈ N and for all x, y ∈ X it holds
rn (x, y) =
(
λ(n)x (y), ρ
(n)
y (x)
)
.
In particular, note that if n,m ∈ N0 then r
n = rm if and only if λ
(n)
x (y) =
λ
(m)
x (y) and ρ
(n)
y (x) = ρ
(m)
y (x), for all x, y ∈ X . Furthermore, for every
n ∈ N0, (rS ⊲⊳ rT )
n
((a, u) , (b, v)) can be expressed in the following way
((
λ(n)a (c), λ
(n)
u (w)
)
,
(
α−1
U(n)
ρ(n)c (a), β
−1
A(n)
ρ(n)w (u)
))
,
where c := αu¯(b), w := βa¯(v), A
(n) := λ
(n)
a (c), and U (n) := λ
(n)
u (w). We
prove this by induction on n. The case n = 0 follows from the fact that(
λ
(0)
a (c), λ
(0)
u (w)
)
= (a, u) and from
(
α−1
U(0)
ρ(0)c (a), β
−1
A(0)
ρ(0)w (u)
)
=
(
α−1u¯ (c), β
−1
a¯ (w)
)
= (b, v)
since A(0) = α−1
U(0)
(
A(0)
)
= α−1u (a) = a¯ and similarly U
(0) = u¯. Suppose that
the equality holds for n > 0, i.e.,
λ
(n)
(a,u)(b, v) =
(
λ(n)a (c), λ
(n)
u (w)
)
and
ρ
(n)
(b,v)(a, u) =
(
α−1
U(n)
ρ(n)c (a), β
−1
A(n)
ρ(n)w (u)
)
,
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for all (a, u) , (b, v) ∈ S × T . Thus, by induction hypothesis we have
λ
(n+1)
(a,u) (b, v) = λλ(n)
(a,u)
(b,v)
ρ
(n)
(b,v)(a, u)
= λ(
λ
(n)
a (c),λ
(n)
u (w)
)
(
α−1
U(n)
ρ(n)c (a), β
−1
A(n)
ρ(n)w (u)
)
=
(
λ
λ
(n)
a (c)
(
α
U(n)
α−1
U(n)
ρ(n)c (a)
)
, λ
λ
(n)
u (w)
β
A(n)
β−1
A(n)
ρ(n)w (u)
)
=
(
λ
λ
(n)
a (c)
ρ(n)c (a), λλ(n)u (w)
ρ(n)w (u)
)
=
(
λ(n+1)a (c), λ
(n+1)
u (w)
)
.
Set A := λ
A(n)
α
U(n)
(
α−1
U(n)
ρ
(n)
c (a)
)
and U := λ
U(n)
β
A(n)
(
β−1
A(n)
ρ
(n)
w (u)
)
, it
follows that
ρ
(n+1)
(b,v) (a, u) = ρρ(n)
(b,v)
(a,u)
λ
(n)
(a,u)(b, v)
= ρ(
α−1
U(n)
ρ
(n)
c (a),β
−1
A(n)
ρ
(n)
w (u)
)
(
λ(n)a (c), λ
(n)
u (w)
)
=
(
α−1
U
ρ
α
U(n)
α
−1
U(n)
ρ
(n)
c (a)
λ(n)a (c), β
−1
A
ρ
β
A(n)
α
−1
A(n)
ρ
(n)
w (u)
λ(n)u (w)
)
=
(
α−1
U(n+1)
ρ
ρ
(n)
c (a)
λ(n)a (c), β
−1
A(n+1)
ρ
ρ
(n)
w (u)
λ(n)u (w)
)
=
(
α−1
U(n+1)
ρ(n+1)c (a), β
−1
A(n+1)
ρ(n+1)w (u)
)
where the second last equality holds since A = λ
λ
(n)
a (c)
ρ
(n)
c (a) = λ
(n+1)
a (c) =
A(n+1) and similarly U = U (n+1). Therefore, the claim follows.
Now let us prove the statement of Lemma. At first suppose that rlS = r
j
S
and rlT = r
j
T . Thus, λ
(l)
a (c) = λ
(j)
a (c) and ρ
(l)
c (a) = ρ
(j)
c (a), and hence one has
that
λ
(l)
(a,u)(b, v) =
(
λ(l)a (c), λ
(l)
u (w)
)
=
(
λ(j)a (c), λ
(j)
u (w)
)
= λ
(j)
(a,u)(b, v)
and also
ρ
(l)
(b,v)(a, u) =
(
α−1
U(l)
ρ(l)c (a), β
−1
A(l)
ρ(l)w (u)
)
=
(
α−1
U(j)
ρ(j)c (a), β
−1
A(j)
ρ(j)w (u)
)
= ρ
(j)
(b,v)(a, u),
since A(l) = α−1
U(l)
A(l) = α−1
U(j)
A(j) = A(j) and similarly U (l) = U (j). Conse-
quently, (rS ⊲⊳ rT )
l
= (rS ⊲⊳ rT )
j
.
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Conversely, if (rS ⊲⊳ rT )
l
= (rS ⊲⊳ rT )
j
, set d := α−1u¯ (b) and z := β
−1
a¯ (v)
it follows that(
λ(l)a (b), λ
(l)
u (v)
)
= λ
(l)
(a,u)(d, z) = λ
(j)
(a,u)(d, z) =
(
λ(j)a (b), λ
(j)
u (v)
)
and so λ
(l)
a (b) = λ
(j)
a (b) and λ
(l)
u (v) = λ
(j)
u (v). Moreover, set A := λ
(j)
a αu¯(d)
and U := λ
(j)
u βa¯(z) it holds(
α−1
U(l)
ρ
(l)
b (a), β
−1
A(l)
ρ(l)v (u)
)
= ρ
(l)
(d,z)(a, u) = ρ
(i)
(d,z)(a, u)
=
(
α−1
U
ρ
(j)
αu¯(d)
(a), β−1
A
ρ
(j)
βa¯(z)
(u)
)
=
(
α−1
U
ρ
(j)
b (a), β
−1
A
ρ(j)v (u)
)
.
Note that, A = λ
(j)
a αu¯(d) = λ
(j)
a (b) = λ
(l)
a (b) = A(l) and similarly U =
U (l). By bijectivity of α
U(l)
and β
A(l)
, one obtains that ρ
(l)
b (a) = ρ
(j)
b (a) and
ρ
(l)
v (u) = ρ
(j)
v (u). Therefore, rlS = r
j
S and r
l
T = r
j
T . 
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