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Tokyo, JapanABSTRACT Intrinsically disordered proteins (IDPs) are ubiquitous and play key roles in transcriptional regulations and other
cellular processes. To characterize diverse structural ensembles of IDPs, combinations of NMR and computational modeling
showed some promise, but they need further improvements. Here, for accurate and efficient modeling of IDPs, we propose
a systematic multiscale computational method. We first perform all-atom replica-exchange molecular dynamics (MD) simula-
tions of a few fragments selected from a target IDP. These results together with generic knowledge-based local potentials
are fed into the iterative Boltzmann inversion method to obtain an accurate coarse-grained potential. Then coarse-grained
MD simulations provide the IDP ensemble. We tested the new method for the disordered N-terminal domain of p53 showing
that the method reproduced the residual dipolar coupling and x-ray scattering profile very accurately. Further local structure
analyses revealed that, guided by all-atom MD ensemble of fragments, the p53 N-terminal domain ensemble was biased to
kinked structures in the AD1 region and biased to extended conformers in a proline-rich region and these biases contributed
to improvement of the reproduction of the experiments.INTRODUCTIONIn eukaryotes, many proteins lack well-structured three-
dimensional folds entirely or partly in their native condition,
but have some important functions, which are called ‘‘intrin-
sically disordered proteins (IDPs)’’ or ‘‘intrinsically disor-
dered regions’’ (1,2). For example, many transcription
factors contain IDPs (2). Numerous IDPs are associated
with human diseases, including cancer, cardiovascular
disease, amyloidosis, neurodegenerative diseases, and dia-
betes (3). Revealing functions of IDPs is of crucial impor-
tance and thus IDPs have been intensively studied in the
last decade (4–11).
To decipher IDP functions in detail, structural character-
ization is indispensible, where high degrees of conforma-
tional flexibility call for methods that can probe ensembles
of structures. Small angle x-ray scattering (SAXS) (12) and
NMR techniques, such as residual dipolar coupling (RDC)
(12) and paramagnetic relaxation enhancement (5,13), have
been successfully applied to characterize the IDP structural
ensemble. Because these methods, on their own, do not
directly give us structures, they are often accompanied by
computational modeling (5,8). Among the various methods,
two similar computational methods (12,14) that explicitly
build ensembles of IDP structures based on knowledge-based
dihedral angle statistics have proven to be useful. In one such
method called ‘‘flexible-meccano’’ (12), first 4/j propensi-
ties are sampled from a coil library, and then with use of
the propensities a large number of conformers that do not
self-overlap are generated. Averages over thus-generated
ensembles often reproduce experimental data such as RDCSubmitted April 28, 2011, and accepted for publication August 1, 2011.
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depends on the proteins; they are not always good enough,
especially for IDPs with some residual and nontrivial
orders (15).
When the direct use of the flexible-meccano method does
not give good agreement in RDC values, one argues that
some nontrivial residual order is present (15). One calibrates
the ensemble so that the reweighted ensemble gives better
agreement with experiments, by which we can get some
insights into the nontrivial orders (8,9,16). A major concern
here is that this approach suffers from the degeneracy
problem; i.e., there is more than one way to reproduce a
given set of experimental observations within experimental
error. Another and more fundamental approach for IDP
ensemble modeling may be to directly use molecular
dynamics (MD) simulations (5,17,18). MD simulations are
expected to provide much more accurate structural ensem-
bles. Yet, given that biologically relevant IDPs are often
not so small, sufficient sampling by standard MD simula-
tions is not feasible at this moment.
Recently, Mukrasch et al. (19) proposed a hybrid method
which combines accelerated MD simulations of a few frag-
ments selected from a target IDP and a flexible-meccano
approach (15). They showed that incorporation of the
MD-sampled dihedral angles into the statistical 4/j propen-
sities of the flexible-meccano method improves the accuracy
of the computed RDC values. Their method is very prom-
ising, but obviously has some room for improvement.
Indeed, the purpose of our work here is to extend their
method.
In this study, we put forward the approach of Mukrasch
et al. (15), employing a more systematic multiscale theory
and a more general MD simulation approach. We combinedoi: 10.1016/j.bpj.2011.08.003
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FIGURE 1 Sequences and structures of simulated systems. (A) Sche-
matic of p53 domain organization showing N-terminal domain (NTD),
DNA-binding domain (DBD), tetramerization domain (TET), and
C-terminal domain (CTD). The sequence of human p53 NTD is shown
and known sites of phosphorylation are indicated by black dots. The
AD1, AD2 and PRR motifs are indicated. (B) A random sequence of 93
residues obtained by shuffling the p53 NTD sequence. (C) Ten representa-
tive structures from the structural ensemble of p53 NTD. These structures
are superimposed by using C-terminal 30 residues (roughly corresponding
to the PRR region). Each chain is represented by a different color, and AD1
and AD2 are represented by bead models.
Modeling of Disordered Proteins 1451high-accuracy all-atom MD simulations of a few fragments
selected from a target IDP and coarse-grained (CG) MD
simulations of the entire target IDP. First, we select short
fragments where previous RDC data (20) show large-devia-
tion from the baseline, which is indicative of residual orders.
For the selected fragments, we perform all-atom MD simu-
lations with the variant replica exchange solute tempering
(REST) method (21–23), which is a state-of-the-art efficient
sampling method. The use of REST is one improvement
over the previous work (15).
By this method, we obtain probability distributions of
local structures. For the rest of the target IDP, we use generic
statistics obtained from a set of loop structures stored in the
protein data bank. The information is fed into the multiscale
methodology to obtain a tuned CG potential. Namely, we
employ the iterative Boltzmann inversion technique (24),
which takes into account the coupling among different
degrees of freedom. The systematic multiscale theory used
here is the second advantage of this work. With the con-
verged CG potential, we perform CG MD simulations to
obtain an IDP structural ensemble. MD simulations are
more general than the chain-growth approach used in the
flexible-meccano method. By employing MD simulations,
we can address the dynamics. In addition, we can easily
simulate large protein dynamics that contain both folded
domains and IDP regions by combining our method with
other CG methods. We show that our new fragment-based
multiscale MD (fMD) simulation gives a significantly
more-accurate structure ensemble than the pure-CG model,
in that it does not rely on all-atom MD simulations for a
target IDP, p53 N-terminal domain.
The tumor suppressor p53 is a multifunctional transcrip-
tion factor that plays vital roles in maintaining the integrity
of the human genome, controlling apoptosis, cell-cycle
arrest, and DNA repair (25). p53 forms a homo-tetramer of
393-residue subunits. Each chain consists of four major
domains (i.e., the N-terminal domain, NTD (residues 1–93);
the DNA binding domain, DBD; the tetramerization domain,
TET; and the C-terminal domain, CTD) (Fig. 1 A) (26).
The NTD is the IDP characterized by far-ultraviolet
circular dichroism spectra and by NMR spectroscopy (27),
and plays crucial roles in transcription activation. Two sub-
regions in the NTD, activation domain 1 (AD1) (residues
19–26) and activation domain 2 (AD2) (Fig. 1A) bind to regu-
lator proteins (28–30). A major negative-regulator of p53—
Mdm2—binds to AD1, making this region an important
anti-cancer drug target (31). TheNMRspectroscopy revealed
that intrinsically disordered AD1 forms a stable helix in
complex with Mdm2 (32). Binding-coupled folding is a key
feature in this region. Our previous all-atomMD simulations
revealed that the intrinsic structural ensemble ofAD1 regions
is highly diverse, containing small but nonnegligible (~0.5%)
contents of the structure, close to that in the complex (23).
Due to its importance, p53 NTD has been characterized
by various experiments such as RDC (20), SAXS (20),and paramagnetic relaxation enhancement (33), as well as
by computational modeling (33). In particular, Wells et al.
(20) used a flexible-meccano method to analyze the RDC
data, finding the most significant deviation of the RDC
profile predicted by flexible-meccano from the experimental
result at residues 21–25 (correspond to AD1 in Fig. 1 A) and
over the range 61–93 (corresponding to PRR in Fig. 1 A). By
calibrating the ensemble based on accelerated MD simula-
tions and knowledge of the complex structure, they im-
proved the structural ensemble of p53 NTD. Our approach
here is to move their approach forward, making a systematic
procedure for an accurate and feasible construction of the
IDP ensemble by MD simulations.MATERIALS AND METHODS
p53 N-terminal domain
As a target for multiscale modeling of IDP, we chose p53 N-terminal
domain (NTD), which contains 93 residues (Fig. 1 A). The RDC experi-
ments suggested some residual structures primarily in two regions of
NTD: AD1 (residues 19–26) and PRR (residues 61–93).
To test the significance of our IDP modeling, we used a random sequence
as well. Using the amino-acid composition of p53 NTD, we shuffled itBiophysical Journal 101(6) 1450–1458
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composition as p53 NTD (sequence shown in Fig. 1 B).Coarse-grained protein model
In this work, we used a one-bead-per-residue, coarse-grained (CG) model
of a protein. We represented an amino acid by a single interaction center
(bead) located at the position of the Ca atom. The CG model consists of
five terms,
V ¼ Vb þ Va þ Vd þ Vex þ Vele;
where Vb is the potential energy function for virtual bond stretching, Va is
that for virtual bond angle, Vd is that for virtual dihedral angle, Vex is a
standard excluded volume term, and Vele is the electrostatic interaction
potential.
The potential energy function for the bond stretching is defined as
Vb

rij
 ¼ 1
2
kb

rij  b
2
;
where rij is the distance between residues i and j, k
b ¼ 100.0 kcal/mol/A˚2,
and b¼ 3.8 A˚. The potential energy function for the bond angle (V ) and fora
the dihedral angle (Vd) is described in detail in the subsequent subsections.
The excluded volume potential is represented as
Vex

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 ¼ Xnonlocal
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ε

s
rij
12
;
where the summation is over nonlocal pairs defined by i < j3. The values
ε ¼ 0.2 kcal/mol and s ¼ 4.0 A˚. The potential energy function for the elec-
trostatic interaction takes the Debye-Hu¨ckel form
Vele

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 ¼ 1
4pε0εr
qiqj
r2ij
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
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lD

;
where qi is the charge of residue i. Here, we assumed that all Glu and Asp
have 1 charge and all Arg and Lys have þ1 charge. The target sequence
does not contain any His residues. The values ε0 and εr are the dielectric
constant and the relative dielectric constant for water (set as 80), respec-
tively. The value lD is Debye length represented as
lD ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ε0kBT
4e2I
r
;
where kB is the Boltzmann constant, T is the temperature, and e is the
elementary electric charge. I is ion strength and thus is dependent on thesalt concentrations. We assumed a physiological salt concentration, i.e.,
[Na] ¼ [Cl] ¼ 150 mM, which corresponds to the ion strength I ¼ 0.15.
All CG simulations employed a standard underdamped Langevin
dynamics (34) with T ¼ 300 K. For each system studied, one production
run was performed for 5  107 time steps, which was enough to obtain
the converged results and evenly spaced 104 frames were used for the
analysis.All-atom simulations for selected fragments
Because the RDC experiments suggested some residual structural order in
AD1 and PRR regions (20), we decided to use an accurate modeling of
these regions. For these two regions, using a standard atomistic force field,
we performed variant replica exchange solute tempering (REST) MD simu-
lations (23). The AD1 is short enough to obtain a well-converged sampling
by the REST method, which was described before (23). The simulated
region for AD1 (residues 17–29) contains and is slightly larger than actualBiophysical Journal 101(6) 1450–1458AD1. The PRR is longer and is not easy to be completely sampled by
a single REST simulation. Thus, we fragmentized it into three parts
(PRR1, residues 61–72; PRR2, residues 71–80; and PRR3, residues
79–93). These parts have overlaps, which are necessary to calculate prob-
ability distributions of all the dihedral and bond angles in PRR. For each
fragment, N- and C-termini were capped by Ace and NH2, respectively.
For each of the four segments, we constructed initial models by PyMOL
(http://www.pymol.org).
TheREST simulationswere described in detail inTerakawa et al. (23), and
here we briefly summarize it. The fragments were solvated with water
molecules and ions for neutralization. The force field for the peptide was
ffOPLSAA/L (35,36) and that for water was TIP4P (37). We simulated the
system with dodecahedron periodic boundary conditions and used the
particle-mesh Ewald method (38) for electrostatics. The bond lengths that
include hydrogen atoms in the peptide (inwatermolecules)were constrained
by the p-LINCS (39) (by SETTLE (40)). In each simulation, 10 replicaswere
used. The production simulations were performed for 100 ns using NVT
ensemble and 10,000 frames were used for the potential construction. These
simulations were conducted using GROMACS 4.0 (41).
Based on the converged sampling by REST simulations, we constructed
the probability distribution functions used for the subsequence CG simula-
tions. For the virtual bond angle qi defined by Cai1-Cai-Caiþ1 and the
dihedral angle hi representing a rotation around the Cai-Caiþ1, we obtained
the probability distributions P(qi) and P(hi), respectively. In the bond angle
and dihedral angle calculation, we treated CH3 atom of N-terminus capping
residue (Ace) as Ca atom. The bond angles and the dihedral angles between
residues 17 and 28 were constructed from the REST variant simulation of
AD1. The dihedral angles between residues 61 and 71, 71 and 79, and 79
and 92 were constructed from the simulations of PRR1, PRR2, and
PRR3, respectively. The bond angles between residues 61 and 70, 71 and
79, and 80 and 93 were constructed from those.
Probability distribution for generic loop
structures derived from structure database
In order to construct the probability distributions for the regions other than
AD1 and PRR, we constructed a generic set of probability distributions
from the dataset of 13,598 protein structures in PDB which have mutual
sequence identity<30%. For each of the proteins, using the DSSP software
(42) for assigning the secondary structure, we extracted four consecutive
loop residues (residues which are not assigned to helix or strand). We
call them the ‘‘loop-segment library’’ hereafter. We illustrated the distribu-
tions by plotting a Ramachandran plot for alanine from this library (see
Fig. S1 A in the Supporting Material), which shows that although the major
population is in the poly-proline II and b-regions, some populations were
also found in a-region.
The virtual bond angles q were classified by the amino-acid type of the
central residue, and for every central residue type, we obtained histograms
with the bin size of 10. Thus, totally, 20 probability distributions P(q) were
constructed. The dihedral angles h were classified by the central pair of
amino-acid types, and for every pair we obtained histograms with the bin
size of 10, thereby obtaining 400 probability distributions P(h). These
generic distributions were used for regions other than AD1 or PRR
fragments.
The first-generation bond and dihedral angle
potentials by Boltzmann inversion method
To derive the first-generation CG potentials for bond angles and dihedral
angles, we combined the probability distributions obtained by all-atom
REST simulations for AD1 and PRR and those from the structural database.
We call this the ‘‘fragment-based multiscale MD’’ (fMD) method. For com-
parison, we also generated CG potentials purely from a generic structural
database without using any information from all-atom REST simulations.
The CG potential thus obtained is called the ‘‘pure-CG model’’.
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REST simulation or by a structural database), we define the first-generation
CG potential energy function as
VaðqÞ ¼ kBT ln PðqÞ
sin q
;
where q is the bond angle andP(q) is the probability distribution. The denom-
inator in the logarithm is from the Jacobian of the polar coordinates. TheP(q)values derived are represented as numerical tables. When we calculated
a force in simulation, we interpolated these tabulated values with the spline
interpolation to obtain a continuous potential energy function.
Similarly, the potential energy function for the dihedral angle is repre-
sented as
VdðhÞ ¼ kBT ln PðhÞ;
where h is the dihedral angle. When we calculated a force in simulation, to
satisfy the periodic boundary condition of h, we fit the tabulated data by thetruncated Fourier series as
f ðhÞ ¼
X3
m¼ 1
km sinðmhÞ þ
X3
n¼ 1
kn cosðnhÞ þ C;
where km, kn, and C are Fourier coefficients.Iterative Boltzmann inversion procedure
TheBoltzmann inversionmethod is based on an assumption of independence
of all bond and dihedral angles, but this assumption is, in reality, an approx-
imation. To take into account the mutual coupling, we employed a standard
iterative Boltzmann inversion procedure for tuning Va and Vd (24).
First, we performed CG simulation with the first-generation potentials Va
and Vd described above without electrostatic interactions, from which we
obtained the simulated probability distributions PCGMD(a) of bond angles
and dihedral angles (a is either q or h). Using them, we updated the local
potential terms by the equation
VnewlocalðaÞ ¼ VoldlocalðaÞ þ ckBT ln
PCGMDðaÞ
PrefðaÞ ;
where Pref(a) is the reference probability distributions derived either from
the atomistic REST simulations for AD1 and PRR or from generic statisticsfrom PDB. The parameter c is an empirical constant (c < 1) often intro-
duced for stable convergence. We empirically set c as 0.5. With the updated
local potentials, we repeated CG simulations. This procedure was iterated
three cycles, and, after that, the calculated potentials were converged.FIGURE 2 The probability of radius of gyration for the AD1 and PRR2RDC and SAXS profiles
For each of conformations sampled by the CG (fMD or pure-CG) simula-
tions, we first rebuilt all-atom models using BBQ (43) for the backbone
atoms and then SCWRL 4 (44) for the side-chain atoms. The default setups
were used for both software packages. For each of all-atom structures, we
used PALES (45) to obtain a RDC profile and used CRYSOL (46) to calcu-
late a SAXS profile. Then, RDC and SAXS profiles from every structure in
an ensemble were averaged-over.
ensembles obtained by REST variant simulations. In the case of the AD1
ensemble, results obtained from the samples of 0–100 ns, 100–200 ns,
and 0–200 ns were depicted by plus-symbols, cross-symbols, and dashed
curve, respectively. In the case of the PRR2 ensemble, results obtained
from the samples of 0–50 ns, 50–100 ns, and 0–100 ns were depicted by
plus-symbols, cross-symbols, and dashed curve, respectively. The left
compact structure (Rg, 5.4 A˚) is a typical structure from the AD1 ensemble
and, the right extended structure (Rg, 8.3 A˚) is that from the PRR2
ensemble.RESULTS
Fragment conformations revealed by all-atom
simulations
Weperformed the conformational sampling forAD1 (residues
17–29), PRR1 (residues 61–72), PRR2 (residues 71–80), andPRR3 (residues 79–93) regions by all-atomREST simulations
(see Movie S1 and Movie S2 in the Supporting Material).
Characteristics of these fragment structures and convergence
of the samplingwere assessed bymonitoring someprobability
distributions.
Here, we exemplify themwith the distributions of radius of
gyration for the AD1 and PRR2 ensembles (Fig. 2). In this
figure, AD1 represents the 10-amino-acid residue segment
(residues 18–27) extracted from the simulated segment (resi-
dues 17–29) so that the number of amino acids for this
analysis is identical between AD1 and PRR2. We see that
the peak of the distribution is ~5.5 A˚ for AD1, whereas it is
shifted to 8.5 A˚ for PRR2. Thus, AD1 (PRR2) has preference
for compact (extended) structures. Although the AD1 region
is predicted to form a helical structure by the secondary struc-
ture prediction server PSI-PRED (47), the typical structure
(left compact structure in Fig. 2) chosen by the clustering
analysis of the atomistic simulation is not a helical structure.
Probably, a helical structure is stably formed only after
binding to regulatory proteins. Further analysis of the
ensemble will be discussed below when we compare it with
the ensemble by fMD.
We also see that the REST simulations for AD1 and PRR2
show reasonable convergence by assessing differences in
the distributions obtained by different time windows (Fig. 2,
plus and cross symbols). In more detail, the error in the prob-
ability distribution of the AD1 region was larger than PRR2
despite the longer simulation time. It was perhaps due to the
smaller conformational diversity for PRR2 that is localized in
extended conformers. In contrast, the AD1 region has a more
diverse structural ensemble including some compact con-
formers. Though the convergence of AD1 was not perfect,
we concluded that the convergence is sufficient. We usedBiophysical Journal 101(6) 1450–1458
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probability distributions for bond angles and dihedral angles.0
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FIGURE 4 Comparison of potentials obtained by fMD and by pure-CG.
(A) The difference between the dihedral angle potentials constructed from
the all-atom MD simulation result (fMD) and those constructed from the
structural database (pure-CG). The definition of score is described in the
text. (Solid bar) Score of X-Pro described in the text. (B and C) Examples
of potentials for dihedral angles; for the dihedral angles around the virtual
bonds Leu22-Trp23 in panel B and Ala63-Pro64 in panel C. (Solid curves) CG
dihedral angle potentials constructed from the all-atomMD simulations and
(dashed lines) those from the database.CG model tuned by the iterative Boltzmann
inversion
Given the probability distributions for bond angles and
dihedral angles either by all-atom REST simulations or
from structural database, we performed the iterative Boltz-
mann inversion procedure to obtain the converged CG poten-
tials, Va and Vd. The iterative Boltzmann inversion ensures
that the resulting CG simulations reproduce the given proba-
bility distributions for bond angles and dihedral angles. In
Fig. 3, some examples of potentials before (dashed curve)
and after (solid curve) the iteration are shown together with
the distribution obtained from the CG simulations (dotted
curve). Although many potentials were not severely altered
in the iterative Boltzmann inversion process (Fig. 3, C and
D), some potentials were significantly deformed (Fig. 3, A
and B). In Fig. 3D, the difference between the potential con-
structed from library statistics and that actually used in CG
simulation is negligible. This shows that the fitting error by
a truncated Fourier series is quite small. Therefore, the defor-
mation observed in Fig. 3 B is primarily not due to such a
fitting error, but due to the iterative potential update.
We then addressed the difference between the CG poten-
tials constructed from the atomistic REST simulation result
VfMD(h) and those solely constructed from the structural
database Vpure-CG(h) (Fig. 4 A). To quantify the difference
in the two CG potentials, we define a score as Score ¼R jVfMDðhÞ  VpureCGðhÞjdh. Fig. 4 A shows the score
along the sequence. We see that the PRR region includesA
C
B
D
FIGURE 3 CG potentials for bond angles at Leu35 (A) and at Thr55 (C)
and CG potentials for dihedral angles around the virtual bond Gln38-
Ala39 (B) and Val10-Glu11 (D). (Dashed curves) Generic knowledge-based
potentials kBTlnP obtained by the Boltzmann inversion method. (Solid
curve) Converged CG potentials obtained by the iterative Boltzmann inver-
sion method. (Dotted curves) kBTlnPsim, where Psim is the probability
distribution of a bond angle/dihedral angle obtained from the CG simula-
tions using the converged CG potentials.
Biophysical Journal 101(6) 1450–1458many dihedral angles with high scores, which suggest large
differences between the potentials from the atomistic simu-
lation result and from the structural database. All the dihe-
dral angles around the virtual bond X-Pro (X represents an
arbitrary amino acid) have scores higher than 4.0, and so
have large impact when we use the potentials from the all-
atom simulation result instead of those from the structural
database.
The CG potentials obtained by all-atom REST simula-
tions and by structural database are compared in Fig. 4, B
and C, where in the former (latter), the two CG potentials
are similar (dissimilar). Particularly, Fig. 4 C represents
potentials of the dihedral angle around the virtual bond
X-Pro, and we see that the potential from the simulation
result has a deeper basin at ~100 than that from the
library statistics. This strong bias to a particular dihedral
angle is a behavior specific to this region in solution.
To further assess the conformational property of the re-
sulting CG simulations, we rebuilt all-atom backbones and
drew the so-called Ramachandran plot for an alanine (see
Fig. S1 B). We used BBQ (43) to rebuild the backbone
atoms from Ca models. The Ramachandran plot of back-
bone dihedral angles of Ala39 obtained from the CG simula-
tion ensemble is shown in Fig. S1 B. We see that the overall
distributions are fairly similar to each other. In particular,
the tendency that most samples populate in the poly-proline
II region is well reproduced.
SAXS profile
To test the simulated p53 NTD ensembles, we first com-
pared the SAXS profiles from fMD and from pure-CG
AModeling of Disordered Proteins 1455with the experimental SAXS profile (Fig. 5). We note that
the experimental data were taken directly from the figure
in Wells et al. (20) by image processing, and thus may con-
tain some unavoidable error. Overall, both the fMD simula-
tion (solid line) and pure-CG simulation (dashed line) gave
quite close agreement with the experiment, demonstrating
that the overall shape (Fig. 1 C) of the calculated and mea-
sured ensembles were consistent. In more detail, the detailed
inspection suggests that the structural ensemble obtained by
fMD (solid line) reproduces the SAXS experiment slightly
better than that obtained by pure-CG model (dashed line),
although the difference is rather small and is statistically
insignificant.
The average radius of gyration of the ensemble with only
Ca atoms from fMD and pure-CG is 25.5 A˚ and 21.4 A˚,
respectively, and thus they are indeed significantly different.
However, the calculated spectrum is not sensitive to the
differences between them. This is probably because the
SAXS intensities in the small angle limit region (s < 0.02
in Fig. 5)—which is important for the accurate estimate of
radius of gyration—usually display large error. (Indeed,
the experimental data in the small-angle-limit region was
reported with large errors in Wells et al. (20).) Note that,
in Guinier plot which is usually used for estimation of radius
of gyration from SAXS, the fMD simulation result shows
agreement to experimental data except in the small-angle
limit, which is slightly better than the pure-CG simulation.
(Fig. 5, inset) The radii of gyration calculated from the
Guinier plot were 29.484 A˚ (fMD) and 26.431 A˚ (pure-CG),
respectively.
As a control, we also calculated the SAXS profile for the
randomly shuffled sequence (Fig. 5, dotted line), which fits
equally well with the experimental profile of p53 NTD.
Assuming that the random sequence has generic disordered
structures, we see that the SAXS profile is too insensitive to
clearly detect the target-specific structural ensemble from
generic disordered ensembles.FIGURE 5 Experimental SAXS data from p53 NTD (cross points) (20)
compared with the average simulated data obtained by the fMD simulation
(solid curve) and the pure-CG simulation (dashed line). (Inset) Guinier plot
for these SAXS data.RDC
Next, we compare the RDC profiles of p53 NTD. Fig. 6 A
shows NH RDCs of p53 NTD in phage measured at
300 MHz (dashed line) together with the results from the
fMD simulation (solid line) (Fig. 6 A). We see that the
RDC calculated by fMD agrees very well with the experi-
mental RDC. The correlation coefficient between the two
was R ¼ 0.848. We note that, especially, the RDC values
in AD1 and PRR regions that were based on the all-atom
MD samplings agree with the experimental ones almost
perfectly (R in the PRR region was 0.948).
To see the impact of the multiscale approach on the RDC
profile, we also calculated the RDC profile by pure-CG simu-
lations. Fig. 6 B shows the RDC profile obtained from the
pure-CG together with the experimental data. We see that
the pure-CGsimulation agrees reasonablywellwith the exper-
iments with R ¼ 0.697 (p < 104). As expected, the major
differences between the RDCs by fMD and those by pure-
CG are found in theAD1 and PRR regions (R¼ 0.699), where
the fMD method outperformed the pure-CG method. The
difference was statistically significant with p ¼ 0.002.
As a control, we calculated the RDC profile for a
randomly shuffled sequence in Fig. 6 C. Apparently, the
RDC for the random sequence does not resemble with the
experimental RDCs for p53 NTD (R¼ 0.007), which clearly
showed that the RDC is sensitive enough to detect the target-
specific weak residual structures in IDPs.Characterizing ensembles of p53 NTD
Because the RDC profiles suggested some residual orders
in AD1 and PRR regions, we next address structuralB
C
FIGURE 6 NH residual dipolar couplings of p53 NTD in phage
measured at 300 MHz (dashed line) together with the results calculated
from CG simulations (solid curves) (A and B) for p53 NTD and (C) for a
random sequence. The results in panels A and B are obtained from the
fMD simulation and from the pure-CG simulation, respectively. All calcu-
lated values are scaled by the same prefactor to best reproduce the experi-
mental data. (Solid bar in A) AD1 and PRR are modeled by the potential
derived from atomistic simulations. Each value of R represents the Pearson
correlation coefficient.
Biophysical Journal 101(6) 1450–1458
1456 Terakawa and Takadacharacteristics in these regions in detail. We computed
distributions of radius of gyration of AD1 (residues 17–29;
see Fig. S2 C), PRR1 (residues 61–72; see Fig. S2 A), PRR2
(residues 71–80; see Fig. 7 A), and PRR3 (residues 79–93;
see Fig. S2 B) in the ensembles by atomistic, fMD, and
pure-CG simulations. Here, the radius of gyration was
calculated with only Ca atoms. We see that the distributions
of PRR2 in the ensemble from atomistic simulation and that
from fMD simulation are consistent (Fig. 7 A). In contrast,
the distributions in the ensemble by atomistic and pure-
CG simulations are not consistent. The peak of distribution
shifted from 5.0 A˚ of pure-CG simulation to 8.0 A˚ of fMD
simulation.
This shows the CG potential in fMD simulation prefers
extended conformation in comparison with the model used
in pure-CG simulation. This shift is probably due to the
large alteration of the potentials of the dihedral angle around
the virtual bond X-Pro (X represents an arbitrary amino
acid) described above (Fig. 4). Note that PRR2 includes
four prolines in 10 residues. The same tendency of peak
position shift was observed in the distribution of PRR1
and PRR3. These extended conformation preferences prob-
ably made the RDC values by the fMD simulation better
agree with the experimental RDCs (Fig. 6). Thus, the
PRR-segment can briefly be characterized by an extended
ensemble, comparing it with featureless disordered pep-
tides. The extended conformers in the PRR-segment may
be effective for its binding to regulatory proteins via the
fly-casting mechanism (4,10).
Next, the distributions of radius of gyration of AD1 in the
ensemble by all-atom, fMD, and pure-CG simulations are
similar (see Fig. S2 C). Thus, better agreement of the
RDC values with the experiment of this region (Fig. 6) can-
not be explained solely from such a conformational prop-
erty. Then, we performed a secondary structure analysis of
this region by using DSSP software (43) in order to obtain
more local structural information. To analyze the ensembles
by fMD and by pure-CG simulations, we rebuilt full atom-
istic information by BBQ and SCWRL 4. The result shows
the difference in the probability of turns in AD1 amongA B
FIGURE 7 (A) Distribution of radius of gyration in the ensemble by
all-atom (AA) (solid line), fMD (dashed line), and pure-CG (dotted line)
simulations of PRR2 segment (residues 71–80). (B) The difference in the
probability of each residue in AD1 (residues 17–29) assigned to turn
conformation by DSSP software among AA (solid box), fMD (dashed
box), and CG (dotted box) simulation.
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Fig. 7 B, we see that residues 21 and 22 have high proba-
bility of being in turn in the ensemble as shown by atomistic
and fMD simulations. In contrast, this tendency was not
observed in the ensemble by pure-CG simulation. Thus,
we consider that the model used in fMD gained this ten-
dency through the potential construction process in which
the atomistic simulation result was used. In addition, the
tendency that residues 21 and 22 have a high probability
of being in turn conformation probably made the RDC
values by fMD simulation better agree with the experi-
mental RDCs (Fig. 6).
To gain further insights into the structural property of the
ensembles of AD1, we performed the clustering analyses
with the k-means method. Before the clustering analysis,
each sampled structure was superimposed to the initial
structure of each simulation. The number of clusters was
set to 30. The result of this analysis is depicted in Fig. 8,
which shows representative structures in the clusters of
each ensemble. We see that, in the ensemble of atomisticFIGURE 8 The result of clustering analysis of the ensemble from AA
(left column), fMD (center column), and CG (right column) simulation.
(Top to bottom) Representative structures in the cluster of each ensemble
are arranged in decreasing order of the fraction which value is written
just below the structure. The beads in each structure represent the position
of Ca atom of residues 21 and 22 which have the high probability of
turn conformation in the ensemble of atomistic and fMD simulation
(Fig. 8).
Modeling of Disordered Proteins 1457simulations (Fig. 8, left), the residues 21 and 22 (see bead
representation in Fig. 8) in most structures (clusters 1 and
3) have turn conformation. This result is consistent with
the result of secondary structure analysis (Fig. 7 B) de-
scribed above. The clusters of the ensemble by fMD simu-
lation (Fig. 8, center) have the same tendency as those of
atomistic simulation in that the residues 21 and 22 are
(clusters 1 and 3) turn-conformation with high probability.
In contrast, clusters from pure-CG simulation (right
column in Fig. 8) do not have such a tendency, and the
kink position moves over a little. The CG potential in
fMD is directly based on the local property of atomistic
simulations, which led to similar clustering of the two
ensembles.
In the above secondary structure analysis (Fig. 7 B), the
agreement between atomic and fMD simulations was
qualitative, but not quantitative. Besides, in the clustering
analysis described above (Fig. 8), the agreement of kink
position between atomistic and fMD simulation was
observed but the structures themselves were not identical.
These discrepancies are at least partly due to the lack of
some nonbonded interactions such as hydrogen bonds,
hydrophobic interactions, and van der Waals attractions.
Such nonbonded terms can also be derived systematically
by some recently developed multiscale methods (48–50),
and inclusion of such terms may make the ensemble more
accurate, in general. Yet, the close agreement between
experimental and fMD-based RDC profiles here suggests
that the contribution of these nonbonded terms to overall
structural property is relatively minor for the case of p53
NTD.DISCUSSION AND CONCLUSIONS
We presented a new computational and multiscale method
that integrates all-atom replica exchange MD simulations
for some selected fragments of the target sequence with
CG MD simulations, and showed that the new method can
produce a structural ensemble of p53 NTD, which accu-
rately reproduces the RDC and SAXS data. This method
can be viewed as an extension of the method developed
by Mukrasch et al. (15).
Our approach uses MD simulations of a CG model to
generate the IDP structural ensemble, which has more
generality and thus has broader applicability than Monte
Carlo or some chain-growth algorithms such as flexible-
meccano. Clearly, dynamics can only be addressed by CG
MD simulations. In addition, for large proteins that contain
folded domains and disordered linkers, CG MD is advanta-
geous because we can straightforwardly combine the current
CG MD simulations for IDPs with other CG MD methods
developed for folded domains. For the latter, we have
been developing a generic CG MD software CafeMol (51)
(http://www.cafemol.org), and the method presented in
this article can easily be integrated into the software.SUPPORTING MATERIAL
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