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PREDICTIVE GRAPH CONSTRUCTION FOR IMAGE COMPRESSION
Giulia Fracastoro, Enrico Magli
Dept. of Electronics and Telecommunications, Politecnico di Torino, Italy
ABSTRACT
In this work, we propose a new method of graph construction
for graph-based image compression. In particular, because of
the overhead incurred by graph transmission to the receiver,
we focus our attention to develop an efficient method to con-
struct and to code the graph representation of the image. The
proposed method employs innovative edge metrics, quantiza-
tion and prediction techniques, leading to a compact yet high-
quality graph, corresponding to a very efficient transform that
performs very well on natural as well as piece-wise smooth
images. We have tested our method on different images and,
compared to the standard DCT, it provides an average quality
gain of 1.6 dB.
Index Terms— graph signal processing, graph Fourier
transform, image compression
1. INTRODUCTION
The Discrete Cosine Transform (DCT) is the most common
transform used for block-based image and video compression
([1]). One of the main drawbacks of the DCT is that it be-
comes inefficient when a block contains edges that are not
horizontal or vertical. In this case, the resulting transform co-
efficients are not sparse and the high-frequency coefficients
can have large magnitude. This leads to higher bitrate or vis-
ible artifacts around the edges.
To solve this problem, different solutions have been pro-
posed. Variations of the DCT have been studied, such as
directional DCT ([2]), shape-adaptive DCT ([3]) or adap-
tive block-size transform ([4]), in which the block shape is
adapted to the edge location or the transform follows the
edge direction. Wavelet approaches have also been proposed.
In order to avoid filtering across edges, researchers have
developed different wavelet filterbanks based on the image
geometry, such as bandelets ([5]), curvelets ([6]) and direc-
tionlets ([7]). However, all these methods produce an efficient
edge representation only when edges are straight lines and
become inefficient with more complex edges.
Recently, the graph-based approach has been proposed,
according to which high-dimensional data naturally reside on
the vertices of graphs and they can be visualized as a finite
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collection of samples defined as graph signals, with one sam-
ple at each vertex of the graph [8]. In the last years, re-
searchers have studied how to apply classical signal process-
ing techniques in the graph domain. Techniques for filtering,
translation, modulation and downsampling in the graph do-
main have been developed. Several graph transforms have
also been proposed, such as the graph Fourier transform ([9]),
spectral graph wavelets ([10]) and wavelet filterbanks ([11]).
Graphs have emerged has a useful representation also
for processing and analysis of images. Indeed, images can
be viewed as a graph, where each pixel represents a node
of the graph and arc weights describe connectivity relations.
In recent years, researchers have made some attempts for
performing image and video compression using graph signal
processing techniques. The authors in [12, 13] proposed an
efficient compression method for depth map using the graph
Fourier transform, but they reported unsatisfactory results
on natural images that are not piecewise smooth. Instead,
in [14] a method for image compression using graph-based
wavelet transform is presented; also in this case satisfactory
results are achieved only with piecewise smooth images.
Another method for graph-based compression of piecewise
smooth images is proposed in [15], where the graph is se-
lected among a large space of possible ones to minimize the
total signal representation cost. In [16] a method for image
representation using multiscale graph transform is presented,
achieving good compression performance, at the expense of
using a very complex graph whose coding cost is neglected.
In general, while graph-transforms have been shown to be
more efficient than conventional transforms, the overhead of
graph transmission may easily outweigh the coding efficiency
benefits. Therefore, it is very important to design graph rep-
resentations and corresponding graph transforms that are effi-
cient also when graph has to be transmitted to a decoder.
In this paper we propose a new method of graph construc-
tion for graph-based image compression, obtaining a graph
that at the same time gives an efficient image representation
and is not too complex. We introduce a new technique for
defining the edge weights of the graph and efficiently coding
them. One of the main novelty of our work is the develop-
ment of a technique for edge prediction that nearly halves the
cost for graph transmission. With the proposed method, we
outperform existing techniques achieving an average gain of
2 dB in PSNR compared to the DCT transform.
2. GRAPH FOURIER TRANSFORM
A graph can be denoted as G = (V,E), where V is the set of
vertices (or nodes) with |V | = N andE ⊂ V ×V is the set of
edges. It is possible to represent a graph by its weighted adja-
cency matrix W ∈ RN×N , where wij represents the weight
of the edge between node i and j and wij = 0 if there is
no edge between i and j. The graph Laplacian is defined as
L = D −W , where D is a diagonal matrix whose ith diago-
nal element di is equal to the sum of the weights of all edges
incident to node i.
We can define a signal f on the vertices of the graph and
it can be represented as a vector f ∈ RN , where the ith com-
ponent of f represents the signal value at the ith vertex in V .
In the graph domain, it is possible to define an equiva-
lent of the Fourier transform, i.e. the graph Fourier transform
([8]). The graph Fourier transform fˆ of any signal f ∈ RN is
defined as
fˆ = U f ,
where U is the matrix whose rows are the eigenvectors of the
graph Laplacian L. The inverse graph Fourier transform is
then given by
f = UT fˆ .
3. PROPOSED GRAPH CONSTRUCTION
TECHNIQUE
We now describe the proposed technique used to construct the
weighted graph of an image. One of the main drawbacks of
any graph compression technique is that the graph itself has
to be transmitted to the decoder. For this reason, the cost of
transmitting the graph should be as small as possible. In our
work, we pay particular attention to develop techniques that
simplify as much as possible the graph structure without a
significant decrease in the compression performance.
3.1. Graph weight metric
The graph structure used is a square grid where each pixel
is a vertex of the graph and is connected to each of its 4-
connected neighbors. We have chosen this structure because
it has been proved that, when the graph is a 4-connected grid
and all edges have the same weight, the 2D DCT basis func-
tions are eigenvectors of the graph Laplacian, and thus the
transform matrix U can be the 2D DCT matrix ([17]).
The edge weights of the graph represent the similar-
ity between the two pixels connected by the edge. Several
weighting functions have been used to determine the edge
weights in image processing applications, two of the most
commonly used are the Cauchy function and the Gaussian
function ([18]), that are defined as follows:
Cauchy function: wij =
1
1 + (
dij
α )
2
,
Gaussian function: wij = e
− d
2
ij
σ2 ,
where dij is the Euclidean distance between pixel i and j
(dij = |fi − fj |) and α and σ are defined as in [19].
Most of the graph-based image compression methods
present in the literature use an unweighted graph, even if in
some case a weighted graph with Gaussian weights is used, as
in [16]. Conversely, we propose to employ a Cauchy function
to determine the weights. In Section 4.2 we show that this
choice outperforms the Gaussian weights.
To reduce the influence of noise, we do not compute the
edge weights using the original image, but first we smooth
the image. It is important to use smoothing techniques that
do not modify the edges present in the image, in our tests we
used anisotropic diffusion [20].
3.2. Quantization
If we use a graph defined as in the previous section, the infor-
mation we need to encode are only the edge weights, whereas
the graph topology is fixed and there is no need to transmit
it. Given an image block of n2 pixels, its grid graph has
2n(n−1) edges, i.e. almost twice the number of pixels, which
explains why it is extremely important to study techniques for
reducing this overhead.
First, we decrease the number of possible edge weight
values for each edge in the graph, to do this we quantize
the argument of the weight function, i.e the distances dij .
We have seen that their probability distribution can be ap-
proximated with a Laplacian, therefore, we use an uniform-
threshold quantizer for Laplacian source ([21]) with an over-
load region.
Using this method, we can arbitrarily reduce the number
of edge weight values down to two. In term of compression
performance, the case with only two possible values is the
most interesting because it has the best ratio between quality
gain and cost for the graph transmission.
The graph obtained using only binary weight values is
similar to an unweighted graph (i.e. with weights in {0,1})
such as the one used in [12, 13], with the important differ-
ence that, with the quantized weights, the graph cannot be
disconnected. Indeed, if the graph is disconnected, the graph
transform does not perform well, in particular when there are
connected components with a small number of nodes.
In the following sections, we will focus on this binary
case, developing an optimized graph compression scheme.
3.3. Graph edge prediction method
When we have only two possible edge weight values, the ma-
jority of the edges in the graph will typically have the higher
edge weight, meaning that the two pixels that it connects are
similar, instead only a small number of edges will have the
lower edge weight, indicating that there is a discontinuity be-
tween the two pixels connected by the edge. Every node is
connected to four pixels. In order to structure our prediction
mechanism, we consider nodes in raster order and, for each
node, we consider two edges, namely the one that connects
the pixel to the nearest one in the next column, and the one
that connects the pixel to the bottom one in the next row. We
label each pixel of the image as “edge” or “non-edge” pixel.
Specifically, a pixel is labeled as an edge pixel if at least one
of the corresponding edges has the lower edge weight, other-
wise it is labeled as a non-edge pixel.
In order to obtain a more compact representation of the
graph structure, we have developed a method of edge predic-
tion that reconstructs the graph edges starting from a binary
image that specify if each pixel has an edge or non-edge label.
Analysing the labels of neighboring pixels, the encoder can
predict whether the discontinuity is horizontal, vertical or di-
agonal, as shown in Figure 1. Then it constructs a new graph,
setting the edge weights in accordance with the predicted dis-
continuities. The graph generation algorithm is explained in
detail in Algorithm 1. The binary image containing the labels
is compressed using JBIG [22] and transmitted to the decoder.
Starting from the received labels, the decoder runs the graph
construction algorithm and recovers the same graph used at
the encoder.
As will be shown in Section 4.2, the graph provided by
Algorithm 1 defines a graph Fourier transform with very high
coding efficiency.
Algorithm 1 Prediction-based Graph Construction Algo-
rithm. Ib: binary image, M : higher edge weight, m: lower
edge weight
Set all edge weights equal to M ;
for every edge pixel in Ib do
Nhor= number of horizontal neighbors that are edge
pixel;
Nver= number of vertical neighbors that are edge pixel;
if Nhor > 0 then
Set the vertical edge to m;
end if
if Nver > 0 then
Set the horizontal edge to m;
end if
if Nhor = 0 and Nver = 0 then
Set the vertical edge to m;
Set the horizontal edge to m;
end if
end for
3.4. Deletion of isolated edges
In order to obtain a smoother binary image and to remove
small discontinuities, we delete the connected components
present in the binary image whose dimension is smaller than
a threshold value.
Fig. 1: Prediction-based graph construction method. The nodes rep-
resent the binary image transmitted to the decoder: the black ones
are the edge pixels, the white ones the non-edge pixels. The dotted
lines represent the predicted image discontinuity, the figure repre-
sents the three possible situations. The edges are set in accordance
with the discontinuities: the ones with a thicker line have the higher
weight, the ones with a thinner line have the lower weight.
(a) Clock (b) Cameraman (c) Airplane
Fig. 2: Original images.
4. EXPERIMENTAL RESULTS
To test the proposed method, we have subdivided the images
in 32×32 blocks and we constructed the graph of each image
block with the techniques discussed in the previous section.
After having obtained the graph, we computed the adjacency
matrix W and the Laplacian matrix L. We used as transform
matrix the matrix U of the eigenvectors of the Laplacian, as
defined in Section 2.
To code the transform coefficients we used a bit plane cod-
ing on each block and we estimated the bit rate computing the
entropy of each bitplane.
We have applied our method to some standard images,
three of which are shown in Figure 2. We have chosen dif-
ferent image types, some having very sharp edges, such as
airplane, while others are more natural, such as cameraman.
4.1. Edge weight metric evaluation
We have compared the performance of the two weighting
functions showed in Section 3.1 by computing the percent-
age of signal energy in function of the number of retained
coefficients. We have found that the Cauchy function has
better compression performance than the Gaussian function,
as shown in Figure 3. For this reason, in our tests we used the
Cauchy weighting function.
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Fig. 3: Percentage of energy in function of the number of retained
coefficients.
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Fig. 4: Percentage of energy in function of the number of retained
coefficients.
4.2. Graph compression
We have compared the performance of the graph transform
using a graph with unquantized weights, with quantized
weights and with the predicted weights. We computed the
percentage of signal energy in function of the number of re-
tained coefficients. The results are shown in Figure 4. We can
see that using a small number of edge weight values reduces
the performance but not in a significant way. Moreover, it is
important to note that the edge prediction method produces a
graph that is a very good approximation of the original one
and the results obtained are nearly the same, but it nearly
halves the size of the graph overhead, resulting in a high
increase in the performance.
4.3. Image compression performance
To evaluate the performance of the proposed Predictive Graph
Transform (PGT), we computed the PSNR of each image as
a function of the bitrate. We compared the proposed PGT
with the standard DCT and with the edge-adaptive transform
(EAT) proposed by Shen et al. in [12]. In order to have a
fair comparison, we used the same block dimension and the
same method for coding the transform coefficients. For the
EAT and our proposed transform, the bitrate also takes into
account the cost of transmitting the graph. Figures 5 shows
the results obtained. We can see that our method outperforms
both the standard DCT and the EAT, with an average gain of
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Fig. 5: RD curve comparison between our proposed method, DCT
and EAT.
approximately 1.6 dB over the DCT and a maximum gain of
3 dB.
5. CONCLUSION AND FUTUREWORK
We have developed a new method of graph construction for
image compression, investigating the best edge weight metric
for our purpose, and defining a new technique to reduce the
complexity of the graph without a significant decrease in the
performance. Moreover, we have introduced an edge predic-
tive technique that enable us to significantly reduce the over-
head due to the graph transmission. The proposed method
outperforms the standard DCT and other graph transforms
present in the literature.
As future work, we will study an efficient way to code
a graph with continuous edge weight values, and investigate
the application of this method to the prediction error in video
coding.
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