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ABSTRACT
This paper presents an approach which addresses both de-noising and contrast enhancement. In a multiscale
wavelet analysis framework, we take advantage of both soft thresholding and hard thresholding wavelet shrinkage
techniques to reduce noise. In addition, we carry out nonlinear processing to enhance contrast within structures
and along boundaries. Feature restoration and enhancement are accomplished by modifying the gain of a signal's
variational energy.
The multiscale discrete dyadic wavelet transform adapted in this paper is treated as a process for the diffusion of
variational energy from a signal stored as the power (scaled variational energy) of wavelet coefficients. We show that
a discrete dyadic wavelet transform has the capability to separate feature variational energy from noise variational
energy. De-Noising and feature enhancement are achieved by simultaneously lowering noise variational energy and
raising feature variational energy in the transform domain. We present methods for achieving this objective, including
regulated soft thresholding and adaptive nonlinear processing combined with hard thresholding.
We have applied this algorithm to synthetic and real signals as well as images with additive Gaussian white noise.
Experimental results show that de-noised as well as enhanced signals and images are free from artifacts. Sample
analysis and experimental results are presented.
Keywords: Wavelet transform , wavelet shrinkage, nonlinear processing , de-noising, feature enhancement
1. INTRODUCTION
Noise not only lowers audio and visual quality, but can cause feature extraction, analysis, and recognition algo—
rithms to be unreliable. The de-noising and feature enhancement techniques presented in this paper may improve
the reliability of signal/image processing and computer vision algorithms. In the past two decades, many methods
for de-noising or image enhancement have been developed and reported in the literature.10 Recently a number of
wavelet-based de-noising techniques have been also reported. Mallat and llwang'7 introduced a method based-on
local maxima for removing white noise. Lu e al'4 further extended the ideal of local maxima curves to wavelet trans-
form maxima trees across scales to isolate features from noise. Coifman and Majid3 developed a wavelet packet-based
method for de-noising signals. Donoho and Johnstone8'9 presented thresholding-based wavelet shrinkage methods for
noise reduction. Soft thresholding de-noising was explored further by Donoho.7 Coifman and Donoho4 developed a
translation-invariant de-noising method for reducing artifacts, including pseudo-Gibbs phenomena. Various spatial
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and frequency-based techniques'° have been developed for image enhancement. Edge-based methods have also been
successfully used for image enhancement in several application areas.11'15'12'13
De-Noising and feature enhancement appear to have two conflicting objectives. The purpose of de-noising is to
eliminate noise in high frequency while feature enhancement methods seek to enhance high frequency details. The
difference is that features often have a wider frequency band than noise. In addition, it is difficult to achieve both
objectives when signal details are corrupted by noise. Most approaches for de-noising have a single objective in mind,
which is to reduce noise while minimizing the smoothing of features. On the other hand, noise is largely ignored in
enhancement algorithms. In our approach, we focus on both goals. When a high noise level is present in a signal
or image, the algorithm is able to remove noise and restore features to their near original counterparts. We show
that a discrete dyadic wavelet transform (DWT) with a first-order derivative of a smoothing function as its basis
wavelet can separate feature variational energy (VE) from noise YE in the transform domain. The objectives of
de-noising and feature enhancement are achieved by simultaneously lowering noise YE and raising feature YE by
judicious nonlinear processing of wavelet coefficients.
This paper is organized as follows. Section 2 describes the methodology and our approach for de-noising and
feature enhancement. It includes a finite-level discrete dyadic wavelet transform and its implementation based on two-
level recursive relations, a simple noise model, wavelet shrinkage (for noise reduction) and energy gain via nonlinear
processing for contrast restoration and enhancement. In Section 3, we present experimental results and analysis.
This includes a comparison between our method and previous published techniques. Finally, Section 4 presents the
conclusions of the paper.
2. METHODOLOGY
Conventional filtering-based techniques for de-noising and image enhancement have limited ability to remove
noise without blurring features and enhance contrast without amplifying noise. To achieve both objectives, we need
a representation which can separate eatures from noise. We show that a DWT with a first-order derivative of a
smoothness function as a basis wavelet can separate features from noise in the transform domain. By incorporating
a feature enhancement mechanism into a de-noising process, we are able to reduce noise and restore features of
importance to specific applications. In this paper, the problems of de-noising and enhancement are formulated in
one dimension for clarity. A 2-D extension of the formulation is available in [18].
2.1. Discrete dyadic wavelet transform
The dyadic wavelet transform'6 has been used successfully in several application areas, including data compres-
sion, edge detection, texture analysis, noise reduction, and image enhancement. In general, a finite-level discrete
dyadic wavelet transform of a 1-D discrete function 1(n) E L2(Z) can be represented as
W[f(n)] = {(Wj[f(n)])i<<j, Sj[f(n)]} (1)
where Wj [1(n)] is a wavelet coefficient at scale 2 (or level j) and position n. Sj [f(n)] is a coarse scale approximation
at some final level J and position n. (Wj [1(n)])2 is traditionally referred to as signal energy. Wj [f(n)] reflects a
signal's variation when d(x) is the first-order derivative of a smoothing function.'6 The local maxima of Wj {f(n)]
in terms of magnitude corresponds to sharp variation points in a signal while the minima of Il4'i[f(n)]I indicate slow
signal magnitude variation. In this sense, we can describe (Wj [f(n)])2 as a signal's variational energy (YE). The
finite-level dyadic wavelet decomposition in (1) forms a complete representation. For a particular class of 1-D dyadic
wavelets, such as the first-order derivatives of spline functions, Mallat and Zhong'6 showed that the finite-level direct
and inverse discrete dyadic wavelet transform of a 1-D discrete function can be implemented in terms of three FIR.
filters, H, G, and K. The dyadic wavelet decomposition in (1) can be computed in terms of the following recursive
relations between two levels j and j+ 1 in the Fourier domain
T4ji[f(w)] = G(2w)S[f(w)] (2)
= H(2w)[f(w)] (3)
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where j
 0, and So[f(w)J = f(w). The reconstruction o[f(w)] can be accomplished through the inverse process
of the above recursive decomposition. The DWT decomposition and reconstruction based on the above recursive
relations are shown schematically in Figure 1.
2.2. Noise model
Signal and image degradation by noise and artifacts can have a significant impact on human interpretation and
performance of computer-assisted diagnosis. Additive noise can, in general be represented by the following formula:
f(x) = g(x) + i)a(X) (4)
where g(x) is an unknown function, f(x) is a noisy observation of g(x), ija(x) is some additive noise, and x is a
spatial or temporal variable.
2.3. Wavelet shrinkage and feature emphasis
There are existing techniques based on mean squared error and other measurements for removing additive noise,
including Donoho et al's wavelet shrinkage techniques,8'9'7 Chen and Donoho's basis pursuit de-noising,' Mallat and
fiwang's local maxima-based method for removing white noise,17 and wavelet packet-based de-noising.3 De-Noising
alone was the primary goal of these techniques.
To achieve both objectives of de-noising and enhancement, we need (1) a representation which can separate
features from noise and (2) an effective de-noising and feature enhancement technique. In this paper, we investigate
methods of hard thresholding and Donoho's soft thresholding wavelet shrinkage for noise reduction. An advantage
of soft thresholding is smoothness, while hard thresholding preserves features. In our approach, we take advantage
of both thresholding methods. Donoho's soft thresholding method7 was developed under an orthonormal wavelet
transform5 and demonstrated (primarily) with Daubechies's Symmiet 8 basis wavelet. Some of these de-noising
results showed undesired side-effects, including pseudo-Gibbs phenomena.4 By using a DWT and antisymmetric
basis wavelets without any oscillations, our method is relatively free from such artifacts after de-noising. We adopt
regularized soft thresholding wavelet shrinkage to remove noise VE within the finer scales. Nonlinear processing with
hard thresholding is incorporated for preserving features while removing small noise perturbations within the middle
levels of analysis.
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Figure 1: A 3-level DWT decomposition and reconstruction filter bank of a 1-D function.
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2.3.1. Wavelet shrinkage by soft thresholding
A soft thresholding7 operation can be formulated by
u(s) = T(v(x),t) = sign(v(x)) (Iv(x)I — t) (5)
where threshold t o o noise level, x E D, the domain of v(x), and u(x) is the result of soft thresholding and has
the same sign as v(x) if non-zero. DWT coefficients are processed for noise reduction through the soft thresholding
operator. Donoho's soft thresholding method uses a single global threshold.7 Since the noise coefficients under a
DWT have average decay through fine-to-coarse scales, we regulate soft thresholding wavelet shrinkage by applying
decreasing thresholds from fine-to-coarse scales.
2.3.2. Feature emphasis by nonlinear adaptive gain
Adaptive gain nonlinear processing'1'3 was previously used to enhance features in digital mammography. This
previous adaptive method of nonlinear processing is generalized in this paper to incorporate hard thresholding to
avoid amplifying noise and remove small noise perturbations within middle scales of analysis. The generalized
adaptive gain (GAG) nonlinear operator is defined by
I 0 IvI<Ti
EGAG(V) = sign(v)T2 + a(sigrn(cL — b)) — sigm(—c(u + b))) T2 < lvi  T3 (6)
I V otherwise
where v E [—1 1], a = a(T3 —T2), u = sign(v)(vJ —T2)/(T3 —T2), b (0 1), 0 < T1 < T2 < T3 < 1, c is a gain factor,
and a can be computed as
1
sigm(c(1 — b)) — sigm(—c(1 + b))
.
1
szgm(v) = ev (8)
The function, EGAG is an enhancement operator. T1 , '2, and T3 are selected parameters. When T1 = T2 = 0 and
T3 1 , EGAG S equivalent to the previous adaptive gain nonlinear operator .13 The interval {T2 , T3] serves as a
sliding window for feature selectivity. It can be adjusted to emphasize features of importance within a specific range
of variation. By selecting distinct gain factors, windows, other parameters, we can achieve a specific enhancement.
Through this nonlinear operator, DWT coefficients are processed point wise (globally).
2.4. Algorithm overview
The complete algorithm is described by the following four major steps:
1. Carry out a DWT to obtain a complete representation of noisy data in the transform domain.
2. Shrink transform coefficients within the finer scales to partially remove noise.
3. Emphasize features through a nonlinear point-wise operator to increase energy among features within a specific
range of variation.
4. Perform an inverse DWT and reconstruct the signal.
In the method above, a DWT has been chosen as the basis for de-noising and contrast enhancement. We shall
demonstrate that a DWT with the first-order derivative of a smooth function as its basis can separate noise YE and
feature YE in a spatial-scale domain. The basis wavelet is antisymmetric without oscillations, thus pseudo-Gibbs
phenomena in the neighborhood of sharp variation points (singularities) after de-noising are limited.4 An example
is shown in the next section. The filters used to perform the DWT have compact support of a few taps. Coefficients
of a DWT are proportional to the signal magnitude or image intensity changes (gradients) at certain scales. WCs
reflect variational energy in a signal, thus a DWT with the above wavelet is a diffusion process of the YE from a
signal.
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Figure 2: (a) Orthonormal wavelet transform of an original signal and a noisy version with added spike noise and
(b) pseudo-Gibbs phenomena after hard thresholding and soft thresholding de-noising.
Wavelet shrinkage has been an effective technique for removing small variational components attributed to noise
while preserving the sharpness of features. Soft thresholding can also reduce noise scattered in the transient sections
of a signal while hard thresholding preserves features. Consider a noisy signal as an example. At finer scales, scaled
intensity changes of a signal may be mostly or completely corrupted by noise, so we employ soft thresholding as the
wavelet shrinkage method to uniformly reduce the variation contributed by noise. When a signal's details within
the middle scales are less degraded by noise, we apply hard thresholding to remove noise variation without blurring
salient features. Since noise has a limited bandwidth, its variation shows a significant decay through fine-to-coarse
scales. We regulate the thresholds at different scales by a decay function of scale and noise level.
Step 3 accomplishes contrast enhancement via a nonlinear operator. After wavelet shrinkage, the processed signal
losses some signal energy, reflected by smoothed features, such as object boundaries. By regaining its signal energy,
certain features can be restored or enhanced if the gain is approximately above its previous magnitude. Thus the
objective of feature emphasis is to gain signal YE for salient features at any scale which can be reliably identified to
compensate for the loss of YE. A technique intended to add signal YE to specific features is applied using a piece-wise
nonlinear function with hard thresholding.
3. EXPERIMENTAL RESULTS
In this paper, we showed that two conflict objectives: de-noising and contrast enhancement can be accomplished
simultaneously. Figures 2, 3, and 4 show that our method is relatively free from pseudo-Gibbs phenomena for a
simple and intuitive synthetic signal. Figure 2(b) shows the effects of pseudo-Gibbs phenomena under Donoho et
al's hard thresholding and soft thresholding methods using WaveLab. Figures 4(a) and 4(b) present our de-noising
results under regulated hard thresholding and soft thresholding. Both methods remove the noise without causing
pseudo-Gibbs phenomena, but soft thresholding also smoothes the step edges. Features are restored through our
enhancement mechanism as shown in Figure 4(c). Figures 5 displays de-noised and restored results of a DWT-based
algorithm. Figure 5, (a)-(d) show original signals, noisy signals, de-noised signals, and de-noised with enhanced
signals, respectively. Figure 6 shows a de-noising with enhancement result for Mallat and Hwang's test signal.'7 The
signal is corrupted by noise of a higher magnitude. Figure 7 presents a de-noising with enhancement result on an
MItT image with an unknown noise level. For the test cases considered, the experimental results of de-noising with
enhancement are visibly and quantitatively better than thresholding-based methods alone.
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Figure 4: DWT-based reconstruction after (a) Hard thresholding, (b) Soft thresholding, and (c) Soft thresholding
with enhancement
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Figure 5: De-Noised and restored results of DWT-based algorithms; First row: original signal, second row: noisy
signal, third row: de-noised signal, and forth row: de-noised and enhanced signal. Sample signals; (a) Blocks, (b)
Bumps, (c) HeaviSine, (d) Doppler.
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Figure 6: De-Noising and enhancement: (a) Original signal, (b) Signal (a) with added noise of 2.52dB, (c) Soft
thresholding de-noising only (11.07dB), d) De-Noising with enhancement (12.25dB).
(a) (b) (c)
Figure 7: De-Noising and enhancement: (a). Original MRI image, (b). De-Noising only, and (c). DWT-based
de-noising with enhancement.
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4. CONCLUSIONS
In this paper, we presented an approach for de-noising and feature enhancement by nonlinear modification of
coefficients in the wavelet domain. We showed that two conflicting objectives of de-noising and enhancement can be
achieved through multiscale wavelet analysis, coupled with adaptive noise removal and feature emphasis techniques.
Through a scale space decomposition, distinct behaviors of noise and features can be differentiated. The algorithm
was tested by applying it to a variety of synthetic and real signals/images. Improvement in terms of signal/image
quality was visible and quantified.
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