The modernization of smart devices has emerged in exponential growth in data traffic for a high-capacity wireless network. 5G networks must be capable of handling the excessive stress associated with resource allocation methods for its successful deployment. We also need to take care of the problem of causing energy consumption during the dense deployment process. The dense deployment results in severe power consumption because of fulfilling the demands of the increasing traffic load accommodated by base stations. This paper proposes an improved Artificial Bee Colony (ABC) algorithm which uses the set of variables such as the transmission power and location of each base station (BS) to improve the accuracy of localization of a user equipment (UE) for the efficient energy consumption at BSes. To estimate the optimal configuration of BSes and reduce the power requirement of connected UEs, we enhanced the ABC algorithm, which is named a Modified ABC (MABC) algorithm, and compared it with the latest work on Real-Coded Genetic Algorithm (RCGA) and Differential Evolution (DE) algorithm. The proposed algorithm not only determines the optimal coverage of underutilized BSes but also optimizes the power utilization considering the green networks. The performance comparisons of the modified algorithms were conducted to show that the proposed approach has better effectiveness than the legacy algorithms, ABC, RCGA, and DE.
Introduction
An increasing number of mobile devices with data intensive applications are generating an enormous amount of data. Considering the growth of mobile devices in day-to-day life, the future networks must be capable of dealing with the ever-increasing mobile data traffic. Nowadays devices are ubiquitous with an expected cellular subscription of over 4.55 billion worldwide [1] . Most of the devices today support the majority of services like 3G and 4G-LTE recently, and next, for the future, it must be capable of handling the rise of the critical factors such as excessive data traffic stress along with 5G networks. Radio access networks almost consume 80% of the power in cellular networks in recent communication technology due to irregular planning [2] . Moreover, it is noted that base stations (BSes) consume a significant amount of the energy (above 50%) in cellular networks [3, 4] . To estimate the locations of BSes to optimize the transmission power concerning the green aspects is required.
The vision of 5G wireless communications extends to offer very high data rates, notably low latency, enhanced base station capacity, and significant improvement in users' perceived good quality of service (QoS) compared to current 4G-LTE networks. A quick look into recent wireless network statistics reports that the global mobile traffic experienced around 70% growth [5] in 2014. Only 26% smartphones 2 Discrete Dynamics in Nature and Society (of the total global mobile devices) are responsible for 88% of total mobile data traffic [5] and more than 50% energy consumption spent by the BSes [2, 3] .
The following information is usually needed to address the network planning problem for systems with 5G air interface: (1) a set of candidate sites that is required where BSes can be installed, (2) a set of possible configuration setting that is needed for each BS's orientation, height, and maximum power to allocate the location of BSes, (3) traffic distribution parameter which represents the connected users moving around the cell, and (4) propagation radio channel models with allocated frequency which can support the upcoming 5G wireless networks. The mentioned points above can be used to estimate the accurate information of future users in 5G wireless network. By installing the sufficient BSes in a possible position based on the user's behavior, we can enhance the power efficiency of the network [6] . Location information was also available in previous generations of cellular networks regarding different perspectives in 2G, 3G, and 4G. For instance, cell-ID positioning is used in 2G, timing-based positioning is used in 3G, and dedicated positioning is used in 4G. Even with the above location information, the researchers of 5G [7] have found that the range from hundreds to tens of meters is insufficient for some communication operations. So for the first time majority of user equipments (UEs) can benefit from the positioning technologies which can achieve location accuracy in the order of one meter. 5G should be the first generation to get a benefit from position information for wireless network design and optimization.
In this paper, we have modified the Artificial Bee Colony (ABC) algorithm [8] to optimize the location estimation with the minimum power required for the UEs with less activated BSes. Through the comparison of Modified ABC (MABC) with the other mentioned algorithms such as Real-Coded Genetic Algorithm (RCGA) and Differential Evolution (DE) algorithm, we found that even the modified RCGA (MRGA) with the shuffling of their chromosome could not precisely find an optimum solution [4] . However, the standard ABC has performed well, compared to the other implemented techniques, such as RCGA, MRGA, and DE, because of its different methods of playing employed bees and scout bees to optimize the solution efficiently for our targeted problem.
The paper is structured as follows: Section 2 introduces a literature survey which compares our work with other tasks of optimizing the energy consumption in wireless cellular networks. In Section 3, system model presents a description of the general framework for 5G network planning. Section 4 compares the implementation of the Modified ABC algorithm to the targeted problem with its applications. Section 5 shows the experimental results obtained from our proposed methods with the perspective of 5G networks aspects. Finally, Section 6 concludes our work along with future work.
Related Work
Till now, many researchers have studied the network design problems related to planning and performance optimization in cellular networks considering the latest advancements in the technologies. There are many possible ways to find a precise location information in wireless network system along with parameters such as distances, velocities, angles, delays, and predictable user behaviors [7] . In 5G networks, a location awareness system can be engaged in a wide range of ways to address several keys challenges. Due to the ability of network planning to perform the resource allocation by expecting the channel quality apart from the traditional time scale mentioned in the CSI-(channel state information-) based solution, it can reduce the overhead and delay of the location-aware resource allocation techniques.
In [9] , Berrocal-Plaza et al. discussed the optimal location-aware configuration issue by using the Evolutionary Algorithms (EAs), such as Genetic Algorithm (GA) and ABC, to efficiently meet the coverage and traffic requirements for the targeted BSes. They aimed to make a GA in [9] into two versions, named FPS-GA (Genetic Algorithm with Fixed Population Size) and APS-GA (Genetic Algorithm with Adaptive Population Size), to minimize the interference among cells and reduce the energy consumption. It is noted that the balanced load could not completely satisfy the UEs by using the FPS-GA and APS-GA. However, the ABC algorithm required less computational efforts than both FPS-GA and APS-GA.
The location area schemes in [10] [11] [12] explain the recent developments in the cellular technologies. They partition a network into the multiple regions or location areas, consisting of one or more cells for each region, by updating the performance of the UEs according to the exact optimal locations of the BSes. Another location management scheme is suggested in [13] where a subset of cells in the network are designated as the reporting cells, and each UE performs its location update only when it enters one of the targeted reporting cells. The objective for using the reporting cell is when a call arrives, the search will define the task of the reporting cell which the user has last reported and the neighboring bounded by the nonreporting cells. Taking advantage of targeted reporting cells, the authors have generated the optimized results by using GA, Tabu Search (TS), and Ant Colony Algorithm (ACA) for the location management.
In [4] , the authors modified the traditional RGA to make novel GAs for the future generation of cellular networks. As they mentioned that because of shuffling all the chromosome in crossover operation, the performance of standard RGA makes worst solution over the generation. So for solving the network planning problem by making MRGA perform better than RGA, they introduced Box Crossover Rate (BCR) with less shuffling in crossover operation and small standard deviation values and also compared the results with DE where they use Scaling Factor 0.5 and Crossover Rate 0.9 for DE over the 50 independent runs.
In [14] , Ali et al. considered the simultaneous planning of BSes and Relay Stations (RSes) with the link capacity by using EAs. They aimed at finding an optimized set of BSes and RSes that can fulfill the demand of UEs at the lowest cost. Yu et al. in [15] considered a large coverage area that requires high computation time intractable to the network planning problem.
For tackling the issue of sustainable energy consumption, some researchers in [16, 17] also examined the methods of Discrete Dynamics in Nature and Society 3 achieving optimal energy saving by turning off traffic under loaded BSes. In [16] , disabling the unwanted cells with low traffic conserves a significant amount of energy, similar to most of the studies for the power saving progress, where most of the researchers tackle the sleeping mode at UEs [17] .
System Model
In this section, we considered a network planning to design the system model which satisfies the area of [ × ] km 2 for both LTE and 5G networks. In our system model, BSes can be installed at a set of candidate sites = {ℎ 1 , ℎ 2 , . . . , ℎ } in the given targeted area. In order to place the BSes, the installation cost is associated with each of the candidate sites such that = { 1 , 2 , . . . , }. In our experiment, denotes the number of BSes; the set of BSes is represented as = { 1 , 2 , . . . , }.
Our aim is to design a network planning process to minimize the power consumption. The transmission power in a range of 0.1 to 10 watts has been considered as a transmitter attribute for our optimization algorithm. However, the value of antenna gain depends on the manufacture, but we have considered the antenna gain as 18 dBi and frequency as 1800 MHz [18, 19] . We employ the radio propagation model also known as Cost-231 HATA urban propagation model which enlarges the urban HATA model to cover a more expanded range of frequencies [8, 20] . In (1), the Signalto-Interference-plus-Noise Ratio (SINR) value is calculated, where the coverage probability in the given area around the location ℎ with a threshold is less than the SINR value.
represents the Mast Head Amplifier (MHA) gain, represents the transmission power, and and account for the interference and noise, sequentially:
After getting the value of SINR, the path loss (PL) is determined by
where represents the antenna gain of the transmitter and represents the body loss in dB. Furthermore, the coverage area of a BS is expressed by
where represents the cell radius. The coverage probability in the given area around the location ℎ having threshold is defined in
The Proposed Algorithm
The application of EAs, namely, GA, DE, RCGA, and ABC, is a stochastic exploration search method to resolve both constrained and unconstrained optimization problems, which originates from the natural selection. In this terminology, an individual is referred to as a candidate solution to the targeted optimization problem. These algorithms deal with a set of individuals during their process called the population. ABC is one of the efficient applications of EAs which we have applied and we extended the traditional ABC to a Modified Artificial Bee Colony (MABC) and compared with our previous work of modified RCGA called MRGA. RCGA contains a continuous decision variable where the GA contains a binary coded variable that is a primary difference between GA and RCGA. The application of EAs gives satisfactory solutions to NP-hard problems. Additionally, EAs are also used to solve many practical problems, such as the finding of an optimal position for a BS in an explicitly particular area of interest [21, 22] .
Encoding.
The fundamental design of chromosomes is a primary phase of any application of EAs. A chromosome is a set of parameters which specify a proposed solution to the targeted problem that the algorithm is trying to resolve. Usually, a set of chromosomes is a possible settlement for gaining a better representation of an optimal solution of any NP-hard problem. This paper defines the available transmit power ( ) and location of a BS ( , ) as a decision variable to the target problem. Here we have used only a constant value for representing a chromosome. The solution of the targeted problem uses these decision variables for chromosomes as described in the following list: The structure of chromosome is presented in Figure 1 where a set of the populations represents a generation. The population consists of a set of individuals. In general, a set of individuals is called a population in EAs. Each individual is composed of BSes where one BS has three decision variables such as its power ( ), location-( ), and location-( ).
Artificial Bee Colony.
A new and recent application of EAs defines ABC as a swarm intelligence algorithm which is driven by the behavior of honey bees. ABC simulates the intelligent foraging behavior of real honey bees on finding food positions for their nectar source. ABC algorithm contains three groups of bees: employed bees, onlooker bees, and scout bees. The employed bees have always got a chance to start searching for food around the given food source in their memory, and then they share the information about these food sources with the onlooker bees. The onlooker bees get the chance to select good food sources during sharing information by employed bees. The higher quality of the food source has a significant chance to be chosen by the onlooker bees. The scout bees convert from a few employed bees that abandon their food sources in the process and search for new ones [23] .
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Discrete Dynamics in Nature and Society In our algorithm, a food source position signifies a possible solution to the optimization problem as an individual in the population, and the nectar quality resembles their fitness function value. The general procedure of ABC is described in the following points. An ABC procedure produces a uniformly distributed population of solutions of number where each solution refers to the solution of each decision variable taken in our simulation. The solution in our simulation represents BSes as = { = 1, 2, . . . , } and users as = { = 1, 2, . . . , } with a given -dimensional vector. Here is the number of variables to be optimized as ∈ {1, 2, . . . , }, and and represent the th food source in the population. The BS and the user are generated as follows in (5) and (6):
Initialization of the
where LB and UB are the lower bounds and upper bounds of BSes in the th directions.
where LB and UB are the lower bound and upper bound of given the user in the th directions.
Employed Bees Phase.
In the employed bee phase, employed bees modify the current solution obtained from the neighborhood of the current food source based on the information of individual experiences, and their fitness values mean nectar amount of the new solution. The bee updates their position by replacing the old one solution of and . If the fitness value of the new food source is higher than that of the old food source, the updated solution of an th candidate in this phase is shown in as follows:
where is a new solution of the and indicates the th candidate solution index randomly selected from a candidate solution which must be different from the th candidate solution.
∈ {1, 2, . . . , }, ∈ {1, 2, . . . , }, and ∈ {1, 2, . . . , } are three randomly chosen indices. generates a random number within [−1, 1] with a uniform distribution.
An example of the base station's position update process in the employed bee phase is described in Figure 2 . Firstly, the current state of bee is represented as and the highlighted box represents the randomly picked direction .
is the randomly chosen bee, towards a direction of where the randomly selected bee ̸ = , which is subtracted from the same direction of taken th bee. The difference is then multiplied by the random number ( ) which varies within [−1, 1]. Finally, this solution is added to the th vector of to get a th dimension of a new food position , which means the updated solution of the current . As shown in Figure 2 , it is demonstrated that all other dimensions of are the same as those of and are generated in the neighborhood of .
Onlooker Bees
Phase. The procedure of onlooker bee phase comes just after finishing the critical role of the employed bee phase in ABC algorithm. During the procedure, all employed bees share the quality-wise information of the updated solutions and also the position information with the onlooker bees. After getting the information from the employed bees, the onlooker bees analyze the available information and select the promising candidate solutions probabilistically based on the fitness information with its fitness function. The probability prob is calculated using the following expressions in
where is the objective function explained in Section 4.4 in (14) and is a population size mentioned in simulation parameters in Table 1 .
Scout Bees Phase.
In the scout bees phase, the employed bees are those whose fitness value of food source is not updated for a predetermined number of cycles. The food Discrete Dynamics in Nature and Society source is assumed to be abandoned, and the scout bees phase starts by replacing their old solutions with searching for new solutions randomly according to (5) within the search space. For instance, if the th solution is abandoned, a new solution is generated to replace the original one using (5), where we set = 1. The predetermined number of cycles is a central control parameter which is also named a limit for abandonment. Assume that, for the BS, source is available in the search space; then the scout bees replace the old with a new food source.
Modified Artificial Bee Colony.
The original idea of ABC algorithm performs a hierarchical optimization having a significant drawback in that it considers solutions over generations equally. This inherent disadvantage comes with the most of the population-based stochastic algorithms which relate to a premature convergence or stagnation towards a generation. When ABC tries to solve a complex problem having a large number of variables, the problem is a significant influence on the efficiency and accuracy of ABC [24, 25] . Therefore, the Modified ABC should be able to overcome the issue of the traditional ABC. In our targeted 5G network planning problem, every variable relates to its neighborhood variables. Thus, if the value of one variable changes, it directly affects its neighborhood variables and indirectly the other individual variables. To improve the conventional ABC for getting an optimal solution for our problem is required. Therefore, ABC should be made more efficient.
The position updates in the conventional ABC applying (7) cannot make a large difference from the initialization of the population. After some iterations, all potential solutions work within a small proximity. In this issue, ( − ), where and make a slight difference without improving, sometimes becomes negligible towards a generation. This phenomenon is called a premature convergence or stagnation if the globally optimal solution is not present in this small proximity. From this point of view, this conventional ABC is not an efficient algorithm according to [26] . Thus, for making convergence rate greater while applying standard ABC to constrained problems, we need to analyze the effect of the perturbation rate which can control the frequency of parameter changes. For controlling the parameters to determine the Scaling Factor (step size), an approach to improve the standard ABC in order to make convergence rate efficient is proposed. In the traditional version of ABC, while producing a new solution , it changes only one parameter of the parent solution which results in a slow convergence rate. To reduce this obstacle of the ABC optimization methods, the first change was done by the MABC as follows: our MABC proposes a new control parameter called modified mutation rate . Here, for each , a uniformly distributed random number R between 0 and 1 is generated. If the random number R is less than , parameter modifies the following:
where ∈ {1, 2, . . . , }, ∈ {1, 2, . . . , }, and ∈ {1, 2, . . . , } have randomly chosen indices. Here must have a different random number from and is the modified mutation rate which takes a value between 0 and 1. If gets a lower value, the solution improves slowly, but while getting a higher one, it becomes a cause of greater diversity in an optimal solution and hence in the population. Additionally, the ratio of the variance operator is also modified in MABC algorithm. In the traditional ABC, taking a random perturbation avoids getting stuck at local minima which add to the current solution in order to produce a new solution.
A different random number of the solutions in and where ̸ = is weighted by a real random number called .
varies in the range [−1, 1], which is called a random perturbation of traditional ABC. In our MABC, the solutions and vary within the range [− , ]; hence, the second improvement of MABC was done by presenting the control parameter ( ) as a Scaling Factor that means a step size to control the magnitude of the perturbation. A smaller value of allows for the process in small steps, leading to slow convergence while having a larger value of speeds up the steps, but it reduces the exploitation capability of the perturbation method. The function of in (10) defines a heuristic rule which assigns different values depending on the number of generations. The mutation step size ( ) is given as a function for in (10) . The employed bees and onlooker bees both use this expression to search for the neighbor food source. We have more enhancement in the algorithm regarding the fitness function evaluation which is counted as the third improvement for our MABC. If the number of fitness evaluations decreases, the algorithm runs faster than having more fitness evaluations. In our modified MABC, what we have done differently for the traditional ABC is described in Algorithm 1 of modified employed bees and Algorithm 2 of modified onlooker bees. As we have used this expression in employed bees and onlooker bees during the process of these bees, the MABC algorithm is set only to evaluate those chromosomes which are already modified in the greedy selection method. If we apply this expression for selecting the neighbor food source, it does not always repeat a new food source position due to the constraints given in algorithms. It means that the MABC algorithm checks whether a food source has been modified or not before proceeding with the fitness function evaluation. This checking-in MABC helps to eliminate a number of fitness evaluations for the modified individuals that have already been evaluated in the past generation. We also considered that the algorithm can converge to an optimal solution.
where is a maximum generation number and current generation number ( ) varies from 0 to . The mutation step size ( ) follows all variables of each vector in the population. In the start, it will decrease slowly from 1 at the beginning of the run during ( = 0) to 0.1 as the number of generations approaches . Thus, this decrease of ( ) performs the best tuning capability of the proposed algorithm.
The fourth innovative point of our MABC is that it solves the problem of exploitation and the also convergence speed has a better tuning capability than the traditional ABC. After getting a different random perturbation of and , the proposed MABC calculates a neighborhood solution ∀ introduced in (11) using an inertia weight given in (12):
where is a random inertia weight which controls the impact of the previous solution , the best-so-far solution is represented as of th dimension, is a random number within [0 to 1], and follows a mutation step size process instead of varying in the range of [−1, 1]. The modified employed bees phase is described in Algorithm 1. MABC uses (11) instead of calculating the neighborhood solution of conventional ABC in (7) in order to proceed with a better result in the employed bee phase. After completing the employed bee phase in our proposed MABC, the onlooker bees calculate a probability in (13) as follows:
where is the fitness value of the th solution in the population. The modified onlooker bees phase is described in Algorithm 2. The rest of all the procedures after the onlooker bees and scout bees phases follow the same steps as conventional ABC. In addition to these innovative points mentioned above, a new control parameter (called modified mutation rate) and a step size both produce a greater diversity to an optimal solution and eliminate a number of fitness evaluations for modified individuals that have already been evaluated in the past generation. As a result, they solve the problem of exploitation with the convergence speed having a better tuning capability. Therefore, our MABC has so far obtained better results than the standard ABC. The overall procedure of our proposed MABC is described in Algorithm 3.
Fitness Evaluation. A fitness function uses a type of objective function in EAs which helps to get a solution from
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Another solution found using (Equation (11)) for each called the neighborhood of the current food source (6) Randomly pick an element after each modified solution of ∀ , where ̸ =
Check the fitness ( ) for the new solution taking an objective fuction using (Equation (14)) (8) = + 1
End If (14) End For (15) = + 1 (16) End Algorithm 1: The modified employed bees.
(1) Begin (2) Cycle ( ) = 0, = 1 (3) Onlooker bee counter (OBC = 0) (4) Another solution ∀ found using (Equation (11)) for each called neighborhood of the current food source (5) While (OBC < /2 (Food source)) (6) If (rand(0, 1) < prob ) Then (7) Onlooker bee select the employed bee and become an employed bee,
Repeat employed bee phase Algorithm 1 (10) Check the fitness ( ) for the new solution taking an objective fuction using (Equation (14)) (11) = + 1
End If (17) End If (18) End While (19) = + 1 (20) End Algorithm 2: The modified onlooker bees. the evaluation of each for the survival of next generation. In ABC, each single solution exists in the target search space, which we call the type of bees. All of the bees have fitness value which is evaluated by the taken objective function to be optimized. Our approach is formulated by using the objective function given in (14) for getting the fitness ( ) of the optimal network configuration as follows:
where UE is the number of connected users to the BSes, represents the total transmit power, and ActiveBSes represent the number of BS such that is configured for each user to be connected to a BS. We defined the maximum number of generations as for the termination criteria. The proposed algorithm terminates after executing simulation generations and returns the best-so-far solution.
Computational Complexity
In this section, we discuss the complexity of our proposed MABC algorithm. The proposed algorithm is described in the following five parts: (i) the initialization of the food source, (ii) the search operation of modified employed bees, (iii) If Exist Then (12) Re-initialize the individual using (Equation (5)), = 0 (13)
Memorize the best new solution achieved so far (14) If
End If (20) End If
Algorithm 3: Pseudocode of MABC. the probability of food sources, (iv) the search operation of onlooker bees, and (v) the search operation of scouts bees. First, the computational complexity of the initialization is ( ) where is the food number that is equal to the half of the colony size; is the number of base stations (BSes); is the vector dimension. Second, the complexity of the search operation of employed bees is ( + ) where is the number of users. Third, the complexity of food source's probability is ( ). Fourth, the complexity of search operation of onlooker bees is ( + ). Last, the complexity of search operation of scout bees is ( ). Therefore, the overall computational complexity of our proposed scheme is ((1/ )( + ( + + ))) where is number of fitness evaluations; is the number of iterations. Now we analyze the time complexity of the original ABC algorithm. The total time complexity of the traditional ABC is ( + (2 + 2 + )) [27] . This original ABC algorithm has more than one fitness evaluation for each individual during the generation. Each employed bee tests a neighbor food source for their quality based on the fitness function. It means that the fitness function evaluates double for all the individuals during the search operations through these bees. Compared to the traditional ABC algorithm, our approach MABC does not add any extra operations regarding the complexity effect. Even MABC does not run the fitness function evaluation for all the individuals twice during the search process of employed bees and onlooker bees if they already found better nectar food source at the first time of the evaluation. With these constraints, our MABC has a better fitness value than original ABC and other EAs without losing the good performance as mentioned in Table 6 . However, this operation can help MABC to run faster than ABC. If it does not happen, then, in the worst case, our MABC and the original ABC keep the same computational complexity. For RCGA, its total time complexity is ( + ( 2 + 2 + ( + ))) where is the population size; is the maximum number of generations [28] . The complexity of the MRGA is the same as that of RCGA because of having same operations used in MRGA except a difference between the operation of crossover and mutation [4] . These operations do not affect the computational complexity between RCGA and MRGA. For DE, its computational complexity is ( + + ( + )) where all the notations are described above [29] . Therefore, MABC has the same complexity as that of the original ABC. MRGA also has the same complexity as that of RCGA because of no additional operations used in the algorithm regarding complexity. DE has less computational complexity than MRGA and RCGA, but it has the same complexity as both our MABC and the original ABC.
Results and Discussion
In this section, we represent some numerical results obtained from the application of Evolutionary Algorithms such as DE, RGA, MRGA, ABC, and MABC. The performance evaluation of our proposed Modified ABC is performed with these algorithms in a fair manner. The aim of these experiments does show not only the effectiveness of our algorithm on realistic network planning but also the impact that energy consumption issues have pointed out in our simulation. Firstly, the modified algorithm is evaluated by concerning the best-optimized power level and its location problem for Discrete Dynamics in Nature and Society Simulation parameters are considered in Table 1 . In this table, we have taken some of the constant variables such as carrier frequency ( ), FDD frame structure, receiver antenna gain ( ), bandwidth, MHA gain ( ), cable loss ( ), noise figure ( ), and body loss ( ). Our decision variables are defined as a population size ( ), maximum number of iterations ( ), transmission power ( ), and so forth. In our operations, the environment area is assumed to represent ( , ) as (−100.00, 100.00) and (100.00, −100.00) in meter where BSes and UEs are considered to be connected in the given area of interest. The users are supposed to be allocated as an specific point by using their accuracy range in the given area as this takes a new feature in 5G wireless networks and for the future generation, too. The possible users connect to those BSes which are active for servicing the best quality based on the network planning. We have performed our experiment and reported values to estimate the best location for 5G base stations. The proposed simulation environment has been shown in Figure 3 , where hexagon boxes represent centers with an entirely covered area with users occupied in an urban area. The circle shape represents an area which is allocated by an optimum BS in our proposed and the standard algorithms such as ABC, RGA, and DE. All useful notations are used in our paper mentioned in "Notations."
Our simulation results are calculated with over 50 independent runs. The comparison terms are taken for the modified RGA with Box Crossover Rate (BCR) = 0.1 and Mutation Rate ( ) = 0.2. For standard DE, the Scaling Factor (SF) = 0.5 and Crossover Rate (CR) = 0.9 are used. For standard RGA, = 0.2 is used. The proposed MABC takes mutation rates with their step size as described in Section 6. The convergence graph has been shown in Figure 4 where MABC performs better towards the upcoming generations than the MRGA and all other application of Evolutionary Algorithms such as the standard ABC, RGA, and DE. While comparing our modified algorithms with these existing algorithms, we found that the standard RGA gets lightly equal and even worse fitness value towards a generation because the shuffling happens again and again by using Box Crossover which is used in RGA algorithms. The modified RGA gets better fitness than RGA and DE. This is because they are not changing their chromosome every time in crossover operation. RGA has better fitness value than the standard RGA, ABC, and DE but is not better than our MABC as we have performed the modification in their bees of standard ABC which give better fitness value than that of the standard ABC, RGA, and DE for the best network planning in 5G networks. Figure 5 shows the number of active BSes with the standard ABC, RCGA, DE and our MRGA, and MABC. We can see that MABC can have more active BSes than even MRGA [4] and the standard ABC, RCGA, and DE. The EAs such as DE, RCGA, and ABC hold less activated BSes and serve less users at the same time in comparison with the MRGA and ABC. The results lead to less fitness value as it depends on the fitness function. The randomness of the EAs produces more chances for the network operator to find better BS combinations. However, the MABC and MRGA keep more active base stations than the standard ABC, RCGA, and DE which uses the advantage of the higher computational complexity that depends on their level of crossover and mutation of RCGA and DE. For ABC, it depends on the standard role of bees. We emphasize that standard RCGA and DE have performed well in terms of the less active base stations but serve users insufficiently and also could not perform well regarding their power consumption. That is why the MRGA and MABC increase the number of active base stations more with less power consumption than the standard ABC, RCGA, and DE to achieve better fitness. Figure 6 shows a number of connected users towards a generation with MABC, MRGA, and the standard ABC, RCGA, and DE. As this figure shows, that all of the algorithms performed well regarding the coverage area by users with the connection of their active base stations. But there is still a difference in performance after reaching the 40th generation to provide excellent coverage in our simulation environment among these standard and modified algorithms. Figure 6 showed the difference is how these algorithms are performing slightly different from the starting generation till 40th generation.
The performance of the transmission power consumption among the proposed MABC, MRGA, and traditional ABC, RCGA, and DE has been shown in Figure 7 . Our proposed MABC has performed well for consuming less power than the other algorithms [4] . According to the generation, this statement is true because the power is almost constant in most of the scheme except for DE. As we see in Figure 7 , the performance of DE and MRGA [4] was quite similar after reaching over the 60th generation and later DE performed well in comparison to MRGA. In the starting generation, we can see that MRGA has less total power consumption than all of three mechanisms named ABC, MRGA, and RCGA except MABC but while going to the next generation, its consumption goes high because of the shuffling of their chromosome during the reproduction by crossover. According to ABC performance, the traditional ABC could not perform better than MRGA and DE but have performed better than RCGA. Thus we have modified the traditional ABC as MABC where we achieved very less power consumption from the initial point of the generation because of modifying their mutation step size on their bee phases. By making traditional ABC as a novel ABC after modifying, we got the good results regarding the power consumption. The statistical results have been tabulated in Tables 2-5 , respectively. Firstly, Table 2 shows the performance of our proposed MABC and the traditional ABC where we get -value 2.00086 − 07. Table 3 shows the performance of MRGA where we are getting -value 0.023381. Table 4 shows the comparison of our MABC and RCGA where we get -value 4.03195 − 29. Lastly, the results of our proposed MABC are shown, compared with the traditional DE where -value gives 4.05318 − 20 in Table 5 . Hence this proves that the MABC is statistically better than the traditional ABC, RCGA, and DE. 
Conclusion
In this paper, we formulate a network planning optimization problem with our proposed Modified ABC (MABC) algorithm, the standard ABC, RCGA, and DE. The key objective of this network planning problem is to minimize the power consumption while using the minimum number of active base stations with their connected users in order to assure a certain quality of service to the users. Since this optimization problem is an NP-hard problem, it consumes tremendous resources such as computation time and requires the evaluation of a number of expensive fitness functions for a high-quality solution using the application of Evolutionary Algorithms (EAs). Therefore, the insight of the EAs has a better tradeoff between resources and the quality of solutions. The application of EAs is an intelligent tool which provides us with an optimum high-quality solution to the optimization problems with a huge search space. We have compared the three legacy algorithms (i.e., ABC, RCGA, and DE) with our MABC in performance evaluation. The MABC has successfully found much better configuration by comparing with the conventional DE and RCGA and even the modified RCGA (MRGA) in order to locate a proper location and also to adjust the range of the power along with their connected users. Experimental results classified the application of EAs regarding the performance and the number of function evaluations. This indicates that our MABC can guide us towards choosing an efficient way to achieve high transmit power saving and to satisfy coverage constraints for 5G wireless networks. As for future work, we will enhance our MABC algorithm for handover scenarios (e.g., vehicular networks) where UEs are moving fast in the 5G wireless networks. 
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