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The nonlocal response of chiral electron fluid in a semi-infinite Weyl semimetal slab with the elec-
tric current source and drain attached to its surface is studied by using the consistent hydrodynamic
framework. It is found that the Chern–Simons terms lead to a spatial asymmetry of the electron
flow and the electric field. Most remarkably, the corresponding topological terms could result in
a negative nonlocal resistance. In addition, they give rise to the anomalous Hall current, which is
sensitive to the spatial distribution of the electric field in the plane of the contacts and depends on
the orientation of the chiral shift.
I. INTRODUCTION
The transport of charge in solids is usually described by the Drude model, which assumes that electron scattering
on impurities and phonons dominates over electron-electron scattering (see, e.g., Ref. [1]). In this case, the motion
of electrons is uncorrelated and is governed by the local values of an electromagnetic field as well as gradients of
temperature and chemical potentials.
In 1960’s Gurzhi proposed [2, 3] that another regime of electron transport is possible in solids. Indeed, if electron-
electron scattering dominates over electron-impurity and electron-phonon scattering, the motion of electrons is no
longer uncorrelated. The electrons form a charged fluid and their transport acquires hydrodynamic features. Indeed,
the corresponding current is determined not only by the local electromagnetic field and the gradients of temperature
and chemical potential, but also by the hydrodynamic flow velocity. The dynamics of the latter is governed by the
Navier–Stokes equation (or the Euler equation in the inviscid limit). The formation of hydrodynamic flow leads to a
nonlocal current-field relation and produces other interesting effects. The latter include a nonmonotonic dependence
of the resistivity on temperature (also known as the Gurzhi effect [3]), a flow of electric current against the electric
field (which produces a “negative” resistance and vortices), and a nontrivial dependence of the resistivity on the
system size.
Many years after its theoretical prediction, a hydrodynamic electron flow was observed experimentally in a two-
dimensional (2D) electron gas of high-mobility (Al,Ga)As heterostructures [4, 5] and ultra-pure 2D metal palladium
cobaltate (PdCoO2) [6]. The first two papers measured the temperature dependence of the resistivity and found that
it decreases with growing T . While such a behavior would be unusual in the Drude regime, it can be interpreted as
the Gurzhi effect due to the hydrodynamic electron transport. In Ref. [6], the authors observed the characteristic
dependence of the resistivity on the channel size, as expected in the hydrodynamic regime. Physically, this phenomenon
was explained by the formation of the Poiseuille flow of the electron fluid [3], which relaxes on rough edges and surface
defects.
Hydrodynamic transport was also observed experimentally in graphene [7–10], where the electron flow leads to a
violation of the Wiedemann–Franz law and the Mott relation. Since the electrons in graphene are described by the 2D
Dirac equation, this material provides a convenient means to probe the relativisticlike hydrodynamic transport in an
easily controllable system (for a recent review of the electron hydrodynamics in graphene, see Ref. [11]). In particular,
the viscosity of the quantum 2D electron fluid, which is one of the key ingredients in the hydrodynamic description,
could be measured by studying the response to an oscillating magnetic flux in the Corbino disk geometry [12]. Also,
as argued in Refs. [13–16], one could detect signatures of the electron viscosity in the nonlocal transport in graphene,
including a negative nonlocal resistance and the formation of current whirlpools, where the current runs against an
applied electric field. (While both phenomena are related to the electron fluid viscosity, the negative resistance does
not require backflow of the electric current [14].) Interestingly, the viscous transport in narrow graphene constrictions
is predicted [17] to provide a higher than ballistic conduction.
Until recently, the hydrodynamic regime of electrons was observed only in a few 2D systems. In 2017 the signatures
of electron hydrodynamic flow, including the characteristic dependence of the electric resistivity on the channel size and
the violation of the Wiedemann–Franz law, were reported in three-dimensional (3D) material tungsten diphosphide
(WP2) [18]. In addition, the temperature dependence of the resistivity at small widths of this material channels is
nonmonotonic, which agrees with the Gurzhi effect. However, one of the key factors motivating the present study
2FIG. 1: A schematic illustration of the setup for measuring the nonlocal transport in a Weyl semimetal in the hydrodynamic
regime. The electric current source and drains are taken in the form of long thin stripes. The electron flow velocity field is
visualized by arrows.
is the fact that WP2 is a Weyl semimetal [19, 20]. Weyl semimetals are 3D materials whose quasiparticle states
are described by a relativisticlike Weyl equation (for recent reviews, see Refs. [21–23]). In the simplest case, Weyl
semimetals have two Weyl nodes separated by 2b0 in energy and/or 2b in momentum. The corresponding parameters
break the parity-inversion (PI) and/or time-reversal (TR) symmetries, respectively.
It is worth noting that due to their relativisticlike nature and nontrivial topological properties quantified by the
Berry curvature [24], Weyl semimetals possess unusual transport properties [25–27]. In particular, the transport
is profoundly affected by the chiral anomaly [28, 29] even in the ballistic regime. Indeed, as shown in Ref. [30],
Weyl semimetals have a negative longitudinal magnetoresistivity (where the longitudinal direction is specified by the
applied magnetic field). Chiral hydrodynamics [31–33] can also be used to describe the negative magnetoresistance
[34, 35] and the unusual thermoelectric transport [35] in Weyl semimetals. However, the defining feature of the Weyl
semimetals, i.e., the Weyl nodes separation, was previously ignored. To capture such an effect, we recently proposed
consistent hydrodynamics (CHD) [36]. The Chern–Simons terms in this framework enter only via the total electric
current and charge densities in Maxwell’s equations. As for the hydrodynamic flow of the charged electron fluid, it
is affected indirectly via the self-consistent treatment of dynamical electromagnetic fields and boundary conditions
(BCs). Indeed, by employing the CHD for a slab of a Weyl semimetal in an external electric field, we showed [37] that
the chiral shift leads to the formation of an unusual hydrodynamic flow normal to the surfaces. Such a flow strongly
modifies the anomalous Hall effect (AHE) [38–42] current along the slab in the direction perpendicular to the applied
electric field leading to the hydrodynamic AHE. In addition, the flow induces an electric potential difference between
the surfaces of the slab.
Motivated by earlier studies of nonlocal transport in graphene [13–16] and the recent experimental observation of
the hydrodynamic features in WP2 [18], in this paper we investigate the nonlocal response in Weyl semimetals, paying
special attention to their nontrivial topological properties. This is done by employing the CHD in a semi-infinite slab,
where the electric current source and drain are thin stripes located on the same surface. Such a setup resembles the
vicinity geometry in graphene [13, 14]. Its schematic illustration is shown in Fig. 1, where we also showed the electron
fluid velocity field. In the case of Weyl semimetals with such a geometry, we find that the electron viscosity alone
could be insufficient to create a negative resistance and current backflows. On the other hand, such phenomena can
be induced by the topological effects associated with chiral shift.
This paper is organized as follows. In Sec. II we present the key equations for the CHD in a steady state. The
geometry of the problem and the BCs are defined in Sec. III. Secs. IV and V are devoted to the analytical and numerical
solutions of the CHD equations, respectively. The results are summarized and discussed in Sec. VI. Throughout the
paper, we use units with the Boltzmann constant kB = 1.
3II. STEADY-STATE LINEARIZED CONSISTENT HYDRODYNAMIC FRAMEWORK
In this section, we discuss the key features of the CHD equations in Weyl semimetals. The corresponding framework
was advocated in Ref. [36] and later amended by the viscosity of the electron fluid as well as the intrinsic Ohmic
contributions to the electric and chiral currents in Ref. [37]. The hydrodynamic equations, i.e., the Navier–Stokes
equation and the energy conservation relation were obtained from the chiral kinetic theory by averaging the corre-
sponding Boltzmann equation with the quasiparticle momentum and energy [43, 44] (for details of the derivation,
see the Supplemental Material in Ref. [36]). In this paper, we consider only the linearized steady-state version of
the CHD equations assuming that deviations of the hydrodynamic and thermodynamic variables from their global
equilibrium values are small and the induced electromagnetic fields are weak. The linearized Navier–Stokes equation
[37] that describes the motion of the electron fluid reads
η∆u+
(
ζ +
η
3
)
∇ (∇ · u)− enE− ǫ+ P
v2F τ
u− ~n5
2vF τ
ω = 0, (1)
where u is the local flow velocity, η and ζ are the shear and bulk viscosities (see, e.g., Ref. [45]), e is the absolute
value of the electron charge, E is the electric field, ǫ is the energy density, P is the pressure, ω = [∇× u] /2 is the
vorticity, and vF is the Fermi velocity. By definition, n and n5 are the fermion and chiral fermion number densities,
respectively. In relativisticlike systems, η = ηkin(ǫ + P )/v
2
F , where ηkin ≈ v2F τee/4 is the kinematic shear viscosity
(see, e.g., Ref. [46]) and ζ = 0 [43]. In what follows, we assume that the electron-electron scattering rate is τee ≃ ~/T ,
which agrees with experimental results in Ref. [18]. This is a very important point because such an expression for
τee means that the electron fluid in WP2 is strongly interacting and cannot be described by the conventional Fermi
liquid relation τee ∼ ~µ/ (αT )2, where α is the coupling constant and µ is the electric chemical potential. Since the
experiment in Ref. [18] was performed at low temperature (which is likely to be smaller than the chemical potential),
the observed hydrodynamic effects would not be possible because the hydrodynamic regime could be realized only
when τee is sufficiently small. Further, as in the case of the hydrodynamic transport in graphene [13–16], we assumed
that the gradient of pressure is negligible and, therefore, the corresponding term ∇P is omitted in the Navier–Stokes
equation.
The last two terms on the left-hand side of Eq. (1) describe the scattering of electrons on impurities and/or
phonons in the relaxation-time approximation. Note that the relaxation time τ is only due to the chirality-preserving
(intravalley) scattering processes. This is justified because the relaxation time τ5 for the chirality-flipping intervalley
processes is estimated to be much larger than τ [47].
In general, one also needs to take into account the energy conservation relation. However, when the fluid velocity
is small compared to the speed of sound (which is vF /
√
3 in relativisticlike systems), this relation has a weak effect
on the fluid flow [45]. Therefore, as in similar studies in graphene [13–16], it is justified to neglect the effects of the
energy conservation relation on the hydrodynamic flow. In essence, this implies that spatial variations of temperature
are insignificant.
In global equilibrium (i.e., in the absence of fluid flow, background electromagnetic fields, and gradient terms), the
energy density, the pressure, as well as the fermion and chiral fermion number densities are defined by temperature
T as well as the electric µ and chiral µ5 chemical potentials
ǫ =
µ4 + 6µ2µ25 + µ
4
5
4π2~3v3F
+
T 2(µ2 + µ25)
2~3v3F
+
7π2T 4
60~3v3F
, (2)
P =
ǫ
3
, (3)
n =
µ
(
µ2 + 3µ25 + π
2T 2
)
3π2~3v3F
, (4)
n5 =
µ5
(
µ25 + 3µ
2 + π2T 2
)
3π2~3v3F
. (5)
The complete set of CHD equations also contains the continuity equations for the electric and chiral charges, as well
as Maxwell’s equations. In a steady state, the continuity equations are ∇ ·J = 0 and ∇ ·J5 = 0, where the linearized
total electric J and chiral J5 current densities are given by [37]
J = −enu+ σE+ κe∇T + σ5
e
∇µ5 + σ
(V )
ω + σ(B)B+
σ(ǫ,V ) [∇× ω]
2
− e
3b0B
2π2~2c
+
e3 [b×E]
2π2~2c
, (6)
J5 = −en5u+ σ5E+ κe,5∇T + σ
e
∇µ5 + σ
(V )
5 ω + σ
(B)
5 B+
σ
(ǫ,V )
5 [∇× ω]
2
. (7)
4Here the anomalous transport coefficients are [36, 37]
σ(B) =
e2µ5
2π2~2c
, σ
(B)
5 =
e2µ
2π2~2c
, (8)
σ(V ) = − eµµ5
π2v2F ~
2
, σ
(V )
5 = −
e
2π2~2v2F
(
µ2 + µ25 +
π2T 2
3
)
, (9)
σ(ǫ,V ) = − eµ
6π2~vF
, σ
(ǫ,V )
5 = −
eµ5
6π2~vF
. (10)
The above coefficients agree with those obtained in Refs. [48–50] in the “no-drag” frame [50–52].
Let us briefly comment on the physical meaning of the terms in the electric current (6). The first term describes a
contribution caused by the fluid flow. The next three terms are related to the intrinsic electric, thermoelectric, and
chiral conductivities [34, 53–57]. The intrinsic (or incoherent) electric conductivity σ is extensively discussed in the
holographic approach (see, e.g., Refs. [11, 34, 53–57]) and is related to the nonhydrodynamic part of the distribution
function. It was shown that σ is nonzero even in clean samples at the neutrality point, i.e., at vanishing electric µ
and chiral µ5 chemical potentials. The chiral vortical [58] and chiral magnetic [59–61] effects are reproduced by the
fifth and sixth terms in Eq. (6). It is worth emphasizing that the last term in Eq. (6) describes the AHE in Weyl
semimetals [38–42]. In addition, the penultimate term plays the key role for vanishing the electric current in the state
of global equilibrium [62] because
Jeq =
(
σ(B) − e
3b0
2π2~2c
)
B =
e2 (µ5 − eb0)B
2π2~2c
= 0. (11)
Thus, the equilibrium value of the chiral chemical potential is determined by the energy separation between the Weyl
nodes, i.e., µ5 = eb0.
In our study, we use intrinsic conductivity reminiscent of that obtained in the holographic approach in Refs. [34, 54–
57],
σ =
3π2~v3F τee
2π
(
∂n
∂µ
+
∂n5
∂µ5
)
=
3
(
µ2 + µ25
)
+ π2T 2
π~2
τee. (12)
We also assume that the chiral intrinsic conductivity σ5 can be defined in a similar way, i.e.,
σ5 =
3π2~v3F τee
2π
(
∂n5
∂µ
+
∂n
∂µ5
)
=
6µµ5
π~2
τee. (13)
Note that this transport coefficient is proportional to the product of µ and µ5 and describes the chiral electric
separation effect [63]. The thermoelectric coefficients κe and κe,5 are also nonzero. Their values are determined by
the intrinsic conductivities and chemical potentials, i.e.,
κe = −µσ + µ5σ5
eT
, (14)
κe,5 = −µσ5 + µ5σ
eT
. (15)
Let us remark that, as was shown in Refs. [31, 33, 35] on the basis of the second law of thermodynamics, the corre-
sponding terms in the electric (6) and chiral (7) current densities could, in principle, modify the energy conservation
relation. As mentioned earlier, however, the corresponding relation has little effect on hydrodynamic flow in the
regime of small Mach numbers considered here.
Last but not least, we emphasize that the dynamical electromagnetism is treated self-consistently in the CHD
framework. Therefore, one should also include the steady-state Maxwell’s equations
εe∇ ·E = 4π (ρ+ ρb) , ∇×E = 0, (16)
∇×B = µm 4πc J, ∇ ·B = 0. (17)
Here, εe and µm denote the background electric permittivity and the magnetic permeability, respectively. It is worth
noting that Gauss’s law includes the electric charge density ρ as well as the background charge density ρb due to the
electrons in the inner shells and the ions of the lattice. In the linearized approximation, ρ is given by [36]
ρ = −en− e
3(b ·B)
2π2~2c2
, (18)
5where the equilibrium value of n is defined in Eq. (4). Therefore, the total electric charge density equals
ρ+ ρb = −e [n(r)− n]− e
3 (b ·B)
2π2~2c2
, (19)
where the fermion number density n(r) may deviate from its global equilibrium value. Before proceeding to the results,
let us emphasize that the key difference of the CHD [36, 37] from the chiral hydrodynamic theories advocated in [31–
33] is the inclusion of the topological Chern–Simons terms in Maxwell’s equations. Their effect on the hydrodynamic
flow is not obvious because these terms affect the hydrodynamic sector of the theory only indirectly via the self-
consistent treatment of electromagnetism. In addition, the intrinsic conductivity and the electrical charge of the fluid
effectively make the dynamics of the system a hybrid one where both hydrodynamic and Ohmic features could manifest
themselves. Note that, as in conventional magnetohydrodynamics, these parts are essentially interconnected. (The
intrinsic conductivity terms in the electric current density in Weyl semimetals already appeared, e.g., in Ref. [35].)
Such a hydrodynamic theory is qualitatively different from the purely hydrodynamic approach used in graphene
[11, 13–16]. In particular, as we will show below, one should specify the boundary condition both for the electric
current and the hydrodynamic velocity. We checked, however, that when the intrinsic conductivity is ignored, our
results are qualitatively similar to those in graphene.
As we already demonstrated in Ref. [37], the hydrodynamic flow of the chiral electron liquid in the CHD is affected
by the energy and momentum separations between the Weyl nodes. Therefore, it is interesting to study how the
topological Chern–Simons contributions in the total electric charge and current densities affect the nonlocal transport
in Weyl semimetals.
III. GEOMETRY OF THE MODEL AND BOUNDARY CONDITIONS
A. Definition of vicinity geometry
In this section, we define our model setup for studying the nonlocal transport in the chiral electron fluid of a Weyl
semimetal. For simplicity, we assume that the semimetal is semi-infinite in the y direction (i.e., y ≥ 0) and infinite
in the x and z directions. Such a geometry is sufficiently simple to analyze a nonlocal response in detail and, at the
same time, it could mimic a realistic situation when the sample size is sufficiently large. In order to demonstrate the
importance of the Chern–Simons terms for the nonlocal transport in Weyl semimetals, we employ a 3D generalization
of the vicinity geometry for the electric contacts that was previously utilized in the studies of hydrodynamic transport
in graphene [13, 14]. In particular, we assume that the electric current source and drain are located on the same
surface of the semi-infinite sample, i.e., at y = 0. Further, they have a vanishing width in the x direction (we model
them as δ-functions) and are infinite in the z direction. The model setup of such thin stripe-shaped contacts is shown
schematically in Fig. 1. Since we consider a steady state and the normal component of the electric current vanishes
everywhere except at the contacts, it should satisfy the following BC at the surface of the slab:
Jy(x, y, z)
∣∣
y=0
= Iδ(x+ x0)− Iδ(x − x0), (20)
where x = x0 defines the location of the source and x = −x0 is the location of the drain. It is important to
emphasize that, because of the translational symmetry of the model setup in the z direction, the hydrodynamic flow
and electromagnetic fields are independent of the z coordinate.
By matching the expression for the electric current density (6) at y = 0 with the injected current density in Eq. (20),
we arrive at the following equation:
Iδ(x+ x0)− Iδ(x− x0) = −enuy(x, y)
∣∣
y=0
+ σEy(x, y)
∣∣
y=0
+ κe∂yT (x, y)
∣∣
y=0
+
σ5
e
∂yµ5(x, y)
∣∣
y=0
− σ
(V )
2
∂xuz(x, y)
∣∣
y=0
+
σ(ǫ,V )
4
[
∂x∂yux(x, y)− ∂2xuy(x, y)
] ∣∣∣
y=0
+
e3
2π2~2c
[bzEx(x, y)− bxEz(x, y)]
∣∣∣
y=0
. (21)
This relation should also be supplemented by the BCs for the electron flow velocity. For the tangential components
of the velocity, we can consider either the standard no-slip BCs [45]
ux(x, y)
∣∣
y=0
= uz(x, y)
∣∣
y=0
= 0 (22)
6or the free-surface (or no-stress) BCs
[∂yux(x, y) + ∂xuy(x, y)]
∣∣∣
y=0
= [∂yuz(x, y) + ∂zuy(x, y)]
∣∣∣
y=0
= 0. (23)
The experimental studies in WP2 [18] suggest that the no-slip BCs are more suitable than the free-surface ones. For
completeness, however, we will study both possibilities. As to the normal component of the fluid velocity, it will be
specified in the next subsection.
In the case of the semi-infinite slab, we should also impose BCs at y → ∞. In the problem of nonlocal transport,
it is natural to assume that there is no electron flow far away from the contacts, i.e.,
lim
y→∞
u(x, y) = 0. (24)
The same should also be true for the electric current and electromagnetic fields. Before concluding this subsection, let
us note that, similarly to graphene [14], the semi-infinite geometry might not allow for a well-defined formation of the
whirlpools where the fluid velocity lines form circular patterns. On the other hand, the nonlocal electric resistance
should persist.
B. Electric field and flow velocity near the contacts
In this subsection, we further specify the BCs for the electric field and the flow velocity near the contacts. Indeed,
since the electric current and the fluid velocity are not proportional in the CHD, the corresponding boundary conditions
require further clarification. Concerning the electron flow at y = 0, we assume that the y component of the velocity
vanishes everywhere except at the locations of the source and drain, i.e.,
uy(x, y)
∣∣
y=0
= uy,1δ(x+ x0) + uy,2δ(x− x0). (25)
The most general form of the electric field at y = 0 is given by the following ansatz:
Ey(x, y)
∣∣
y=0
= Ey,0(x) + Ey,1δ(x+ x0) + Ey,2δ(x− x0) + Ey,3δ′′(x+ x0) + Ey,4δ′′(x− x0), (26)
where Ey,0(x) is a nonsingular contribution. As will be clear below, the terms with the second derivatives are required
for self-consistency when the effects of vorticity are present. (We checked, however, that such effects are usually
negligible.) As in the case of the flow velocity, we assumed that the contacts induce only the normal components of
the electric field. By substituting uy(x, 0) and Ey(x, 0) given by Eqs. (25) and (26) into Eq. (21) and separating terms
with different δ-functions as well as nonsingular contributions, we obtain the following set of BCs:
Iδ(x+ x0) = −enuy,1δ(x+ x0) + σEy,1δ(x+ x0) + σEy,3δ′′(x+ x0)− σ
(ǫ,V )
4
uy,1δ
′′(x + x0), (27)
−Iδ(x− x0) = −enuy,2δ(x− x0) + σEy,2δ(x− x0) + σEy,4δ′′(x− x0)− σ
(ǫ,V )
4
uy,2δ
′′(x − x0), (28)
0 = σEy,0(x) + κe∂yT (x, y)
∣∣
y=0
+
σ5
e
∂yµ5(x, y)
∣∣
y=0
− σ
(V )
2
∂xuz(x, y)
∣∣
y=0
+
σ(ǫ,V )
4
∂x∂yux(x, y)
∣∣
y=0
+
e3
2π2~2c
[bzEx(x, y)− bxEz(x, y)]
∣∣∣
y=0
. (29)
Further, we require that the terms with the second derivatives from the δ-functions cancel out, which leads to
Ey,3 =
σ(ǫ,V )
4σ
uy,1, (30)
Ey,4 =
σ(ǫ,V )
4σ
uy,2. (31)
As is clear from Eqs. (27) and (28), the BC for the electric current (21) alone is not sufficient to determine both
the fluid velocity and the electric field when the intrinsic conductivity is taken into account. Usually, the electric
current in the hydrodynamic regime is assumed to be proportional only to the flow velocity, i.e., J = −enu (see,
e.g., Refs. [11, 13–16] and the corresponding hydrodynamic equations for the electrons in graphene). In such a case,
the description of the electron fluid in terms of the electric current and the hydrodynamic velocity are equivalent.
7However, this does not hold for the electric current density given by Eq. (6), which includes the contributions due
to the intrinsic conductivity, the fluid vorticity, as well as the Chern–Simons terms. As a result, we need to specify
the contributions of both hydrodynamic and nonhydrodynamic parts. To do this, we equate the right-hand sides of
Eqs. (27) and (28) to the experimentally measurable quantity σeffE, i.e.,
− enuy,i + σEy,i = σeffEy,i, for i = 1, 2. (32)
Here the terms with the second derivatives are already canceled. The above conditions lead to
uy,i =
σ − σeff
en
Ey,i, for i = 1, 2. (33)
In order to simplify the analysis, it is convenient to utilize the Fourier transformation with respect to the x
coordinate. By making use of such a transformation as well as Eq. (33), we can easily solve the system of equations
(27)–(29) and obtain the following relations:
uy,1 = Ie
ikxx0
σ − σeff
enσeff
, (34)
uy,2 = −Ie−ikxx0 σ − σeff
enσeff
, (35)
Ey,0(kx) = −κe
σ
∂yT (kx, y)
∣∣
y=0
− σ5
eσ
∂yµ5(kx, y)
∣∣
y=0
+ ikx
σ(V )
2σ
uz(kx, y)
∣∣
y=0
− ikxσ
(ǫ,V )
4σ
∂yux(kx, y)
∣∣
y=0
− e
3
2π2~2cσ
[bzEx(kx, y)− bxEz(kx, y)]
∣∣∣
y=0
. (36)
We also find the following explicit expressions for the Fourier transforms of the normal components of the flow velocity
and the electric field at y = 0:
uy(kx, y)
∣∣
y=0
= 2i sin (kxx0)I
σ − σeff
enσeff
, (37)
Ey(kx, y)
∣∣
y=0
= 2i sin (kxx0)I
[
1 +
k2xσ
(ǫ,V )(σeff − σ)
4enσσeff
]
− κe
σ
∂yT (kx, y)
∣∣
y=0
− σ5
eσ
∂yµ5(kx, y)
∣∣
y=0
+ ikx
σ(V )
2σ
uz(kx, y)
∣∣
y=0
− ikx σ
(ǫ,V )
4σ
∂yux(kx, y)
∣∣
y=0
− e
3
2π2~2cσ
[bzEx(kx, y)− bxEz(kx, y)]
∣∣∣
y=0
.
(38)
These expressions together with the no-slip (22) or free-surface (23) BCs and the condition in Eq. (24) define the
complete set of BCs for studying the nonlocal transport in the semi-infinite sample of a Weyl semimetal. Note that
the key feature of the CHD, namely the presence of the Chern–Simons terms, manifests itself via the BC for the
electric field.
IV. ANALYTICAL SOLUTIONS
In this section, we consider the analytical solutions of the linearized CHD equations for the electron fluid velocity
u and the electric field E. For the sake of simplicity, we study only the case of the PI symmetric Weyl semimetals
(i.e., with b0 = 0). Therefore, as follows from Eq. (11), the equilibrium value of the chiral chemical potential vanishes,
µ5 = 0.
By taking into account that the electric contacts are infinite in the z direction, we can omit the dependence on the
z coordinate. In addition, it is convenient to perform the Fourier transform with respect to the x coordinate. The
resulting Navier–Stokes equation (1) for the components of the electron fluid flow velocity can be presented in the
following form:
η
(−k2x + ∂2y)ux(kx, y) + η3 ikx [ikxux(kx, y) + ∂yuy(kx, y)]− enEx(kx, y)−
ǫ+ P
v2F τ
ux(kx, y) = 0, (39)
(−ηk2x + ηy∂2y)uy(kx, y) + η3 ikx∂yux(kx, y)− enEy(kx, y)−
ǫ+ P
v2F τ
uy(kx, y) = 0, (40)
η
(−k2x + ∂2y)uz(kx, y)− enEz(kx, y)− ǫ + Pv2F τ uz(kx, y) = 0, (41)
8where ηy = 4η/3. By neglecting the variations of temperature across the sample, we rewrite the continuity relation
∇ · J = 0 in terms of the electric field and the flow velocity
− en [ikxux(kx, y) + ∂yuy(kx, y)] + σ [ikxEx(kx, y) + ∂yEy(kx, y)] = 0. (42)
Strictly speaking, there is also the continuity equation for the chiral current∇ ·J5 = 0. However, it is needed only for
determining the spatial distribution of the dynamically induced µ5, but it does not affect the solutions to the other
CHD equations in the linearized approximation for PI symmetric Weyl semimetals.
By taking into account the translational symmetry in the z direction and Faraday’s law, we obtain
Ez(kx, y) = 0, (43)
ikxEy(kx, y) = ∂yEx(kx, y). (44)
Because of the vanishing Ez(kx, y), the Navier–Stokes equation for the z component of the electron flow velocity (41)
has only the trivial solution uz = 0.
Furthermore, by making use of the constraint in Eq. (44), we find that the coupled second-order differential equations
(39), (40), and (42) determine the velocity components ux(kx, y) and uy(kx, y), as well as the electric field Ex(kx, y).
Because of the electrical charge of the fluid, it should not be surprising that the dynamics is determined not only by
the electron fluid velocity, but also by the electric field.
Equations (39), (40), and (42) can be equivalently rewritten as the following system of the first-order equations:
∂yw(kx, y) = Mˆw(kx, y), (45)
where
w(kx, y) =


ux(kx, y)
uy(kx, y)
∂yux(kx, y)
Ex(kx, y)
∂yEx(kx, y)
∂2yEx(kx, y)


(46)
and
Mˆ =


0 0 1 0 0 0
−ikx 0 0 ikxξ 0 ξikx
k2x + Pη 0 0
en+k2x(ηy−η)ξ
η
0 − ξ(ηy−η)
η
0 0 0 0 1 0
0 0 0 0 0 1
0 ikxη
ξηy
(
k2x + Pη
) −k2xη
ξηy
0 k2x +
en
ηyξ
0


. (47)
Here we used the following shorthand notations:
ξ =
σ
en
(48)
and
Pη =
ǫ+ P
v2F ητ
. (49)
The eigenvalues and eigenvectors of matrix (47) are
λ1,± = ±|kx|, λ2,± = ±
√
k2x + Pη, λ3,± = ±
√
k2x +
η
ηy
Pη +
en
ηyξ
(50)
and
V1,± =


− en
k2xηPη±i en
kx|kx|ηPη
∓ en|kx|ηPη
1
k2x± 1|kx|
1


, V2,± =


± 1√
k2x+Pη
− ikx
k2x+Pη
1
0
0
0


, V3,± =


ηyξ
2
en+ξ(ηyk2x+ηPη)
∓ i
kx
√
ηyξ3
en+ξ(ηyk2x+ηPη)
±
√
ηyξ3
en+ξ(ηyk2x+ηPη)
ηyξ
en+ξ(ηyk2x+ηPη)
±
√
ηyξ
en+ξ(ηyk2x+ηPη)
1


, (51)
9respectively. Therefore, the general solution to the differential equation (45) is given by a linear combination of
independent solutions, i.e., w =
∑
i CiVie
λiy. In view of the condition (24), however, the physical solutions should
contain only functions that vanish at y →∞, i.e.,
w(kx, y) = C1V1,−e
−|kx|y + C2V2,−e
−
√
k2x+Pηy + C3V3,−e
−
√
k2x+
η
ηy
Pη+
en
ηyξ
y
. (52)
It is interesting to note that, unlike the corresponding result in graphene [13, 14], the solution in Eq. (52) contains an
additional eigenvector V3,−. The latter originates from the inclusion of the intrinsic conductivity σ in the CHD. As
was shown in Subsec. III B, in order to determine all three constants in Eq. (52), i.e., C1, C2, and C3, it is insufficient
to specify only the BCs for the electric current density (20) and the tangential components of the fluid velocity (22)
or (23). In fact, one needs to define the separate contributions of the electric field Ey and the fluid velocity uy to
the electric current at the contacts; see Eqs. (37) and (38). The resulting analytical expressions for the constants
are rather complicated and will not be presented here. However, it is worth noting that the momentum separation
between the Weyl nodes b enters the CHD equations only through the BCs for the electric field (38) and, consequently,
modifies the coefficients C1, C2, and C3.
In order to obtain the spatial distribution of the flow velocity and the electric field, one needs to perform the inverse
Fourier transform. Because of the complicated structure of the solution in Eq. (52), where the coefficients C1, C2, and
C3 also depend on kx, we will calculate the integrals over kx numerically. In this connection, it should be noted that
some integrals over kx are logarithmically divergent as kx → 0. By taking into account that a real system should be
finite, we will use the cutoff Λkx = 1/Lx, where Lx is the size of the system in the x direction. Since the corresponding
divergence is rather weak, the results will be almost insensitive to the actual value of the cutoff.
V. NUMERICAL RESULTS
In this section, we present the numerical results for the fluid velocity components ux and uy, as well as the spatial
distributions of the electric field E and the electric potential ϕ. At the end of this section, we will also discuss possible
observable effects, including the nonlocal surface resistance and the spatial distribution of the z component of the
anomalous Hall current density.
For our numerical estimates, we use the values of the parameters comparable to those in Refs. [18–20, 64],
vF ≈ 1.4× 108 cm/s, eb~c = 3 nm−1. (53)
Here the value of the chiral shift is estimated from the numerical calculations in Refs. [19, 64]. The relaxation
time τ and the experimentally measured effective electric conductivity σeff are, in general, functions of the chemical
potentials and temperature. They range from about τ ≈ 0.5 ns and σeff ≈ 1010 S/m at T = 2 K to τ ≈ 5 ps and
σeff ≈ 2 × 108 S/m at T = 30 K [18]. The dependence of τ , σeff , and η on the chemical potentials is assumed to be
weak. In addition, we set the electric permittivity εe = 1 and magnetic permeability µm = 1. Further, we choose the
following values for the linear electric current density I, the position of the source x0, and the slab width in the x
direction Lx:
I = 2× 10−7 A/cm, x0 = 0.5 mm, Lx = 10 cm, (54)
respectively. (Note that Lx is used only to define the cutoff in the calculation of the integrals over kx.) By assumption,
there is no temperature gradient at the surface, i.e., ∂yT (0) = 0.
A. Electron flow velocity
Let us start from the key variable of the hydrodynamic transport, i.e., the electron flow velocity u. The numerical
results for the flow velocity are shown in Fig. 2 for zero (left panel) and nonvanishing (right panel) chiral shift b,
assuming the no-slip BCs on the surface of the semimetal at y = 0. By comparing the left and right panels in Fig. 2,
one can easily see that the fluid flow lines are strongly affected by the Chern–Simons terms quantified by the chiral
shift b ‖ zˆ. The latter introduces a spatial asymmetry of the velocity field. On the other hand, we find that the
absolute value of the velocity |u| normalized by its maximum value is only slightly affected by the chiral shift and, as
expected, quickly vanishes away from the contacts.
In order to clarify the effect of the no-slip or free-surface BCs on the hydrodynamic flow, we present the flow velocity
components ux and uy in the vicinity of the source (at x = 1.1x0) as functions of the y coordinate in the left and
right panels of Fig. 3, respectively. As expected, the tangential component of the velocity ux strongly depends on the
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FIG. 2: The flow velocity lines in the x-y plane for b = 0 (left panel) and b ‖ zˆ (right panel). Different colors represent the
absolute value of the electron flow velocity normalized by its maximum value. The model parameters are defined in Eqs. (53)
and (54), and the no-slip BCs are assumed. Additionally, we used µ = 10 meV, µ5 = 0, and T = 20 K.
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FIG. 3: The flow velocity components ux (left panel) and uy (right panel) at x = 1.1x0 as functions of y. The red solid
(blue dashed) lines correspond to the no-slip (free-surface) BCs. The model parameters are defined in Eqs. (53) and (54).
Additionally, we used µ = 10 meV, µ5 = 0, T = 20 K, and b = 0.
type of the BCs at small y. At sufficiently large distances from the surface, on the other hand, the results for both
types of BCs are almost the same. As for the normal component of the velocity uy, it vanishes at the surface and
depends weakly on the type of the BCs. The effect of the chiral shift b for the no-slip BCs is demonstrated in Fig. 4.
Interestingly, while the modification of ux is only a quantitative one, b strongly changes the normal component of
the flow velocity by allowing the movement of the electrons toward the surface. Indeed, as one can see from the right
panel of Fig. 4, the normal velocity in the direct vicinity of the surface becomes negative. Away from the surface, it
has a notably nomonotonic dependence for the intermediate values of y. As we will argue in the next subsection, such
a dependence of the normal component of the velocity uy is closely related to the spatial profile of the y component
of the electric field. At large y, uy gradually approaches the same dependence as in the b = 0 case.
Before concluding this subsection, let us emphasize that the above features of the electron fluid velocity are related
to the electric field. Since the latter is modified via the Chern–Simons terms in the BCs (38), we argue that the
hydrodynamic regime is directly affected by the nontrivial topology of a Weyl semimetal.
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FIG. 4: The flow velocity components ux (left panel) and uy (right panel) at x = 1.1x0 as functions of y. The red solid (blue
dashed) lines correspond to b = 0 (nonzero b ‖ zˆ). The model parameters are defined in Eqs. (53) and (54), and the no-slip
BCs are assumed. Additionally, we used µ = 10 meV, µ5 = 0, and T = 20 K.
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FIG. 5: The electric field E lines in the x-y plane for b = 0 (left panel) and b ‖ zˆ (right panel). Different colors represent the
electric potential ϕ normalized by its maximum value. The model parameters are defined in Eqs. (53) and (54), and the no-slip
BCs are assumed. Additionally, we used µ = 10 meV, µ5 = 0, and T = 20 K.
B. Electric field and electric potential
In this subsection, we consider the electric field E and the electric potential ϕ in the hydrodynamic regime. The
field lines of E and the electric potential density are presented in the left and right panels of Fig. 5 for b = 0 and
b ‖ zˆ, respectively. Similarly to the results for the flow velocity presented in Fig. 2, the electric field and potential
in Fig. 5 are spatially asymmetric at b ‖ zˆ. Unlike the absolute value of the flow velocity, the asymmetry is clearly
visible in the electric potential distribution.
Further, we clarify the effect of the BCs and the Chern–Simons terms by plotting the electric field components in
the vicinity of the source (at x = 1.1x0) as functions of the y coordinate. The corresponding results for the no-slip
and free-surface BCs are presented in the two panels of Fig. 6. As we see, the electric field is almost insensitive to
the choice of BCs. At the same time, both components of the electric field are strongly affected by a nonzero chiral
shift b, which is clear from the results in Fig. 7 in the case of the no-slip BCs. In the presence of a nonzero b, both
Ex and Ey are nonmonotonic functions of y. Moreover, the normal component Ey even changes sign and increases
considerably in magnitude at sufficiently small values of y. Such a behavior might indicate an induced surface charge
density near the contacts. By comparing the right panels in Figs. 4 and 7, we note that the regions of the rapid
changes of uy and Ey correlate. This is indeed expected since the dynamics of the electrically charged fluid is strongly
affected by an electric field.
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FIG. 6: The electric field components Ex (left panel) and Ey (right panel) at x = 1.1x0 as functions of y. The red solid
(blue dashed) lines correspond to the no-slip (free-surface) BCs. The model parameters are defined in Eqs. (53) and (54).
Additionally, we used µ = 10 meV, µ5 = 0, T = 20 K, and b = 0.
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FIG. 7: The electric field components Ex (left panel) and Ey (right panel) at x = 1.1x0 as functions of y. The red solid (blue
dashed) lines correspond to b = 0 (nonzero b ‖ zˆ). The model parameters are defined in Eqs. (53) and (54), and the no-slip
BCs are assumed. Additionally, we used µ = 10 meV, µ5 = 0, and T = 20 K.
Before concluding this subsection, we note that while both flow velocity and electric field provide strong evidence for
the effects of the Chern–Simons terms in the hydrodynamic regime, it might be challenging to observe them directly.
Therefore, in the next subsection, we will consider two possible observables that can be used to study the nontrivial
topological properties of Weyl semimetals hydrodynamics. They are the nonlocal resistance per unit length in the z
direction and the spatial distribution of the AHE electric current density in the direction perpendicular to the x-y
plane.
C. Observable effects
In this subsection, we discuss two possible observable effects of the CHD in Weyl semimetals. We start from the
nonlocal surface resistance per unit length in the z direction, which is defined by
R(x) =
ϕ(0, 0)− ϕ(x, 0)
I
. (55)
Here ϕ(x, 0) and ϕ(0, 0) are the values of the electric potential measured on the surface of the semimetal (y = 0) at
an arbitrary x and in the middle between the contacts at x = 0, respectively.
As in the case of the viscous electron flow in graphene [13–15], it is reasonable to expect that the 3D flow in a Weyl
semimetal could lead to the formation of regions with the negative (positive) electric potentials located near the drain
(source). If realized, such an effect can be detected as a negative nonlocal resistance R(x) defined by Eq. (55). The
results for R(x) at several fixed values of µ and T are presented in Figs. 8 and 9. Note that for computational reasons,
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FIG. 8: The nonlocal surface resistance R(x) per unit length in the z direction for b = 0 (left panel) and b ‖ zˆ (right panel) as
a function of x. Here we set µ = 5 meV (red solid lines), µ = 10 meV (blue dashed lines), and µ = 15 meV (green dotted lines).
The results are calculated for the no-slip BCs and y = 5 µm, but they will remain almost the same for the free-surface BCs and
weakly depend on y. The model parameters are defined in Eqs. (53) and (54), and the no-slip BCs are assumed. Additionally,
we used µ5 = 0 and T = 20 K.
the values of the electric potentials were calculated at a small but nonzero distance from the surface, y = 5 µm. We
checked, however, that the electric potential depends rather weakly on y in the direct vicinity of the surface.
By comparing the results for R(x) at b = 0 (left panel) and b ‖ zˆ (right panel) in Figs. 8 and 9, we see that
the chiral shift induces a considerable spatial asymmetry in the nonlocal resistance. This effect becomes larger as
the electric chemical potential µ decreases and the temperature T increases. The origin of the latter effect could be
traced mostly to the dependence of the relaxation time τ on T . The definition in Eq. (55) implies that the nonlocal
resistance R(x) is primarily positive at x > 0 and negative at x < 0. The inclusion of a nonzero chiral shift b ‖ zˆ,
however, qualitatively changes the situation. Indeed, as one can see from the right panels in Figs. 8 and 9, the
nonlocal resistance R(x) changes its sign at sufficiently high temperatures and/or small chemical potentials. This is
primarily due to the modification of the electric potential at x = 0 (cf. the left and right panels in Fig. 5). It is
tempting to suggest that the negative resistance per unit length in the z direction could be straightforwardly detected
in experiments and provides a convenient means to probe the topological properties of Weyl semimetals.
In light of the results regarding the nonlocal negative resistance in graphene [13–16], a note of caution is in order here.
While the fluid viscosity plays the key role in the graphene’s negative nonlocal resistance, we found that this might
not be the case in realistic Weyl semimetals. To clarify the meaning of our results in the context of the corresponding
studies in graphene, where the intrinsic conductivity σ is usually ignored, we present the nonlocal resistance near the
source for several values of σ in Fig. 10 at sufficiently low temperature. (The results for the resistance near the drain
are similar.) As one can see, in the limit of vanishing intrinsic conductivity, σ = 0, a negative nonlocal resistance
similar to that in graphene indeed appears near the contacts. However, the effect quickly diminishes with increasing σ.
As expected, the chiral shift b ‖ zˆ introduces an asymmetry in the nonlocal resistance with respect to the drain. The
corresponding asymmetry is almost invisible in Fig. 10 because its value is very small for the model parameters used.
Our findings indicate that there is a competition between the hydrodynamic and nonhydrodynamic contributions to
the electric current in the CHD. Unfortunately, the final result is sensitive to the model details, including the values
of temperature, chemical potentials, and chiral shift. Therefore, the nonlocal resistance in this study is not a purely
hydrodynamic phenomenon.
Another possible observable, which is sensitive to the topological effects of the hydrodynamic transport in Weyl
semimetal, is the z component of the AHE electric current density Jz. By using Eq. (6) and assuming the strip-shaped
contacts, we obtain the following expression for Jz:
Jz(x, y) =
e3
2π2~2c
[bxEy(x, y) − byEx(x, y)] . (56)
Our numerical results for the electric current density Jz are shown in Fig. 11. The left and right panels correspond
to two different orientations of the chiral shift: b ‖ xˆ and b ‖ yˆ, respectively. The electric current density at b ‖ xˆ
is strongly nonuniform. It reaches its maximum (minimum) value near the drain (source) and gradually diminishes
away from it. When b ‖ yˆ, on the other hand, the value of Jz is negative in the region between the contacts and
positive for |x| > x0. In other words, the z component of the current density changes its sign near each contact. It is
worth emphasizing that, for both b ‖ xˆ and b ‖ yˆ, the AHE current in the z direction is rather unusual because it is
driven by the current from the contacts injected in the y direction.
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FIG. 9: The nonlocal surface resistance R(x) per unit length in the z direction for b = 0 (left panel) and b ‖ zˆ (right panel) as
a function of x. Here we set T = 15 K (red solid lines), T = 20 K (blue dashed lines), and T = 25 K (green dotted lines). The
results are calculated for the no-slip BCs and y = 5 µm, but they will remain almost the same for the free-surface BCs and
weakly depend on y. The model parameters are defined in Eqs. (53) and (54), and the no-slip BCs are assumed. Additionally,
we used µ = 10 meV and µ5 = 0.
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FIG. 10: The nonlocal surface resistance R(x) per unit length in the z direction for b = 0 (left panel) and b ‖ zˆ (right panel)
as a function of x in the vicinity of the source. We compare R(x) for the original σ (red solid lines), 10−1σ (blue dashed lines),
10−2σ (green dotted lines), and σ = 0 (brown dot-dashed lines). The results are calculated for the no-slip BCs and y = 5 µm,
but they will remain almost the same for the free-surface BCs and weakly depend on y. The model parameters are defined in
Eqs. (53) and (54), and the no-slip BCs are assumed. Additionally, we used µ = 10 meV, µ5 = 0, and T = 2 K.
In connection to the AHE current density, let us briefly comment on the source of its spatial distribution. As is
clear from Eq. (56), it stems from the distribution of the electric field E. Indeed, when b ‖ xˆ or b ‖ yˆ, the electric
current density Jz is determined only by the y or x components of the electric field, respectively. As we saw in
Subsec. III B, Ey is large and positive (negative) near the drain (source) and Ex changes its sign near each of the
contacts. Therefore, due to the Chern–Simons terms, the electric current density in the z direction reflects the spatial
distribution of the electric field components Ex and Ey . Further, as one can see from Fig. 6, the electric field is
weakly affected by the BCs for the electron fluid velocity. Therefore, we can conclude that the measurements of the
AHE current density could provide information primarily about the electromagnetic part of the CHD. The situation
might change, however, at different values of the parameters when the effect of the fluid velocity on the electric field
becomes more pronounced.
VI. SUMMARY
In this paper, we studied a steady-state nonlocal response in Weyl semimetals in the hydrodynamic regime by using
the consistent hydrodynamic formalism. The latter includes the viscosity effects, as well as the intrinsic conductivities
in the electric and chiral current densities. Also, and, perhaps, more importantly, the formalism explicitly accounts
for the separation between the Weyl nodes in energy 2b0 and momentum 2b. They enter the total electric current
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FIG. 11: The spatial distribution of the electric current density Jz in the x-y plane. The chiral shift is b ‖ xˆ in the left
panel and b ‖ yˆ in the right one. The model parameters are defined in Eqs. (53) and (54), and the no-slip BCs are assumed.
Additionally, we used µ = 10 meV, µ5 = 0, and T = 20 K.
via the topological Chern–Simons terms in Maxwell’s equations. Thus, the consistent hydrodynamics is essentially
a hybrid theory that describes both hydrodynamic and nonhydrodynamic effects. Due to the fact that the electron
fluid is charged, these two aspects of the CHD are essentially interconnected.
By utilizing a vicinity geometry setup with the source and drain located on the same surface of a semi-infinite Weyl
semimetal slab, we found that the Chern–Simons currents profoundly affect the nonlocal response. To simplify the
analysis, we assumed that the contacts have vanishing width in one direction and are infinitely long in the other. It
is found that the chiral shift b leads to a spatial asymmetry of the electron flow in the plane normal to the contacts.
As expected, the tangential component of the flow vanishes at the surface when the no-slip boundary conditions are
employed, and it reaches a fixed value for the free-surface ones. The normal component of the electron flow velocity u
is weakly affected by the type of boundary conditions. On the other hand, its spatial dependence is strongly modified
by the chiral shift, which may lead to the backflow of the electron fluid in the vicinity of the electron source. Clearly,
the fluid flow velocity represents the hydrodynamic aspect of the consistent hydrodynamics.
We also found that the electric field E and the electric potential have asymmetric spatial distributions when the
chiral shift is parallel to the contacts. As expected, E is weakly affected by the boundary conditions for the electron
flow velocity. However, its normal and tangential components are noticeably affected by the chiral shift. In particular,
the normal component of the electric field near the electron source could become positive, leading to an attraction of
the electrons toward the surface and the formation of an electrically charged surface layer. Thus, the dependence of
E on the fluid velocity signifies that the dynamics of the electron fluid and the electromagnetic field is interconnected
in Weyl materials.
In order to probe the nonlocal response in the hydrodynamic regime, we suggested two possible observable effects:
a nonlocal surface resistance and an anomalous Hall current density in the direction parallel to the contacts. Interest-
ingly, the nontrivial topology of Weyl semimetals allows the nonlocal resistance to become asymmetric and to change
its sign when the distance between the measurement points is sufficiently large. This effect is somewhat similar to the
“negative” resistance predicted in graphene [13–16], albeit, it is driven primarily by the chiral shift, rather than the
electron viscosity. Such a result can be explained by the fact that the effects of the intrinsic conductivity overcome
those of the electron viscosity.
Further, the anomalous Hall current component parallel to the contacts reflects the spatial distribution of the
electric field and is present only when the chiral shift has nonzero components in the plane normal to the contacts.
When b is parallel to the surface and normal to the contacts, this current density has a negative value near the source
that gradually evolves into a positive one near the drain. On the other hand, it changes sign at each of the contacts
when the chiral shift is normal to the surface. In this case, one should be able to observe an electric current density of
different signs in the regions between and outside the contacts. Thus, both the nonlocal resistance and the anomalous
Hall current provide information primarily about the electromagnetic sector of the consistent hydrodynamics that
is, however, modified by the electron fluid velocity. The effects of the latter can become more pronounced under a
suitable choice of the parameters or in a different material.
Finally, let us briefly mention the key limitations of this study that should be addressed in future investigations. One
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of the most critical issues is the existence of surface Fermi arc states [65]. When the chiral shift is arbitrarily directed,
such states could, in principle, alter the nonlocal surface resistance. We believe, however, that the corresponding
effects should be minimal when b is parallel to the contacts. In addition, the role of the pseudomagnetic fields, which
could be induced near the surface of the semimetal as a result of the abrupt change of the chiral shift at the boundary
[66], should also be addressed. Such fields could potentially affect the electron flow in the vicinity of the surface.
Finally, in this study, we assumed that the diffusive currents related to the chemical potential gradient are weak and
the effects of the thermoconductivity on the fluid flow can be neglected. A detailed investigation of the corresponding
effects will be considered elsewhere.
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