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Abstrat
In the thesis we take the split hain approah to analyzing Markov hains
and use it to establish xed-width results for estimators obtained via Markov
hain Monte Carlo proedures (MCMC). Theoretial results inlude nees-
sary and suient onditions in terms of regeneration for entral limit the-
orems for ergodi Markov hains and a regenerative proof of a CLT version
for uniformly ergodi Markov hains with Epif
2 <∞. To obtain asymptoti
ondene intervals for MCMC estimators, strongly onsistent estimators
of the asymptoti variane are essential. We relax assumptions required to
obtain suh estimators. Moreover, under a drift ondition, nonasymptoti
xed-width results for MCMC estimators for a general state spae setting
(not neessarily ompat) and not neessarily bounded target funtion f are
obtained. The last hapter is devoted to the idea of adaptive Monte Carlo
simulation and provides onvergene results and law of large numbers for
adaptive proedures under path-stability ondition for transition kernels.
Keywords and phrases: Markov hain, MCMC, adaptive Monte
Carlo, split hain, regeneration, drift ondition, (ε−α)−approximation,
ondene intervals, asymptoti ondene intervals, entral limit
theorem, law of large numbers
AMS Subjet Classiation: 60J10, 60J05, 60F15, 60F05
3
Streszzenie
W pray przedstawione s¡ rezultaty dotyz¡e estymaji staªopreyzyjnej
dla algorytmów Monte Carlo opartyh na ªa«uhah Markowa (MCMC).
Podstawow¡ tehnik¡ w analizie ªa«uhów Markowa i zwi¡zanyh z nimi
proedur MCMC, jest ªa«uh rozszzepiony i regeneraja, o prowadzi do
konieznego i dostateznego warunku w terminah regeneraji dla entral-
nego twierdzenia graniznego dla ergodyznyh ªa«uhów Markowa. Do-
datkowym rezultatem jest regenerayjny dowód CTG dla jednostajnie er-
godyznyh ªa«uhów Markowa przy zaªo»eniu Epif
2 < ∞. Aby otrzyma¢
asymptotyzne przedziaªy ufno±i za pomo¡ algorytmów MCMC koniezna
jest m.in. mono zgodna estymaja warianji asymptotyznej. Osªabiamy
znane zaªo»enia wymagane do konstrukji takih estymatorów. Przy zaªo»e-
niu warunku dryfu, ale bez zaªo»e« o ogranizono±i funkji podaªkowej
f i zwarto±i przestrzeni stanów, otrzymujemy nieasymptotyzn¡ estymaj
staªopreyzyjn¡. Ostatni rozdziaª po±wiony jest proedurom adaptayjnym,
a uzyskane tam wyniki dotyz¡e zbie»no±i i prawa wielkih lizb zakªadaj¡
stabilno±¢ operatorów przej±ia wzgldem trajektorii.
Sªowa kluzowe: ªa«uh Markowa, MCMC, adaptayjne Monte
Carlo, ªa«uh rozszzepiony, regeneraja, warunek dryfu, (ε −
α)−aproksymaja, przedziaªy ufno±i, asymptotyzne przedziaªy ufno±i,
entralne twierdzenie granizne, prawo wielkih lizb
Klasykaja tematyzna wg. AMS: 60J10, 60J05, 60F15, 60F05
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Chapter 1
Introdution
In this hapter we give some bakground for results presented in later hap-
ters and introdue main ideas behind the thesis in an informal way. There-
fore mathematial rigour will not always be our priority here. We start with
dening the problem addressed by Markov hain Monte Carlo methods in
Setion 1.1 and proeed to desribing typial sampling shemes and MCMC
algorithms (the Metropolis algorithm and the Gibbs sampler) in Setion 1.2.
Setion 1.3 provides an overview of the results of the thesis.
1.1 Markov Chain Monte Carlo
Let X be a region in a possibly high-dimensional spae, and let f be a real
valued funtion on X . Moreover onsider a probability distribution pi with
density p with respet to some standard measure dx, usually either Lebesque
or ounting measure, i.e. pi(dx) = p(x)dx. An essential part of many problems
in Bayesian inferene, statistial physis and ombinatorial enumeration is
the omputation of analytially intratable integral
I = Epif = pif =
∫
X
f(x)pi(dx), (1.1)
where p and thus pi is known up to a normalizing onstant and diret simula-
tion from pi is not feasible (see e.g. [Casella & Robert 1999℄, [Liu, JS 2001℄).
The ommon approah to this problem is to simulate an ergodi Markov hain
(Xn)n≥0, using a transition kernel P , with stationary distribution pi, whih
ensures the onvergene in distribution of Xn to a random variable from pi.
7
Thus, for a "large enough" t, Xn for n ≥ t an be onsidered as having
distribution approximately equal to pi. Sine a simple and powerful algo-
rithm for onstruting suh a Markov hain has been introdued in 1953 by
Metropolis et al. in the very seminal paper [Metropolis et al. 1953℄, various
sampling shemes and approximation strategies for estimating the unknown
value of I have been developed and analyzed ([Niemiro & Pokarowski 2007℄,
[Liu, JS 2001℄, [Casella & Robert 1999℄). The method is referred to as Markov
hain Monte Carlo (MCMC).
To avoid problems with integrating funtions with respet to probabil-
ity distributions with unknown normalizing onstants, Bayesian statistiians
used to restrit attention to onjugate priors (see e.g. [Robert 1994℄). This
onept, although tehnially appealing, deprives the bayesian approah of
exibility whih is one of its main strengths. Also, when building omplex
models with many parameters (as in the example of Setion ??), even us-
ing onjugate priors usually leads to intratable multidimensional posterior
distributions.
The invention of MCMC has transformed dramatially Bayesian infer-
ene sine it allows pratitioners to sample from ompliated posterior dis-
tributions and to integrate funtions with respet to these distributions.
Thus Bayesian inferene beame a feasible and powerful approah for pra-
titioners and now reeives immense attention from the statistis ommunity
([Roberts & Rosenthal 2005℄,[Casella & Robert 1999℄).
In addition to their importane for appliations, MCMC algorithms rise
numerous questions related to Markov hains and probability. It is ruial
to understand the nature and speed of onvergene of the distribution of Xn
to pi as n→∞.
1.2 Sampling Shemes and MCMC Algorithms
Before we proeed to the desription of MCMC algorithms let us reall the
independent Monte Carlo solution to the problem in (1.1) when simulating
from pi is feasible. In this ase one takes i.i.d. random variables Xi, . . . , Xn ∼
pi and estimates I by
Iˆn =
1
n
n∑
i=1
f(Xi). (1.2)
Remark 1.2.1. Basi properties of the independent Monte Carlo estimation
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are very easy to obtain.
• If I exists then Iˆn is its unbiased and (by the weak law of large numbers)
onsistent estimate.
• Furthermore, if pif 2 <∞, then by the lassial Central Limit Theorem
√
n(Iˆ − I) d→ N(0, pif 2 − (pif)2).
• Condene intervals for I an be obtained e.g. by the Chebyshev in-
equality
P (|Iˆn − I| ≥ ε) ≤ pif
2 − (pif)2
nε2
,
provided that the variane pif 2 − (pif)2 an be bounded a priori.
• Asymptoti ondene intervals an be derived from the CLT,
P (|Iˆn − I| ≥ ε) . 2− 2Φ
( √
nε√
pif 2 − (pif)2
)
,
and eetively omputed using a onsistent estimate or an upper bound
of pif 2 − (pif)2.
Assume now the MCMC setting, where no eient proedure for sam-
pling independent random variables from pi is available. Let (Xn)n≥0 be an
ergodi Markov hain on X with transition kernel P and stationary limit-
ing distribution pi. Let pi0 denote the initial distribution of the hain, i.e.
X0 ∼ pi0. The distribution of Xt is pit = pi0P t → pi, but X0, X1, . . . are
dependent random variables and (1.2) is no longer an obvious and easy to
analyze estimator. There are several possible strategies (f. [Geyer 1992℄,
[Niemiro & Pokarowski 2007℄, [Chan & Yue 1996℄, [Liu, JS 2001℄, [Casella & Robert 1999℄).
• Estimation Along one Walk. Use average along a single trajetory of
the underlying Markov hain and disard the initial part to redue bias.
In this ase the estimate is of the form
Iˆt,n =
1
n
t+n−1∑
i=t
f(Xi) (1.3)
and t is alled the burn-in time.
9
• Estimation Along one Walk with Spaing. Disard the initial part of a
single trajetory to redue bias and then take every s−th observation
to redue orrelation. In this ase the estimate is of the form
Iˆt,n,s =
1
n
t+n−1∑
i=t
f(Xis) (1.4)
and s is alled the spaing parameter.
• Multiple Run. Use average over nal states of multiple independent
runs of the hain. Thus we need rst to simulate say n trajetories of
length say t:
X
(1)
0 , X
(1)
1 . . . , X
(1)
t ,
.
.
.
X
(n)
0 , X
(n)
1 . . . , X
(n)
t ,
and for an estimate we take
Iˆt,n =
1
n
n∑
m=1
f(X
(m)
t ), (1.5)
where m numbers the independent runs of the hain and t should be
large enough to redue bias.
• Median of Averages. Use median of multiple independent shorter runs.
Here we simulate
 Simulate m independent runs of length t + n of the underlying
Markov hain,
X
(k)
0 , . . . , X
(k)
t+n−1, k = 1, . . . , m.
 Calulate m estimates of I, eah based on a single run,
Iˆk = Iˆ
(k)
t,n =
1
n
t+n−1∑
i=t
f(X
(k)
i ), k = 1, . . . , m.
 For the nal estimate take
Iˆ = med{Iˆ1, . . . , Iˆm}.
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The one walk estimators are harder to analyze sine both Xt, . . .Xt+n−1 and
Xts, . . .X(t+n−1)s are not independent, whereas X
(1)
t , . . . , X
(m)
t are. Yet one
walk strategies are believed to be more eient and are usually the pra-
titioners' hoie. Some preise results omparing the rst three estimators
under ertain assumptions are available and onrm the pratitioners' intu-
ition. We refer to them later.
For eah hoie of estimation strategy additional questions arise, sine one
has to deide how to hose parameters t, n or t, n, s or t, n,m respetively,
that assure good quality of estimation. This hoie must learly depend on
how one denes the desired quality of estimation.
Moreover, we see from the above that MCMC requires a Markov hain
on X whih is easily run on a omputer, and whih has pi as its stationary
limiting distribution. It may be a bit surprising that there exist reasonably
general reipes for onstruting suh a hain that onverges to pi in most
settings of pratial interest.
1.2.1 The Metropolis Algorithm
The Metropolis algorithm has been introdued by Metropolis et al. in [Metropolis et al. 1953℄.
Let Q be a transition kernel of any other Markov hain that is easily simu-
lated on a omputer. Reall that pi(·) has a density pi(dx) = p(x)dx, with
possibly unknown normalizing onstant. Let also Q(x, ·) have a density
Q(x, dy) = q(x, y)dy. These densities are taken with respet to some σ−nite
referene measure dx, whih typially is the Lebesgue measure on Rd, how-
ever other settings are possible, inluding ounting measures on disrete state
spaes.
The Metropolis algorithm proeeds as follows.
1. Draw X0 from an initial distribution pi0 (typially pi0 = δx0 for some
x0 ∈ X ).
2. Given Xn draw a proposal Yn+1 from Q(Xn, ·).
3. Set
Xn+1 =
{
Yn+1 with probability α(Xn, Yn+1),
Xn with probability 1− α(Xn, Yn+1),
where
α(x, y) := min
{
1,
p(y)q(y, x)
p(x)q(x, y)
}
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(Also, set α(x, y) = 1 whenever p(x)q(x, y) = 0.)
4. Replae n by n + 1 and go to 2.
Note that one only has to ompute the ratio of densities p(y)/p(x), and
hene the unknown normalizing onstant for pi in the aeptane probability
α(x, y) simplies and one does not need to know it to run the hain.
Choosing the proposal density is another question that arises when imple-
menting the Metropolis algorithm and dierent ways of doing it lead to dier-
ent lasses of algorithms. Typial lasses inlude (see e.g. [Roberts & Rosenthal 2005℄)
• Symmetri Metropolis Algorithm. In this ase q(x, y) = q(y, x) and
hene α(x, y) = min{1, pi(y)
pi(x)
}.
• Random Walk Metropolis-Hastings. In this ase q(x, y) = q(y − x).
• Independene Sampler. In this ase the proposal does not depend on
x, i.e. q(x, y) = q(y).
• Langevin Algorithm. Where Q(Xn, ·) = N(Xn + (δ/2)∇ logpi(Xn), δ)
for some δ > 0.
1.2.2 The Gibbs Sampler
The Gibbs Sampler is suitable in a setting where X is a produt spae. For
simpliity we suppose in this setion that X is an open subset of Rd, and
write x = (x1, . . . , xd).
The i−th omponent Pi of the Gibbs sampler P replaes xi by a draw
from the onditional distribution pi(xi|x1, . . . , xi−1, xi+1, . . . , xd).
To state it more formally let, similarly as in [Roberts & Rosenthal 2005℄,
Sx,i,a,b = {y ∈ X ; yj = xj for j 6= i, and a ≤ yi ≤ b}.
And
Pi(x, Sx,i,a,b) =
∫ b
a
p(x1, . . . , xi−1, t, xi+1, . . . , xd)dt∫∞
−∞ p(x1, . . . , xi−1, t, xi+1, . . . , xd)dt
. (1.6)
Now the deterministi san Gibbs sampler uses the transition kernel
P = P1P2 · · ·Pd, (1.7)
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i.e. updates the oordinates of Xn in a systemati way, one after another,
with draws from full onditional distributions.
On the other hand the random san Gibbs sampler hoses a oordinate
uniformly at random and performs its update, i.e. it uses the transition
kernel
P =
1
d
d∑
i=1
Pi. (1.8)
In the example of Setion 5.6 drawing from onditional distributions will
be straightforward and in fat this is often the ase for bayesian posterior
distributions. However, if this step is infeasible, then instead of using Pi as
dened in (1.6), one performs one step of a Metropolis algorithm designed to
update i−th oordinate. Suh a proedure is then alled Metropolis within
Gibbs algorithm.
1.3 Overview of the Results
Existing literature on Markov hains and their appliations to Markov hain
Monte Carlo proedures is to large extent foused on obtaining bounds on
onvergene rates to the stationary distribution ([Baxendale 2005℄, [Dou et al. 2003℄,
[Jones & Hobert 2004℄, [Roberts & Tweedie 1999℄, [Rosenthal 1995b℄) and on
asymptotial results for MCMC estimators ([Jones et al. 2006℄, [Kipnis & Varadhan 1986℄,
[Meyn & Tweedie 1993℄). However, when analyzing MCMC estimators, re-
sults on the rate of onvergene to the stationary distribution allow only
to keep bias in ontrol and do not translate in a straightforward way into
bounds on the mean square error or ondene intervals. Moreover, asymp-
toti results may turn out useless in pratie and may even be misleading
([Roberts & Rosenthal 2005℄).
The main goal of this thesis is to obtain xed-width results for an esti-
mator, say Iˆ , based on an MCMC algorithm. In partiular we strive for the
(ε− α)−approximation, i.e.
P (|Iˆ − I| ≥ ε) ≤ α, (1.9)
where ε is the desired quality of estimation and α is the ondene level.
In analyzing Markov hains and estimators based on MCMC proedures
we take the regenerative approah based on the split hain. The split hain
onstrution allows to divide the Markov hain trajetory into independent
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or 1−dependent bloks and turns out to be an extremely powerful tehnique
with wide range of appliations. The approah has been introdued indepen-
dently in [Athreya & Ney 1978℄ and [Nummelin 1978℄ and immensely devel-
oped in [Nummelin 1984℄ and [Meyn & Tweedie 1993℄. We give the basis of
the approah in Chapter 2.
Results related to (1.9) are known in literature for disrete state spae X
and bounded funtion f ([Aldous 1987℄, [Gillman 1998℄, [León & Perron 2004℄).
For general state spae X , and uniformly ergodi Markov hains (whih in
pratie implies that X is ompat) and bounded funtion f, exponential
inequalities are available (due to [Glynn & Ormoneit 2002℄ and an improved
result due to [Kontoyiannis at al. 2005℄) thus (ε−α)−approximation an be
easily dedued.
For a general, not neessarily ompat, state spae X (or equivalently,
not uniformly ergodi hains) and unbounded funtion f (whih is e.g. the
ase when omputing bayesian estimators for a quadrati loss funtion) no
nonasymptoti results of type (1.9) are available. Fixed-width estimation is
performed by deriving asymptoti ondene intervals based on
Iˆn =
1
n
n−1∑
i=0
f(Xi).
This onstrution requires two steps. First requirement is that a entral limit
theorem must hold, i.e.
Iˆn − I√
n
d−→ N(0, σ2f ), (1.10)
where σ2f < ∞ is the asymptoti variane. The seond step is to obtain
a strongly onsistent estimator σˆ2f of σ
2
f . Reent paper [Jones et al. 2006℄
presents the state of the art approah to the problem.
Results of Chapter 3 and Chapter 4 are related to this methodology.
In Chapter 3, based on [Bednorz, Lataªa & atuszy«ski 2008℄, a nees-
sary and suient ondition in terms of regeneration for a entral limit theo-
rem for funtionals of ergodi Markov hains (as dened in (1.10) have been
obtained. It turns out, that the CLT holds if and only if exursions be-
tween regenerations are square integrable. An additional result of Chapter
3 is a solution to the open problem posed in [Roberts & Rosenthal 2005℄,
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i.e. a regeneration proof of a CLT for uniformly ergodi Markov hains with
Epif
2 <∞.
Chapter 4, based on [Bednorz & atuszy«ski 2007℄, is devoted to relaxing
assumptions for strongly onsistent estimators of σ2f . Results of Chapter 4
improve the methodology of [Jones et al. 2006℄.
In Chapter 5 nonasymptoti results of type (1.9) are obtained for nonom-
pat state spae X and without assuming boundedness of the target funtion
f.
More preisely, the goal of this hapter is to analyze estimation along one
walk
Iˆt,n =
1
n
t+n−1∑
i=t
f(Xi) (1.11)
of the unknown value I under the following drift ondition towards a small
set.
(A.1) Small set. There exist C ∈ B(X ), β˜ > 0 and a probability measure ν
on (X ,B(X )) suh that for all x ∈ C and A ∈ B(X )
P (x,A) ≥ β˜ν(A).
(A.2) Drift. There exist a funtion V : X → [1,∞) and onstants λ < 1 and
K <∞ satisfying
PV (x) ≤
{
λV (x), if x /∈ C,
K, if x ∈ C.
(A.3) Aperiodiity. There exists β > 0 suh that β˜ν(C) ≥ β.
Under this assumption we provide expliit lower bounds on the burn-in time t
and the length of simulation n that guarantee (ε−α)−approximation. These
bounds depend only and expliitly on the estimation parameters ε and α,
drift parameters β˜, β, λ,K and the the V−norm of the target funtion f, i.e.
|f 2|V = supx f 2(x)/V (x).
Moreover we analyze also estimation by the median of averages intro-
dued in the previous setion. It turns out that for small α sharper bounds
on the total simulation ost needed for (ε − α)-approximation are available
in this ase by a simple exponential inequality.
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The results of Chapter 5 have been applied for Gibbs samplers for a
Hierarhial Random Eets Model of pratial interest enabling nonasymp-
toti xed-width analysis of this model. In partiular this extends the results
form [Jones & Hobert 2004℄, where burn in bounds in terms of total variation
norm have been established for this model.
Chapter 6 deals with a slightly dierent topi, namely adaptive proe-
dures. The idea is to modify the transition kernel based on the information
olleted during the simulation. This usually leads to a stohasti proess
that are not Markov hains any more and are less tratable theoretially.
On the other hand, an adaptive proedure at time n as allowed to make use
of an additional information: the sample trajetory up to time n. Clearly
the lass of stohasti proesses used for simulation is bigger. Thus a smart
use of the idea may lead to improvements in estimation quality. Simula-
tions onrm this expetations and numerial examples for numerous spe-
i algorithms outperform lassial proedures [Roberts & Rosenthal 2006℄,
[Kohn & Nott 2005℄. An important example of the appliation of adaptive
shemes is the Metropolis algorithm with multivariate normal proposal. In
this ase adaptation allows for automated hoie of the ovariane matrix for
the proposal distribution [Athadé & Rosenthal 2005℄. Theoretial results on
onvergene and quality of estimation for adaptive proedures are very mod-
est so far. Typial onditions that allow for investigation of onvergene are
alled diminishing adaptation will be provided in Chapter 6. Time stability
onditions for transition kernels assumed in ([Athadé & Rosenthal 2005℄,
[Kohn & Nott 2005℄) t into the diminishing adaptation framework. Intu-
itively time stability means that the adaptive proess approahes a time
homogeneous Markov hain.
In Chapter 6 we prove two results a onvergene rate theorem and a law of
large numbers for adaptive shemes. For both results we assume a path sta-
bility ondition for transition kernels whih is weaker then the time stability
ondition, assumed in [Athadé & Rosenthal 2005℄ to prove similar results.
The path stablity ondition results from time stability ondition by the tri-
angle inequality and intuitively means that the adaptive proess approahes
a time in-homogeneous Markov hain.
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Chapter 2
Some Markov Chains
In this hapter we give some basi denitions and fats about stationarity
and ergodiity of Markov hains that justify the Metropolis algorithm and the
Gibbs sampler of Setion 1.2 and provide grounds for the MCMC methodol-
ogy. Next we outline the regeneration onstrution and the split hain and
introdue typial objets and tools useful in for analyzing regenerative hains.
Systemati, appliations driven development of Markov hains theory via re-
generation an be found e.g. in [Meyn & Tweedie 1993℄ and [Nummelin 1984℄
that onstitute an immense body of work. Hene we we do not attempt a sys-
temati treatment of the Markov hain theory here and this hapter, based on
[Meyn & Tweedie 1993℄, [Nummelin 1984℄, [Roberts & Rosenthal 2005℄ and
[Nummelin 2002℄ is nothing more then a plae for notions and tools frequently
used in later hapters.
2.1 Stationarity and Ergodiity
Although majority of the results we desribe arry over to the setting where
X is a general set and B(X ) is a ountably generated σ−algebra (see e.g.
[Meyn & Tweedie 1993℄), in our appliations driven development we believe
Polish spaes oer more then suient generality and a grat deal of omfort.
Thus, if not stated otherwise, the state spae X shall be a Polish and B(X )
shall denote the Borel σ−algebra on X . A transition kernel P on (X ,B(X ))
is a map P : X × B(X )→ [0, 1], suh that
• for any xed A ∈ B(X ) the funtion P (·, A) is measurable,
17
• for any xed x ∈ X the funtion P (x, ·) is a probability measure on
(X ,B(X )).
For a probability measure µ and a transition kernel Q, by µQ we denote
a probability measure dened by
µQ(·) :=
∫
X
Q(x, ·)µ(dx),
furthermore if g is a real-valued measurable funtion on X let
Qg(x) :=
∫
X
g(y)Q(x, dy)
and
µg :=
∫
X
g(x)µ(dx).
We will also use Eµg for µg, espeially if µ = δx we will write Exg. For
transition kernels Q1 and Q2, Q1Q2 is also a transition kernel dened by
Q1Q2(x, ·) :=
∫
X
Q2(y, ·)Q1(x, dy).
Let (Xn)n≥0 denote a time homogeneous Markov hain on X evolving
aording to the transition kernel P, i.e. suh that L(Xn+1|Xn) = P (Xn, ·).
By pi0 denote the distribution of X0, i.e. the initial distribution of the hain.
Then, using the above notation the distribution of Xn is pin = pi0P
n. In
partiular, if pi = δx, then Xn is distributed as pin = δxP
n = P n(x, ·). Clearly
the behavior of pin is of our vital interest.
We say that a probability distribution pi is stationary for P, if piP = pi.
A ruial notion related to stationarity via Proposition 2.1.2 is reversibility.
Denition 2.1.1. A Markov hain on a state spae X with transition kernel
P is reversible with respet to a probability distribution pi on X , if∫
A
P (x,B)pi(dx) =
∫
B
P (y, A)pi(dy), for all A,B ∈ B(X )
we shall write equivalently
pi(dx)P (x, dy) = pi(dy)P (y, dx), for all x, y ∈ X .
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Proposition 2.1.2. If a Markov hain with transition kernel P is reversible
with respet to pi, then pi is stationary for P.
Proof.
piP (A) =
∫
X
P (x,A)pi(dx) =
∫
A
P (y,X )pi(dy) =
∫
A
pi(dy) = pi(A).
It is straightforward to hek that the aeptane probability α(x, y) of
the Metropolis algorithm of Setion 1.2.1 makes the proedure reversible with
respet to pi and thus it has pi as its stationary distribution.
Also the i−th omponent Pi of the Gibbs sampler of Setion 1.2.2 is a
speial ase of the Metropolis algorithm (with α(x, y) = 1) and hene pi
is stationary for Pi. This implies that the random san Gibbs sampler is
reversible and has pi as its stationary distribution. The deterministi san
Gibbs sampler usually is not reversible, however sine pi is stationary for eah
Pi, it is also stationary for P.
Obviously stationarity is not enough for the appliations in question sine
it does not even imply pin → pi (see [Roberts & Rosenthal 2005℄ for exam-
ples), not to mention justifying any of the estimation shemes (1.3-1.5). One
needs some more assumptions and notions to investigate onvergene of pin
to pi and properties of estimation strategies of previous setions.
In partiular the total variation distane is a very ommon tool to evaluate
distane between two probability measures µ1 and µ2 and is dened as
‖µ1 − µ2‖tv = sup
A∈B(X )
|µ1(A)− µ2(A)|. (2.1)
We shall distinguish between the two following types of onvergene to pi.
lim
n→∞
‖P n(x, ·)− pi‖tv = 0, for pi−almost every x ∈ X , (2.2)
lim
n→∞
‖P n(x, ·)− pi‖tv = 0, for all x ∈ X . (2.3)
φ−irreduibility and aperiodiity are properties that guarantee onvergene
in (2.2).
Denition 2.1.3. AMarkov hain (X)n≥0 with transition kernel P is φ−irreduible
if there exists a non-zero σ−nite measure φ on X suh that for all A ⊆ X
with φ(A) > 0, and for all x ∈ X , there exists a positive integer n = n(x,A)
suh that P n(x,A) > 0.
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Denition 2.1.4. A Markov hain (X)n≥0 with transition kernel P and
stationary distribution pi is periodi with period d ≥ 2 if there exist disjoint
subsets X0, . . . ,Xd−1 ⊆ X suh that pi(X1) > 0 and for all 0 ≤ i ≤ d − 1,
and for all x ∈ Xi, P (x,Xi+1 mod d) = 1. And d is maximal for the property.
Otherwise the hain is alled aperiodi.
Theorem 2.1.5. If a Markov hain (X)n≥0 with transition kernel P and
stationary distribution pi on a state spae X is φ−irreduible and aperiodi,
then (2.2) holds.
Moreover, if a funtion f : X → R is suh that pi(|f |) < ∞, then a strong
law of large numbers holds in the following sense
1
n
n−1∑
i=0
f(Xi)→ pif, as n→∞, w.p. 1. (2.4)
The foregoing onvergene result is one of many possible formulations. A
proof of the rst part an be found in [Roberts & Rosenthal 2005℄ Setion 4.6
and the strong law of large numbers part results e.g. from Theorem 17.0.1 of
[Meyn & Tweedie 1993℄. Theorem 2.1.5 is widely appliable to MCMC algo-
rithms. The Metropolis algorithm and the Gibbs samplers of Setion 1.2 are
designed preisely so that pi is stationary. Also, it is usually straightforward
to verify that the hain is aperiodi and φ−irreduible with e.g. φ being the
Lebesgue measure or φ = pi.
The following example due to C. Geyer (f. [Roberts & Rosenthal 2005℄)
provides a simple Markov hain that exhibits a bad behavior on a null set.
Example 2.1.6. Let X = {1, 2, . . . } and dene transition probabilities by
P (1, {1}) = 1, and for x ≥ 2, let P (x, {1}) = 1/x2 and P (x, {x + 1}) =
1−1/x2. Then the hain is aperiodi and pi = δ1 is the invariant distribution.
The hain is also pi−irreduible. However, if X0 = x ≥ 2, then P (Xn =
x+ n for all n) > 0, and ‖P n(x, ·)− pi(·)‖9 0. Thus the onvergene holds
only for x = 1 whih in this ase is pi−a.e. x ∈ X .
To guarantee onvergene for all x ∈ X , as in (2.3) one needs to assume
slightly more, namely Harris reurrene.
Denition 2.1.7 (Harris Reurrene). A Markov hain (Xn)n>0 with tran-
sition kernel P and stationary probability measure pi is Harris reurrent if
for all A ∈ B(X ), suh that pi(A) > 0, and all x ∈ X , the hain started at x
will eventually reah A with probability 1, i.e. P (∃n : Xn ∈ A|X0 = x) = 1.
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Theorem 2.1.8. Ergodiity as dened in (2.3) in equivalent to Harris re-
urrene and aperiodiity.
The foregoing Theorem 2.1.8 results form Proposition 6.3 in [Nummelin 1984℄.
Harris reurrent and aperiodi hains are often referred to as Harris ergodi.
The speed of onvergene in (2.2) or (2.3) is another natural riterion for
lassifying hains. Geometrially ergodi and uniformly ergodi hains are of
partiular interest.
Denition 2.1.9 (Uniform Ergodiity and Geometri Ergodiity). We say
that a Markov hain (Xn)n≥0 with transition kernel P and stationary distri-
bution pi is
• geometrially ergodi, if ‖P n(x, ·) − pi(·)‖tv ≤ M(x)ρn, for some ρ < 1
and M(x) <∞ pi−almost everywhere,
• uniformly ergodi, if ‖P n(x, ·) − pi(·)‖tv ≤ Mρn, for some ρ < 1 and
M <∞,
The dierene between geometri ergodiity and uniform ergodiity is
that M may depend on the initial state x. Obviously, if a hain is geometri-
ally ergodi andM(x) is a bounded funtion, then the hain is also uniformly
ergodi. In partiular, if the state spae is nite, then every geometrially
ergodi Markov hain is uniformly ergodi. (And from the standard theory
of disrete state spae Markov hains we know that every ergodi hain is
uniformly ergodi.) Verifying uniform or geometri ergodiity is in general
nontrivial and we will refer to it later. An interesting result for the algo-
rithms presented in Chapter 1 is for example that a symmetri random-walk
Metropolis algorithm is geometrially ergodi if and only if pi has nite ex-
ponential moments, as shown in [Mengersen & Tweedie 1996℄.
Sine in the sequel we deal with integrals of unbounded funtions f with
respet to probability measures, the very ommon total variation distane
dened by (2.1) is in this ase inappropriate for measuring distanes between
probability measures and we need to introdue the V−norm and V−norm
distane.
Let V : X → [1,∞) be a measurable funtion. For measurable funtion
g : X → R dene its V-norm as
|g|V := sup
x∈X
|g(x)|
V (x)
.
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To evaluate the distane between two probability measures µ1 and µ2 we use
the V-norm distane, dened for probability measures µ1 and µ2 as
‖µ1 − µ2‖V := sup
|g|≤V
|µ1g − µ2g| .
Note that for V ≡ 1 the V−norm distane || · ||V amounts to the total
variation distane, i.e. ‖µ1 − µ2‖V = 2 supA∈B(X ) |µ1(A) − µ2(A)| = 2||µ1 −
µ2||tv. Finally for two transition kernels Q1 and Q2 the V-norm distane
between Q1 and Q2 is dened by
|||Q1 −Q2|||V :=
∣∣‖Q1(x, ·)−Q2(x, ·)‖V ∣∣V = sup
x∈X
‖Q1(x, ·)−Q2(x, ·)‖V
V (x)
.
For a probability distribution µ, dene a transition kernel µ(x, ·) := µ(·),
to allow for writing |||Q− µ|||V and |||µ1 − µ2|||V . Dene also the following
Banah spae
BV := {f : f : X → R, |f |V <∞}.
Now if |||Q1 −Q2|||V <∞, then Q1 −Q2 is a bounded operator from BV to
itself, and |||Q1 − Q2|||V is its operator norm. See [Meyn & Tweedie 1993℄
Chapter 16 for details.
Now we are in a position to introdue the V−uniform ergodiity.
Denition 2.1.10 (V−uniform ergodiity). We say that a Markov hain
(Xn)n≥0 with transition kernel P and stationary distribution pi is V−uniformly
ergodi, if
|||P n − pi|||V → 0, as n→∞. (2.5)
Moreover, sine ||| · |||V is an operator norm (2.5) is equivalent to
|||P n − pi|||V ≤Mρn, for some M <∞ and ρ < 1. (2.6)
2.2 Small Sets and the Split Chain
The regeneration onstrution has been invented independently by [Nummelin 1978℄
and [Athreya & Ney 1978℄ and is now a very elebrated tehnique. The de-
velopment of this approah resulted in intuitive and rather simple proofs
of most results about Markov hains and enabled better understanding and
rapid progress of the theory. In this setion we provide the basis of the
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regeneration and split hain onstrution needed for the following hapters.
Systemati development of the theory an be found in [Nummelin 1984℄ and
[Meyn & Tweedie 1993℄ whih we exploit here.
We begin with the following denition of an atom.
Denition 2.2.1 (Atom). A set B ∈ B(X ) is alled an atom for a Markov
hain (X)n≥0 with transition kernel P if there exists a probability measure
ν on B(X ), suh that for all x ∈ B,
P (x, ·) = ν(·).
If the Markov hain is ψ−irreduible and ψ(B) > 0 then B is alled an
aessible atom.
A single point x ∈ X is always an atom. For a disrete state spae
irreduible Markov hain every single point is an aessible atom. Muh of
the disrete state spae theory is developed by studying Markov hain tours
between onseutive visits to a distinguished atom c ∈ X . On a general state
spae aessible atoms typially do not exist. However suh atoms an be
artiially onstruted. First we provide a general version of a minorization
ondition that enables this onstrution.
Denition 2.2.2 (Minorization Condition - a general version). Let s : X →
[0, 1] be a funtion for whih Epis > 0 and there exists an m > 0 and suh a
probability measure νm on B(X ), that for all x ∈ X ,
Pm(x, ·) ≥ s(x)νm(·). (2.7)
However, a speial ase of this ondition with s(x) = εIC(x) usually turns
out to be as powerful as the general version and is often more suitable to work
with.
Denition 2.2.3 (Small Set). A set C ∈ B(X ) is νm−small, if there exist
m > 0, ε > 0, and a probability measure νm on B(X ), suh that for all x ∈ C,
Pm(x, ·) ≥ ενm(·). (2.8)
Remark 2.2.4. Theorem 5.2.2 of [Meyn & Tweedie 1993℄ states that any ψ−irreduible
Markov hain is well-endowed with small sets C of positive measure ψ and
suh that νm(C) > 0. Sine ergodi Markov hains are pi−irreduible, for an
ergodi hain a small set C with pi(C) > 0 and νm(C) > 0 always exists.
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Denition 2.2.3 and Remark 2.2.4 imply the following minorization on-
dition.
Denition 2.2.5 (Minorization Condition). For some ε > 0, some C suh
that ψ(C) > 0, and some probability measure νm with νm(C) = 1 we have
for all x ∈ C,
Pm(x, ·) ≥ ενm(·). (2.9)
The minorization ondition (2.9) allows for onstruting the split hain
for (Xn)n≥0 whih is the entral objet of the approah (see Setion 17.3
of [Meyn & Tweedie 1993℄ for a detailed desription). Let (Xnm)n≥0 be the
m−skeleton of (Xn)n≥0, i.e. a Markov hain evolving aording to them−step
transition kernel Pm. The minorization ondition allows to write Pm as a
mixture of two distributions:
Pm(x, ·) = εIC(x)νm(·) + [1− εIC(x)]R(x, ·), (2.10)
where R(x, ·) = [1 − εIC(x)]−1[P (x, ·) − εIC(x)νm(·)]. Now let (Xnm, Yn)n≥0
be the split hain of the m−skeleton i.e. let the random variable Yn ∈ {0, 1}
be the level of the splitm−skeleton at time nm. The split hain (Xnm, Yn)n≥0
is a Markov hain that obeys the following transition rule Pˇ .
Pˇ (Yn = 1, X(n+1)m ∈ dy|Yn−1, Xnm = x) = εIC(x)νm(dy) (2.11)
Pˇ (Yn = 0, X(n+1)m ∈ dy|Yn−1, Xnm = x) = (1− εIC(x))R(x, dy), (2.12)
and Yn an be interpreted as a oin toss indiating whether X(n+1)m given
Xnm = x should be drawn from νm(·) - with probability εIC(x) - or from
R(x, ·) - with probability 1− εIC(x).
Obviously (Xnm, Yn)n≥0, i.e. the split hain of them−skeleton is a Markov
hain and the ruial observation follows from the Bayes rule, namely the set
αˇ := C × {1} is an aessible atom for this hain.
One obtains the split hain (Xk, Yn)k≥0,n≥0 of the initial Markov hain
(Xn)n≥0 by dening appropriate onditional probabilities. To this end let
Xnm0 = {X0, . . . , Xnm−1} and Y n0 = {Y0, . . . , Yn−1}.
Pˇ (Yn = 1, Xnm+1 ∈ dx1, . . . , X(n+1)m−1 ∈ dxm−1, X(n+1)m ∈ dy| (2.13)
|Y n0 , Xnm0 ;Xnm = x) =
εIC(x)νm(dy)
Pm(x, dy)
P (x, dx1) · · ·P (xm−1, dy),
Pˇ (Yn = 0, Xnm+1 ∈ dx1, . . . , X(n+1)m−1 ∈ dxm−1, X(n+1)m ∈ dy| (2.14)
|Y n0 , Xnm0 ;Xnm = x) =
(1− εIC(x))R(x, dy)
Pm(x, dy)
P (x, dx1) · · ·P (xm−1, dy),
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where
νm(dy)
Pm(x,dy)
and
R(x,dy)
Pm(x,dy)
are Radon-Nykodym derivatives. Note that the
marginal distribution of (Xk)k≥0 in the split hain is that of the underlying
Markov hain with transition kernel P.
An important haraterization of the invariant measure obtained via the
splitting tehnique is a generalization of the Ka's Theorem, namely Theorem
2.2.8, whih is the key onlusion of Chapter 10 in [Meyn & Tweedie 1993℄.
Let
U(x,A) :=
∞∑
n=1
P n(x,A) = Ex
( ∞∑
n=1
IA(Xn)
)
and for a measure ψ dene
B+(X ) := {A ∈ B(X ) : ψ(A) > 0}.
Denition 2.2.6 (Reurrent Chains). A hain (Xn)n≥0 with a transition
kernel P is alled reurrent if it is ψ−irreduible and U(x,A) = ∞ for any
x ∈ X and every A ∈ B+(X ).
Remark 2.2.7. Reurrene is a weaker ondition then Harris reurrene, in
partiular the Markov hain dened in Example 2.1.6 is reurrent but not
Harris reurrent.
Moreover, for a set A ∈ X dene its hitting time τA as
τA := min{n ≥ 1 : Xn ∈ A}.
Theorem 2.2.8. Let the Markov hain (Xn)n>0 be reurrent. Then there ex-
ists an unique (up to onstant multiples) invariant measure piu. This measure
piu has the following representation for any A ∈ B+(X )
piu(B) =
∫
A
Ex
[
τA∑
n=1
IB(Xn)
]
piu(dx), B ∈ B(X ). (2.15)
Moreover, the measure piu is nite if there exists a small set C suh that
sup
x∈C
Ex[τC ] <∞.
To take advantage of the splitting tehnique for analyzing Markov hains
and funtionals of Markov hains we need a bit more formalism. For a
measure λ on (X ,B(X )) let λ∗ denote the measure on X × {0, 1} (with
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produt σ−algebra) dened by λ∗(B×{1}) = ελ(B ∩C) and λ∗(B×{0}) =
(1− ε)λ(B ∩C)+λ(B ∩Cc). In the sequel we shall use ν∗m for whih ν∗m(B×
{1}) = ενm(B) and ν∗m(B×{0}) = (1−ε)νm(B) due to the fat that νm(C) =
1.
Now integrate (2.13) over x1, . . . , xm−1 and then over y. This yields
Pˇ (Yn = 1, X(n+1)m ∈ dy|Y n0 , Xnm0 ;Xnm = x) = εIC(x)νm(dy), (2.16)
and
Pˇ (Yn = 1|Y n0 , Xnm0 ;Xnm = x) = εIC(x). (2.17)
From the Bayes rule we obtain
Pˇ (X(n+1)m ∈ dy|Y n0 , Xnm0 ; Yn = 1, Xnm = x) = νm(dy), (2.18)
and the ruial observation due to Meyn and Tweedie, emphasized here as
Lemma 2.2.9 follows.
Lemma 2.2.9. Conditional on {Yn = 1}, the pre−nm proess {Xk, Yi : k 6
nm, i 6 n} and the post−(n + 1)m proess {Xk, Yi : k > (n + 1)m, i >
n + 1} are independent. Moreover, the post−(n + 1)m proess has the same
distribution as {Xk, Yi : k > 0, i > 0} with ν∗m for the initial distribution of
(X0, Y0).
Next, let σαˇ(n) denote entrane times of the split hain to the set αˇ =
C × {1}, i.e.
σαˇ(0) = min{k > 0 : Yk = 1}, σαˇ(n) = min{k > σ(n−1) : Yk = 1}, n > 1,
whereas hitting times ταˇ(n) are dened as follows:
ταˇ(1) = min{k > 1 : Yk = 1}, ταˇ(n) = min{k > ταˇ(n−1) : Yk = 1}, n > 2.
In view of Lemma 2.2.9 it should be intuitively lear that the following tours{{X(σαˇ(n)+1)m, X(σαˇ(n)+1)m+1, . . . , X(σαˇ(n+1)+1)m−1}, n = 0, 1, . . .}
that start whenever Xk ∼ νm are of ruial importane. In fat in the next
hapter they will turn out to be muh more tratable then the rude hain
(Xn)n>0 on X .
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Sine we are interested in funtionals of the Markov hain (Xn)n>0, for a
real-valued funtion, say g, on X , we dene here also
si = si(g) =
m(σαˇ(i+1)+1)−1∑
j=m(σαˇ(i)+1)
g(Xj) =
σαˇ(i+1)∑
j=σαˇ(i)+1
Zj(g), (2.19)
where
Zj(g) =
m−1∑
k=0
g(Xjm+k). (2.20)
Remark 2.2.10. Clearly, one an onstrut the split hain based on the more
general minorization ondition (2.7) instead of (2.9). We hose (2.9) for
simpliity. However, we use the split hain onstrution based on (2.7) in
Chapter 4.
27
Chapter 3
A Complete Charaterisation of√
n−CLTs for Ergodi Markov
Chains via Regeneration
Central limit theorems for funtionals of general state spae Markov hains
are of ruial importane in sensible implementation of Markov hain Monte
Carlo algorithms as well as of vital theoretial interest. Dierent approahes
to proving this type of results under diverse assumptions led to a large variety
of CTL versions. However due to the reent development of the regeneration
theory of Markov hains, many lassial CLTs an be reproved using this
intuitive probabilisti approah, avoiding tehnialities of original proofs. In
this paper we provide an if and only if haraterization of
√
n−CLTs for
ergodi Markov hains via regeneration and then use the result to solve the
open problem posed in [Roberts & Rosenthal 2005℄. We then disuss the
dierene between one-step and multiple-step small set ondition.
Results of this hapter are based on paper [Bednorz, Lataªa & atuszy«ski 2008℄
and are joint work with Witold Bednorz and Rafaª Lataªa.
3.1 CLTs for Markov Chains
Let (Xn)n>0 be a time homogeneous, ergodi Markov hain on a measurable
spae (X ,B(X )), with transition kernel P and a unique stationary measure
pi on X . We remark that here ergodiity means that
lim
n→∞
‖P n(x, ·)− pi‖tv = 0, for all x ∈ X , (3.1)
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where ‖ · ‖tv denotes the total variation distane. The proess (Xn)n>0 may
start from any initial distribution pi0. Let g be a real valued Borel funtion
on X , square integrable against the stationary measure pi. We denote by g¯ its
entered version, namely g¯ = g−∫ gdpi and for simpliity Sn :=∑n−1i=0 g¯(Xi).
We say that a
√
n−CLT holds for (Xn)n>0 and g if
Sn/
√
n
d−→ N(0, σ2g), as n→∞, (3.2)
where σ2g <∞.
Central limit theorems as dened by ondition (3.2) are ruial for as-
sessing the quality of Markov hain Monte Carlo estimation as we demon-
strate in Chapter 4 (.f. [Jones et al. 2006℄ and [Geyer 1992℄) and are also
of independent theoretial interest. Thus a large body of work on CLTs for
funtionals of Markov hains exists and a variety of results have been estab-
lished under dierent assumptions and with dierent approahes to proofs
(see [Jones 2005℄ for a review).
First we aim to provide a general result, namely Theorem 3.3.1, that gives
a neessary and suient ondition for
√
n-CLTs for ergodi hains (whih is
a generalization of the well known Theorem 17.3.6 [Meyn & Tweedie 1993℄).
Assume for a moment that there exists an aessible atom α ∈ B(X ), i.e.
suh a set α that pi(α) > 0 and there exists a probability measure ν on B(X ),
suh that P (x,A) = ν(A) for all x ∈ α. Let τα be the rst hitting time for
α. In this simplisti ase we an rephrase our Theorem 3.3.1 as follows:
Theorem 3.1.1. Suppose that (Xn)n>0 is ergodi and possess an aessible
atom α, then the
√
n−CLT holds if and only if
Eα
[( τα∑
k=1
g¯(Xk)
)2]
<∞. (3.3)
Furthermore we have the following formula for the variane
σ2g = pi(α)Eα
[( τα∑
k=1
g¯(Xk)
)2]
.
We disuss briey the relation between two lassial CLT formulations for
geometrially ergodi and uniformly ergodi Markov hains (reall Denition
2.1.9). Reently the following CLT provided by [Ibragimov & Linnik 1971℄
has been reproved in [Roberts & Rosenthal 2005℄ using the intuitive regen-
eration approah and avoiding tehnialities of the original proof (however
see Setion 3.5 for a ommentary).
29
Theorem 3.1.2. If a Markov hain (Xn)n>0 with stationary distribution pi
is geometrially ergodi, then a
√
n−CLT holds for (Xn)n>0 and g whenever
pi(|g|2+δ) <∞ for some δ > 0. Moreover σ2g :=
∫
X g¯
2dpi+2
∫
X
∑∞
n=1 g¯(X0)g¯(Xn)dpi.
Remark 3.1.3. Note that for reversible hains the ondition pi(|g|2+δ) < ∞
for some δ > 0 in Theorem 3.1.2 an be weakened to pi(g2) < ∞ as proved
in [Roberts & Rosenthal 1997b℄, however this is not possible for the general
ase, see [Bradley 1983℄ or [Häggström 2005℄ for ounterexamples.
Roberts and Rosenthal posed an open problem, whether the following
CLT version for uniformly ergodi Markov hains due to [Cogburn 1972℄ an
also be reproved using diret regeneration arguments.
Theorem 3.1.4. If a Markov hain (Xn)n>0 with stationary distribution pi
is uniformly ergodi, then a
√
n−CLT holds for (Xn)n>0 and g whenever
pi(g2) <∞. Moreover σ2g :=
∫
X g¯
2dpi + 2
∫
X
∑∞
n=1 g¯(X0)g¯(Xn)dpi.
The aim of this hapter is to prove Theorem 3.3.1 and show how to
derive from this general framework the regeneration proof of Theorem 3.1.4.
The outline of the hapter is as follows. In Setion 3.2 we provide some
preliminary results whih may also be of independent interest. In Setion 3.3
we detail the proof of Theorem 3.3.1, and derive Theorem 3.1.4 as a orollary
in Setion 3.4. Setion 3.5 omprises a disussion of some diulties of the
regeneration approah.
3.2 Tools and Preliminary Results
Reall the split hain onstrution of the previous hapter and the notation
therein. In partiular si, dened by (2.19) will be of our vital interest.
In this setion we take g¯, the entered version of g, and analyze the se-
quene si(g¯), i > 0. The basi result we often refer to is Theorem 17.3.1 in
[Meyn & Tweedie 1993℄, whih states that (si)i>0 is a sequene of 1-dependent,
identially distributed r.v.'s with Eˇsi = 0. In our approah we use the fol-
lowing deomposition: si = si + si, where
si : =
σαˇ(i+1)−1∑
j=σαˇ(i)+1
Zj(g¯)− Eˇpi∗0
[ σαˇ(i+1)−1∑
j=σαˇ(i)+1
Zj(g¯)
]
, (3.4)
si : = Zσαˇ(i+1)(g¯)− Eˇpi∗0
[
Zσαˇ(i+1)(g¯)
]
. (3.5)
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A look into the proof of Lemma 3.2.3 later in this setion laries that si and
si are well dened.
Lemma 3.2.1. The sequene (si)i>0 onsists of i.i.d. random variables.
Proof. First note that si is a funtion of {X(σαˇ(i)+1)m, X(σαˇ(i)+1)m+1, . . . } and
that Yσαˇ(i) = 1, hene by Lemma 2.2.9 s0, s1, s2, . . . are identially dis-
tributed. Now fous on si, si+k and Yσαˇ(i+k) for some k > 1. Obviously
Yσαˇ(i+k) = 1. Moreover si is a funtion of the pre−σαˇ(i + k)m proess and
si+k is a funtion of the post−(σαˇ(i+k)+1)m proess. Thus si and si+k are
independent again by Lemma 2.2.9 and for Ai, Ai+k, Borel subsets of R, we
have
Pˇpi∗0 ({si ∈ Ai} ∩ {si+k ∈ Ai+k}) = Pˇpi∗0 ({si ∈ Ai})Pˇ ({si+k ∈ Ai+k}).
Let 0 6 i1 < i2 < · · · < il. By the same pre- and post- proess reasoning we
obtain for Ai1, . . . , Ail Borel subsets of R that
Pˇpi∗0 ({si1 ∈ Ai1}∩· · ·∩{sil ∈ Ail}) =
= Pˇpi∗0 ({si1 ∈ Ai1} ∩ · · · ∩ {sil−1 ∈ Ail−1}) · Pˇpi∗0 ({sil ∈ Ail}),
and the proof is omplete by indution.
Now we turn to prove the following lemma, whih generalizes the onlu-
sions drawn in [Hobert & Robert 2004℄ for uniformly ergodi Markov hains.
Lemma 3.2.2. Let the Markov hain (Xn)n>0 be reurrent (and (Xnm)n>0
be reurrent) and let the minorization ondition (2.9) hold with pi(C) > 0.
Then
L(Xταˇ(1)|{X0, Y0} ∈ αˇ) = L(Xσαˇ(0)|{X0, Y0} ∼ ν∗m) = piC(·), (3.6)
where piC(·) is a probability measure proportional to pi trunated to C, that is
piC(B) = pi(C)
−1pi(B ∩ C).
Proof. The rst equation in (3.6) is a straightforward onsequene of the split
hain onstrution. To prove the seond one we use Theorem 2.2.8 for the
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split m−skeleton with A = αˇ. Thus τA = ταˇ(1) and pˇi := pi∗ is the invariant
measure for the split m−skeleton. Let C ⊇ B ∈ B(X ), and ompute
εpi(B) = pˇi(B × {1}) =
∫
αˇ
Eˇx,y
ταˇ(1)∑
n=1
IB×{1}(Xnm, Yn)
 pˇi(dx, dy)
= pˇi(αˇ)Eˇν∗m
σαˇ(0)∑
n=0
IB×{1}(Xnm, Yn)
 = pˇi(αˇ)Eˇν∗mIB(Xσαˇ(0)).
This implies proportionality and the proof is omplete.
Lemma 3.2.3. Eˇpi∗0s
2
i ≤ m
2pig¯2
εpi(C)
< ∞ and (si)i>0 are 1-dependent identially
distributed r.v.'s.
Proof. Reall that si =
∑m−1
k=0 g¯(Xσαˇ(i+1)m+k) − Eˇpi∗0
(∑m−1
k=0 g¯(Xσαˇ(i+1)m+k)
)
and is a funtion of the random variable
{Xσαˇ(i+1)m, . . . , Xσαˇ(i+1)m+m−1}. (3.7)
By µi(·) denote the distribution of (3.7) on Xm. We will show that µi does
not depend on i. From (2.13), (2.17) and the Bayes rule, for x ∈ C, we obtain
Pˇ
(
Xnm+1 ∈ dx1, . . . , X(n+1)m−1 ∈ dxm−1, X(n+1)m ∈ dy
∣∣∣ (3.8)
∣∣∣Y n0 , Xnm0 ; Yn = 1, Xnm = x) = νm(dy)Pm(x, dy)P (x, dx1) · · ·P (xm−1, dy).
Lemma 3.2.2 together with (3.8) yields
Pˇ
(
Xnm ∈ dx,Xnm+1 ∈ dx1, . . . , X(n+1)m−1 ∈ dxm−1, X(n+1)m ∈ dy
∣∣∣ (3.9)
∣∣∣Y n0 , Xnm0 ; Yn = 1; σαˇ(0) < n) = piC(dx) νm(dy)Pm(x, dy)P (x, dx1) · · ·P (xm−1, dy).
Note that
νm(dy)
Pm(x,dy)
is just a Radon-Nykodym derivative and thus (3.9) is a
well dened measure on Xm+1, say µ(·). It remains to notie, that µi(A) =
µ(A× X ) for any Borel A ⊂ Xm. Thus µi, i > 0 are idential and hene si,
i > 0 have the same distribution. Due to Lemma 2.2.9 we obtain that si,
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i > 0 are 1-dependent. To prove Eˇpi∗0s
2
i <∞, we rst note that νm(dy)Pm(x,dy) 6 1/ε
and also piC(·) 6 1pi(C)pi(·). Hene
µi(A) = µ(A× X ) 6 1
εpi(C)
µ
hain
(A),
where µ
hain
is dened by pi(dx)P (x, dx1) . . . P (xm−2, dxm−1). Thus∣∣∣∣∣Eˇpi∗0
(
m−1∑
k=0
g¯(Xσαˇ(i+1)m+k)
)∣∣∣∣∣ ≤ mpi|g¯|εpi(C) <∞.
Now let s˜i =
∑m−1
k=0 g¯(Xσαˇ(i+1)m+k) and proeed
Eˇpi∗0s
2
i 6 Eˇpi∗0 s˜
2
i 6
1
εpi(C)
µ
hain
s˜2i =
1
εpi(C)
Epi
(
m−1∑
k=0
g¯(Xk)
)2
6
m
εpi(C)
Epi
[
m−1∑
k=0
g¯2(Xk)
]
6
m2pig¯2
εpi(C)
.
We need a result whih gives the onnetion between stohasti bound-
edness and the existene of the seond moment of si. We state it in a general
form.
Theorem 3.2.4. Let (Xn)n>0 be a sequene of independent identially dis-
tributed random variables and Sn =
∑n−1
k=0 Xk. Suppose that (τn) is a sequene
of positive, integer valued r.v.'s suh that τn/n → a ∈ (0,∞) in probability
when n → ∞ and the sequene (n−1/2Sτn) is stohastially bounded. Then
EX20 <∞ and EX0 = 0.
The proof of Theorem 3.2.4 is based on the following lemmas.
Lemma 3.2.5. Let δ ∈ (0, 1) and t0 := sup{t > 0: sup06k6n P (|Sk| > t) >
δ}. Then P (|S10n| > 4t0) > (1−δ)(δ/4)20 and P (supk6n |Sk| 6 3t0) > 1−3δ.
Proof. By the denition of t0 there exists 0 6 n0 6 n suh that P (|Sn0| >
t0) > δ. Then either P (|Sn| > t0/2) > δ/2 or P (|Sn| > t0/2) < δ/2 and
onsequently
P (|Sn−n0| > t0/2) = P (|Sn − Sn0 | > t0/2)
> P (|Sn0| > t0)− P (|Sn| > t0/2) > δ/2.
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Thus there exists n/2 6 n1 6 n suh that P (|Sn1| > t0/2) > δ/2. Let
10n = an1 + b with 0 6 b < n1, then 10 6 a 6 20,
P (|San1| > 5t0) > P (San1 > at0/2) + P (San1 6 −at0/2)
> (P (Sn1 > t0/2))
a + (P (Sn1 6 −t0/2))a > (δ/4)a,
hene
P
(|S10n| > 4t0) > P (|San1 | > 5t0)P (|S10n − San1 | 6 t0)
> (δ/4)a(1− δ) > (1− δ)(δ/4)20.
Finally by the Levy-Otaviani inequality we obtain
P
(
sup
k6n
|Sk| > 3t0
)
6 3 sup
k6n
P
(|Sk| > t0) 6 3δ.
Lemma 3.2.6. Let c2 < Var(X1), then for suiently large n, P (|Sn| >
c
√
n/4) > 1/16.
Proof. Let (X ′i) be an independent opy of (Xi) and S
′
k =
∑n
i=1X
′
i. Moreover
let (εi) be a sequene of independent symmetri±1 r.v.'s, independent of (Xi)
and (X ′i). For any reals (ai) we get by the Paley-Zygmund inequality,
P
(∣∣ n∑
i=1
aiεi
∣∣ > 1
2
(∑
i
a2i
)1/2)
= P
(∣∣∣ n∑
i=1
aiεi
∣∣∣2 > 1
4
E
∣∣∣ n∑
i=1
aiεi
∣∣∣2)
>
(
1− 1
4
)2 (E|∑ni=1 aiεi|2)2
E|∑ni=1 aiεi|4 > 316 .
Hene
P
(
|Sn − S ′n| >
c
2
√
n
)
= P
(
|
n∑
i=1
εi(Xi −X ′i)| >
c
2
√
n
)
>
3
16
P
( n∑
i=1
(Xi −X ′i)2 > c2n
)
>
1
8
for suiently large n by the Weak LLN. Thus
1
8
6 P
(
|Sn − S ′n| >
c
2
√
n
)
6 P
(
|Sn| > c
4
√
n
)
+ P
(
|S ′n| >
c
4
√
n
)
6 2P
(
|Sn| > c
4
√
n
)
.
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Corollary 3.2.7. Let c2 < Var(X1), then for suiently large n,
P ( inf
10n6k611n
|Sk| > 1
4
c
√
n) > 2−121.
Proof. Let t0 be as in Lemma 3.2.5 for δ = 1/16, then
P
(
inf
10n6k611n
|Sk| > t0
)
> P
(
|S10n| > 4t0, sup
10n6k611n
|Sk − S10n| 6 3t0
)
= P
(|S10n| > 4t0)P( sup
k6n
|Sk| 6 3t0
)
> 2−121.
Hene by Lemma 3.2.5 we obtain t0 > c
√
n/4 for large n.
Proof of Theorem 3.2.4. By Corollary 3.2.7 for any c2 < Var(X) we have,
P
(
|Sτn | >
c
20
√
an
)
> P
(∣∣τn
n
− a∣∣ 6 a
21
, inf
20
21
an6k622
21
an
|Sk| > c
20
√
an
)
>
> P
(
inf
20
21
an6k622
21
an
|Sk| > c
4
√
2an
21
)
− P
(∣∣τn
n
− a∣∣ > a
21
)
> 2−121 − P
(∣∣τn
n
− a∣∣ > a
21
)
> 2−122
for suiently large n. Sine (n−1/2Sτn) is stohastially bounded, we imme-
diately obtain Var(X1) <∞. If EX1 6= 0 then∣∣ 1√
n
Sτn
∣∣ = ∣∣Sτn
τn
∣∣∣∣τn
n
∣∣√n→∞ in probability when n→∞.
3.3 A Charaterization of
√
n-CLTs
In this setion we provide a generalization of Theorem 17.3.6 of [Meyn & Tweedie 1993℄.
We obtain an if and only if ondition for the
√
n-CLT in terms of niteness
of the seond moment of a entered exursion from αˇ.
Theorem 3.3.1. Suppose that (Xn)n>0 is ergodi and pi(g
2) < ∞. Let νm
be the measure satisfying (2.9), then the
√
n−CLT holds if and only if
Eˇν∗m
[( σαˇ(0)∑
n=0
Zn(g¯)
)2]
<∞. (3.10)
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Furthermore we have the following formula for variane
σ2g =
εpi(C)
m
{
Eˇν∗m
[( σαˇ(0)∑
n=0
Zn(g¯)
)2]
+2Eˇν∗m
[( σαˇ(0)∑
n=0
Zn(g¯)
)( σαˇ(1)∑
n=σαˇ(0)+1
Zn(g¯)
)]}
.
Proof. For n > 0 dene
ln := max{k > 1 : m(σαˇ(k) + 1) 6 n}
and for ompleteness ln := 0 if m(σαˇ(0)+ 1) > n. First we are going to show
that ∣∣∣∣ 1√n
n−1∑
j=0
g¯(Xj)− 1√
n
ln−1∑
j=0
sj
∣∣∣∣→ 0 in probability. (3.11)
Thus we have to verify that the initial and nal terms of the sum do not mat-
ter. First observe that by the Harris reurrene property of the hain σαˇ(0) <
∞, Pˇpi∗0 -a.s. and hene limn→∞ Pˇpi∗0 (mσαˇ(0) > n) = 0 and Pˇpi∗0 (σαˇ(0) <∞) =
1. This yields∣∣∣∣ 1√n
n−1∑
j=0
g¯(Xj)− 1√
n
n−1∑
j=m(σαˇ(0)+1)
g¯(Xj)
∣∣∣∣→ 0, Pˇ − a.s. (3.12)
The seond point is to provide a similar argument for the tail terms and to
show that∣∣∣∣ 1√n
n−1∑
j=m(σαˇ(0)+1)
g¯(Xj)− 1√
n
mσαˇ(ln)+m−1∑
j=m(σαˇ(0)+1)
g¯(Xj)
∣∣∣∣→ 0, in probability.
(3.13)
For ε > 0 we have
Pˇpi∗0
(∣∣∣ 1√
n
n−1∑
j=m(σαˇ(ln)+1)
g¯(Xj)
∣∣∣ > ε) 6 Pˇpi∗0( 1√n
σαˇ(ln+1)∑
j=σαˇ(ln)+1
Zj(|g¯|) > ε
)
6
∞∑
k=0
Pˇαˇ
(
1√
n
ταˇ(1)∑
j=1
Zj(|g¯|) > ε, ταˇ(1) > k
)
.
Now sine
∑∞
k=0 Pˇαˇ(ταˇ(1) > k) 6 Eˇαˇταˇ(1) < ∞, where we use that αˇ is an
atom for the split hain, we dedue form the Lebesgue majorized onvergene
theorem that (3.13) holds. Obviously (3.12) and (3.13) yield (3.11).
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We turn to prove that the ondition (3.10) is suient for the CLT to
hold. We will show that random numbers ln an be replaed by their
non-random equivalents. Namely we apply the LLN (Theorem 17.3.2 in
[Meyn & Tweedie 1993℄)) to ensure that
lim
n→∞
ln
n
= lim
n→∞
1
n
[n/m]−1∑
k=1
I{(Xmk ,Yk)∈αˇ} =
pˇi(αˇ)
m
, Pˇpi∗0 − a.s. (3.14)
Let
n∗ := ⌊pˇi(αˇ)nm−1⌋, n := ⌈(1−ε)pˇi(αˇ)nm−1⌉, n := ⌊(1+ε)pˇi(αˇ)nm−1⌋.
Due to the LLN we know that for any ε > 0, there exists n0 suh that for all
n > n0 we have Pˇpi∗0 (n 6 ln 6 n) > 1− ε. Consequently
Pˇpi∗0
(∣∣∣ ln−1∑
j=0
sj −
n∗∑
j=0
sj
∣∣∣ > √nβ) 6 ε+ Pˇpi∗0( maxn6l6n∗ ∣∣∣
n∗∑
j=l
sj
∣∣∣ > β√n)+
+Pˇpi∗0
(
max
n∗+16l6n
∣∣∣ l∑
j=n∗+1
sj
∣∣∣ > β√n). (3.15)
Sine (sj)j>0 are 1-dependent, Mk :=
∑k
j=0 sj is not neessarily a martin-
gale. Thus to apply the lassial Kolmogorov inequality we dene M0k =∑∞
j=0 s2jI{2j≤k} and M
1
k =
∑∞
j=0 s1+2jI{1+2j≤k}, whih are learly square-
integrable martingales (due to (3.10)). Hene
Pˇpi∗0
(
max
n6l6n∗
|Mn∗ −Ml| > β
√
n
)
6 Pˇpi∗0
(
max
n6l6n∗
|M0n∗ −M0l | >
β
√
n
2
)
+
+Pˇpi∗0
(
max
n6l6n∗
|M1n∗ −M1l | >
β
√
n
2
)
6
4
nβ2
1∑
k=0
(
Eˇpi∗0 |Mkn∗ −Mkn |2
)
6 Cεβ−2Eˇν∗m(s
2
0), (3.16)
where C is a universal onstant. In the same way we show that
Pˇ ( max
n∗+16l6n
|Ml −Mn∗+1| > β
√
n) 6 Cεβ−2Eˇν∗m(s
2
0),
onsequently, sine ε is arbitrary, we obtain
∣∣∣ 1√
n
ln−1∑
j=0
sj − 1√
n
n∗∑
j=0
sj
∣∣∣→ 0, in probability. (3.17)
The last step is to provide an argument for the CLT for 1-dependent, iden-
tially distributed random variables. Namely, we have to prove that
1√
n
n∑
j=0
sj
d→ N (0, σ¯2), as n→∞, (3.18)
where
σ¯2 := Eˇν∗m(s0(g¯))
2 + 2Eˇν∗m(s0(g¯)s1(g¯)).
Observe that (3.12), (3.13), (3.17) and (3.18) imply Theorem 3.3.1. We x
k > 2 and dene ξj := skj+1(g¯) + ... + skj+k−1(g¯), onsequently ξj are i.i.d.
random variables and
1√
n
n∑
j=0
sj =
1√
n
⌊n/k⌋−1∑
j=0
ξj +
1√
n
⌊n/k⌋∑
j=0
skj(g¯) +
1√
n
n∑
j=k[n/k]+1
sj . (3.19)
Obviously the last term onverges to 0 in probability. Denoting
σ2k := Eˇpi∗0 (ξj)
2 = (k − 1)Eˇν∗m(s0(g¯))2 + 2(k − 2)Eˇν∗m(s0(g¯)s1(g¯)),
σ2s := Eˇν∗m(s0(g¯))
2.
we use the lassial CLT for i.i.d. random variables to see that
1√
n
⌊n/k⌋−1∑
j=0
ξj
d→ N (0, k−1σ2k), and
1√
n
⌊n/k⌋∑
j=0
skj(g¯)
d→ N (0, k−1σ2s).
(3.20)
Moreover
lim
n→∞
[ 1√
n
⌊n/k⌋−1∑
j=0
ξj +
1√
n
⌊n/k⌋∑
j=0
skj(g¯)
]
(3.21)
onverges toN (0, σ2g), with k →∞. Sine the weak onvergene is metrizable
we dedue from (3.19), (3.20) and (3.21) that (3.18) holds.
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The remaining part is to prove that (3.10) is also neessary for the CLT to
hold. Note that if
∑n
k=0 g¯(Xk)/
√
n veries the CLT then
∑ln−1
j=0 sj is stohas-
tially bounded by (3.11). We use the deomposition si = si + si, i > 0
introdued in Setion 3.2. By Lemma 3.2.3 we know that sj is a sequene of
1-dependent random variables with the same distribution and nite seond
moment. Thus from the rst part of the proof we dedue that
∑ln−1
j=0 sj/
√
n
veries a CLT and thus is stohastially bounded. Consequently the remain-
ing sequene
∑ln−1
j=0 sj/
√
n also must be stohastially bounded. Lemma
3.2.1 states that (sj)j>0 is a sequene of i.i.d. r.v.'s, hene Eˇ[s
2
j ] < ∞ by
Theorem 3.2.4. Also ln/n → pˇi(αˇ)m−1 by (3.14). Applying the inequality
(a+ b)2 6 2(a2 + b2) we obtain
Eˇpi∗0 [sj]
2 6 2(Eˇpi∗0 [s
2
j ] + Eˇpi∗0 [s
2
j ]) <∞
whih ompletes the proof.
Remark 3.3.2. Note that in the ase ofm = 1 we have s¯i ≡ 0 and for Theorem
3.3.1 to hold, it is enough to assume pi|g| <∞ instead of pi(g2) <∞. In the
ase of m > 1, assuming only pi|g| <∞ and (3.10) implies the √n-CLT, but
the proof of the onverse statement fails, and in fat the onverse statement
does not hold (one an easily provide an appropriate ounterexample).
3.4 Uniform Ergodiity
In view of Theorem 3.3.1 providing a regeneration proof of Theorem 3.1.4
amounts to establishing onditions (3.10) and heking the formula for the
asymptoti variane. To this end we need some additional fats about small
sets for uniformly ergodi Markov hains.
Theorem 3.4.1. If (Xn)n>0, a Markov hain on (X ,B(X )) with stationary
distribution pi is uniformly ergodi, then X is νm−small for some νm.
Hene for uniformly ergodi hains (2.9) holds for all x ∈ X . Theorem
3.4.1 is well known in literature, in partiular it results from Theorems 5.2.1
and 5.2.4 in [Meyn & Tweedie 1993℄ with their ψ = pi.
Theorem 3.4.1 implies that for uniformly ergodi Markov hains (2.10) an
be rewritten as
Pm(x, ·) = ενm(·) + (1− ε)R(x, ·). (3.22)
The following mixture representation of pi will turn out very useful.
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Lemma 3.4.2. If (Xn)n>0 is an ergodi Markov hain with transition kernel
P and (3.22) holds, then
pi = εµ := ε
∞∑
n=0
νm(1− ε)nRn. (3.23)
Remark 3.4.3. This an be easily extended to the more general setting than
this of uniformly ergodi hains, namely let Pm(x, ·) = s(x)νm(·) + (1 −
s(x))R(x, ·), s : X → [0, 1], pis > 0. In this ase pi = pis∑∞n=0 νmRn#, where
R#(x, ·) = (1− s(x))R(x, ·). Related deompositions under various assump-
tions an be found e.g. in [Nummelin 2002℄, [Hobert & Robert 2004℄ and
[Breyer & Roberts 2001℄ and are losely related to perfet sampling algo-
rithms, suh as oupling form the past (CFTP) introdued in [Propp & Wilson 1996℄.
Proof. First hek that the measure in question is a probability measure.(
ε
∞∑
n=0
νm(1− ε)nRn
)
(X ) = ε
∞∑
n=0
(1− ε)n(νmRn)(X ) = 1.
It is also invariant for Pm :( ∞∑
n=0
νm(1− ε)nRn
)
Pm =
( ∞∑
n=0
νm(1− ε)nRn
)
(ενm + (1− ε)R)
= εµνm +
∞∑
n=1
νm(1− ε)nRn =
∞∑
n=0
νm(1− ε)nRn.
Hene by ergodiity εµ = εµP nm → pi, as n → ∞. This ompletes the
proof.
Corollary 3.4.4. The deomposition in Lemma 3.4.2 implies that
(i) Eˇν∗m
( σ(0)∑
n=0
I{Xnm∈A}
)
= Eˇν∗m
( ∞∑
n=0
I{Xnm∈A}I{Y0=0,...,Yn−1=0}
)
= ε−1pi(A),
(ii) Eˇν∗m
( ∞∑
n=0
f(Xnm, Xnm+1, . . . ; Yn, Yn+1, . . . )I{Y0=0,...,Yn−1=0}
)
=
= ε−1Eˇpi∗f(X0, X1, . . . ; Y0, Y1, . . . ).
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Proof. (i) is a diret onsequene of (3.23). To see (ii) note that Yn is a oin
toss independent of {Y0, . . . , Yn−1} and Xnm, this allows for pi∗ instead of pi on
the RHS of (ii). Moreover the evolution of {Xnm+1, Xnm+2, . . . ; Yn+1, Yn+2, . . . }
depends only (and expliitly by (2.13) and (2.14)) on Xnm and Yn. Now use
(i).
Our objet of interest is
I = Eˇν∗m
[( σ(0)∑
n=0
Zn(g¯)
)2]
= Eˇν∗m
[( ∞∑
n=0
Zn(g¯)I{σαˇ(0)>n}
)2]
= Eˇν∗m
[ ∞∑
n=0
Zn(g¯)
2
I{Y0=0,...,Yn−1=0}
]
+
+ 2Eˇν∗m
[ ∞∑
n=0
∞∑
k=n+1
Zn(g¯)I{σ(0)>n}Zk(g¯)I{σαˇ(0)>k}
]
= A+B (3.24)
Next we use Corollary 3.4.4 and then the inequality 2ab 6 a2 + b2 to bound
the term A in (3.24).
A = ε−1Eˇpi∗Z0(g¯)
2 = ε−1Epi
(m−1∑
k=0
g¯(Xk)
)2
6 ε−1mEpi
[m−1∑
k=0
g¯2(Xk)
]
6 ε−1m2pig¯2 <∞.
We proeed similarly with the term B
|B| 6 2Eˇν∗m
[ ∞∑
n=0
|Zn(g¯)|I{σαˇ(0)>n}
∞∑
k=1
|Zn+k(g¯)|I{σαˇ(0)>n+k}
]
= 2ε−1Eˇpi∗
[
|Z0(g¯)|
∞∑
k=1
|Zk(g¯)|I{σαˇ(0)>k}
]
.
By Cauhy-Shwarz,
Eˇpi∗
[
I{σαˇ(0)>k}|Z0(g¯)||Zk(g¯)|
]
6
√
Eˇpi∗
[
I{σαˇ(0)>k}Z0(g¯)2
]√
Eˇpi∗Zk(g¯)2
=
√
Eˇpi∗
[
I{Y0=0}I{Y1=0,...,Yk−1=0}Z0(g¯)
2
]√
Eˇpi∗Z0(g¯)2.
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Observe that {Y1, . . . , Yk−1} and {X0, . . . , Xm−1} are independent. We drop
I{Y0=0} to obtain
Eˇpi∗
[
I{σαˇ(0)>k}|Z0(g¯)||Zk(g¯)|
]
6 (1− ε) k−12 Eˇpi∗Z0(g¯)2 6 (1− ε) k−12 m2pig2.
Hene |B| < ∞, and the proof of (3.10) is omplete. To get the variane
formula note that the onvergene we have established implies
I = ε−1Eˇpi∗
[
Z0(g¯)
]2
+ 2ε−1Eˇpi∗
[
Z0(g¯)
∞∑
k=1
Zk(g¯)I{σαˇ(0)>k}
]
.
Similarly we obtain
J := 2Eˇν∗m
[( σαˇ(0)∑
n=0
Zn(g¯)
)( σαˇ(1)∑
n=σαˇ(0)+1
Zn(g¯)
)]
= 2ε−1Eˇpi∗
[
Z0(g¯)
∞∑
k=σαˇ(0)+1
Zk(g¯)I{σαˇ(1)>k}
]
.
Sine pi(C) = 1, we have σ2g = εm
−1(I + J). Next we use Lemma 2.2.9 and
Eˇpi∗Z0(g¯) = 0 to drop indiators and sine for f : X → R, also Eˇpi∗f = Epif,
we have
ε(I + J) = Eˇpi∗
[
Z0(g¯)
(
Z0(g¯) + 2
∞∑
k=1
Zk(g¯)
)]
= Epi
[
Z0(g¯)
(
Z0(g¯) + 2
∞∑
k=1
Zk(g¯)
)]
.
Now, sine all the integrals are taken with respet to the stationary measure,
we an for a moment assume that the hain runs in stationarity from −∞
rather than starts at time 0 with X0 ∼ pi. Thus
σ2g = m
−1Epi
[
Z0(g¯)
( ∞∑
k=−∞
Zk(g¯)
)]
= m−1Epi
[m−1∑
l=0
g¯(Xl)
( ∞∑
k=−∞
g¯(Xk)
)]
= Epi
[
g¯(X0)
∞∑
k=−∞
g¯(Xk)
]
=
∫
X
g¯2dpi + 2
∫
X
∞∑
n=1
g¯(X0)g¯(Xn)dpi.
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3.5 The dierene between m = 1 and m 6= 1
Assume the small set ondition (2.9) holds and onsider the split hain de-
ned by (2.13) and (2.14). The following tours{{X(σ(n)+1)m, X(σ(n)+1)m+1, . . . , X(σ(n+1)+1)m−1}, n = 0, 1, . . .}
that start whenever Xk ∼ νm are of ruial importane to the regeneration
theory and are eagerly analyzed by researhers. In virtually every paper
on the subjet there is a laim these objets are independent identially
distributed random variables. This laim is usually onsidered obvious and
no proof is provided. However this is not true ifm > 1. In fat formulas (2.13)
and (2.14) should be onvining enough, as Xmn+1, . . . , X(n+1)m given Yn = 1
and Xnm = x are linked in a way desribed by P (x, dx1) · · ·P (xm−1, dy).
In partiular onsider a Markov hain on X = {a, b, c, d, e} with transition
probabilities
P (a, b) = P (a, c) = P (b, b) = P (b, d) = P (c, c) = P (c, e) = 1/2,
P (d, a) = P (e, a) = 1.
Let ν4(d) = ν4(e) = 1/2 and ε = 1/8. Clearly P
4(x, ·) > εν4(·) for every
x ∈ X , hene we established (2.9) with C = X . Note that for this simplisti
example eah tour an start with d or e. However if it starts with d or e the
previous tour must have ended with b or c respetively. This makes them
dependent. Similar examples with general state spae X and C 6= X an be
easily provided. Hene Theorem 3.3.1 is ritial to providing regeneration
proofs of CLTs and standard arguments that involve i.i.d. random variables
are not valid.
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Chapter 4
Fixed-Width Asymptotis
Determining the length of simulation for MCMC algorithms that guarantees
good quality of estimation is a fundamental problem. One possible approah
is to wait until width of an asymptoti ondene interval based on the
approximation by a normal distribution beomes smaller then a user-speied
value. This requires estimating σ2g the variane of the asymptoti normal
distribution. In this hapter we relax assumptions required to obtain strongly
onsistent estimators of σ2g in the regenerative setting.
Results of this hapter (in partiular the key Lemma 4.3.3 and result-
ing from it Lemma 4.3.6 and Proposition 4.3.7) are based on the paper
[Bednorz & atuszy«ski 2007℄ and are joint work with Witold Bednorz.
The presentation of the xed-width asymptoti approah is based on
[Jones et al. 2006℄. We provide only a quik sketh, sine the approah
is well known in literature (see also [Geyer 1992℄, [Mykland et al. 1995℄,
[Hobert et al. 2002℄) and [Jones et al. 2006℄ is an exellent reent referene.
4.1 Asymptoti Condene Intervals
Suppose that we are in the standard MCMC setting and our goal is to esti-
mate I = Epig =
∫
X g(x)pi(dx). Let (Xn)n>0 be a time homogeneous, aperi-
odi and Harris reurrent Markov hain with transition kernel P and limiting
invariant probability distribution pi.
Consider the estimator along one walk without burn-in, i.e.
Iˆn =
1
n
n−1∑
i=0
g(Xi) (4.1)
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of the unknown value I. By Theorem 2.1.5, Iˆn → I, as n→∞, with proba-
bility 1. Moreover, assume for a moment that a
√
n−CLT holds and let σ2g
be the asymptoti variane, as dened in (3.2).
We will study the following sequential proedure. Let n∗ = n∗(ε) be the
rst time that
q•
σˆn√
n
+ p(n) ≤ ε, (4.2)
where σˆ2n is an estimate of σ
2
g at time n, and q• is an appropriate quantile,
p(n) > 0 is a stritly positive dereasing funtion on Z+, and ε > 0 is the
desired half-width.
At time n∗ we build an interval I∗(ε) := [Iˆn∗ − ε, Iˆn∗ + ε] of width 2ε.
For independent samples suh proedures are known to work well and be-
long to lassial results of sequential statistis (.f. [Chow & Robbins 1965℄,
[Nadas 1969℄ and [Liu, W 1997℄). However in our ontext we have to apply
the following result form [Glynn & Whitt 1992℄.
Theorem 4.1.1 (Glynn & Whitt 1992). If
(a) A funtional entral limit theorem holds, i.e. as n → ∞, the distribu-
tion of
Yn(t) :=
1√
n
⌊nt⌋∑
i=1
g(Xi)
onverges to Brownian motion with variane σ2g weakly in the Skorohod
spae on any nite interval,
(b) σˆ2n → σ2g with probability 1 as n→∞,
() The sequene p(n) is stritly positive and dereasing and p(n) = o(n−1/2),
then
P (I ∈ I∗(ε))→ 1− δ, as ε→ 0. (4.3)
Markov hains often enjoy a funtional entral limit theorem under the
same onditions that ensure the standard
√
n−CLT. In partiular the follow-
ing results are well known:
Theorem 4.1.2. Assume (Xn)n>0 is a Harris ergodi Markov hain. If one
of the following onditions holds, then a funtional entral limit theorem also
holds.
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(a) (due to [Doukhan et al. 1994℄) The hain is geometrially ergodi and
Epi[g
2(x)(log+ |g(x)|)] <∞,
(b) (due to [Roberts & Rosenthal 1997b℄) The hain is geometrially er-
godi, reversible, and Epig
2(x) <∞,
() (due to [Billingsley 1968℄) The hain is uniformly ergodi and Epig
2(x) <
∞.
The goal of this hapter is to obtain additionally ondition (b) of Theorem
4.1.1 for a suitable estimator σˆ2n of σ
2
g , under possibly weak assumptions and
onsequently onlude (4.3). In partiular we will need stronger assumptions
then those listed in Theorem 4.1.2, thus ondition (a) of Theorem 4.1.1 will
hold automatially.
4.2 Estimating Asymptoti Variane
We will disuss two methods of estimating the asymptoti variane desribed
in [Jones et al. 2006℄, based on bath means and regenerative simulation.
4.2.1 Bath Means
For the bath means estimator suppose that n− 1 iterations of the algorithm
are performed and we partition the trajetory of length n into an bloks of
length bn i.e.
n ≃ anbn
Dene Y¯1, . . . , Y¯an as
Y¯j :=
1
bn
jbn−1∑
i=(j−1)bn
g(Xi).
Then the bath means estimate of σ2g is
σˆ2BM =
bn
an − 1
an∑
j=1
(Y¯j − Iˆn)2. (4.4)
In the next setion we provide an appropriate strategy for hoosing an
and bn for σˆ
2
BM to be a onsistent estimator.
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4.2.2 Regenerative Estimation
Assume that the following minorization ondition with m = 1, as introdued
in Denition 2.2.2 holds.
P (x, ·) ≥ s(x)ν(·), for all x ∈ X , (4.5)
and dene the residual transition kernel R(x, dy) as
R(x, dy) :=
{
(1− s(x))−1(P (x, dy)− s(x)ν(dy)) if s(x) < 1,
0 if s(x) = 1.
By straightforward modiation of the split hain onstrution of Setion
2.2 we obtain a bivariate proess (Xn, Yn)n≥0 that evolves aording to the
following transition rule:
• given Xn = x, draw Yn ∼ Bernoulli(s(x))
• If Yn = 1, then draw Xn+1 ∼ ν(·), otherwise draw Xn+1 ∼ R(x, ·).
Moreover, the artiial atom αˇ is now of the form αˇ = X × {1}. Let us
simplify the notation of Setion 2.2 by setting τn = ταˇ(n), for n = 1, 2, . . .
Suppose also that X0 ∼ ν and set τ0 = −1 to keep notation oherent with
probabilisti behavior of the hain. Dene also Ni = τi+1−τi, for i = 0, 1, . . . ,
and reall si dened by (2.19). Sine m = 1,
si =
τi+1∑
j=τi+1
g(Xj),
and observe that the (Ni, si) pairs are iid random variables.
For regenerative estimation of the asymptoti variane we will need (Yi)i≥0,
thus we must simulate the split hain (Xi, Yi)i≥0, not only the initial hain
(Xi)i≥0. However the simulation from R(x, ·) in real life examples is often
hallenging. The following solution to this problem is provided in [Mykland et al. 1995℄.
Suppose that P (x, ·) has a density k(·|x) and ν(·) has a density v(·) with
respet to a referene measure dx. Given Xi = x draw Xi+1 ∼ k(·|x) and
draw Yi from the distribution of Yi|Xi, Xi+1, that is
Yi ∼ Bernoulli
(s(Xi)v(Xi+1)
k(Xi+1|Xi)
)
.
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The method is feasible in many settings of pratial interest (f. [Mykland et al. 1995℄,
[Jones et al. 2006℄).
One we are able to simulate the split hain (Xi, Yi)i≥0, we an observe
τ0, τ1, . . . and ompute the following regenerative estimator of I.
IˆτR =
1
τR + 1
τR∑
j=0
g(Xj), (4.6)
where the xed number R is the total number of regenerations observed.
Note that IˆτR is a sum of xed number of iid. random variables. Thus if
EνN
2
0 <∞ and Eνs20 <∞ then
√
R(IˆτR − I)→ N(0, ξ2g), as R→∞, (4.7)
where
ξ2g =
Eν(s0 −N0I)2
(EνN0)2
.
Let N¯ = R−1(τR + 1) = R−1
∑R−1
i=0 Ni. As an approximation for ξ
2
g one an
take the following regenerative estimator
ξˆ2RS :=
1
RN¯2
R−1∑
i=0
(si − IˆτRNi)2. (4.8)
Now observe that
ξˆ2RS − ξ2g =
1
RN¯2
R−1∑
i=0
(si − IˆτRNi)2 ±
Eν(s0 −N0I)2
N¯2
− Eν(s0 −N0I)
2
(EνN0)2
=
1
RN¯2
R−1∑
i=0
[
(si − IˆτRNi)2 ± (si −NiI)2 −Eν(s0 −N0I)2
]
+
+Eν(s0 −N0I)2
[
1
N¯2
− 1
(EνN0)2
]
.
As notied in [Jones et al. 2006℄, repeated appliation of the strong law of
large numbers (with R→∞) yields that ξˆ2RS is a strongly onsistent estima-
tor of ξ2g so it is enough to establish onditions EνN
2
0 <∞ and Eνs20 <∞ for
the xed width methodology to work. This is deferred to the next setion.
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Clearly, in this modied regenerative setting an asymptotially valid xed-
width result is obtained by terminating the simulation the rst time that
q•
ξˆRS√
R
+ p(R) ≤ ε. (4.9)
4.3 A Lemma and its Consequenes
For geometrially ergodi Markov hains hitting times for sets of positive
stationary measure have geometrially dereasing tails. In partiular the
following lemma is shown in [Hobert et al. 2002℄.
Lemma 4.3.1 (Lemma 2 of [Hobert et al. 2002℄). Let (Xn)n>0 be a Har-
ris ergodi hain and assume that (4.5) holds. If (Xn)n>0 is geometrially
ergodi, then there exists a β > 1, suh that Epiβ
τ1 <∞.
Whih immediately yields the following orollary.
Corollary 4.3.2. Under the onditions of Lemma 4.3.1, for any a > 0,
∞∑
i=0
(
Ppi(τ1 ≥ i+ 1)
)a
≤
(
Epiβ
τ1
)a ∞∑
i=0
β−a(i+1) <∞. (4.10)
Proof.
∞∑
i=0
(
Ppi(τ1 ≥ i+ 1)
)a
≤
∞∑
i=0
(
Epi(I{τ1≥i+1}β
τ1β−(i+1))
)a
=
∞∑
i=0
β−a(i+1)
(
Epi(I{τ1≥i+1}β
τ1)
)a
≤
∞∑
i=0
β−a(i+1)
(
Epiβ
τ1
)a
.
Observe also that we an integrate (4.5) with respet to pi and obtain
pi(·) ≥ cν(·), where c = Epis. Thus for any funtion h : X∞ → R,
Epi|h(X0, X1, . . . )| ≥ cEν |h(X0, X1, . . . )|. (4.11)
Now we are in a position to prove our key result, namely the following
lemma.
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Lemma 4.3.3. Let (Xn)n>0 be a Harris ergodi Markov hain, assume the
minorization ondition (4.5) holds, and (Xn)n>0 is geometrially ergodi. Let
g : X → R be a real valued Borel funtion. Then, if
Epi|g|p+δ <∞ for some p > 0 and δ > 0,
then
EνN
p
0 <∞ and Eν |s0|p <∞.
Remark 4.3.4. Lemma 4.3.3 improves the two following results:
• Theorem 2 of [Hobert et al. 2002℄ that provides the impliation
Epi|g|2+δ <∞⇒ EνN20 <∞ and Eν |s0|2 <∞.
• Lemma 1 of [Jones et al. 2006℄ that for p ≥ 1 provides impliations
Epi|g|2(p−1)+δ <∞⇒ EνNp0 <∞ and Eν |s0|p <∞.
and
Epi|g|2p+δ <∞⇒ EνNp0 <∞ and Eν |s0|p+δ <∞.
Remark 4.3.5. Without additional restritions Epi|g|p < ∞ does not imply
Eν |s0|p <∞, so Lemma 4.3.3 an not be improved. To see this note that The-
orem 3.3.1 of Chapter 3 ombined with the presumption that in the setting of
Lemma 4.3.3 Epi|g|p <∞ implies Eν |s0|p <∞ yields the Central Limit The-
orem for normalized sums of g(Xi) for geometrially ergodi Markov hains
assuming only Epig
2 <∞. This however is not enough for the CLT, Bradley in
[Bradley 1983℄ and also Häggström in [Häggström 2005℄ provide ounterex-
amples. Hene to obtain the impliation Epi|g|p < ∞ ⇒ Eν |s0|p < ∞, one
needs stronger assumptions, e.g. if p = 2 then uniform ergodiity is enough,
as proved in Chapter 3.
Proof of Lemma 4.3.3. First note that by (4.11) it is enough to show that
EpiN
p
0 <∞ and Epi|s0|p <∞.
Moreover, sine maxk
{
kp
βk
}
< ∞ for every p > 0 and β > 1, by Lemma
4.3.1 we obtain immediately EpiN
p
0 < ∞. Thus we proeed to show that
Epi|s0|p <∞. To this end rst note that
C :=
((
Epi|g(Xi)|p+δ
) p
p+δ
)1/p
<∞. (4.12)
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For p ≥ 1 we use rst the triangle inequality in Lp, then Hölder inequality,
then (4.12) and nally Corollary 4.3.2.
(Epi|s0|p)1/p ≤
[
Epi
(
τ1∑
i=0
|g(Xi)|
)p]1/p
=
[
Epi
( ∞∑
i=0
1(i ≤ τ1)|g(Xi)|
)p]1/p
≤
∞∑
i=0
[
Epi1(i ≤ τ1)|g(Xi)|p
]1/p
≤
∞∑
i=0
[
(Epi1(i ≤ τ1))
δ
p+δ
(
Epi|g(Xi)|p+δ
) p
p+δ
]1/p
= C
∞∑
i=0
(Ppi(τ1 ≥ i))
δ
p(p+δ) <∞. (4.13)
For 0 < p < 1 we use the fat xp is onave and then proeed similarly as in
(4.13) to obtain
Epi|s0|p ≤ Epi
( ∞∑
i=0
1(i ≤ τ1)|g(Xi)|
)p
≤
∞∑
i=0
Epi1(i ≤ τ1)|g(Xi)|p
≤ Cp
∞∑
i=0
(Ppi(τ1 ≥ i))
δ
(p+δ) <∞.
Lemma 4.3.3 allows us to restate results from setion 3.2 of [Jones et al. 2006℄
with relaxed assumptions. In partiular in Lemma 2 and in Proposition 3
therein it is enough to assume Epi|g|2+δ+ε <∞ for some δ > 0 and some ε > 0,
instead of Epi|g|4+δ < ∞ for some δ > 0. Modiations of the (rather long
and ompliated) proofs in [Jones et al. 2006℄ are straightforward. Hene we
have
Lemma 4.3.6 (Part b of Lemma 2 of [Jones et al. 2006℄). Let (Xn)n>0 be
a Harris ergodi Markov hain with invariant distribution pi. If (Xn)n>0 is
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geometrially ergodi, (4.5) holds and Epi|g|2+δ+ε < ∞ for some δ > 0 and
some ε > 0, then there exists a onstant 0 < σg <∞, and a suiently large
probability spae suh that∣∣∣∣∣
n∑
i=1
g(Xi)− nEpig − σgB(n)
∣∣∣∣∣ = O(γ(n))
with probability 1 as n → ∞, where γ(n) = nα logn, α = 1/(2 + δ), and
B = {B(t), t ≥ 0} denotes a standard Brownian motion.
Proposition 4.3.7 (Proposition 3 of [Jones et al. 2006℄). Let (Xn)n>0 be a
Harris ergodi Markov hain with invariant distribution pi. Further, suppose
(Xn)n>0 is geometrially ergodi, (4.5) holds and Epi|g|2+δ+ε < ∞ for some
δ > 0 and some ε > 0. If
1. an →∞, as n→∞,
2. bn →∞ and bn/n→ 0 as n→∞,
3. b−1n n
2α[log n]3 → 0 as n→∞, where α = 1/(2 + δ),
4. there exists a onstant c ≥ 1, suh that ∑∞n=1(bn/n)c <∞,
Then σˆ2BM → σ2g w.p.1 as n→∞.
Conluding Remark 4.3.8. Compare the foregoing result with Setion 4.2.2 or
with Proposition 1 of [Jones et al. 2006℄ to see that both methods desribed
here, i.e. regenerative simulation (RS) and bath means (CBM), provide
strongly onsistent estimators of σ2g under the same assumption for the target
funtion g.
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Chapter 5
Fixed-Width Nonasymptoti
Results under Drift Condition
In this Chapter we establish nonasymptoti xed width estimation. We as-
sume a drift ondition towards a small set and bound the mean square error of
estimators obtained by taking averages along a single trajetory of a Markov
hain Monte Carlo algorithm. We use these bounds to determine the length
of the trajetory and the burn-in time that ensures (ε− α)−approximation,
i.e. desired preision of estimation with given probability. Let I be the value
of interest and Iˆ its MCMC estimate. Preisely, our lower bounds for the
length of the trajetory and burn-in time ensure that
P (|Iˆ − I| ≤ ε) ≥ 1− α
and depend only and expliitly on drift parameters, ε and α. Next we intro-
due an MCMC estimator based on the median of multiple shorter runs. It
turns out that this estimation sheme allows for sharper bounds for the total
simulation ost required for the (ε−α)−approximation. For both estimation
shemes numerial examples are provided that inlude pratially relevant
Gibbs samplers for a hierarhial random eets model.
5.1 Introdution
Reall the estimation strategies introdued in Setion 1.2 and desribed by
(1.3-1.5). Estimation Along one Walk uses average along a single trajetory
of the underlying Markov hain and disards the initial part to redue bias.
53
The estimate of the unknown value I =
∫
X f(x)pi(dx) is of the form
Iˆt,n =
1
n
t+n−1∑
i=t
f(Xi) (5.1)
and t is alled the burn-in time.
The strategy is believed to be more eient then estimation along one
walk with spaing and multiple run desribed in Setion 1.2 and is usually the
pratitioners hoie. Some preise results are available for reversible Markov
hains. Geyer in [Geyer 1992℄ shows that using spaing as in (1.4) is inee-
tive (in terms of asymptoti variane) and Chan and Yue in [Chan & Yue 1996℄
prove that (5.1) is asymptotially eient in a lass of linear estimators (in
terms of mean square error).
The goal of this hapter is to derive lower bounds for n and t in (5.1),
that minimize the total omputation ost n+t, and that ensure the following
ondition of (ε, α)−approximation:
P (|Iˆt,n − I| ≤ ε) ≥ 1− α, (5.2)
where ε is the preision of estimation and 1−α, the ondene level. Due to
results in [Geyer 1992℄ and [Chan & Yue 1996℄ no other linear modiations
of the estimation sheme in (5.1) are analyzed. To derease the total simu-
lation ost for (5.2) we introdue instead a nonlinear estimator based on the
median of multiple shorter runs.
Results of this or related type have been obtained for disrete state spae
X and bounded target funtion f by Aldous in [Aldous 1987℄, Gillman in
[Gillman 1998℄ and reently by León and Perron in [León & Perron 2004℄.
Niemiro and Pokarowski in [Niemiro & Pokarowski 2007℄ give results for rel-
ative preision estimation. For uniformly ergodi hains on ontinuous state
spae X and bounded funtion f, Hoeding type inequalities are available
(due to Glynn and Ormonait in [Glynn & Ormoneit 2002℄, and an improved
bound due to Meyn et al. in [Kontoyiannis at al. 2005℄) and an easily lead
to the desired (ε − α)−approximation. To our best knowledge there are no
expliit bounds for n and t in more general settings, espeially when f is not
bounded and the hain is not uniformly ergodi. A remarkable presentation
of the state of the art approah to dealing with this problem is provided by
Jones at al. in the reent paper [Jones et al. 2006℄. They suggest two proe-
dures for onstruting onsistent estimators for the variane of the asymptoti
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normal distribution for geometrially ergodi split hains and thus under the
additional assumption of Epi|f |2+δ < ∞ for some δ > 0 (see Chapter 4 here
for this weakened assumption and details of the proedure).
Our approah is to assume a version of the well known drift ondition to-
wards a small set (Assumption 5.2.1) and give expliit lower bounds on n and
t in terms of drift parameters dened in Assumption 5.2.1 and approximation
parameters dened in (5.2).
The rest of the Chapter is organized as follows. In Setion 5.2 we intro-
due the drift ondition assumption and preliminary results. In Setion 5.3
we obtain an expliit bound for the mean square error of the estimator dened
in (1.3). In Setion 5.4 we onstrut two dierent (ε − α)−approximation
proedures, one based on the sample mean of one long trajetory and the
other based on the median of multiple shorter runs. We lose with examples
in Setions 5.5 and 5.6, in partiular we show how to obtain expliit lower
bounds for t and n that guarantee the ε−α−approximarion for a hierarhial
random eets model of pratial relevane.
5.2 A Drift Condition and Preliminary Lem-
mas
Sine in what follows we deal with integrals of unbounded funtions f with
respet to probability measures, the very ommon total variation distane
dened by (2.1) is inappropriate for measuring distanes between probability
measures and we need to use the V−norm and V−norm distane introdued
in Setion 2.1.
We analyze the MCMC estimation along a single trajetory under the
following assumption of a drift ondition towards a small set.
Assumption 5.2.1.(A.1) Small set. There exist C ∈ B(X ), β˜ > 0 and
a probability measure ν on (X ,B(X )) suh that for all x ∈ C and
A ∈ B(X )
P (x,A) ≥ β˜ν(A).
(A.2) Drift. There exist a funtion V : X → [1,∞) and onstants λ < 1 and
K <∞ satisfying
PV (x) ≤
{
λV (x), if x /∈ C,
K, if x ∈ C.
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(A.3) Aperiodiity. There exists β > 0 suh that β˜ν(C) ≥ β.
In the sequel we refer to β˜, V (x), λ,K, β as drift parameters.
Remark 5.2.2. Establishing a drift ondition for real life examples is usually
not an easy task. As indiated in [Meyn & Tweedie 1993℄ polynomials are
often suitable andidates for a drift funtion V and also funtions propor-
tional to pi1/2 may turn out to be a luky hoie. Computable toy and real
life examples of [Baxendale 2005℄ and [Jones & Hobert 2004℄ onrm this
observations.
Remark 5.2.3. There is a strong probabilisti intuition behind Assumption
5.2.1. Every time the hain visits the small set C, it regenerates with proba-
bility β˜. The role of the drift ondition (A.2) is to guarantee that the hain
visits the small set C frequently enough. Typially C is in the enter of
the state spae X and the drift funtion V takes small values on C and in-
reases as it goes away from C. Assume rst that Xn = x /∈ C. The ondition
PV (x) ≤ λV (x) means that Xn+1 ∼ P (x, ·) is on average getting loser to
C (loser in terms of V ). Whereas PV (x) ≤ K for Xn = x ∈ C means that
Xn+1 will perhaps jump out of C, but not too far away, i.e. the integral of
V with respet to the distribution of Xn+1 is bounded (by the same value)
for all x ∈ C. Assumption (A.3) together with (A.1) imply aperiodiity.
Assumption 5.2.1 is often used and widely disussed in Markov hains
literature. Substantial eort has been devoted to establishing onvergene
rates for Markov hains under the drift ondition (A.1-3) or related as-
sumptions. For disussion of various drift onditions and their relation see
Meyn and Tweedie [Meyn & Tweedie 1993℄. For quantitative bounds on
onvergene rates of Markov hains see the survey paper by Roberts and
Rosenthal [Roberts & Rosenthal 2005℄ and referenes therein. In the sequel
we make use of the reent onvergene bounds obtained by Baxendale in
[Baxendale 2005℄.
Theorem 5.2.4 (Baxendale [Baxendale 2005℄). Under Assumption 5.2.1
(X)n≥0 has a unique stationary distribution pi and piV <∞. Moreover, there
exists ρ < 1 depending only and expliitly on β˜, β, λ and K suh that when-
ever ρ < γ < 1 there existsM <∞ depending only and expliitly on γ, β˜, β, λ
and K suh that for all n ≥ 0
|||P n − pi|||V ≤Mγn. (5.3)
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When we refer in the sequel to V−uniform ergodiity, we mean the on-
vergene determined by (5.3). There are dierent formulas for ρ and M for
general operators, self adjoint operators and self adjoint positive operators
in both atomi and nonatomi ase. We give them in Setion 5.8 for the sake
of ompleteness. To our knowledge the above-mentioned theorem gives the
best available expliit onstants.
Corollary 5.2.5. Under Assumption 5.2.1
‖pi0P n − pi‖V ≤ min{pi0V, ‖pi0 − pi‖V }Mγn,
where M and γ are suh as in Theorem 5.2.4.
Proof. From Theorem 5.2.4 we have ‖P n(x, ·) − pi(·)‖V ≤ MγnV (x), whih
yields
pi0VMγ
n ≥
∫
X
‖P n(x, ·)− pi(·)‖V pi0(dx) ≥ sup
|g|≤V
∫
X
|P n(x, ·)g − pig|pi0(dx)
≥ sup
|g|≤V
|pi0P ng − pig| = ‖pi0P n − pi‖V .
Now let bV = infx∈X V (x). Sine |||·|||V is an operator norm and pi is invariant
for P , we have
‖pi0P n − pi‖V = bV |||pi0P n − pi|||V = bV |||(pi0 − pi)(P n − pi)|||V
≤ bV |||pi0 − pi|||V |||P n − pi|||V = ‖pi0 − pi‖V |||P n − pi|||V .
≤ ‖pi0 − pi‖VMγn.
Now we fous on the following simple but useful observation.
Lemma 5.2.6. If for a Markov hain (Xn)n≥0 on X with transition kernel
P Assumption 5.2.1 holds with parameters β˜, V (x), λ,K, β, it holds also with
β˜r := β˜, Vr(x) := V (x)
1/r, λr := λ
1/r, Kr := K
1/r, βr := β for every r > 1.
Proof. It is enough to hek (A.2). For x /∈ C by Jensen inequality we have
λV (x) ≥
∫
X
V (y)P (x, dy) ≥
(∫
X
V (y)1/rP (x, dy)
)r
and hene PV (x)1/r ≤ λ1/rV (x)1/r, as laimed. Similarly for x ∈ C we obtain
PV (x)1/r ≤ K1/r.
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Lemma 5.2.6 together with Theorem 5.2.4 yield the following orollary.
Corollary 5.2.7. Under Assumption 5.2.1 we have
|||P n − pi|||V 1/r ≤Mrγnr ,
where Mr and γr are onstants dened as in Theorem 5.2.4 resulting from
drift parameters dened in Lemma 5.2.6.
Integrating the drift ondition with respet to pi yields the following bound
on piV.
Lemma 5.2.8. Under Assumption 5.2.1
piV ≤ pi(C)K − λ
1− λ ≤
K − λ
1− λ .
Let fc = f − pif. The next lemma provides a bound on ||fc|p|V in terms
of ||f |p|V without additional eort.
Lemma 5.2.9. Under Assumption 5.2.1
||fc|p|2/pV ≤
(
C
1/p
fpV
+
pi(C)
b
1/p
V
Kp,λ
)2
≤ (C1/p
fpV
+Kp,λ
)2
,
where bV = infx∈X V (x), CfpV = ||f |p|V and Kp,λ = K
1/p−λ1/p
1−λ1/p .
Proof. Note that piV 1/p ≤ pi(C)Kp,λ ≤ Kp,λ by Lemma 5.2.8 and proeed:
||fc|p|V = sup
x∈X
|f(x)− pif |p
V (x)
≤ sup
x∈X
(
C
1/p
fpV
V 1/p(x) + pi|f |
)p
V (x)
≤ sup
x∈X
(
C
1/p
fpV
V 1/p(x) + pi(C)Kp,λ
)p
V (x)
≤ CfpV
(
1 +
pi(C)Kp,λ
b
1/p
V C
1/p
fpV
)p
.
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5.3 MSE Bounds
By MSE(Iˆ0,n) we denote the mean square error of Iˆ0,n, i.e.
MSE(Iˆ0,n) = Epi0[Iˆ0,n − I]2.
Bonds onMSE(Iˆ0,n) are essential to establish (ε−α)−approximation of type
(5.2) and are also of independent interest.
Theorem 5.3.1. Assume the Drift Condition 5.2.1 holds and X0 ∼ pi0. Then
for every measurable funtion f : X → R, every p ≥ 2 and every r ∈ [ p
p−1 , p]
MSE(Iˆ0,n) ≤ ||fc|
p|2/pV
n
(
1 +
2Mrγr
1 − γr
)(
piV +
M min{pi0V, ‖pi0 − pi‖V }
n(1− γ)
)
,
(5.4)
where fc = f − pif and onstants M, γ,Mr, γr depend only and expliitly
on β˜, β, λ and K from Assumption 5.2.1 as in Theorem 5.2.4 and Corollary
5.2.6.
The formulation of the foregoing Theorem 5.3.1 is motivated by a trade-
o between small V and small λ in Assumption 5.2.1. It should be intuitively
lear that establishing the drift ondition for a quikly inreasing V should
result in smaller λ at the ost of bigger piV. So it may be reasonable to look
for a valid drift ondition with V ≥ C||fc|p| for some p > 2 instead of the
natural hoie of p = 2. Lemma 5.2.6 should strengthen this intuition. The
most important speial ase for p = r = 2 is emphasized below as a orollary.
The unknown value pi0V in (5.4) depends on pi0 whih is users hoie and
usually a deterministi point. Also, in many ases a fairly small bound for
piV should be possible to obtain by diret alulations, sine in the typial
setting pi is exponentially onentrated whereas V is a polynomial of degree
2. These alulations should probably borrow from those used to obtain the
minorization and drift onditions. However, in absene of a better bound for
piV Lemma 5.2.8 is at hand. Similarly Lemma 5.2.9 bounds the unknown
value ||fc|p|2/pV in terms of ||f |p|V . Note that in appliations both f and V
have expliit formulas known to the user and ||f |p|V an be evaluated diretly
or easily bounded.
Proof. Note that |f |r
V 1/r
= ||f |r|V . Without loss of generality onsider fc
instead of f and assume ||fc|p|V = 1. In this setting |f 2c |V ≤ 1, V arpifc =
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pif 2c ≤ piV, MSE(Iˆ0,n) = Epi0(Iˆ0,n)2, and also for every r ∈ [ pp−1 , p],
|fc|V 1/r ≤ ||fc|p/r|V 1/r = 1 and |fc|V 1−1/r ≤ ||fc|p−p/r|V 1−1/r = 1.
Obviously
nMSE(Iˆ0,n) =
1
n
n−1∑
i=0
Epi0fc(Xi)
2 +
2
n
n−2∑
i=0
n−1∑
j=i+1
Epi0fc(Xi)fc(Xj). (5.5)
We start with a bound for the rst term of the right hand side of (5.5). Sine
f 2c (x) ≤ V (x), we use Corollary 5.2.5 for f 2c . Let C = min{pi0V, ‖pi0 − pi‖V }
and proeed
1
n
n−1∑
i=0
Epi0fc(Xi)
2 =
1
n
n−1∑
i=0
pi0P
if 2c ≤ pif 2c +
1
n
n−1∑
i=0
CMγi ≤ piV + CM
n(1− γ) .
(5.6)
To bound the seond term of the right hand side of (5.5) note that |fc| ≤ V 1/r
and use Corollary 5.2.7.
2
n
n−2∑
i=0
n−1∑
j=i+1
Epi0fc(Xi)fc(Xj) =
2
n
n−2∑
i=0
n−1∑
j=i+1
pi0
(
P i
(
fcP
j−ifc
))
≤ 2
n
n−2∑
i=0
n−1∑
j=i+1
pi0
(
P i
(|fc||P j−ifc|))
≤ 2Mr
n
n−2∑
i=0
∞∑
j=i+1
γj−ir pi0
(
P i
(|fc|V 1/r))
≤ 2Mrγr
n(1− γr)
n−2∑
i=0
pi0
(
P i
(|fc|V 1/r)) = ♠
Sine |fc| ≤ V 1/r and |fc| ≤ V 1−1/r, also |fcV 1/r| ≤ V and we use Corollary
5.2.5 for |fc|V 1/r.
♠ ≤ 2Mrγr
n(1− γr)
n−2∑
i=0
(
pi
(|fc|V 1/r)+ CMγi) ≤ 2Mrγr
1− γr
(
piV +
CM
n(1− γ)
)
.(5.7)
Combine (5.6) and (5.7) to obtain
MSE(Iˆ0,n) ≤ ||fc|
p|2/pV
n
(
1 +
2Mrγr
1− γr
)(
piV +
CM
n(1− γ)
)
.
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Corollary 5.3.2. In the setting of Theorem 5.3.1, we have in partiular
MSE(Iˆ0,n) ≤ |f
2
c |V
n
(
1 +
2M2γ2
1− γ2
)(
piV +
M min{pi0V, ‖pi0 − pi‖V }
n(1− γ)
)
.
(5.8)
The foregoing bound is easy to interpret: piV |f 2c |V should be lose to
V arpif for an appropriate hoie of V, moreover 2M2γ2/(1− γ2) orresponds
to the autoorrelation of the hain and the last term M min{pi0V, ‖pi0 −
pi‖V }/n(1 − γ) is the prie for nonstationarity of the initial distribution.
See also Theorem 5.3.4 for further interpretation.
Theorem 5.3.1 is expliitly stated for Iˆ0,n, but the struture of the bound
is exible enough to over most typial settings as indiated below.
Corollary 5.3.3. In the setting of Theorem 5.3.1,
MSE(Iˆ0,n) ≤ piV ||fc|
p|2/pV
n
(
1 +
2Mrγr
1− γr
)
, if pi0 = pi, (5.9)
MSE(Iˆ0,n) ≤ ||fc|
p|2/pV
n
(
1 +
2Mrγr
1− γr
)(
piV +
MV (x)
n(1− γ)
)
, if pi0 = δx,
(5.10)
MSE(Iˆt,n) ≤ ||fc|
p|2/pV
n
(
1 +
2Mrγr
1− γr
)(
piV +
M2γtV (x)
n(1− γ)
)
, if pi0 = δx.
(5.11)
Proof. Only (5.11) needs a proof. Note that Xt ∼ δxP t. Now use Theorem
5.2.4 to see that ‖δxP t − pi‖V ≤ MγtV (x), and apply Theorem 5.3.1 with
pi0 = δxP
t.
Bound (5.9) orresponds to the situation when a perfet sampler is avail-
able. For deterministi start without burn-in and with burn-in (5.10) and
(5.11) should be applied respetively.
Next we derive omputable bounds for the asymptoti variane σ2f in
entral limit theorems for Markov hains under the assumption of the Drift
Condition 5.2.1.
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Theorem 5.3.4. Under the Drift Condition 5.2.1 the Markov hain (Xn)n≥0
and a funtion f, suh that |f 2c |V <∞ (or equivalently |f 2|V <∞), admit a
entral limit theorem, i.e:
√
n(Iˆ0,n − I) d→ N(0, σ2f ) as n→∞, (5.12)
moreover
σ2f = lim
n→∞
nEpi[Iˆ0,n − I]2 ≤ piV ||fc|p|2/pV
(
1 +
2Mrγr
1− γr
)
. (5.13)
Proof. The CLT (i.e. (5.12) and the equation in (5.13)) is a well known fat
and results from V−uniform ergodiity implied by Theorem 5.2.4 ombined
with Theorems 17.5.4 and 17.5.3 of [Meyn & Tweedie 1993℄. Theorem 5.3.1
with pi0 = pi yields the bound for σ
2
f in (5.13).
Remark 5.3.5. For reversible Markov hains signiantly sharper bounds for
σ2f an be obtained via funtional analyti approah. For a reversible Markov
hain its transition kernel P is a self-adjoint operator on L2pi. Let f ∈ L2pi and
pif = 0. If we denote by Ef the positive measure on (−1, 1) assoiated with f
in the spetral deomposition of P, we obtain (f. [Kipnis & Varadhan 1986℄,
[Geyer 1992℄)
σ2f =
∫
(−1,1)
1 + λ
1− λEf (dλ) ≤
1 + ρ
1− ρV arpif ≤
1 + ρ
1− ρpiV |f
2
c |V . (5.14)
Where the rst inequality in (5.14) holds if we are able to bound the spetral
radius of P ating on L2pi by some ρ < 1 (f. [Geyer 1992℄, [Roberts & Rosenthal 1997b℄).
Corollary 6.1 of [Baxendale 2005℄ yields the required bound with ρ dened
as in Theorem 5.2.4.
5.4 (ε− α)−Approximation
(ε−α)−approximation is an easy orollary ofMSE bounds by the Chebyshev
inequality.
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Theorem 5.4.1 ((ε− α)−approximation). Let
b =
piV ||fc|p|2/pV
ε2α
(
1 +
2Mrγr
1 − γr
)
, (5.15)
c =
M min{pi0V, ‖pi0 − pi‖V }||fc|p|2/pV
ε2α(1− γ)
(
1 +
2Mrγr
1 − γr
)
, (5.16)
n(t) =
b+
√
b2 + 4c(t)
2
, (5.17)
c(t) =
M2γtV (x)||fc|p|2/pV
ε2α(1− γ)
(
1 +
2Mrγr
1− γr
)
, (5.18)
c˜ =
M2V (x)||fc|p|2/pV
ε2α(1− γ)
(
1 +
2Mrγr
1− γr
)
. (5.19)
Then under Assumption 5.2.1,
P (|Iˆ0,n − I| ≤ ε) ≥ 1− α, if X0 ∼ pi0, n ≥ b+
√
b2 + 4c
2
. (5.20)
P (|Iˆt,n − I| ≤ ε) ≥ 1− α, if

X0 ∼ δx,
t ≥ max
{
0, logγ
(
2+
√
4+b2 ln2 γ
c˜ ln2 γ
)}
,
n ≥ n(t).
(5.21)
And the above bounds in (5.21) give the minimal length of the trajetory
(t+ n) resulting from (5.11).
Proof. From the Chebyshev's inequality we get
P (|Iˆt,n − I| ≤ ε) = 1− P (|Iˆt,n − I| ≥ ε)
≥ 1− MSE(Iˆt,n)
ε2
≥ 1− α if MSE(Iˆt,n) ≤ ε2α.(5.22)
To prove (5.20) set C = min{pi0V, ‖pi0−pi‖V }, and ombine (5.22) with (5.4)
to get
n2 − npiV ||fc|
p|2/pV
ε2α
(
1 +
2Mrγr
1− γr
)
− MC||fc|
p|2/pV
ε2α(1− γ)
(
1 +
2Mrγr
1− γr
)
≥ 0,
and hene n ≥ b+
√
b2+4c
2
, where b and c are dened by (5.15) and (5.16)
respetively. The only dierene in (5.21) is that now we have c(t) dened
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by (5.18) instead of c. It is easy to hek that the best bound on t and n (i.e.
that minimizes t+ n) is suh that
n ≥ n(t) and t ≥ max {0,min{t ∈ N : n′(t) ≥ −1}} ,
where n(t) is dened by (5.17). Standard alulations show that
min{t ∈ N : n′(t) ≥ −1} = min{t ∈ N : (γt)2c˜2 ln2 γ − γt4c˜− b2 ≤ 0},
where c˜ is dened by (5.19). Hene we obtain
t ≥ max
{
0, (ln γ)−1 ln
(
2 +
√
4 + b2 ln2 γ
c˜ ln2 γ
)}
and n ≥ n(t).
This ompletes the proof.
Remark 5.4.2. The formulation of Theorem 5.4.1 and the above proof indiate
how the issue of a suient burn-in should be understood. The ommon
desription of t as time to stationarity and the often enountered approah
that t∗ = t(x, ε˜) should be suh that ρ(pi, δxP t
∗
) ≤ ε˜ (where ρ(·, ·) is a
distane funtion for probability measures, e.g. total variation distane, or
V−norm distane) seems not appropriate for suh a natural goal as (ε −
α)−approximation. The optimal burn-in time an be muh smaller then t∗
and in partiular ases it an be 0. Also we would like to emphasize that in
the typial drift ondition setting, i.e. if X is not ompat and the target
funtion f is not bounded, the V−norm should be used as a measure of
onvergene, sine ||pit − pi||tv → 0 does not even imply pitf → pif.
Next we suggest an alternative estimation sheme that allows for sharper
bounds for the total simulation ost needed to obtain (ε−α)−approximation
for small α. We will make use of the following simple lemma taken from the
more ompliated setting of [Niemiro & Pokarowski 2007℄.
Lemma 5.4.3. Let m ∈ N be an odd number and let Iˆ1, . . . , Iˆm be inde-
pendent random variables, suh that P (|Iˆk − I| ≤ ε) ≥ 1 − a > 1/2, for
k = 1, . . . , m. Dene Iˆ := med{Iˆ1, . . . , Iˆm}. Then
P (|Iˆ − I| ≤ ε) ≥ 1− α, if m ≥ 2 ln(2α)
ln[4a(1− a)] . (5.23)
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Proof. Sine P (|Iˆk − I| > ε) ≤ a < 1/2, by elementary arguments we obtain
P (|Iˆ − I| > ε) ≤
m∑
k=(m+1)/2
(
m
k
)
ak(1− a)n−k
≤ 2m−1am/2(1− a)m/2
=
1
2
exp
{m
2
ln(4a(1− a))
}
.
The last term does not exeed α ifm ≥ 2 ln(2α)/ ln[4a(1−a)], as laimed.
Hene (ε−α)−approximation an be obtained by the following Algorithm
5.4.4, where Theorem 5.4.1 should be used to nd t and n that guarantee
(ε− a)−approximation and m results from Lemma 5.4.3.
Algorithm 5.4.4.
1. Simulate m independent runs of length t+ n of the underlying Markov
hain,
X
(k)
0 , . . . , X
(k)
t+n−1, k = 1, . . . , m.
2. Calulate m estimates of I, eah based on a single run,
Iˆk = Iˆ
(k)
t,n =
1
n
t+n−1∑
i=t
f(X
(k)
i ), k = 1, . . . , m.
3. For the nal estimate take
Iˆ = med{Iˆ1, . . . , Iˆm}.
The total ost of Algorithm 5.4.4 amounts to
C = C(a) = m(t + n) (5.24)
and depends on a (in addition to previous parameters). The optimal a an
be found numerially, however it is worth mentioning a = 0, 11969 is an
aeptable arbitrary hoie (f. [Niemiro & Pokarowski 2007℄). A loser look
at equation (5.24) reveals that the leading term is
mb =
1
a ln{[4a(1− a)]−1}
{
2 ln{(2α)−1}piV ||fc|p|2/pV
ε2
(
1 +
2Mrγr
1− γr
)}
,
where b is dened by (5.15). Funtion a ln{[4a(1− a)]−1} has one maximum
on (0, 1/2) at a ≈ 0, 11969.
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5.5 A Toy Example - Contrating Normals
To illustrate the results of previous setions we analyze the ontrating nor-
mals example studied by Baxendale in [Baxendale 2005℄ (see also [Roberts & Tweedie 1999℄,
[Roberts & Rosenthal 1997a℄ and [Rosenthal 1995a℄), where Markov hains
with transition probabilities P (x, ·) = N(θx, 1 − θ2) for some parameter
θ ∈ (−1, 1) are onsidered.
Similarly as in [Baxendale 2005℄ we take a drift funtion V (x) = 1 +
x2 and a small set C = [−c, c] with c > 1, whih allows for λ = θ2 +
2(1−θ2)
1+c2
< 1 and K = 2 + θ2(c2 − 1). We also use the same minorization
ondition with ν onentrated on C, suh that β˜ν(dy) = minx∈C(2pi(1 −
θ2))−1/2 exp(− (θx−y)2
2(1−θ2) )dy. This yields β˜ = 2[Φ(
(1+|θ|)c√
1−θ2 ) − Φ(
|θ|c√
1−θ2 )], where Φ
denotes the standard normal umulative distribution funtion.
Baxendale in [Baxendale 2005℄ indiated that the hain is reversible with
respet to its invariant distribution pi = N(0, 1) for all θ ∈ (−1, 1) and it is
reversible and positive for θ > 0.
Moreover, in Lemma 5.5.1 we observe a relationship between marginal dis-
tributions of the hain with positive and negative values of θ. By L(Xn|X0, θ)
denote the distribution of Xn given the starting point X0 and the parameter
value θ.
Lemma 5.5.1.
L(Xn|X0, θ) = L(Xn|(−1)nX0,−θ). (5.25)
Proof. Let Z1, Z2, . . . be an iid N(0, 1) sequene, then
L(Xn|X0, θ) = L
(
θnX0 +
n∑
k=1
θn−k
√
1− θ2Zk
)
= L
(
(−θ)n(−1)nX0 +
n∑
k=1
(−θ)n−k√1− θ2Zk
)
= L(Xn|(−1)nX0,−θ),
and we used the fat that Zk and −Zk have the same distribution.
For θ < 0 using Lemma 5.5.1 and the fat that V (x) = 1+x2 is symmetri
we obtain
||L(Xn|X0, θ)− pi||V = ||L(Xn|(−1)nX0,−θ)− pi||V ≤MγnV ((−1)nX0)
= MγnV (X0) = Mγ
n(1 +X20 ).
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Thus for all θ ∈ (−1, 1) we an bound the V−norm distane between pi
and the distribution of Xn via Theorem 5.2.4 with ρ and M = M(γ),
where γ ∈ (ρ, 1), omputed for reversible and positive Markov hains (see
Appendix 5.8.3 for formulas). The hoie of V (x) = 1 + x2 allows for
Table 5.5 - bounds based on Baxendale's V−uniform ergodiity onstants.
|θ| ε α ρ ρ2 γ γ2 M M2 m t n total ost
.5 .1 .1 .895 .899 .915 .971 36436 748 1 218 6.46e+09 6.46e+09
.5 .1 10−5 .895 .899 .915 .971 36436 748 1 218 6.46e+13 6.46e+13
.5 .1 10−5 .895 .899 .915 .971 36436 748 27 218 5.39e+09 1.46e+11
(ε − α)−approximation of ∫X f(x)pi(dx) if |f 2|V < ∞ for the possibly un-
bounded funtion f. In partiular the MCMC works for all linear funtions
on X . We take f(x) = x where |f 2|V = 1 as an example. We have to provide
parameters and onstants required for Theorem 5.4.1. In this ase the opti-
mal starting point is X0 = 0 sine it minimizes V (x) = 1+ x
2. To bound piV
we use Lemma 5.2.8 and Lemma 5.2.9 yields a bound on ||fc|2|2/pV = |f 2c |V .
Examples of bounds for t and n for the one walk estimator, or t, n and
m for the median of multiple runs estimator are given in Table 5.5. The
bounds are omputed for c = 1.6226 whih minimizes ρ2 (rather than ρ)
for θ = 0.5. Then a grid searh is performed to nd optimal values of γ
and γ2 that minimize the total simulation ost. Note that in Baxendale's
onstant M depends on γ and M goes relatively quikly to ∞ as γ → ρ.
This is the reason why optimal γ and γ2 are far from ρ and ρ2 and this
turns out to be the main weakness of Baxendale's bounds. Also for small
α = 10−5 we observe a lear omputational advantage of the median of
multiple runs estimation. The m = 27 shorter runs have signiantly lower
total ost then the single long run. R funtions for omputing this example
and also the general bounds resulting from Theorem 5.4.1 are available at
http://akson.sgh.waw.pl/klatus/
5.6 The Example - a Hierarhial Random Ef-
fets Model
In this setion we desribe a hierarhial random eets model whih is a
widely appliable example and provides a typial target density pi that arises
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in Bayesian statistis. Versions of this model and the eieny of MCMC
sampling have been analyzed e.g. by Gelfand and Smith in [Gelfand & Smith 1990℄,
Rosenthal in [Rosenthal 1995a℄, [Rosenthal 1995b℄ and many other authors.
In partiular Hobert and Geyer in [Hobert & Geyer 1998℄ analyzed a Gibbs
sampler and a blok Gibbs sampler for this model and showed the under-
lying Markov hains are in both ases geometrially ergodi (we desribe
these samplers in the sequel). Jones and Hobert in [Jones & Hobert 2004℄
derived omputable bounds for the geometri ergodiity parameters and on-
sequently omputable bounds for the total variation distane ‖P t(x, ·)−pi‖tv
to stationarity in both ases. They used these bounds to determine the
burn-in time. Their work was a breakthrough in analyzing the hierarhial
random eets model, however, mere bounds on burn-in time do not give a
lue on the total amount of simulation needed. Also, bounding the total vari-
ation distane seems inappropriate when estimating integrals of unbounded
funtions, as indiated in Remark 5.4.2. In this setion we establish the
(ε− α)−approximation for the hierarhial random eets model. This on-
sists of hoosing a suitable sampler, establishing the Drift Condition 5.2.1
with expliit onstants, omputing V−uniform ergodiity parameters, and
optimizing lower bounds for t and n in ase of estimation along one walk
or for t, n and m in (5.24) for the median of shorter runs. This may turn
out to be a onfusing proedure, hene we outline it here in detail, disuss
omputational issues and provide neessary R funtions.
5.6.1 The Model
Sine we will make use of the drift onditions established by Jones and Hobert
in [Jones & Hobert 2004℄ we also try to follow their notation in the model
desription. Let µ and λθ be independent and distributed as
µ ∼ N(m0, s−10 ) and λθ ∼ Gamma(a1, b1),
where m0 ∈ R, s0 > 0, a1 > 0, and b1 > 0 are known onstants.
At the seond stage, onditional on µ and λθ, random variables θ1, . . . θK
and λe are independent and distributed as
θi|µ, λθ ∼ N(µ, λ−1θ ) and λe ∼ Gamma(a2, b2),
where a2 > 0, b2 > 0 are known onstants.
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Finally in the third stage, onditional on θ = (θ1, . . . , θK) and λe, the
observed data y = {Yij} are independent with
Yij |θ, λe ∼ N(θi, λ−1e ),
where i = 1, . . . , K and j = 1, . . . , mi.
The Bayesian approah involves onditioning on the values of the observed
data {Yij} and onsidering the joint distribution of allK+3 parameters given
this data. Thus we are interested in the posterior distribution, that is, the
following distribution dened on the spae X = (0,∞)2 × RK+1,
L(θ1, . . . , θK , µ, λθ, λe|{Yij}) = pi(θ, µ, λ|y) (5.26)
∝ d(y|θ, λe)d(θ|µ, λθ)d(λe)d(λθ)d(µ) = ♣,
where d denotes a generi density and hene the nal formula for the unnor-
malised density takes the form of
♣ = e−b1λθλa1−1θ e−b2λeλa2−1e e−
1
2
s0(µ−m0)2
×
K∏
i=1
[
e−
1
2
λθ(θi−µ)2λ1/2θ
]
×
K∏
i=1
mi∏
j=1
[
e−
1
2
λe(yij−θi)2λ1/2e
]
, (5.27)
and we have to deal with a density that is high-dimensional, irregular, stritly
positive in X and onentrated in the enter of X , whih is very typial
for MCMC situations [Roberts & Rosenthal 2005℄. Computing expetations
with respet to pi(θ, µ, λ|y) is ruial for bayesian inferene (e.g. to obtain
bayesian estimators) and requires MCMC tehniques.
5.6.2 Gibbs Samplers for the Model
Full onditional distributions required for a Gibbs sampler an be omputed
without diulty. Let
y¯i :=
1
mi
mi∑
j=1
yij, M :=
∑
i
mi, θ¯ =
1
K
∑
i
θi,
θ−i := (θ1, . . . , θi−1, θi+1, . . . , θK), ν1(θ, µ) :=
K∑
i=1
(θi − µ)2,
69
ν2(θ) :=
K∑
i=1
(θi − y¯i)2, SSE := (yij − y¯i)2.
Now the onditionals are
λθ|θ, µ, λe, y ∼ Gamma
(
K
2
+ a1,
ν1(θ, µ)
2
+ b1
)
, (5.28)
λe|θ, µ, λθ, y ∼ Gamma
(
M
2
+ a2,
ν2(θ) + SSE
2
+ b2
)
, (5.29)
θi|θ−i, µ, λθ, λe, y ∼ N
(
λθµ+miλey¯i
λθ +miλe
,
1
λθ +miλe
)
, (5.30)
µ|θ, λθ, λe, y ∼ N
(
s0m0 +Kλθθ¯
s0 +Kλθ
,
1
s0 +Kλθ
)
. (5.31)
Gibbs samplers for the variane omponents model and its versions have been
used and studied by many authors. We onsider the two Gibbs samplers
analyzed by Jones and Hobert in [Jones & Hobert 2004℄.
• The xed-san Gibbs sampler that updates µ, then θ = (θ1, . . . θK),
then λ = (λθ, λe). Note that θi's are onditionally independent given
(µ, λ) and so are λθ and λe given (θ, µ). Thus the one step Markov
transition density (µ′, θ′, λ′)→ (µ, θ, λ) of this Gibbs sampler is
p(µ, θ, λ|µ′, θ′, λ′) = d(µ|θ′, λ′, y)
[
K∏
i=1
d(θi|µ, λ′, y)
]
(5.32)
× d(λθ|θ, µ, y)d(λe|θ, µ, y).
Where d denotes a generi density and y = {Yij}, i = 1, . . . , K; j =
1, . . .mi, is the observed data.
• Hobert and Geyer in [Hobert & Geyer 1998℄ introdued a more e-
ient blok Gibbs sampler (also analyzed by Jones and Hobert in
[Jones & Hobert 2004℄), in whih all the omponents of
ξ = (θ1, . . . θK , µ)
are updated simultaneously. It turns out that
ξ|λ, y ∼ N(ξ∗,Σ) where ξ∗ = ξ∗(λ, y) and Σ = Σ(λ, y).
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Thus the one step Markov transition density (λ′, ξ′) → (λ, ξ) of the
blok Gibbs sampler is
p(λ, ξ|λ′, ξ′) = d(λθ|ξ′, y)d(λe|ξ′, y)d(ξ|λ, y). (5.33)
We give now the formulas for ξ∗ and Σ derived in [Hobert & Geyer 1998℄.
Let
τ =
K∑
i=1
miλθλe
λθ+miλe
,
then
E(µ|λ) = 1
s0 + τ
[ K∑
i=1
miλθλey¯i
λθ+miλe
+m0s0
]
,
E(θi|λ) = λθE(µ|λ)
λθ +miλe
+
miλey¯i
λθ+miλe
.
and
V ar(θi|λ) = 1
λθ +miλe
[
1 +
λ2θ
(λθ +miλe)(s0 + τ)
]
,
Cov(θi, θj |λ) = λ
2
θ
λθ +miλe)(λθ +mjλe)(s0 + τ)
,
Cov(θi, θj |λ) = λ
2
θ
λθ +miλe)(λθ +mjλe)(s0 + τ)
,
V ar(µ|λ) = 1
s0 + τ
.
5.6.3 Relations between Drift Conditions
A ruial step for (ε− α)−approximation is establishing the drift ondition
5.2.1 whih in the sequel will be referred to as the Baxendale-type drift
ondition. To this end we use the Rosenthal-type (f. [Rosenthal 1995b℄) and
Roberts-and-Tweedie-type (f. [Roberts & Tweedie 1999℄) drift onditions
established by Jones and Hobert in [Jones & Hobert 2004℄ ombined with
their type of a small set ondition.
In the following denitions and lemmas P denotes the transition kernel of
the Markov hain (Xn)n>0 and the subsripts of drift ondition parameters
indiate the type of drift ondition they refer to.
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Assumption 5.6.1 (The Rosenthal-type drift ondition).
(R.1) There exists a funtion VR : X → [0,∞) and onstants 0 < λR < 1 and
KR <∞ satisfying
PVR(x) ≤ λRVR(x) +KR. (5.34)
(R.2) Let CR = {x ∈ X : VR(x) ≤ dR}, where dR > 2KR/(1 − λR). There
exists a probability measure νR on X and β˜R > 0, suh that for all
x ∈ CR and A ∈ B(X ),
P (x,A) ≥ β˜RνR(A). (5.35)
Assumption 5.6.2 (The Roberts-and-Tweedie-type drift ondition).
(RT.1) There exists a funtion VRT : X → [1,∞) and onstants 0 < λRT < 1
and KRT <∞ satisfying
PVRT (x) ≤ λRTVRT (x) +KRT ICRT (x), (5.36)
where CRT = {x ∈ X : VRT (x) ≤ dRT}, and dRT ≥ KRT1−λRT − 1.
(RT.2) There exists a probability measure νRT on X and β˜RT > 0, suh that
for all x ∈ CRT and A ∈ B(X ),
P (x,A) ≥ β˜RT νRT (A). (5.37)
The following lemma relates the two drift onditions.
Lemma 5.6.3 (Lemma 3.1 of [Jones & Hobert 2004℄). Assume that the Rosenthal-
type drift ondition holds. Then for any d > 0 the Roberts-and-Tweedie-type
drift ondition holds with parameters
VRT = VR+1, λRT = λRT (d) =
d+ λR
d+ 1
, KRT = KR+1−λR, β˜RT = β˜R,
CRT = CRT (d) =
{
x ∈ X : VRT (x) ≤ (d+ 1)KRT
d(1− λRT )
}
and νRT = νR.
The Baxendale-type drift ondition we work with results from eah of the
above onditions and the following lemma is easy to verify by simple algebra.
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Lemma 5.6.4. If the Rosenthal-type or the Roberts-and-Tweedie-type drift
ondition holds, then the Baxendale-type drift ondition (A.1-2) veries with
V = VRT = VR + 1, λ = λ(d) = λRT =
d+ λR
d+ 1
,
ν = νRT = νR, C = C(d) = CRT , β˜ = β˜RT = β˜R,
K = K(d) = KRT + λRTdRT = (KR + 1− λR)d
2 + 2d+ λR
d(1− λR) .
Observe next that integrating eah of the drift onditions yields a bound
on piV similar to the one obtained in Lemma 5.2.8 and the best available
bound should be used in Theorem 5.3.4 and Theorem 5.4.1. In partiu-
lar, if the Baxendale-type drift ondition is obtained from the Roberts-and-
Tweedie-type drift ondition via Lemma 5.6.4, integrating the latter always
leads to a better bound on piV. Also, if one starts with establishing the
Rosenthal-type drift ondition, the value of d used for bounding piV does
not have to be the same as the one used for establishing the Baxendale-
type drift and minorization ondition and it should be optimized. Moreover
KR
1−λR + 1 <
KRT
1−λRT <
K−λ
1−λ for every d > 0. This leads to the following lemma
whih an be heked by straightforward alulations.
Lemma 5.6.5. Provided the drift funtions are as in Lemma 5.6.4, the bound
on piV an be optimized as follows
piV ≤ min
{
inf
d
{
pi(CRT (d))
KRT
1− λRT (d)
}
,
KR
1− λR + 1
}
≤ KR
1− λR + 1.
(5.38)
5.6.4 Drift and Minorization Conditions for the Sam-
plers
For the xed-san Gibbs sampler and the blok Gibbs sampler of Setion
5.6.2 Jones and Hobert in [Jones & Hobert 2004℄ (Setion 4 and 5 therein)
obtained the following drift and minorization onditions. See their paper for
derivation and more elaborative ommentary of these results.
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Drift and Minorization for the blok Gibbs Sampler
Assume m′ = min{m1, . . . , mK} ≥ 2 and K ≥ 3. Moreover dene
δ1 =
1
2a1 +K − 2 , δ2 =
1
2a2 +M − 2 , δ3 = (K+1)δ2, δ4 = δ2
K∑
i=1
m−1i ,
δ = max{δ1, δ3}, c1 = 2b1
2a1 +K − 2 , c2 =
2b2 + SSE
2a2 +M − 2 .
Observe that 0 < δi < 1 for i = 1, 2, 3, 4. Also let △ denote the length of the
onvex hull of the set {y¯1, . . . , y¯K, m0}.
Proposition 5.6.6 (Drift for unbalaned ase). Fix λR ∈ (δ, 1) and let φ1
and φ2 be positive numbers suh that
φ1δ4
φ2
+ δ < λR. Dene the drift funtion
as
V1(θ, µ) = φ1ν1(θ, µ) + φ2ν2(θ), (5.39)
where ν1(θ, µ) and ν2(θ) are dened in Setion 5.6.2. With this drift funtion
the blok Gibbs sampler satises the Rosenthal-type drift ondition with
KR = φ1
[
c1 + c2
δ4
δ2
+K△2]+ φ2[c2(K + 1) +M△2]. (5.40)
A better drift ondition an be obtained in the balaned ase, when mi =
m ≥ 2 for i = 1, . . . , K. Let δ5 = Kδ2.
Proposition 5.6.7 (Drift for balaned ase). Fix λR ∈ (δ, 1) and let φ be a
positive number suh that φδ5 + δ < λR. Dene the drift funtion as
V2(θ, µ) = φν1(θ, µ) +m
−1ν2(θ). (5.41)
With this drift funtion the blok Gibbs sampler satises the Rosenthal-type
drift ondition with
KR = φc1 + (φK +K + 1)
c2
m
+max{φ, 1}
K∑
i=1
max
{
(y¯ − y¯i)2, (m0 − y¯i)2
}
,
(5.42)
where y¯ := K−1
∑K
i=1 y¯i.
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Proposition 5.6.8 (Proposition 4.1 of [Jones & Hobert 2004℄) provides a
minorization ondition for the Rosenthal-type drift-minorization ondition
for the blok Gibbs sampler for both, the balaned and unbalaned ase. Note
that the balaned ase drift funtion V2 is a speial ase of the unbalaned
drift funtion V1, hene we fous on V1.
Now onsider the andidate CR = {(θ, µ) : V1(θ, µ) ≤ dR} for a small
set. Note that CR is ontained in SB = SB1 ∩ SB2 , where SB1 = {(θ, µ) :
ν1(θ, µ) < dR/φ1} and SB2 = {(θ, µ) : ν2(θ) < dR/φ2}. Hene it is enough to
establish a minorization ondition that holds for SB.
Let Γ(α, β; x) denote the value of the Gamma(α, β) density at x and
dene funtions h1(λθ) and h2(λe) as follows:
h1(λθ) =
{
Γ
(
K
2
+ a1, b1;λθ
)
, λθ < λ
∗
θ,
Γ
(
K
2
+ a1,
dR
2φ1
+ b1;λθ
)
, λθ ≥ λ∗θ,
where
λ∗θ =
φ1(K + 2a1)
dR
log
(
1 +
dR
2b1φ1
)
and
h2(λe) =
{
Γ
(
M
2
+ a2,
SSE
2
+ b2;λe
)
, λe < λ
∗
e,
Γ
(
M
2
+ a2,
dR+φ2SSE
2φ2
+ b2;λe
)
, λe ≥ λ∗e,
where
λ∗e =
φ2(M + 2a2)
dR
log
(
1 +
dR
φ2(2b2 + SSE)
)
.
Now dene a density q(λ, θ, µ) on R2+ × RK × R by
q(λ, θ, µ) =
( h1(λθ)∫
R+
h1(λθ)dλθ
)( h2(λe)∫
R+
h2(λe)dλe
)
d(ξ|λ, y),
where d(ξ|λ, y) is the normal density in (5.33) resulting from the blok Gibbs
sampler onstrution. Next dene
β˜R =
(∫
R+
h1(λθ)dλθ
)(∫
R+
h2(λe)dλe
)
.
Also reall p(λ, ξ|λ′, ξ′) = p(λ, θ, µ|λ′, θ′, µ′), the Markov transition density of
the blok Gibbs sampler as speied in (5.33).
We are in a position to state the minorization ondition.
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Proposition 5.6.8 (Minorization Condition). The Markov transition den-
sity for the blok Gibbs sampler satises the following minorization ondition:
p(λ, θ, µ|λ′, θ′, µ′) ≥ β˜Rq(λ, θ, µ) for every (θ′, µ′) ∈ SB. (5.43)
Drift and Minorization for the xed-san Gibbs sampler
As before assume that K ≥ 3 and
2 ≤ m′ = min{m1, . . . , mK} ≤ max{m1, . . . , mK} = m′′.
Dene
δ6 =
K2 + 2Ka1
2s0 +K2 + 2Ka1
and δ7 =
1
2(a1 − 1) .
Clearly δ6 ∈ (0, 1) and if a1 > 3/2 then also δ7 ∈ (0, 1). Moreover if a1 > 3/2,
then sine 2s0b1 > 0, there exists ρ1 ∈ (0, 1) suh that(
K +
δ6
δ7
)
δ1 < ρ1. (5.44)
Dene also
ν3(θ, λ) =
Kλθ
s0 +Kλθ
(θ¯ − y¯)2 and s2 =
K∑
i=1
(y¯i − y¯)2.
Proposition 5.6.9 (Drift Condition). Assume that a1 > 3/2, 5m
′ > m′′ and
let ρ1 ∈ (0, 1) satisfy (5.44). Fix
c3 ∈ (0,min{b1, b2}) and λR ∈ (max{ρ1, δ6, δ7}, 1).
Dene the drift funtion as
V3(θ, λ) = e
c3λθ + ec3λe +
δ7
Kδ1λθ
+ ν3(θ, λ). (5.45)
With this drift funtion the xed-san Gibbs sampler satises the Rosenthal-
type drift ondition with
KR =
( b1
b1 − c3
)a1+K2 +( b2
b2 − c3
)a2+M?2 +(δ6+δ7)[ 1
s0
+(m0−y¯)2+ s
2
K
]
+
2b1δ7
K
.
(5.46)
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We now turn to the minorization ondition for the xed-san Gibbs sam-
pler provided in Setion 5.2 of [Jones & Hobert 2004℄. Similarly as before,
onsider the andidate CR = {(θ, λ) : V3 ≤ dR} for a small set and let
c4 =
δ7
Kδ1dR
, cl = y¯−
√
(m0 − y¯)2 + dR and cu = y¯+
√
(m0 − y¯)2 + dR.
The minorization ondition will be given on a set SG suh that
CR ⊆ SG = SG1 ∩ SG2 ∩ SG3 ,
where
SG1 =
{
(θ, λ) : c4 ≤ λθ ≤ log dR
c3
}
,
SG2 =
{
(θ, λ) : 0 < λe ≤ log dR
c3
}
,
SG3 =
{
(θ, λ) : cl ≤ s0m0 +Kλθθ¯
s0 +Kλθ
≤ cu
}
.
Moreover to assure that SG1 ∩ SG2 is nonempty, hoose dR suh that
dR log dR >
c3δ7
Kδ1
.
Let N(ζ, σ2; x) denote the value of the N(ζ, σ2) density at x and dene
funtions g1(µ, θ) and g2(µ) as follows:
g1(ν, θ) =
( c4
2pi
)K
2 exp
{
− log dR
2c3
K∑
i=1
[
(θi − µ)2 +mi(θi − y¯i)2
]}
and
g2(µ) =
{
N
(
cu,
[
s0 +
K log(dR)
c3
]−1
;µ
)
, µ ≤ y¯,
N
(
cl,
[
s0 +
K log(dR)
c3
]−1
;µ
)
, µ > y¯.
Now dene a density on R× RK ×R2+ by
q(µ, θ, λ) =
( g1(µ, θ)g2(µ)∫
R
∫
RK
g1(µ, θ)g2(µ)dθdµ
)
d(λ|µ, θ, y),
77
where d(λ|µ, θ, y) is the joint Gamma distribution of λθ and λe in (5.32)
resulting from the xed-san Gibbs sampler onstrution. Next dene
β˜R =
( s0 +Kc4
s0 +
K log dR
c3
)1/2( ∫
R
∫
RK
g1(µ, θ)g2(µ)dθdµ
)
.
Also reall p(µ, θ, λ|µ′, θ′, λ′), the Markov transition density of the xed-san
Gibbs sampler as speied in (5.32). We are in a position to state the mi-
norization ondition.
Proposition 5.6.10. The Markov transition density for the xed-san Gibbs
sampler satises the following minorization ondition
p(µ, θ, λ|µ′, θ′, λ′) ≥ β˜Rq(µ, θ, λ) for every (θ′, λ′) ∈ SG. (5.47)
Moreover Jones and Hobert in [Jones & Hobert 2004℄ obtained a losed
form expression for β˜R in (5.47) involving the standard normal umulative
distribution funtion Φ. Let
ν =
[
s0 +
log dR
c3
(
K +
K∑
i=1
mi
1 +mi
)]−1
,
ml = ν
[
cls0 +
log dR
c3
(
Kcl +
K∑
i=1
y¯imi
1 +mi
)]
,
mu = ν
[
cus0 +
log dR
c3
(
Kcu +
K∑
i=1
y¯imi
1 +mi
)]
.
Then
β˜R =
( c4c3
log dR
)K
2
√
ν(s0 +Kc4)
√√√√ K∏
i=1
1
1 +mi
exp
{
− log dR
2c3
K∑
i=1
y¯2imi
1 +mi
}
×
[
exp
{
− c
2
us0
2
− Kc
2
u log dR
2c3
+
m2u
2ν
}
Φ
( y¯ −mu√
ν
)
+exp
{
− c
2
l s0
2
− Kc
2
l log dR
2c3
+
m2l
2ν
}(
1− Φ
( y¯ −ml√
ν
))]
.
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5.6.5 Obtaining the Bounds
We fous on obtaining the bounds for (ε − α)−approximation for bayesian
estimators of parameters µ, λθ, λe and θi. This involves integrating one di-
mensional projetions of the identity funtion on parameter spae. The drift
funtion V has to be at least of order f 2 sine |f 2|V has to be nite. Note
that for the two desribed samplers dierent drift onditions has been estab-
lished and neither of them majorizes quadrati funtions in all the parame-
ters. Thus speifying a parameter, say λe implies the hoie of the xed-san
Gibbs sampler with the drift funtion V3, whereas for µ the blok-san Gibbs
sampler with drift funtion V1 or V2 is the only option.
One the sampler and the type of the drift ondition is hosen, the
user must provide his hoie of λR, φ and dR for the Rosenthal-type drift-
minorization ondition. The next step is the right hoie of d in Lemma 5.6.4
whih yields the parameters of the Baxendale-type drift ondition. Provided
the Baxendale-type drift ondition is established with omputable param-
eters, there are still four parameters left to the user, namely the mutually
dependent γ and M in Baxendale's Theorem 5.2.4 and their ounterparts γ2
and M2 from Corollary 5.2.7. Unfortunately the bounds on t and n or t, n
and m are very ompliated funtions of these parameters subjet to users
hoie and nding optimal values analytially seems impossible. Also, in our
experiene, small hanges in these quantities usually result in dramatially
dierent bounds.
Similarly as burn-in bounds in [Jones & Hobert 2004℄, nal bounds for
(ε− α)−approximation also strongly depend on the hyperparameter setting
and the observed data.
Thus we provide appropriate R funtions for approximating optimal bonds
on the simulation parameters. This funtions are available on http://akson.sgh.waw.pl/klatus/
5.7 Conluding Remarks
To our best knowledge, in the above setting of an unbounded target fun-
tion f and without assuming uniform ergodiity of the underlying Markov
hain (whih in pratie means the state spae X is not ompat) we de-
rived rst expliit bounds for the total simulation ost required for (ε −
α)−approximation. These bounds are sometimes feasible and sometimes in-
feasible on a PC, and probably always exeed the true values by many orders
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of magnitude. Although 109 iterations in our Toy Example takes about 1
minute on a standard PC, sampling more realisti hains will take more time
and the bound will be even more onservative.
However, the message of the Chapter is a very positive one: the urrent
theoretial knowledge of Markov hains has reahed the stage when for many
MCMC algorithms of pratial relevane applied to diult problems, i.e.
estimating expetations of unbounded funtions, we are able to provide a
rigorous, nonasymptoti, a priori analysis of of the quality of estimation. This
is muh more then the often used in pratie visual assessment of onvergene
, more sophistiated a posteriori onvergene diagnostis, bounding only burn
in time or even using asymptoti ondene intervals.
We also notie the following:
• The leading term in the bound for n is b = piV |f2c |V
ε2α
(1 + 2M2γ2
1−γ2 ) (where
we took p = r = 2 for simpliity). piV |f 2c |V should be of the order
of V arpif, thus this term is inevitable. ε
−2
results from Chebyshev's
inequality, sine we proeed by bounding the mean square error. α−1
an be redued to log(α−1) for small α by Lemma 5.4.3 and Algorithm
5.4.4 whih in fat results in an exponential inequality. The last term
1 + 2M2γ2
1−γ2 is of the same order as a general bound for the ratio of the
asymptoti variane and the stationary variane, under drift ondition
and without reversibility as indiated by Theorem 5.3.4. Thus it also
seems to be inevitable. However we aknowledge this bound seems to be
very poor due to the present form of V−uniform ergodiity onstants.
• The term 1+ 2M2γ2
1−γ2 is the bottlenek of the approah. Here good bounds
on γ and the somewhat disregarded M(γ) are equally important. Im-
provements in Baxendale-type onvergene bounds may lead to dra-
mati improvement of the bounds on the total simulation ost (e.g. by
applying the preliminary results of [Bednorz 2008℄).
• Improvements of drift parameters (i.e. establishing better drift fun-
tions and minorization onditions) imply signiant improvement of
the onvergene bounds in Baxendale's Theorem.
• The drift onditions we used as well as the Baxendale's theorem are far
from optimal and subjet to improvement.
• We applied the theoretial results to the toy example of Setion 5.5
where the drift and minorization onditions are available without muh
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eort and to the Hierarhial Random Eets Model with drift and
minorization onditions established in [Jones & Hobert 2004℄. Even
more general models are feasible in this setting, in partiular in the
reent paper [1℄ Johnson and Jones established drift and minorization
onditions for a bayesian hierarhial version of a general linear mixed
model.
• Establishing drift onditions might be diult. A good rst try may be
V (x) proportional to pi(x)−1/2 or to some suitable quadrati funtion.
5.8 Appendix - Formulas for ρ and M
In the sequel the term atomi ase and nonatomi ase refers to β˜ = 1 and
β˜ < 1 respetively. If β˜ < 1, dene
α1 = 1+
log K−β˜
1−β
log λ−1
, α2 =

1, if ν(C) = 1,
1 + log K˜
log λ−1
, if ν(C) +
∫
Cc
V dν ≤ K˜,
1 +
(
log K
β˜
)/
(log λ−1), otherwise.
Then let
R0 = min{λ−1, (1− β˜)−1/α1}, L(R) =
{
β˜Rα2
1−(1−β˜)Rα1 , if 1 < R < R0,
∞ if R = R0.
5.8.1 Formulas for general operators
For β > 0, R > 1 and L > 1, let R1 = R1(β,R, L) be the unique solution
r ∈ (1, R) of the equation
r − 1
r(log(R/r))2
=
e2β(R− 1)
8(L− 1)
and for 1 < r < R1, dene
K1(r, β, R, L) =
2β + 2(logN)(log(R/r))−1 − 8Ne−2(r − 1)r−1(log(R/r))−2
(r − 1)[β − 8Ne−2(r − 1)r−1(log(R/r))−2] ,
where N = (L− 1)/(R− 1).
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For the atomi ase we have ρ = 1/R1(β, λ
−1, λ−1K) and for ρ < γ < 1,
M =
max(λ,K − λ/γ)
γ − λ +
K(K − λ/γ)
γ(γ − λ) K1(γ
−1, β, λ−1, λ−1K)
+
(K − λ/γ)max(λ,K − λ)
(γ − λ)(1− λ) +
λ(K − 1)
(γ − λ)(1− λ) . (5.48)
For the nonatomi ase let R˜ = argmax1<R<R0 R1(β,R, L(R)). Then we have
ρ = 1/R1(β, R˜, L(R˜)) and for ρ < γ < 1,
M =
γ−α2−1(Kγ − λ)
(γ − λ)[1− (1− β˜)γ−α1 ]2 ×
(
β˜max(λ,K − λ)
1− λ +
(1− β˜)(γ−α1 − 1)
γ−1 − 1
)
+
max(λ,K − λ/γ)
γ − λ +
β˜γ−α2−2K(Kγ − λ)
(γ − λ)[1− (1− β˜)γ−α1 ]2K1(γ
−1, β, R˜, L(R˜))
+
γ−α2λ(K − 1)
(1− λ)(γ − λ)[1− (1− β˜)γ−α1 ] +
K[Kγ − λ− β˜(γ − λ)]
γ2(γ − λ)[1− (1− β˜)γ−α1 ]
+
K − λ− β˜(1− λ)
(1− λ)(1− γ)
(
(γ−α2 − 1) + (1− β˜)(γ−α1 − 1)/β˜
)
. (5.49)
5.8.2 Formulas for self-adjoint operators
AMarkov hain is said to be reversible with respet to pi if
∫
X Pf(x)g(x)pi(dx) =∫
X f(x)Pg(x)pi(dx) for all f, g ∈ L2(pi). For reversible Markov hains the fol-
lowing tighter bounds are available.
For the atomi ase dene
R2 =
{
min {λ−1, rs} , if K > λ+ 2β,
λ−1, if K ≤ λ+ 2β,
where rs is the unique solution of 1 + 2βr = r
1+(logK)(log λ−1). Then ρ = R−12
and for ρ < γ < 1 take M as in (5.48) with K1(γ
−1, β, λ−1, λ−1K) replaed
by K2 = 1 + 1/(γ − ρ).
For the nonatomi ase let
R2 =
{
rs, if L(R0) > 1 + 2βR0,
R0, if L(R0) ≤ 1 + 2βR0,
where rs is the unique solution of 1 + 2βr = L(r). Then ρ = R
−1
2 and
for ρ < γ < 1 take M as in (5.49) with K1(γ
−1, β, R˜, L(R˜)) replaed by
K2 = 1 +
√
β˜/(γ − ρ).
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5.8.3 Formulas for self-adjoint positive operators
A Markov hain is said to be positive if
∫
X Pf(x)f(x)pi(dx) ≥ 0 for every
f ∈ L2(pi). For reversible and positive markov hains take M 's as in Setion
5.8.2 with ρ = λ in the atomi ase and ρ = R−10 in the nonatomi ase.
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Chapter 6
Convergene Results for Adaptive
Monte Carlo
Ergodiity results for adaptive Monte Carlo algorithms usually assume time-
stability of transition kernels. On the other hand, a large lass of time-
inhomogeneous Markov Chains is ergodi. This suggests existene of adap-
tive MC algorithms whih fail to satisfy the time-stability ondition but are
still ergodi. We present a modiation of Athadé-Rosenthal ergodiity
Theorems (3.1 and 3.2 in [Athadé & Rosenthal 2005℄) that does not assume
time-stability of transition kernels. We use a weaker path-stability ondition
instead, that results from time-stability ondition by the triangle inequality.
6.1 Introdution
As before, we deal with omputation of analytially intratable integral
I =
∫
X
f(x)pi(x)dx.
For omputational eieny of the Markov hain Monte Carlo approah,
the simulated Markov hain should onverge to its stationary distribution
reasonably quikly. This an sometimes be ahieved by areful design of
the transition kernel P of the hain, on the basis of a detailed preliminary
analysis of pi. Intuitively, the more features of pi are known, the better P an
be designed. So a non-Markovian approah might be to allow the transition
kernel of the simulated stohasti proess (Xn)n≥0 to adapt whenever new
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features of pi are enountered during the proess run. Simulations show that
this approah an indeed outperform algorithms based on lassial ideas. For
numerous examples and an insight of how to tune the transition kernel on the
y see [Roberts & Rosenthal 2006℄ and referenes therein. However, sine
in this ase (Xn)n≥0 is not a Markov hain any more, it may fail to onverge
to the expeted asymptoti distribution even if eah partiipating transition
kernel is ergodi and has the same stationary distribution. A simple but
nonintuitive example is given in Setion 6.2. Diulty to obtain general
ergodiity results appears to be the main problem in adaptive Monte Carlo.
For versions of adaptive MC and related work we refer to e.g. [Fishman 1996℄,
[Evans 1991℄, [Gelfand & Sahu 1994℄. In more reent papers [Gilks at al. 1998℄
showed adaptation of the transition kernel an be performed (without damag-
ing the ergodiity of the algorithm) on regeneration times. The idea of adap-
tive MC through regeneration was then investigated in [Brokwell & Kadane 2005℄
and [Sahu & Zhigljavsy 2003℄. Convergene results in fairly general setting
have been derived in [Haario et al. 2001℄ whih was followed by rened the-
orems in [Athadé & Rosenthal 2005℄ and a disrete state spae version of
those results presented in [Kohn & Nott 2005℄.
In eah of the above mentioned papers ergodiity results either on regen-
eration times, or t within the so alled diminishing adaptation framework
and assume the time-stability ondition for transition kernels. Yet the exis-
tene of ergodi inhomogeneous Markov hains suggests the time-stability of
transition kernels is not neessary for ergodiity of adaptive MC algorithms.
After introdutory examples in Setion 6.2, in Setion 6.3 we give ergodiity
theorems that use a weaker path-stability ondition, whih results from the
time-stability ondition by triangle inequality. However we have to pay the
prie for it and formulate the uniform ergodiity ondition in the time in-
homogeneous setting, whih makes it more ompliated then in the original
Athadé and Rosenthal's theorems. In Setion 6.4 we prove the main result
of this Chapter.
6.2 One Intuitive and One Not-so-Intuitive Ex-
ample
We begin with a simple example where we briey analyze two stohasti
proesses using the same two transition matries.
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Consider the state spae X = {0, 1} and pi, the uniform distribution on
X . Let
P1 =
[
1/2 1/2
1/2 1/2
]
and P2 = (1− ε)
[
1 0
0 1
]
+ εP1 for some ε > 0.
Note that pi is the stationary distribution for both, P1 and P2. Let ℘ be
some probability distribution on {P1, P2}. Let P (0), P (1), P (2), ... be an iid
sample from ℘. In the sequel we will use the onvention min∅ = ∞ and
max∅ = −∞.
Example 6.2.1. Let (Xn)n≥0 be a stohasti proess with an initial distri-
bution p0, evolving in step k aording to the transition matrix P
(k)
. (Xn)n≥0
is learly an in-homogeneous Markov Chain and pn (the distribution of Xn)
onverges to the stationary distribution pi: let Un := {k : k ≤ n, P (k) = P1}
and un = maxUn. The distribution of Xn, given un 6= −∞ is pi, so we have
the following bound on the total variation distane between pn and pi:
‖pn − pi‖tv ≤ P (un = −∞) n→∞−→ 0 a.s.
Example 6.2.2. (due to W. Niemiro). Now onsider (Yn)n≥0 with an ini-
tial distribution q0 and an initial transition matrix Q0, evolving for n ≥ 1
aording to the following adaptive rule:
Qk =
{
P1 if Yk−1 = 0
P2 if Yk−1 = 1
Note that after two onseutive 1 (and this ours with probability at least
1
4
for any k, k + 1) Yn is trapped in 1 and an esape only with probability
ε. Let q¯1 = limn→∞ P (Yn = 1) and q¯0 = limn→∞ P (Yn = 0). Now it is lear,
that for small ε we will have q¯1 ≫ q¯0 and the proedure fails to give the
expeted asymptoti distribution.
Both proesses (Xn)n≥0 and (Yn)n≥0 are allowed to use essentially dierent
transition matries in two onseutive steps. But one of them onverges to
the desired distribution pi and the other one fails to onverge. In our opinion
it is not the time stability ondition, that is ruial for onvergene of an
adaptive Monte Carlo algorithm. It is the path-stability ondition, that
reads if the path is similar, the transition kernel should be similar as well.
Obviously (Xn)n≥0 satises this ondition and (Yn)n≥0 does not.
In the following setion we will try to formalize this intuition.
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6.3 Convergene Results
We will similarly as in [Athadé & Rosenthal 2005℄ analyze a stohasti pro-
ess (Xn)n≥0 on a general state spae X , generated by the following algorithm:
Algorithm 6.3.1. Assuming we have an initial transition kernel Px0 and an
initial point x0 ∈ X , the algorithm proeeds as follows:
1. If for time n ≥ 0 we have Xn = x and a transition kernel Pn, eXn, whih
is allowed to depend on the path X˜n = (X0, . . . , Xn) ∈ X n+1; then
sample from Pn, eXn(x, ·).
2. Use X˜n+1 = (X0, . . . , Xn+1) to build a new transition kernel Pn, eXn+1 to
be used at time n+ 1.
For (Xn)n≥0 generated by Algorithm 6.3.1 we shall write Pµ to denote its
distribution on (X∞,F∞) when X0 ∼ µ, and Eµ to denote the expetation
with respet to Pµ. If µ = δx, we usually write Ex and Px instead of Eµ and
Pµ. By Pµ,n we will denote the marginal distribution of Xn indued by Pµ,
thus Pµ,n is a probability measure on X . To denote two trajetories of length
n+ k+1, that have a ommon initial part of length n+1 and then split, we
will write (x˜n, y˜k) and (x˜n, y˜
′
k).
We will prove ergodiity theorems similar to Theorem 3.1 and 3.2 in
[Athadé & Rosenthal 2005℄, but under modied assumptions.
Assumption 6.3.2. There exist a measurable funtion V : X → [1,∞) and
real number sequenes (τn), (an), (Rn), suh that (τn), (Rn) → 0 as n → ∞
and:
A.1 (uniform ergodiity) For all j ≥ 1, n ≥ 0, x ∈ X and x˜n ∈ X n+1, there
exists y˜′j = (y
′
1, . . . , y
′
j) and 0 ≤ l ≤ j − 1 suh that
∥∥∥ j−1∏
i=0
Pn+i,(x˜n,y′1,...,y′i)(x, ·)− pin+l,(x˜n,y′1,...,y′l)(·)
∥∥∥
V
≤ RjV (x). (6.1)
A.2 (path-stability) For all x ∈ X , x˜n ∈ X n+1, there exists y˜′k ∈ X k, suh
that x˜n and y˜
′
k satisfy (6.1) with j = k and for all y˜k ∈ X k,∥∥Pn+k,(x˜n,y˜k)(x, ·)− Pn+k,(x˜n,y˜′k)(x, ·)∥∥V ≤ K1τnakV (x). (6.2)
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A.3 For all x ∈ X , x˜n ∈ X n+1, y˜k ∈ X k,∥∥pin+k,(x˜n,y˜k) − pin,x˜n∥∥V ≤ K2τnak. (6.3)
A.4 For all n ≥ 1,∫
V 2(xn)Pµ,n(dxn) = (6.4)
=
∫
. . .
∫
V 2(xn)Pn−1,x˜n−1(xn−1, dxn) . . . P0,x˜0(x0, dx1) ≤ K3V 2(x0)
and
sup
n,x˜n
pin,x˜n(V ) <∞. (6.5)
A.5 For any nite onstants c1, c2, dene
B(c1, c2, n) := min
1≤k≤n
(c1φkτn−k + c2Rk),
where φn =
∑n
k=1 ak. Assume that B(c1, c2, n) = O( 1nε ) for some ε > 0.
Under these assumptions we will prove two ergodiity theorems:
Theorem 6.3.3. Let (Xn)n≥0 be the stohasti proess generated by Algo-
rithm 6.3.1 with X0 = x0. Under A.1-A.4 there exist onstants k1, k2 < ∞
suh that for any measurable funtion f : X → R with |f | ≤ V ,∣∣Ex0(f(Xn)− pin,X˜n(f))∣∣ ≤ B(k1, k2, n)V (x0). (6.6)
Theorem 6.3.4. Under A.1-A.5, for any measurable funtion f : X → R
and |f | ≤ V , for any starting point x0 ∈ X ,
1
n
n−1∑
i=0
(
f(Xi)− pii,x˜i(f)
)→ 0, as n→∞, Px0- a.s. (6.7)
Remark 6.3.5. 1. If pin,x˜n ≡ pi, as it usually ours in Monte Carlo setting
(pi is the invariant target distribution), then Theorem 6.3.3 gives a
bound on the rate of onvergene of the distribution of Xn to pi and
Theorem 6.3.4 provides a law of large numbers type result.
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2. In this typial ase (pin,x˜n ≡ pi) the theory of inhomogeneous Markov
hains an be applied to hek Assumption A.1 (ompare [Dou et al. 2003℄).
3. In partiular this theorems an be applied in ase when pin,x˜n ≡ pi and
Pn,x˜n ≥ εpi, for some ε > 0, as onsidered in [Kohn & Nott 2005℄.
4. Assumptions used here dier from those in [Athadé & Rosenthal 2005℄,
where A.1 and A.2 are as follows:
A.1' (uniform ergodiity) For all j > 0, n ≥ 0, x ∈ X and x˜n ∈ X n+1,∥∥P jn,x˜n(x, ·)− pin,x˜n(·)∥∥V ≤ RjV (x).
A.2' (time-stability) For all x ∈ X , x˜n ∈ X n+1, y˜k ∈ X k,∥∥Pn+k,(x˜n,y˜k)(x, ·)− Pn,x˜n(x, ·)∥∥V ≤ K1τnakV (x).
The path-stability ondition results from the time-stability ondition
by the triangle inequality, so assumption A.2 presented here is weaker.
Assumptions A.1 here and A.1' in [Athadé & Rosenthal 2005℄ are in-
omparable. ‖P jn,x˜n(x, ·)− pin,x˜n(·)‖V does not have to onverge even if
A.1-5 hold. It involves some omputation, similar to this in the proof
of Lemma 6.4.1, to show A.1', A.2' together with A.3-4 imply
∥∥∥ j−1∏
i=0
Pn+i,(x˜n,y′1,...,y′i)(x, ·)− pin+l,(x˜n,y′1,...,y′l)(·)
∥∥∥
V
≤ B(k1, k2, j)V (x),
so if additionally A.5 holds,
∥∥∥ j−1∏
i=0
Pn+i,(x˜n,y′1,...,y′i)(x, ·)− pin+l,(x˜n,y′1,...,y′l)(·)
∥∥∥
V
= O( 1
nε
)
.
However our version is more ompliated and might turn out to be
diult to hek even if pin,x˜n ≡ pi.
5. Path-stability instead of time-stability ondition enables to apply this
ergodiity theorems to Monte Carlo algorithms that are inhomogeneous
in their nature, like simulated annealing. In other words we an adapt
Monte Carlo methods based on inhomogeneous Markov hains as well.
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6. Finally, the theorem handles our introdutory toy examples i.e. (Xn)n≥0
that onverges to the desired distribution satises A.1-A.4 (but does
not satisfy A.2' in [Athadé & Rosenthal 2005℄). (Yn)n≥0 that fails to
onverge, fails to satisfy assumption A.2 as well.
6.4 Proofs
We now proeed to prove theorems from Setion 6.3. The proof follows
losely Athadé and Rosenthal [Athadé & Rosenthal 2005℄. Cruial point
of the proof is Lemma 6.4.1. One Lemma 6.4.1 is shown under our modi-
ed assumptions, we derive Theorems 6.3.3 and 6.3.4 in essentially idential
manner as in [Athadé & Rosenthal 2005℄. This part of the proof is purely
expository and presented here for the sake of ompleteness.
Let (Fn)∞n=−∞ be a ltration dened by:
Fn :=
{ {,Ω} if n < 0
σ(X0, . . . , Xn) if n ≥ 0 (6.8)
and gk,X˜k(x) := f(x)− pik,X˜k(f).
Lemma 6.4.1. Assume A.1-A.4 hold. Then there are some onstants 0 <
k1, k2 < ∞ suh that for any n ≥ 0, j ≥ 1 and any measurable funtion f
with |f | ≤ V , we have:∥∥∥Ex0(gn+j,X˜n+j(Xn+j)|Fn)∥∥∥2 ≤ B(k1, k2, j)V (x0). (6.9)
The proof of Lemma 6.4.1 is given later in this setion. We start with
Theorems 6.3.3 and 6.3.4.
Proof of Theorem 6.3.3. Let n = 0 in Lemma 6.4.1. We obtain the following:∥∥∥Ex0(gj,X˜j(Xj)|F0)∥∥∥2 = ∣∣Ex0(f(Xj)− pij,X˜j(f))∣∣ ≤ B(k1, k2, j)V (x0),
for all |f | ≤ V , whih is Theorem 6.3.3.
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Proof of Theorem 6.3.4. To prove Theorem 6.3.4 we will use the theory of
mixingales. Theorem 6.5.2 used here is presented in Appendix. Let
Yn := f(Xn)− pin,X˜n(f)−Ex0
(
f(Xn)− pin,X˜n(f)
)
. (6.10)
The proof will proeed aording to the following plan:
1. Show that
Ex0
(
f(Xn)− pin,X˜n(f)
)→ 0 as n→∞. (6.11)
2. Show that (Yn)n≥0 is a mixingale of size − ε2 and use Theorem 6.5.2 to
onlude that
1
n
n−1∑
i=0
Yi → 0 as n→∞ Px0 a.s. (6.12)
3. The foregoing results in
1
n
n−1∑
i=0
(
f(Xi)− pii,X˜i(f)
)→ 0 as n→∞ Px0 a.s. (6.13)
This states Theorem 6.3.4.
To see that (6.11) holds, it is enough to reall Theorem 6.3.3 and As-
sumption A.5.
To prove (6.12) onsider rst ondition (6.30). Sine the ltration is
dened by (6.8), we have E(Yn|Fn+j) = Yn and (6.30) is satised for any
positive number sequenes (cn) and (ψn).
Condition (6.29) is obviously satised for j ≥ n, for any positive number
sequenes (cn) and (ψn) as well, sine EYn = 0. For the ase j < n we will
use Lemma 6.4.1:∥∥Ex0(Yn|Fn−j)∥∥2 = ∥∥∥Ex0(gn,X˜n(Xn)− (Ex0(gn,X˜n(Xn)))∣∣Fn−j)∥∥∥2
≤
∥∥∥Ex0(gn,X˜n(Xn)|Fn−j)∥∥∥2 +
+
∥∥∥Ex0(Ex0(gn,X˜n(Xn))∣∣Fn−j)∥∥∥
2
=
∥∥∥Ex0(gn,X˜n(Xn)|Fn−j)∥∥∥
2
+
∥∥∥Ex0(gn,X˜n(Xn)∣∣F0)∥∥∥
2
≤ B(k1, k2, j)V (x0) +B(k1, k2, n)V (x0)
= O(j−ε) +O(n−ε) = O(j−ε)
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Now we set in (6.29) cn ≡ 1 and take appropriate ψj , suh that ψj =
O(j−ε). Hene (Yn)n≥0 is a mixingale of size − ε2 . Sine cnn = O(n−1)
and −1 < min{−1
2
, ε
2
− 1}, we an apply Theorem 6.5.2 and onlude that
1
n
∑n−1
i=0 Yi → 0 as n→∞ Px0 a.s.
Combining (6.11) and (6.12), we get (6.13) by an elementary argument.
Now we proeed to prove Lemma 6.4.1.
Proof of Lemma 6.4.1. Note that
pin,X˜n(gn,X˜n) = pin,X˜n(f − pin,X˜n(f)) = 0 Px0 a.s. (6.14)
The idea of the proof is to split the quantity
∥∥Ex0(gn+j,X˜n+j(Xn+j)|Fn)∥∥2
into two terms, say A and B and bound them using Assumptions A.1, A.2
and A.3.
Denote by (x˜n, y˜j) = (x˜n, y1, . . . , yj) a trajetory of length n+ j. Aord-
ing to this notation we will usually write yi for xn+i. Given (X0, . . . , Xn) = x˜n
we have
Ex0
(
gn,X˜n(Xn+j)|X˜n = x˜n
)
=
=
∫
gn,x˜n(yj)Pn+j−1,(x˜n,y1,...,yj−1)(yj−1, dyj) . . . Pn,x˜n(xn, dy1)
= ηj−1(x˜n) +
+
∫
gn,x˜n(yj)Pn+j−1,(x˜n,y˜′j−1)(yj−1, dyj)Pn+j−2,(x˜n,y˜j−2)(yj−2, dyj−1) . . .
. . . Pn,x˜n(xn, dy1),
where y˜′j = (y
′
1, . . . , y
′
j) is as in Assumption A.2, and
ηj−1(x˜n) =
=
∫
gn,x˜n(yj)
(
Pn+j−1,(x˜n,y˜j−1)(yj−1, dyj)− Pn+j−1,(x˜n,y˜′j−1)(yj−1, dyj)
)
Pn+j−2,(x˜n,y˜j−2)(yj−2, dyj−1) . . . . . . Pn,x˜n(xn, dy1).
92
By exhanging transition kernels for all oordinates, we get:
Ex0
(
gn,X˜n(Xn+j)|X˜n = x˜n
)
=
j−1∑
k=1
ηk(x˜n) +
( j−1∏
i=0
Pn+i,(x˜n,y˜′i)
)
gn,x˜n(xn),
(6.15)
where
ηk(x˜n) =
∫ ( j−1∏
i=k+1
Pn+i,(x˜n,y˜′i)
)
gn,x˜n(yk+1)(
Pn+k,(x˜n,y˜k)(yk, dyk+1)− Pn+k,(x˜n,y˜′k)(yk, dyk+1)
)
Pn+k−1,(x˜n,y˜k−1)(yk−1, dyk) . . . . . . Pn,x˜n(xn, dy1). (6.16)
Consider the seond term of the right hand side of (6.15):
∣∣∣∣∣(
j−1∏
i=0
Pn+i,(x˜n,y˜′i)
)
gn,x˜n(xn)
∣∣∣∣∣ =
=
∣∣∣∣∣(
j−1∏
i=0
Pn+i,(x˜n,y˜′i)
)(
f − pin,x˜n(f)
)∣∣∣∣∣
=
∣∣∣∣∣(
j−1∏
i=0
Pn+i,(x˜n,y˜′i)
)
f(xn)− pin,x˜n(f)
∣∣∣∣∣
=
∣∣∣∣∣(
j−1∏
i=0
Pn+i,(x˜n,y˜′i)
)
f(xn)− pin+l,(x˜n,y˜′l)(f)
∣∣∣∣∣+ ∣∣∣pin+l,(x˜n,y˜′l)(f)− pin,x˜n(f)∣∣∣
≤
∥∥∥ j−1∏
i=0
Pn+i,(x˜n,y˜′i)(xn, ·)− pin+l,(x˜n,y˜′l)(·)
∥∥∥
V
+
∥∥pin+l,(x˜n,y˜′l) − pin,x˜n∥∥V
≤ RjV (xn) +K2τnaj , (6.17)
where the inequalities result from Assumptions A.1 and A.3.
We will now bound the rst term of the right hand side of (6.15). Note
that sine gn,x˜n(yk+1) = f(yk+1)−pin,x˜n(f) and pin,x˜n(f) given x˜n is some real
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number, we obtain:
( j−1∏
i=k+1
Pn+i,(x˜n,y˜′i)
)
gn,x˜n(yk+1) =
=
( j−1∏
i=k+1
Pn+i,(x˜n,y˜′i)
)
f(yk+1)− pin,x˜n(f) (6.18)
and ∫
pin,x˜n(f)
(
Pn+k,(x˜n,y˜k)(yk, dyk+1)− Pn+k,(x˜n,y˜′k)(yk, dyk+1)
)
Pn+k−1,(x˜n,y˜k−1)(yk−1, dyk) . . . . . . Pn,x˜n(xn, dy1) = 0.(6.19)
Hene using (6.18) and (6.19) we get
ηk(x˜n) =
∫ ( j−1∏
i=k+1
Pn+i,(x˜n,y˜′i)
)
f(yk+1)(
Pn+k,(x˜n,y˜k)(yk, dyk+1)− Pn+k,(x˜n,y˜′k)(yk, dyk+1)
)
Pn+k−1,(x˜n,y˜k−1)(yk−1, dyk) . . . . . . Pn,x˜n(xn, dy1). (6.20)
Sine for eah 0 ≤ l ≤ j − k − 2 and y˜′′l we have
∣∣∣( j−1∏
i=k+1
Pn+i,(x˜n,y˜′i)
)
f(yk+1)
∣∣∣ = ∣∣∣( j−1∏
i=k+1
Pn+i,(x˜n,y˜′i)
)
f(yk+1)
− pin+k+1+l,(x˜n,y˜′k+1,y˜′′l )(f) + pin+k+1+l,(x˜n,y˜′k+1,y˜′′l )(f)
∣∣∣
≤
∥∥∥ j−1∏
i=k+1
Pn+i,(x˜n,y˜i(yk+1, ·)− pin+k+1+l,(x˜n,y˜′k+1,y˜′′l )(·)
∥∥∥
V
+ |pin+k+1+l,(x˜n,y˜′k+1,y˜′′l )(f)|, (6.21)
we an apply A.1 and write an analogous equality to (6.19) for pin+k+1+l,(x˜n,y˜′k+1,y˜′′l )(f)
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resulting from A.1 to get:
|ηk(x˜n)| ≤ sup
I:X→{−1,1}
∫
Rj−1−kV (yk+1)I(yk+1)(
Pn+k,(x˜n,y˜k)(yk, dyk+1)− Pn+k,(x˜n,y˜′k)(yk, dyk+1)
)
Pn+k−1,(x˜n,y˜k−1)(yk−1, dyk) . . . . . . Pn,x˜n(xn, dy1)
≤ Rj−1−k
∫
K1τnakV (yk)
Pn+k−1,(x˜n,y˜k−1)(yk−1, dyk) . . . . . . Pn,x˜n(xn, dy1)
≤ r0τnakEx0
(
V (Xn+k)|X˜n = x˜n
)
. (6.22)
Where the seond inequality results from path-stability ondition A.2 and r0
is some nite onstant, sine K1 <∞ and (Rn)→ 0 as n→∞.
Putting (6.17) and (6.22) together in (6.15), we get:
∣∣Ex0(gn,X˜n(Xn+j)|Fn)∣∣ ≤
≤ RjV (Xn) +K2τnaj + r0τn
j−1∑
k=1
akEx0
(
V (Xn+k)|Fn
)
.(6.23)
By Assumption A.3 we have
∣∣Ex0(gn+j,X˜n+j(Xn+j)|Fn)∣∣ ≤ ∣∣Ex0(gn,X˜n(Xn+j)|Fn)∣∣
+ Ex0
(∣∣pin+j,X˜n+j(f)− pin,X˜n(f)∣∣|Fn)
≤ ∣∣Ex0(gn,X˜n(Xn+j)|Fn)∣∣+K2τnaj . (6.24)
We now ombine (6.23) and (6.24) to obtain the rst inequality of the
following bound:
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∥∥Ex0(gn+j,X˜n+j(Xn+j)|Fn)∥∥2 ≤ Rj‖V (Xn)‖2 + 2K2τnaj +
+ r0τn
j−1∑
k=1
ak‖Ex0
(
V (Xn+k)|Fn
)‖2
≤ Rj‖V (Xn)‖2 +
+max{r0, 2K2}τn
j∑
k=1
ak‖V (Xn+k)‖2
≤ Rj
√
K3V (X0) +
+ max{r0, 2K2}τn
j∑
k=1
ak
√
K3V (X0)
≤ V (x0)(r3Rj + r2τnφj), (6.25)
where we use Assumption A.4 and apply
‖Ex0(V (Xn+k)|Fn)‖2 =
{
E
[(
Ex0(V (Xn+k)|Fn)
)2]}1/2
≤ {E(Ex0(V 2(Xn+k)|Fn))}1/2
=
{
EV 2(Xn+k)
}1/2
= ‖V (Xn+k)‖2
The onstants in (6.25) are dened as r3 :=
√
K3, r2 := max{r0, 2K2}
√
K3
and φj :=
∑j
k=1 ak.
Sine (Fn)∞n=−∞ is a ltration, Fn ⊆ Fn+j−k, for k = 1, . . . , j and therefore
Ex0
(
gn+j,X˜n+j(Xn+j)|Fn
)
= Ex0
(
Ex0
(
gn+j,X˜n+j(Xn+j)|Fn+j−k
)∣∣Fn).
This implies{
Ex0
(
gn+j,X˜n+j(Xn+j)|Fn
)}2 ≤ Ex0({Ex0(gn+j,X˜n+j(Xn+j)|Fn+j−k)}2∣∣Fn).
And therefore∥∥∥Ex0(gn+j,X˜n+j(Xn+j)|Fn)∥∥∥2 ≤ ∥∥∥Ex0(gn+j,X˜n+j(Xn+j)|Fn+j−k)∥∥∥2. (6.26)
We now apply (6.25) to the right hand side of (6.26) and get:∥∥∥Ex0(gn+j,X˜n+j(Xn+j)|Fn)∥∥∥2 ≤ V (x0)(r3Rk + r2τn+j−kφk). (6.27)
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Finally, sine (6.27) holds for every k = 1, . . . , j, we an take the minimum:∥∥∥Ex0(gn+j,X˜n+j(Xn+j)|Fn)∥∥∥2 ≤ V (x0) min1≤k≤j {r3Rk + r2τn+j−kφk}. (6.28)
Obviously V (x0)min1≤k≤j
{
r3Rk + r2τn+j−kφk
} ≤ V (x0)B(k1, k2, j) for some
onstants k1 and k2, whih ompletes the proof of the lemma.
Hene the proof of Theorems (6.3.3) and (6.3.4) is omplete as well.
6.5 Appendix - Mixingales
We present here a version of Strong Law of Large Numbers for mixingales that
is used to onlude the proof of Theorem 6.3.4. Theorem 6.5.2 presented here
is a version of Corollary 2.1 in [Davidson & Jong 1997℄. For an introdution
to mixingales see the books [Hall & Heyde 1980℄ or [Davidson 1994℄.
Let (Zn)n≥0 be a real-valued stohasti proess on some probability spae
(Ω,F , P ). Assume (Zn) is L2-bounded, i.e. ‖Zn‖2 =
{ ∫
Z2n(ω)dP (ω)
}1/2
<
∞ for all n ≥ 0. Let (Fn)∞n=−∞ be a ltration.
Denition 6.5.1. The proess (Zn)n≥0 is a L2-mixingale with respet to
ltration (Fn)∞n=−∞ if there exist real number sequenes (cn) and (ψn), ψn →
0 as j →∞, suh that for all n ≥ 0 and all j ≥ 0,∥∥E(Zn|Fn−j)∥∥2 ≤ cnψj , (6.29)
and ∥∥Zn − E(Zn|Fn+j)∥∥2 ≤ cnψj+1. (6.30)
If for some λ > 0, ψn = O(n−λ−ε) for some ε > 0, we say that mixingale
Zn is of size −λ.
Theorem 6.5.2. Let (Zn) be a L
2
-mixingale of size −λ. If cn
n
= O(nα),
where α < min{−1
2
, λ− 1}, then 1
n
∑n−1
i=0 Zi → 0 a.s.
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