In this note we use simple examples and associated simulations to investigate the size and power properties of tests of predictive ability described in Giacomini and White (2006; Econometrica). While we ind that the tests can be accurately sized and powerful in large enough samples we identify details associated with the tests that are not otherwise apparent from the original text. In order of importance these include (i) the proposed test of equal inite-sample unconditional predictive ability is not asymptotically valid under the ixed scheme, (ii) for the same test, but when the rolling scheme is used, very large bandwidths are sometimes required when estimating long-run variances, and (iii) when conducting the proposed test of equal inite-sample conditional predictive ability, conditional heteroskedasticity is likely present when lagged loss diferentials are used as instruments. JEL Nos.: C53, C12, C52
Introduction
It has become commonplace to evaluate the quality of a predictive model based upon its ability to forecast in a pseudo-out-of-sample framework. This approach often consists of splitting the existing time series of data into two portions: an in-sample portion used to estimate model parameters and a second portion used to construct and evaluate the accuracy of forecasts. In the context of point forecasts, the evaluation stage typically consists of (i) constructing forecast errors, (ii) forming sample averages of functions of these errors, and (iii) conducting inference related to the quality of the forecasts using said sample average. An important step forward in this literature was made by Diebold and Mariano (1995) .
In the context of comparing the accuracy of two point forecasts, they show that a t-statistic associated with sample averages of loss diferentials from these two models can be asymptotically Normal. Asymptotically valid inference on the mean of the loss diferentials is therefore straightforward. This type of statistic was extended by West (1996) to explicitly account for the efect parameter estimation error has on the asymptotic variance of the average loss diferential when estimated models are used to form the forecasts. This line of research then expanded to a variety of distinct topics including multiple testing (White 2000) , comparisons between nested models (Clark and McCracken 2001, McCracken 2007) , cointegrating relationships (Corradi, Olivetti, and Swanson, 2001) , forecast breakdowns (Giacomini and Rossi, 2009), generated predictors (Goncalves, McCracken, and Perron 2017), generated predictands (Li and Patton, 2018) , and many others.
In this literature, when the predictive models use estimated parameters, it is typically the case that the asymptotic theory assumes that the sample sizes used to estimate the model parameters are large enough that the parameter estimates (β t ) are consistent for their population counterparts (β * ). In practice this means test statistics, that are functions of the inite-sample h-step ahead forecast errors u t+h (β t ) =û t+h , are being used to test null hypotheses related to population-level forecast errors u t+h (β * ) = u t+h .
A diferent approach is taken by Giacomini and White (2006, henceforth GW) .
They emphasize the need to evaluate the accuracy of forecasts as we observe them in practice which requires admitting that they typically depend on estimated parameters. As an example, when comparing the accuracy of point forecasts from two models (i = 1, 2) under quadratic loss, the bulk of the literature focuses on a null hypothesis of the form E(u 2 1,t+h − u 2 2,t+h ) = 0 while GW instead consider hypotheses of the form E(û 2 1,t+h −û 2 2,t+h ) = 0 and E(û 2 1,t+h −û 2 2,t+h |ℑ t ) = 0. The irst of these three hypotheses 1 is a statement about the unconditional expectation of the population-level loss diferential while the second and third are statements about the unconditional and conditional (based on a time t information set ℑ t ) expectation of the inite-sample loss diferential. 1
These two new hypotheses required new test statistics and more importantly, a new approach to inference that prevents the parameter estimates from converging to their population counterparts as the total sample size increases. GW achieve this by requiring that a inite number of observations (R) are always used to estimate the parameters. 2 Either the estimates depend on a rolling window of observations x such that β t = β(x t−R+1 , ..., x t ) or a ixed window of observations such thatβ t = β(x 1 , ..., x R ). With this assumption in hand, and along with other technical assumptions on the loss diferential
.., T − h = R + P − 1, they prove that a statistic of the form P −1/2 ∑ T −h t=Rd t+h /ω is asymptotically standard Normal under the null hypothesis of equal inite sample predictive ability (either unconditional E(û 2 1,t+h −û 2 2,t+h ) = 0 or conditional E(û 2 1,t+h −û 2 2,t+h |ℑ t ) = 0) so long as a consistent estimate of the long-run variance ofd t+h , ω 2 , is used to formω. 3 In this paper we investigate the size and power properties of the tests of equal inite sample predictive ability using simulations of data generating processes (DGPs) that can be shown to satisfy the null hypotheses. Our simulation are sometimes, but not always, supportive of the size and power properties reported in GW. 4 When the forecast horizon is one, the nominal size of the test can be good for tests of conditional, inite-sample predictive ability so long as conditional heteroskedasticity is properly accounted for. As the horizon grows, size distortions arise due to the need to estimate long-run variances. In accordance with the theory, these size distortions dissipate as the sample size increases.
Size distortions are particularly acute when we consider the tests of unconditional, initesample predictive ability. For these tests there are two issues that cause size distortions.
The irst is that under the ixed scheme, the test is not asymptotically Normal even under the null because the loss diferentials are not asymptotically independent. In fact, the 1 As descibed in equation (2) on page 1549 of GW.
2
As a technical matter, they permit R to vary across forecast origins but the maximum is bounded from above. For brevity we assume it is constant.
3
In GW, the hypotheses are stated more broadly and apply to any well-behaved loss function and are not exclusive to point forecasts. Even so, for exposition purposes we will focus on the most common applications in which quadratic loss is used to evaluate point forecasts.
4
The simulations in GW are not based on DGPs that satisfy either of the null hypotheses. Their irst simulation satisies the nul of equal unconditional predictive ability on average rather than for all t. Their second simulation does not include a DGP that implies loss diferentials that satisfy the null of equal conditional predictive ability.
2 statistic diverges with probability one under the null. This is despite the fact that the loss diferentials are covariance stationary. As such we rebut the claim made in Diebold (2015) that so long as loss diferentials are covariance stationary, the t-statistic delineated in Diebold and Mariano (1995) must be asymptotically Normal. The issue is not whether or not the loss diferentials are precisely covariance stationary but whether or not the loss diferentials are asymptotically independent due to properties related to mixing, near-epoch dependence, etc.
The second reason for the size distortions is that under the rolling scheme, estimating long-run variances is particularly challenging. This arises due to the fact that even one step ahead forecasts imply loss diferentials that are serially correlated of order R − 1.
Rolling window estimation of the parameters induces long-lagged serial correlation in the loss diferentials and properly accounting for that degree of autocorrelation can be diicult in inite samples.
We also investigate the power of each test. To do so we emphasize the fact that, in the GW framework, satisfying the null hypothesis requires delineating DGPs that depend explicitly on the chosen value of R and the chosen forecasting scheme (ixed or rolling).
We therefore consider two types of alternatives. The irst is that the window size used to estimate the parameters (R) does not align with that maintained in the DGP (R). For the second, we consider the case in which the ixed (rolling) scheme is used to estimate the model parameters while the DGP is deined using the rolling (ixed) scheme. For the former, reasonable power only arises when the out-of-sample period is quite large and even then it is rarely the case that the actual power is greater than 70%. In many cases, actual power of the test aligns closely with rejection frequencies observed under the null. For the latter alternative, actual power is sometimes improved and sometimes not. Regardless, rejection frequencies greater than 70% are generally restricted to out-of-sample sizes that are quite large.
Before proceeding it is worth noting others who have contributed to the literature on tests designed to evaluate whether two models exhibit equal inite-sample, rather than population predictive ability. In the context of developing a test of pairwise forecast comparisons in an unstable environment, Giacomini and Rossi (2010) delineate a DGP that satisies the null of equal unconditional inite-sample predictive ability E(û 2 1,t+1 −û 2 2,t+1 ) = 0 under the rolling scheme. They do not provide comparable evidence for the ixed scheme. Clark and McCracken (2015) develop a test of equal average unconditional inite-sample predictive ability E[P −1 ∑ T −h t=R (û 2 1,t+h −û 2 2,t+h )] = 0 for both rolling and expanding estimation windows. Simulation evidence is provided using DGPs but the null is distinct from that in GW.
Coroneo and Iacone (2018) investigate ixed-smoothing approaches to inference when testing the null of equal unconditional inite-sample predictive ability E(û 2 1,t+1 −û 2 2,t+1 ) = 0 but do so without specifying DGPs that imply loss diferentials that satisfy the null. Perhaps most importantly, Timmermann and Zhu (2017) develop theoretical results allowing expanding estimation windows when testing the same null hypothesis E(û 2 1,t+h −û 2 2,t+h |ℑ t ) = 0 considered in GW. Despite their theoretical results, they do not provide simulations that explicitly delineate DGPs that satisfy the null hypothesis. 5
The remainder proceeds as follows. Section 2 provides simulation evidence on the size and power of tests of the null hypothesis E(û 2 1,t+h −û 2 2,t+h ) = 0 for all t = R, ..., T − h based on a fully speciied DGP. Section 3 does the same but for the null hypothesis E(û 2 1,t+h −û 2 2,t+h |ℑ t ) = 0. Section 4 concludes.
Tests of Unconditional, Finite-Sample Predictive Ability
In this section we delineate a DGP that satisies the null hypothesis E(û 2 1,t+h −û 2 2,t+h ) = 0 for all t = R, ..., T − h. We do so under both the ixed and rolling estimation scheme and across a range of forecast horizons h, sample sizes T , and window sizes R. By varying the parameterization of the DGP we also address the power properties of the test. Speciically, in this section we consider a number of permutations in which the estimation windowR does not equal the value of R that deines the DGP under the null. In each of these instances the null is not satisied and constitutes an alternative.
• Our DGP is motivated by simple application in which a no-change forecast is compared to that from a location model with a single estimated parameter. That is, y 1,t+h = 0 whileŷ 2,t+h =ȳ t whereȳ t =ȳR for all t under the ixed scheme and
y s under the rolling scheme. Straightforward algebra reveals that
• In all simulations the test statistic takes the form P −1/2 ∑ T −h t=Rd t+h /ω. With this
5
Timmermann and Zhu (2017) describe a simple DGP involving two non-nested models in the text of their paper but do not consider this example in their simulations. Since the described forecasting exercise does not entail estimating model parameters, a focus of this note, we do not pursue this DGP in our simulations.
statistic we use standard Normal critical values to conduct a two-sided test of the null. In all tables we only report results associated with a nominal size of 5%.
Unreported results associated with 1% and 10% provide comparable results and are excluded for brevity.
• We use sample sizes in which R,R, and P range across 25, 75, 25, and 175 -similar to those used in GW. We also consider P = 1000. In each simulation, the total sample size T isR + P + h − 1.
• Throughout we set the variance of the primitive shocks σ 2 to 1. Unreported results that set σ 2 to 0.1 and 10 are quite similar and excluded for brevity. The MA coeicients are set to θ j = (0.5) j in all simulations.
• We consider forecast horizons h of 1, 3, and 12. Unreported results that set h to 24 are comparable to those for 12 and excluded for brevity.
• In all results we use the Bartlett kernel to estimate ω 2 (i.e. Newey and West, 1987) .
The choice of bandwidth does have an afect and hence we experimented with a few including ixed values of h andR but also a sample dependent version ⌊4(P/100) 2/9 ⌋+1 (Newey and West, 1994; Andrews and Monihan, 1992) . With h − 1 lags, the actual size was better (than usingR − 1) for smaller samples because it entailed estimating fewer autocovariances but was poor for the larger samples because it didn't estimate enough of them. WithR − 1 lags, it was the reverse: actual size was worse (than using h − 1) in smaller samples but improved as the sample got larger because it was estimating the correct numbers of autocovariances. 6 Broadly speaking, all size results were (weakly) more accurate using the sample dependent version and hence all reported results use that bandwidth.
• In all experiments the number of replications is 5, 000.
Fixed
We begin by investigating size and power of the test when the ixed scheme is used. In Table 1 , rows that are in bold are those for which the null hypothesis holds. All other values represent alternative hypotheses driven by the fact that R ̸ =R. In all cases we ind that the actual size of the test is much higher than the nominal 5% level. Making it worse 6 Note too that whenR > P , a bandwidth ofR observations is infeasible because there are no observations available to estimate, for example, theR − 1th autocovariance.
is the fact that the rejection frequencies generally get worse, not better, as the sample size increases.
Given our simple DGPs, a bit of algebra allows us to identify the root of the size distortions. For simplicity let h = 1, R =R, andω 2 = P −1 ∑ T −1 t=Rd 2 t+1 . Rearranging terms we ind that P −1/2 ∑ T −1 t=Rd t+1 /ω equals
As P diverges, holding R constant, the denominator is O p (1) with probability limit
In contrast, while the irst part of the numerator is asymptotically Normal, the second part diverges to ±∞ with probability one and hence the test will always reject the null for large enough P .
To understand why the test statistic fails to be asymptotically Normal it is instructive to calculate the irst and second moments of the loss diferential. Given the deinition of µ and the i.i.d. nature of ε t+1 , straightforward algebra reveals that
Evidently, while the loss diferential is covariance stationary, the autocovariances do not vanish as the lag increases. Since this implies that the loss diferentials are not asymptotically independent, the average loss diferential is not asymptotically Normal.
This example directly contradicts a point made in GW that the ixed scheme is compatible with their mixing conditions which in turn play a critical role in establishing asymptotic Normality of the average loss diferential in their Theorem 4. While we can only speculate, it appears that GW misinterpret the role of the parameter τ in Lemma 2.1 of White and Domowitz (1984) . Recall that White and Domowitz prove that for a mixing sequence Z t , and inite positive integer τ , a inite dimensioned function X t = g(Z t , ..., Z t−τ ) is also mixing of the same order as Z t . While it is true that under the ixed scheme, the loss diferential d t+1 is a inite dimensioned function of mixing variables (i.e.d t+1 = g(y t+1 , y R , ..., y 1 ) has R + 1 arguments), the window size (t + 1) − 1 is not inite as P increases and hence Lemma 2.1 of White and Domowitz (1984) doesn't apply. As such, Theorem 4 in GW is not, as currently proven, valid when using the ixed scheme.
As noted in the introduction, one can interpret these results as a proof-by-example negation of a claim made in Diebold (2015) that, so long as the loss diferentials are covariance stationary, the t-statistic delineated in Diebold and Mariano (1995) must be asymptotically Normal. Although we agree that the loss diferentials must have well-behaved moments for 6 the statistic to be asymptotically Normal, the loss diferentials also need to be asymptotically independent. By its nature, using the ixed scheme imbeds an inherent lack of asymptotic independence into the loss diferentials. As such it seems ill-advised to use the t-statistic advocated by Diebold and Mariano (1995) when the ixed scheme is used and the null hypothesis of interest is Ed t+h = 0.
Returning now to the simulation results, since the actual size of the test is so poor, it is diicult to interpret actual power of the test when R ̸ =R. For the samples in which P < 1000, the rejection frequencies are often similar to those under the null unlessR = 25 but even there actual power tops of around 40%. The rejection frequencies under the alternative rise to 70% and more when P = 1000 but the size distortions are increasing as well making interpretation diicult.
Rolling
In Table 2 we report similar results but when the rolling scheme is used. Here we ind that the actual size of the test is much more in line with what we would expect from a nominally 5% test. At the shortest forecast horizon, h = 1, rejection frequencies are as high as 9% when P = 25 but otherwise range between 3% and 7%. At the longer horizons, the actual size of the test is as high as 20% but improve substantially as P increases.
The size distortions are due in part to the need to estimate a long-run variance that accounts for serial correlation in the loss diferential. This serial correlation takes the form of an M A(R − 1). To see this, consider the numerator of the test statistic when R =R, and h = 1. Rearranging terms we ind that P −1/2 ∑ T −1 t=Rd t+1 equals
Both right hand side terms are zero mean and exhibit asymptotic independence and hence the numerator is asymptotically Normal. However, a closer look reveals thatd t+1
is much more persistent than one might have expected. The rolling windows approach induces serial correlation of orderR − 1 which is substantially more persistent than one might have guessed given that the forecasts are at the one-step horizon. This, in turn, entails estimating a large number of autocovariances when forming a consistent estimate of the long-run variance.
Under the alternative in whichR ̸ = R, power is quite poor with rejection frequencies generally below 20% for all but the largest sample size. In a few cases the test is biased: 7 rejection frequencies under the alternative are lower than under the null. For the largest sample size, actual power can be as large as 80% but remains as low as 10% for some permutations ofR ̸ = R.
Tests of Conditional, Finite-Sample Predictive Ability
In this section we delineate a DGP that satisies the null hypothesis E(û 2 1,t+h −û 2 2,t+h |ℑ t ) = 0. In contrast to the previous section, the DGP is speciic to whether the ixed or rolling scheme is being used. This means that if the DGP is designed relative to the ixed (rolling) scheme, but a rolling (ixed) model is used for forecasting, there must be a deviation from the null hypothesis. In addition, since R ̸ =R continues to indicate a deviation from the null hypothesis, we provide simulations on power of the test against these two forms of alternatives.
Our DGPs are again developed based on a simple application in which a no-change forecast is compared to that from a location model with a single estimated parameter.
That is,ŷ 1,t+h = 0 whileŷ 2,t+h =ȳ t whereȳ t =ȳR for all t under the ixed scheme and
y s under the rolling scheme.
• Fixed scheme. For t = 1, ..., R set y t = 2η t where η t = ε t + ∑ h−1 j=1 θ j ε t−j with ε t ∼ i.i.d.N (0, σ 2 ). For t = R + 1, ..., T set y t = 1 2ȳ R + η t .
• Rolling scheme. For t = 1, ..., T generate y t as a stationary ARM A(R + h − 1, h − 1) with moving average parameters θ j , j = 1, ..., h − 1, and autoregressive parameters α j set so that the irst h − 1 values are zero (i.e. α j = 0 for j = 1, ..., h − 1) and the remaining R values are 1 2R (i.e. α j = 1 2R for j = h, ..., R + h − 1). 7
• As we did for the unconditional tests, we set σ 2 = 1, θ j = (0.5) j , let h = 1, 3, 12, and use the same values of R,R, and P .
• We consider two test statistics.
The irst is simply the baseline t-statistic P −1/2 ∑ T −h t=Rd t+h /ω which is asymptotically standard Normal under the null. But as noted in GW, since the null hypothesis impliesd t+h is uncorrelated with any observable z t ∈ ℑ t , P −1/2 ∑ T −h t=Rd t+h z t will also be asymptotically Normal under the null hypothesis. Since z t is allowed to be non-scalar they suggest a Wald-statistic of the form (P −1/2 ∑ T −h t=Rd t+h z t ) ′Ω−1 (P −1/2 ∑ T −h t=Rd t+h z t ) which will be asymptotically 7
The intitial conditions are set to zero and a burn-in of 10, 000 is used.
chi-square with dim(z t ) degrees of freedom under the null so long asΩ is consistent for the long-run variance ofd t+h z t . Following the suggestion in GW, we investigate the usefulness of this statistic using z t = (1,d t ) ′ as the instrument vector.
• When constructingΩ, we follow a slightly diferent approach than when we did for the unconditional tests. When h = 1, there is no serial correlation in eitherd t+1 or d t+1 z t and hence their variance is the long-run variance. We therefore constructΩ as
For the longer horizons, we again used the Bartlett kernel and experimented with a bandwidth of h (as suggested by GW) and the data-dependent version. Since the actual size of the tests were weakly better using the data dependent rule we use that bandwidth when h > 1.
Fixed
In Table 3 we provide results associated with the scalar version of the test when the ixed scheme is used in the DGP and in the modeling. The layout of the table is the same as for the previous tables and hence rows in bold are actual size while those not in bold are actual power. In contrast to the results for the unconditional test, the ixed scheme can exhibit reasonable size in large enough samples. When h = 1, actual size is quite good for all sample sizes. But as we increase the forecast horizon, the need to estimate long-run variances again induces size distortions. Even so, it is comforting to see that for h = 3, the distortions diminish quickly as the sample size increases. At the longest horizon h = 12, the actual size improves as the sample increases but remains slightly elevated even when P = 1000.
Under the alternative in whichR ̸ = R but the ixed model is used to form forecasts (Table 3 , not bold) power is poor with rejection frequencies generally well below 40% for all but the largest sample size. For the largest sample size, actual power can be as large as 75% but remains as low as 10% for some permutations ofR ̸ = R. Holding (R, P ) constant, in Table 4 we ind that under the alternative in which the rolling model is used to form forecasts, actual power is typically the same as, but sometimes worse than in Table 3 .
In Tables 5 and 6 we repeat the same experiments as in Tables 3 and 4 but now using the Wald form of the test with z t = (1,d t ) ′ as the instrument vector. In Table 5 , when h = 1, the actual size of the test is reasonable for all but the smallest out-of-sample size with rejection frequencies as high as 11% but more often ranging from 5% to 8%. At the longer horizons, actual size of the test is quite poor at the smaller sample sizes with rejection frequencies as high as 45%. Even so, consistent with the theory, actual size improves monotonically as the sample size increases.
Under the alternative in whichR ̸ = R, but the ixed model is used to form forecasts (Table 5 , not bold), actual power is poor when h = 1 with rejection frequencies generally below 15% unlessR = 25 or P = 1000 andR < R in which case actual power can be as high as 70%. When h > 1, actual power is improved at all sample sizes particularly wheñ R < R. Across all horizons there is a tendency for actual power to be higher for smaller values ofR.
Under the alternative in which the rolling model is used to form forecasts (Table 6 ), actual power is a mixed bag. When h = 1, actual power is never above 20% unless P = 1000. When the sample size is large, the rejection frequencies are generally higher for smaller values ofR and can get as high as 60%. Actual power is higher at the longer horizons holding (R, P ) constant. As was the case for h = 1, actual power tends to rise asR becomes smaller with rejection frequencies approaching 70%. Somewhat oddly, there are times when the rejection frequencies are u-shaped as P increases for a ixedR. As an example, for h = 3, when R = 25 andR = 75 the rejection frequencies range from 28%, 21%, 20%, 20%, to 40% as P ranges from 25, 75, 125, 175, to 1000.
Rolling
In this section, the simulations parallel those in the previous subsection but when the rolling scheme is used to deine the DGPs. In Table 7 , we report rejection frequencies when both the DGP and model are based on the rolling scheme and the scalar test statistic is used for inference. Under the null, actual size of the test is quite good when h = 1. As the horizon increases, size distortions arise, especially when P is small but again, in alignment with the theory, actual size improves substantially as the sample size P increases with rejection frequencies ranging from 6% to 8% when P = 1000.
As it was for the ixed case in Table 3 , under the alternative in whichR ̸ = R and the rolling model is used to form forecasts (Table 7 , not bold) power is often poor with rejection frequencies typically below 20% for all but the largest sample size. For the largest sample size, actual power can be as large as 80% but remains as low as 5% for some permutations ofR ̸ = R. Under the alternative in which the ixed model is used to form forecasts (Table   8) , actual power is, for most permutations of (R, P ), substantially better than in Table 7 .
In Tables 9 and 10 we repeat the same experiments as in Tables 7 and 8 but now using the Wald form of the test with z t = (1,d t ) ′ as the instrument vector. In Table 9 , the actual size is modestly-to-severely oversized as it was in Table 5 for the ixed scheme. At the longer horizons, actual size of the test is typically poor at the smaller sample sizes with rejection frequencies as high as 40%. Even so, consistent with the theory, at all horizons actual size generally improves as the sample size increases.
Under the alternative in which the ixed model is used to form forecasts (Table 10) , actual power again has a wide range. When h = 1, power approaches 40% for smaller permutations of R andR but are often below 20%. As the sample size P rises to 1000, actual power improves to as much as 70%. As the horizon increases, power increases almost uniformly holding (R, P ) constant. For all horizons, actual power typically improves asR declines. And as was the case for the ixed DGP, there are odd instances in which the rejection frequencies are u-shaped for a ixed value ofR as P increases.
In Tables 9 and 10 (as well as 5 and 6 under the ixed scheme) it is worth reiterating that the Bartlett kernel is being used to estimate the long-run variance ofd t+h z t . While this obviously captures the role of serial correlation in the long-run variance it also captures the presence of any conditional heteroskedasticity. This is particularly important given thatd t is an element of z t . To understand why, suppose h = 1, letR = R, and consider the second element of P −1/2 ∑ T −1 t=Rd t+1 z t . Straightforward algebra reveals that P −1/2 ∑ T −1 t=Rd t+1dt
is asymptotically Normal with zero mean and variance Ω 22 = Ed 2 t+1d 2 t . Sinced t+1 = 2ε t+1ȳt and ε t+1 ∼ i.i.d.N (0, 1) we obtain Ed 2
t+1 Ed 2 t and thusd t+1 exhibits conditional heteroskedasticity. In unreported results akin to those for h = 1 under the rolling scheme in Table 9 , when we did not account for conditionally heteroskedasticity we obtained rejection frequencies ranging from 16% to 19% when P = 1000. But, as noted above, when we accounted for conditional heteroskedasticity the rejection frequencies were 5%, in line with the nominal size of the test.
Conclusion
In this paper we have modest goals. The irst goal is simply to provide examples of DGPs that can be shown to satisfy each of the null hypotheses delineated in GW. With respect to the null hypothesis of equal unconditional, inite-sample predictive ability, Giacomini and Rossi (2010) provide a DGP that can satisfy the null but investigate size and power properties only in the context of the rolling scheme. There are no such simulations for the ixed scheme. In addition, there exist no simulations that delineate a DGP that satisies the null hypothesis of equal conditional, inite-sample predictive ability. In large part we suspect this arises because the null hypothesis of equal conditional inite-sample predictive ability is extremely narrow and imposes very strong restrictions on the DGP. As shown in GW, given two sequences of point forecastsŷ 1,t+h andŷ 2,t+h and assuming a quadratic loss function, the DGP for y must satisfy y t+h = 1 2 (ŷ 1,t+h +ŷ 2,t+h ) + η t+h for η t+h ∼ M A(h − 1) for this null hypothesis to hold. We have been able to delineate such a DGP but only for an application in which a no-change forecast is being compared to one formed using a location model. We have not been able to establish an example that permits a broader collection of regression models.
Nevertheless, given these DGPs, our second goal is to provide simulation-based evidence on the inite sample size and power of the tests suggested in GW. Our results only sometimes reinforce the conclusions provided in GW. The tests can be accurately sized given large enough samples, especially at shorter horizons. They too can exhibit substantial power when deviations from the null are large or the sample size is large. But by providing a DGP-based set of simulations we are able to diagnose details that are not particularly obvious in those provided by GW. The most important of which is simply that the proposed test statistic P −1/2 ∑ T −h t=Rd t+h /ω, is not asymptotically Normal when the ixed scheme is used and we are testing the null of equal unconditional inite-sample predictability. In fact, the test statistic diverges under the null since the loss diferentials are not asymptotically independent. We also ind that for this null, by construction, the rolling scheme induces very high orders of serial correlation in the loss diferentials. As such, a large bandwidth is required when estimating the long-run variance which, unfortunately, introduces estimation error and causes size distortions. Finally, we ind that when conducting the test of conditional predictive ability it is particularly important to account for conditional heteroskedasticity if a lagged loss diferential is used as an instrument. Notes: R is the window size used to generate the time series,R is the window size used to estimate the model parameters before generating a forecast, h is the forecast horizon, and P is the number of forecast periods. Each entry in the table represents the fraction of replications where the null hypothesis was rejected at the 5% level using the standard Normal critical values of a two-sided test for a given R,R, h, and P . Bolded rows indicate when the null hypothesis holds (i.e. when R =R). The test statistic takes the form shown in the second bullet of Section 2. The long-run variance used in the calculation of the test statistic was estimated using the Bartlett kernel with the bandwidth set to ⌊4(P/100) 2/9 ⌋ + 1. Table 1 . The long-run variance used in the calculation of the test statistic was estimated using the Bartlett kernel with the bandwidth set to 1 in the case of h = 1 and ⌊4(P/100) 2/9 ⌋ + 1 otherwise. Table 1 ). The long-run variance used in the calculation of the test statistic was estimated using the Bartlett kernel with the bandwidth set to 1 in the case of h = 1 and ⌊4((P − h)/100) 2/9 ⌋ + 1 otherwise. Note that h observations were lost because the instrument vector in the test statistic includes an h-lagged loss diferential. Table 1 . The long-run variance used in the calculation of the test statistic was estimated using the Bartlett kernel with the bandwidth set to 1 in the case of h = 1 and ⌊4(P/100) 2/9 ⌋ + 1 otherwise. 
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