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PREFACE 
No inventor can ever claim that his creations-mechanical, electrical or 
electronic systems-are perfect. Even if designed with utmost care and operated 
in ideal conditions failures in them are inevitable and thus unreliability exists 
in man made devices. It is therefore imperative to develop some mechanism 
or methodology to evaluate the numerical measure of their dependability for a 
specific use over a specified period of time. The concept of a stochastic 
model then comes in naturally. The statistician formulates a suitable stochastic 
model w/hich best describes the system & analyses it to study various useful 
reliability characteristics. He can pointout deficiencies, if any, in the system and 
can suggest measures which enhance the reliability of the system. However, 
one should not take his models too seriously. Michael, G. Pecht, Editor, IEEE 
Transactions on Reliability in vol. 44, Number 3 of September 1995 observes 
"Everyone uses conceptual models to analyze anything whether they realize 
it or not, whether the models are implicit or explicit. Prof. G.E.P. Box, a 
well-known statistician, has often pointed out that all models are wrong but 
some are useful. Most people take their models too seriously, whether in 
economics, politics, the earth and its environment, or science and engineering. 
All we can ask of our mathematics is that it not contain any logical 
contradictions. All we can ask of our probability and statistical-inference models 
is that they be adequate for the purposes at hand. The adequacy of any 
model is a function of : 
* the times (people-their problems, attitudes, and behavior) 
* the technology (tools-their capabilities, costs, and availability). 
As the times & technology change, so must our models." 
Generally speaking the theory of reliability is a body of ideas, mathematical 
models and methods directed towards predicting, estimating or optimising the 
probability of survival, mean life or more generally, life distribution of components. 
Other problems considered in reliability theory are those involving the probability 
of proper functioning of the system at either a specified or an arbitrary time, 
or the proportion of time the system functions properly. 
Several researches have, during the last 40 years, done remarkable work 
in almost all these areas and have contributed a lot to enrich the literature 
I have on my part made an humble effort to incorporate some new concepts 
in the existing models and to present a detailed analysis there of. Various 
reliability characteristics have also been obtained. 
The subject matter of the thesis is spread over five Chapters. 
The first Chapter is introductory in nature and contains basic ideas from 
stochastic processes & reliability theory. An outline on Bayesian inference, concepts 
of prior distribution are also incorporated in this Chapter. The Chapter concludes 
with a review of literature on the probabilistic analysis & statistical analysis. 
In Chapter II we describe and analyze a system model related to a 
computer system. This system model consists of n dumb terminals and a 
C.P.U. In this system n identical dumb terminals are arranged in parallel with 
C.P.U. which may also fail due to software or hardware failure. Important 
system characteristics such as the mean time to system failure, pointwise and 
steady state system availability, expected busy period of the server, expected 
profit per unit time etc., have been obtained. 
Chapter III is devoted to the study of systems with correlated failure 
and repair times. The concept has been applied to analyze multi-component 
two unit cold standby system with correlated failures and repairs having bivariate 
exponential law as the joint failure and repair time distribution. The relevant 
characteristics of interest as mentioned above have been obtained. 
Chapter IV deals with the Bayesian availability analysis of a k-out-of-m 
system. Results for a series and a parallel system are also given as a special 
case. 
Chapter V is devoted to the Bayesian estimation of reliability expressed 
in terms of stress-strength variables assuming these variables to be exponentially 
distributed and the priors having (i) inverted gamma and (ii) exponential densities. 
The results reported in this thesis have been submitted for publication 
in reputed journals and are under consideration and review process. 
(KAMAL ULLAH) 
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SYMBOLS AND NOTATIONS AT A GLANCE 
S set of all possible states of the system 
E- initial state of the system, i.e the state at t = 0 
E set of regenerative states 
E complementary set of E 
X(t) state of the system at epoch t 
q ( • ) , Q ( • ) p.d.f and c.df of direct transition time from state 
S, e E to state S e E 
p steady state transition probability from state S^  to 
Sj (S,, Sj e E) 
^ij 
Q„ (") = / % W dt 
0 
qCk, I, ) /^ x pdf and cdf of transition time from state S, to S 
Q(k, I, . ) rt^ (S|, S e E) via non-regenerative states S,^ , S, 
00 
p(k, I, ) QJ'^'I. )(«) = JqJ'^ . I. )(t)dt 
Q I ( •) conditional cdf of transition lime from state S to S 
IJ X I J 
given that the system entered S, after a sojourn for 
time X in the preceding state. 
D, I ^  steady state probability of transition from state S to 
S given that the system entered S^  at epoch x 
Q I (oo) 
/<! or Tj expected sojourn time in state S. 
JT, (t) cdf of first passage time to a failed state when starting 
state is S^  G E. 
A. (t) probability that the system up initially in S^  e E is up 
at epoch t in any state S. G E. 
B. (t) probability that the system is under repair at epoch t 
in any state S^  G E given E. = S. G E. 
V. (t) starting from state S^  e E, the expected number of visits 
by repairman in (0, t]. 
W. (t) probability that the system is under repair in a 
regenerative state Sj at epoch t w i^thout passing through 
any other regenerative state or returning to itself through 
one or more non-regenerative states. 
M. (t) probability that the system starting from up state 
S| G E is up at epoch t v/ithout going to any other 
regenerative state or returning to itself. 
Rj (t) reliability of the system when it starts from state 
Sj G E given E Q = Sj G E. 
Zj(t) probability that the system operates in state S. till time 
t without making any transition to any other regenerative 
state. 
M^JpO•) expected up time of the system during (0, t]. 
/ 'b(0 expected busy period of the repairman during (O, t]. 
G(t) expected total profit incurred in (0, t]. 
G expected profit per-unit time in steady state. 
nijj contribution to mean sojourn time in S. G E, when the 
next transition is to S. G E. 
= i°ii(^Ms=0=-Qi'i(0) 
^ ( k , l . . . . ) - Q f ^ ' • • • ) ' ( 0 ) = -qf'- • ) ' (0) 
ij 
symbol for Laplace transform (LT), e.g. 
00 
f*(s) = / e-^*f(t)dt 
0 
symbol for Laplace-Stieltjes transform (LST), e.g. 
00 
f^s) = / e - ^ *dF ( t ) 
0 
ordinary convolution, e.g. 
t 
a (t) © b (t) = / a (u) b (t - u) du 
0 
0 Stieltjes convolution, e.g. 
t 
A (t) © B (t) = / B (t - u) dA (u), 
0 
- complement of a function, e.g. 
F(t) = 1 - F ( t ) 
CHAPTER I 
INTRODUCTION, BASIC CONCEPTS AND TERMINOLOGY 
1.1 RELIABILITY AND ITS NEED 
The development of science and technology and the needs of modern 
society are racing against each other. Industries are trying to introduce more 
and more automation in their industrial processes in order to meet the ever 
increasing demands of society. The complexity of industrial systems as well as 
their products are increasing day by day. The improvement in effectiveness of 
such complex systems has therefore acquired special importance in recent years. 
Now-a-days people expect trains to be on time, electric power not to fail, 
perfect communication etc. They would now like to know the answers to such 
questions as what is the effectiveness of a nuclear power station that in not 
operating for more than 100 days in a year ? What is the use of a 
scientific satellite that can not transmit any data to the ground ? Of what 
use is a refrigerator that fails almost every week ? 
The effectiveness of a system is understood to mean the suitability of 
the system for the fulfilment of the intended task and the efficiency of utilizing 
the means put into it. The suitability of performing definite tasks is primarily 
determined by the reliability and quality of the system. An electronic company 
producing space components rejected 65% of the integrated circuits supplied to 
It by its supplier company. The rejection includes the surface defects, foreign 
particles, and testing deficiencies. An analyst analyses the functioning of a 
thermal power station and submits his report. The report says that load factor 
of the power station in 1979-80 was as low as 57% and the station had 
as many as 260 trippings, I.e. an average of five trippings every week, in 
another case, the accident of a superfast train with another train was due to 
its brakes system failure in which 400 persons died at the spot and more 
than 600 were hospitalized. In military, medical and atomic energy fields, for 
instance, a failure could produce a very dangerous situation, e.g., in a surgical 
operation involving a complex, computerised machine, any failure in machine 
may prove fatal for the patient. 
In the field of medicine effectiveness of a treatment signifies the effect 
of a treatment in increasing the lifetime of an individual suffering from a 
particular disease. All such studies of improving the effectiveness of a system 
or treatment need lifetime data. A few examples will illustrate some typical 
ways in which life data arise. 
1. Manufactured items such as mechanical or electronic components are often 
subjected to life tests in order to obtain information on their endurance. 
2. Some types of manufactured items can be repaired should they fail. In 
this case one might be interested in length of time between successive 
failures of an item and refer to these times as 'lifetime'. 
3. In medical studies dealing with fatal diseases one is interested in the 
prolonged survival time of individuals with the disease, measured from 
the date of diagnosis or some other starting point. 
These are some examples that demonstrate failure in everyday life. In 
the technological world such types of failure are usual and people have to 
pay In terms of money, time and lives. This is due to the complexity and 
automation of the systems. The level of adverse effects of unreliable systems 
(2\ 
automation of the systems. The level of adverse effects of unreliable systems 
may be reduced by some approaches such as better understanding of failures, 
improved manufacturing techniques, careful planning and designing of new systems 
and proper selection of components. 
Most of the equipments & machines consist of a large number of 
components which are generally in use. The reliability of such a systems 
depends on the reliability of its components. In a complex system the occurrence 
of failure are usually random events. In the majority of cases mechanical, 
electrical or electronics defects in the components occur instantaneously and 
lead to the sudden loss of the component or the entire equipment's ability 
to function. Failure of components of the equipment do not always lead to 
a loss in its reliability characteristics, because in an equipment there are 
components whose failure does not lead to the departure of the fundamental 
characteristics beyond the permissible limits. To such components we can refer 
as standby elements, which are used for increasing reliability of the equipment. 
The reliability of an equipment depends on the quantity, quality and operating 
conditions of its components. Besides schematic and construction realization, it 
also depends on the technology of production and quality of material used in 
the complex system. The reliability is the property of a system which is mainly 
determined by its failure free operation and maintainability which ensures the 
fulfilment of the task within the specified space environment governed by random 
causes, Therefore it is quantitatively determined by probabilistic parameters and 
characteristics. 
Everyone is worried about the reliability question from space user to 
the common consumer on the street, from politician to the industrialist, from 
the academician to the engineer. The reliability of a particular system is 
(3) 
a yCR set can not be expected to be as high as the reliability of components 
used in a space shuttle or nnissile. A space satellite may be rendered completely 
useless if a switch fails to operate or a telemetry system becomes in operative 
Safety is an equally important consideration. The leaky brake cylinder 
could result in serious personal injury as well as creating undue expense. The 
collapse of a landing gear of an aircraft resulted in the loss of the plane. 
Although no passengers were injured. However, the consequences could easily 
have been much more serious. The untimely deaths of three of our astronauts 
serve to point out the importance of reliability to personnel safety. 
Also caused by reliability (or unreliability) are schedule delays, 
inconvenience, customer dissatisfaction, loss of prestige (possibly on a national 
level), and more serious loss of national security. These conditions also involve 
cost and safety factors. 
The need for and importance of reliability have been reflected in the 
constantly increasing emphasis being placed on reliability by both the government 
and commercial industry. Most Department of Defense, NASA and AEC contracts 
impose some degree of reliability requirements on the contractor. These range 
from the definition of system reliability goals to the requirement for actual 
demonstration of achievement. 
However, commercial industry has been slower in implementing reliability 
programs. In the past, some producers of commercial goods believed that the 
expenses of a reliability effort outweighed its value and therefore gave it only 
token recognition. While the public was being told about high quality and high 
reliability through television and other advertising media, very little actual effort 
may have been expended on the reliability program. Fortunately, this attitude 
(4) 
is gradually changing as more companies are becoming aware of the economic 
advantages that an efficient reliability program offers. 
1.2 HISTORICAL BACKGROUND OF RELIABILITY 
The growth and development of reliability have strong links with quality 
control. In the 1920's a team of workers in Bell Telephone laboratories developed 
statistical methods for solving their quality control problems. They provided the 
basis for development in statistical quality control. The American Society for 
Testing of Materials, the American Standards Association and the American Society 
for Mechanical Engineers also worked for the quality control techniques, But 
these techniques were not widely used till world War II in 1939. Complexity 
and automation of equipments used in the war resulted in severe problems of 
maintenance and repairs. The equipment, component failed beyond the expectation 
during this war are army and navy in U.S.A. set up a joint committee know 
as Vacuum Tube Development committee for the study of failures in vacuum 
tubes which was considered to be one of the root cause of the trouble. 
During I940's the major statistical effort on reliability problems was in 
the area of quality control. The mathematical theory of reliability has grown 
out of the demand of modern technology and particularly out of the experiences 
of world war II with complex military systems. One of the first area of 
reliability to be approached with any mathennatical sophistication was the area 
of machine maintenance. The techniques used to solve these problems grew 
out of the successful experiences of A.R. Eriang, C. Palm and others in 
solving tfie telephone trunking problems. N.R. Campbell (1941) also tackled 
replacement problems using renewal theory technique. In the early I950's certain 
(5) 
areas of reliability, especially life testing, electronics and missile reliability problems 
started to receive a great deal of attention both from mathematical statisticians 
as well as engineers in the military and industry. In December 1950, the Air 
Force formed an adhoc group on reliability of electronic equipments to analyse 
the reliability characteristics and recommend measures that would increase the 
trustworthiness of the equipment and reduce maintenance. For meeting this 
objective the Department of Defence established the Advisory Group on reliability 
of electronic equipment. During 1959 and 1960 many reliability and logistic 
problems were solved in papers by Blak and Proschan using some of the 
techniques of total probability. 
During the last three decades Germany, Japan and Britain are the 
countries which are involved in the development of reliability theory. The last 
20 years have seen remarkable progress in the application of reliability principles 
in industries and in other areas of all the developed and developing countries. 
Today reliability has become a catch word in many industries. Products 
carry reliability specifications such as mean time between failure (MTBF). failure 
rate etc. In most of the countries seminars and conferences on reliability are 
a regular feature. 
1.3 RELIABILITY-MEANING AND SCOPE 
Reliability can be viewed both as a discipline and as a measure. As 
a discipline, reliability is concerned with the development and application of 
techniques for increasing the system effectiveness by reducing the frequency of 
failures and minimizing the high maintenance costs involved in avoiding failure 
situations. As a measure reliability is concerned with expressing the quality of 
(6) 
an equipment in quantitative terms. Some frequently used terms in the theory 
of reliability are mentioned below. 
In reliability theory, by a unit, we mean a system, or a part of a 
system. The operation of a unit means its working within the tolerances The 
reliability of a unit is connected in a very real way, with its quality. The 
quality of a unit is a set of properties which decide the degree of its 
suitability for a specified use. By system reliability, we mean its ability to 
maintain its quality. In fact, the reliability of a unit is associated with those 
properties that a unit had or ought to have had at the instant it was 
manufactured or brought for use. 
A failure/fault in a unit is a partial or complete loss of these properties 
in such a way that its functioning is seriously disturbed or completely stopped 
Broadly speaking failures can be grouped according to their nature into initial 
failures, random or chance failures and wear-out failures, Initial failures occur 
in the early life of component operation due to poor manufacture and quality 
control techniques. Random failures are due to stress accumulation beyond the 
designed strength of the unit. These can never t>e predicted or eliminated. 
Wear-out failures arise as a result of gradual change in the values of parameters 
determining the quality of a unit as a consequence of wearing or ageing, 
when these parameters go beyond the established limits of admissibility. 
Another important concept in reliability theory is that of life. The life 
of a unit means its capacity for extended use in terms of time under 
necessary technological servicing which may include various types of repairs. 
Life length is classified either by the number of cycles or the volume of 
output achieved. For certain units, the concepts of life and failure free operation 
(7) 
may coincide, but, in general these are two independent characteristics. 
For those units in which the ability to function is maintained with the 
aid of special renewal operations known as maintenance, an important index of 
reliability is maintainability. This is in fact, its susceptibility to prediction, discovery 
and elimination of faults and failures. It is characterised by outlays in effort, 
time and money spend on maintenance. Thus, system reliability can be well 
understood by an understanding of the concepts mentioned above. 
The modern discipline of reliability has its origins in military and space 
technology. Its influence has been steadily spreading into other applications such 
as physical, life and environmental sciences, industry, communication networl<s 
etc. This is again due to the growing complexity of systems, competitiveness 
in the market arxj ever increasing competition for budget and resources. Reliability 
of sophisticated electronic and mechanical systems is desirable because of the 
system effectiveness, low life cycle cost and concensus for operational readiness. 
In case of air and surface transit systems, reliability reflects the ability of the 
systems to keep operation and maintenance schedules. The introduction of spares 
may prove useful in increasing the availability of such systems. 
Numerous systems are connected by human links. In practice, most 
systems require some human participation irrespective of the degree of automation. 
Thus human error plays a vital role in causing damage to the system and 
disruption of scheduled maintenance. The human error arises due to wrong 
action, maintenance error, misinterpretations of results etc. They are unavoidable 
regardless of the training, skill and experience of the operator. Therefore, 
predicting equipment reliability without considering human reliability will not present 
(8) 
the dear picture of Its reliability. Biological systems, like engineering systems 
are also developed systematically and their survival is considered in case some 
of their constituents fail. 
All the applications discussed above are related to hardware reliability, 
i.e. the reliability measurement and improvement in the mechanical (structure, 
design) part of the system. Another important area on which considerable 
emphasis has been placed during recent years is software reliability. This has 
come primarily with the advent of large and complex hardware-software systems 
and the use of computers to control vital and critical functions. The increasing 
complexity of problems has made their processing and programming more difficult. 
Unlil<e a hardware failure in a component a piece of software does not fail. 
If a programme does not do what it is supposed to do it is because of 
the error present in it. When the segment of the programme containing the 
error is energised the error becomes manifest. The encountering of error may 
or may not cause system to fail. The major work in the area of software 
reliability consists in writing correct programmes, then testing them to rectify 
the error present, if any, and finally modelling of software in an attempt to 
predict its reliability and possible study of the effect of related parameters. 
However, it must be pointed out that the software reliability is in no way 
as highly developed as the discipline of hardware reliability. 
As has been seen, the reliability theory interacts with a number of 
different fields, there are still vast virgin lands yet to be explored where 
reliability stoods can be tremendous use. The research area can be broadly 
classified into the following two categories. 
(9) 
(i) PROBABILISTIC ANALYSIS 
This problem is based on identifying the stochastic process governing 
the behavior of the given system and finding out the operating characteristics 
viz. reliability, availability, mean time to system failure, expected number of 
repairs etc. These characteristics may be obtained under the different sets of 
assumptions for operating conditions and probability laws for failure and repair 
of units using the well known techniques such as regenerative point technique, 
semi-Markov process and supplementary variable technique. Generally, these 
operating characteristics are obtained in terms of Laplace transforms. 
(ii) STATISTICAL ANALYSIS 
This deals with the inference regarding the operating characteristics with 
a knowledge of probability distributions of failure and repair times. The problems 
considered are basically the estimation problems in mixture of finite number of 
distribution functions. 
The reliability characteristics are analysed in respect of variations in the 
parameters involved in lifetime distribution and repair time distribution. To carry 
out the analysis a number of sampling schemes are proposed and then the 
operating characteristics are estimated on the basis of said sampling schemes. 
Various inference techniques are used to estimate the various reliability 
characteristics of the system. 
Abundant literature is available on all these types of problems and efforts 
have been made to provide relevant recent references and an elaborate 
bibliography as an appendix to the thesis. 
1.4 I M P O R T A N T OPERATING C H A R A C T E R I S T I C S OF T H E S Y S T E M 
We mention and discuss some important measures of the system reliability 
(10) 
characteristics which are useful to describe its trustworthiness. 
1.4.1 SYSTEM 
A system is defined as an arbitrary device performing an activity. By 
nature systems are classified as under: 
1.4.1 (a) MAN MADE OR ENGINEERING SYSTEMS 
As a result of advancement of science today, man has to his credit 
so many sophisticated systems which are fully designed by his hands and 
brain. As for example, Computer system, television system, electric power supply 
system etc., are some man made systems. 
1.4.1 (b) NATURAL OR GOD MADE SYSTEMS 
Besides the man made systems the universe has some other systems 
whose existence is independent of human hands and therefore are called the 
natural or God made systems, Human body system, weather changing system, 
solar energy system etc., are some examples of God made systems. 
Generally when we perform the life testing experiments with man made 
systems, we call It Reliability Analysis, while on the other hand, when we 
deal with God made systems, we name it 'survival Analysis'. Hence, reliability 
and survival are interchangeable terms. 
1.4.2 RELIABIUTY 
Reliability of a system is defined as the probability of performing a 
specified function without failure under given conditions or environment for a 
specified period of time. The definition includes the term probability, which 
indicates the use of a quantitative measure. 
Reliability is a new concept in engineering. It can be defined as: 
(11) 
"freedom from failure", "the ability to perform the specified mission", or "the 
probability of adequate performance of a specified function or functions, for a 
specified time under specified conditions." In ordinary usage, the word "reliable" 
means "dependable or trustworthy." 
However, in science and engineering the word "reliability" must be assigned 
an exact and, above all, measurable meaning if it is to be useful in a 
technical sense. In a technical definition the essential concept of reliability is 
probability of success Success here is adequate performance, and therefore 
reliability is the "probability of adequate performance" - it is not an "ability." 
As contrasted to the general concept of reliability, the "inherent reliability" 
of a piece of equipment is the probability that it will accomplish a specified 
job without failure under specified test conditions for a required period of time. 
Broadly speaking, the use of numerical values permits quantitative 
assessment of reliability. Since reliability is a probability, its numerical value is 
always between Zero and one. Mathematically, if T is non-negative random 
variable, denoting the lifetime of the system then the reliability of the system 
at instant t is 
R(t) = P [ T > t ] 
= 1 - P [T < t] 
= 1-R( t ) 
= 1 -F( t ) = / f ( t ) d t 
0 
where f(t) is p.d.f. and F(t) represent the c.d.f. of the lifetime T. F(t) 
is also called unreliability R (t) of the component so that R(t) + R(t) = l . Thus, 
(12) 
the reliability is a function of time and depends on environmental conditions 
whicfi may or may not vary with time. Further, it can be noted that 
Lim R (t) = 1 and Lim R (t) = 0 
t -» 0 t -» " 
and therefore, R(t) is a non-increasing (decreasing) function of time. 
Remark : 
Since, the reliability and the . survival functions are same v^ i^th only 
difference of system concerned, the survival function of a unit may also be 
defined as the probability that it survives at least for time t. 
1.4.3 EXPECTED LIFE TIME : 
The time for which a system is expected to perform its function 
successfully is called its expected life time i.e. 
00 
E(T) = / t f ( t ) d t 
0 
It is also called the mean time to system failure (MTSF). MTSF and 
the reliability R(t) have the relation 
00 00 
E(T) = / R ( t ) d t = / r i - F ( t ) l d t 
0 0 •- •" 
1.4.4 AVAILABILITY : 
Reliability, maintainability and availability of a system are analysed in 
determining the worl< of an equipment to accomplish an intending task. Both 
reliability and maintainability aspects are considered for defining availability. For 
a system, availability denoted by A(t) is defined as the ratio of mean time 
between failures (MTBF) to the sum of mean time between failure (MTBF) and 
mean time to repair (MTTR) : 
(13) 
^^ MTBF + MHR 
Availability is the probability that the system is operative at epoch t. 
There are three kinds of availability. 
(a) Pointwise Availability 
The pointwise availability of the system is the probability that it is able 
to operate within tolerance limits at a given instant of time. Mathematically, let 
i<p (t), t > 01 be the performance process of a system where (p (t) is a binary 
variable taking value 1 if the system operates satisfactorily at epoch t, and 
0 otherwise, then pointwise availability 
A(t) = P [^ ( I ) = 1] 
(b) Interval Availability 
The expected fraction of the given interval of time for which the system 
operates within tolerance limits is its Interval availability. For the interval 
(0, t], the interval availability of the system can be obtained from its pointwise 
availability as : 
- 1 f 
A = 7 J A (u) du 
0 
where A(u) denotes the pointwise availability of the system at epoch u. 
(c) Asymptotic availability: 
It is the probability that in steady state, the system will operate 
satisfactorily, i.e. 
A = A(oo) = Lim A(t) 
t -» 06 
It can be shown that this is equal to the expected fraction of time 
(14) 
in the long run for which the system operates satisfactorily. 
1.4.5 FAILURE 
Failures are random events after whose occurrence the output characteristics 
of the equipment shift outside the permissible limits. The failures can be 
independent or dependent. In case a failure of a component in a system 
does not lead to the failure of other components, we have a case of 
independent failures, on the other hand if a failure occurs as a result of the 
failure of other components, we have a case of dependent failures. 
1.4.6 INSTANTANEOUS FAILURE RATE OR HAZARD RATE : 
It is the conditional probability rate that the system will fail during the 
time interval (t, t + h) given that it was operating during (0, t]. It is defined 
as the limit of the failure rate when the interval length approaches Zero, i.e. 
r(t) = Lim F(t + h ) - F ( t ) 1 
1 -F ( t ) ' ^ ^ '> h ^ 0 h [ l - F (t)' 
1 - F ( t ) R(t) 
It is also defined by 
P ft < T < t + hi ..^.. 
p [ , < T . . . h | T > . ] . \^^^^^ ^ - ^ ' ' ( . ) h 
Some times r{t) is called the force of mortality or hazard rate. The 
above relations can also be put in the following forms 
F'(t) = f ( t ) = r ( t ) R ( t ) 
R(t) = F(t) = 1 - F ( t ) 
The various functions f(t), F(t) and R(t) are related with r(t) as follows: 
(15) 
(i) / f(u)du = F(t) = R(t) = exp 
t 
- / r (u) du 
0 
(ii) F(t) = / f (u)du = 1 - R (t) = 1 - exp 
0 
/ r(u)du 
0 
(iii) f(t) = r(t)exp - j r (u) du 
0 
1.4.7 EXPECTED STAY PERIOD IN A STATE 
Consider the binary random variable 
Zj(t) = 
1. if x(t) = Sj 
0, othenA/ise 
Then, y>. (t) = / Z^  (u) du 
is the fraction of time the system remains in S. during (0, t]. The expected 
time to stay in S. per unit time in steady state is : 
^UmjEj^ ,,,,)/,] 
using this measure, we can obtain the expected up time, down time, inspection, 
repair and preventive maintenance time etc. 
1.4.8 EXPECTED NUMBER OF VISITS TO A STATE : 
Let a random variable X(t) denote the state of the system at time t 
(the state may be number of failed units in the system). Associated with X(t), 
we define a random variable N. (t), which represents the number of times the 
system has visited the state S^  during an interval (0, t]. Then, in the long 
run, the average number of visits to state S, per unit of time becomes : 
(16) 
_UmjE{N, („}/,] 
If the number of units in this system is n, and N. (t) denote the 
numljer of failed units ( j = 0, 1, 2, . . . n) at time t, then E|N^(t)l gives 
us the protiabillty of the system being down during (0, t]. 
1.5 SYSTEM STRUCTURES 
A system can be defined as an arbitrary device which includes some 
components having known reliabilities. The structure of such system should be 
known so that the effect of failure of each component on the system can 
be observed. 
Suppose that a system with life time T, includes n-different components 
with reliability Rj and life time Tj (i = 1, 2, . . . n) of its i*^  component The 
reliability of the system at time t is R (t) = P ["T > t l and that of the i*^  
component is Rj (t) = P fTj > t l . Some of the important configurations of the 
system may be as follows: 
(i) Series System : 
In this system, n independent components are arranged in a series 
structure, Thus the survival of the system depends upon the joint survival of 
all n components. System fails as soon as one component out of n fails. 
Using simple probabilistic reasoning the reliability of such system is 
R(t) = P [T > t] = P [min(T,. T^, . . . T„) > t] 
= P j-T, > t, T^ > t, . . . T„ > tj 
n n 
= n p (T. > t) = n R. (t) 
i=1 i=1 ' 
(17) 
(ii) Parallel System : 
\n this system configuration n independent components perform in parallel 
structure. The system fails only when all the components fail i.e. the system 
functions if at least one out of n components functions. The reliability of such 
a system is defined as 
1 - R (t) = P [T < t] = P [max (Ti. \< • • TJ < t] 
= P |-T, < t. T^ < t, . . . T„ < tj 
= n f l - R( (t)l 
i =1 ^ •' 
Thus. R (t) = 1 - n f l - R: (t)] 
i= i '- -' 
(iil) k-out-of-m system : 
In such type of system structure all m-identical units are operative 
simultaneously and the system fails if at least k units of the system fail. For 
l< = 1 and k = m, this system configuration reduces to a series and parallel 
system structure respectively. 
1.6 RELIABILITY AND PERFORMANCE 
The performance of a system is often increased at the expense of 
increased complexity, the complexity usually being measured by the number of 
required components. Once again, reliability will decrease unless compensating 
measures are taken. In this situation reliability can be maintained if component 
reliability is increased. Some important methods for increasing the system reliability 
are given below. 
(18) 
1.6.1 REDUNDANCY 
A well known method for Improving the system reliability is the introduction 
of redundant units. Some additional units are kept in spare in redundant system 
which replace the failed units. Some of the major types of redundancies are: 
(a) Parallel Redundant System : 
A parallel redundant system with n-units is one in which all units are 
operative simultaneously, but the system operation required that at least one 
unit operates. Here a system failure occurs only when all the units fail. 
(b) Standby Redundant System : 
A standby redundant system is one in which one unit is operative on 
line and remaining are kept in spare called standbys. On failure of operating 
unit, a standby unit, if operable is switched on. Gnedenko classified the standbys 
as hot, wann and cold standbys, depending on how these are loaded in 
standby state. Cold standbys are completely unloaded and It can not fail when 
it is not in operation. While remaining in a non-operating state it does not 
change its reliability when it is put into an operating state. Hot standbys are 
those which are loaded exactly in the same fashion as an operating unit. 
Warm standbys have diminished load. Generally probability of failure of a warm 
standby is less than than of an operating unit. 
(c) Priority Redundant System : 
In a priority redundant system there are n ( > 2) units, one of which 
is a priority unit and the others are non-priority units. The priority unit gets 
preference for operation as well as repair. Initially priority unit starts operation 
(19) 
while the non-priority units are l<ept as standby. The non-priority units are 
allowed to operate online only when the priority unit fails and it is immediately 
taken for repair provided the repair facility is free. However, if the non-priority 
unit is under repair and priority unit fails (during the repair of non-priority), 
the following policies can be adopted. 
(i) pre-emptive Priority 
The repair of non-priority unit is interrupted and its repair is continued 
as soon as the repair of the priority unit is completed. 
(ii) Non-Pre-emptive Priority : 
The repair of the non-priority unit is continued and the repair of the 
priority unit is entertained only when the repair of the non-priority unit is 
completed. 
(d) Fault tolerant redundant system 
With the development of science and technology particularly in the field 
of microelectronics and computers, computers are assuming increasingly complex 
jobs, there is a progressive increase in the number of systems in which, it 
Is of the prime importance to provide continuous proper operation of system 
functions during certain time periods. In other words, systems working continuously 
for a specified time period were in the presence of faults (if any) are of 
wide use. Such systems are called fault tolerant redundant systems. 
(e) System with repair : 
To improve the system reliability, failed units may be replaced by newones. 
However, this process may prove to be very expensive, as such failed unit 
(20) 
may be sent for repair If tfiere is no repair facility available or the repair 
nfian is not free, then the failed unit waits for repairman fklany authors 
including Goel ef a/ (1983-1985), Goplan ef al (1985) have considered the 
analysis of various reparable systems in respect of their reliability measures 
(f) System With Preventive Maintenance : 
Recoverable systems which are used for continuous operation for some 
period of time are subject to maintenance IVtaintenance of systems especially 
those required to operate for long run, will increase the reliability of such 
systems It can be classified as preventive, corrective or repair maintenance 
Preventive maintenance is a sort of repair, check, over-hauiing, etc which is 
done before the system actually fails Usually, a periodic policy is adopted for 
preventive maintenance However, it is not always possible to perform the 
maintenance exactly when it is needed and thus the time at which it is done 
is a random variable 
Corrective maintenance deals with the maintenance of system when it 
gives wrong results In order to increase systems availability, the failed units 
are subjected to repair The repair is not always possible to be performed 
instantaneously and a random time may elapse before the repair actually starts 
The distribution of preventive maintenance time may be of a known form or 
it may be arbitrary like life time distribution Goel, Sharma and Gupta (1986, 
1989) and Gupta (1986) papers have discussed and published to analysed some 
models incorporating preventive maintenance 
1.7 R E D U N D A N T SYSTEM ANALYSIS T E C H N I Q U E S 
The literature available in the area of reliability may be broadly divided 
(21) 
into two categories. The studies in the first category include stochastic models 
which represent some realistic system used in day-to-day life. There prot}abilistic 
models have been analysed in respect of their reliability characteristics, while 
the studies in the second are based on actual life test observations. Life 
testing experiments are conducted on various systems, these observations are 
used for estimating values of parameters involved in the life-time distributions 
of the systems. These observations are also useful for testing the reliability 
function of a system. It is the first aspect of reliability theory which forms 
the basis of study in the present thesis. Some of the concepts and definition 
frequently used in the thesis are as follows 
1.7.1 STOCHASTIC PROCESS : 
A stochastic process |x(t), t E Tl is a family of random variables defined 
over an index set T and state space Q. The parameter t is after interpreted 
as time and hence X(t) represents the state of the process at time t. If T 
is a countable set, then the stochastic process is said to be discrete time 
process. If T is an open or closed interval, then the stochastic process is 
a continuous time process. A continuous time stochastic process |X(t), t G Tl 
is said to have independent increments if for all t^  . . . t , such that 
t, < tg < . . . < t^, the random variables |X (t^) - X (t,), . . . X (t^) - X (t„_,)} are 
independent. If the index set contains a smallest irxJex t^, it is also assumed 
that X (t^), X (t,) - X (t(P. . . . X(t^)-X(t„_,) are irxJependent. 
The process is said to have stationary independent increments if, in 
addition, X (tg -^  h) - X (t^  -i- h) has a distribution independent of h for all 
(22) 
t., t_ G T. Generally. The state space of the stochastic process Involved in the 
analysis of reparable systems can be identified as one of the following processes: 
(a) MARKOV PROCESS 
If |X(t). t G Tj Is a stochastic process such that, given the value X(s), 
the values of X(t), t > s, do not depend on the values of X(u), u < s, then 
the process is said to be a Marl<ov process. 
Thus, if, for, t^  < t j < . . . < t„ < t 
P^{a < X(t) < b |X( t , ) = X,. . . . X ( t j = x„} 
= P {^a <X(t) < b|X(t„) = x4 
The process |X(t), t G TJ is a Markov process It means that given 
the future behaviour of the process depends only on the present state but 
not on the past. A Markov process whose state is discrete is called a Markov 
chain. 
(b) MARKOV CHAINS : 
Consider a process JX^, n = 0, 1, 2 . . .1 which takes a countable 
number of possible values denoted by the set of non-negative integers (0, 1, 
2. . . .). 
If X^ = i, then the process is said to be in state i at epoch n. 
Suppose that whenever the process is in state i, there is a fixed probability 
P.. that it will next be in state j , that is, 
P [X„^, = J I X„ = i. X„_, = i„_, . • • • X, = i^  , X, = i j 
(23) 
for all states 'p- 'i • 'n~i • '• )• ^"^ 3" " > 0- suph a process is 
known as a Markov chain. It can be observed that a Markov chain is simply 
a Markov process with discrete state space. A Markov chain is called discrete 
parameter Markov chain and continuous parameter Markov chain according as 
the parametric space is discrete and continuous. 
The value p. represents the probability, that the process will, when in 
state i, next make a transition to state j . Thus p j^'s are non-negative and 
since the process must make a transition to some state, we have 
p., > 0, i. J > 0 
and 1 Pj: = 1. i = 0, 1, 2 . . . 
j=o 
If P denotes the matrix of one step transition probabilities p , then 
P = 
Poo 
PIG 
P20 
P01 
P11 
P21 
P02 
P12 
P22 
For example, consider a communication system which transmits digits 0 
and 1. Each digit transmitted must pass through several stages, at each of 
which there is a probability p that the digit entered will be unchanged when 
it leaves. Letting X^ denote the digit entering the n th Stage, 
|X^, n = 0, 1, 2, . . . I is a two state Markov chain having a transition probability 
matrix. 
(24) 
p (1 - P) 
p = 
(1 - p) p 
(c) POiSSON PROCESS : 
A stochastic process JN (t), t > ol is said to be a counting process if 
N(t) represents the number of events that have occurred by the time t, e.g., 
number of births in a locality by the instant t, number of goals that a given 
soccer player has scored by epoch t, etc. 
A counting process is said to have independent increments if the number 
of events occurring in disjoint intervals of time are independent. Further, it is 
said to have stationary increments if the distribution of the number of events 
that occur in any interval of time depend. Only on the length of the interval, 
i.e. if the number of events in the interval (t.,+s, tg+s) i.e. 
(N(t2+s) - N(t^+s)) has the same distribution as that in the interval (t,, tg) 
(i.e. N (t^) - N (t,)) for all t^  < tg and s > 0. 
A Poisson process with rate A is a counting process JN (t), t > o| 
satisfying 
(i) N (0) = 0 
(ii) The process has stationary and independent increments, and 
(ill) P [N (h) = l l = A h + 0 (h) and P [N (h) > 2I = 0 (h), i.e. in the small 
interval (t, t + h), the probability of exactly one occurrence is A h + 0(h) 
and that of two or more occurrences is 0(h). 
Customers arriving at a service station, number of electrical impulses with 
random amplitudes arriving at an electronic counter, frequency of telephone calls 
received in an exchange etc. are the common examples of Poison processes. 
(25) 
(d) RENEWAL PROCESS 
Let JN (t), t > o l be a counting process and let X^ denote the time 
between (n-1)* '^ and n*^  event of this process, n s 1. If the sequence of 
non-negative random variables JX,, \ , . . . 1 is independent and identically 
distributed, then the process |N (t), t > o | is said to be a renewal process. 
Thus a renewal process is a counting process such that the time until 
the first event occurs has some distribution F, the time between the first and 
second event has, independently of the time of the first event, the same 
distribution F, and so on. When an event occurs, we say that a renewal 
has taken place. 
For example, suppose that we have an infinite supply of light bulbs 
whose lifetimes are independent and identically distributed. Suppose, also, that 
a single bulb is used at a time, and when it fails, it is immediately replaced 
with a new one. Under these conditions, JN (t), t > o | is a renewal process, 
where N(t) represents the number of bulbs that have failed by time t. 
If X^, X, , . . . X^ . . . denote the lifetimes of bulbs respectively, and 
SQ = 0. S„ = 2 Xj . n > 1 
i=1 
i.e. S., i = 1, 2 . . . denote respectively the time of i'^  renewal (See Fig. 
1) then 
N(t) = maxjn : S^ < t j 
X, X, 
S, S^ S3 time 
Fig. 1 
(26) 
(e) MARKOV RENEWAL AND SEMI MARKOV PROCESSES 
Let E = (0, 1, . . .) denote the state space of a markov chain 
lx\ where X^ is the state visited just after the transition at epoch t^; 
n = 0. 1. 2 . . .. If P[X„^, = J. W i - t n < t | X o . X , . . . . X „ ; t o . t , , . . . t J 
= P [X„^, = j , t „^ , - t „ < t I X j V n e N. j e E, t > 0 then {X„, t^} is said 
to constitute a Markov renewal process with state space E and the embedded 
Markov Chain Sx\. If the probabilities, 
are independent of n, the process is said to be time homogeneous. The 
probabilities Qj, (t) are said to constitute a semi-Markov kernel over E and the 
Matrix P = (Pij) = /Qij(oo)j 
represents the transition probability matrix of the Markov chain generated by 
m 
The continuous parameter process 
Y(t) = X^. t„ < t < t „ , i 
with state space E is known as a semi-Markov process with embedded Markov 
Chain !xl and semi-Markov kernel Qij(t). 
Qji (t) 
The distribution function G^  (t) = —^— is called the holding time distribution 
Pij 
of the process in state I, before going to state j . If G.. (t) = 1 - e~ •*', then 
the semi-Markov process turns out to be a Markov Process. 
Semi-Markov processes were first studied by Levy and Smith, while Markov 
(27) 
Renewal Processes by Pyke. Many problems in queueing, reliability and inventory 
may be solved through Markov Renewal and Semi-Markov Processes. 
(f) REGENERATIVE PROCESS 
Regenerative stochastic process was introduced by Smith (1955) and has 
become a key word in the analysis of complex systems. 
Consider a stochastic process |X(t), t > o| with state space S = 0, 1, 
2, . . . having the property that there exist time points at which the process 
(probabilistically) restarts itself. That is, suppose that with probability 1, there 
exists an epoch t^  such that the continuation of the process beyond t^  is 
a probabilistic replica of the whole process starting at t = 0. Note that this 
property implies the existence of further epochs t^, t^ having the same 
property as t^ . Such a process is known as a regenerative process and the 
epochs t^, tg I • • as regenerative epochs. 
It follows that t^  , t^, . . . constitute the arrival times of a renewal 
process and we say that a cycle is completed every time a renewal occurs. 
For a regenerative process, the long run proposition of time in state j 
. _ E [Amount of time in j during a cycle] 
~ E [Time of a cycle] 
If the cycle time T^  is continuous random variable, then by "Key Renewal 
Theorem". 
Lim P i x (t) = i l = ^ [Amount of time in j during a cycle] 
- », t ^'' n E [Time of a cvclel t - • 00 
(28) 
(g) SUPPLEMENTARY VARIABLE TECHNIQUE 
The basic idea of this method is to make a non-Markovian stochastic 
process as Markovian by adding some supplementary variables in defining the 
states of the process. Consider a system, in which repair time follows a 
general distribution. At time t the system may be either in operative state or 
in failed state. If the system is in the failed state at time t, to determine 
the probability of transition of operative states a supplementary variable x 
representing the 'elapsed repair time', of the failed component is introduced 
and such, Pj(x, t)is the probability that at time t, the system is in failed 
state and the elapsed repair time lies in the interval (x, x + dx]. This makes 
the process as Markovian in continuous time. 
1.8 IMPORTANT FAILURE TIME DISTRIBUTIONS 
To analyse the lifetime data it is necessary to know the distribution 
that the lifetimes follow. Various models are used for the purpose but few of 
them have occupied a central role because of their demonstrated usefulness in 
a wide range of situations. For examples, in univariate distributions, exponential 
gamma, weibull and log-normal distributions are most common in life testing 
experiments. In the following two sub-sections we describe & discuss some 
important properties of exponential and Gamma distributions. 
1.8.1 THE EXPONENTIAL DISTRIBUTION 
The exponential distribution plays an important a role in life testing 
experiments similar to that of the nornial distribution in agricultural experiments 
when studying the effects of different treatments on the yield. For a situation 
where the failure rate appears to be more or less constant, the exponential 
(29) 
distribution would be an adequate choice The p.d.f. of one parameter exponential 
distribution is given by 
f(x, X) = je'"^^ ; X, A > 0 (1.8.1) 
where A, the scale parameter is the average or the mean life of the item. 
Historically, the exponential distribution was the first lifetime model for which 
statistical methods were extensively developed Early worl<s by Sukhatma (1937) 
and later worl<s by Epsteir and Sobel (1953, 55) and Epstein (1954, 1960) 
gave numerous result? and popularised the exponential as a lifetime distribution, 
especially in the area of industrial life testing. The distribution was also used 
in engineering by Davis (1952) and Epstein (1958) and in medical research 
by Felgl and Zelen (1965). In life testing the first part of the density function 
in (1.8.1), is referred to as constant hazard rate. The reliability function for 
time t of items whose lifetimes follow exponential distribution in (1.8.1) is 
R(t) = P [X > t ] = e~^^ (1.8.2) 
For A = 1, the density in (1.8.1) is called standard exponential distribution. 
The two parameter exponential density has the p.d.f. 
f(x, fi. A) = le-(-''-fy^ • X > fi (1.8.3) 
where // ^ 0 is a threshold or guarantee time parameter. This model is 
employed in situations where it is thought that death can not occur before 
some particular time /n. \f n is l<nown, statistical analysis can be carried out 
as for the one parameter exponential distribution since (x - /x) has a one 
parameter exponential distribution. The reliability function corresponding to density 
(1.8.3) for time t is 
(30) 
R (t) = 1 if t < // 
and R(t) = e"^*"'')^'^ V X > ^ (1-8.4) 
1.8.2 THE GAMMA DISTRIBUTION 
The gamma distribution is a natural extension of the exponential distribution. 
The p.d.f. of two parameter gamnria distribution is given by 
A" e~ •*" x** ~ ^ f(x, X, v) = p — ; X, A, V, > 0 (1.8.5) 
Here X and v are scale and shape parameters respectively and r ( v ) 
is the well known gamma function which for integral values of v equals 
( v - 1 ) ! . Note that for v = 1, the gamma distribution reduces to the one 
parameter exponential distribution with parameter A. Though the gamma distribution 
does fit a wide variety of survival time data adequately, it is less used as 
a survival time model due to the fact that its hazard and reliability functions 
are not expressible in a simple closed form and hence are more difficult to 
work with (Abramowitz and Stegun (1964)). The reliability function corresponding 
to (1.8.5) for time t can be put in the form 
R(t) = 1 - I ( v . At) (1.8.6) 
where I (v, A t) is an incomplete gamma function defined as 
I(v. ' I t) = j . ^ / W ^ - U - « d w (1.8.7) 
and finally, its hazard function is 
r(t) = ^ (1.8.8) 
It can be shown that r(t) is monotonic decreasing (increasing) for 
V < 1 (v > 1) and constant for v = i . 
(31) 
1.9 RELIABILITY IN TERMS OF STRENGTH AND STRESS VARIABLES 
STRENGTH AND STRESS 
Reliability of a system, device or part may also be defined in terms 
of a safety factor random variable, which is considered as the ratio of the 
failure governing strength variable to the failure governing stress. Let X > 0 
denotes strength random variable and Y > 0 stress random variable, X and Y 
being independent random variables. Using these variables the reliability of the 
system R, is defined as 
R = P Y > \ 
K 
[X > Y] = ; 
•- -• 0 
X 
/ f (y) dy 
0 
f (x)dx (1.9.1) 
where f(x) and f(y) are probability density functions (p.d.f.'s) of the random 
variables X and Y respectively. It is obvious that time factor does not play 
any role in this definition. 
1.10 AN OUTLINE OF BAYESIAN INFERENCE 
We know that in parametric inference, the form of the population 
f(x,-J) is known while the parameter X is unknown. However, we agree upon 
the parameter space i.e., the set of all possible values of the parameter which 
we denote by fi. For example, in case of (exponential density, 
f(x. A) = j - e " " ^ ^ ; X. A > 0 (1.10.1) 
the parameter space is 
Q = [A I A > O] 
(32) 
In classical estimation theory the estimate of X depends only on sample 
values which we draw from f(x, A) and as such the information about A 
provided by the data only is taken into consideration. However, there may be 
situations in which we may wish to incorporate information about A from other 
sources as well. This additional information is called subjective judgement about 
unl<nown parameter X and can be combined with sample data using Baye's 
theorem if expressible in the form of a probability distribution. There are cases 
in which A can be regarded as a random variable with p.d.f. g (A). For 
example, in the case of exponential model, the mean life A may be regarded 
as varying from batch to batch over time and this variation may be represented 
by a probability distribution over Q. The set up can be understood as follows: 
Suppose that n items are placed on a test. It is assumed that their 
recorded lifetimes form a random sample say X^, X j , . . . X^ ,^ which follow 
a distribution with p.d.f. f(x, A). To be specific we will assume A to be real 
valued. Consider A itself as a random variable with p.d.f. g(A). Thus, the 
failure time p.d.f. f (x, A) can be regarded as a conditional p.d.f of x given 
A i.e. f (X I A) where the marginal p.d.f. of A is given by g (A). Therefore, the 
joint p.d.f. of (X^, Xj , . . . X^, A) is expressed as 
H(x, . Xj. . . . x j A ) = [_nf (Xi |A) ]g(A) 
= L(x,. Xg. . . . x j A ) g ( A ) (1.10.2) 
The marginal p.d.f. of (X,, X^, . . . X )^ is given by 
P(x, , x^, . . x„) = P(X, = x, , X2 = X2. . . . X„ = x^) 
(33) 
= / H(x, . Xj. . . . X l>i)dA (1.10.3) 
Q ' 
and the conditional p.d.f. of A given data (X,, X^, . . . X^) is given by 
H (X Xg, . . . X I A) 
n (A X,. x , , . . . x„) = —=r, ;^— 
* ^ M 1 ' 2- 0'' P(X^ , Xg, . . . X^) 
= / ( ^ - - a . • • • X „ | A ) g ( A ) 
j L(x^, X . . . X lA)g(A)dA 
a ' 
Thus prior to obtaining the data (X^, X^, . . . X^), the variations in A 
were represented by g (A), known as the prior distribution of A, however after 
the data Q(.^, X^, . . . X^) has been observed, in the light of new information, 
the variations in A are represented by 0 (^  I ^i • Xj , . . . x^), the posterior 
distribution of A. The uncertainty about the parameter A prior to the experiment 
is represented by the prior p.d.f. g(A) and the same after the experiment is 
represented by the posterior, p.d.f. f l (-^  I x, , Xg, . . . x^) in (1.10.4). In case 
when prior distribution of A is discrete, the integral sign in (1.10.4) is replaced 
by the sign of summation over Q. This approach of development of posterior 
distribution is known as Bayesian after Reverend Thomas Bayes, an English 
Minister who lived in the 18th century. 
The process is a straightforward application of Bayes theorem. Once the 
posterior distribution has been obtained, it becomes the main object of study. 
Any statistical inference about A may be drawn with the help of this posterior 
distribution. 
Under the squared error loss function L (A*, A) = (A* - Af where A* 
(34) 
IS 
an estimate of A, the Bayes point estimator A of A is defined as the posterior 
expectation of A given the data X = (X,, X j , . . X )^ i.e. 
A "= E[A 1X1 = / A n a |x)dA (1.10.5) 
It can be observed that for A* = A, the loss function defined above will 
attain its minimum value. 
A(1-a) lO0% Bayes, confidence interval {p^, p^ for A may be obtained 
from 
J nc'i I x)d^ = 1 - « (1.10.6) 
For testing hypothesis H^ : A G (X)g V^, H^  : A e (K)^ 
Where (K\Q and (X)^ are two mutually exclusive sets of the parameter 
space (^ we can make two decisions DQ and D .^ DQ means H^ is true 
while D, implies H., is true. Now, for a wrong decision we have to anticipate 
some positive loss defined as, 
L(A, DQ) = Loss incurred when decision D^ is made and A is true value 
of the parameter. 
0 , A e ® o 
a(A) , ^ ^ ©^ 
and 
L(A. D )^ = Loss incurred when decision D^  is made and A is true value 
of the parameter. 
b(A) . A e 0 0 
A G @ , 
(35) 
Now. In Bayes' testing procedure we reject HQ If average loss for 
decision D- Is greater tlian average loss for decision D .^ Mathematicaiiy, if 
/ a(A)n (^  I x)dA > / b(^)n (^  I x)dA (1.10.7) 
®^ ©0 
1.11 CONCEPT OF PRIOR DISTRIBUTION 
A prior distribution, whicli is supposed to represent what is known about 
unknown parameter before the data are available, plays an important role in 
Bayesian analysis. But ever since the original scheme was proposed by Bayes 
a crucial problem has been the selection of appropriate prior distribution to 
express the uncertainty about the unknown parameter A. In continuous case, 
the problem is more difficult. There may be some empirical evidence obtained 
through earlier experiments which would help us in deciding the form of prior 
distribution g(A). Priors for the parameters in distributions differ in respect of 
their hidden properties. A detailed discussion to obtain the solution to the 
problem concerning the choice of a prior distribution of A is given in Raiffa 
and Schlaifer (1961) but here we shall confine ourselves just to defining them. 
A family of priors is said to be conjugate if it is 'closed under 
sampling' (Lindley (1972)). If the prior and posterior distributions for the parameter 
belong to the same family, then this family is said to have 'closure under 
sampling' property (Weitherill (1961)). The conjugate priors are easy to handle 
since mathematical tractability is maintained. Raiffa and Schlaifer (1961) have 
considered a method of gathering prior densities on the parameter space. A 
family of such densities has been called by them a 'natural conjugate family". 
For example in case of an exponential density, gamma priors form such a 
family. 
(36) 
Jeffreys (1961) proposed a general rule for obtaining the prior distribution 
of X. According to this rule, the unknown parameter X which Is assumed to 
be a random variable follows such a distribution which is proportional to the 
square root of the Fisher information on A, Mathematically, 
g{X)aVT^ 
g (A) = Constant Vl (X) (1.11.1) or 
where, I (A) = E diogf (X, A) dT 
2-\ 
= E a^ log f (X, A) 
dX' 
(1.11.2) 
for the case when there a is single unknown parameter A. For a situation 
when A is vector valued parameter, the determinant of the information matrix 
i.e. I I (^) I is taken where 
1(A) = E a^logf 
aAj dX. (1.11.3) 
A difficulty arises when the prior information about the parameter is 
rather vague or worse still, there is no prior information whatever. This leads 
to the consideration of what are known as improper or quasi or non-informative 
prior distributions. Such prior distributions do not contain substantive information 
atx)ut the parameter. For a proper prior, we have 
g (A) > 0 
and / g (A) dA = 1, when A is a continuous random variable 
a 
or g(A) = 1, when A is a discrete random variable 
while for an improper prior 
g(^) ^ 0 
(37) 
but / 9 C-^) tW * 1 where A is a continuous random variable 
Q 
or 2 9 ('I) '* ^ • wl^ ®" ^ 's discrete random variable. 
Jeffreys prior may or may not be proper. Various other rules have also 
been suggested for the selection of a prior but no neat solution appears to 
have been found to the problem till now. 
Remark From equation (1.10.4) we have 
n(A |x) a L(x,, Xg x j A ) g ( ; ) 
which shows that for large samples the posterior is more dominated by the 
likelihood L (x^, x^, . . • x^ U ) than the prior g (A). Therefore, as n tal<es 
larger values, the Bayes estimates of A will tend to its classical estimates 
showing thereby that in large samples the choice of the prior distribution is 
not very crucial. 
1.12 REVIEW OF LITERATURE 
As mentioned earlier, there are mainly two types of problems discussed 
in reliability analysis viz. probabilistic analysis and statistical analysis. In the 
present study we have considered both types of problems. 
1.12.1 PROBABILISTICS ANALYSIS 
During the last few decades several authors have concentrated on the 
analysis of reparable systems. Consequently a number of papers are available 
In literature, on such systems. 
Earlier contributions in this direction include Barlow (1965), Proctor and 
Singh (1975), Osaki et. al. (1970) etc. Most of the authors during that period 
(38) 
assumed exponential failure and repair laws and used the Markovian t>ehaviour 
of the system in analysis. Dhillon's approach consisted in solving differential 
difference equations governing system behaviour by using the properties of 
Laplace transform. Gaver (1963) used arbitrary repair distribution for the first 
time and solved the model by supplimentary variable technique. After 1974, 
several researchers have used arbitrary distributions for lifetimes and repair times. 
Many researchers have analysed the stochastic behaviour of various systems 
by using one of the techniques discussed in Section 1.7. Dhillon B.S. (1976, 
1978) developed some engineering models and analysed them by using 
supplimentary variable technique while Goel et. al. (1983, 1984, 1985) have 
analysed two unit standby redundant systems by considering repair, replacement, 
inspection, etc. using the Regenerative Point Technique. In continuation Goel et. 
al. (1985) have also analysed man machine systems in different weather 
conditions. 
Recently Goel et. al. (1990, 1991) postulated the concept of post repair 
in redundant systems. In complex systems where the performance of a system 
depends on the repairnnan's capability, Goel ef. al. (1990) described a system 
with imperfect switching device and with varying physical conditions of the 
repaimien. Goel et. al. (1988, 1989) have used different techniques at different 
times. 
Most researchers assume the first come first served (FCFS) repair discipline 
in redundant systems. But in most of the systems reliability can be significantly 
improved by assigning priority in repair/operation of different units. The priority 
(39) 
may be either of pre-emptive repeat type or that of pre-emptive resume type. 
Goel er. a/, have covered extensively the priority repair/operation disciplines. A 
large number of papers ftave analysed systems under normal weather conditions. 
However, the fact remains that the environmental conditions have a significant 
effect on the performance of complex sophisticated equipment. Systems with 
multimode components have been studied by Le and Li (1989). 
Traditionally, researchers and practitioners have assumed, that the underlying 
failure and repair processes in the system are indefsendent. Though admittedly 
the assumption of independent failure and repair times results in a simpler 
analysis of the systems commonly studied, it is by far less justifiable from 
the view point of modelling realistic systems. In practice, some sort of relationship 
often exists between failure and repair mechanisms. There are essentially two 
ways of building models which do not include this basic assumption—either 
service and/or repair patterns are managed to vary with system states or the 
failure and repair times are assumed to be interdependent. The former is by 
now well studied including Sarmah, P. (1986). However, the letter seems to 
have by and large been ignored so far. 
Persuing the above concepts and in view of increasing importance of 
reliability theory, computer technology is one such discipline where it can be 
applied. However, not many studies pertaining to the reliability of computer 
system are available in the literature. Few studies Cherkassky (1989), Goyal, 
A. (1987). Heimann, D. (1990). Hwang, K. (1982), Pavlovic, Z. (1989). Pham, 
H. (1989) have appeared on computer systems but these studies are more or 
(40) 
less centered around the system measures like reliability and availability of tlie 
system. However, some other reliability measure e.g. MTSF, mean time to system 
recovery, expected number of repair per-unit time, excepted number of visits 
by repairman, expected busy period of repairman due to inspection, repair and 
preventive maintenance are also important and relevant to developing and designing 
of computer models. The present study deals with the analysis of some 
stochastic models related to computer systems. Also an effort has been made 
to analyse systems with correlated failure and repairs. 
STATISTICAL ANALYSIS 
The basic theory of Bayesian approach was first given by Reverend 
Thomas Bayes (1763). However, for basic theory and foundations one can also 
refer to Jaffreys (1961) and Savage (1962). Lindley (1965) and Box and Tiao 
(1973) have popularised and given this approach an unique important place in 
the field of statistics. Today a vast literature on Bayesian Analysis of life 
testing problems in the form of some standard texts is available. A few of 
them are Box and Tiao (1973), Martz and Waller (1982) and Sinha (1986). 
In reliability/survival analysis also we face problems of the same nature. In the 
designing of a system its trustworthiness is an important aspect. Thus, lifetime 
data are recorded to test the reliability function. Gray and Lewis (1967) and 
iUlasters and Lewis (1987) have obtained confidence interval for steady state 
availability after using failure and repair information on respective distributions. 
The former have obtained 'at least' type confidence interval for availability after 
(41) 
separately establishing confidence Intervals for MTBF and MTTR. However, this 
approach was not considered satisfactory and a modified approach was discussed 
and evolved later. In this nnodified approach confidence interval for availability 
was developed by getting simultaneous intervals for MTBF and. MTTR. However, 
when failure and repair Information are recorded over a large interval of time, 
it may be reasonable to assume random variation in the parameters of failure 
time and repair time distributions. 
As another concept, the reliability, considering that both the strength of 
a system and stress applied on it are probabilistic in nature, has been 
analytically determined in studies like Kapur and Lamberson (1977) and Jai 
Singh (1988) for different strength and stress distributions. 
(42) 
CHAPTER II 
STOCHASTIC ANALYSIS OF A COMPUTER SYSTEM 
MODEL WITH n DUMB TERMINALS AND A C.P.U. 
2.1 INTRODUCTION 
In this chapter we consider a Stochastic Model based on an operative 
computer system and consisting of n identical dumb terminals arranged in 
parallel with a central processing unit (C.P.U.)- There are two types of failure 
in C.P.U.-Software and hardware failure-while dumb terminals have only one 
type of failure. Two types of repairman (ordinary and expert) are considered 
to repair the failed terminals and C.P.U. Failure time distribution is assumed 
to be negative exponential whereas repair time distribution is general. Using 
regenerative points technique, various measures of system effectiveness have been 
obtained. 
In the growth and development of microelectronics, computer technology 
plays an important role. In view of its growing and extensive use in numerous 
fields, computer engineers and Scientists are designing computer structures in 
two operating environments, namely 
1. Disk operating computer system, 
2. XENIX operating computer system. 
Disk operating computer system is a single-user, single tasking system 
with limited memory storage i.e. this system is useful in those situations where 
the work load and number of queries are limited. On the other hand the 
XENIX operating computer system is a multi-user and multi-tasking mass memory 
system. 
XENIX operating system is useful to solve problems related to reservation 
facilities, banl<ing, industries, sciectific institutions etc. without loss of much time 
and its use is even extended to diversified fields. To achieve the maximum 
availability of such systems reliability analysis have t>een carried out by some 
researchers. Heimann ef. a/. (1990) have obtained some reliability characteristics 
for the computer system. 
Most of the reliability engineers wish that a computer should worl< 
continuously up to a mission time without failure, but in practice it has been 
observed that the components of a computer require rest or preventive 
maintenance after their operation for a certain time period. To minimize the 
frequency of breal<down of the system some more reliable components are i<ept 
in spare. Several researchers have analysed multi-unit redundant systems with 
different sets of assumptions. Dhiilon, B.S. (1978) introduced an K-out-of-n system 
with common cause failure, while Goel et. al. (1983) have studied a multi-unit 
standby system with repair and replacement policy. Incorporating the idea of 
inspection, Gupta et. al. (1986) have analysed a system with n-components. 
Various authors including Goel er. al. (1984, 1985, 1986) and Gupta (1990, 
1993) have analysed two-unit parallel/standby system models with preventive 
maintenance, inspection, two types of repair, abnormal weather conditions, imperfect 
switching device etc. In daily life it is observed that a repaired unit is either 
put into operation or it is l<ept as standby. As mentioned earlier we study 
a stochastic model of Xenix operating or multi DOS operating computer system 
consisting of n-identical dumb tenninals arranged in parallel with a C.P.U. The 
(44) 
system functions satisfactorily if at least one of the terminals and CPU. 
function. Two types of failure-software and fiardware-are considered in CPU 
while in terminals only one type of failure occurs. Two types of repairman 
(ordinary and expert) deal the failed CPU/dumb terminal. Ordinary repairman is 
less experienced and is always with the system who repairs the failed dumb 
terminals one by one. The expert repairman is skilled but costly person who 
is called from outside to repair the failed CPU. He comes with constant rate 
to trace the type of failure. The software and hardware failures in CPU are 
detected with respective probabilities p and q. The system failure occurs if 
either all the dumb terminals fail one by one or the CPU fails. Failure time 
distributions of terminal and CPU are assumed to be negative exponential 
whereas the repair time distribution of each terminal and CPU are taken general. 
The distributions of arrival time of expert repairman and inspection time are 
also assumed to be negative exponential. Using regenerative points technique, 
the following measures of interest to computer designers and operations managers 
are obtained : 
1. Reliability of the system and mean time to system failure (MTSF). 
2. Pointwise and steady-state availabilities of the system. 
3. Expected busy period of ordinary and expert repairman in interval 
(0, t] and in steady state. 
4. Expected number of visits of expert repairman is (0, t] and in steady 
state. 
5. Net expected profit incurred by the system in the interval (0, f] and 
in steady state. 
(45) 
2.2 SYSTEM DESCRIPTION 
2.2.1 ASSUMPTIONS : 
A computer system model is considered under the following set of 
assumptions : 
(i) The computer system consists of n identical dumb terminals (DTs) and 
a Central Processing Unit (CPU). 
(it) CPU may fail either due to software or due to hardware failure, 
(iii) Dumb terminals may fail only due to hardware failure, 
(iv) if at least one terminal and CPU function satisfactorily, system worl<s 
successfully, 
(v) System is said to be down when all n-dumb terminals are failed or 
C.P.U. is failed, 
(vi) Two types of repairman (ordinary and expert) are considered to repair 
the failed terminals and C.P.U. 
(vii) The ordinary repairman is always with the system who repairs the failed 
dumb terminals one by one. 
(viii) The expert repairman is not always with the system. He is called from 
outside to repairs the failed C.P.U. upon arrives. 
(ix) The expert repairman first inspect the failed C.P.U. to trace the type 
of failure, i.e., software or hardware. 
(x) The software and hardware failures in C.P.U. occurs with probabilities p 
and q respectively. 
(xi) The distributions of time to arrived of expert repairman, time to inspection 
of C.P.U., time to failures of terminals and C.P.U. are taken negative 
exponential whereas distributions of time to repairs of terminals as well 
(46) 
as C.P.U. are assumed general. 
2.2.2.(1) NOTATION 
a, p Constant failure rate of a terminal and C.P.U. 
Y, 1] Constant arrival rate of expert repairman and the 
inspection rate of failed C.P.U. 
G ( • ) c.d.f. of time of repair of a failed dumb terminal. 
H ( •) c.d.f. of time to repair of CPU. failed due to hardware. 
S ( • ) c.d.f. of time to repair of C.P.U. failed due to software. 
B° (t) probability that the ordinary repairman is busy at epoch 
3^ /{\ probability that the expert repairman is busy at epoch 
(li) STATE OF THE SYSTEM 
Following symbols are used to define the various states of the system: 
CNQ C.P.U. is in normal mode and operative. 
TNQ all the n dumb terminals are operative. 
TF. i Dumb terminals are failed and (n - i) are operative. 
i = 1 , 2. . . . n 
CF C.P.U. is in total failure mode. 
CFj failed C.P.U. is under inspection. 
CF^^, CFg^  : failed C.P.U. is under hardware repair/software repair. 
TF^ all the n dumb terminals are failed, 
with these symbols, the system may be in one of the following states : 
Up States So = (No), S^  = (Fj). i = i. . . . n - i 
Down States: S„ = (F„). S„^, = (F) 
(47) 
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The possible transitions between states are shown in Fig.-2. 
2.2.3 UNDERLYING STOCHASTIC PROCESS 
In the given system model, we have observed that the epochs of entry 
into all states are regenerative epochs. So that E = TSQ, S^, SJ, S^_,, S^, S^^,, 
S ^o. S ^ „ S^^.l. Let t-, t,, . . . t be the epochs of entry into states 
n+2 n+3 n+4j u i i '^ ' 
Sj e E and X^ be the state entered at epoch t^+ i.e. just after the transition 
at t^  then JX^, t^l is a Markov renewal process and 
Qij = P[Xn.i = Sj. t „ , , - t „ < t | x ^ = s.j 
is the semi-Markov Kernel over E. The transition probability matrix (t.p.m.) of 
the Markov chain is 
P = (Pij) = Qii(") 
The system is considered at suitable regenerative epochs to study the 
reliability measures of interest. 
2.3 TRANSITION PROBABILITIES AND MEAN SOJOURN TIMES 
(i) The following transition probabilities of the system are obtained using 
simple probabilistic arguments. 
Q,,(t) = na / e - ( - - « " d u = ^ ^ ^ [ i _ e - ( - - ^ t ] . 
Qj i^.i(t) = ( n - i ) a / e - ( " - ' ^ ' ' " G ( u ) d u , i = 1 . 2 . . . n - 1 
0 
Qj i - i ( t ) = / e - ( " - ' ) « " d G ( u ) . i = i , 2 . . . n - 1 
0 
(48) 
Q,,(„.,)(t) = /dG(u) 
Q , o (t) = y / e ''" du 
n+1, n+2 ^ ' ' •' 
Q , (t) = j; p j e '' " du 
n+2, n+3 ^ ^ i f J 
Q o .0)= J/q / e ''*du 
^n+2, n+4 ^ ' / "1 J 
0 
Qn+3.oW=/dS(u) 
Qn+4 0 W = i" ^ ^ (") <2.3.1) 
0 
(ii) Taking the limit as t -• » in (2.3.1), tfie steady state transition probabilities 
are given by 
Pi j=" i '^Qi j (») = Qij(s)|s=o 
t -» » 
Pi. i + i = l - G { ( n - ' ) « } . 1 = 1. 2, . . . n -1 
Pj i_, = - G | ( n - i ) a ( . i = 1 , 2, . . . n - 1 
Pn+1, n+2 ~ Pn, n-1 ~ Pn+3, 0 ~ Pn+4, 0 ~ ^ 
Pn+2,n+3 = P • Pn+2. n+4 = ^ (2-3.2) 
It can easily be verified that the steady state probabilities satisfy the 
following relations 
(49) 
P01 + Po. n+ l = •• = Pi, i+1 + Pi, i-1 = •• • Pn+2, n+3-^ Pn+2. n+4 = ^ 
Pn+1, n+2 ~ Pn, n-1 ~ Pn+3, 0 Pn+4, 0 ^ (2.3.3) 
(iii) To calculate the mean sojourn time ft. in state S. we observe that so 
long as the system is in state S^  there is no transition to any other 
state. Hence if Tj denotes the sojourn time in state S., then 
fi. = E(J) = m'^"] dt 
Evidently 
/<o = / e" 
0 
(n a + ^) u du = 1 
no +y3 
Mi = I e - ( " - ' > " G ( u ) d u = [ l - G j ( n - i ) a j ] / ( n - i ) a , i = 1, 2, . . . n-1 
/ i „ = / G (u) du 
u , = r e">'"du = - / . , , , = / e - ' " d u = ^ 
/'n+a = / S ( u ) d u 
0 
/'n+4 = / H ( U ) d U 
0 
(2.3.4) 
(iv) To find m.., we note that 
% = - d S ^ i j ( ^ > l s = o = - / » ' ^ Q i i ( » ) 
Thus, mjj, = nor (na+/3f m, A. 0, n+1 /_, , ox2 (n a + /3) 
m. 'n+1, n+2 Y m = -P 
n+2, n+3 rj 
(50) 
m = 5 
" ' n + 2 , n+4 t} 
" i - ( n - i ) a U 
m, ,_i = J t e ^ ^dG,(t) 
0 
m, ,+1 = ( n - O a f / t e i JG,(t)dt (235) 
0 
Relations (2 3 5) gives, 
"^01 + '"O, n+1 = -"O • ' " n + a , n+3 + "^n+Z, n+4 = ^'n+2 
f"., .-1 + % 1+1 = ^ • f"n+1,n+2 = 7 (2 3 6) 
2.4 ANALYSIS OF SYSTEM RELIABILITY AND MTSF 
Let the random variable W^  denote the time to system failure when the 
system initially starts from state S^  e E Then the reliability of the system is 
given by 
R,(t) = Pfw, > tj 
To determine the reliability of the system, \Ne regard the failed states 
of the system as absorbing By probabilistic arguments, we have 
RQC) = Zo(t) + qo^(t)©R^(t) (2 4 1) 
R, (t) = Z, (t) + q, ,^, (t) © R,^, (t) + q, ,_, (t) © R,_^  (t) 
V i = 1, 2 n-2 (2 4 2) 
R„_1 (t) = 2„_, (t) + q„_, „_2 (t) © R„_2 (t) (2 4 3) 
Where Z^Ct) = e~(" "^^>* , Z,(t) = e ' ^ " " O ^ t Q (t) 
Taking Laplace transform of above relations and in particular n = 2 
(51) 
simplifying for RQ(S), omining the argument 's' for brevity, we gel 
"10 l - ^ i ^ i 
And finally the Mean Time to system failure (MTSF) is given by 
00 
E(Wo) = / R o ( t ) d t = l imR-(s ) 
0 s -. 0 
= 7^ ^ ^ (2.4.5) 
1 - PoiP,o 
2.5 POINTWISE AND STEADY STATE AVAILABILITY 
Let M| (t) be the probability that the system operating initially in regenera-
tive state Sj remains in that state continuously up to time t without making 
any transition to any other regenerative state. Thus, 
MQ(t) = e"^"" ' * '^ )* , M.(t) = e~ i ^ "~ ' ^ " } *G( t ) . i = = l , 2 . , , n - i (2.5.1) 
From the theory of regenerative process, the pointwise availability AQ(t) 
is the sum of the following two probabilities 
(i) The system operates continuously in state SQ till epoch t, the probability 
of this contingency is equal to M(j(t). 
(ii) The system transits to state Sj ( i = 1 . n+1) from state SQ in 
(u, u + du), u < t and then starting from there, it may be up at epoch 
(t - u) with probability Aj (t - u). Thus. 
t 
Ao(t) = M o W + 2: / qo i (u )duA. ( t -u ) , t = 1, n+1 
' 0 
= MQ (t) + q^, (t) © A, (t) + q^ ^ ^^ (t) © A „ ^ , (t) 
(52) 
Similarly, the prob Aj (t) that the system is up at t when at t = 0 it 
is in Sj, i = 1, 2, . . . n-1 is given by 
f<. (t) = Mj (t) + q. .^, (t)© A.^, (t) + q, ._^ (t) © /\._^ (t) . i = 1, 2, . . . n-1 
and AJt) = q„_„_,(t)©A„_,(t) 
An.2 0) = qn+2,n+3(^)®^+3W 
(2.5.2) 
Taking Laplace transform of (2.5.2) yields a system of linear equations 
in A.* (s) which for the particular case n = 2 can be written in the matrix 
form as follows : 
A = D-^Z=[AJ. A; 
'^ 
where 
D = 
0 
< 0 
0 
0 
0 
^lo 
^ 0 
-^^ 
1 
- q ^ i 
0 
0 
0 
0 
0 
- q ; 2 
1 
0 
0 
0 
0 
-%3 
0 
0 
1 
0 
0 
0 
0 
0 
0 
-^l. 
1 
0 
0 
0 
0 
0 
0 
- < 5 
1 
0 
0 
0 
0 
0 
- < 6 
0 
1 
(2.5.3) 
Simplifing (2.5.3) by Cramer's rule, we have the solution for A^(s) as 
(53) 
follows 
Ai(s) = 
N,(s) 
D,(s) 
where N, (s) = M* (1 - q;2q*^) + q^^M, 
and D, (s) = (1 - q;2q;i) [ l - q;3q;4 (^s^so + ^ 6 ^ ^ ] " <i^<o 
Taking Laplace transform of (2.5.1), setting s = 0 and noting, 
(2.5.4) 
•(0) = J M,(t)dt = / e - ( " - « ^ d t = ^ = f.. M 
M;(0) = / Mj(t)dt = / e - ( " - ' ) ° * G ( t ) d t = //j 
0 0 
(2.5.5) 
Also q;(0) = Pjj and - q^ (0) = m^ j (2.5.6) 
Using the relation (2.5.5) and (2.5.6), one finds, 
N, (0) = / ^ o O - P i 2 P 2 i ) + Poi^i 
and D^ (0) = (1 - p,2P2,) [ l - Po3P34(P45P50 + P46P60)] " P01P1O 
= (t - P,2P2l) [^  - P03P34] - P01P1O 
= (1 - p,2) [1 - P03] - P01P10 
= P10P01 - P01P10 = 0 
Hence, the steady state availability, when the system initially starts operation 
from state SQ, is obtained as : 
Ao(oo) = lim Ao(t) = l imsA^(s) 
t - » 00 S - » 0 
lim N, (s) lim s/D, (s) 
s-» 0 s-» 0 
Since D, (0) = 0 
(54) 
Therefore, by L-Hospitals rule 
N, (0) 
A = - ^ (2.5 7) 
° D, (0) 
In order to obtain D, (0), we collect the relevant coefficients of m.. in 
0^(0), i.e. 
Coefficient of m^^ = Pio 
Coefficient of ^1^3 = (1 - p^gPai) rP34P45P50 + P34P46P60I 
= [P45P50 + P46P60] (1 - P21P12) 
= 1 - P12P21 = •• - P12 = Pio 
Coefficient of m^^ = p^ ^ 
Coefficient of m^^ = Pg, [1 - P03P34P45P50 " P03P34P46P60] 
= [^  - Po3 (P45P50 + P46P60)] = •" - Po3 = P01 
Coefficient of nig, = p^j [ l - P03P34P45P50 " P03P34P46P60] 
= P12P01 = P01P12 
Coefficient of m^ = (^ - P12P21) [P03P45P50 + P03P46P60I 
= 0-P12)[P03(P45P50+P46P60)] 
= (1 - P12) P03 = P10P03 = P03P1O 
Coefficient of m^^ = (1 - P12P21) P03P34P50 = (^  " P12) P03 = P10P03 
Coefficient of m ^ = (1 - p,2P2,) P03P34P6O = P10P03 
Coefficient of m^o = (1 - p^^Pg,) P03P34P46 = P10P03P45 
(55) 
Coefficient of m^ = 0 - p^gPs,) P03P34P46 = P10P03P46 
Thus, D\ = (mp, + mjjg) p^^  + (m Q^ + m^^) p^, + PoiPi2"i2i + Po3Pio'"34 + PioPo3'"45 
+ Pl0P03'^ 46 + Pl0P03P45'"50 + PloPo3P46'^ 60 
= /'oPiO + ^lP01 + PoiPl2«2 + P03Pl0"3 + PloPo3/^4 + PloPo3P4S"5 + PloPo3P4fl"6 
= i"oPlO + (^1 + Pl2"2) P0I + (/^ 3 + ^'4) P03P1O + P03P1O (P45"5 + PA^6> (^.S.S) 
Now the steady state availability of the system can be obtained by 
putting the value of N^  (0) and D!, (0) in relation (2.5.7). 
2.6 BUSY PERIOD ANALYSIS 
CASE I. BUSY PERIOD FOR ORDINARY REPAIRMAN 
We define W. (t) as the probability that the repairman who is busy 
initially in state S. remains busy continuously up to time t without transiting 
to any other regenerative state. Thus by probabilistic arguments, 
W.(t) = e" ( " " ' ) ° *G( t ) and WJt) = G(t) 
Now B°(t), the probability that the ordinary repairman is busy at time 
t given EQ = SQ, is found to be the sum of the following protiabilities 
System transits to Sj (i = 1, n + 1) from state Sg in time interval 
(u, u + du), u < t and starting from Sj, it is observed to be under ordinary 
repairman at epoch t. The probability of this contingency is 
t 
/ Qoi (u)duB° (t - u) = q i^ (t) © B° (t) i = 1. n + 1 
0 
so that 
B? (0 = qoi (t) © B° (t) + q^ „^ , (t) © 8°^, (t) 
(56) 
similarly, 
B° (t) = W. (t) + q^  i_, (t) fe B°_, (t) + q. .^, (t) © B°^, (t) i = 1, 2 . . . n - 1 
Bn(t) = W„(t) + q„ „_,(t)©B°_,(t) 
B°,,(t) = q„,,,n^2(t)©B°^2 0) 
Bn+2 0) = qn.2, n+3 (^) ® ^ " ^ 3 (t) + q , , ^ , n.4 (») ® ^'.A (») 
C 4 W = qn+4,o(^)®B°(t) (2.6.1) 
Taking Laplace transform of relation (2.6.1), we get a set of linear 
equations in B?* (s), whose solution may be presented in the matrix form as 
follows 
8° = D-^Z, = [B°*. B^ . B°*. . . . B-] (2.6.2) 
where, D has already been computed in (2.5.3). 
and Z^  = [0, - W ; , - W*, 0 0 0 o] 
Solving (2.6.2) for n = 2, one has 
N. (s) 
^0 (^ ) = o f ^ (2-6.3) 
where NgCs) = (^, QN] + cT^^^) 
and D^  (s) is same as given in relation (2.5.4). 
Also, in the long run the fraction of time for which the ordinary 
repairman is busy is given by 
B°* = lim B°(t) = lim sB°*(s) = -4 (2.6.4) 
t -• 00 s -• 0 D . 
(57) 
where Ng = PQ, (/'I + Pi2"2) 
and D, is same as defined in (2.5.8). 
The expected busy period of the ordinary repairman in (0, t] is 
/i°(t) = / B ° ( u ) d u 
0 
BQ* (S) 
so that 4* (s) = - ^ (2.6.5) 
CASE 11. BUSY PERIOD FOR EXPERT REPAIRMAN 
Similarly for the expert repairman, we have the following recursive relations 
Bo(t) = qo i«®B l ( * ) + % , n . l ( t ) © B , ^ l W 
Bf (t) = q;, i_i (t) © Bf_, (t) + q. .,^, (t) © Bf^, (t) , 1 = 1 , 2 . . . n-1 
B:(t) = q„.„_i( t )©B^_,(t) 
B*„^ 2 (t) = W„^ 2 (t) + q^^2, n+3 (t) © K^3 (») + %^2. n+4 (^ ) © K^A W 
Bn+3(t) = w„,3(0 + q„^3,o0)©Boa) 
BU, (t) = W„^, (t) + q „^ , 0 (t) © B« (t) (2.6.6) 
where. V^^^^H) = 6" "* , W^^gCt) = S(t) , W^^^ct) = H(t) 
Taking the Laplace transform, one gets a set of algebraic equation in 
8?* (s) which can be expressed in the matrix notation 
(2.6.7) 
D is already defined in (2.5.3) and 
B- = D-^ Z3 = [ B - B r . . . B-
(58) 
Zg = [O, 0, 0, 0, W^*. W^*, W^*] 
Solving (2.6.6) for n = 2, one has 
N,(s) 
where N, (s) = d^fll, (1 - qj^qj,) (WJ + qJ^ W" + qJ^ Wj) 
and D^  (s) is given in relation (2.5.4). 
In the long term the fraction of time which the expert repairman is 
busy is given by 
B** = lim B^  (t) = lim s B** (s) = -4 (2.6.9) 
t -* 00 S -• 0 D.| 
where N3 = P03P10P30 (^A + P4g"5 + P4e"6) 
The expected busy period of the expert repairman in (0, t] is 
t 
filit) = /B^(u)du 
0 
so that i"b*(^) = Br(s) /5 (2.6.10) 
2.7 EXPECTED NUMBER OF VISITS BY THE EXPERT REPAIRMAN 
We have defined Vj (t), as the expected number of visits by the repairman 
during time (0, t] given that the system initially starts from regenerative state 
Sj. By probabilistic arguments, we have the following recursive relations 
Vo (t) = Q01 (t) © V, (t) + QQ „ ^ , (t) CD V„^, (t) 
Vi (t) = Q; ;_, (t) <D V._, (t) + Q. .^, (t) © y.^^ (t) , i = 1, 2, . . . n-1 
Vn(t) = Q n , n - l ( 0 © V l ( t ) 
(59) 
Vn.2 W = Qn.2, n.3 (^ ) ® ^ ,+3 (t) + Q^^^, n+4 (^ ) ® V „ ^ , (t) 
V 4 W = Qn+4,oO)®Vo(t) (2.7.1) 
Taking Laplace-Stieltjes Transform of above set of relations, the solution 
for V. (s) can be written in the following matrix form 
V = - r ^ "^ ^ "^ ^ *i 
where 
L = 
1 
0 
0 
0 
0 
- Q 
- Q , 01 
1 - Q 21 
- Q 21 
50 
60 
0 
0 
0 
0 
0 
0 
1 
0 
0 
0 
0 
- Q 
0 
1 
0 
0 
0 
03 
23 
0 
0 
0 
- Q 
1 
0 
34 
0 
0 
0 
0 
•45 
1 
0 
and = [0 
'34 
Simplifying (2.7.2) for n = 2 we have 
N (s) 
where 
{2.7.2) 
0 
0 
0 
0 
- Q.= - Q 46 
0 
1 
(2.7.3) 
N, (S) = Q34 [Qo,Q23 + Qo3 (1 - Q21)] 
arxl D^ (s) = (1 - Q^^Qsi) [^  " Q03Q34 (Q45Q50 + ^^PJ\ " Qio^oi 
In steady state, expected number of visits of expert repairman per unit 
time Is given by 
V„ = Q lim rVo(t)/t] = lim s^V'Cs) 
t - * » L J s-»o 
(60) 
N^ (S) 
= lim sV(s) = lim s p r - ^ 
8 -• 0 8 -» 0 ^2 ^ *'' 
Since D^  (0) = D, (0) = 0 
Therefore by L-Hospital rule 
N4(s) 
V. = lim N.(s) lim s/D,(s) = -4— (2.7.4) 
° s - o ^ s - o ^ DgCO) 
Using Qjj(s) |^^g= p^^ we have 
N4 = P34 [P01P23 + Po3(1 - P21)] = P23P34 
and 0^(0) is same as in equation (2.5.8). 
2.8 PROFIT FUNCTION ANALYSIS 
We are now in the position to obtain the profit function of the system 
considering mean up time of the system, expected busy period of repair 
facilities and expected number of visits of expert repairman. The net expected 
profit (gain) incurred by the system in (0, t] is 
G (t) = expected total revenue in (0, t] - expected total service cost in 
(0, t] - expected cost of visits by expert repairman in (0, t] 
= KQ/'UP W - K, f^l (t) - Ka/'b W - "S VQ (t) (2.8.1) 
The net expected profit per unit time in steady state is 
G = lim ^ = lim s G* (s) 
t - • oe ' 8 -» 0 
= "SA) - ^^K - ^^l - 'SVa (2.8.2) 
where, KQ is the revenue per unit time. 
K^  is the cost of ordinary repair facility per unit time. 
Kg is the cost of expert repair facility per unit time, 
and Kg is the cost of per viisit of expert repairman. 
(61) 
CHAPTER III 
STOCHASTIC ANALYSIS OF A MULTICOMPONENT 
TWO-UNIT COLD STANDBY SYSTEM WITH 
CORRELATED FAILURES AND REPAIRS 
3.1 INTRODUCTION 
In this chapter we consider a multicomponent two-unit cold standby 
system model. Each unit is composed of n independent components so that 
the failure of any of the components leads to the breakdown of the related 
unit. The joint distribution of failure and repair times of each unit is taken 
as bivariate exponential. Using regenerative point technique, various important 
reliability characteristics of interest are obtained. 
A variety of systems with different failure and repair patterns exist in 
the literature on reliability. These extend over various types of redundancies, 
two or more types of repairs, different switching patterns, interdependent failures 
in multicomponent systems, different maintenance policies, and abnormal weather 
conditions etc. In these studies, the basic assurription has been the independence 
of failure and repair times. However a common experience of system engineers 
and managers reveals that In many systems there exists some sort of dependence 
between the failure and repair times. It is observed that in most of the 
systems used in day-to-day life, an early (or late) failure leads to an early 
(or delayed) repair. But this concept has been ignored so far by reliability 
researchers. 
Most investigations concerning the reliability analysis of redundant reparable 
systems are based on the fundamental assumption of independent failure and 
repair time distributions of a unit. This assumtion need not be true for all 
systems. On the other hand, systems with correlated failure and repair times 
are quite common in modern industrial and technological set-ups. Thus, by 
relaxing the assumption of Independent failure and repair times, one can provide 
the reliability analysis for a wider class of systems, which has a significant 
importance for systems managers. 
Several authors including Goel, L.R.; Jaiswal, N.K. and Gupta, R. 
(1983), Gbel, L.R.; Gupta, R. and Gupta, P. (1983), Goel, LR. and Gupta, 
R. (1983) have analysed single unit multicomponent system models using 
supplementary variable technique and Gupta, R.; Bajaj, C.P. and Sinha, S.M. 
(1986) analysed a two unit cold standby system model assuming that each 
unit consists of n independent components and upon failure of the operative 
unit the cold standby unit becomes operative with the help of a switching 
device which may be perfect or imperfect at the time of need with known 
probability. In the analysis of all the above system models, it is assumed that 
the failure and repair times are uncorrelated, which seems to be unrealistic in 
real life. Introducing the concept of correlated failure and repair times Goel, 
L.R.; Shrivastava and Gupta, R. (1992) investigated two unit redundant system 
models. The purpose of the present chapter is to analyse a two multicomponent 
unit cold standby system model with correlated failure and repair times. Using 
regenerative point technique, the following important measures of system 
effectiveness are obtained 
(i) Reliability and meantime to system failure, 
(ii) Pointwise and steady state availabilities of system, 
(iii) Expected uptime of the system and expected busy period of the repairman 
during a finite interval of time and in steady state, 
(iv) Expected profit incurred by the system during a finite interval of time 
and in steady state. 
(63) 
3.2 GENERAL DESCRIPTION OF THE MODEL 
3.2.1 ASSUMPTIONS 
(i) The system consists of two identical units each unit made up of n 
independent components, so that failure of any component causes the 
failure of related unit, 
(ii) Initially one unit is operative and the other is cold standby, 
(iii) When the operative unit fails, the standby is put into operation 
instantaneously and the failed one is taken up for repair, 
(iv) A single repair facility is available to repair the failed unit. If during 
the repair of a failed unit, the other operating unit also fails, then the 
later failed unit is taken up for repair supersending the repair of the 
unit already in hand, 
(v) The residual repair time of a unit whose repair is interrupted, is 
independent of its failure time. It follows a negative exponential distribution, 
(vi) The failure and repair times of the unit have a bivariate exponential 
density, with pdf given in the section of notation. 
3.2.2 NOTATION AND STATES 
Symbols for modes of a unit 
Njj/Ng Unit in normal mode and operative/standby. 
^ i /^ j /^k/^ iw • ^^' j ' ^ ^"^ ^^^ component in failure hiode and under 
repair/waiting for repair. 
With these symbols the possible states of the system can be represented 
as 
Up states -. So = (N^. N^). ^ . = (F,. N^), Sg^  = (F,, N^ ) 
Down states : S^^ = (F.^. F.p. _S .^, = (F,.^ . F J 
(64) 
The utxierlined states are non regenerative. Transitions along with transition 
time variables are shown in fig. 3. 
Other symbols 
X., Y. Failure and repair times of ith component of a unit. 
i = 1. 2 . . . n 
Y.' Residual repair time of the ith component of a unit 
I 
after interruption of repair with p.d.f. 
f. (Y') = 0.e"^i^ , e^ > 0. Y > 0 
f. (X, y) Joint density of X. and Yj 
fi(x. y) = X.fi;0-r)e-^^-fyi^(2y/X.MiT.xy). 
0 < Tj < 1 , A., ;<,, X, y > 0 
g. (x) Marginal density function of Xj i.e. 
g.(x) =l,(^-T.)e-\^'-'i>'' 
hj (y) Marginal density function of Yj i.e. 
hi(y) = ;^ i (1 - r j )e - ' ' i ( ^ -9y 
kj (y I Xj) Conditional density function of Y. I X. = x. i.e. 
ki(y I Xj) = ^ je- ' ' i y -V,Mj2VAjA/ i r jX jy j ) 
0 < Tj < 1 . Aj , ; ^ j . Xj, yj > 0 
3.2.3 UNDERLYING STOCHASTIC PROCESS 
The failure and repair times of a unit are correlated and their joint 
distribution is governed by the bivariate exponential of the form suggested by 
Paulson et. al. (1973) i.e. 
f(x. y)=A/<(1 - r ) e " ' * ' ' " ' ' y i (2VA/<rxy ). x, y, A, /< > 0, valid for 0 < r < 1 
(65) 
TRANSITION DIAGRAM 
O UP STATE • 
o REGENERATIVE POINT x 
FI6.-3 
DOWN STATE 
NON-REGENERATIVE POINT 
where L (z) = S {z/2f^ (k! f is the modified Bessel function of type 1 and 
k-O 
order zero. This implies that the repair time of a unit depends on its failure 
time. So that the epochs at which failures occur are non-regenerative and thus 
the perfomiance process of the system, jX(t), t > o| with state space 
S = (S.., Sp . S.j,^ ) are non-regenerative. The set of regenerative states is, therefore, 
E = (SQ, Sg.). The system is observed only at the epochs of entry into the 
state Sj e E. Let t- t, . . . be the epochs of entry into states Sj € E and 
X be the state entered at epoch t^+, i.e., just after the transition at t^ . 
Evidently, JX^, t^l is a Marl<ov renewal process with state space E and 
QijO) = P [ V i = Sj. w , - t „ < t | x „ = s.] 
is the semi-Marl<ov Kernel over E. The t.p.m. of the embedded Markov chain 
is P = (Pij) = (Qij (")) 
The system is observed at suitable regenerative epochs to study the 
reliability characteristics of interest. 
3.3 TRANSITIONS PROBABILITIES AND SOJOURN TIMES 
(a) By definition, we have for regenerative states SQ and S,; , 
t 
0 
= i^(i -r,) ; e-^M^-9"du=„^'^^"'^ ri-ei^,(i-r,)n 
i = 1 
Qsi o(^ ) = /G,(u)fj(u)du = / e ' P ' ' ^ ' " ' ' ^ " e j e " ' ' i " d u 
0 0 
(66) 
«i 1 - e 
2 A , ( 1 - r , ) + a t 
" J (3.3.1) 
0, + I \ (1 - r,) 
(b) In case Sj and & are not restricted to be regenerative, we have 
defined the conditional probabilities Qj. i ^ (t) as 
Q.. I (t) = P [transition from Sj to S^  in time < f I system entered S^  
after time x ] 
Therefore 
I 0 
= / e j ' ' ^ (6 '^'^ " lQ(2VAj;^ j r jXy)dy (3.3.2) 
0 
Since Q |^ olx^*) represents the probability of transition from S j^ to 
SQ before epoch t, given that the system entered S j^ after time x (< t). 
Similarly, 
Q l i . 2 i i | x ( « ) = / » ^ ( z | x ) g i ( 2 ) d 2 
- / ' , y - ' i / , x x 
I o (2VA~ ; r r iXy )dy ]dz (3.3.3) 
(c) Taking t -» » in (3.3.1-3.3.3), the following unconditional steady state 
probabilities can be obtained : 
^ A,(1 - r) 
i 
e.. 
3i,o e. + E A ^ d - r , ) 
k 
(3 3.4) 
(67) 
(d) The steady state conditional probabilities of transitions 
P i . ,o |x = / S W k ( z | x ) d z 
I 0 
« - I ^ . O - O y - ^ y - / l r x , 
= / e ) ' ^ e ' " Io(2VA,A/,r ,xy)dy 
.e-V.'-f e-:SV^-V^e-^yi^^'^''''/ 
0 k=o (i< I y 
dy 
k=0 ( k l f 0 
^' k?0 (k . )2 • r nk+1 
//, k=o "^  • 
= ^ e-v,V/,^ ^ 
= ^e-V,^i-^,;.;-^) 
Similarly, 
00 
Pl,.2.j|x = / R ( 2 | X ) g / Z ) d 2 
' n 
= A , ( 1 - r j ) / e J ( / / / , e ' " I^ , (2VA, |., r, x y ) dy) dz 
0 z 
^.(1 - r.) , 00 (A. r, x)** » 
= ' ' ' \ e - V / s '-^ e-U J ^ | < - ^ e - " , V d y ) dz 
(68) 
Putting IlO -r.)z = t 
i 
On changing the order of integration 
S^j(1 - rp k=o (k !)2 0 
j 
/ e-»dt 
0 
dy 
l^p-r,)" kio(k!)2 T ' ^ L ^ e 1 ]dy 
|A.(1 - r.) 
^i> 1 - / i j / / ; U ^ ' i " * (1 - 4 ) jwhere //, = //, + 2 A, (1 - r,) 
•j /"i • ^ " j V - j / 
(e) Using these conditional probabilities we obtain the unconditional 
probabilities as follows : 
Pii.o = / P i i , 0 | x 9 W d x 
= Hif^;-' S e - ^ ^ (1 - 4 ) xAjO - r . ) e - ^ ( ^ - 9 ' ' d x 
0 ^ i 
= Aj^.^. i ( i - r . ) J e L J dx 
/ ' i O - f i ) 
2 A j ( 1 - r . ) + ; / i ( 1 - r i ) 
Pii,2ij = / P i i , 2 i j | x 9 W d x 
= ^^ - rj) / e 
->l.(1 - r.) X 
Pli,2ij| dx 
i(ij:ji) 
/'((I - Tj) + 2A:(1 - r) 
j 
(69) 
(f) The other unconditional direct and indirect transition probabilities are 
P2ij,3i = 1 . V j = 1. 2, . . . n 
P4,k,3i = 1 • V k = 1. 2, . . . n 
^3i, 4(k pi+f^^kO-g] 
D ( ^ ' ) = D D n(1''2ii) = D^^') = D D D = D D 
f^OO f^O.li ^^1i,0 • ^"0,31 f^0,2ij f^O.li ^' l i .aij ^'2ij,3i ^^0, 1i "^11,21] 
(4ik) _ _ _ 
Psi.Si ~ P3i,4ik P4ik,3i ~ P3i,4ik 
(g) It can be seen that the following relations hold 
•f PQ, 1i ^ ^" .^Po.2ij y Po,3i j 
p S i + Psi.O = •• = ?P3i,4ik + P3i,0 k k 
Let XQ be the sojourn time in state SQ, then the expected sojourn 
time in state SQ can be obtained as 
^0= E(X,) = ; p | ' X o > t j dt = / G (t)dt 
00 - 2 Aj (1 - r.) t 
= / e i ' dt = r | A . ( i - r . ) r ' 
Similarly 
T3, = / e ' e i ' ' dt 
'3 i 
0 
= p+2A,(l-r,)]-^ 
The conditional sojourn time in non-regenerative state S,,. given that the 
(70) 
system reached state S,, at epoch x can be obtained as, 
T i i | x = / G j ( z ) K ; ( z | x ) 
I 0 
dz 
•• ^ ' f . ~ ' i j j ( 2 V A . A / i r . x y ) d y = ; e i 
0 
/ / ' i ^ dz 
iv^-v 1 r e II 
where ;<.' = A<i + S-^ j (1 - TJ) 
Similarly 
T2 i j |x = / ' < j ( z | x ) d z 
' 0 
" /''^ / < y - A . r.x , 
= / / / / . e ' " lQ(2VAjA*.rjXy)dy 
0 yz 
dz 
= ^ ( i+Vi^) V i = 1, 2, . . . n 
and 
T4iKlx = /»<K(H'^)^^ 
' 0 
0 ^z 
• ' ^ k V - ^ k ^ ' * 
= / / / ' ^ e ' '^'^ Io(2VA,/. ,r ,xy)dy dz 
= irO+'ik^>^) V i = 1, 2, . . . n 
Hence 
Tii = / T i j u g ( x ) d x 
0 I 
(71) 
1 r e II (. "i 1 - X 
/ . 
e-'^|(^-'i>'<dx 
fU (1 - '•j) + ? -^ j (1 - 9 
T2ij = / T 2 i i | x 9 W d x 
0 ' 
= M:p>/e-^(^-V''(1+lr x)dx 
J 0 
/ ' j(1-rp 
T4ik = / T , i , | , g ( x ) d x 
K'k 
K 0 - g +1 f*, 0 - r j 
3.4 ANALYSIS OF RELIABILITY AND MTSF 
Let the random variable Tj denote the time to system failure when the 
system starts from state Sj e E. Then the reliability of the system is given 
by R. (t) = P TT > tj 
To determine the reliability of the system we regard the failed states 
Sgj and S^ j,^  as absorbing. 
By simple probabilistic arguments, we have 
RQ (*) = 2o (t) + 2 qo. ii (t) © Z,j (t) + 2 q^'^ (t) © R^  (t) ,(1i), (3 4.1) 
(72) 
where 
,.. , - _ | , . ( 1 - r j ) + IA j (1 - r . ) J t 
Zj, (t) = e i and Z. (t) = e 
Taking Laplace Transform of relation (3.4.1) and solving for RQ(S), we get 
R : ( S ) ' 7^, (3.4.2) 
i 
Taking inverse L.T. of relation (3.4.2), we get tfie reliability of the system 
starting from S,.. Now the expected life time of the system is given by 
E(T) = / R o ( t ) d t = l imR*(s) 
0 s-*0 
^0+ f Po, iJii 
(3.4.3) 
3.5 AVAILABILITY ANALYSIS 
By definition, the probabilities M^  (t) can be obtained as, 
Mo(t) = e i + 2 00 , i( t) © e l J ' M 
i 
and [^3j(t) = e I ^ J (35.,) 
To obtain the pointwise availabilities A (t), all possible transitions from 
Sj e E need to be considered. In particular for AQ(t), we have the following 
contingencies 
(i) The system remains up in SQ, without transiting to any other regenerative 
state. 
(73) 
(ii) System returns to SQ (passing through S^) in (u, u + du), u < t, and 
then starting again from S^  at epoch u, it is observed to be up at 
epoch (t - u) with probability A^ (t - u) 
(iii) System transits to S^ (passing through (S,,, S^,^) in (u, u + du), u < t, 
and starting from Sg, it is found up at epoch (t - u) with probability 
A3,(t-u) 
Adding the probabilities of contingencies (i), (ii) and (iii), one finds 
t t 
AQ (t) = MQ (t) + 2 / qJ,o^  (u) du Ag (t - u) + S / q[o • 1}^ (u) du A3, (t - u) 
1 0 ' . J O 
= MQ (t) + 2 q(,;') (t) © AQ (t) + 2 c^\f'^^ (t) © A3, (t) (3 5 2) 
I I. I ' 
Similarly 
t t 
A3, (t) = M3, (t) + / q3, 0 (u) du AQ (t - u) + I / q(;"'), (u) du A3, (t - u) 
0 k 0 
A3, (t) = M3, (t) + %, 0 (0 ® AQ (t) + 1 q i r i 0) © A3, (t) (3 5 3) 
k 
Taking LT. of (3.5 2 -3 5.3), we have 
AJ (s) = M- (s) + 2 qffi^' (s) Aj (s) + 2 O^'s?^ *(«) A ,^ (s) (3 5 4) 
' '. J • 
A;, (S) = M;, (S) + q;, ^ (s) A* (S) + 2 oi^l: (s) A;, (S) (3 5 5) 
k 
Solving (3.5.4) and (3 5.5), we obtained 
Ni(s) 
^o(s) = D7(i) (356) 
where N, (s) = M^ (s) + 2 i%f'>^ * (s) M ,^ (s) / (1 - 2 Q^^X (s)) 
I. I > ^ ' / 
(74) 
and D, (s) = 1 - 2 qj^) * (s) - I q^^'gf i) ' (s) q .^ (s) / (l - I <j^^ (s)) 
i i , J k 
Inverse LT of (3.5.6) gives the expression for pointwise availabiiity of 
the system. In the long run, the system availability is 
AQ = lim ApCt) = lim sAj(s) = — (3.5.7) 
t -» 00 S - » 0 D.| 
Now 
M^CS) = / Mo(t)dt 
0 
= J e I dt + I q* , (t) © e I i ' ' J 
0 
= (^0+ ?Po, li^ i^i) • ^°r ^ a i i = Po, ii 
M i^ = ; M3. (t) dt 
0 
^jirr-''-^'Y dt 
= T3i 
Hence 
N, = N,(0) = (T,+ I p,_ i|T,i)+ I p(^''3fii)T3,/p3. 
'.J 
To Obtain D, we collect the relevant coefficients of m.. and m^}^^ in D . 
Coefficient of m^^'> = 1 
Coefficient of m ^ ^ ' i = 2 P3. ^ (1 - x p ^ i ) 
(75) 
Coefficient of m^^ '^ ], = i p^^^'^^>^ p,^^ J (^ - 1 p^^^)' 
i , J " 
Coefficient of nig, ^ = x p'^^\^'^'> (^ - I p^^^) - 1 
Thus, 
D. = 
- 2 f"oO ^ ^ P31, 0 ' f Psi, 31 0, 3i ^ > PQ, 3 I t • 
i i , j ^ k ; I,J \ •< 
•^ 31, 3i ' "31 , 0 
^I^P3i, oPo, 3i " 3 1 , 3i 
j ( 1 i . 2ij) (1. , 2ij) 
- 1 m^Q + 2, p nig 31 1 - 2 , p ""3, , 0 ^ •^. _2 3i 3i 
1,J, k Pgi^ Q 
PQ, 31 
n u, 31 — n_ 3i, 
1, I ^"31, 0 '. J ^3 i , 0 
n(1 ' . 2ij) D (1 I , 2iO 
4- ""OO ^ > % , 3i ^ > . n 3i, 0 ^ > . n f 3i, 3i 
= f ( * -^  f < ' 3 P ) -^  ,2. ("^ 31. 0 -^  2 m W ^ pOi. 2^ ) / p3^  ^ (3.5.8) 
Substituting for N^  and D^  in (3.5.7), we obtain, 
^ = (To+SPo, i J i i ] + .2:.Pgy''^T3,/p3., 
\ > / I, J 
S ( * - ^ f <'3f'^^) + 2^. (-31, 0-^ I <'^^,) PS'3rVP3i, o l " 
3.6 BUSY PERIOD ANALYSIS 
As defined earlier, B|(t) represents the probability that the system is 
under repair at epoch t given EQ = S, G E, the following recurrence relations 
among Bj (t) can easily be obtained. 
(76) 
BQ (t) = 2 J <^^ (u) du BQ (t - u) + 2 / c^''-^^ (u) du B3. (t - u) 
i 0 '- J 0 
BQ (t) = S qSi'^  (t) © BQ (t) + 2 v^';-^^ (t) © 83. (t) (3.6.1) 
Similarly 
t t 
B3i 0) = W3i (t) + / q3i 0 (u) du BQ (t - u) + 2 / q(,f )i (u) du B^. (t - u) 
0 •< 0 
= ^31 (t) + qgi, 0 (t) © BQ (t) + 2 q£''Ji (t) © B3. (t) (3.6.2) 
where, W3. (t) = e I " J + 2 %^ 4;^  (t) © e ' 
Taking LT of the relations (3.6.1) and (3.6.2) and solving for B* (s), we 
N,(s) 
have ^S(s) = D ( i ) ^ -^^ -^ ^ 
where. N^ (s) = W j^ (s) 2 q j , " / ' ^ * (s) / (1 - 2 Ci^'%' (s)) 
i , j ' ^ k ' ' 
and D^  (s) is the same as given by (3.5.6). 
In steady state the expected busy period of the server is given by 
B- = lim BQ (t) = lim s B* (s) = - F (3.6.4) 
t - 0 0 " s - o D , 
since. W^ (0) = / Wgj (t) dt 
0 
= J e ^ k ^ dt + 2 qgi 4ik (t) © e "^  " 
0 k 
^ ' ' -•» ' A™ NO. ^ •» •, 
(77) --.^^'/......^^.^R^vt;*;,, • 
Therefore N^ = N^ (0) = | (T3. + I P3, , . J , , , j 2 pSj^'af'^ P3,, 0 
and D^ is same as given in (3.5.8). 
3.7 PROFIT FUNCTION 
The expected uptime of the system in (0, t] is 
/'up,(^) = / V ) d u 
so that f^Li^) = Ao(s)/s 
(3.7.1) 
(3.7.2) 
up ^-' • 0 
The expected busy period of the server in (0, t] is 
t 
/'b (t) = / BQ (U) du 
0 
so that //*(s) = B*(s)/s 
Uo\N, the expected profit incurred in (0, t] is 
G(t) = Co/ / ,p( t ) -C^/^ j , ( t ) 
where Cg is the revenue per unit uptime by the system, C^ is the repair 
cost per unit time. 
Therefore the expected profit per unit time in steady state is 
G = lim 
t - » » 
G(t) 
t = lim s^ P* (s) s-»o 
= CQAO - C,B, 
(78) 
3.8 PARTICULAR CASE 
When each unit consists of a single component having the failure and 
repair time distributions as bivariate exponential with parameters A, fj and r. The 
results for this case can be obtained on putting n = 1 in all the earlier 
results, so that we have 
MTSF = ° ^ 
1 - D '^') 
^ _ ^ 0 - ^ ^ t ) ^ P 0 3 ' ^ V P 3 O ^ _ (^Z + P34T4) P03 '^ -^ P30 
where D = T^ + T^  + T^p^g + (^a + P34''"4) P12/P30 
( 1 2 ) _ A _ 0 _ ^ 
Po3 = P12 - (A + ft) ' P30 - e + A(1 - r) ' P34 - ^ ~ P30 
To= [ ' l O - O J ^ V T, = [ ( A + / 0 ( 1 - r ) ] - \ 7^= T^= [ / / ( 1 - r ) ] - ^ 
13= [e + A(1 - r ) ] - ' 
3.9 CONCLUSIONS THROUGH GRAPHS 
To observe the effect of correlation and failure parameter A on MTSF 
and Profit Function P, we plot these characteristics w.r.t. A for different values 
of r (= 0.25, 0.50, 0.75) keeping other parameters fixed (w = 0 = 0.20). The 
curves so obtained are shown in fig. 4 and 5. 
Fig. 4 reveals the variation in MTSF. It is obvious from the curves 
that the MTSF decreases uniformly as the failure rate increases irrespective of 
the other parameters. Also for the same value of X, MTSF is higher for high 
values of r indicating that the better understanding of failure phenomena by 
repair facility resulting a higher value of the MTSF. The slope of the line 
decreases with an increase in A, indicates that for higher values of A the 
variation in MTSF decreases. 
Fig. 5 represents the variation in profit function P. From the graph it 
is clear that P decreases rapidly as A increases Also for the same value of 
A, the profit is maximum for higher values of r which implies that the expected 
life of the system can be increased. with better understanding of failure 
phenomena. Further it is observed that for higher values of A, the profit differs 
significantly with the variation in correlation coefficient. 
(79) 
MTSF w. r . t . X FOR DIFFERENT VALUES OF r. 
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CHAPTER IV 
BAYESIAN AVAILABILITY ANALYSIS OF 
A k-out-of-m SYSTEM 
4.1 INTRODUCTION : 
In the previous chapters we have considered the problems relating to 
the 'Engineering Reliability' and have studied the behaviour of certain stochastic 
models. The last two chapters are devoted to reliability inference or inferential 
reliability. An attempt has been made to apply the statistical theory and methods 
to the study of life characteristics of some physical body or biological system 
on the basis of recorded life time data. The contributions of a large number 
of authors, Proschan (1963), Barlow (1972), Mann, Schafer and Singpurwalla 
(1974), Lewless (1982), Martz and Waller (1982), Sinha and Kale (1980), 
Miller (1981) are the main source of inspiration and motivation. Apart from 
the works cited above pioneering work in this area had also been reported 
by Epstein and Sobel (1953, 1958). 
In what follows we apply non-parametric & Bayesian techniques for the 
reliability analysis/inference of certain models. 
NON PARAMETRIC INFERENCE : 
It is well known that in the early stage of analysing a system, we 
always make use of some assumption about the lifetime distribution of the 
system. However, in this stage such an assumption may not be feasible and 
still we may like to analyse the characteristics of the system to meet the 
established reliability standards. Thus, we are in need of techniques which do 
not require an assumption about the life time distribution of the system. 
Obviously, *Non parametric techniques' need to be developed to meet the 
requirement of the situation. Some such studies have been carried out recently 
by Sharma and Krishna (1993, 1994). 
BAYESIAN INFERENCE : 
(a) Censoring or truncation of the life time is an inevitable phenomenon 
in all the life testing situations. As one can easily visualize that the life testing 
is a costly and time consuming affair. In such a situation it should be 
recognized that the parameters, characterising the reliability characteristics in a 
life time distribution are bound to undergo some random variation due to 
environmental changes. So while conducting the analysis of the reliability 
characteristics of the system, this factor should be taken into consideration. 
Obviously, the Bayesian analysis of the reliability characteristics of the system 
becomes important where we combine the past parametric variation with 
experimental data. Some recent references dealing with such studies are Sinha 
and Kale (1980), Bhattacharya (1967). Apart from this a comprehensive study 
dealing with Bayesian analysis of the reliability characteristics is done by Martz 
and Waller (1982) in 'Bayesian Reliability Analysis'. 
(b) In the Bayesian analysis of reliability characteristics of the system, 
the investigator faces yet another serious problem. In the early stage of 
designing, the experimental or life time data on the system as a whole may 
not be available or may be very expensive to realise. In such a situation, 
the analysis would be based upon infomnation on the components or subunits 
of the system. Thus, Bayesian frame work and methodology need to be 
developed to deal with such situations also. One such study by Sharma and 
(81) 
Krishna (1994) deals with Bayesian analysis of reliability characteristics by using 
operational experience on its components. 
BAYESIAN ANALYSIS OF SYSTEM AVAILABILITY : 
Availability of the system can be measured through the concept of 
reliability and maintainability. Since availability of the system is defined as the 
ratio of the expected operating time or MTBF of the system to the expected 
operating time (MTBF) plus the expected down or repair time (MTTR) of the 
system, it is a function of the failure time and repair time distributions. 
In the situation, when parameters are unknown, it is desirable to infer 
about them. In this direction, some useful studies have been conducted by 
Gray and Lewis (1967) and Masters and Lewis (1987) which deal with the 
confidence intervals for the steady state availability after using failure and repair 
information on respective distributions. Gray and Lewis (1967), have given a 
method to obtain an 'at least' type confidence interval for system steady state 
availability in which they first develop the confidence interval for expected 
operating time (MTBF) of the system and a confidence interval for expected 
repair time (MTTR) of the system. Then, with the help of the above confidence 
intervals one can establish the 'at least' confidence interval for system availability. 
Thus, the above study deals with 'at least' type confidence interval for system 
steady state availability after individually establishing the confidence intervals fdr 
MTBF and MTTR. This approach is not very satisfactory since in this approach 
'at least' type confidence interval for system availability may consist of points 
which fall outside the above mentioned individual confidence intervals for MTBF 
and MTTR of the system, therefore, there arises a need for a method which 
(82) 
gives an exact confidence interval for system steady state availability. 
Masters and Lewis (1987) have hov^ e^ver, actiieved their objective (1987) 
Their method proposes a scheme by which one can find an exact confidence 
interval for system availability after developing the simultaneous confidence intervals 
for MTBF and MTTR of the system, whenever, the failure time and repair time 
are assumed to follow gamma and lognormal distributions respectively 
The above studies provide the confidence intervals for system availability 
with classical aspect of inference in which the parameters are considered as 
a constant. In many situations, it is not feasible to assume the parameter as 
a constant since operational conditions of the system are affected by 
environmental causes or the experiment is conducted for a long time. Therefore 
as mentioned earlier this parametric variation can be considered in the estimation 
of the parameter through the concept of Bayesian analysis. 
The present study deals with the Bayesian analysis, when the life time 
data on a complete system are not available, and it is desirable to make 
use of the operational data on its components. Pursuing this concept the 
Bayesian availability analysis of a k-out-of-m system has been carried out. 
Systems are analysed with respect to their reliability characteristics for 
meeting certain reliability goals. In reliability analysis, the availability is an 
important concept which includes both reliability and maintainability concepts. The 
estimation of availability using operational data on the system has been the 
main concern of a maintenance engineer. The estimates based on operational 
data can be updated by incorporating past environmental experience on the 
random variations in the life time parameters. Some recent studies carried out 
(83) 
by Martz and Waller (1982) and Sharma and Krishna (1994). deal with this 
aspect in detail and provide the conceptual framework and methodology for 
such analysis. In all such analysis, the investigator faces a difficult situation 
when the operational data on the complete system are non-existent or expensive. 
To overcome this difficulty, it is imperative to make use of the operational 
data on its components. Using these concepts, the study by Sharma and 
Bhutan! (1992, 1993) deals with the Bayesian reliability analysis of a parallel 
system using time censored failure information and a prior belief about the 
failure rate of the components of a system. Following these concepts, we 
undertake the Bayesian availability analysis of a k-out-of-m system. Results for 
a series and a parallel system are also given as a special case. 
4.2 BACKGROUND 
k-out-of-m SYSTEM 
A k-out-of-m system consists of m independent and identical components 
and operates as long as atleast k ( < m) of its components operate. In 
particular, 
(i) for k = m, a k-out-of-m system reduces to a series system which fails 
as soon as any one of its components fails, 
(ii) for k = 1, the system reduces to a parallel system which functions as 
long as any one of its components operates. 
4.3 ASSUMPTIONS 
(i) Let the failure time (x) of each component be distributed as exponential 
with p.d.f. 
f(x, e) = ee"'''* ; e, X > 0 (4.3.1) 
(84) 
Here, 6 Is the failure rate of the components and ^ is the mean 
time between failure (MTBF) 
(ii) Similarly, let the repair time (y) of each component be distributed as 
exponential with p.d.f. 
f(y. ^ ) = f4e-"^ ; /^. y > 0 (4.3.2) 
Here, // and — are repair rate and mean time to repair (MTTR) 
respectively, 
(iii) The steady state component availability denoted as A ,^ is the probability 
that the component is available in the long run and can be expressed 
MTBF 
as A. = 
c MTBF + MTTR 
= 1/^ = ^ L - (433) 
(^/e + ^/fx) fi + e ^ "^ "^ ^ 
(iv) In view of (4.3.3) and simple probabilistic reasoning the availability of a 
k-out-of-m system, denoted as A^ becomes 
A , = , l ( r ) ( A o ) ' ( ' - \ ) " - ' M.4) 
Here, the failure and repair time distributions are as given in (4.3.1) 
and (4.3.2) and A^ . is as given in (4.3.3). 
In particular, 
(A) for k = m in (4.3.4), one gets the availability for a series system 
m 
/i + ej \ = (\)" = b^l (4-3.5) 
(B) Similarly, on puttinrg k = 1 in (4.3.4), one gets the parallel system 
(85) 
1 - j ^ \ (4.3.6) 
(v) For Bayesian availability analysis, the prior distribution of the failure rate 
e is assumed to be gamma with p.d.f 
g (6) = ^-^— ; 0. a > 0 (4.3.7) 
Similarly, the prior distribution of the repair rate ft is represented with 
another gamma distribution with p.d.f. 
- fi b - ^ 
9(M) = ^ - ^ ; //, b > 0 (4.3.8) 
(vi) For operating data on the components, suppose u and v, respectively, 
represent the number of failures and repairs recorded in the respective 
populations in the time interval (o, T). Obviously, the random variables 
u and V are independent. 
4.4 BAYESIAN ANALYSIS OF A k-out-of-m S Y S T E M 
Since, the failure time distribution for the components is negative 
exponential with failure rate d, therefore, for a total testing time T, the probability 
of observing u failures will be given by the poisson distribution with p.m.f. 
P(u I 0) = ^ ^ 1 ^ ^ " ; u = 0. 1, 2, . . . (4.4.1) 
Similarly, the number of component repairs v in time interval (o, T) will 
also follow poisson distribution with p.m.f. 
P(v | / / ) = ; ^ f - ^ : V = 0, 1, 2, . . . (4.4.2) 
Now, the posterior distribution of d in respect of prior in (4.3.7) given 
that u failures have been observed in the time interval (o, T) can be obtained 
(86) 
as 
P (u I 0) • g (9) 
n ( 0 | u ) = li 
/ P(u|0)g(e)d9 
u! ' r(a) 
•' I I I fa\ 
0 
u! r(a) 
= ^ ^ r ( u ^ a ) ^ ^ . ( T + l ) . ( u + a ) > 0 
(4.4.3) 
which is gamma density with parameters (T+1) and (u + a). 
Similarly, the posterior distribution of // in respect of prior in (4.3.8) is 
given by 
P (V U ) g 0) 
n(/^  |v) = - = — ' 
/ P (V U ) g 00 6fi 
0 
e-^^(/<T)^ e-^V^~^ 
= V! r(b) 
J V! r(b) ^^ 
= ^ r(v + b) • /^ . (T + 1), (v + b) > 0 
(4.4.4) 
Which is also a gamma density with parameters (T+1) and (v + b). Now, 
on using the respective posterior distributions of 6 and fi in (4.4.3) and (4.4.4) 
and also using the relationship /K^= ^i/(d + fi) in (4.3.3), the posterior distribution 
of A given u and v becomes. 
(87) 
^ ( M " - ^ ) = %(v^b .u ' ' - . a ) = 0 < A , < 1 . (v + b), ( u ^ a ) > 0 
(4.4.5) 
Thus, the posterior distribution of A^ , given u and v in (4.4.5) is a 
well known beta distribution of first kind with parameters (v + b) and (u+a). 
Finally, on using the posterior distribution of A^ in (4.4.5) and assuming 
the squared error loss function, the Bayes point estimator of A ,^ the availability 
of a k-out-of-m system in (4.3.4), say A*, can be obtained as 
A : = E [ A 3 | U . v] = / A , f ( A , | u , v)dA^ 
1 / \ A V + b - 1 / I _ A x U + a - 1 
- f y W A n - A T - ' -^ ' dA 
- J j I k H ^^ '^^ B(v + b, u + a) ^ ^ 
= 5 M 1 ^ / A' (1 - AJ"^-' A^-^^-' (1 - AJ"-^^-^ dA, 
i 4 V j B (V + b, u + a) ^ c ^  c'' c »- c^ c 
B (V + b, u + a) jf-k V ) '^ \[fj } fi^T""''0 - \)'"^''^"~'~''^\ 
S ("^I B (i + V + b, m + u + a - i) (4.4.6) 
B (V + b, u + a) jf'k \i 
Here it Is important to note that the Bayes estimate of availability does 
not depend on T, the time span in which number of failures and repairs 
have been recorded. 
4.5 DISCUSSION AND EXAMPLE 
Bayes estimate of availability of a k-out-of-m system using a squared-error 
loss function is given in equation (4.4.6). For analysing the results, the posterior 
estimates of availability may be analysed by keeping some of the parameters 
fixed and varying others. Taking a = 1, b = 3, v = 2, m = 3 and varying u [or 
(88) 
number of failures recorded in lime interval (0, T)], the variations in availability 
are shown in Table-1. The table-1 shows that the posterior availability decreases 
uniformly as failure information u recorded in (0, T) increases. Similarly, on 
fixing a = 1, b = 3, u = 2, m = 3 and varying v [or number of repairs recorded 
in time interval (0, T)]. the trends in availability are shown in table-2. The 
table-2 shows that posterior availability increases uniformly as repair information 
V recorded in (0, T) increases. 
T a b l e - 1 
Bayes estimates of Availability for variations in u when 
a = 1, b = 3, v = 2 and m = 3 
u 
2 
3 
4 
Parallel System 
( k = 1 ) 
0.9166 
0.8787 
0.8409 
k-out-of-m System 
k = 2 m = 3 
0.6666 
0.5757 
0.5000 
Series System 
k = 3 
0.2916 
0.2121 
0.1590 
T a b l e - 2 
Bayes estimates of Availability for variations in v when 
a = 1, b = 3, u = 2 and m = 3 
v 
2 
3 
4 
Parallel System 
( k = l ) 
0.9166 
0.9393 
0.9545 
k-out-of-m System 
k = 2 m = 3 
0.6666 
0.7212 
0.7636 
Series System 
k = 3 
0.2916 
0.3393 
0.3818 
(89) 
CHAPTER V 
BAYESIAN ANALYSIS OF RELIABILITY OF 
STRESS-STRENGTH MODEL 
5.1 INTRODUCTION 
When a system is put to work, it experiences some load. This load 
is called stress and the capacity of the system to tolerate this stress is 
known as strength. When the distribution function of both strength and stress 
variables are known, Kapur and Lambersen (1977) and Jaisingh (1988) have 
analytically determined the system reliability. In the present chapter reliability of 
a system has been analysed in respect of different known strength and stress 
distributions. 
The reliability of a system is the degree to which the system performs 
Its intended function over a time frame. It is obvious that the reliability is 
an important consideration in planning, designing and operation of systems. When 
a system is put to work, it experiences some load and, obviously, the system 
performs satisfactorily if it is able to tolerate this load. However, it is observed 
that both, the capacities of structures or systems and the loads, are probabilistic 
due to variations in their material properties like production process, geometrical 
dimensions etc. Here in reliability theory, the word load is interpretated as 
'stress' applied on a system and capacity as the 'strength' of the system. As 
such, when the distributions of the strength and stress variables are known 
Kapur and Lambersen (1977) and Jaisingh (1988) have analytically determined 
the system reliability. However in real life, when the testing period is large, 
the parameters in the strength and stress distributions are expected to follow 
random variations. For instance, let us consider tlie experiment of testing electric 
bulbs for life. In this case, electric current passing through the filament of 
electric bulbs is regarded as 'stress' and resistance of filament as strength'. 
Heat developed due to electric current produces variations in the geometrical 
dimensions of the filament causing variations in its resistance. This finally results 
in random variations in the parameters of the strength distribution. Further, even 
if stable voltage is applied on bulbs during the course of the experiment, the 
electric current (stress) will still vary randomly due to random variations in the 
internal resistance of the bulbs. Therefore, the operation of the system can be 
better analysed in respect of its reliability characteristics if the reliability analysis 
incorporates these parametric variations with the experimental data. Bayesian 
reliability analysis is an obvious answer to such problems as reported in the 
works of Bhattacharyya and Johnson (1979), Church and Harris (1970), 
Mazumdar (1970), Draper and Guttam (1978), Pandey and Borhanuddin (1990). 
In view of the above, the present study deals with the Bayesian 
estimation of reliability expressed in terms of strength and stress variables. The 
experimental information (data) on strength variable can be obtained from 
laboratory tests on a random sample of the system. Similarly, the sample 
information on stress variables can be obtained from simulated conditions of 
the operating conditions. 
5.2 SOME ASSUMPTIONS 
(i) Let. the strength variable (X) follow the exponential distribution with p.d.f. 
f, (X) = j-e" ' '^^ • X. X > 0 (5.2.1) 
Here, A, stands for mean strength. 
(91) 
(li) The stress variable (Y) is also assumed to be distributed as exponential 
with p.d.f. 
f , (y) = ^ e - v ^ " 
Here n stands for mean stress. 
y. y" > 0 (5.2.2) 
The reliability of the system can be expressed as 
R = P [X > Y] = / / <2 (y) dy f^  (X) dx 
rT7=(-f) 
=Jo'->'(^)' 
- 1 
(5.2.3) 
Here f- < 1 
(iv) In addition it is assumed that the prior distribution of A the parameter 
k follows independent inverted gamma distribution with p.d.f. 
g, a) = 
e - a / . a 
b+1 
ar(b) A > 0, a, b > 0 (5.2.4) 
(v) And, the parameter fi follows independent inverted gamma distribution with 
p.d.f. 
»-c//< [t\ d+1 
^2^^= c r ( d ) H > 0, 0, d > 0 (5.2.5) 
5.3 CLASSICAL ESTIMATION OF RELIABILITY 
Let the random samples of n^  observations (X^, i = 1, 2, . . . n,) and 
n^ have been obtained from f^  (x) in (5.2.1) ng observations (Y , j = 1, 2, 
(92) 
U (y) In (5.2.2) respectively. The likelihood function (LF.) is, then given by 
L(X, Y|A.//) = 4 - - ? r e x p 
n 
1 
Zx, 
i= i 
X + 
1 1 
2 
1 Y j . 
i=i ' 
^ J (5.3.1) 
Now aloqL ^ = 0 gives, X = i,"' = X 
and 
n 
2 2 y 
dioaL „ . ^ i=i ' 
= 0 gives, // = \— = y 
"2 
dfi 
where /T and /T are the maximum likelihood estimators (m.I.e.'s) of X and n 
respectively. 
On using the invariance property of m.I.e's the m.I.e for R in (5.2.3) 
becomes, 
R = 
X+fi \ X 
\lr4i 
n., X 
Again, since —r 
(5.3.2) 
v(n,) and — ~ vin^) 
where, v(n^) and v(n2) denote gamma distributions with parameters n^  and 
Hg respectively. 
Therefore, the p.d.f. of x is given by 
and the p.d.f. of y is given by 
^ n.x^ 
X > 0 (5.3.3) 
(93) 
(n/ /0 ' ,_ n - 1 n^y 
94(y.A') = -T ( ;u - ^y ) ^ " " P r " 7 ^ y > 0 (5 3 4) 
Thus, 
E(R) = E 1 (-1)' 
k=0 
M ^ 
= i (-1)" / / I 93 (^ - ^) • 94 (y- ^)d^dy 
k=0 0 0 \ I 
= 1 (-1) 
k=0 
lr^4<^ r (n , - k) r(n^ + k) (5.3 5) 
and E(R^) = E 1 + ^ 
= E 
k -\ 
i(-i)^k + i) I 
k=0 
= 2 ( - 1 ) (k + l) 
k=0 
r ( n ^ - k ) rcn^ + k) 
Fn, Fn2 (5.3.6) 
5.4 BAYESIAN ESTIMATION OF RELIABILITY 
5.4.1 When priors are inverted gamma densities 
Using the priors in assumptions (5.2.4) and (5.2.5) with L.F. in (5.3.1) 
the joint posterior distribution of A and n can be obtained as 
L(X, Y|A,/<) 9,(^)92 (//) 
HjCA./.|X. Y) = 
/ / L ( X . Y|A,//) 9,(^)92 (A) dlci« 
0 0 
_L ._L e" ^  V^ e" ^ ¥ " e- ^' {3./xf^' e" ''^^ (c/nf^' 
J J in +b + 1 ,.n +d + 1 
0 0 ^ ' ^ 2 
a + 2Xj] fc + I Vj) 
dAd// 
(94) 
(a + ix,)"/^c + xyj)W^V''^^e 
a + S x,) fc ^ I Yjl 
^ e 
n +b+l ..n +d + 1 a''^' c''+' r (n , + b) r(n2 + d) ; " i ^°^ >"2 
/ \ n +b+l fa+Xx. j l / \ n +d+1 (c + S y-, 
/' 
(a + 2 X.) r (n , + b) (c + 2 yp FCn^  + d) 
(5.4.1) 
Thus, the Bayes estimate of R, say R* under square-error loss function 
becomes, 
00 00 
R; = E rR|X, Yl = / / i (- i)k [ j ] ni(A, /ilX, Y)dAd/< 
= 1 (-ir 
k=0 
c + s y; 
a + 2 Xi 
r (n, + b + k) r (n2 + d - l<) 
r ( n ^ + b ) rcn^ + d) (5.4.2) 
further, we can also find 
00 00 . 
(R2|X, Y) = / / 2 ( - 1 ) ' ' ( K + 1 ) [ f ] n i (A. /'IX. Y)dAdA< 
0 0 "^^^ ^ ' 
= 2 ( - l f ( K + 1 ) 
k=o 
c + 2 yj 
a + 2x . 
r (n, + b + k) r (ng + d - k) 
r (n, + b) r (ng + d) (5.4.3) 
using (5.4,2) and (5.4.3), one gsis 
V ( R ) = E ( R 2 ) - [ E ( R ) ] 2 
5.4.2 When priors are exponential densities 
(5.4.4) 
Let the parameters A and ^ follow the joint prior probability density 
function (p.d.f) 
g , (A. M) = 
a • p • exp(-aA -/3/i) 
0 
for A > 0, fi > 0 
otherwise 
(5.4.5) 
(95) 
a > 0 and /? > 0 are known constants. 
On using the priors in (5.4.5) with LF. in (5.3.1), the joint posterior 
distribution of A and fi can be obtained as 
n, (A. / / IX , Y) = 
L(X,y\X,^)g^(X,^) 
00 00 
/ / L(X, Y|A./i)g3(>l./i)dAd^ 
0 0 
J_ . J_e-V^e-V^e-(°^^^''> 
A", //"2 
00 00 [ T 
/ / e- T + °^ e~ 
^ 1 
7f-H dAd/< 0 0 ^ 1 ^ 2 
fT, ) fT. ^ 
in V > A 1 
" .• 
SJT'-
0 A 1 
1 -7^' iF^^'J 
f^i ) » -. [T-V;-7re-
0 / I 2 
' -
77 + ^" d// 
(5.4.6) 
where, T, = 2 x^  
i=1 
and T = D y. 
Thus, the Bayes estimate of R, say R* under square-error loss function 
becomes. 
R;= E [Rl X, y] = J / 2 (-1)'' ff] 020. /^ |X. Y)dAd;/ 
K=0 0 0 ^ ^ ^ 2 
WW « W 
0 0 A 1 
7f + ^ ' ' dAd// 
(5.4.7) 
To evaluate these integrals, we make use of following result (for Watson 
(1952)), which is 
/ ^ e - ( « ' * ^ ' ' / ' ' ) d x = 2 g ^ - i ( 2 V i b ) (5.4.8) 
(96) 
where K^  ( • ) is the modified second i<ind of Bessel function of order r. Also 
K _ , ( ) = ^ ( • ) for r = 0. 1, 2, . . . 
Thus, on using (5.4.8), the equation (5.4.7) becomes, 
R: = 
2 (-1)'^2(a/T^)(",-^''-^)^\ ^,_^ (2V?f, )2(fin^i\-'^-'y^K^ _,_, ( 2 V ^ ) 
k=0 ] 2 
2 (a/T,)("r'')^2 K^  _^  (2 yf^~ ) X 2 (fi/l^fz-^y^ \ _, (2 V ^ ) 
1 2 
Ka\ ""'^ \ .k-1 (2 ^ \ ) K, -k-1 (2 ^ ) 
= 2 (-1)" 
k=0 v^^y K„_i(2VaT,) K „ _ , ( 2 V ^ 2 ) 
(5.4.9) 
and E (R2) = / / i (-I)"* (K + 1) ^ r i j ('I. ^ |X. Y) d^ d/i 
0 ok=o r / ' 
= 2 ( - i r ( K + i) 
k=0 Kn- . (2VaT,) K^  _, (2 V ^ , ) ^"^''^^ V^^/ 
On using (5.4.9) and (5.4.10), one also gets, 
V(R) = E ( R 2 ) - [ E ( R ) ] ' (5.4.11) 
Here, it is to be noted that the Bayesian estimates of reliability as 
given in (5.4.2) and (5.4.7) are not solvable in a closed form. However, 
computer programs and other suitable iteration procedures can help in getting 
a solution for known value of constant Involved. 
(97) 
APPENDIX—A 
MATHEMATICAL ADDENDUM 
This appendix provides the definition of mathematicai words used throughout 
the thesis with proofs whenever is necessary. 
(a) CONVOLUTION 
If f(t) and g(t) are continuous functions defined for t > 0, then the 
integral 
t 
J f ( t - u )g (u )du = f(t) © g(t) 
0 
is called the convolution (or ordinary convolution) of functions f(t) and g(t). 
If F(t) and G(t) are two distribution functions defined for t > 0, then 
the integral 
t 
/ F (t - u) dG (u) = F (t) (D G (t) 
0 
is known as the stieltjes convolution of F(t) and G(t). 
(b) LAPLACE TRANSFORM 
Let f(t) be a function of a positive real variable t, then the Laplace 
transfonn (LT) of f(t) is defined as follows : 
oc 
^(s) = / e-''f(t)dt 
0 
for the range of values s for which the integral exists. 
Some important properties of Laplace transform of a functions are illustrated 
below : 
(I) Linearily Property : The Laplace transform of the sum of functions is 
equal to the sum of Laplace transform of functions. Mathematically, if 
f ( t ) = f i(t) + f2 ( t )+ . • • + fn( t ) 
then f*(s) = f;(s) + f-(s) + . . . + f;(s) 
or, more generally, 
2 ( C i f i ( t ) ) 
i = 1 
= . 2 C . L r f i ( t ) l = i^C.f'(s) 
(II) L.T. ot a derivative The L.T. of the first derivativie of a function 
f(t) is obtained by multiplying the transform of f(t) by the argument s 
and substracting the value of the function at t = 0, from this product, 
i.e. 
L 
'-'i = Je-^* f ' ( t )d t 0 
Integrating by parts, we get 
= s f * (s ) - f (0 ) 
Similarly, the LT. of second derivative is 
= s^ f* (s) - s f (0) - f' (0) 
or 
arxi that of the nth derivative 
> 
n-2 d 
= s " f * ( s ) - s " - M ( t ) | , ^ ^ - s " - ^ ^ f ( t ) | , ^ „ -
(III) LT of the integral : The LT of the integral of a function is equal 
to the Laplace transform of the function multiplied by the inverse of 
(99) 
the arguments s, i.e. 
/ f (u) du 
0 
= s-M'(s) 
for this, we have by definition 
/ f(u)du 
0 
= / e - ^ 
0 
/ f(u)du 
0 
dt 
integrating by parts, we get 
/ f (u) du 
0 
oe » 
= - s"^ e"^ * / f (u) du I + s~ V e"** f 0) dt 
= s-^r(s) 
(IV) Final value theorem (Limit property) 
lim f (t) = iim s f* (s) 
t -• oc S-» 0 
By property (il), we have, 
L[f'(t)] = s r ( s ) - f ( 0 ) 
But LT of f' (t) can be written as foliows 
L.[f'(t)] = ;e -«M( t ) dt 
Taking as s-»0 in equation (2), we get 
lim L rf'(t)l = lim / e"''*f(t)dt 
s-»0 ^ -' s-»Oo 
= / f ( t )d t 
0 
s 
= lim / f (t) dt 
S-» OOQ 
= lim rf(s)-f(0)] 
8 -» 00 l- -J 
(1) 
(2) 
(100) 
= lim rf(t)-f(0)l 
t - » 00 •- -• 
From (1) and (3), one can get 
lim [s r (s) - f (0)1 = lim ff (t) - f (0)1 
or lim sf*(s) = lim f(t) 
S - • 0 t -» oe 
(V) Initial value theorem (limit property) 
lim f(t) = lim sf*(s) 
t - • 00 s - • 00 
(3) 
We have L Ff'(t)] = s f * ( s ) - f ( 0 ) (by property III) 
i.e. / e"®^'(t)dt = s r ( s ) - f ( 0 ) 
0 
Taking the limit as s - • » , we get 
00 
lim / e"** f' (t) dt = lim s f (s) - f (0) 
S - » 00 Q S -» 00 
or lim sf* (s) = f (o) + lim / e~®*f' (t)dt 
S - » 00 S - • 00 Q 
= f (0) + 0 ( lim e"^* = 0) 
^ S - » 00 ' 
= lim f (t) 
t - » 00 
(VI) Behaviour of f* (s) as s -• 0 and s -• oo 
00 
Lrf(t)l = f*(s) = /e-^*f(t)dt 
•• -• 0 
00 
when s - 0, f* (O) = / f (t) dt 
and when s -» «, lim f*(s) = / 0 f (t) dt = 0 
S-» 00 0 
(101) 
(VII) Shitting property 
If L[f(t)] = r(s) 
Then L[e~"'f(t)l = f* (s + a), Where a is any real or complex number. 
00 
Given. LffCt)] = / e- ' ' f ( t) 
= f*(s) 
L[e-*'f(t)] =;e-«'e-^*f(t)dt 
0 
= / e-(^ + ^)*f(t)dt 
0 
w 
= / e~"' f (t) dt by putting u = s + a 
0 
= f*(u) 
= f* (s + a) 
(VIII) The change of scalar property 
If LffCt)] = f*(s), then Lrf(at) l =a~' ' f*(s/a) 
00 
Given, L [Ut)! = / e"**f(t)dt = f* (s) 
X 
Lrf(at)l = / e-*'f(at)dt 
•- -' 0 
= / e~*"^* f (u) — (by taking at = u) 
0 ^ 
00 
^ / e - P " f ( u ) d u (p = s/a) 
^ 0 
1 " 
- / e"P'f(t)dt (replacing u by t) 
^ 0 
(102) 
7f*(p) 
= a~M*(s/a) p = s/a 
(IX) LT of a convolution : The LT of a convolution of two functions is 
equal to the product of their laplace transforms. Thus, 
dt [f(t) © g(t)] = / 
oc 
 / e-^^ 
0 
"t 
/ f (t - u) g (u) 
0 
On changing the order of integration, we get 
» 00 
= / g(u)du / e - ' * f ( t - u ) d t 
0 0 
Taking t - u = v, dt = dv, one has 
= / e '^" g (u) du / e"^'' f (v) dv 
0 0 
= g*(s)f*(s) 
(C) LAPLACE STIELTJES TRANSFORM 
Let F(t) be a real valued function, then w/e define the Laplace Stieltjes 
transform (LST) of F(t) as 
F(s) = / e - ^ * d F ( t ) 
0 
Integrating by parts, we have 
00 00 
= e"^ * F (t) I + / s e"*' F (t) dt ri 
= s F * ( s ) - F ( 0 ) , provided lim e ** F (t) = 0 
t -» oc 
If f(t) and F(t) are the respective pdf and cdf of a random variable 
(103) 
T. then 
F (0) = 0, F («,) = 1 and F' (t) = f (t) 
It follows that 
F (s) = s F* (s) = s / e~ *^ F (t) dt 
0 
= s 
. - S t 
F(t) i + s"^ / e"**f(t)dt 0 
r(s) 
This implies that if q^ (t) and Qj. (t) represent the pdf and cdf respectively 
of transition time from state S^  to S^  of process iX(t), t > ol then, 
Qii(s) = J e-^'dQ„(t) = J e-^»q,(t)dt = q* (s) 
Again, Qy (s) | .^^ = / dQ^ (t) = J q..(t) dt 
= Qi.(co)-Q..(0) 
The LST of the convolution of tv\/o function F(t) and G(f) is the product 
of their Lapiace Stieltjes transforms, i.e. 
LST [ F ( t ) © G ( t ) ] = F(s) G(s) 
(D) EVALUATION OF MOMENTS OF A DISTRIBUTION BY ITS 
LAPLACE TRANSFORM 
Suppose f(t) and F(t) denote the respective pdf and cdf of a random 
variable T, then by definition we have 
00 
F(s) = r (s ) = /e - * *dF( t ) 
0 
(104) 
Differentiating it w.r.t. s, we get 
| F ( s ) = ^ f ^ s ) = ^ / e - d F ( t ) 
= - / t e - * *dF( t ) 
0 
Therefore, 
d .. ( - l ) ^ F ( s ) 13^ 3 = ( - l ) i n s ) l^^, = / tdF(t) = E(t) 
It is the first raw moment of T. 
Similarly, 
s2d2 ,,2 d i , . ( - 1 ) 2 ^ F ( s ) \ ^ = ( - i ) 2 - ^ f * ( s ) I = / t^dFCt) = E a ' ) 
and in general, 
sk d"* ^ , „ , I . ..k d" E(T^) = ( - 1 ) ^ ^ F ( s ) | 3 ^ , = ( - 1 ) ^ ^ f ( s ) | 3 ^ . 
Further, let us assume that F (s) be quotient N (s) FD (S)1 but 
E m - i z l i d F r s ^ l _ N'(s)D(s)-D'(s)N(s) I 
^ D ' (0) -N ' (s) . . N M = 1 
D' (0) D (0) 
(E) EVALUATION OF STEADY STATE AVAILABILITY 
OF THE SYSTEM 
Let the LT of pointwise availability of the system can be written in 
the following form 
(105) 
A*(s) = N(s) [D(S)]"' 
Using final value theorem of LT, the steady state availability of the 
system is 
A (oo) = lim A (t) = lim A* (s) 
t - » 00 S - » 0 
,. s N (s) ,. s ,. ., , . 
= im •- / / = lim TT—- lim N (s) 
s^o D(s) s-oD(s)s^o 
In case D(s) I ^^ = 0, the form s/D (s) becomes indeterminate at 
s = 0. Hence by L'Hospital's rule 
A (00) = lim - ^ ^ 
s-*oD (s) 
= N(0) 
D'(s) 
The steady state availability of the system has been obtained in all the 
analytical chapters by using the above result. 
(F) DIFFERENTIAL DIFFERENCE EQUATIONS 
An equation involving the functions Pj (t), Pj^ .^  (t) and their derivatives, 
Pj (t) etc. is called a differential difference equation, e.g. 
PJO = --^PnW+Z^Pn.iCt): n > 0 
etc. These equations are also termed as Chapman-Kolmogorov equations. The 
Laplace transform can be successfully used for the solution of such equations. 
(106) 
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