KLASIFIKASI KEADAAAN EMOSIONAL BERDASARKAN SINYAL EEG MENGGUNAKAN ALGORITMA SUPPORT VECTOR MACHINE by HILMI MASRUROH, ANNISA
MATHunesa 





KLASIFIKASI KEADAAAN EMOSIONAL BERDASARKAN SINYAL EEG 
MENGGUNAKAN ALGORITMA SUPPORT VECTOR MACHINE 
 
Annisa’ Hilmi Masruroh 
Jurusan Matematika, Fakultas Matematika dan Ilmu Pengetahuan Alam, Universitas Negeri Surabaya 
e-mail: annisamasruroh@mhs.unesa.ac.id 
Abstrak 
Elektroensephalogram (EEG) merupakan salah satu biosinyal yang merekam aktivitas otak melalui 
kulit kepala. Diperlukan sebuah pengolahan sinyal EEG karena pengenalan secara visual sulit 
dilakukan. Hal tersebut dikarenakan sinyal EEG berbentuk gelombang elektrik yang sangat lemah. 
Pada penelitian ini, sinyal EEG diolah secara matematis sehingga dapat digunakan untuk 
mengklasifikasikan keadaan emosional. Seseorang tidak dapat mengidentifikasi keadaan 
emosional manusia dari isyarat verbal maupun non verbal saja karena emosi merupakan proses 
psiko-fisiologis yang dikaitkan dengan suasana hati, temperamen, kepribadian, serta motivasi. 
Untuk mengklasifikasikan keadaan emosional berdasarkan sinyal EEG, pada penelitian ini 
digunakan algoritma Support Vector Machine (SVM). Dataset yang digunakan adalah DEAP : A 
Database for Emotion Analysis using Physiological Signals dataset sebanyak 1280 data pada tiap 1 
chunk sinyal. Eksperimen dilakukan menggunakan Weka 3.9 dengan split rasio 7:3. Dari hasil 
pengujian, akurasi yang diperoleh pada C=1 yaitu 56.25% dengan 𝜀 = 10−3, 56.25%  dengan 𝜀 =
10−6, dan 56.77% dengan 𝜀 = 10−9. 
Kata kunci : Klasifikasi, Keadaan Emosional, Sinyal EEG, SVM, DEAP dataset 
 
Abstract 
Electroensephalogram (EEG) is a biosignal that records brain activity through the scalp. An EEG 
signal processing is required because visual recognition of EEG signals is difficult. It’s because 
EEG signal is form a very smooth electrical waves. In this study, EEG signal was processed 
mathematically to classify emotional states. Human can’t identify another human’s emotional state 
just from verbal or non verbal signals, because emotions are a psycho-physiological process that is 
associated with mood, temperament, personality, and motivation. To classify emotional states 
based on EEG signals, in this study used Support Vector Machine (SVM) algorithm. Dataset is 
from DEAP: A Database for Emotion Analysis using Physiological Signals dataset that contains of 
1280 data for each 1 chunk signal. The experiment was used Weka 3.9 with a split ratio of 7: 3. 
From the test results, the accuracy obtained at C = 1 are 56.25% for 𝜀 = 10−3, 56.25% for 𝜀 =
10−6, and 56.77% for 𝜀 = 10−9. 
Keywords: Classification, Emotional States, EEG Signals, SVM, DEAP dataset 
 
PENDAHULUAN 
Emosi memiliki peran yang penting dalam 
komunikasi antar manusia (Wang, Nie, and Lu 
2014). Dengan adanya interaksi, otak manusia 
memproses input sensorik yang datang dari sekitar 
kita dan memberikan respon berupa emosi yang 
timbul dari kejadian tersebut. Sejumlah studi oleh 
ahli saraf, ahli kognitif, dan psikolog telah 
menunjukkan bahwa emosi sangat penting dalam 
berpikir rasional. Penelitian menunjukkan bahwa 
pasien dengan gangguan emosional memiliki 
kesulitan dalam kegiatan sehari-hari (Petrantonakis 
and Hadjileontiadis 2010). Oleh karena itu 
diperlukan suatu pengenalan emosi pada manusia. 
Salah satu pendekatan yang paling efektif untuk 
klasifikasi emosi manusia adalah dengan analisis 
dan interpretasi sinyal EEG (Teo et al. 2017). 
Elektroensephalogram (EEG) merupakan 
salah satu biosinyal (Tripathi 2011) yang merekam 
aktivitas otak melalui kulit kepala. EEG digunakan 
untuk mendeteksi dan menganalisis aktivitas otak 
dengan bantuan Brain Computer Interface (BCI) 
(Islam et al. 2016). Riset tentang BCI berdasarkan 
sinyal EEG pernah dilakukan oleh  Islam, dkk. 
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(2016) dan menghasilkan akurasi tertinggi pada 
algoritma SVM dengan akurasi 95,21% 
dibandingkan dengan Artificial Neural Network 
(ANN), dan k-Nearest Neighbor (k-NN) (Islam et al. 
2016). Dan penelitian tentang sinyal EEG paling 
banyak dilakukan untuk mengklasifikasikan 
keadaan emosional manusia (Ackermann et al. 2016; 
Koelstra et al. 2012; Li et al. 2018; Mei and Xu 
2017; Ozerdem and Polat 2017). 
Penelitian oleh Ackermann, dkk. (2016) 
menggunakan SVM untuk klasifikasi emosi dan 
dibandingkan dengan Random Forest (RF). 
Hasilnya, akurasi tertinggi diperoleh ketika 
menggunakan algoritma RF dimana rentang akurasi 
berkisar 40-60% dengan DEAP dataset (Ackermann 
et al. 2016). Selain itu, penelitian oleh Ozerdem dan 
Polat (2017), membandingkan 2 algoritma yaitu 
ANN dan juga k-NN dengan DEAP dataset untuk 5 
channel saja yaitu Fp1, FC2, AF3, O1, dan P3. 
Akurasi tertinggi yaitu ANN dengan akurasi 77,14% 
(Ozerdem and Polat 2017). Penelitian lain yang 
dilakukakan Li, dkk. (2018) menggunakan SVM 
dihasilkan akurasi tertinggi untuk SEED dataset 
yaitu sebesar 83,33% dan DEAP dataset sebesar 
59.06% (Li et al. 2018). Dan studi yang pernah 
dilakukan oleh Koelstra, dkk. (2012) 
mengklasifikasikan emosi secara biner berdasarkan 
valence menggunakan algoritma naive Bayes. 
Akurasi yang dihasilkan yaitu sebesar 57% 
(Koelstra et al. 2012). 
SVM merupakan algoritma klasifikasi yang 
paling banyak digunakan dalam pengenalan emosi 
berdasarkan sinyal fisiologis (Shu et al. 2018). SVM 
dikenal sebagai teknik machine learning terbaik 
setelah sebelumnya teori machine learning yang 
disebut Neural Network (NN) (Mulyaningtyas and 
Imah 2018). Cara kerja SVM yaitu dengan 
mentransformasikan data ke ruang yang lebih tinggi, 
sehingga diperoleh batas yang optimal antarkelas 
atau disebut dengan optimal hyperplane (L 2017). 
Parameter SVM yang digunakan pada penelitian ini 
yaitu C dan epsilon. Parameter C pada SVM 
menyatakan batas penalti untuk lagrange multiplier 
atau disebut juga dengan threshold. Sedangkan 
untuk parameter epsilon menyatakan error 
klasifikasi (Katsis et al. 2008). 
Oleh karena itu, pada penelitian ini akan 
dilakukan Klasifikasi Keadaan Emosional 
Berdasarkan Sinyal EEG Menggunakan Algoritma 
SVM. Dataset yang digunakan berasal dari DEAP 
Dataset dengan 32 subjek (Koelstra et al. 2012) 
(http://www.eecs.qmul.ac.uk). 
METODE 
Penelitian ini terdiri dari beberapa proses. 
Yang pertama preprocessing yang berguna untuk 
menyederhanakan input data yang akan digunakan. 
Kemudian pengklasifikasian data sinyal EEG 
menggunakan algoritma SVM dengan parameter C 
dan epsilon. C yang digunakan pada penelitian ini 
adalah 1 dan epsilon yang digunakan yaitu 𝜀 sebesar 
10−3, 10−6, 𝑑𝑎𝑛 10−9. 
Preprocessing 
Data input akan dilakukan proses pelabelan, 
pemilihan channel data,  dan juga pembagian chunk.  
 
Fig 1. Diagram Blok preprocessing 
Untuk proses pelabelan, digunakan label 1 
(high valence) dan 0 (low valence). Proses pelabelan 
ini menggunakan threshold 5. Dikatakan low jika 
penilaian kurang dari 5 dan dikatakan high jika 
penilaian ebih dari atau sama dengan 5. 
Dari 40 channel sinyal EEG, diambil 1 
channel yang dapat mewakili emosi subjek tersebut. 
Dalam hal ini, channel yang diambil adalah channel 
sinyal EEG yang berada di daerah frontal yaitu Fp1. 
Untuk 1 channel sinyal EEG terdapat 8064 data 
numerik. Keadaaan emosional yang digunakan pada 
penelitian ini adalah keadaan valence saja. 
Data dibagi menjadi beberapa chunk, dari 63 
detik dibagi menjadi 7 potong dengan masing-
masing potong mewakili 9 detik perekaman sinyal 
EEG. Karena frekuensi data yang telah dilakukan 
pre-pemrosesan memiliki frekuensi 128 Hz, maka 
untuk 1 detik sinyal terdapat 128 data numerik. 
Sehingga terdapat 1152 fitur sinyal EEG. 
Proses Klasifikasi dengan SVM 
SVM digunakan untuk memisahkan data dari 
2 kelas secara linear (Mulyaningtyas and Imah 
2018). Misalkan 𝑥𝑖 ∈ ℜ
𝑑 adalah dataset dengan 𝑦𝑖 ∈
{−1, +1}  untuk 𝑖 = 1,2,3, … , 𝑙  dengan l adalah 
banyaknya data (Fagerlund 2007). SVM akan 
mencari hyperplane terbaik di ruang input untuk 
memisahkan beberapa kelas (Mulyaningtyas and 
Imah 2018). Hyperplane terbaik adalah hyperplane 
yang terletak ditengah-tengah antara dua set objek 
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maximum margin. Nilai margin merepresentasikan 
jarak antar kelas sedangkan support vector adalah 
titik terdekat dengan hyperplane di setiap kelas . 
Data pada kelas +1 dan kelas -1 dirumuskan sebagai 
berikut (Mulyaningtyas and Imah 2018): 
(𝑤 ∙ 𝑥𝑖) + 𝑏 ≥ +1 𝑢𝑛𝑡𝑢𝑘 𝑦𝑖 = +1 (1) 
(𝑤 ∙ 𝑥𝑖) + 𝑏 ≥ −1 𝑢𝑛𝑡𝑢𝑘 𝑦𝑖 = −1 (2) 
Karena terdapat dua kelas (𝑦1 dan 𝑦2), maka w atau 
bobot juga akan memiliki dua atribut (𝑤1 dan 𝑤2 ) 
(Katsis et al. 2008). Sehingga untuk mencari 










𝑦𝑖 = (𝑤. 𝑥𝑖 + 𝑏) ≥ 1 , 𝑖 = 1,2,3, … , 𝑁 (4) 
Vektor 𝑥𝑖  akan ditransformasikan ke dimensi yang 
lebih tinggi 𝐹  dengan fungsi ∅ = 𝑅𝑛 → 𝐹 . Setelah 
menentukan hyperplane yang optimal, maka 
kelasnya akan ditentukan dengan fungsi 𝑓 sebagai 
berikut (Katsis et al. 2008): 
𝑓(𝑥𝑑) = ∑ 𝛼𝑖𝑦𝑖𝐾(𝑥𝑖 , 𝑥) + 𝑏
𝑚
𝑖=1  (5) 
Dimana m adalah banyaknya support vector, 𝛼𝑖 
adalah  nilai bobot untuk setiap data, dan 𝐾(𝑥𝑖 , 𝑥) 
adalah fungsi kernel. Pada penelitian ini, kernel 
yang digunakan adalah Radial Basis Function (RBF) 
kernel, dimana fungsinya dirumuskan sebagai 
berikut (Katsis et al. 2008): 
 𝐾(𝑥𝑖 , 𝑥𝑗) = exp (−𝛾‖𝑥𝑖 − 𝑥𝑗‖
2
)  , 𝛾 > 0 (6) 
Dimana 𝛾 = 1/2𝜎2  sebagai parameter kernel 
(Katsis et al. 2008).   
DATASET 
DEAP Dataset 
DEAP : A Database for Emotion Analysis 
using Physiological and Audiovisual Signals dataset 
memiliki 40 channel diantaranya 32 channel EEG, 4 
channel EMG, 1 channel blood pressure,1 channel 
GSR, 1 channel temperature, dan 1 channel untuk 
respiration. Channel EEG yang digunakan dataset 
ini adalah AF3, Fp1, FC1, F7, FC5, F3, C3, CP5, T7, 
CP1, PO3, P7, P3, O1, Oz, AF4, Fp2, Pz, Fz, F4, F8, 
FC6, FC2, Cz, P4, T8, CP6, C4, P8, PO4, dan O2. 
Untuk tiap channel terdapat 8064 data numerik 
Sinyal EEG yang direkam sebanyak 32 subjek (50% 
pria, 50 % wanita dengan rentang usia 19-37 tahun) 
yang diberikan stimuli berupa 40 video musik 
berdurasi 1 menit. Data sinyal EEG ini direkam 
dengan Biosemi ActiveTwo system dan disimpan 
dalam file Biosemi Data Format (BDF) dengan 
sample rate 512 Hz (Koelstra et al. 2012). 
Pada data tersebut terdapat 2 variabel, yaitu 
data sinyal EEG itu sendiri dan juga data self-
assessment (label) dari valence, arousal, dominance, 
dan liking untuk tiap musik video (Koelstra et al. 
2012). Data sinyal EEG yang digunakan adalah data 
yang sudah melalui tahap pre-processed, dimana 
data sinyal EEG sudah dalam bentuk .mat dan telah 
di down-sampled menjadi 128 Hz sehingga menjadi 
63 detik sinyal (Koelstra et al. 2012). 
Split Dataset 
Data latih dan data uji dipisahkan menjadi 
rasio 7:3. Penentuan besar rasio tersebut bergantung 
pada banyaknya sampel data yang digunakan dan 
juga model yang dilatih (Shah 2017). Karena data 
yang diklasifikasi sebanyak 8960 data, maka data 
pelatihan dibutuhkan lebih banyak daripada data 
pengujian. 
HASIL DAN PEMBAHASAN 
True Positive (TP) adalah banyaknya 
klasifikasi benar yang diklasifikasi ke kelas1 (high 
valence), False Positive (FP) adalah banyaknya 
klasifikasi salah yang diklasifikasi ke kelas1, True 
Negative (TN) adalah banyaknya klasifikasi benar 
yang diklasifikasi ke kelas0 (low valence), dan False 
Negative (FN) adalah banyaknya klasifikasi salah 
yang diklasifikasi ke kelas0 (Ozerdem and Polat 
2017). 
TP Rate atau disebut dengan sensitivity 










Precision adalah tingkat ketepatan antara informasi 





Recall sama dengan TP Rate yaitu tingkat 
keberhasilan dalam melakukan klasifikasi pada 





F-Measure adalah harmonic mean dari precision 
dan recall, dirumuskan sebagai berikut: 




Matthews correlation coefficient (MCC) adalah 
koefisien korelasi yang dihitung dari keempat 
confusion matrix, dirumuskan sebagai berikut (Saito 






  (12) 
Kurva Receiver Operating Characteristic 
(ROC) dibuat berdasarkan nilai telah didapatkan 
pada perhitungan dengan confusion matrix, yaitu




antara FP Rate (sumbu x) dengan TP Rate (sumbu 
y). Baseline pada ROC adalah garis lurus diagonal 
dari (0,0) ke (1,1). Klasifikasi dikatakan kurang baik 
apabila mendekati titik (0,0) dan klasifikasi 
dikatakan baik ketika mendekati titik (1,1) (Saito 
and Rehmsmeier 2015). 
Kurva Precision-Recall (PRC) dibuat 
berdasarkan nilai telah didapatkan pada perhitungan 
dengan confusion matrix, yaitu antara Precision 
(sumbu y) dan Recall (sumbu x). Baseline pada PRC 
ditentukan dengan rasio data pada tiap kelas. Jika 
data seimbang maka baseline yang digunakan 
adalah y=0.5 dan ketika data tidak seimbang maka 
baseline yang digunakan adalah y=0.1 (Saito and 
Rehmsmeier 2015). 






Tabel 1. Hasil akurasi dengan algoritma SVM 
 
Tabel 2. Hasil TP Rate, FP Rate, Precision, dan 
Recall dengan algoritma SVM 
 
Tabel 3. Hasil F-Measure, MCC, ROC, dan PRC 
dengan algoritma SVM 
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0 FP TN 







 1 201 20 
0 148 15 
 







 1 201 20 
0 148 15 
 







 1 206 15 
0 151 12 
KESIMPULAN 
Pada penelitian ini, klasifikasi keadaan 
emosional berdasarkan sinyal EEG digunakan 
algoritma SVM. Parameter yang dipakai yaitu C=1 
dan juga epsilon sebesar  10−3, 10−6, 𝑑𝑎𝑛 10−9 . 
Diperoleh akurasi sebesar 56.25% dan waktu 
membangun model masing-masing 14.44s dan 
14.75s ketika epsilonnya 10−3𝑑𝑎𝑛 10−6  serta 
akurasi sebesar 56.77% dan waktu membangun 
model adalah 15.25s ketika epsilonnya sebesar 10−9. 
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