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Numerical integration techniques which have been previously thought of as 
distinct are shown to be examples of a general type. The variations from the 
general form comprise a spectrum of methods whose extremes are the “onestep” 
methods and the “multistep” methods. An analysis of stability properties 
provides a means for finding the optimal computational stepsize so that error 
is minimized. 
1. INTRODOOTI~N 
Consider the ordinary differential equation of the form y’ =f(~, y), with 
the initial condition y(x,) = ys . It is customarily solved by either a “onestep” 
numerical method or a “multistep” numerical method. Although a onestep 
method usually gives greater accuracy and stability for a given increment [l], 
so many time-consuming functional evaluations are required that it may 
become impractical for complicated functions. Accuracy also may become a 
problem due to roundoff error. Since there has been no convenient way to 
monitor and adjust the stepsize, errors can grow out of bounds. If the stepsize 
is too large, the error due to truncation becomes large. If the stepsize is too 
small, the error due to roundoff becomes large. 
Other disadvantages apply to multistep methods. Multistep methods 
consist of an equation to predict y(x,J* (based on a linear combination of 
values of y(x,+J and y’(x,+r), y(x,+) and y’(x,+J, etc.) and a similar equation 
to correct the y(x,)* to give y(xJ. Here the flexibility of stepsize changes is 
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limited by the computational effort to develop the required knowledge of 
previous points. To increase the stepsize requires keeping tables of previous 
points for restart purposes. This could be prohibitive for a large system of 
differential equations. To decrease the stepsize requires a time-consuming 
interpolation or other restart procedures [2]. 
One approach to making numerical integration easier to use is to simplify 
restart procedures for the multistep method. Inclusion of an off-grid point 
in the corrector equation [3] eliminates the need for some of the previous 
points y(x,-,) in the equation. For example, a multistep method requiring 
y-values at xnW1 ,..., xGP4 can be modified to use y-values at x,,-, and x,-s by 
including information about y at ~+~/a in the corrector equation. It can also 
be shown that this modification improves the accuracy of the approximation. 
Attempts to improve this corrector equation led to the development of 
compressed predictor equations-one to predict the off-grid point and one to 
predict the solution point [l]. The three equations (two predictor and a 
corrector) comprise an algorithm yielding greater accuracy, flexibility, and 
stability than any of the multistep algorithms when each is used to integrate 
over a comparable interval. 
The onestep and multistep methods, which have been treated separately by 
textbooks, are presented in this paper as simply extremes in a spectrum of 
methods whose gap is spanned by the new compressed equations. All of the 
equations in all of the well-known methods may then be expressed in a single 
general form. 
Error and stability properties of the methods in the spectrum will be 
discussed. Most important, a technique will be developed to optimize 
stepsize for minimum error. 
2. THE GENERAL FORM OF NUMERICAL INTEGRATION METHODS 
The general form of the multistep method used for the solution of the 
differential equation y’ =f(x, y) is 
y(xJ = qy(xn-I) + -+. + %Y(%+k) + Wllf(xn 9 Y(%N 
(1) 
+ z+f(Xn-l , y(xn-I)) + **. + b%-k 7 Yh-A)1 + Error 
where h is the step&e (x, = x,-, + h) and k is the number of grid points in 
addition to the point x,, at which functional information is used. Adams- 
Bashforth, Milne, Hamming, etc., have developed methods that assign 
particular values to the a, and bi . 
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To generalize further so that all the equations of the spectrum are encom- 
passed we write 
wherej = 1, Z,..., J and 0 < Bi < 1. J is the number of off-grid points (non- 
zero 8,) plus two. J is also the number of equations in the algorithm. Two 
is added to J so that the notation will acommodate the predictor equation and 
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FIG. 1. Roots of the characteristic polynomial of Adams-Bashforth-Moulton 
third order method. 
the corrector equation for y(x,J; i.e. 0, = ~9, = 0. If Bs = 0, bO: is essentially 
the ai of the first summation term. For i = j, b, ,, = 0, which defines the 
exphcit predictor equation for each off-grid point. 
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3. CONCEPT OF ORDER 
The order of any particular equation developed from Eq. (2) gives a 
measure of accuracy of that equation. Order can be defined as a function of 
stepsize, derivatives, and K. The development is usually done by expanding 
each term of Eq. (2) in a Taylor series around X, and collecting coefficients 
I 1.5 Y 0.5 
FIG. 2. Root of the characteristic polynomial of Runge Kutta or compressed third 
order method. 
of the function and its derivatives. We now have, after shifting all terms but 
the error term in Eq. (2) to the left side of the equation 
C,Y(%) + Cloy' + C&2Y"(%) + -** + cD~pYcp)(%) 
+ CZl+lh~+ly(~+l)(~,J + .** = Error. 
(3) 
If c, = c, = c, = -*- = C, = 0 and C,, # 0, the method is said to be of 
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orderp. C,,, is called the error constant [4].It may be shown that C,, is inde- 
pendent of X, . To maintain the number of grid points of a method it is neces- 
sary that 1 Q 1 + ] b,,j 1 > 0 and u,-,~ # 0. The equation may be normalized 
so that u,,~ = 1. 
Notice that 2k + J - 2 parameters are involved in any of the methods 
along a spectrum of given order. Then let us write for the maximum possible 
order of a spectrum of methods 
for k > 1 and J > 2. 
p=2k+J-2 (4) 
Since k is always equal to one for the onestep method, Eq. (4) simplifies to 
p = J. This notation is equivalent to Henrici’s[4] for the definition of order for 
a onestep method. It is helpful to consider the onestep method, as well as all 
the other methods in a spectrum, as a series of explicit predictor equations 
and an implicit corrector equation. Each off-grid point and each on-grid 
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FIG. 3. Roots of the characteristic polynomial of Adams-Bashforth-Moulton 
fifth order method. 
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point, except for the known initial point, is predicted. The function is evalu- 
ated at each point predicted. All the information gathered is then used in an 
equation to correct the prediction of the on-grid point at the end of the 
interval of integration. 
For the multistep method J is always equal to two and be,,, = 0 since 
there are no off-grid points. It would appear then that p = 2K. However, the 
conditions of stability imposed by Dahlquist [5] add restraints that reduce p 
FIG. 4. Roots of the characteristic polynomial of compressed fifth order method. 
to equal k. Another way of looking at Eq. (3) with regard to a multistep 
method is that J is defined as the number of times the corrector equation is 
iterated plus one for the predictor equation. Hull and Creemer [6] and 
Stetter [7] discuss the merits of iterating the corrector equation. Now the 
implicit coefficient be,,i = 0 only when j = 1. 
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4. ABSOLUTE STABILITY 
For simplification let us express Eq. (1) as the finite difference equation, 
wP(E)Y(4 - WE)f(%a 7 Ye%))> = 0. (5) 
The characteristic polynomials p and (J are of degree k > 1. The operator E 
is defined by Ey(xJ :: = y(zc&. A necessary condition for the convergence 
of a multistep method is that the modulus of none of the roots of the p 
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FIG. 5. Root of the characteristic polynomial of Kutta-Nystrom f&h order method. 
polynomial be greater than one and that the roots of modulus one be sim- 
ple [5]. These are the conditions of absolute stability. If they are violated, the 
truncation error grows geometrically. From thii will be developed the more 
practical concept of relative stability of a technique. 
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5. RELATIVE STABILITY 
For the difference equation y’(~,) =f(~~ , y(x,J) approximatef(x, , y(x,J) 
by a first order Taylor expansion 
Y’(Xn> = A(Y -Y&a)) + B(x - %a> + c. (6) 
Let - Ay(x,J - Bx, + C = C’ so that 
y’(x,J = Ay + Bx + C’ (7) 
where A = af (x, y)/ay = f, and B = 8f (x, y)/a.x = fa are assumed to be 
constants for some neighborhood about x, . It can be shown that the con- 
tribution of Bx and C’ to the solution y is given exactly. Hence, we do not 
need to consider Bx and C’ in the error analysis. 
Let y/(x,) = Ay(x,) and Eq. (1) becomes 
~(4 = Wp(E) y(xnN - hA(h,~(xn) + 4~(xn-1) + a-* + h~(xn-,)). (8) 
Since A always appears in conjunction with h, let H = hA. Combining terms, 
(1 - Hb,) y(x,) + (al - Hb,) y(xn--1) + *a* + (G - H&JY(G-,) = 0 (9) 
or 
E-Q(E) - Ha(E)} y(x,J = 0. (10) 
The solution of this difference equation with constant coefficients may be 
expressed as 
y(xJ = Cpz~” + czzz” + a-- + q&n. (11) 
As y(x,J denotes a calculated solution from a general corrector equation, let 
Y(x,) denote the exact solution. Thus, 
Y&J = en61 = zr” + Error (12) 
z, is defined as the principle root; that is, z, is the root that approximates 
the solution and must dominate the other roots. Rewriting Eq. (11) 
so that if 1 > z,/zr > a-- > xi/z,-+0 for i-+k. 
By letting E, = Y&v,) - y(x,J, subtracting Eq. (10) from 
(13) 
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a difference equation may be derived as before: 
,?F{p(E) - Ha(E)} E, = T, (14) 
where the truncation error T,, = KPy(~+l)(x,) + O(hp+l). The solution to 
this equation is 
%I = &%n + &z” + ..’ + tk+l (15) 
where tril is the particular solution. Now the relative error is 
-$-J = El(sf--H)” + 5&w*)a + .-. + tk+l . 
We want the relative error to approach zero. So we must have Ei -+ 0. If 
the dominant root z, is greater than zero, then 
1 qe-* 1 < 1 (17) 
results in a practical means for determining relative numerical stability. 
6. RELATION OF STABILITY TO OPTIMUM STEPSIZE 
Obviously the optimum stepsize is affected by the function, the point at 
which the function is being approximated, and the method used to approxi- 
mate it. All stability analyses are based on the limiting case for h -+ 0 where 
1 zre-= 1 = 1. However, we cannot obtain minimum error for a very small h 
due to roundoff. It was suspected, and verified computationally for those 
equations tested, that minimum error could be obtained if h were selected 
with respect to a value of H at which 1 .zre-” 1 = 1 + O(hp+r). 
Examining Figs. 1 through 5 for each method, a positive value and a nega- 
tive value can be assigned to H for 1 zle-H 1 + 1. Now the optimum stepsize 
can be computed by 
h=;, (18) 
A may be approximated by f, . More of the terms involving y of a Taylor 
expansion of y’ around the point (x, , y,J may be used to approximate A, 
so that 
A=f,+(x - %)fzv + ($ -Yn)f,, * (19) 
If the additional computational effort is no disadvantage, some additional 
accuracy may be achieved. 
409/3+3 
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Figure 5 shows the method to be unstable for 0.0 < H < 0.92. Use of 
Eq. (18) guarantees computation will stay in the region of stability. 
For onestep methods h varies for each new point unless A is constant. 
While A is negative the magnitude of the error is constant. But for a positive A 
the error is about two decimal orders of magnitude greater because the 
solution is growing exponentially. For example, if A < 0 and the error is of 
order IO-s, then for A > 0 the error will be roughly of order 1O-6. 
For the compressed and multistep methods h may be monitored by Eq. (18) 
and adjusted periodically. Notice on the stability plots (Figures 1, 3, and 4) 
that the extraneous roots will have practically no effect at the point where 
1 ,sre-H 1 + 1. For the method displayed in Fig. 1, monitoring h by Eq. (18) 
will help to keep the computations out of the unstable regions. 
7. ERROR IN NUMERICAL APPROXIMATION DUE TO TRUNCATION 
A method of order p as described by Eq. (19) neglects all terms of order 
greater than or equal to p + 1. The error at any point ascribed to cutting 
off the Taylor series is called local truncation error. It is assumed that for the 
degree of accuracy desired the effect of the truncated terms is negligible. 
The first term of those neglected is called the principle error term and is 
assumed to be of greater magnitude than those which follow. The effect of 
truncation at any local point can be computed by 
TL = Kh”+ly’~+l)(x,J 
where K is a constant for a particular method and y(“+l)(x,) is the (p + 1)-st 
derivative of the function taken at the end of the local interval. From Eq. (20) 
it can be seen that the truncation error increases as the stepsize increases. 
The onestep methods looked at in the light of the general form could be 
considered a series of lower order predictor equations (one for each off-grid 
point and one for the point at the end of the interval) with a higher order 
corrector equation in which the truncation error throughout the predictor 
system cancels itself out. Computationally this does not seem to be entirely 
true as considerable truncation error shows for the one step methods on 
Figs. 14 and 15. 
8. ERROR DUE TO ROUNDOFF 
Roundoff error results from carrying an insufficient number of digits 
through arithmetic operations. In Figs. 11 through 16 where h = l/32 or 
I/16 the error of all the methods is comparable. Roundoff is the largest 
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contributing error and is only slightly functionally dependent. The effect 
for any particular method is linear and can be roughly computed by 
where D is a constant defined for the method. Contrary to truncation error 
behavior roundoff error increases as the stepsize decreases. By examining 
Figs. 6 through 10 it will be seen that there is a point where the error is 
minimum. To the left of that point the truncation error becomes more 
pronounced and to the right of the point roundoff error takes over. 
w!l~l~/ - f=y 
0 x-=-y 
* f = -(y + 2 sin x) 
a r = y co5 x 
0 f = 3y/(1 + x) 
0 f = :y/c1 + xl 
FIG. 6. Adams-Bashforth-Moulton third order method. 
9. ERROR DUE TO EXTRANEOUS ROOTS OF THE CHARACTERISTIC POLYNOMIAL 
Computational observations indicate that extraneous roots of the character- 
istic polynomial have only a slight effect on computational accuracy. Figure 14 
shows the error to be the same for Adams-Bashforth-Moulton third and 
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fifth order methods. For this function the third order method should be 
exact except for roundoff. The fifth order method will show error from 
roundoff and extraneous roots. It will be shown in Section 11 that the roundoff 
error of the fifth order method is double that of the third order method, so 
that the effect of the extraneous roots appears to compensate for the error. 
If h is determined by Eq. (18) these roots can have very little effect. 
As / ,zre-H j + 1 the extraneous roots approach zero. 
10. SOME METHODS OF COMPUTING ERROR TO MONITOR STEPSIZE 
Hamming [8] developed a formula for quickly determining the combined 
predictor-corrector truncation error in multistep methods and thereby to 
adjust the stepsize. This system works moderately well if the stepsize is 
small; that is, where the truncation error is negligible Hamming’s combined 
LOFlO I I-: I - :=y 
0 f = ->, 
- f = -iu + 2 sin X) 
2 f = y cos x 
f = 3y/(l + I) 
0 f = SY/(l +x) 
-a 
I- 
FIG. 7. Runge-Kutta or compressed third order method. 
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error approaches zero. Depending on the equation and the method Eq. (22) 
is one to four orders of magnitude too small: 
G(Y(~* - YW). (22) 
G is a constant determined for the method. The absolute value of Eq. (22) 
can be used as a rough means of determining when to adjust h during com- 
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‘glOIEl - *=y 
0 *=-y 
- f = -(y + 2 sin x) 
A r = y cos x 
0 f = 3y/(1 + x) 
0 f = 5y/(1 + x) 
2 4 6 8 
I 1 I I I I I I I LwpWh) 
FIG. 8. Adams-Bashforth-Moulton fifth order method. 
putation. However, the amount cannot be added to or subtracted from the 
solution as this amount is quite erratically wrong in sign. These findings are 
in contradiction to the claims made for this technique in the literature. 
Earnest [9] has developed a formula along these lines for onestep methods: 
WC% 9 Y&J) --ma 9 Y&J>*> (23) 
The faults of Eq. (22) are those of Eq. (23) also. Eq. (23) is about two orders 
of magnitude too large. 
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11. SPECIFIC METHODS AND THEIR PROPERTIES 
Each of the methods to be discussed in this section was programmed for 
the IBM 7072. Six differential equations whose exact solutions could be 
found analytically (see Appendix I) were approximated by each of the methods 
at each of eight different stepsizes. Figures 6 through 10 show how well a 
given method represented the solution of each of the six test equations. And 
Figs. 11 through 16 give a comparison of methods for each equation. All 
the graphs are plotted at the point of maximum error in the computation. 
Machine runs in double precision were compared with single precision runs 
to establish the information to be given about roundoff error. 
A spectrum of orderp can containp methods; i.e., the first class of methods 
contains no off-grid points (multistep) and thep-th class of methods contains 
p - 1 off-grid points (onestep). One application of the corrector equation is 
used in all of the multistep methods. Five methods have been chosen to 
e 
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0 f = 3Y/(l + x) 
0 f = 5Y/(l c x) 
FIG. 9. Compressed fifth order method. 
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illustrate computational results: two from the third order spectrum and three 
from the fifth order spectrum. The small stability interval and the roundoff 
error constant in the higher order spectra makes these methods seem im- 
practical computationally. 
For easier readability let yn = JJ(X,J and fn = f (x, , y(x,J) in the equations 
to follow. 
- r=y 
0 f=-y 
* f = -(y + 2 sin x) 
A f=vcosx 
0 f  = 3ym + x) 
0 f = 5y/c1 + x) 
-2 - 
-4 - 
-6 - 
-8 - 
FIG. 10. Kutta-Nystrom fifth order method. 
A. The Adams-Bashforth Predictor and the Adams-Moulton Corrector 
The Adams-Bashforth predictor and the Adams-Moulton corrector are 
the multistep equations chosen for the third order spectrum. The coefficients 
for these equations were developed from the Newtonian backward-difference 
formulae [4] : 
YTI * = Y+-1 + ; Wfn-1 - 16fn-z + 5f,-J (24) 
~,a = ~a-1 + ; Vfn* + 8fn-1 - fn-2). (25) 
274 PAPIAN AND BALL 
The characteristic polynomial corresponding to the difference equation, 
Eq. (9), is 
The roots of Eq. (26) show relative stability for - 0.4 < H < 0.05 and 
0.32 < H < co. Notice that for 0.05 < H < 0.32 the method is slightly un- 
stable. The interval of stability for optimum stepsize is - 0.032 < H < 0.05 
(see Fig. 1). Stepsize adjustments are best calculated from H = - 0.032,O.M. 
The truncation error for Eq. (24) is 
and for Eq. (25) 
TL = &$y$' + O(h5) (27) 
TL = - & I.+$’ + o(P). (28) 
I 2 
FIG. 11. Comparison of methods forf = y. 
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Hamming’s [8] error estimate for the combination of Eq. (24) and Eq. (25) is 
T =Y*-Yn 
n ---iv--’ (2% 
For the sample problems T,, is about one order of magnitude too small and 
frequently of wrong sign. However, its absolute value can be used as a gauge 
for adjusting stepsize. 
The roundoff error constant for this method is about - 4.4 x 10-s. 
0 
-1 
-2 
-3 
-4 
FIG. 12. Comparison of methods forf = y cos x. 
As would be expected this method is exact for a function whose solution 
is a third degree equation. (See Figs. 6 and 9.) Roundoff error becomes 
noticeable at h = 9. The method also approximates the decaying exponential 
very well at the larger stepsizes. The approximation of monotonically 
decreasing functions is in general better than that of monotonically increasing 
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functions. On Fig. 1 notice first that the nonzero extraneous roots in the 
positive stability interval and secondly that the small interval of instability 
could be contributing factors in the failure to track increasing functions. 
B. The Third Order Runge-Kutta Method 
The second and third methods of the third order spectrum are identical 
because the two off-grid points for method three are coincident. The techni- 
que for selecting the value of the off-grid point is described formally by 
Gragg and Stetter [3] and graphically by Butcher [l]. The coefficients for 
these equations are developed from a Taylor series expansion: 
YL2 = Yn-1 + $-I (30) 
Yn * = in-I + hGf,*_m -fn-1) (31) 
Yn = Yn-1 + $ (f** + 4f,*_1,2 +fn-l>. (32) 
-1 
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-7 
L ‘%oiEl 
0 Adams-Bashforth-Moulton Third Order 
A Rue-Kutta or Conrpressed Third Order 
. Adsms-Bashforth-Moulton Fifth Order 
0 Compressed Fifth Order 
0 Kuttq-Nystrm Fifth Order 
FIG. 13. Comparison of methods forf = -(y f 2 sin x). 
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The truncation errors in Eq. (30) and Eq. (31) cancel each other. The error 
for Eq. (32) is 
(33) 
A combined error term analogous to that of Hamming’s [8] was developed by 
Earnest [9] : 
1 
0 
-1 
4 
-3 
-4 
-5 
t 
Tn = Kfn -A*). (34) 
FIG. 14. Comparison of methods for f = 3y/(l + Y). 
Earnest’s method of estimating error is too large by one to two orders of 
magnitude for the sample problems in this article. The sign is frequently 
wrong. The absolute value may be used to decide when to alter stepsize. 
However, Eq. (18) involves less work if A is not too difficult to evaluate. 
Use of Eq. (18) g ives solutions to the sample functions with half the computa- 
tion effort of a fixed stepsize which is optimum for the function. That is to 
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say, the variable stepsize is optimized for the local interval; whereas, the 
fixed step&e is optimized over the whole interval. 
Note that Eq. (32) is actually a fourth order equation and Eqs. (30) and 
(31) are first order equations. The system of Eqs. (30) through (32) rewritten 
in the familiar Runge-Kutta form is third order. 
The roundoff error constant is - 4.3 x 10A5. 
The characteristic polynomial is 
Z-(l+H+F+Y)=o. (35) 
The roots of Eq. (35) show that for - 1.82 < H < co the method is relatively 
stable. Stability for optimum stepsize is for - 0.18 < H < 0.23. If 
A < - 0.18, then H = - 0.18 and if A > 0.23, then H = 0.23. (See 
Fig. 2.) 
The Runge-Kutta method is better than Adams-Bashforth-Moulton 
predictor-corrector equations for exponentially decreasing or trigonometric 
functions. It is not as good for algebraic and exponentially increasing func- 
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FIG 15. Comparison of methods for f = Sy/(l + x). 
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. Adams-Bashforth-Moulton Fifth Order 
0 Conpressed fifth Order 
0 Kutta-Nystrm Fifth Order 
FIG. 16. Comparison of methods for f = -y. 
tions. The failure of this method to approximate a function whose solution is a 
third degree polynomial suggests that the truncation effect of the two first 
order predictors does reduce computational accuracy. In other words the 
second order terms of the two predictor equations may cancel each other 
but not until after computational damage has been done because the two 
equations are not used simultaneously. The comparison of double precision 
arithmetic with single precision arithmetic confirms this suggestion. 
C. The Fifth Order Adams-Bashforth-Moulton Equations 
The first method in the fifth order spectrum is the Adams-Bashforth 
predictor with the Adams-Moulton corrector developed from the Newtonian 
backward-difference formulae: 
Y72 * = yn-l + & (1901fn-I - 2774f,-2 + 2616f,.e, - 1274f,-, + 251,&+) 
Y,, = yn-1 + & (251f,* + 646L, - 264fL2 + 106fn.4 - 19L4). 
(36) 
(37) 
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The characteristic polynomial is 
A stability analysis shows this method to be very limited. There is no area of 
stability for - H. For + H a value very near zero may be used as long as 
A < 1.3. For A > 1.3, H = 1.3 works fairly well. 
The truncation error for Eq. (36) is 
TL = & h6yf) + O(h’). 
The error equation for Eq. (32) is 
TL = - & h’yf’ + o(V). 
Hamming’s [8] combined error for Eq. (31) and (32) is 
Tn = g bJn* -%a). 
(39) 
(40) 
(41) 
Again for the sample problems Hamming’s combined error was found to be 
erratically of the wrong sign and also too small by three to five orders of 
magnitude. 
The roundoff error constant for this method is about - 8.12 x 10W5. 
This Adams-Bashforth-Moulton method is not exact for a function whose 
solution is a fifth degree polynomial. The error can be attributed to roundoff 
and/or extraneous roots. From Fig. 15 a comparison with the Kutta- 
Nystrom solution (whose roundoff effect is roughly the same) shows there is 
little effect from extraneous roots. Or perhaps the effect of the truncation in 
Kutta-Nystrom and the effect from extraneous roots in Adams-Bashforth- 
Moulton is the same. On all but functions whose solutions are in polynomial 
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form of degree five or less the other fifth order methods (i.e., j > 2) give more 
accurate results. The greater j, the more accurate the solution. 
D. The Fifth Order Compressed Method 
The second method of the fifth order spectrum by definition contains one 
off-grid point. The coefficients are developed from the Hermite interpolation 
polynomial [ 11. 
YL2 = Yn-2 + ; (9L1 + 3fn-2) (42) 
Y?Z 
* 
= f  @m-l - 25n-2) + ; (32j:1,, - 6Ofn-1- 26L2) (43) 
Ye = i (32~+~ -m-J + & (64Lks + W* + 12fn-1 -h-J. (44) 
The characteristic polynomial is 
a4+32+32H+4H2+12HB)z-$(-1-22H+10H2+4N3)=0. 
(45) 
The interval of relative stability if - 0.88 < H < co. H = 0.1 appears best 
for A > 0. H = - 0.15 appears best for A < 0. 
The roundoff error constant is - 1.5 x 10-5. The local truncation error 
for the system is 
J- (8) 
TL = 5580% - &fvy:) + & (f,, +fe, -f,> y:’ + O(h’). (46) 
This method is more accurate than Adams-Bashforth-Moulton and not 
as accurate as Kutta-Nystrom for five of the six problems used. Kutta- 
Nystrom is not better for an equation whose solution is in polynomial form. 
The compressed equation is best for decreasing functions. 
E. Kutta-Nystrom 
The fifth method of the fifth order spectrum is the Kutta-Nystrom method 
with four off-grid points [lo]. 
Y?a =Yn-1+ $j (2% + 125k, - 81k, + 125ks) (47) 
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kl = hfc%-1 3 Yn-n-1) (48) 
k, = hf (x,-l + + ,yn-1 + +, 
k, = hf (x,+~ + 7, yn-1. + 6kz 2+5 4k1 ) 
k, = hf (a+ + h, ynB1 + 15k3 - 142K, + k1 ) 
(49) 
(50) 
(51) 
8k, - 50k, + 90k, + 
k,=hf(sc,-,+$,y,_,+- 
6k, 
81 1 (52) 
k, = hf (a~,-, + 7 , ynml + 8k4 - 50k3 ; 9okz + 6k1) . (53) 
With considerable algebraic labor Eqs. (47) through (53) can be put in the 
form of four third order predictors and one sixth order corrector. The system 
defined by Eqs. (47) through (53) is of fifth order. 
No specific truncation error for the method has been defined. The com- 
bined error term due to Earnest [9] is 
T, = h(fn -fn*) (54) 
which is one to two orders of magnitude too large and unpredictable in sign. 
Roundoff error can be approximated with D = 8.1 x 10m5. 
The characteristic polynomial is 
(3H2 - 5H + 72) z - (2H4 + 9H3 + 34H2 + 72H + 72) = 0. (55) 
The Kutta-Nystrom method is relatively stable for - 1.42 < H < 0 and 
for 0.92 < H < co. The slightly unstable interval for 0 < H < 0.92 causes 
an error two orders of magnitude greater for A > 0 than for A < 0. 
H = & 0.125 are the best values for Eq. (18). 
For problems 1 (see Appendix I), 2, 3, and 6, Kutta-Nystrom, with the 
use of Eq. (18), gives exactly the same results in work done and accuracy as 
the optimum fixed stepsize. For problems 4 and 5 the work done is less 
then three quarters that of the optimum fixed stepsize. The accuracy is one 
order of magnitude better. 
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12. CONCLUSION 
The most useful idea in this paper is the computed, variable stepsize for 
numerical integration methods. All tabular values are obtained with the 
minimum error possible. Even if one knows the optimum fixed stepsize, the 
variable stepsize yields better results with one-half to one-fourth the compu- 
tational effort. 
As an aid to the heuristic selection of a particular numerical integration 
method, all the methods are presented as variations of a general form. These 
variations may be thought of as forming a spectrum. Information is given with 
regard to patterns of functional adaptability, accuracy, and stability along the 
spectrum. One may choose the method in the spectrum that best suits the 
ease or difficulty of evaluation of the function and accuracy requirements. 
Hamming’s combined error term for estimating error as a means of altering 
stepsize in multistep algorithms and Earnest’s method for onestep algorithms 
were checked computationally for eight stepsizes on each of six sample 
functions. Both methods were found insufficiently accurate for their purpose. 
For the multistep algorithms the variable stepsize is an accurate basis for 
altering stepsize. For the onestep algorithm the computed variable stepsize 
is used directly. 
APPENDIX 1 
Differential Equations Solution Equations 
f=Y 
f=-Y 
f  = - (y + 2 sin Z) 
f  =ycosx 
f  = 3YlU + 4 
f  = 5YlU + 4 
y  = ex 
y = e-5 
y = -(- cosx + sinx) 
y = e8inz 
Y =(l +x)” 
y = (1 + 4” 
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