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Methicillin-resistant Staphylococcus aureus (MRSA) is among various single- or multi-drug 
resistant bacteria. The ability to survive under the treatment of methicillin might come from the 
genomic sequence of microbial, however, it is still unclear in which mutation of genome causes it. 
Especially the reason of phenotypic differences among MRSA strains has not been well studied. 
One way to analyze the relationship between genotypes and phenotypes is by reading the whole 
genome sequences of MRSA strains using a next generation sequencer. By mapping the short reads 
from sequencer onto a reference genome sequence of MRSA, thousands of mutations called 
insertion or deletion (INDEL) could be detected.  
Actually, most of the mutations might be irrelevant from these phenotypes and only a small 
subset of them might cause the difference in the phenotypes of the strains. In this research, we 
applied machine learning algorithms, that is classification by support vector machine and feature 
selection for the improvement of classification accuracy. Through the process of finding a feature 
subset for higher classification accuracy, features (i.e. mutations) irrelevant to a phenotype are 
naturally removed. As a result, we could achieve highly accurate classification by less than 10 
features in average. For effectively selecting features from high dimensional binary vectors 
representing the existence of mutations in MRSA strains, we used cross entropy based sparse 
logistic regression. Since our MRSA mutation data show a certain level of sparsity (around 80% 
of values are zero), the algorithm is expected to improve the performance of classification. 
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Chapter 1  
Introduction 
 
This chapter introduces the background (motivation), the objective, and 
contribution of this thesis. At the last part of this chapter, it is shown 




1.1.1 Methicillin-resistant Staphylococcus aureus  
 
As it can be seen from the action plan of World Health Organization in 2015, 
antimicrobial resistance has become a really serious problem in infectious disorder 
nowadays. Due to the fast evolution of bacteria, they obtain the ability of resisting 
antimicrobial drugs. Among various single- or multi-drug resistant bacteria, 
Methicillin-resistant Staphylococcus aureus (MRSA) is one of the most popular and 
serious infectious microbial. These gram-positive bacteria are different from other 
Staphylococcus aureus strains in term of their genetic. Throughout horizontal gene 
transfer, natural selection, and some antibiotics, any S. aureus strain has 
transformed to be an MRSA strain. The ability of surviving under the treatment by 
methicillin might come from the genomic sequence of microbial, however, still it 
is unclear in which mutation of genome causes it. Especially, reason of phenotypic 
difference between MRSA strains has not been well studied. The differences of 
physical appearance between Staphylococcus aureus and MRSA can be seen in 
Figure 1. 
 
Source: https://en.wikipedia.org/wiki/Staphylococcus_aureus (left) and https://en.wikipedia.org/wiki/Methicillin-
resistant_Staphylococcus_aureus (right) 






Pathogenicity can be defined as the ability of an infectious (pathogenic or non-
pathogenic) agents to create damage or disease in a host [1]. The host can be other 
organisms including humans. There are various mechanisms of pathogenic agents 
(bacteria, viruses, yeast, protozoa, and fungi) to make destruction in a host. It might 
establish an infection by host attempt to destroy these agents. Usually, the body of 
the host has immune system as the defense mechanism to prevent infection. But 
sometimes the immune system does not work efficiently. Acquiring pathogens can 
be in different ways. An infection can be through blood contamination with a virus 
such as HIV and hepatitis, or consuming contaminated food and water. One can 
also get infection when pathogens are transferred from people-to-people or by 
vectors (insects or animal). The mechanism of pathogenicity is shown in Figure 2.  
The development of antibiotics also leads to the increasing of pathogenicity. 
Some types of bacteria are resistant to all existing antibiotics. The widespread and 
inappropriate use of antibiotics can cause antibiotic resistant. MRSA is one of 
antibiotic resistant bacteria.  
 




1.1.3 Drug Resistance 
 
Drug resistance is a condition where the impact of medication (for example 
antimicrobial) in curing a disease (pathogens or cancer) has been reduced. The 
development of antibiotic drug is usually just for specific molecule (proteins) of 
bacteria. This drug specificity might cause mutation to disrupt or nullify its 
destructive impact and leads to antibiotic resistance. Some organisms called 
‘multidrug-resistant’ can be resistant to more than one antibiotic [2]. There are two 
ways how bacteria resist to antibiotics (see also Figure 3): 
1. Preventing the antibiotics of reaching the target in bacteria.  
 Bacteria produce tools called efflux to pump the antibiotic out from their 
membrane or cell wall. The pumps can also take the antibiotics out from 
the bacteria by lowering the dosage of antibiotics inside their cells. In 
some mutations, the bacteria can produce more types of pump to 
increase resistance.  
 Bacteria can also decrease membrane permeability surrounding the cells 
of bacteria to make antibiotics more difficult to pass through.  
 Bacteria destroy or modify the antibiotics. By producing some enzymes, 
the antibiotics become inactive or these enzymes add different chemical 
compounds to modify antibiotics.  
2. Modification of antibiotic target to make unrecognition of the target.  
 Bacteria camouflage the target. The bacteria stop the antibiotics to 
interact with target by changing the structure of target. 
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 Bacteria express different proteins. Some bacteria produce different 
proteins to be used instead of proteins inhibited by antibiotics.  
 Bacteria reprogram the target. Some bacteria need to produce different 
variant of target structures by making a different cell wall, for example, 
to prevent the antibiotics to interact with this type of cell wall. 
 
 




Mutation is a permanent shifting of the genomic nucleotide sequence of 
organism, DNA, or other genetic elements. Errors during meiosis (DNA 
replication) can result in mutation. Mutations is responsible for both in normal and 
abnormal biological process, such as evolution, cancer and immune system 
development. Mutations can cause different changes in sequences [3]. DNA can 
change in many different ways, leading to different kinds of mutation. There are 
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three most common mutations: 
1. Substitution is a type of mutation that switch one base to another. Such a 
substitution can change a codon to another that encodes for a different 
amino acid and result in a small change in the protein, change a codon but 
the same amino acid and no change in protein (silent mutation), or change 
amino acid codon to a stop codon and cause an incomplete protein. An 
example of substitution is single nucleotide polymorphism (SNP), the most 
common genetic variation type. SNP represents a change in a single DNA 
block (nucleotide). 
2. Insertion. It is a type of mutation in which extra bases are inserted in the 
DNA. 
3. Deletion. In this type of mutation, a section of DNA is deleted (lost). 
For illustration, see in Figure 4. 
 







To analyze the relationship between genotypes and phenotypes, we have read 
whole genome sequences of 96 MRSA strains by a next generation sequencer. After 
mapping the short reads from sequencer onto a reference genome sequence of 
MRSA, thousands of mutations called insertion or deletion (Indel) have been 
detected in the whole genome sequences of 96 MRSA strains. On the other hand, 
we prepared two phenotypes of these MRSA strains. The first phenotype is about 
pathogeny, and the second is about drug resistance. Then, next problem to be solved 
is finding the relationship between mutations and phenotypes. Actually, most of the 
mutations might be irrelevant from these phenotypes and only a small subset of 
them might cause the difference in the phenotypes of the strains. From statistical 
view, too many mutations may lead to overfitting and have negative impact to 
classification performance [4]. In this paper, we applied machine learning 
algorithms, that is classification by support vector machine and feature selection for 
the improvement of classification accuracy. Throughout the process of finding a 
feature subset for higher classification accuracy, features (i.e. mutations) irrelevant 
to a phenotype are naturally removed. Briefly, we are going to do feature selection 
in order to support the classifier system for high dimensional data classification.  
One of the properties of high dimensional data itself is that the number of features 
(mutations), p, exceeds the number of samples (phenotypes), n. In addition, 
overfitting and multi-collinearity also commonly occur in such a dataset. As a 
result, statistical classification methods become inapplicable.  Refer to these 
problems, we need effective feature selection techniques to help us classifying 
phenotypes and improving prediction of classification accuracy. So, feature 
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(mutation) selection tends to select a relatively small subset of mutations from the 
dataset and, therefore, reaches high classification accuracy.  
Many statistical techniques have been applied for high dimensional 
classification, especially in the area of microarray dataset classification. The most 
popular one as a powerful classification technique is the logistic regression. This 
method predicts the probabilities of class group and has its simplicity in 
interpretation [4]. However, logistic regression is no longer applicable nor suitable 
when the number of features (mutations) greater than the number of samples 
(phenotypes), p > n. To estimate the coefficients of logistic regression needs the full 
rank of Hessian matrix, and as the consequence of p > n, the matrix will not be full 
rank. Accordingly, an iterative method such as Newton-Raphson’s method cannot 
be applicable [5]. To handle such a problem, numerous Evolutionary algorithms 
have been proposed and proven performance to obtain optimal solutions for many 
complex problems, such as the Genetic Algorithm, Genetic Programming, Ant 
Colony Optimization, and Particle Swarm Optimization [6].  
The Cross-Entropy, one of evolutionary algorithms, has been proven and 
successfully applied to many complex optimization problems [7],  [8].  
Unfortunately, none of these applications is in the area of high dimensional feature 
selection, especially in the application of sparse logistic regression in which all the 
insignificant coefficient will be forced to have zero values.  In this research, we 
proposed a cross-entropy based sparse logistic regression for MRSA mutation 
datasets.  The datasets show a certain level of sparsity (around 80% of values are 






 The objective of this research is to find out or to select the most influencing 
features (mutations) on phenotypic samples by applying the cross-entropy based 
sparse logistic regression for feature selection. 
1.3 Contribution 
 
 Finding a small subset of mutations that play the most important role in 
Staph ability of surviving under the treatment by methicillin can help us to well 
study the reason of phenotypic difference among MRSA strains.  This information 
can be used to prevent or to treat the MRSA infections. The applicability of our 
proposed method can be also implemented in the other field applications of feature 
selection.  It also has the possibility to develop a new method based on our proposed 




1.4 Thesis Organization 
 
This thesis is divided into five chapters.  
Chapter 1 introduces the background (motivation), the objective, and contribution 
of this thesis. At the last part of this chapter, it is shown how this thesis is organized. 
Chapter 2 reviews some basic theories in order to briefly understand how this 
research is related to other works and arguably has a foundation to be conducted. 
The topics about feature selection, logistic regression including its modification to 
sparse model, the cross-entropy method, and classification will be mainly discuss 
in this chapter. 
Chapter 3 mostly explains about the datasets that we use in this research. It also 
provides the description of our method how it works and how to implement it in the 
experiment. 
Chapter 4 provides the way that the datasets generated, the result of our proposed 
method, also comparison to other technique. 
Chapter 5 summarizes the conclusion of this thesis and provides suggestions for 






Chapter 2  
Literature Review 
 
We review some basic theories in this chapter in order to briefly 
understand how this research is related to other works and arguably has 
a foundation to be conducted. The topics about feature selection, 
logistic regression including its modification to sparse model, the cross-






2.1. Feature Selection 
 
 Feature selection is a process by using a certain method to picking up a 
relevant subset of the whole variables (or features, predictors) for better 
construction of a model. By conducting feature selection, one could get simplified 
model for easy interpretation, shortening the time for computation, avoiding the 
curse of dimensionality, and reducing overfitting (variance). The main assumption 
when employing a feature selection method is that some features are either 
redundant or irrelevant, and consequently have to be removed without losing much 
information. Feature selection is different from feature extraction. In feature 
extraction, the features from a high dimensional space are transformed into new 
features of low dimensional space. Popular techniques for feature transformation 
involve the principal component analysis (PCA), factor analysis (FA), linear 
discriminant analysis (LDA), and their derivatives. Although these techniques have 
the ability to reduce the dimensionality of features, these techniques may obscure 
the physical meaning of the transformed features and make it difficult to interpret. 
In contrast, feature selection is not only reducing the dimensionality of features, but 
also preserving the physical meaning of features. 
 Many feature selection methods have been proposed in many papers over 
decades which can be categorized into three groups: wrapper methods, filter 
methods, and embedded methods [9]. 
 Filter methods use specific criteria or function such as statistical measures, 
mutual information, or interclass distance to select or remove features from 
the dataset. These methods are computationally less expensive compare to 
other selection methods, but often have performance limitation. Filter 
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methods usually provide feature ranking instead of appointing a best subset 
of features. 
 Wrapper methods tend to evaluate candidate feature subsets by their 
classification performances. So, the feature subsets are scored based on a 
predictive model. They employ more than one model to find best subset of 
features in order to maximize the model performance. The search process 
can be methodical, stochastic, or heuristic. The shortcoming of this method 
is computationally expensive, but this can pay-off to providing more 
accurate results. One of the popular wrapper methods is recursive feature 
elimination. 
 Embedded methods perform feature selection by model construction that 
simultaneously generating the optimal feature subsets and constructing the 
classifier. A common type of these methods is regularization method. By 
introducing regularizations or penalties (as constraints) into optimization 
model, the selection of a best subset of features is conducted. The most 
popular example of these methods is the LASSO (least absolute shrinkage 
and selection operator). 
2.2. Logistic Regression 
 
Logistic regression is a statistical model to classify a binary classification 
problem based on one or more independent variables. This technique uses logistic 
function at the core of the technique.  It is an S-shaped curve called sigmoid that 





Figure 5. Logistic Function 
 
Logistic regression shares and competes in the same field of application with 
discriminant analysis in term of classification purposes. However, logistic 
regression has flexibility and suitability in many situations. The use of logistic 
regression does not require the assumption of independent variables (features) to be 
normally distributed. Logistic regression can provide regression equation, goodness 
of fit, odd ratios, confident limit, likelihoods and deviances. 
In logistic regression, the relationship between response variable (binary class 
label) and one or more independent variables (or features) is nonlinear. This binary 
response can be viewed as a nonlinear function of features. Let 𝑦𝑖 ∈ {0, 1} be a 
sample vector of size 𝑛 × 1, xi be a 𝑝 × 1 vector of features, and 𝜋𝑖 = 𝑝(𝑦𝑖 = 1| 𝐱𝑖) 
be the vector of probability estimates. Logistic regression generates the coefficients 
of features to predict a logit transformation of the probability of sample cases: 
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logit[𝜋𝑖] =  ln [
𝜋𝑖
1−𝜋𝑖
] = 𝛽0 + ∑ 𝑥𝑖𝑗𝛽𝑗 , 𝑖 = 1, 2, ⋯ , 𝑛.
𝑝
𝑗=1    (1) 
where 𝛽0 is the intercept (in some cases, the intercept could be zero) and 𝛽𝑗 is the 
j-th coefficient of j-th feature. The log-likelihood function of above equation is 
defined as: 
ℓ(𝛃) =  ∑ {𝑦𝑖 ln(𝜋𝑖) + (1 − 𝑦𝑖) ln(1 − 𝜋𝑖)}
𝑛
𝑖=1     (2) 
where β = (β0, β1, …, βp), vector of coefficients. 
The advantage of logistic regression is its possibility to estimate the probabilities 
𝜋𝑖 and 1 – 𝜋𝑖 simultaneously for each class and making classification. 
 
2.3. Sparse Logistic Regression 
 
Sparse model is an approach to reduce complexity by neglecting less 
influential features in the model. The sparse model leads to achieve more 
interpretable selected features for a typical sparse dataset. The sparsity concept has 
been gaining attention in many fields of application such as statistics, data mining, 
and signal processing. Sparsity also plays an important role in genomic studies 
especially in term of reducing fraction of genes in order to accurately predict disease 
out of non-disease samples [4]. The idea of this technique is simply achieved by 
modifying the model (e.g. by adding regularization on the model) that 
simultaneously produces good predictions and sparse (i.e. zero coefficient for less 
influential features) [10].  
One of the applications of sparse model is that in logistic regression which is 
a statistical model to handle a binary (dichotomous) classification problem. Many 
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researchers have been dealing with sparse model along with logistic regression [4], 
[11], [12].  
To construct a sparse logistic regression is simply by adding a nonnegative 
penalty or constrain term to the logistic regression model in order to reduce the 
dimension of features. The most well-known penalty is one proposed by Tibshirani 
[13], the L1-penalty, also known as LASSO (least absolute shrinkage and selection 
operator). The main tasks of LASSO are regularization and feature selection. The 
LASSO or L1-penalty equals to the sum of all absolute coefficients, |𝛃| = ∑|𝛽𝑗|. 
This summation has to be less than an upper bound value. It conducts a shrinking 
process to penalize some of the coefficients to have zero values. After shrinking 
process, the other coefficients remain non-zero and the corresponding features have 
to be selected in the model.  
To incorporate this penalty in the logistic regression in order to simultaneously 
perform feature selection and coefficient estimation, we simply put the sum of the 
absolute values to the model. The penalized logistic regression then becomes PLR 
= −ℓ(𝛃) + 𝜆|𝛃|, and the estimate of coefficient then defined as 
?̂? =  𝒂𝒓𝒈𝒎𝒊𝒏𝜷 [− ∑ {𝒚𝒊 𝑙𝑛(𝜋𝑖) + (1 − 𝑦𝑖) 𝑙𝑛(1 − 𝜋𝑖)}
𝒏
𝒊=𝟏 + 𝝀 ∑ |𝜷𝒋|
𝒑
𝒋=𝟏 ].  (3) 
When minimizing this equation, some values of 𝛃 are shrank to zero. Thus, we 
remove the features with the corresponding coefficients equal to zero. This is why 
LASSO is considered as a powerful technique for feature selection compared to 
others (such as ridge penalty). As shown in Figure, we can see how the LASSO 
works. On the right side, a diamond shape region is the LASSO constrain. It has 
corners, which means there is possibility that a point is approximately reach the 
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corner, then the coefficient becomes zero. In contrast, disk shape ridge constrain on 
the left side has no corners, and consequently could not be exactly equal to zero. 
 
Figure 6. Estimation for Ridge Regression (left) and LASSO (right) 
 
The scalar λ is a tuning parameter. Choosing this parameter is crucial in the feature 
selection to successfully reach high accuracies [14]. The tuning parameter 
determines the strength of the regularization (penalty). So, if we take λ equals to 
zero, then no penalty is given to the model. In contrast, if the λ that we choose is 
too large, then all the coefficients will be forced to be zero. 
 Removing and shrinking the coefficients with LASSO, it might be reducing 
variance without increasing the bias, especially when the number of features is 
extremely larger than the number of samples. LASSO can also eliminate redundant 
and irrelevant features and avoid overfitting in the model. Finally, the model with 
a small number of selected features is easier to understand and interpret.  
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2.4. Cross Entropy Method 
 
The Cross Entropy Method (CEM) was originally introduced by Rubinstein 
[15] as an adaptive algorithm to estimate probabilities of rare events in complex 
stochastic network by involving minimization of variance. By then a simple 
modification of the original work could be used for solving a complex 
combinatorial optimization problem [16]. Many applications have been shown to 
testify the power of the CE method for solving NP-hard problems. The advantages 
of the cross entropy method in comparison to other optimization methods, such as 
simulated annealing, tabu search, and genetic algorithm, are fast and optimal 
updating rules [17], [18].  
Briefly, the CEM involves two iterative phases: (1) Generating random data 
sample as candidate parameters using a specified mechanism, (2) Updating the 
parameters based on the data to produce ‘better’ solution in the next iteration [8]. 
The details of CEM are as follows. Suppose that we aim to minimize (or maximize) 
the target function S over the solution space Ω and let x* the corresponding 
minimizer. For simplicity let assume we have only one single variable to minimize 
S(x). Denote the minimum fitness by θ*, so that 
θ* = S(x*) = min S(x) 
So, we wish to minimize the function S(x) over all x in the solution space Ω. Based 
on CEM, initially we generate n samples as the candidate solution to minimize S(x). 
The samples can be generated according to a uniformly random distribution or a 
certain normal random distribution. Let’s assume, for instance, a normal random 
distribution. Next, we calculate the fitness of each sample and sort the samples 
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based on the fitness. Then calculate the mean and the standard deviation only on 
the best fitness proportion or the elite samples. Based on this pair of mean and 
standard deviation we generate samples in the next iteration. These iterative 
procedures are conducted until the stopping criteria satisfied.  
 
Figure 7. Updated Distribution of the Cross-Entropy Algorithm 
 
The tutorial on CEM is given in [8] and some examples of CEM application 
can be found in [19]. The following figure shows pseudo-code of the cross-entropy 
algorithm for normal distribution. 
 Input:  β0 = (β0,1, β0,2, …, β0,p) and σ0 = (σ0,1, σ0,2, …, σ0,p) % initial distribution 
parameters 
n % sample size 
ρ % elite sample size 
ε  % stopping criterion 
d % initial criterion 
t = 0 % iteration 
 while d ≥ ε 
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 set t = t + 1 
 generate matrix B of size n ×p based on vector β0 and the corresponding standard 
deviation σ0  
 for each column of B, fit the values to the objective function 
 evaluate the fitness 
 sort each column of B partially based on the fitness 
 take the best ρ sample of each column of B 
 calculate the means and deviations to get new parameters βt+1 and σt+1 




Classification is a process of identifying in which that a new observation to be 
categorized into or belongs to a set of different groups. By learning the training 
dataset, the membership properties of each group can be identified. Information of 
these properties is used to appoint a new observation into a group membership. 
Classification terminology has various definition across different fields of study. In 
machine learning, classification is viewed as supervised and unsupervised learning. 
Supervised learning is a classification procedure in which a set of observations that 
correctly identified are provided, while unsupervised learning such as clustering is 
defined as grouping observations into categories according to their similarity or 
dissimilarity measures without prior information about the number of groups. In 
statistics, classification is considered as hierarchical and non-hierarchical 
clustering. Hierarchical clustering is corresponding to unsupervised learning in 
machine learning terminology. Terminologically, the classification is usually 




Table 1. The differences between Classification and Clustering 
Classification Clustering 
Need a rule to assign observation into 
group 
Group of observation that are close to 
each other (even if no rule) 
Observations have labels Observations have no labels 









Figure 9. Illustration for Clustering 
 
 By seeing Table 1, Figure 8, and Figure 9, it can be easily comparing 
between classification and clustering. 
 
2.6. Support Vector Machine  
 Support vector machine (SVM) is a set of linear separating hyperplanes 
construction that is usually used for classification. A hyperplane which has the 
largest functional margin (distance to the nearest training observation of a class) 
can be a good separation, because the generalization error of the classifier can be 
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reduced by enlarging the margin, illustrated in Figure 10, for two classes 
classification example. 
 
Figure 10. Linear Hyperplane in SVM Classification 
 
 The use of SVM in machine learning classification is very popular because 
of its advantages, such as its computational efficiency for classifying high 
dimensional datasets, memory efficient, and the ability to separate even for non-
linear classes. For these reasons, SVM performance leads to a better classifier. 
2.7. Random Forest  
 
 One of the famous machine learning techniques is Random Forest (RF). 
This technique can be utilized in classification problems, regression, and other field 
of applications [20]. This technique includes decision trees and randomness within 
its mechanism. RF has the ability to conduct feature important rankings in 
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classification problem by statistical permutation test and Gini impurity index.  
 One of the random forest advantages is that it is easier to measure the 
importance of each feature based on its prediction. By looking to the feature 
importance, we can decide which features to select and which features to drop. 
Dropping some features is important in machine learning, because the more features 








Chapter 3  
Data and Method 
 
In this chapter we mostly explain about the datasets that we use in this 
research. We also provide the description of our method how it works 







The datasets that we use in this research come from the work led by T. Wada 
of Division of Infection Control, Kanazawa University, Japan. Some parts of this 
work have been publish by Iwata et al [21].  
From 96 strains of MRSA taken at Kanazawa University Hospital from 1998 
to 2015, DNA sequences have been extracted. DNA sequences from a strain are 
divided into short fragments, then the both terminals of a fragment are read by 
HiSeq 2500, one of the most popular and reliable next generation sequencers. The 
output of the sequencer is a huge amount of fixed length subsequences called short 
reads.  
In this experiment, for each strain we obtained around 6.5 million of short 
reads with the length of 150 base. Using Bowtie 2 software, they are mapped to HO 
5096 0412, the reference genome sequence which we chose. After that, 5,587 Indels 
were detected by using VarScan software. It means that we prepared 96 feature 
vectors with binary values for 5,587 features. At this point, a feature correspond to 
a specific insertion or deletion at a position of reference genome sequence. For 
instance, a feature “581245:T->TTCAGAC” corresponds to an insertion of 
“TCAGAC” right after the “T” at position 581245 of the reference genome 
sequence. For illustration, see Figure 11. 
Since two or more features sharing completely the same pattern of occurrence 
in 96 strains are harmful for classification accuracy, such redundant features are 
unified. Finally, 96 feature vectors with 1,978 unified features have been prepared. 
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About the phenotypes used as class labels to be predicted, a pathogenic phenotype 
(1: developed, 0: latent) is identified for all 96 strains. For another phenotype about 
drug resistance, resistance of each strain to four kinds of antimicrobial drugs 
(Piperacillin (PIPC), Sulbactam/Ampicillin (S/A), Cefazolin (CEZ), and 
Clindamycin (CLDM)) has been tested (1: PIPC, S/A, and CEZ resistant, 0: PIPC, 
S/A, CEZ, and CLDM resistant). Since we could not precisely identify this 
phenotype for two strains, 94 strains were used for predicting the drug resistance 
phenotype. In this context, two features became meaningless and were removed 
since they showed the same value (all zero or all one) for 94 strains. Therefore, 
1,976 unified features were used for predicting drug resistance phenotype. Details 
of two datasets are summarized in Table 2 and Table 3.  
Table 2. Datasets used in this Research 
Dataset 
(phenotype) 
Samples Features Number of Classes 
Pathogenicity 96 1,978 2 
Drug resistance 94 1,976 2 
 
For more explanation about the datasets presented in Table 2, we can see Table 




Table 3. Class Label Information of the Datasets 
Datasets Class 
Labels 
# Samples Class label explanation 
Pathogenicity 0 63 Developed 
 1 33 Latent 
Drug resistance 0 19 PIPC, S/A, and CEZ resistant 
 1 75 PIPC, S/A, CEZ, and CLDM resistant 
 
Abbreviation: 
PIPC   : Piperacillin 
S/A  : Sulbactam/Ampicillin 
CEZ  : Cefazolin 





































As shown in Figure 12, we conduct seven process in this research. Firstly, we 
divide dataset into training and testing datasets by adopting leave-one-out cross-
validation (LOOCV).  
 
Figure 12. Flowchart of Feature Selection Procedure 
 
After dividing dataset into training and testing, we do learning process only on 
training dataset and initially conduct preliminary feature selection via random forest 
in order to reduce computational time. Then, we set sparse logistic regression model 
and estimate the parameters of the model using Cross-Entropy algorithm. By setting 
a threshold to the coefficients (parameter estimates), a subset of features being 
selected. Finally, by appointing these features we do classification on testing dataset 






Chapter 4  
Result and Discussion 
 
In this chapter we provide the way that the datasets generated, the result 






Data analysis in this research is conducted by using MATLAB® R2016b. 
This is a student version software. All steps of data processing utilize this software. 
4.1.1. Main Program 
 
We write some codes to achieve our goals in feature selection. We will 
explain the codes in order to understand how our proposed method works. 
 
 
Figure 13. Code for the main program for feature selection 
 
 As shown in Figure 13, we make a MATLAB code and name it 
‘select.m’ as the main program. By invoking this program, it will be 
automatically invoking all subprograms under this program. This program includes 
‘datsplit’ for data splitting into training and testing datasets, ‘RF’ for random 
forest feature selection, and ‘FeaLoop’ for feature selection via cross-entropy 
method. In ‘FeaLoop’ we conduct feature selection iteratively. In each iteration, 
tic; 
maxit = 5; nobs = nrows(data); 
y_predict = zeros(nobs,maxit); 
nofs = zeros(nobs,maxit); 
nomax = nobs*maxit; 
Featsel = zeros(50,nomax); 
for leave = 1 : nobs 
    datsplit 
    RF 
    NF = length(FeatureS); 
    for iter = 1 : maxit 
        FeaLoop 






we do classification based on the selected features on testing dataset. We keep all 
five-iteration results of the classifications. 
 
4.1.2. Splitting Datasets into Training and Testing 
 
We adopted leave one out cross validation (LOOCV) in our experiment to 
ensure our methods work well. We separate datasets into training and testing 
datasets. As a result, we have training-testing pair datasets as many as the number 
of samples, i.e. 96 for Pathogenicity dataset and 94 for Drug resistance dataset pairs. 
Each training-testing dataset pair, there are 95 training and 1 testing samples for 
Pathogenicity dataset, and 93 training and 1 testing samples for Drug resistance 
dataset. To this process in MATLAB we wrote a function named ‘datsplit.m’. 
the code we made for this function is as follows (Figure 14): 
 
 








[ndata, pdata] = size(data); 
test = leave; 
train  = setdiff(1:ndata, test); 
dataTs = data(test, :); 




4.1.3. Random Forest Feature Selection 
 
Dealing with high dimensional dataset in some circumstance is time 
consuming, especially when adopting LOOCV. To avoid spending too much time 
for eliminating so many unimportant features, we applied random forest method to 
remove zero-importance features from training datasets.  
Table 4. Number of Features after Random Forest Selection 
Dataset  Number of original 
features  
Number of features after Random 
forest selection 
Pathogenicity 1,978 328 
Drug resistance 1,976 520 
 
In MATLAB, implementation of random forest selection can be done by 
invoking the command functions: fitrensemble and 
predictorImportance.  
 
Figure 15. Code for Random Forest Feature Selection 
 
pp = size(dataTr, 2); 
ytrain = dataTr(:,1); 
xtrain = dataTr(:,2:pp); 
md = fitrensemble(xtrain,ytrain); 
im = predictorImportance(md); 
p = pp-1; 
NN = 1:p; 
ND = sort(NN,'descend'); 
IN = [NN' im']; 
INN = sortrows(IN,2); 
IND = [INN ND']; 
INS = sortrows(IND,3); 
importance = INS(:,2); 
feature = INS(:,1); 
idimp = importance>0; 





In this random forest feature selection, we sort the features based on their 
importance. The features which have importance values greater than zero only are 
selected and be used for next feature selection. 
The numbers of selected feature become more reduced from original 
number of features after Random Forest selection, as shown in Table 4. This helped 
us to reduce time of computation from around 5~6 days reduced to less than half a 
day (around 8~10 hours). The code for random forest feature selection named 
‘RF.m’ is presented in Figure 15. 
 
 
Figure 16. Code for Cross-Entropy based Feature Selection 
 
      
FSCE 
FAC 
ma = max(Acc); 
ida = Acc==ma; 
fn = min(NN(ida)); 
NU = fn; 
FF = FeatureS(1:NU); 
BF = BetaCE(1:NU); 
xtest = dataTs(:,FF); 
xtrain = dataTr(:,FF); 
ytest = dataTs(:, 1); 
ztrain = xtrain*BF; 
ztest = xtest*BF; 
model = fitcsvm(ztrain, ytrain); 
yp = predict(model,ztest); 
y_predict(leave,iter) = yp; 
nofs(leave,iter) = fn; 
FF = FeatureS(1:NU); 
BF = BetaCE(1:NU); 
NF = NU; 
nom = (iter-1)*nobs + leave; 





4.1.4. Cross-Entropy based Feature Selection 
 
 We write program for feature selection via cross-entropy algorithm, named 
‘FeaLoop.m’. In this program we incorporate feature selection with classification 
accuracy. Since we employ sparse logistic regression model, feature selection is 
simply by estimating the regression coefficients via cross-entropy algorithm. 
Instead of putting a threshold to pick some selected features based on this regression 
model, we sort the features with regard to their absolute values of coefficients and 
select a subset of some top features which produce the best accuracy performance. 
The code for this procedure is presented in Figure 16. 
 There are subprograms in ‘FeaLoop.m’, ‘FSCE.m’ for conducting sparse 
logistic regression model via cross-entropy algorithm and ‘FAC.m’ for doing 
classification and calculating its accuracy. The codes for ‘FSCE.m’ and ‘FAC.m’ 







Figure 17. Code for Invoking Cross-Entropy Algorithm 
 
 The cross-entropy algorithm is invoked using code in Figure 17, where it is 
containing the program named ‘CDCE.m’. The scripts of ‘CDCE.m’ are presented 
in Figure 18. The output of this program is consisting of the parameter estimates of 
sparse logistic regression, or the coefficients of sparse logistic regression. All the 




rr = 2; 
FeatureS = FeatureS(1:NF); 
x = dataTr(:,1+FeatureS); 
y = dataTr(:,1); 
beta = zeros(rr, NF); 
for r = 1 : rr 
    CDCE 
    beta(r,:) = b; 
end 
bb = mean(beta); 
%bb = b; 
ab = abs(bb); 
BB = bb; 
AB = ab; 
NN = (1:NF)'; 
NS = sort(NN,'descend'); 
MA = [AB' BB' FeatureS]; 
MB = sortrows(MA,1); 
MC = [MB NS]; 
MD = sortrows(MC,4); 
BetaCE = MD(:,2); 













  d = 10; epsilon = 1e-4; N = 100; elite = 15; it = 0; 
  p = size(x,2); alpha = 0.9; 
  b = zeros(1, p); sb = 5*ones(1, p); 
  Q = zeros(N, 1); lambda = 4.5;  
  good = b;  
  while d > epsilon && it<1000 
      it = it + 1; 
      b0 = b; 
      for j = 1 : p 
          best = good(j); 
          bj = b(j) + sb(j)*randn(N, 1);  
          bj(50,1) = best; 
          for k = 1 : N 
              b(j) = bj(k); 
              pi = exp(x*b')./(1+exp(x*b'));  
              logpi = log(pi); log1pi = log(1-pi); 
              penalty = lambda*abs(b)*ones(p,1);  
              ylogpi = y.*logpi; ylog1pi = (1-y).*log1pi; 
              Q(k) = -sum(ylogpi + ylog1pi) + penalty; 
          end 
          L = [Q bj]; L = sortrows(L, 1); 
          bm = L(1,2);  
          balpha = bm*alpha + (1-alpha)*b(j); 
          b(j) = L(1,2); good(j) = L(1,2); 
          sb(j) = std(L(1:elite, 2));   
      end  
      d = sum(abs(b-b0)); 






Figure 19. Code for Classification and Accuracy Calculation 
 
 The classification that is conducted in Figure 19, is not intended for the 
performance. Instead, it is conducted for evaluating the fitness of selected features 
to the class label. ‘x_train’, ‘x_test’, ‘y_train’, and ‘y_test’ are all 
derived from training dataset, so ‘x_test’ and ‘y_test’ do not come from 




Figure 20. MATLAB command for SVM classifier 
 
Acc = zeros(NF, 1); 
for ncum = 1:NF 
    bb = BetaCE(1:ncum); 
    ff = FeatureS(1:ncum); 
    xx = dataTr(:,ff+1); 
    nn = size(xx,1); 
    Z = xx*bb; 
    y_est = zeros(nn, 1); 
    for i = 1 : nn 
        x_test = Z(i,:);  
        x_train = Z(setdiff(1: size(Z, 1), i),:); 
        y_train = y(setdiff(1: size(y,1), i), :); 
        svmodel = fitcsvm(x_train,          
        y_train,'KernelFunction','linear'); 
        [cl, sc] = predict(svmodel, x_test); 
        y_est(i) = cl; 
    end 
    Eval = Evaluate(y, y_est); 




svmodel = fitcsvm(x_train, 
y_train,'KernelFunction','linear'); 




After running all the programs above, the outputs that we extract from the datasets 
would be subset of features and the corresponding coefficients that has been sorted 
according to their magnitude. 
4.1.5. Evaluation 
 
 Finally, we perform evaluation for class label prediction. Write a code 
named ‘FindAcc.m’ to invoke a function called ‘Evaluate.m’, as it can be seen in 
Figure 21 and Figure 22. 
 




Accuracies = zeros(maxit,7); 
for i = 1:maxit 
    Eva = Evaluate(Y, y_predict(:,i)); 
    Accuracies(i,:)=Eva; 
end 
macc = max(Accuracies(:,1)); 
idacc = Accuracies(:,1)==macc; 
accorder = 1:maxit; 
noiter = min(accorder(idacc)); 
R = 'Maximum Accuracy is'; 










Figure 22. MATLAB function to Evaluate Class Label Prediction 
  
 
function EVAL = Evaluate(ACTUAL,PREDICTED) 
 
idx = (ACTUAL==1); 
  
p = length(ACTUAL(idx)); 
n = length(ACTUAL(~idx)); 
N = p+n; 
  
tp = sum(ACTUAL(idx)==PREDICTED(idx)); 
tn = sum(ACTUAL(~idx)==PREDICTED(~idx)); 
fp = n-tn; 
fn = p-tp; 
  
tp_rate = tp/p; 
tn_rate = tn/n; 
  
accuracy = (tp+tn)/N; 
sensitivity = tp_rate; 
specificity = tn_rate; 
precision = tp/(tp+fp); 
recall = sensitivity; 
f_measure = 2*((precision*recall)/(precision + recall)); 
gmean = sqrt(tp_rate*tn_rate); 
  





4.2. Results and Discussions 
4.2.1. Pathogenicity Dataset 
 
Pathogenicity is the capability of infectious bacteria, viruses, and any other 
pathogenic agents to produce disease. This ability is obtained throughout their effort 
to remain survive in other living things as their host. MRSA is also a pathogen that 
can cause many diseases to humankind. The ability to survive and to cause disease 
might come from the ability to produce gene mutation. In this case, the mutations 
are insertion and deletion (INDEL). So, our task is find such mutations that are 
mostly responsible to cause disease. 
Table 5 shows the result of feature selection for Pathogenicity datasets. It 
can be seen at the first line of Table 5 the tuning parameter which is achieve the 
highest performance at the value of 4.5. By applying λ = 4.5 as a multiplier for the 
penalty term in the logistic regression model, we achieve the perfect performance 
with accuracy equals to 100%. This perfect accuracy is achieved by only selecting 
a few number of features, 5.36 averagely.   
Table 5. Experiment Results on Pathogenicity Dataset 
Tuning parameter (λ)  2.0 3.0 4.0 4.5 4.5 
Classification Accuracy 0.9063 0.9583 0.9896 1.0000 0.9896 
Average Number of 
Selected Features 
12.71 12.22 5.73 5.36 3.03 




After providing the accuracy and the number of selected features, we can 
also breakdown to which features are selected. We present the selected features in 
Figure 23.  
 
Figure 23. Top Selected Features in Pathogenicity Dataset 
 
 
As shown in Figure 23, x1 is a feature with the highest positive correlation 
coefficient among the features. This feature (or mutation) always appears in all 
training datasets which means it is the most significant mutation to determine the 
pathogenicity. In contrast, the feature which has the highest negative correlation 
coefficient is x1978. This feature, however, is not among the top selected features. 
Among seven top selected features, only one is a feature with negative correlation, 
while the others to have positive correlation. 
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4.2.2. Drug Resistance Dataset 
 
Drug resistance is a condition where the impact of medication (for example 
antimicrobial) in curing a disease (pathogens or cancer) has been reduced. The 
development of antibiotic drug is usually just for specific molecule (proteins) of 
bacteria. This drug specificity might cause mutation to disrupt or nullify its 
destructive impact and leads to antibiotic resistance. Some organisms called 
‘multidrug-resistant’ can be resistant to more than one antibiotic. By exploring 
Drug resistance datasets, we attempt to find a small group of features (mutations) 
which are highly related to drug resistance. 
As we conduct feature selection on Pathogenicity datasets, we also do the 
same procedure for feature selection on Drug resistance datasets. We also set 
different values of lambda for tuning parameter, and for Drug resistance datasets 
the optimal value for tuning parameter is λ = 3.0 as shown in Table 6. Using this 
optimal lambda, we reach maximum accuracy of 97.87%. It is not completely 
perfect, but yet it is a very reasonable result. The average number of selected 
features for Drug resistance dataset is 4.62. 
Table 6. Experiment Results on Drug Resistance Dataset 
Tuning parameter (λ)  2.0 2.5 3.0 3.5 5.0 
Classification Accuracy 0.9468 0.9681 0.9787 0.9681 0.9574 
Average Number of 
Selected Features 
7.32 5.62 4.62 4.68 3.44 




Figure 24. Top Selected Feature in Drug Resistance Dataset 
 
 The number of selected features in Drug resistance datasets are quite 
balanced between features which have positive correlation and features which have 
negative correlation. As we can see from Figure 24, the relative frequency of feature 
z1 is the highest which means this feature is the most influential one. Of the top 
four selected features, the impact of feature z1 is quite larger compare to the rest 
three other features. Again, we see that the features with strongest negative 





4.2.3. Correlation Based Feature Selection 
 
 One of well-known feature selection methods is the Correlation based 
Feature Selection (CFS). This method assumes that a feature with highly correlated 
with the class label should be a good feature. CFS can be conducted with grid search 
as follows: 
 Calculate the correlation between each feature and class label 
 Sort the features with respect to their absolute values so that both directly 
and inversely correlated features are considered as the candidate of features 
to be selected 
 Through the grid search, we repeat classification and calculate the accuracy 
to obtain a set of selected features with better accuracy 
To show that our proposed method works well for feature selection, we also 
conducted feature selection using CFS proposed by Hase (2015).  In Table 6, we 
present the performances of CFS on two datasets (Pathogenicity and Drug 
resistance) along with our method the Cross-entropy based sparse logistic 
regression (CEFS) for comparison.  
Table 7. Comparison between Correlated based Feature Selection (CFS) and 
the proposed method (CEFS) 
 
Method 
Classification Accuracy (%) 
Pathogenicity Drug resistance 
CFS 92.10 95.50 





As shown in Table 7, the performance of our proposed method applied to 
both datasets based on classification accuracy was almost perfect. In Pathogenicity 
dataset we reached 100% accuracy, while in Drug resistance dataset the accuracy 
was 97.87%. They outperformed the accuracies 92.1% and 95.5% achieved by the 








Chapter 5  
Summary and Future 
Works 
 
In this chapter we summarize the conclusion of this thesis and provides 






One way to understand the relationship between mutations and phenotypes 
in MRSA datasets is by reading the strains using a next generation sequencer. The 
products of this sequencer are a list of thousands mutations recorded. Such datasets 
consist of binary values which have a high level of sparsity (around 80% of values 
are zero). Only a small subset of mutations plays important role on phenotypic 
differences, while the rests are useless and have insignificant influences. Our task 
is to develop and to apply feature selection technique which is suitable for the 
datasets. Feature selection for achieving high classification accuracy is one of the 
main focus in the data analysis for high-dimensional datasets. A powerful technique 
to a typical dataset does not guarantee to be appropriate for another dataset. Many 
techniques have been developed for feature selection of high dimensional datasets, 
especially microarray datasets.  
In this research, we developed a technique called ‘cross-entropy based 
sparse logistic regression’ to analyze MRSA datasets. By applying this technique 
on the datasets we have shown that: 
i. The feature selection method we proposed works well for high 
dimensional binary MRSA datasets and could achieve an outstanding 
performance in two classification tasks. 
ii. For pathogenicity dataset the accuracy reached perfection (100%), while 




iii. The proposed method has a comparable result to other methods, 
especially it outperformed the correlation-based feature selection 




5.2 Future Works 
 
Even though we have shown that our proposed method has an outstanding 
performance, some more improvements are needed toward better achievement.  At 
least we have 3 tasks to be done for our future works: 
 Biological analysis. After finding the most important features in the data 
analysis, we need to consider the mutations themselves, i.e. what kind of 
genes affect the pathogenicity and drug resistance of MRSA.  By knowing 
this, we could recommend some treatments or preventive actions to be done 
upon MRSA infections. 
 Apply to other datasets. Being successful on MRSA datasets, our technique 
should be applied to datasets of different kind of bacteria. 
 Develop the algorithm for improvement.  In case our existing technique not 
suitable to datasets of different kind of bacteria, we need to develop our 
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