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1. INTRODUCTION 
A transformation similar to that used by Sturm [13, pp, 165-1671 for 
ordinary differential equations was used by Riemann [ll; 1953 Dover 
reprint, pp. 172-1741 and DuBois-Reymond [3, pp. 265-272, 295-2961 in 
the study of certain variable coefficient linear hyperbolic partial differential 
equations in two independent variables in various special cases in which 
either, the two Laplace invariants are equal, or alternatively, at least one 
of the Laplace invariants vanishes. [See Eq. (2.14) below for the definition 
of the Laplace invariants.] These same special cases, which are quite restric- 
tive, have been reconsidered by several authors without significant improve- 
ment on the earlier results of DuBois-Reymond (cf. Darboux [2, pp. 23-291 
and Koshlyakov, Smirnov and Gliner [8, pp. 109-l 111). In addition, Agmon, 
Nirenberg and Protter [l] and D. Sather [12] have used certain pseudo- 
integrating factors which are related to the Sturm transformations in obtaining 
various maximum principles for the linear hyperbolic equation in two 
variables with variable coefficients. 
In the present work we show that such Sturm transformations can be 
used conveniently in the general study of the linear hyperbolic equation in 
two variables. We take this equation to be given in the usual canonical form 
as 
*,, + a@, s) u, + W, s) u, + c(y, s> u = f(y, s) (1.1) 
* The work of the second author was done in partial fulfillment of the requirements 
for the degree of Doctor of Philosophy at the University of California at San Diego. 
548 
Copyright 0 1976 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
STURM TRANSFORMATIONS 549 
for a real-valued function u = u(r, s) depending on two real variables r and s. 
The functions a, b, c and f are given functions which are defined for all 
points (I, s) in a suitable domain contained in the (r, s)-plane as specified 
below, where this domain varies from problem to problem depending on the 
type of boundary and/or initial conditions employed. (The present approach 
can also be used to study (1.1) in a Banach space, as indicated for an ordinary 
differential equation in Lemma 4 of Heimes [7].) 
There are two natural (classes of) Sturm transformations for (1.1). These 
transformations lead to Volterra integral equations which are particularly 
convenient in the general study of (1.1) as compared with related, alternative 
Volterra equations which are also appropriate to the study of (1.1). The 
present approach leads easily to all of the classical results for Eq. (1.1) 
concerning the existence, uniqueness, and dependence of solutions on the 
data for all of the usual boundary and/or initial value problems of interest, 
including the Goursat problem and the two-characteristic problem. More- 
over, it is of some importance that the present approach is more direct and 
conceptually simpler than the usual integrating factor (Riemann function) 
approach which is often used to obtain these results in the case of the initial 
value problem. The Sturm transformations also lead easily and naturally to a 
broad collection of comparison results and maximum principles for Eq. (1.1) 
which includes various new results along with (in some cases improvements 
of) certain previous results of Protter and Weinberger [lo] and an improve- 
ment of a result of Sather [12] an various generalizations (and in some cases d 
improvements) of some results of Gloistehn [5] previously obtained by 
different methods. In addition the Sturm transformations are particularly 
useful in the study of various singular perturbation problems for Eq. (1.1) 
in certain cases in which the data depend singularly on one or more 
parameters, such as occur in various overdamped vibration problems such 
as the motion of a vibrating string imbedded in a highly viscous medium, the 
propagation of radiation or gas through a highly absorbing medium, and 
the propagation of electrical signals along a conducting wire of large 
resistance. 
The organization of the paper is as follows. In Section 2 we introduce the 
Sturm transformations for (l.l), and in Sections 3 and 4 we use the trans- 
formations to obtain various classical results for the initial value problem, 
the two-characteristic problem, the Goursat problem, and the signaling or 
radiation problem for (1.1). In these same sections we also list a few of the 
many comparison results and maximum principles which follow directly 
with the Sturm transformations for these same problems. The general 
approach based on the Sturm transformations has a wider range of applica- 
bility extending beyond these specific problems, but these problems already 
suffice to illustrate the general approach, and in any case the present paper 
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is not intended to be exhaustive. In a forthcoming work we apply certain 
of the comparison results of the present paper to a study of certain singularly 
perturbed problems of interest [14]. 
2. THE STURM TRANSFORMATIONS 
For Eq. (1 .l) we consider transformations of the dependent variable of 
the form 
u = sv, v = u/s (2.1) 
for suitable nonzero functions S = S(Y, s). If we insert (2.1) into the dif- 
ferential equation (1.1) we obtain, for v the result 
where the functions 01, /3, y and g are given as 
a = a + (S,jS) 
P = b + (SF/S) 
Y = c + [(ST, + 4 + b&)/S1 
s =flS. 
It is not possible in general to choose a single transformation of the form 
(2.1) so as to eliminate simultaneously both of the first derivative terms 
involving V, and o, in (2.2). H owever, it is possible to choose S so as to 
eliminate either one of these terms by putting either 01 OY @ equal to zero. In 
this way we obtain in turn for S the two results 
S(r, s) = A(r) exp [- c,, a(r, sr) d~r] with 01 =: 0, (2.4) 
or 
S(r, s) = B(s) exp [- LI, b(r, , s) drr] with ,6 = 0, (2.5) 
where A(Y), U(Y) and B(s), p(s) d eno e t “constants” of integration which may 
still depend respectively on Y and s. [It is convenient to include both quanti- 
ties A(Y) and U(Y) in (2.4) and both quantities B(s) and p(s) in (2.3, although 
the quantities A and u can be combined in (2.4) into a single constant of 
integration, and the quantities B and p can be similarly combined.] The 
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choices for S given respectively by (2.4) and (2.5) lead with (2.3) to the re- 
spective transformed equations 
The Eqs. (2.6) and (2.7) can be simplified further with the following 
choices of the quantities A(Y) and B(s), 
(2.8) 
and 
where yO and s,, denote suitable constants which will be chosen below depend- 
ing on the type of boundary and/or initial conditions being considered in any 
given case. The transformed equations (2.6) and (2.7) can now be written 
with (2.8) and (2.9) in the forms 
with the corresponding Sturm transformation 
I s 
s 
u(r, s) = w(r, s) exp - 
(r(T) 
a(~, 4 ds, 
(2.11) 
- J *’ kh , U(Q)) u’(y,> +Q, , &))I dr,l > To 
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=:I?, s) exp /jD~,, WY, j 4 dr, + 1: k4&>, sd + &(s,), 4 p’(~,)l 41 
with the corresponding transformation 
(2.12) 
U(Y, s) = V(Y, s) exp - 
1 s P(S) 
b(r, , s) dr, 
- L MPW 4 + Wds,), ~1) P’WI 41 > 
(2.13) 
where the quantities h and k are the Laplace invariants of the original dif- 
ferential equation (1.10) (cf. Darboux [2]) given as 
h(y, s> = a&, s) + a(~, s) b(y, 4 - c(y> 4 
k(r, s) = b,(r, s) + a(~, s) b(r, s) - C(Y, s). 
(2 14) 
[These quantities h and k are invariant under various transformations of the 
dependent and independent variables.] 
We shall see that the two differential equations (2.10) and (2.12) are parti- 
cularly well suited for further study as compared to other appropriate 
equations of the same general form (2.2). We shall also see that there are 
natural, convenient choices for the functions U(T) and p(s), depending on the 
type of boundary and/or initial conditions being considered. 
3. THE CAUCHY PROBLEM 
We consider the initial value problem for Eq. (1 .l) with given Cauchy 
data specified on a smooth, everywhere noncharacteristic initial curve r in 
(Y, s)-plane. For simplicity we shall only consider in detail the case in which 
the initial curve r is taken to be a given segment (or, possibly all) of the 
straight line Y + s = 0 passing through the origin (see, however, the discus- 
sion at the end of this section), and then it is natural to take the functions p(s) 
and U(Y) in the transformations (2.11) and (2.13) to be defined as p(s) = --s 
and u(r) = -Y, while it is convenient to take the constants Y, and s, to be 
the coordinates of any fixed point (Y ,, , s,,) on r. Hence the Sturm transforma- 
tion (2.11) and (2.13) become respectively 
+‘, s) = v(r, s> exP I- j’ a(~, h> ds, - j’ [-a(~~ , -YJ + b(~, , -yJ] dYl[ 
--T 70 
(3.‘) 
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and 
U(Y, s) = W(Y, s) exp I-- J‘r b(r, , S) dr, - J+’ [a(--~, , sr) - b(--s, , sr)] ~$1 , 
--s so 
(3.2) 
where (3.1) leads to the transformed equation (2.10) with u(r) = -r, and 
(3.2) leads to the transformed equation (2.12) with p(s) = -s. With these 
transformations we can replace the given initial value problem for u with 
two related, equivalent problems for the resulting two equations (2.10) and 
(2.12). 
For brevity we shall only consider in detail the transformed problem for 
Eq. (2.12), and for this purpose we rewrite the appropriate version of (2.12) 
here as 
with 01 and g, given in this case as 
where the invariants h and K are given by (2.14). The given initial data for u 
can be transformed with (3.2) so as to provide consistent initial values for ZI, 
v,, and v, along the initial curve r. 




v,(Y, s) = zlr(y, -4) exp - +, ~1) 4 
-7 1 
+ fr [W, $4 +, 4 + VP, 4 exp [ - [I 4~~ 4 b] 4 , (3.5) 
and then this last equation can be integrated with respect to r from Y = -s 
to r to give the Volterra integral equation 
v(y, 4 = P(Y, 4 + j-;s.c, V s; ~1, $1) %, ~1) ds, dy, (3.6) 
where the functions p and V are given as 
V(y, s; Yl , 1 - s ) VQ ,sd exp [ - Is1 4y1 ,4 d%] (3.7) 
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and 
p(r, s) ~~ v(-s, s) + I’ V,(Y, ) 4,) exp [- J‘I 
* --s 
(3.8) 
These functions p and V are entirely specified by the data for all points (7, S) 
in the characteristic triangle of influence of the given initial curve r. 
The Sturm transformation (3.2) is responsible for the fact that no integrals 
involving v, and v, occur in the integral equation (3.6). This greatly simplifies 
the study of (3.6) as compared with related integral equations which have 
customarily been used in the study of the hyperbolic differential equation 
(1.1) (cf. Goursat [6] or Garabedian [4, pp. 11&119]). 
Uniqueness for the solution of the initial value problem follows directly 
from (3.6) by a standard argument since, if v* is the d#erence of two solutions, 
we find from (3.6) the estimate 
where M denotes any suitable upper bound on 1 V / , and then (3.9) leads 
directly to the estimate 
I v*(r s)l 5 Mj I r + s 12j 
(W! 
max I v* / 
for any j = 1, 2, 3 ,..., from which the asserted uniqueness follows directly 
upon letting j + 00. 
Existence also follows by a standard argument from (3.6) since (3.6) can be 





W, s;y1 , sl), forj = 1 
z 
’ ST ’ W’, s; r2 , s2> Vj-,(r, , s,;rl , sl) ds, dr, forj = 2, 3,.... T>* s1 
(3.12) 
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The usual calculation shows that the series (3.11) converges absolutely and 
uniformly (on compact subsets) under mild conditions on the coefficients 
of (1.1) and then the usual results concerning the existence of solutions and 
the dependence of solutions on the data follow directly from (3.10). 
The resolvent kernel (3.11) is, of course, closely related to the usual 
Riemann function for the hyperbolic equation. For example, in the case 
a = b = 0 and c = constant (with h = K = -c), it follows directly from 
(3.11) and (3.12) that v*(r, s; r 1 , sl) = -cJo(2[c(r - rl) (s - s~)]~/~) where 
the Bessel function J,, is the usual Riemann function in this case. However, 
the present approach is more direct and conceptually simpler than the usual 
Riemann function approach. 
Various comparison results and maximum principles for (1.1) follow 
directly with (3.10), and we list a few of them here. As before we take r to 
be a given segment of the line r + s = 0, and we denote by D the set of all 
points (r, s) with r + s 2 0 and such that both of the auxiliary points (r, -r) 
and (-s, s) are points of l? [The region D is the characteristic region of 
influence of r in the half-plane r + s 2 0.1 We shall suppress the required 
regularity conditions on the data in the statements of the following results. 
The reader can think of the data functions a(r, s), h(r, s), and v,(r, -r) as 
being continuous, and v(r, -r) as being continuously differentiable, although 
weaker conditions will suffice. 
LEMMA 3.1. Let .P be a segment of the line r + s = 0, let v(r, s) satisfy the 
equation vrS + a(r, s) a, - k(r, s) v = q(r, s) in the region D = {(r, s): 
r + s 2 0, (r, -r) E r, (-s, s) E r>, let v(r, s) and h(r, s) be nonnegative in D, 
and let v and v, be nonnegative on P. Then v(r, s) and v,(r, s) are nonnegative 
everywhere in D. 
Proof. Since k(r, s) is nonnegative in D, it follows from (3.7), (3.11) and 
(3.12) that V*(r, s; rl , 1 s ) is nonnegative for all points (r, s) and (rl , sI) in 
D with rl 2 Y and s, 5 s. Similarly it follows from (3.8) that p(r, s) is non- 
negative in D because of the known nonnegativeness of the forcing term ‘p 
and the initial values v and v, . These results along with (3.10) yield the 
asserted result for v, namely v 2 0 in D, and this result can be used with 
(3.5) to obtain similarly the remaining result v, > 0 in D. This completes the 
proof of the lemma. 
It is easy to construct examples (e.g. with constant data) for which the 
conclusions of the lemma fail to hold if any one of the given quantities K(r, s), 
v(r, s), V(Y, -r), or vr(r, -r) are allowed to take on negative values. Hence the 
conditions of the lemma are sharp. 
The Sturm transformations (3.1) and (3.2) along with Lemma 3.1 and the 
analogous result obtained by interchanging r and s in Lemma 3.1 now yield 
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directly the following global comparison theorem for the hyperbolic equa- 
tion (1.1). 
THEOREM 3.1. Let r he a segment of the line r $ s = 0, let U(Y, s) satisfy 
the equation u,, + a(r, s) u,. + b(r, s) u,~ A- c(r, s) u =f(r, s) in the region 
D = {(I, s): Y + s 2 0, (r, -r) E r, (-s, s) E T}, and let the forcing term f 
be nonnegative in D. If, furthermore, the Laplace invariant b, + ab - c is 
nonnegative in D and if the values of u and u, + bu are nonnegative on r, then u 
and u, + bu are nonnegative everywhere in D. On the other hand if the Laplace 
znvariant a, + ab ~ c is nonnegative in D and if the values of u and u, + au 
are nonnegative on T, then u and u, + au are nonnegative everywhere in D. 
Theorem 3.1 is a modified version of an earlier result of Gloistehn [5, 
pp. 391-3921. Our nonnegativity conditions on the initial data seem more 
natural than those of Gloistehn in the sense that our initial inequalities pro- 
pagate unchanged into the region, whereas those of Gloistehn do not. More- 
over our nonnegativity conditions on the data are broader in the sense that 
our conditions follow automatically from those of Gloistehn, but not con- 
versely. Finally, the above proof is more direct and elementary than the 
proof given by Gloistehn. However, Gloistehn also handles certain semi- 
linear hyperbolic equations. 
The fact that Theorem 3.1 yields inequalities for both u and u, + bu (or 
for u and u, + au) is important and useful in the study of certain singular 
perturbation problems for (1.1) as will be shown in a forthcoming work. By 
way of comparison, Protter and Weinberger [lo, pp. 199-2071 have used 
different methods to obtain certain related, though different, results for the 
Cauchy problem which only yield an inequality for u. 
Various maximum and minimum principles for (1 .l) follow directly from 
Theorem 3.1, but we shall mention only one. For example, if there is a 
constant m such that there holds f 2 cm in D and u, + bu 2 bm and u 2 m 
on r, and if there hold b, + ab - c 2 0 and b ( 0 in D, then Theorem 3.1 
can be applied to the function u - m, and we conclude the results u > m 
and u, + bu 2 bm in D. But then the condition b < 0 can be used with these 
last results to obtain u, 2 b(m - u) 2 0 in D, so that u increases with 
increasing r along any line s = constant. It follows that the minimum value of u 
in D is achieved on the initial line r. 
Finally, we give now a new local comparison result which holds in a 
neighborhood of the initial line whenever the difference of the two Laplace 
invariants is of one sign. [This condition on the difference of the two invariants 
replaces the previous conditions of Theorem 3.1 concerning the sign of the 
separate invariants.] An entirely different local comparison result for the 
Cauchy initial value problem has been given by Protter [9]. 
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THEOREM 3.2. Let D, denote the region defined as D, = ((r, s): 
0 < Y + s < m> for any given positive number m. Let U(Y, s) satisfy the hyper- 
bolic equation u,, + a(r, s) u, + b(r, s) u, + c(r, s) u = f(r, s) in the region 
D, let the forcing term f be nonnegative in D, and let the initial values of u, 
u, + bu, and u, + au be nonnegative along the line r + s = 0. Furthermore let 
the invariant quantity h - k = a, - b, be everywhere of one sign in D, with 
either 
OY 
---co < -15 a, - b, 2 0 for allpoints (Y, s) in D (3.13) 
0 5 a, - b, 5 1 < 00 for all points (r, s) in D, (3.14) 
for some fixed constant 1. Then there holds u(r, s) 2 0 at least for all points 
(r, s) in D, where the positive number m can be taken to be the unique positive 
solution of the equation 
Io(2m[n]1/2) = 1 + e-lm (3.15) 
where I, denotes the usual Bessel function I,,(x) = J,,(ix) and where n denotes 
an upper bound on the absolute value of, the respective Laplace invariant 
b, + ab - c or a, + ab - c in D in the respective cases in which (3.13) or 
(3.14) hold. [The inequalities (3.13) and (3.14) need only hold in some region 
containing D, .] 
Proof. We consider first the case in which (3.13) holds, and in this case 
we use the Sturm transformation (3.2) to replace the original problem for u 
with the corresponding, related problem for v involving Eq. (3.3). The 
transformation (3.2) along with the given nonnegative initial conditions on u 
imply for v the results 
v(r, s) 2 0, v&, s) 2 0, 
and 
Vu,(T, s) 2 0 for Y + s = 0, 
while (2.14), (3.13), and (3.4) imply the result 
(3.16) 
--I( OI(Y, s) < 0 in D. (3.17) 
Similarly, the nonnegative condition on f along with (3.4) imply 
v(r, s) 2 0 in D. (3.18) 
One sees directly now with (3.8), (3.16), (3.17), and (3.18) that p is nonnega- 
tive, 
p(r, s) 2 0 in D, (3.19) 
409/56/3-5 
558 SMITH AND WEINSTEIN 
and moreover p is monotone increasing in the sense that there hold p, 25 0 
and p, 2 0 in D, from which we find the result 
P(% > G) i p(c s> for ri 5 7 and s, 5 s (3.20) 
for all (rr , sr) and (r, s) in D. It follows now from (3.10), (3.19), and (3.20) that 
there holds 
v(y, 4 2p(y, 4 11 - f j“ I I/*(~, s; yl , d 4 dyl/ (3.21) 
--s -T1 
everywhere in D. The desired result (v 2 0, and hence also u 2 0) will 




1 V*(Y, s; rl , s,)l ds, dr, I I. (3.22) 
--s 4.1 
In order to obtain the required inequality (3.22) we begin with the 
inequality 
I V( r, s; rl , s,)l 5 ne’(“+ (3.23) 
which follows directly from (3.7), (2.14), and (3.17), where n denotes an 
upper bound in D on K = 6, + ab - c. The inequality (3.23) holds for all 
points (r, s) and (yr , si) in D with y1 < r and sr < s. It follows directly 
from (3.23), (3.1 l), and (3.12) that there holds 
1 v*p, s; r1 , Q ( nel(4 f My - ;Ii’,; - 41 (3.24) 
j=O 
for s1 ( s and r1 ( Y, and then (3.24) implies the result (for points (r, s) and 
(G ,sJ in % with rr _( Y and sr < s) 
= ezm[- 1 + 1,(2rf~n~/~)]. (3.25) 
The required inequality (3.22) now follows directly from (3.25) with m 
determined by (3.15). This completes the proof if (3.13) holds. 
If (3.14) holds, we use the other Sturm transformation (3.1). The proof is 
similar in this case, and we omit the details. 
Finally we remark that the present approach can be used equally well to 
study the Cauchy problem for a more general (noncharacteristic) initial 
curve I’ given by an equation I = R(s) for any suitable (monotonic) function 
R with inverse S(Y) = R-l(r) so that I’ can be given also as s = S(Y). [In the 
previous discussion above we would take R(s) = -s and S(Y) = -r.] In the 
more general case we would take p(s) = R(s) and U(Y) = S(r) in the Sturm 
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transformations (2.11) and (2.13), while we again take (us, ss) to be any 
fixed point on r. The integral equation (3.6) is replaced with the equation 
where p is now given as (compare with (3.8)) 
(3.27) 
and V(Y, s; rl , sr) is again given by (3.7) except that 01 is replaced both in 
(3.7) and in (3.27) with (compare with (3.4)) 
s 
T oI(Y, s) = 
R(s) 
P(y, , 4 - k(y, 41 dy, .
The solution of (3.26) is given explicitly as (see (3.10)) 
u(y, s) = p(y, s) + j;(,, c, ) V*(y, s; ~1 9 ~1) P(Y, 9 4 4 dr, (3.28) 
1 
where V*(Y, s; rl, sl) is again given by (3.11) and (3.12). The derivation 
and/or verification of this result (3.28) makes use of the two-dimensional 
Euler-Fubini result for interchanging the orders of the repeated integra- 
tions which occur. 
4. THE TWO-CHARACTERIST~GOURSAT, ANDSIGNALINGPROBLEMS 
We turn now to the two-characteristic problem for Eq. (1.1) with the 
values of u specified on two intersecting characteristic segments which 
we take without loss to be the segments r, and r, of the positive Y- and s-axes 
given respectively as I’, = {(Y, s): s = 0, 0 < Y < Y*} and r, = {(Y, s): Y = 0, 
0 < s < s*} for any given positive numbers Y* and s*. We take r. = s,, = 0 
in the Sturm transformations (2.11) and (2.13), and in this case it is natural 
to take p(s) = 0 and U(Y) = 0. Hence the transformations become 
respectively 
and 
U(Y, S) = 2)(Y, S) eXp I- jos U(Y, Sl) dS, - 1’ b(Y, , 0) dYl/ 
0 
(4.1) 
U(Y, s) = V(Y, s) exp - 
I J 
’ W, , $1 dy, - j’ 40, ~1) ds,l , (4.2) 
0 0 
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where (4.1) leads to the transformed equation (2.10) with U(Y) = 0 and r0 := 0, 
and (4.2) leads to the transformed equation (2.12) with p(s) = 0 and s0 := 0. 
With these transformations we can replace the given problem for u with two 
related, equivalent two-characteristic problems for the resulting two equa- 
tions (2.10) and (2.12). 
For brevity we again consider in detail only the transformed problem for 
Eq. (2.12), and for this purpose we rewrite (2.12) here as 
VT, -t a(r, 4 v, - k(r, s) v == I&, s) (4.3) 
with a~ and v given in this case as 
a(~, s) = .c ’ [h(r, , s) - k(r, , s)] dr, 0 
(4.4) 
where the invariants h and k are again given by (2.14). 
The Eq. (4.3) can be integrated once with respect to s from s = 0 to s 
to give 
q.(r, s) = v,(Y, 0) exp [- 6 ol(r, sr) dsl] 
+ Jo’ 
(4.5) 
PO-, 4 VP> 4 + dr, 41 exp [ - [: +, 4 1 
4] 4 . 
and then this last equation can be integrated with respect to Y to give (com- 
pare with (3.3)) 
v(r, 4 = P(T, 4 + ~o’/os V, s; ~1 , ~1) z.‘(rl , ~1) 4 dr, 
where the function I/ is given again by (3.7), and p is given as 
(4.6) 
(4.7) 
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where the last equality here follows by integration by parts along with the 
result a(0, s) = 0 (see (4.4)). The functions p and Ir are entirely specified 
by the data for all points (r, s) in the first quadrant with 0 < s < s* and 
0 I r <r*. 
Just as for the initial value problem, uniqueness for the two-characteristic 
problem follows directly from (4.6) by a standard argument, and existence 
is again obtained easily by successive approximation, with the unique solution 
given as (see (3.10)) 
with v* given by (3.11) and (3.12). [The formula (4.8) gives an explicit 
representation for the Riemann function with a suitable choice for the 
function p.] The usual results concerning the dependence of solutions on 
the data follow directly from (4.8). 
Various comparison results and maximum properties for the two-charac- 
teristic problem for (1 .l) follow from (4.8) and (4.2), and we shall list a few 
here. [Again we suppress the smoothness requirements on the data in the 
statements of the following results.] 
THEOREM 4.1. Let r, and r, be the segments of the Y- and s-axes given as 
rl = {(I, s): s = 0, 0 ( r < r*} and r, = {(Y, s): Y = 0,O < s < s*> for any 
given positive numbers r* and s*, let u(r, s) satisfy the equation u,, + a(r, s) u, + 
b(r, s) u, + C(Y, s) u = f(r, s) in the region D = {(Y, s): 0 5 r ( r*, 0 2 s < s*}, 
and let the forcing term f be nonnegative in D. If, furthermore, the Laplace 
invariant b,S $- ab - c is nonnegative in D and if u is nonnegative on r, while 
u, + bu is nonnegative on I’, , then u and u, + bu are nonnegative everywhere 
in D. On the other hand if the invariant a, + ab - c is nonnegative in D and if u 
is nonnegative on I’, while u, + au is nonnegative on r, , then u and u, $- au are 
nonnegative everywhere in D. 
The proof of Theorem 4.1 follows directly from the Sturm transformations 
(4.1) and (4.2) along with similar arguments as in Section 3. For example 
if there holds u 2 0 on r, and u, + bu 2 0 on I’, , then it follows with (4.2) 
that ~(0, s) and v~(Y, 0) are nonnegative for 0 5 s < s* and 0 < Y < Y*. If 
furthermore f and b, + ab - c are nonnegative in D, then it follows from 
(4.7), (3.7), (3.11), and (3.12) thatp and V* are nonnegative, and then (4.8) 
implies that v is nonnegative in D. This result along with (4.5) gives the 
additional result v, 2 0 in D, and then these results along with (4.2) imply 
the desired inequalities u 2 0 and u, + bu 2 0 in D. We omit the details 
in the other case involving the other Laplace invariant. [It is again easy to see 
that Theorem 4.1 is sharp in the sense that the conclusions can fail to hold if 
any one of the assumed nonnegativity conditions is violated.] 
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Theorem 4.1 is a slightly improved version of an earlier result obtained 
by different methods by Protter and Weinberger [IO, pp. 22772281. The 
assumptions of Protter and Weinberger agree with those of Theorem 4.1, but 
Protter and Weinberger only conclude that u is nonnegative, whereas we 
also obtain the nonnegativity of u,. $ bu or u, + au. Gloistehn [5, pp. 401 
4021 has also obtained a result closely related to Theorem 4.1. [The remarks 
following Theorem 3.1 are again relevant here.] 
In Theorem 4.1 we can replace the nonnegativity condition on u, -I~ bu 
( or on u,, -1. au) with the conditions u > 0 on r, , ~(0, 0) =.= 0, and a,. .:L b, 
in D (or u 2 0 on I’, , ~(0, 0) = 0, and a, < b,% in D), and we can still 
conclude the result u 2 0 in D. Indeed, it follows from the second representa- 
tion of (4.7) along with (2.14) that p is again nonnegative under these modified 
conditions, and the stated result then follows as before. 
\-arious maximum and minimum principles for the two-characteristic 
problem for (1.1) follow directly from Theorem 4. I. For example, if there is a 
constant m such that there holds f > cm in D with u, + bu 2 bm on I’, and 
u>m on r,, and if in addition there holds b,s j- ub ~ c > 0 in D, then 
Theorem 4.1 can be applied to the function u ~ m, and we conclude the 
results u 2 m and u, + bu 2 bm everywhere in D. If moreover there holds 
b < 0 in D, then we find in addition the result u,. 2 b(m --- u) 2 0 in D, so 
that u is an increasing function of r for each fixed S. Hence in this case the 
minimum value of u in D is achieved on r, . (These results taken together 
constitute a refined and slightly strengthened version of an earlier result of 
Protter and Weinberger [lo, p. 2281). 
Finally we state here (one version of) an interesting, new local comparison 
result for the two-characteristic problem which is similar to Theorem 3.2. 
THEOREM 4.2. Let D, denote the region in the first quadrant defined as 
D,, = {(r, s): Y 2 0, s > 0, YS < m2} for any given positive number m. Let 
U(Y, s) satisfy the equation u,, + a(~, s) u, + b(r, s) IA,< + c(r, s) u -.f(r, s) in 
the$rst quadrant D, let the forcing term f (Y, s) be nonnegative in D, and let the 
boundary values of u,(r, 0) + b(r, 0) u(r, 0) and u,(O, s) + ~(0, s) ~(0, s) be 
nonnegative along the respective Y- and s-axes, with ~(0, 0) 2 0. Furthermore 
let the invariant quantity a, - b,? be bounded and everywhere of one sign in Zl, 
with either 
-CC < -11 a, - b, < 0 for all (r, s) in D (4.9) 
OY 
0 5 a, - 6, < 1 < CQ for all (Y, s) in D, (4.10) 
for some fixed nonnegative constant 1. Then there holds u(r, s) 2 0 at least for 
all points (Y, s) in D, where the positive number m can be taken to be the positive 
solution of the equation L,,(2mn1~2) = I + eezm2 (compare with (3.15)). 
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The proof of Theorem 4.2 is similar to the previous proof of Theorem 3.2. 
For example, if‘(4.9) holds, we again find the results (cf. (3.16)) o,(r, 0) 2 0 
and w,(O, s) 2 0, with ~(0, 0) 2 0, from which we find also that ~(r, 0) 2 0 
and ~(0, s) 2 0. It follows that p(r, s), p+.( Y, s , and ps(y, s) are all nonnegative, ) 
and we find from (4.8) that (see (3.21)) 
From (4.9), (4.4), and (2.14) it follows that 0 < --01(r, s) < ZY and then 
0 I - j’ a(yl , s2) ds, I ZY(S - sJ 
“1 
for all points (Y, s) and (Y r , sr) in D with rl 2 r and sr < s. Hence in this 
case we find from (3.7) the result 
/ Vf(Y, s; Y1 , s,)l 5 nez’(s-s’) [?z(Y - Yl) (s - sl)]j-‘/[(j - 1)!]2, 
from which we find (compare with (3.24)) 
I V*(r, s; Y1 , sl)l 5 nezTs f (n~s>j/(j!)', 
j=O 
which leads to the estimate (compare with (3.25)) 
’ J”j ’ / V*(Y, s; y1 , s,)] ds, dr, 5 ezTs gl $$ 0 0 
m (n?n”)j 2 elm2 1 - 
j=l (i!)” 
for all points (Y, s) in D, . The remaining details of the proof are the same 
as in the proof of Theorem 3.2 and are omitted here. 
The same approach based on the Sturm transformations can be used to 
study other problems for (1.1) such as the Goursat problem and the signaling 
or radiation problem. We state the following two theorems which shall play 
useful roles in a forthcoming study of various singular perturbation problems 
for overdamped wave equations [14]. 
THEOREM 4.3 (Comparison Theorem for a Goursat Problem). Let r, and 
I’, begiwen as rl = ((r, s): s = 0,O 2 I 5 r*} and I’, = {(r, s): 0 5 s = T 5 Y*} 
for any givenpositiwe number Y*, let u(r, s) satisfy the equation u,, + a(~, s) II, + 
b(r, s) II, + C(Y, s) u = f (r, s) in th e re g ion D = ((r, s): 0 5 s s Y 5 r*}, and 
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let the forcing term f be nonnegative in D. If, furthermore, the Laplace invariant 
b, + ab - c is nonnegative in D, and ;f u is nonnegative on r, while u, + bu 
is nonnegative on I, , then u and u, + bu are nonnegative everywhere in D. On 
the other hand if the Laplace invariant a, + ab - c is nonnegative in D, and ;f 
u is nonnegative on T, while u, + au is nonnegative on I2 , then u and u, + au 
are nonnegative everywhere in D. 
The proof of Theorem 4.3 follows the same pattern as the previous proofs 
of Theorems 3.1 and 4.1, and is omitted here. An earlier result of Gloistehn 
[5, pp. 397-3981 for certain semilinear hyperbolic equations is very close to 
Theorem 4.3 in the present linear case, although our result has certain 
advantages in this case as indicated in the discussion following Theorem 3.1. 
(For example, Gloistehn’s results cannot be used to obtain our Theorem 4.4 
which follows.) 
Theorem 4.3 yields various maximum and minimum principles for the 
Goursat problem which are similar to the minimum principles discussed 
following Theorem 3.1 and 4.1. We shall not include these here. In the 
present case these results are related to a similar, though different, result of 
Agmon, Nirenberg and Protter [l] which involves slightly different conditions. 
It is also possible to use the present approach to obtain a local comparison 
result for the Goursat problem which is analogous to the results of Theorems 
3.2 and 4.2, but we omit this result here. We can also extend the present results 
to a more general Goursat problem in which the present noncharacteristic 
boundary curve r, is replaced with a suitable more general curve given as 
r = R(s), but we also omit these details here. [See the remarks at the end of 
Section 3.1 
Finally, we give the following result for a one-point boundary-initial value 
problem for (1.1) with Cauchy data specified on an initial noncharacteristic 
curve r, and with the values of u alone specified on a boundary noncharac- 
teristic curve r, , where, for simplicity, we take r, and r, to be given as 
r, = {(r, s): 0 5 -s = r 5 r*} and I’, = {(I, s): 0 2 s = r 5 r*} for some 
given arbitrary positive number r *. We only consider smooth solutions here, 
and so we require the usual consistency conditions on the data at r = s = 0. 
The existence and uniqueness of solutions to this problem follow as usual, 
and we shall only list here the following comparison result. 
THEOREM 4.4 (Comparison Theorem for a Signaling Problem). I, and 
r, be given as in the previous paragraph, and let u(r, s) satisfy the equation 
u,, + a(r, s) u, + b(r, s) us + c(r, s) u = f(r, s) in the region D = ((r, s): 
0 5 / s 1 5 r 5 r*}. If the forcing term f and the Laplace invariant b, + ab - c 
are nonnegative in D, and if the initial values of u and u, + bu are nonnegative 
on I’, while the boundary values of u are nonnegative on r, , then u and u,. + bu 
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are nonnegative everywhere in D. If in addition the Laplace invariant 
a, + ab - c is nonnegative in D and if u, + au is nonnegative on I’, and r, , 
then u, + au is nonnegative everywhere in D. 
Proof. We write D = D, U D, with D, = {(r, s): 0 5 -s 5 r 5 Y*} and 
D, = {(I, s): 0 5 s 5 Y 5 r*}. From Theorem 3.1 we obtain the result 
u 10 and u, + bu 2 0 in D, , and then Theorem 4.3 leads to the same 
results in D, . If, in addition, there holds a, + ab - c 2 0 in D and 
u, + au 2 0 on r, and rs , then Theorem 3.1 gives u, + au 2 0 in D, , and 
then Theorem 4.3 gives the same result in D, , completing the proof of the 
theorem. 
Theorem 4.4 is a strengthened version of an earlier result of D. Sather 
[12, p. 1451. Our nonnegativity conditions on the initial data are more 
natural than those of Sather in the sense that our initial inequalities propagate 
unchanged throughout the entire region, whereas those of Sather do not. 
Moreover our result is broader in the sense that our conditions on the data 
follow from those of Sather, but not conversely. Just as in Section 3 the 
present boundary curves r, and r, can be replaced with more general curves 
given respectively as r = R,(s) and Y = R,(s) for suitable functions R, and 
R, , but we omit these details here. 
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