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1
We organize this paper as follows. In §1, we shall describe basic features of our method of calculation, which is repeated applications of partial summation. In §2, we shall study the r-th symmetric power L-function L (r) (s, ∆) attached to ∆. Since the cases r = 1, 2 are discussed in [Y2] , we shall exclusively treat the cases r = 3, 4. In §3, we shall study the L-functions attached to modular forms of half integral weight. These L-functions do not have Euler products. Naturally the Riemann hypothesis fails for them; we shall find many zeros off the critical line, though major part of zeros lie on the critical line. We shall also calculate the location of these zeros off the critical line. Though there is some hope to find relations among zeros of L-functions of two modular forms which are in the Shimura correspondence, no explicit results came out so far.
In §4, we shall study L-functions attached to Hecke characters of non-A 0 type of real quadratic fields. D.A. Hejhal showed great interest to make experiments in this case, since coefficients are non-computable combinatorially; hence there is a slight possibility that the Riemann hypothesis may break down for these Lfunctions. We have made experiments on 44 cases summarized in Table 4 .3; so far no counterexamples are found.
In §5, we shall study the Artin L-function attached to a 4-dimensional nonmonomial representation of Gal (Q/Q). In §6, we shall discuss the controle of error estimates in our calculation. In §7, we shall consider the explicit formula for the L-function attached to a modular form of weight 8 with respect to Γ 0 (2). We shall compare both sides of the explicit formula numerically. In §8, we shall present sample programs to compute values of L-functions, which may be convenient for the reader. In §9, we shall formulate a conjecture which emerged during the process of our experiments.
Most of sections have attached tables to show results explicitly. Concerning actual computations, we have used "UBASIC " created by Y. Kida. (It was not available when we wrote [Y2] .) The calculation was done by personal computers which are not necessarily so fast. However our experiments extended over long time (about three years) and UBASIC is quite fast (compared with some other softwares) for numerical calculations, the author thinks that our tables are fairly extensive.
A motivation in these calculations has been to find non-trivial "functorial" properties which may exist among zeros of L-functions, as was hinted in [Y1] . Though our experiments are not successful in this regard, conjectures stemmed from them are formulated in §9.
We can pursue these calculations still further. The topics which may be included in this paper are: 1) The Hasse-Weil zeta functions of algebraic curves, for example y 2 = x 5 − x + 1.
2) The Dirichlet series
nα − [nα] − 1/2 n s studied by Hecke [H] , where α is a real irrational number. 3) Applications to Riemann-Siegel type formulas.
4) Calculations of critical values of L-functions.
Our results on these topics are still fragmentary, so the full discussion should be postponed to future occasions.
Notation. For a complex number z, we denote by ℜ(z) (resp. ℑ(z)) the real (resp. imaginary) part of z. The letter q stands for exp(2π √ −1z) when it is clear from the context. For modular forms, we follow the notation in Shimura [Sh1] . §1. An overview on our method of calculations Let (1.1) L(s) = ∞ n=1 a n n −s be a Dirichlet series which is absolutely convergent when ℜ(s) > σ for some σ > 1. In this paper, we shall consider only such L(s) which can be analytically continued to the whole complex plane as an entire function and satisfies a functional equation of the form (1.2) R(k −s) = κR(s).
Here κ is a constant of absolute value 1, k > 0,
with N > 0, b i > 0, c i ∈ C. We note that (1.2) is equivalent to
if a n ∈ R, c i ∈ R for all n and i. Put κ −1 = κ 2 1 with some κ 1 ∈ C. By (1.2), we have
Take any δ > 0. For T > 0, let N (δ, T ) denote the number of zeros of R(s) counted with multiplicity in the domain
Let D be the rectangle whose vertices are −δ, k + δ, k + δ + iT , −δ + iT and let C denote the contour ∂D taken in positive direction. By the argument principle, we have
assuming that neither zeros nor poles of R(s) lie on C. Let C 1 denote the portion of C from k/2 to k/2 + iT . By the functional equation (1.2), we obtain
where ∆arg denotes the variation of the argument on C 1 , i.e., from
We note that ϑ(T ) can be computed in high precision very easily using Stirling's formula (cf. [WW] , p. 252) combined with the relation Γ(s + 1) = sΓ(s). We obtain
Now let us consider the case when R(s) has zeros in (−δ, k + δ). Let r denote the number of zeros of R(s) i.e., of L(s), in this interval counted with multiplicity. Then (1.7) holds with the modification
Here ∆(arg L(s)) is counted by dividing C 1 into a finite number of paths removing real zeros of L(s) and summing the variations of the argument of L(s) on each of them. The validity of (1.8) can be seen by modifying C by small semi-circles which detour the real zeros of L(s). Throughout the paper, to compute L(s), we shall employ our method given in [Y2] , which is repeated applications of Abel's partial summation. Set
n recursively by
n . Then we have
N+1 .
As we have seen in [Y2] , in several cases, S
N seems to approximate L(s) amazingly well when we choose N and l sufficienly large. In the succeeding sections, we shall present various types of L-functions which can be treated in more or less similar fashion. The efficacy of our method seems to depend strongly on the arithmetical nature of the coefficients a n of a Dirichlet series L(s).
We shall conclude this section by technical remarks concerning actual computations of S (l) N . As the first step, we should construct a table of a n . For Dirichlet series considered in this paper, this step can be achieved rather easily. Since we can compute S n very small when l increases. Therefore it is indispensable to perform the actual computation in high precision. For u (l) n , the following formula (1.11) should preferably be used than to compute it directly from the definition.
(1.11)
If we replace ∞ k=l by L k=l , the error is less than 2
2 and has the Euler product
with α p , β p ∈ C, where X is an indeterminate. For a positive integer r, we define an Euler product
which converges absolutely when ℜ(s) >
It is conjectured that L (r) (s, f ) can be analytically continued to the whole complex plane as an entire function and satisfies a functional equation. The conjectural functional equation of L (r) (s, f ) takes the following form (cf. Serre [Se] ). If r is odd, put r = 2m − 1,
If r is even, put r = 2m, (2.4)
where δ = 0 (resp. 1) if m is even (resp. odd). Then the functional equation
is predicted. A quick way to see (2.6) is as follows. Let M f be the motive of rank 2 over Q attached to f . We see that the Hodge realization of M f corresponds to the two dimensional representation
GL(2) −→ GL(r + 1) be the symmetric tensor representation of degree r and put ρ r = σ r • ρ. Then we find
where t denotes the transfer map from W R,C to R × . The gamma factor and the constant ǫ r of the functional equation can be calculated as the usual gamma factor and the constant attached to the representation ρ r of W R,C ; hence we obtain (2.2) ∼ (2.6).
We refer the reader to Shahidi [Sha1] , [Sha2] for what are known on these symmetric power L-functions, in more general cases.
Let
. The calculation of zeros of L (r) (s, ∆) for r = 1, 2 is given in [Y2] . We consider the case r ≥ 3. To compute L (r) (s, ∆), we modify our summation method slightly in the following way. Fix r, choose v = v r > 0 and set
and define s
n recursively by (1.9). We set S
n . It turns out that a suitable choice of v depending on r yields good results. We can interpret this as the neutralization of the effect of extremely large value of s (l) n and extremely small value of u (l) n . As the first example, let r = 3. We take v = 8. For s = 17 + it, t = 20, the values of Table 2 .1. In Table 2 .2, we give the values of t n the n-th zero of L (3) (s, ∆), s = 17 + it on the critical line for 0 ≤ t ≤ 40. Next we apply our summation method to L (4) (s, ∆) taking v = 12. For s = 45 2 + it, t = 10, the values of
are given in Table 2 .3. In Table 2 .4, we give the values of u n the n-th zero of L (4) (s, ∆), s = 45 2 + iu on the critical line for 0 ≤ u ≤ 20. We can see, by the same technique as will be given in §3 and §4, that the Riemann hypothesis holds for L (3) (s, ∆) (resp. L (4) (s, ∆)) in the range 0 ≤ ℑ(s) ≤ 40 (resp. 0 ≤ ℑ(s) ≤ 20 ) and that the zeros 17 + it n (resp. 45 2 + iu n ) are simple. §3. Modular forms of half integral weight
(1 − e(nz)).
By Shimura, [Sh2] , (4.1), we have
Then f and g are in the Shimura correspondence; L(s, f ) and L(s, g) can be analytically continued to the whole complex plane as entire functions and satisfy the functional equations
This example is described in detail in [Sh2] , §4. For t > 0, let ϑ f (t) (resp. ϑ g (t)) denote the variation of the argument of 2 s/2 (2π) −s Γ(s) (resp. 2 s (2π) −s Γ(s)) from 4 to 4 + it (resp. 9/4 to 9/4 + it). For L(s, f ), s = 4 + it, t = 100, the values of
are given in + it, t = 100, the values of
are given in Table 3 .2. By our method, we can compute zeros of L(s, f ) and of L(s, g) on the critical line with sufficient accuracy observing sign changes of e iϑ f (t) L(4+it, f ) and e iϑ g (t) L( 9 4 + it, g). In Table 3 .3, we list the n-th zero t n of L(s, f ), s = 4 + it in the range 0 ≤ t ≤ 100. In Table 3 .4, we list the n-th zero u n of L(s, g), s = 9 4
+ iu in the range 0 ≤ u ≤ 100. Now let us examine the Riemann hypothesis for L(s, f ). We see f (iy) > 0 for y > 0 by the product expansion of the η-function. By the integral representation
we see that L(s, f ) > 0 for s > 0. For T > 0, let N (T ) denote the number of zeros of L(s, f ) counted with multiplicity in the domain
By (1.7) taking δ = 1/2, we have
, we have shown this fact above. For L 2 , this fact can be proved as in [Y2] , §4. For L 3 , we divide it into 150 small intervals and appeal to our heuristic calculation. We have observed
Thus we conclude that the Riemann hypothesis holds for L(s, f ) when 0 ≤ ℑ(s) ≤ 100. All the zeros are simple. Now let us consider zeros of L(s, g). We have g(iy) > 0 for y > 0 since θ(iy) > 0, η(iy) > 0 for y > 0. By the integral representation
By (1.7) taking δ = 2, we have
Here ∆arg(L(s, g)) denotes the variation of the argument of L(s, g) along the line segments
Take T = 100. Then we have π −1 ϑ g (100) = 79.1885 · · · . Dividing L 2 and L 3 into small intervals, we have observed π −1 ∆(argL(s, g)) = 0.8114 · · · . Thus we obtain N (T ) = 80. On the otherhand, we have obtained only 54 zeros on the critical line. Therefore, assuming that these zeros are simple, there must exist 13 zeros in the right-hand side of the critical line: 9/4 < ℜ(s) ≤ 17/4, 0 ≤ ℑ(s) ≤ 100. These zeros, together with those in 100 ≤ ℑ(s) ≤ 150, are given in Table 3 .5.
Our method of calculation of these exceptional zeros is as follows. Let us consider a box B given by
By the argument principle, we can determine whether L(s, g) has a zero incide B or not. First we find a box B in which L(s, g) has zeros by trial and error. Then dividing B into sub-boxes and applying the principle above successively, we can obtain a good approximation for a zero inside of B.
4
The Riemann hypothesis does not hold for L(s, g). This should be of no surprise since L(s, g) does not have an Euler product.
We shall study one more example of modular forms of half integral weight. For k ≥ 1, put
Then we have δ ∈ S 13/2 (Γ 0 (4)) (cf. Kohnen-Zagier [KZ] , p. 177) and δ corresponds to ∆(z) = η(z) 24 ∈ S 12 (SL(2, Z)) under the Shimura correspondence. The values of c(n) can easily be computed by
where
Then we have δ 0 ∈ S 13/2 (Γ 0 (4)) and
Then we have
Hence we obtain the functional equations for the entire functions R(s, h ± ):
We have computed zeros of L(s, h ± ) on the critical line ℜ(s) = 13/4 in the range 0 ≤ ℑ(s) ≤ 100. The results are given in Table 3 .6. There u ± n denotes the n-th zero of L(s, h ± ) for s = 13 4 + iu. In Table 3 .7, we also list zeros of L(s, h ± ) not on the critical line which are searched in the region 13/4 < ℜ(s) ≤ 25/4, 0 ≤ ℑ(s) ≤ 100; ρ ± i denotes a zero of L(s, h ± ). It is a very interesting phenomenon that L(s, h − ) has much more zeros outside of the critical line compared with L(s, h + ). §4. L-functions attached to Hecke characters of infinite order of real quadratic fields
In this and the next section, we shall study two types of L-functions which are closely related to algebraic number fields. We can still apply our method of calculation described in §1 efficiently. However the situation changes drastically. The repeated application of partial summation does not yield good results beyond rather limited number of times. Thus our calculation cannot be as accurate as in the case of modular forms treated in §2 and §3.
Let k be a real quadratic field. For simplicity, we assume that the class number of k is 1. Let D be the discriminant and ǫ be the fundamental unit of k. Let k × A denotes the idele group of k. For a finite place v of k, let k v denote the completion of k at v and O v denote the ring of integers of k v . Since k is of class number 1, we have
where v extends over all finite places of k. Let χ = v χ v be an unramified unitary Hecke character of k × A . Let σ 1 (resp. σ 2 ) be the identical (resp. non-identical) isomorphism of k into R and let ∞ 1 (resp. ∞ 2 ) be the corresponding archimedean place of k. As unitary characters of R × , χ ∞ 1 and χ ∞ 2 take the following form:
where m j = 0 or 1, v j ∈ R. By (4.1), we see that χ is completely determined by χ ∞ 1 and χ ∞ 2 . Since χ is trivial on k × , we must have
, which is the group of units of k. Therefore we have
It is easy to see that (4.3) is a necessary and sufficient condition for χ, which is determined by χ ∞ 1 and χ ∞ 2 , to be a Hecke character of k 
Let χ * be the associated ideal character of k. If (α), α ∈ k × is a prime ideal, we have, by definition
A denotes the idele whose (α)-component is α and all the other components are 1. Hence we have
Then the functional equation is (cf. Weil [W] , Langlands [LL] )
, we can put (4.6) in the form of (1.2):
We get
Hence χ * ((d)) −1/2 R(s, χ) takes real or pure imaginary values on the critical line according as m = 0 or 1. We also note that we may assume v 2 = 0 without losing any generality since the choice of v 2 can be taken into account as the shift of the variable s. Then, if m = 0, we have v 1 = −2nπ/ log ǫ with n ∈ Z by (4.4). We denote this Hecke character by χ n . By (4.5), we have
If m = 1, by (4.4), we have v 1 = −2nπ/ log ǫ or v 1 = −(2n + 1)π/ log ǫ with n ∈ Z according as N (ǫ) = 1 or N (ǫ) = −1. We denote this Hecke character by χ ′ n . By (4.5), we have
As our first example, we take k = Q( √ 2). We have ǫ = √ 2 + 1, (d) = ( √ 2) 3 , |D| = 8. We are going to study L(s, χ 1 ) applying our summation method. For s = 1 2 + it, t = 15 and 50, the values of
are given in Tables 4.1a and in 4.1b respectively. Here
. From this table, it is evident that R j 's for higher j do not give good results. We can judge, from the values of |I j |, R 2 gives the best result, then R 3 , R 1 in this order. We must be more cautious than in §2 and §3 about the accuracy of the value e iϑ 0 (t) L(s, χ 1 ). For example, let t = 15. We empirically judge that e iϑ 0 (t) L(s, χ 1 ) = 2.17375 with error ≈ 10 −5 from R 2 and I 2 . We have constructed Table 4 .2 in which zeros on the critical line ℜ(s) = 1/2 are listed in the range |ℑ(s)| ≤ 30. Here, for n ≥ 1, t n (resp. t −n ) denotes the n-th zero of L(s, χ 1 ), s = 1/2 + it on the critical line for 0 ≤ t ≤ 30 (resp. 0 ≤ −t ≤ 30).
Let us examine the Riemann hypothesis for L(s, χ 1 ) in the range 0 ≤ ℑ(s) ≤ 100. We have observed 84 sign changes of e iϑ 0 (t) L( Taking δ = 1/2 in (1.7) , we get
+ iT ] for any µ > 0. Take T = 100 and µ = 1. We have π −1 ϑ(100) = 84.8864 · · · . Hence if we can show −π < ∆arg(L(s, f )) < 0, then we can conclude that N (100) = 84. For L 1 , we divide it into 15 intervals. We observed that L(s, χ 1 ) moves from 0.3482 + 0.0712 √ −1 to 0.8011 + 0.0969 By (4.11), we should have
The error is about 6.7 × 10 −3 and this is much bigger than the usual error inherent in our calculations. The reason is that L(s, χ 1 ) takes rather small value at 1 2 + 100 √ −1 ; such an error can be made much smaller in the following way. We take T = 101. We have observed 86 sign changes of e iϑ 0 (t) L( with error less than 10 −4 . In Table 4 .3, we have listed 44 examples of L(s, χ n ) for which we made experiments in the range 0 ≤ ℑ(s) ≤ T ; N (T ) denotes the number of zeros of L(s, χ n ) in the domain 0 < ℜ(s) < 1, 0 ≤ ℑ(s) ≤ T . We found that all zeros in the ranges of Table 4 .3 lie on the critical line and are simple. §5. Artin L-functions Let k be the minimal splitting field of the irreducible polynomial 
. We can compute L p (s, ρ) as follows. First we assume that a prime number p is unramified in k, i.e., p = 19, 151. Then we see easily that
Here σ p denotes the Frobenius conjugacy class of p and {τ } denotes the conjugacy class of τ ∈ S 5 . Let p = 19 or 151. Let I p denote the inertia group of a prime factor p of p in k. By definition, we have
Here V denotes the representation space of ρ, V I p the subspace of I p -fixed vectors and σ p a Frobenius of p which is determined modulo I p . Since k is unramified over k 0 , it is obvious that |I p | = 2, I p Gal(k/k 0 ) ∼ = A 5 . Hence we may assume that I p is generated by (12) choosing a suitable p lying over p. Let D p denote the decomposition group of p. Then D p ⊲ I p and D p /I p is generated by σ p mod I p . We have
where N S 5 (I p ) denotes the normalizer of I p in S 5 and S 3 denotes the permutation group on three letters {3, 4, 5}. Let p = 19. Then
13 is the factorization of f (X) mod p into irreducible factors in (Z/pZ) [X] . Therefore the residue field extension O k /p of Z/pZ contains the cubic extension of Z/pZ, where O k denotes the ring of integers of k. Hence we immediately obtain D p /I p ∼ = Z/3Z and that σ p may be taken as (345) ∈ S 3 . Now we find easily that
is the factorization of f (X) mod p into irreducible factors in (Z/pZ) [X] . By a similar consideration as above, we find that D p /I p ∼ = Z/2Z and that σ p may be taken as (34) ∈ S 3 . We obtain
Let f (ρ) denote the Artin conductor of ρ. We easily obtain
For example, let p = 19 and p be as above. We have shown Gal(
. We find that the restriction of ρ to D p splits into a direct sum of four one dimensional representations of D p such that three of them are unramified and one is ramified. Hence the exponent of 19 in f (ρ) is 1. We take an isomorphism σ of k into C and let c ∈ Gal(k/Q) ∼ = S 5 be the restriction of the complex conjugation to k. Then c ∈ Gal(k/k 0 ) ∼ = A 5 . Hence c is conjugate to (12)(34) in S 5 . Let Gal(C/R) be identified with the decomposition group c of the archimedean place of k which corresponds to σ. The restriction of ρ to Gal(C/R) splits into a direct sum of two trivial representations and two non-trivial representations. Therefore the Gamma factor to go with L(s, ρ) is given by (cf. Langlands [LL] )
Since ρ is equivalent to its contragredient, we have the functional equation
where κ = ±1 is the Artin root number attached to ρ. Let ψ be the additive character of Q A /Q such that
where Fr denotes the fractional part of x. By a theorem of Langlands, we have
with the ǫ-factor defined in [LL] . By the above considerations, we easily get
Hence we obtain
The values of
for L(s, ρ), s = 1 2 + it, t = 5 are given in Table 5 .1. Here
In Table 5 .2, we give the values of u n , the n-th zero of L(s, ρ), s = 1 2 + iu on the critical line for 0 ≤ u ≤ 10.
§6. Estimation of errors in our calculations
The most serious defect of our method of calculation is that we do not have rigorous controle of error estimates. In previous sections, we regarded the magnitude of ℑ(e iϑ(t) S (l) N ) (resp. ℜ(e iϑ(t) S (l) N ) ) as a rough measure of errors from the true value, when e iϑ(t) L(σ + it) should be real (resp. pure imaginary). In this section, we shall present several data which support this practice.
Suppose that the functional equation (1.2) for L(s) holds. Then we have e iϑ(t) L(k/2 + it) ∈ R, t ∈ R where ϑ(t) = arg(κ 1 N s m i=1 Γ(b i s + c i )), s = k/2 + it in the notation of (1.4). Take 0 < t 1 < t 2 so that e iϑ(t) rotates on the unit circle exactly once when t moves from t 1 to t 2 . We expect that max t 1 ≤t≤t 2 |ℑ(e iϑ(t) S (l) N )| can be used as the measure of errors. More explicitly, it seems plausible that
In examples below, we use ℜ(S (p) M ) as a substitute for L(k/2 + it) taking large M and p (except for in Example 6), and examine the ratio of two terms in (6.1) for S (l) N taking relatively small N and l. The results are given in Table 6 .1. Example 1. We take the primitive form f ∈ S 8 (Γ 0 (2)) and consider the Lfunction L(s, f ), s = 4 + it. When t moves from 97.9 to 100, e iϑ(t) rotates on the unit circle approximately once. We calculated the ratio r for 1 ≤ N ≤ 6, dividing [17.5, 20] into 25 intervals of length 0.1. In this example, we have normalized ϑ(t) as in §2 so that e iϑ(t) L (3) (17 + it, ∆) is pure imaginary.
Example 4. We consider the L-function L (4) (s, ∆), s = 45/2 + it, attached to the fourth symmetric power representation of GL(2). When t moves from 7.2 to 10, e iϑ(t) rotates on the unit circle approximately once. We calculated the ratio We take the new form f ∈ S 8 (Γ 0 (2)) treated in §3. Let π be the irreducible unitary automorphic representation of GL(2, Q A ) which corresponds to f . We have
where L f (s, π) denotes the finite part of the Jacquet-
be the Euler product of L f (s, π). For p = 2, the Euler 2-factor degenerates so that α 2 = −1/ √ 2, β 2 = 0. For p = 2, we have |α p | = |β p | = 1 by the RamanujanPetersson conjecture proved by P. Deligne. We have the explicit formula
for x > 1. Here ′ means that the term (α n p + β n p ) log p should be multiplied by 1/2 when p n = x; ρ extends over zeros of L f (s, π) such that 0 < ℜ(ρ) < 1. This formula can be shown in the usual way as in Ingham [In] , p. 77-80. The last term
which is equal to , − 11 2 , · · · . Now it seems very interesting to compare both sides of (7.1) numerically using the zeros of L(s, f ) given in Table 3 .3. We approximate
with t n given in Table 3 .3. We have
To obtain these values, we simply applied our repeated abel summation technique as before, though more rigorous evaluation could be made in this case.
In Figure 7 .1, we drawed the graphs of the "step function" In this section, we shall present a few sample programs to compute L(s, f ), f ∈ S 8 (Γ 0 (2)) (cf. §3). All programs, which are ready to be executed, are written in UBASIC created by Y. Kida. Let
Using Program A, we can compute a n for 1 ≤ n ≤ M for any M , 1 ≤ M ≤ 10 4 . From line 50 to 150, the coefficients
From line 160 to 220, the coefficients (L) . From line 270 to 390, the expansion of η(z)η(2z) is raised to the eighth power; the final result will be stored in the data file "wt8 ".
Program B computes the value of e iϑ f (t) L(4 + it, f ) for t = 100. To save the space, this program gives the values of e iϑ f (t) S (l) N for N = 2000, 0 ≤ l ≤ 40. By point 15 command (line 20), UBASIC gives the precision to the 70-th digit. From line 300 to 580, the value of e iϑ f (t) will be computed and stored in the variable THE. The calculation proceeds as follows. We have
We also have
By these formulas, it suffices to compute log Γ(z + 100) for z = 4 + it. We have the asymptotic expansion (cf. [WW] , p. 252)
where B r denotes the r-th Bernoulli number. In (8.1), we use the terms up to r = 10. We can get an approximation of e iϑ f (t) which is accurate at least to the 40-th digit (cf. [WW] , p. 252).
From line 660 to 740, the values of
are computed. From line 770 to 1020, the values of S (l) N are computed for 1 ≤ l ≤ 40 using (1.10) and (1.11). We use the approximation
The error from the truncation by 100 is negligible (cf. §1). The variable U (K) stands for (−1)
; the variable Co stands for
In the line 1000, X = S In this section, we shall discuss a few conjectures which emerged during the process of experiments: No non-trivial coincidences of zeros of two L-functions attached to two non-equivalent irreducible λ-adic representations of Gal(Q/Q) are found. We shall use the framework of automorphic representations of GL(n, Q A ) to formulate this fact in more general case.
Let π be an irreducible unitary cuspidal automorphic representation of GL(n, Q A ). The contragredient representationπ to π is equivalent to the complex conjugate representationπ of π and we have the functional equations:
Let ω π be the central character of π.
A where |x| A denotes the idele norm of x. We can find a t ∈ R so that ω π ν it is a character of Q × A of finite order. Since ω π ν it is the central character of π ⊗ (ν it/n • det) and
, we may assume, without losing substantial generality, that ω π is of finite order.
Conjecture 9.1. Let π 1 and π 2 be irreducible unitary cuspidal automorphic representations of GL(n, Q A ) with the central characters ω π 1 and ω π 2 . We assume that π 1 is not equivalent to π 2 and that ω π 1 and ω π 2 are of finite order. Then L(s, π 1 ) and L(s, π 2 ) have no common zeros in the critical strip 0 < ℜ(s) < 1 except for s = 1/2.
Remark. If we replace Q by an algebraic number field, the assertion is obviously false.
As a variant of 9.1, we can formulate a conjecture on L-functions of motives. Let E be an algebraic number field of finite degree. Let M 1 and M 2 be motives over Q with coefficients in E of pure weights w 1 and w 2 , of ranks n 1 and n 2 respectively. We assume w 1 = w 2 and put w = w 1 . Fix an embedding σ of E into C and let L(s, M 1 ) (resp. L(s, M 2 )) be the L-function of M 1 (resp. M 2 ) with respect to σ. For a finite place λ of E, let ρ i : Gal(Q/Q) −→ GL(n i , E λ ), i = 1, 2 be the λ-adic representation obtained from the λ-adic realization of M i . We assume meromorphic continuation of L(s, M i ), i = 1, 2 to the whole complex plane.
Conjecture 9.2. Assume that ρ i , i = 1, 2 are absolutely irreducible and that ρ 1 is not equivalent to ρ 2 for a finite place λ of E. Then L(s, M 1 ) and L(s, M 2 ) have no common zeros in the critical strip Remark. The condition on ρ i implies that M 1 and M 2 are simple motives with coefficients in Q. D. Blasius observed that the analogous conjecture for motives over a finite field is true under the Tate conjecture (cf. Milne [M] , p. 415, Proposition 2.6). 3.92420393248 −9.9 × 10 
