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ABSTRACT
Rendering an animation in a global illumination framework is a very costly process. Each frame has to be computed with high
accuracy to avoid both noise in a single frame and ickering from frame to frame. Recently an efcient solution has been
presented for camera animation, which reused the results computed in a frame for other frames via reprojection of the rst hits
of primary rays. This solution, however, is biased since it does not take into account the different probability densities that
generated the different contributions to a pixel. In this paper we present a correct, unbiased solution for frame reuse. We show
how the different contributions can be combined into an unbiased solution using multiple importance sampling. The validity
of our solution is tested with an animation using path-tracing technique, and the results are compared with both the classic
independent approach and the previous unweighted, biased, solution.
Keywords: Animation, Ray tracing, Path reuse, Global illumination, Path tracing
1 INTRODUCTION
In global illumination an image can be computed by
tracing paths from the eye (or observer position) trough
the pixels that compose the image plane towards the
surfaces of the scene. In the path-tracing technique,
from the hit point in the scene a random walk is fol-
lowed, gathering the energy at every new hit point. The
main drawback of these Monte Carlo random walks is
the high number of paths needed to obtain an accept-
able result. To obtain an animation or a sequence of
frames in a global illumination framework with produc-
tion quality, we need to cast many rays per pixel. Each
frame has to have high accuracy to avoid both noise in
the frame and flickering from frame to frame. An effi-
cient solution to reduce this cost has been presented for
camera animation [9]. Computation for one frame is
reused for other frames via reprojection of the first hit
of the eye ray to neighbour eyes positions. Although
very computationally efficient, this solution is biased,
as it does not take into account the different probabil-
ity densities that generated the different contributions
to a pixel. In this paper we improve on this solution
by presenting an unbiased method for frame reuse. Our
approach is a follow-up of previous research on path
reuse [2, 17, 16]. We show how the different contri-
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butions can be combined to an unbiased solution using
multiple importance sampling [20]. We test our solu-
tion with an animation using the path-tracing algorithm
for global illumination, and compare it with a classic
independent solution and the previous unweighted, bi-
ased, technique. Although the results are shown in this
paper for the path-tracing algorithm, the validity of our
technique is general.
This paper is organized as follows. In the next sec-
tion we will refer to previous work on reusing frames in
animation and on reusing paths in the context of radios-
ity and global illumination. Path-tracing is also shortly
revisited. The theoretical foundation and algorithms of
our techniques for reusing frames are presented in sec-
tion 3. In section 4 details about the implementation
and costs of our algorithm are explained. In section 5
results are presented that illustrate the benefits of our
technique, and in the last section we present the con-
clusions and future work.
2 PREVIOUS WORK
2.1 Path-tracing algorithm
Random walks are a Monte Carlo common tool to solve
second kind Fredholm integral equation [15, 7, 12]. For
instance, they are used in global illumination and ra-
diosity [1, 5] to solve the rendering equation [11]. Path-
tracing [11], distributed ray-tracing [4], bidirectional
path-tracing [13, 20], photon map [10] and Metropolis
[22] are main global illumination techniques using ran-
dom walk. In the path-tracing technique (see Fig.1a)
an image is computed by tracing paths from the eye
(or observer position) trough the pixels that compose
the image plane towards the surfaces of the scene. To
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avoid a huge variance, from each hit point ray(s) are
directed towards the light sources to gather light. The
random walk can be terminated upon different termina-
tion conditions. Russian roulette is the most used ter-
mination technique. At a hit point, we decide at ran-
dom whether to terminate or follow the path. Another
possibility is to accumulate the albedos of visited hit
points and stop when the accumulated albedo is below
a given threshold. Path-tracing is a general, unbiased
simple technique to compute global illumination, rela-
tively easily to implement and very much appropriate
to test improvements in global illumination, although
more sofisticated techniques have been introduced like
Metropolis and bidirectional path-tracing. On the other
hand, shooting random walk solves the adjoint equation
by simulating the trajectories of photons from the light
sources, and hybrid methods like bidirectional path-
tracing combine both shooting and gathering. The cost
of a random walk simulation is mainly the cost of com-
puting the next hit point, that is, the point visible from
the old hit point in the sampled direction.
The main drawback of these Monte Carlo random
walks is however the high number of paths needed to
obtain an acceptable result. As the variance of the es-
timators is proportional to N−1 with N the number of
paths, it makes necessary the use of many paths, of the
order of millions, to obtain an acceptable noiseless im-
age. This is still more dramatic in an animation com-
putation, due to the high number of frames to be com-
puted. Thus achieving some sort of path reusing can
reduce the computational cost.
2.2 Reusing paths
Bidirectional path-tracing [13, 20] can be considered as
the first attempt to reduce the cost by reusing paths.
This method joins sub-paths belonging to the same
pixel or to the same source point. However, the idea
of the reuse of full paths and for different states (i.e.,
pixels, patches or light sources) was first presented by
John Halton in [6] in the context of the random walk
solution of an equation system. This technique was ap-
plied by Bekaert et al. in the context of path-tracing
in [2, 16] (see Fig.1a), combined with multiple im-
portance sampling [21, 20] to avoid bias. Pixels were
grouped in tiles, and paths belonging to a pixel in the
tile were reused for the other pixels in the tile from the
second hit point of the path. A speed-up of one order
of magnitude was reported for fairly complex scenes.
Havran et al. [9] presented the reuse of paths in a walk-
through, that is, when the observer changes position.
Paths cast from one observer position were reused for
other neighbor positions. Their technique admitted mo-
tion blur and they applied it in the context of bidirec-
tional path-tracing. Although obtaining a high speed-
up, the method remained biased as the samples were
not weighted with the respective probability. In the
radiosity context Besuievsky [3] used the same set of
lines to expand direct illumination from different light
source positions. The source positions were packed in a
bounding box and lines crossing this box expanded the
power of all intersected positions. The drawback of this
method is that lines are wasted if the source positions
are not tightly packed. Moreover, this method is only
valid for diffuse sources. Recently path-reuse has been
applied to light source animation in [17, 18, 14].
3 FRAME REUSE
In this section the theoretical framework of our algo-
rithm is introduced. We first introduce the basic native
estimators, then we show how we can estimate the radi-
ance from a different eye and finally how the radiance
estimators obtained with paths from different eyes can
be combined by multiple importance sampling.
3.1 Estimating the native radiance
In global illumination we are interested in the integrals
Lo(i) =
∫
Ai L(p)dp where Ai is the area of pixel i, and
L(p) is the radiance from visible scene point x that
reaches the observer at point o through point p in pixel
i . Introducing a change of integration variable [19] we
obtain
Lo(i) =
∫
S
L(x→ o)G(o,x)Vi(x)
cos3 θi
f 2 dx, (1)
where the integration extends over all scene surface
points S, θi is the angle between the normal of the
screen plane and direction ω(x → o) at the center of
the pixel i, and f is the focal distance, i.e. the distance
from o to the plane of the screen. Vi(x) takes the value
of 1 if x is visible through the pixel i and 0 otherwise.
The geometric factor G(o,x) is defined as
G(o,x) = vis(o,x)cos(Nx,ω(x→ o))d2(x,o) (2)
where vis(o,x) is 1 if x and o see each other and 0 oth-
erwise, Nx is the normal at point x, ω(x → o) is the
direction from x to o, and d(x,o) is their distance. The
radiance L(x → o) comes from the global illumination
equation [11]:
L(x→ o) = Le(x→ o)+∫
Ω ρ(ω in,x,x→ o)L(x,ω in)cos(Nx,ω in)dω in
(3)
where Le(x→ o) is the self emitted radiance, ρ(ω in,x,x→
o) is the bidirectional reflectance distribution (brdf)
function at point x, incoming direction ω in 1 and outgo-
ing direction x→ o. L(x,ω in) is the incoming radiance
to x in direction ω in.
1 In fact, the true incoming direction is −ω in, but we use the opposite
one to keep the reciprocity in the brdf.
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Figure 1: (a) Reusing a path from the second hit point, y, for a single observer O, creating thus the new path
O,x′,y, . . . at the cost of the visibility test vis(x′,y). (b) Reusing the path from observer O for observer O′, at the
cost of the visibility test vis(O′,x).
Substituting (3) into (1), and dropping constant terms
and self-emission 2, we obtain
Lo(i) =
∫
S
∫
Ω
G(o,x)Vi(x)ρ(ω in,x,x→ o)
L(x,ω in)cos(Nx,ω in)dω indx (4)
Primary estimator L̂o(i) for Lo(i) is obtained by select-
ing a point x with probability poi (x) and then direction
ω in with probability p(ω in;x,x→ o). An unbiased esti-
mator for L(x,ω in), ̂L(x,ω in), can be obtained by any
suitable technique, for instance by the random walk
path-tracing technique. Thus
L̂o(i) =
G(o,x)Vi(x)ρ(ω in,x,x → o) ̂L(x,ω in)cos(Nx,ω in)
poi (x)p(ω in;x,x → o)
(5)
With importance sampling we select probabilities
poi (x) ∝ G(o,x)Vi(x)
and
p(ω in;x,x→ o) ∝ ρ(ω in,x,x→ o)cos(Nx,ω in)
Inthis case the estimator becomes:
L̂o(i) = a(x,x→ o)Ωi ̂L(x,ω in) (6)
where Ωi (solid angle subtended by pixel i) and a(x,x→
o) (albedo) are the probabilities normalization constants.
Estimator (5) is the unbiased native estimator for a
pixel, that is, the one obtained by sending rays from
the observer through the pixel.
2 Self emission can be easily dealt with separately.
3.2 Estimating the radiance from a differ-
ent eye
Consider now a different observer o′ (see Fig.1b). This
observer will see x through a different pixel, j. We can
obtain a (biased) estimator for Lo′( j) reusing the value
obtained for the radiance at x with estimator ̂L(x,ω in)
(this comes to reusing the path from x supposing the
estimator is a random walk, see Fig. 1b). The estimator
for pixel j from eye o′ obtained with a ray started from
eye o is given by the following expression:
̂Lo′ ,i( j) = G(o′,x)Vj(x)ρ(ω in,x,x → o′) ̂L(x,ω in)cos(Nx,ω in)
poi (x)p(ω in;x,x → o)
(7)
Note that the probabilities used in the denominator are
the native probabilities used to find point x from eye o
through pixel i, but they should be normalized with re-
spect to pixel j as seen from eye o′. We have then to
normalize poi (x) with respect to the new eye. Let us
drop the assumption that probability poi (x) depends on
pixel i as seen from o and through which the ray was
generated (this is an approximation, considering pixels
on a spherical screen). The corresponding normaliza-
tion condition should be fulfilled∫
S
po(x)V j(x)dx = 1 (8)
where V j(x) = 1 if point x is visible from o′ trough pixel
j and 0 otherwise. Suppose now that we distribute eye
rays from o with probability proportional to G(o,x). To
obtain probabilities po(x) we have to find the normal-
ization constant given by the integral:
I =
∫
S
G(o,x)V j(x)dx (9)
Integral (9) can be interpreted as the solid angle from
o that sees the portion of the scene seen from the solid
angle subtended by pixel j from eye o′ (Ω j), see fig.
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Figure 2: Here is shown in a graphical way the interpre-
tation of equation (9). Ω j is the solid angle subtended
by pixel j, and I is the solid angle through which eye o
sees what eye o′ can see through Ω j.
2. Observe that when o = o′ integral (9) is equal to
Ω j. Integral (9) is not known and computing it (using
Monte Carlo integration) would require sending a lot of
rays from o and comparing the visible or unoccluded hit
points from o′ to the total unoccluded+occluded. Lack-
ing this information, we make the assumption that we
have no visibility problems. Thus, given hit x from
o obtained with probabilities proportional to G(o,x),
and taking into account that without occlusions ∆Ω j =
G(o′,x)∆S and ∆I = G(o,x)∆S, the normalization con-
stant (9) is approximated by
I ≈
Ω jG(o,x)
G(o′,x)
(10)
Expression (10) is used to normalize poi and estimator
(7) (having dropped the dependence on the pixel i) thus
becomes
̂Lo′ ( j) = G(o′ ,x)ρ(ω in,x,x→o′) ̂L(x,ω in)cos(Nx,ω in)G(o′ ,x)
Ω jG(o,x)
G(o,x)p(ω in;x,x→o)
=
Ω jρ(ω in,x,x→o′) ̂L(x,ω in)cos(Nx,ω in)
p(ω in;x,x→o)
(11)
and for a diffuse hit point ρ (and thus neither p) de-
pends on the incoming eye ray, thus it becomes simply
̂Lo′( j) = Ω jL̂(x) (12)
where L̂(x) is the estimated radiance from hit point x.
3.3 Combining paths
In [9] an unweighted combination of estimators of kind
(5) and (7) was done, resulting in a biased estimator.
We present now a strategy that gives an unbiased esti-
mator. For each pixel and frame, we keep accumulated
radiance value and native ray estimators (among many
other data useful for our computation, see 4.3) gen-
erated with probability poi (x)p(ω
in;x,x → o)). When
hits from neighbour frames can be reused for this pixel
(suppose estimator ̂Lo, j(i), generated with probability
po jj (x
j)p(ω in, j;x j ,x j → o j)), we combine them using
multiple importance sampling with the native estima-
tor. This gives the new unbiased estimator:
L̂o(i) = ∑
j
po jj (x
j)p(ω in, j;x j,x j → o j) ̂Lo, j(i)
∑k po
k
k (x
j)p(ω in, j;x j,x j → ok)
(13)
We show now how this estimator is applied.
For the sake of simplicity, and without loss of gener-
ality, consider only two observers O1 and O23. In this
case estimator (13) becomes estimator (14) for observer
O1, using the approximation (12) for the estimator and
also (9) for the normalization constant in the weights.
We have taken the approximation that all pixels subtend
the same solid angle. Remember also that the visibility
boolean function is included in the G function. Con-
sider first the particular case for diffuse hit pixels.
L(O1) = G(O1,x1)
G(O1,x1)+G(O2,x1)
G(O1,x1)
G(O2,x1)
L(x1)
+
G(O2,x2)
G(O1,x2)
G(O2,x2)
G(O1 ,x2)
+G(O2,x2)
L(x2)
= 12 L(x1)+
1
2 L(x2)
(14)
Thus approximation (10) for the normalization con-
stant leads to the simple unweighted estimator when we
deal only with diffuse hits, and this is why Havran et al.
solution [9] works well for diffuse surfaces.
For the non-diffuse general case, using again approx-
imation (10) allows us to eliminate all G terms, and us-
ing estimator form (11) we obtain
L(O1) =
ρ(ω in,1;x1,x1→O1)L(x1,ω in,1)cos(Nx1 ,ω
in,1)
p(ω in,1;x1,x1→O1)+p(ω in,1;x1,x1→O2)
+
ρ(ω in,2;x2,x2→O1)L(x2,ω in,2)cos(Nx2 ,ω
in,2)
p(ω in,2;x2,x2→O1)+p(ω in,2;x2,x2→O2)
(15)
where L(x1,ω in,1) and L(x2,ω in,2) are the incoming ra-
diances to x1 from direction ω in,1 and to x2 from direc-
tion ω in,2.
4 IMPLEMENTATION
4.1 Algorithm
Once we hit a point in the scene from the eye, we can
reuse this information for all the other frames in our
camera animation, but only if the point is visible from
the other eyes. For this reason and also because of
memory restrictions, we are only interested in reusing
3 For a clearer explanation we also drop here the albedo and solid angle
Ω
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for i = firstFrame to lastFrame do
currentEye = getEye(i)
for all pixel in images[i] do
hit=traceRay(currentEye, pixel)
for j = firstFrame to lastFrame do
reuseHitinImage(hit,images[j])
Algorithm 1: The algorithm for the hit harvest phase,
considering only the group of neighbouring frames.
the hit with the closest neighbouring frames, as the
probability of being visible is much higher.
We will consider two phases in the computation of
our animation frames. The first one is the hit harvest
(see algorithm 1), where we find the native hit points,
compute the rest of the gathering path, connect every
hit point with the other eyes to see if they can be reused,
and finally, if it is the case, we add a pointer to it in the
list of outer hits of the corresponding pixel. Meanwhile,
additional probabilities and reflectances needed for the
computation are kept in memory. The second phase is
the image computation itself, in which we use all the
stored information, including the native and outer hits
for every pixel to compute the final pixel color.
As a few seconds animation involves hundreds of
frames, it is not feasible to keep all them in memory
at the same time. We have two possible strategies.
The first one is to reuse a hit in the n previous and
subsequent frames keeping in memory all information
needed for the final computation, that will be done once
we know we are not reusing more hits for that frame,
that is, the (actual− n)th frame. But as we can see
in equations (15) and (13), for every hit that will be
used in a pixel computation, we need to use all proba-
bilities in combination with all the eyes that have been
used in the other hits for that pixel. This means keeping
in memory also information for frames previous to the
(actual− n)th, or recompute these probabilities every
time we need them. This is a waste of time or a waste
of memory.
The second strategy consists in considering a group
of 2n + 1 neighbour frames and reuse every native hit
in all the other frames in the group, no matter if it is the
first one, the last one or the one in the middle. When
we are done for the group, instead of moving to the next
2n+1 frames, we can move just one frame, overlapping
2n frames, but without deleting the previous results for
the frames that are still active. This previous results
can be simply averaged with the new ones. This is the
strategy we follow.
4.2 Cost analysis
Now we analyze the relative cost of the animations with
and without reuse. Suppose we cast nr rays per pixel
and reuse n f frames at once. The cost of tracing an eye
ray is ce, the cost of computing the illumination at the
hit point in the scene is cl , and the cost of a visibility
test is cv. In the case of no reuse, the cost of comput-
ing n f frames is n f n′r(ce + cl). In the reusing case the
cost is n f nr(ce +cl)+n f (n f −1)nrcv, where the second
term in the sum accounts for reusing all rays. In the op-
timal case a ray through a pixel would be equivalent to
a native ray, and we compare thus the cost of two an-
imations with equal number of rays per pixel, that is,
n′r ' n f nr. The relative cost for this case is:
n f n f nr(ce + cl))
n f nr(ce + cl)+n f (n f −1)nrcv
=
n f nr(ce + cl)
nr(ce + cl)+(n f −1)nrcv
=
n f (ce + cl)
(ce + cl)+(n f −1)cv
(16)
This last expression has the limiting value (ce+cl)cv
when n f tends to infinite. Supposing cl  ce, limit ef-
ficiency will be clcv .
Observe that the above limit efficiency is an upper
bound, as on the one hand not all rays will be able to be
reused, and on the other hand the variance associated
with a reusing frames estimator is higher than with an
independent one, because in the independent estimator
we have the benefit of importance sampling.
A second, and very important, independent increase
in efficiency comes from the reduction in flickering
from frame to frame. This reduction is due to that reuse
of paths for different frames correlates the computa-
tions for all them. And in the way we have constructed
our algorithm there is no flickering shown when pass-
ing from a group of reused frames to the following one,
as we interleave them.
4.3 Memory use
We need a huge amount of memory to keep track of
all our computation. We have to keep not only all the
images for the current group being computed (includ-
ing native reflectances and hits), but also the lists of
outer hits for every pixel and all possible combinations
of probabilities and reflectances per pixel and frame.
Same as before, suppose we use nh hits per pixel and
reuse n f frames at once. Images are made of w× h
pixels, so we have a total number of pixels npix = w×
h×n f .
For every pixel we keep the final color and the num-
ber of samples to add and average every result. We
also need the list of outer hits for every pixel. The to-
tal nodes of outer hits are nnod = nh× npix× (n f − 1)
and are distributed in lists among all the pixels. Ev-
ery node contains four integers: the image number, the
pixel (w and h) and the number of sample, thus it can
point towards the data we need to reuse from another
image. For every native hit in a pixel we have to keep
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the native direct and indirect gathered radiance, cosinus
weighted, and a n f -vector containing all probabilities
and reflectances if we combined the hit with the rest of
eyes.
Just to see the numbers in a concrete example, if we
are using 2 samples for every one of the 800×600 pix-
els and reusing groups of 7 images, we get 3360000
pixels (800× 600× 7), each containing a final color
(3 floats), the number of samples (one integer) and a
pointer to the list of nodes. We have 40320000 nodes
(2×800×600×7×6), four integers and a pointer each.
We also have the 6720000 native radiances to reuse
(direct and indirect, 3 floats each) and 47040000 (2×
800× 600× 72) probabilities (1 float) and reflectances
(3 floats). If we assume each float, integer and pointer is
4 bytes, we need a total memory of 1787520000 bytes
for this structure. That’s almost all the memory of our
2Gb pentium 4.
5 RESULTS
We have applied the proposed algorithm to an anima-
tion computed using path tracing. The frame resolu-
tion is 800× 600 pixels. We rendered 48 frames, for
a 2 seconds animation4. For every pixel, we used 2
samples and reused them in groups of seven neighbour
frames. As these groups are overlapped, we get a maxi-
mum average in number of samples of 98 (2×72). The
actual average is less than that (between 85 and 90) be-
cause some reuses are lost (they can lie out of frame
or be hidden by other objects) and it mainly depends
on distances between different neighbour eyes, i.e. the
smoothness of the camera movement. If camera move-
ment is not smooth or the number of neighbour frames
to reuse is too high this ratio decreases, and noticeable
differences of noise between different parts of the same
image might appear. In our example, as our camera
movement corresponds to a zooming of a glossy phong
brdf vase, the pixels in the center of the images get more
samples than those lying near the borders. This can
be interpreted as an advantage, as perception focuses
in the center of the image when zooming, some kind
of perception driven sampling is performed. The first
frames and the last ones present more noise because
they cannot be overlapped with previous (in the case of
the first ones) or subsequent (for the last ones) groups of
frames. Computing time was approximately 40 hours,
for a PentiumIV with 2 Gigabytes of memory. That
is 50 minutes per frame. A single path tracing image
without reuse and with 98 samples per pixel takes more
than 5 hours to compute. It is more than 6 times faster,
and it can be even faster if we reuse more frames. If
we compare this animation with the one computed with
Havran et al. method [9], we can appreciate almost no
4 Animations can be found in
http://ima.udg.es/˜amendez/TIC2001/gal_hitreuse.html.
differences. This is because we have reused very few
frames and they are very close to each other.
We have computed a second animation with a higher
number of reusing frames to prove more clearly the dif-
ferences between the methods. In this case one hit is
reused in 17 frames. We used 2 samples per hit, so we
get a maximum average in number of samples of 578
(2×172). The actual average is about 500 due to loss of
reuses. Due to memory restrictions, resolution is now
reduced to 320×240 pixels. Computation time is about
16 hours. This is 20 minutes per frame, almost 8 times
faster than the computation time of a single path tracing
image with 500 samples per pixel (155 minutes). If we
look at Havran et al. version of the same animation we
clearly appreciate more noise in the vase in the form of
glittering.
In Fig. 3 we show the same frame (the middle frame
in our second animation) obtained with three differ-
ent computations. In the first one (image a) an image
with no reuse has been computed using 500 samples per
pixel. It takes more than two and a half hours to com-
pute. Image b) shows biased Havran et al. [9] version
for reuse of frames. Time computation results in about
18 minutes per frame. Image c) is the result of our un-
biased version. It takes 20 minutes to compute, a little
more time than b), but we need much more memory.
Both images b) and c) present more noise than image a)
near the border due to loss of reuses. Image b) presents
more noise than image c) in the vase and other glossy
objects. Diffuse objects look the same in images b) and
c).
In Fig. 4, details for the vase are shown. First image
a) is computed with no reuse and 15 samples per pixel.
Image b) is biased and computed with the Havran et al.
[9] version and image c) is computed with our unbiased
method. Both are computed with 2 samples per pixel
and reuse of three fairly separated frames, i. e., a maxi-
mum average in number of samples of 18 (2×32). We
clearly see much more noise in image b).
6 CONCLUSIONS AND FUTURE WORK
We have presented in this paper an efficient unbiased
method to combine frames in camera animation. It con-
sists in reusing the incoming radiance information of
a hit point for the neighbouring frames of the anima-
tion. The different probabilities are taken into account
and multiple importance sampling technique is used to
correctly combine the different samples. Our method
makes the difference when using non-diffuse materials,
because the diffuse ones distribute reflected rays with
equal probabilities in all directions, and when the sep-
aration between reusing frames increases. In diffuse
cases or when reusing frames are very close, other bi-
ased methods can work fine. The main drawback of our
method is the large amount of memory needed for the
computation.
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The new method has been demonstrated with an ani-
mation of a camera in a scene that contains a vase with
a glossy brdf, computing the global illumination using
the path-tracing technique.
Future work will be addressed to increase the effi-
ciency of our approach using coherence in visibility
computation, by guessing on the one hand the visibil-
ity for one observer from the results for neighbour ob-
servers and on the other hand by using an acceleration
schema similar to [8]. We will also try to combine both
the benefits of this approach and the reuse of paths for
light source animation [18]. Combination with an adap-
tive sampling technique, i.e., using more native sam-
ples for those pixels that come with not enough outer
hit samples, because they are occluded by other objects
or because they lie near the bounder of the image.
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(a) (b) (c)
Figure 3: Here we show the same frame (the middle frame in our animation) obtained with three different com-
putations. In the first one (image a) an image with no reuse has been computed. It takes more than 2,5 hours
to be computed. Image b) shows Havran et al. [9] version for reuse of frames and takes 18 minutes to compute.
Image c) is the result of our unbiased version and takes 20 minutes. The unbiased c) version uses much more
memory. Images b) and c) presents noise near the border due to loss of reuses, and image b) presents noise in
glossy objects due to biased computation.
(a) (b) (c)
Figure 4: The differences between the methods are clearly appreciated for non-diffuse materials when we reduce
the computation time (noise is higher, consequently) and the separation between frames increases. Here we
see the details of the vase for the 800× 600 image when reusing only 3 frames fairly separated. First image
a) is computed with no reuse. Image b) is biased and computed with Havran et al. [9] version and image c) is
computed with our unbiased method. We clearly see much more noise in image b).
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ABSTRACT
Displaying multidimensional information has always been a challenge. Projecting multiple dimensions into a two dimensional
display is one of the core tasks of information visualization. The human visual system is limited to a low number of dimensions
and therefore the human-oriented projection does not easily combine the whole information contained in the original space.
This paper introduces a new interaction tool, that implants the n-dimensional information into a low dimensional view and
bridges the projection space with the original space in an intuitive and simple way. In one direction the tool performs n-
dimensional data-driven brushing based on screen space interaction. In the opposite direction it allows for interactive visual
exploration of the original multidimensional space in an infovis display. The implementation is presented using a standard
scatterplot but it can be extended to many other infovis techniques as the concept does not depend on the screen space configu-
ration.
Keywords: Information visualization, brushing, selection, multiple dimensions, interaction, scatterplot.
1 INTRODUCTION
analysis of multidimensional information is a widely
spread and important task. Many domains generate and
handle data of multiple attributes e.g. physical simu-
lations, biochemical data or stock market information.
The raw data themselves contain a lot of knowledge
but almost none of it reveals without analysis. Many
techniques were developed to support the knowledge
discovery and two basic directions of research can be
observed. One of them exploits the processing power
of computers to work out the knowledge in an auto-
matic way using statistical or data mining methods. The
drawbacks of the automatic methods are usually lack of
semantics or non-linear logic. Therefore the second ap-
proach takes advantage of abstract thinking and domain
knowledge of human and often uses visualization-based
interfaces to analyze the data. Both human and com-
puter have their own qualities that predetermine them
each for specific (and usually different) tasks.
In data analysis domain these two powerful proces-
sors are now being used in conjunction and the resulting
techniques try to take the best of both worlds to com-
plete their tasks. The power, storage and precise com-
putations of a machine are being combined with the in-
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Figure 1: A complex n-dimensional segmentation per-
formed in a simple scatterplot. These overlapping and fuzzy
segments would require arduous effort to select if only stan-
dard brushing was applied. Please refer to [23] for full color
figures.
tuition, experience-based judgment and common or do-
main knowledge.
One of the advantages of computers over humans is
the ability to handle high-dimensional information. To
compensate for this, the broadest information channel
(the human visual system) is popularly used to com-
municate between computers and humans. Numerous
visualization systems operate these days to support this
type of information exchange. But when exploring mul-
tidimensional information through the means of com-
puter visualization, one usually faces the problem of
the low dimensional graphical interface between the hu-
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