Introduction
An important phase of engineering design involves exploring the space of design parameters to seek improvements in various objective functions including performance at nominal settings and quality loss due to variance. This process of refinement generally involves a designer using prototype hardware or computer models which provide feedback on the consequences of proposed design changes. Formal methods for planning and analysis of experiments are frequently applied in an effort to make this design phase more effective. In particular, factorial design of experiments is a popular tool.
A recent investigation by one of the authors demonstrated that when experimental error is small or the interactions among control factors are moderately large, adaptive one-factor-at-a-time ͑OFAT͒ experimentation tends to achieve greater gains than those provided by resolution III fractional factorial experiments ͓1͔. Since this result is strongly at odds with the majority of literature in this area, a more detailed explanation is desired. The purpose of this paper is to explore the behavior of adaptive OFAT by means of a series of cases. Each case reveals some aspects of the underlying mechanisms that together give rise to the overall result previously documented. In this paper, we are not principally interested in the physical mechanisms that give rise to the observed effects, but the logical mechanisms by which methods for planning and analyzing experiments lead to ͑or fail to lead to͒ effective improvement of the system response.
The structure of this paper is as follows: Section 2 provides some background on the engineering design context and existing methodology as well as a discussion of adaptive OFAT and fractional factorial experiments; Sec. 3 describes the methodology used in the case studies; Sec. 4 presents the series of five case studies drawn from a cross section of mechanical engineering; Sec. 5 is a discussion of the broader patterns in the set of case studies and an effort to identify general mechanisms operative in adaptive OFAT; Sec. 6 provides concluding remarks including recommendations for engineering practice and suggestions for future research.
Background
Fractional factorial experimentation is an important subset of design of experiments ͑DOE͒ that has had strong influences on engineering design. Factorial experimentation was first developed by Fisher in the 1920s motivated by the demands of agricultural experimentation ͓2,3͔. As early as the 1950s, factorial design was adapted for use in engineering ͓4,5͔ at first in laboratory experiments on chemical and materials processing. Concepts closely related to factorial DOE, such as hypercube sampling, have been useful in mechanical design optimization with computer models ͓6͔. Factorial design has been especially popular in robust parameter design first pioneered by Taguchi ͓7,8͔. Robust design has long been an active area of research in mechanical design ͑see, for example, ͓9-14͔͒. Most of this research has aimed at providing needed extensions and refinements of robust design methods to address demands of mechanical design. These refinements frequently demand a large number of experiments or computer simulations of the mechanical engineering system. By contrast, the research presented here is tailored to scenarios wherein budgets or schedules allow for a very small number of experiments or simulations.
Industry training courses, six sigma programs, and university curricula are all accelerating the introduction of ideas from DOE into engineering design. The effects of DOE on engineering practice have been wide-ranging. One of the key outcomes is that engineers are warned against one-factor-at-a-time ͑OFAT͒ experiments and introduced to factorial DOE. The reasons that OFAT experimentation is discouraged are:
• It requires more runs for the same precision in effect estimation; • it cannot estimate some interactions; • the conclusions from its analysis are not general;
• it can miss optimal settings of factors;
• it can be susceptible to bias due to time trends in experimental error.
While the cautions mentioned above are valid and should be taken into account in considering use of OFAT, some researchers have articulated a role for OFAT and showed that they are more effective than fractional factorial designs under certain conditions. Friedman and Savage ͓15͔ suggested that a one-factor-at-a-time approach might be used in preference to balanced factorial plans when the experimenter seeks an optimum within a system likely to contain interactions. They suggested that OFAT might offer advantages since it concentrates observations in regions that are likely to contain the optimum. Cuthbert Daniel ͓16͔ suggested that OFAT may be preferred when an experimenter wishes to react more quickly to data and can safely be used in those cases in which factor effects are three or four times standard deviation due to experimental error. Qu and Wu ͓17͔ used one-factor-at-a-time techniques to construct resolution V designs to have more economical run size. McDaniel and Ankenman ͓18͔ provided empirical evidence that, for "small factor change problems" a strategy including one-factor-at-a-time and Box-Behnken designs often worked better than a comparable strategy employing fractional factorial designs when there is no error in the response. Koita ͓19͔ showed that a one-factor-at-a-time method was effective for identifying selected interactions after running fractional factorial designs as part of an overall approach to sequential experimentation.
A broader claim has recently been made about the effectiveness of one-factor-at-a-time experimentation. Frey et al. ͓1͔ proposed an adaptive variant of one-factor-at-a-time experimentation in which changes that improve the observed response of the system are retained and changes that do not improve the response are reversed before proceeding with additional experimentation. The paper provided empirical support for use of adaptive OFAT as an alternative to fractional factorial experiments and provided criteria for determining when such an approach may be effective. In that study, adaptive OFAT provided better results than factorial experiments when either interactions are strong enough ͑accounting for more than 25% of the sum squared factorial effects͒ or experimental error is mild enough ͑contributing variance of less than 40% contributed by the sum squared factorial effects͒.
To summarize, most of the literature in design of experiments and quality technology advises against OFAT experimentation, but recent research suggests OFAT offers advantages if the primary goal is to improve the system rather than to model the system. Adaptive OFAT may be unreliable in estimating main effects, yet some studies have shown OFAT can be effective in gaining the benefits of main effects. Adaptive one-factor-at-a-time cannot resolve interactions, yet some studies suggest OFAT is effective in making improvements in the presence of strong interactions. The benefits of OFAT may seem paradoxical which motivates research to resolve the dissonance.
Research Method
This paper is based on data from five published full factorial physical experiments. In each case, the data were used to simulate two different improvement processes-one using an adaptive form of one-factor-at-a-time ͑OFAT͒ experimentation and one using a resolution III fractional factorial design. In each case, both alternative methods required n + 1 experiments where n is the number of two-level factors.
An adaptive variant of OFAT was simulated for each case study using tabulated data from a published experiment. Figure 1 graphically depicts the adaptive OFAT approach as applied to a system three factors ͑A , B, and C͒ each having two levels ͑coded as + and −͒. The adaptive OFAT method begins at a vertex in the design space. In Fig. 1 the process begins at A =−1,B = +1,C = + 1, but any point in the design space may be selected as the starting condition. In the simulated process, the starting point is chosen at random so that each discrete starting point is equally probable. An observation of the response is made at the starting point. To simulate an observation, the factor levels are used to draw the response from the published table of data and pseudorandom error is added to that response. After the first simulated observation, a single factor is varied and another simulated observation is made. In Fig. 1 , factor A is varied first, but the factors might be changed in any order. To simulate adaptive OFAT, the order of the factors is chosen at random so that each alternative is equally probable. If the second observation is preferred to the first one, then the change is retained and another factor is varied. If any change results in a decrease compared to the best observation so far, then it is reversed before proceeding. Thus, adaptive OFAT traverses the design space following the edges. The path is not pre-determined, but rather is influenced by observations as experiments proceeds. The adaptive OFAT process ends after each factor has been toggled and, therefore, requires n + 1 observations when applied to a system with n two-level factors.
As a basis of comparison, an improvement process employing fractional factorial experiments was also simulated for each case study. In the cases with three factors ͑Secs. 4.1, 4.2, 4.4, and 4.5͒, the 2 III 3−1 design is used. In the case with seven factors ͑Sec. 4.3͒ the 2 III 7−4 design is used. Resolution III designs were selected because they allow the main effects of n factors to be estimated in as few as n + 1 experiments. This is an important consideration since as n + 1 experiments were also required for adaptive OFAT and we seek to compare approaches with similar resource requirements. Resolution III designs have the significant drawback that they alias main effects with two-factor interactions. Nevertheless, resolution III designs have been recommended for screening experiments, for analyzing systems in which interactions can be safely neglected, and sometimes for robustness optimization, especially when a factorial "inner array" of control factors is "crossed" with a factorial "outer array" of noise factors.
The assignment of factors to columns and the coding of levels are randomized so that every alternative form of the fractional factorial is equally likely. The optimization process proceeds by assigning observations to each row of the fractional factorial by "looking up" the result for the given factor levels in the table of full factorial results and adding simulated experimental error. The main effects are computed from the observations and the factor levels are set based on computed main effects. It should be noted that the tabulated data we take from published experiments already contains some degree of error. However, we are assuming in this study that the tabulated observations represent the actual sys- Fig. 1 The proposed adaptive variant of one-factor-at-a-time experimentation as applied to a system with three factors at two levels per factor tem response adequately and that the pseudo-random error represents the primary impediment to estimating the actual system response in the simulated improvement process.
The performance of both approaches are compared in the presence of various degrees of experimental error. Experimental error was simulated by adding normally distributed random numbers to the tabulated values for each simulated observation. One thousand trials were conducted of both optimization approaches at each of 11 different degrees of simulated experimental error ͑labeled on graphs herein as "strength of experimental error"͒. At the highest level of experimental error ͑coded as 1.0͒, the pseudo-random numbers are generated so that the sum squared variation due to the simulated experimental error is approximately equal to the sum squared variation due to factor effects. This is accomplished by setting the pseudo-random number generator to draw from a population with a variance equal to the mean square due to the factor effects. The resulting simulated error will sometimes contribute more or less to the sum of squares than the factor effects, but the ratio will be very close to one on average across the trials given the large number of trials. The strength of the simulated error ͑as determined by the ratio of sum squared variations͒ was varied over the range 0-1.0 in steps of 0.1.
Case Studies
This section presents a series of five case studies using data from mechanical engineering systems. The case studies are drawn from a broad cross section of mechanical engineering disciplines with the observed effects driven by, for example, fluid mechanics, chemistry, and mechanical behavior of materials. Each case study is based on data from a full factorial experiment published in a peer reviewed journal. Each case study presents a brief explanation of the system, the experimental factors, the raw data from the experiment ͑as space allows͒, and the factor effects computed using the experimental data. The principal focus of the cases is the performance of the adaptive OFAT and fractional factorial processes and the relationship of that performance to the structure of effects within the system. The case studies are ordered with progressively stronger interactions.
In the discussion of the five case studies, some special terminology will be useful. The terms listed below are necessary for the full understanding of the discussion. A few of them are either new or not exactly standardized in the literature, making the definitions particularly essential:
• Conditional main effect-The main effect of a factor conditioned on the event that other factors are held at given levels ͓20͔.
• Exploiting an effect-an effect in a system is exploited when it contributes favorably to the system response at the control factor settings selected by an experimenter. This definition applies to main effects, two-factor interactions, three-factor interactions, and so on. If, for example, an experimenter seeks to maximize a response and the system has a two-factor interaction effect AB that is negative, then that effect is exploited whenever the experimenter chooses settings of A = + 1 and B =−1 or alternatively A = −1 and B = +1.
• Synergistic interaction-an interaction which, when the main effects are all exploited, will provide an additional increment of improvement compared to what would be expected given a model of main effects only. For example, if a system has a main effect A that is positive, and a main effect B that is negative, and a two factor interaction effect AB that is negative, then that two-factor interaction AB is synergistic.
• Anti-synergistic interaction-an interaction which, when the main effects are all exploited, will provide a decrement of improvement compared to what would be expected given a model of main effects only. Any nonzero interaction in a system must be synergistic or antisynergistic.
• Overwhelming effect-an effect which is larger in magnitude than any possible combination of the other effects which may be aliased with it in any single factor experiment. This definition can be applied to either main effects or interactions.
Mean Life of Incandescent Lamps. Bergman et al. ͓21͔ published a full factorial ͑2
3 ͒ physical experiment regarding the effect of process variations on the performance of incandescent lamps. The study was performed by General Electric's Lighting division principally to quantify the variability of lamp life due to key process-induced variables and hence to consider options for improving process control. However, since the study provides data on the mean life as a function of design parameters, one can use this data to simulate various studies aimed at increasing the mean life. This is how the data will be used in this subsection. In addition, the study provides data on the standard deviation of life as a function of design parameters, therefore, one can simulate various studies aimed at reducing standard deviation of life. This is how the data will be used in Sec. 4.5.
The following factors were varied: Coil weight ͑A͒, secondary pitch ͑B͒, and length of nonexposed coil leg ͑C͒. Each factor was varied between two levels and different responses were measured including the mean life of the bulb. The results of the study are presented in Table 1 and analysis of the data provides estimates of main effects and interactions as shown in Table 2 . The longest life is 913 h which occurs at coded levels A = +1,B =−1,C =−1 so that the optimal levels of the control factors exploit all the main effects. In this particular engineering system, the interactions are mild ͑for example, no interactions are larger in magnitude than any main effects͒. All the main effects are overwhelming in the sense defined previously.
The results of the simulations are presented graphically in Fig Table 2 The main effects and interactions from the incandescent bulb case study
over the two orthogonal 1 / 2 fractions of the full factorial experiment. In other words, multiple trials were conducted in the presence of simulated error using the fractional factorial design with both varieties of the design equally likely to be used and the results across all the trials were averaged. The maximum life within this space of discrete factor settings and the mean over the space are indicated by heavy lines. A significant feature of this system is that both fractional factorial design and adaptive OFAT will lead to the optimum conditions when there is no simulated experimental error. In this engineering system, the fractional factorial design leads reliably to the optimum because every main effect is larger than the two-factor interaction with which it is aliased. For example, main effect C is aliased with the AB interaction. So, the estimate of the main effect of C will be either the sum or the difference of C and AB depending on the half fraction of the 2 3 design is employed. But since C is larger than AB, the sign of the main effect estimate is always negative and the optimal level of C is always correctly determined.
The adaptive OFAT approach also leads reliably to the optimum because every main effect is overwhelming. For example, the main effect of C as estimated in OFAT can be affected by the interactions AC , BC, and ABC. The nature of that effect depends on the level of factors A and B when C is varied. Even the worst case stack up of the interactions cannot alter the sign of the conditional main effect of C, so the optimal level of C will arise from an adaptive OFAT approach regardless of the starting levels or ordering of factors.
The performance of both experimental strategies is affected by the introduction of the simulated experimental error. In this case, there is a surprising result. Adaptive OFAT is very robust to small amounts of experimental error ͑͒ as evidenced by the flat curve for small values of . The reason is that the main effect of C is much larger than the interactions in which C participates. By comparison, the fractional factorial design is less robust to small amounts of noise because the C main effect and the AB interaction with which it is aliased are very similar in magnitude. One of the half fractions, therefore, begins to yield misleading results for the main effect of C even with small amounts of experimental error. With large amounts of experimental error, the fractional factorial proves to be more reliable than the adaptive OFAT approach. This is as expected since the fractional factorial design 2 3−1 has a replication number of two and so the variance of main effects estimates should be half that of OFAT. However, the improved ability to estimate the main effect has only a small positive influence on the expected value of the outcome.
Polarization Potential of Carbon Electrodes. Shukla et al. ͓22͔ published a full factorial ͑2
3 ͒ physical experiment regarding carbon electrodes for electrolytic fuel cells. This study was conducted by Oxford University under a grant to improve energy conservation. The purpose of the study was to optimize the performance of the electrodes by varying their composition and processing. This is the same purpose to be studied in this section, however, we simulate a situation in which resources do not allow for a full factorial experiment, but only for half as many trials ͑four rather than eight͒.
The factors varied were the amount of the binder ͑A͒, compaction time ͑B͒, and compaction load ͑C͒. Each factor was varied between two levels and different responses were measured including polarization potential. The results of the study are presented in Table 3 and analysis of the data provides estimates of main effects and interactions as shown in Table 4 . The interactions in this system are moderate-the sum squared effects of interactions account for less than 25% of all the sum squared factor effects in the system.
The highest potential is 0.651 V which occurs at coded levels A =−1,B = +1,C = + 1. Therefore, in this engineering system as in case 1, the optimal levels of the control factors are such that the main effects are exploited. However, unlike case 1, the main effects are not all overwhelming ͑note that main effect C is smaller in magnitude than interaction BC͒.
The results of the simulations are presented graphically in Fig.  3 . The solid line represents the electric potential achieved via adaptive OFAT averaging over all possible starting point designs and orderings of the factors. The dashed line represents the electric potential achieved via fractional factorial design averaging over all possible fractions of the design. The maximum potential within this space of discrete factor settings and the mean over the space are indicated by the heavy lines. Unlike case study 1, neither the fractional factorial design nor the adaptive OFAT approach can reliably bring about the optimal level settings even when experimental error is very low. Adaptive OFAT did, however, provide better results than fractional factorial designs when experimental error was less than about 30% of the sum squared factor effects.
In this engineering system, the fractional factorial design leads to the optimum level settings when the generator of the 2 3−1 half fraction is AB =−C. With this half fraction, the AB interaction is aliased with the C main effect in such a way that the experimenter overestimates the size of the effect, but reliably selects the optimal level setting of factor C. However, the fractional factorial design leads to the sub-optimum level settings when the generator of the 2 3−1 half fraction is AB = C. With this half fraction, the AB effect is subtracted from the C main effect and, since the AB interaction is larger, the experimenter selects the wrong level setting C. The resulting performance of the electrode is 0.630 V rather than 0.651 V. Based on the assumption that the experimenter chooses randomly among the two half fractions, the mean outcome is 0.640 V. Thus we observe an important failure mechanism of the fractional factorial design. Even when the interactions are mild enough that main effects determine the optimum conditions, aliasing can cause resolution III fractional factorial experiments to fail in establishing the optimum conditions with probability or 50% or greater.
The performance of the adaptive OFAT approach in improving this system is characterized by Table 5 which presents the outcomes of the process for every possible ordering of the factors and for every possible starting set of factor levels. In 2/3 of all possible combinations, the optimum level setting was selected ͑A = −1 , B = +1,C = +1͒ which resulted in an electrode potential of 0.651 V. In the other 1/3 of the cases, the level setting A = +1,B = +1,C = −1 was selected resulting in the second highest potential of 0.643 V. Based on the assumption that the experimenter chooses randomly among these alternatives ͑not knowing the outcome a priori͒, the mean outcome is 0.648 V. This expected outcome is substantially higher than the expected outcome for the fractional factorial design.
The favorable performance of adaptive OFAT in this case is related to the structure of main effects and interactions in the system. The main effect of B is overwhelming and is, therefore, exploited by adaptive OFAT from every starting point and given any order in which the factors were varied. The synergistic ABC interaction, which is fairly large but not overwhelming, is also exploited from every starting point and given any order in which the factors were varied. The main effects of A and C are not always exploited, but in those cases wherein adaptive OFAT fails to exploit these main effects, this is partly offset by the interactions AB and BC which are, therefore, exploited and offset most of the adverse effects. An additional regularity is that when the adaptive OFAT begins at the optimal settings, it does not drift from those settings regardless of the order in which factors are varied. The net effect of these regularities is a highly reliable performance of adaptive OFAT which attains the optimum conditions with high probability or otherwise attains the second best possible outcome.
The performance of both fractional factorial design and adaptive OFAT is affected by the introduction of simulated experimental error. The fractional factorial design is somewhat more robust to experimental error than adaptive OFAT. This is as expected since the fractional factorial design 2 3−1 has a replication number of two so the variance of main effects estimates should be half that of the one-at-a-time plan. In this case, the net result is that adaptive OFAT provides preferred outcomes as long as experimental error accounts for less than about 1/3 of the sum of squares due to factor effects.
Drag Torque in Disengaged Wet Clutches. Lloyd ͓23͔ published a full factorial ͑2
7 ͒ physical experiment regarding drag torque in disengaged wet clutches. The study was conducted by Raybestos Manhattan, Inc. to assess the influence of design factors ͑such as plate spacing, surface material, and surface treatment͒ on power loss. Such data were published for archival purposes, but were part of a longer term development effort to improve clutches in general and wet clutch materials in particular. Some of the variables ͑such as oil viscosity͒ were probably included in the original experiment primarily to assess their influence as noise factors rather than because they are freely chosen by the designer. In this case study, all the factors in the experiment are viewed as being under the control of the designer in an effort to reduce drag torque. In this case study, we simulate a design scenario in which the engineer has a budget or time allowing only eight experiments to be run instead of the 128 that were actually conducted.
The factors varied were rotation speed ͑A͒, oil viscosity ͑B͒, spacer plate flatness ͑C͒, pack clearance ͑D͒, oil flow ͑E͒, friction material ͑F͒, and grooving ͑G͒. Each factor was varied between two levels and the drag torque was measured as the response. The complete results of the full factorial experiment are too lengthy for presentation here, but the largest main effects and interactions are as shown in Table 6 . We characterize these interactions as moderate because the largest two-factor interactions are much smaller than the largest main effects. In this engineering system, as in cases 1 and 2, the optimal ͑lowest͒ brake torque ͑0.9 ft lbs͒ is achieved by setting control factor levels according to the signs of the main effects.
The results of the simulations are presented graphically in Fig.  4 . The solid line represents the drag torque achieved by via adaptive OFAT averaging over all possible starting point designs and orderings of the factors. The dashed line represents the drag torque achieved via fractional factorial experiments averaging over all possible fractions of the design. The minimum drag torque within this space of 128 possible discrete factor settings and the mean over the space are indicated by heavy lines. As in case study 2, neither the fractional factorial design nor the adaptive OFAT approach can bring about the optimal level settings in all cases even when experimental error is very low. Adaptive OFAT did, however, provide better results ͑lower torque͒ than orthogonal arrays when experimental error was less than 1/5 of the sum of squares due to factor effects. In the clutch case study, the fractional factorial design 2 7−4 never led to the optimum level settings if the experimental error was low. There are 16 unique fractions that the experimenter might choose and they each lead to different predicted optimum control factor settings. Only one main effect, rotation speed ͑A͒, was exploited consistently for all 16 fractions. Only its main effect was large enough to ensure that it was larger than any combination of interactions with which it was aliased. This is interesting because the second largest main effect, oil viscosity, is more than twice the largest two-factor interaction. Yet some of the fractions still estimate a negative main effect due to aliasing with some combination of two-factor and higher interactions. As a result of these factors, the average optimized brake torque for the 16 alternatives was 1.9 ft lbs rather than the true minimum of 0.9 ft lbs. In this case study, with seven two-level factors, there are 128 different starting points of the optimization and 5040 different orders in which to vary the levels. It is, therefore, more practical to analyze the approach on the basis of broad trends rather than details. The adaptive OFAT approach generated the true global optimum of 0.9 ft lbs 27% of the time. The worst case performance of 3.2 ft lbs was quite poor but was rare, occurring in 0.1% of all cases. This worst case performance was better than fractional factorial's worst case performance of 4.6 ft lbs occurring in 0.6% of all cases. The net result is that adaptive OFAT's expected outcome of 1.4 ft lbs was preferable to the expected outcome for the fractional factorial design.
The comparatively reliable performance of adaptive OFAT in optimizing drag torque can be explained partially by examining the role of the anti-synergistic CG interaction. This interaction is smaller than one main effect in which it participates and larger than the other main effect. The CG interaction is exploited in all cases in which C is set first and in all cases in which that starting level of C is positive. The net result is that CG is exploited in about 75% of all applications of adaptive OFAT.
The overall mechanisms related to factor G include the mechanism described above as well as other more complex considerations. The factor G participates in four substantial two-factor interactions and a significant three-factor interaction ͑despite its having a relatively small main effect͒. In most of the 5040 possible orderings, G will be set after at least one factor with which it interacts. Most of these factors have large main effects, so they are likely to be at the correct level after they have been varied. As a result, the factor G is likely to be set on the basis of at least one significant interaction which is reflected in its conditional main effect. Therefore we see a mechanism by which the probability of exploiting at least one large interaction can be very high even when the probability of exploiting any specific interaction is modest. This mechanism helps to explain why the results of adaptive OFAT tend to be fairly consistent despite all the contingencies that influence its outcomes.
Again, the performance of both adaptive OFAT and fractional factorial design were affected by the introduction of simulated experimental error. The fractional factorial design is somewhat more robust to experimental error than adaptive OFAT. In this case, the fractional factorial design 2 7−4 has a replication number of four so the variance of main effects estimates should be one quarter that of adaptive OFAT. In this case, the net result is that adaptive OFAT provides preferred outcomes as long as experimental error accounts for less than about 1/5 of the sum of squares due to factor effects.
Transverse Stiffness of Glass Fiber Composites.

Bogeva-Gaceva et al. ͓24͔ published a full factorial ͑2
3 ͒ physical experiment regarding glass fiber composites produced from splitwarp-knit textile preform. The investigation was carried out by Institut for Polymerforschung, a public research institute, for the purpose of elucidating the effect of processing variables on the mechanical properties of the resulting materials. The investigation was part of a larger effort to develop techniques for arranging composite pre-forms including both structural fibers and fibers or ribbons of binding material to achieve more cost effective composite materials that still possess good mechanical properties. In this case study, we use the data to simulate a scenario in which only four experiments ͑rather than the eight actually conducted͒ are used to seek improved transverse stiffness.
The consolidation conditions were varied including temperature ͑A͒, pressure ͑B͒, and time ͑C͒. Each factor was varied between two levels and different responses were measured including transverse stiffness. The results of the study are presented in Table 7 and analysis of the data provides estimates of main effects and interactions as shown in Table 8 . Note that in this particular engineering system, unlike cases 1-3 the optimal levels of the control factors are partly determined by an interaction. The highest stiffness is 2.09 GPa which occurs at coded levels A =−1,B = +1,C = + 1. The strong main effects of B and C determine their optimum settings. However, factor A has a small main effect and partici- pates in a large anti-synergistic AB interaction which results in an optimal coded level setting of A = −1 despite a positive main effect of A.
As depicted in Fig. 5 , the performance of the fractional factorial design is poor, on average attaining less than half of the possible improvement in transverse stiffness. When the experimental error is low, the fractional factorial design never leads to the optimum level settings. In the 2 3−1 design, the main effects are aliased with two-factor interactions, but in this system every main effect is larger than every two-factor interaction with which it is aliased. Furthermore, the three-factor interaction is small so the choice of generator for the half fraction does not affect the outcome. So, the fractional factorial design correctly determines the sign of the main effects and the experimenter is led to choose level setting of A =1,B =1,C = 1 resulting in a transverse stiffness of 1.91 GPa. It is interesting that in this case the fractional factorial design reliably does what it is intended to do, that is estimate the main effects, but that in scenarios wherein interactions may be strong, this is insufficient to determine the optimum conditions. If the existence of such strong interactions were know a priori, higher resolution design might be recommended, however, such strong interactions may arise in unexpected circumstances. Table 9 presents the outcomes of the simulated optimization process for every possible ordering of the factors and for every possible starting set of factor levels. As in case 2, only two outcomes are observed-the optimal outcome and the second best outcome. In half of all possible combinations, the optimum level setting ͑A =−1,B = +1,C = +1͒ emerged resulting in a stiffness of 2.09 GPa. In the other half of the cases, the level setting A = +1,B =−1,C = + 1 emerged producing a stiffness of 2.00 GPa. Based on the assumption that the experimenter chooses randomly among these alternatives ͑not knowing the outcome a priori͒, the mean outcome is 2.04 GPa, substantially better than the mean performance of the fractional factorial design. This result is a direct consequence of the structure of main effects and interactions in Table 8 . The main effect of C and the anti-synergistic interaction AC are overwhelming and, therefore, always exploited by adaptive OFAT.
In this system, the performance of the one-at-a-time plan is affected by the introduction of simulated experimental error while the fractional factorial design is very robust to experimental error. Nevertheless, the mean outcome of the one-at-a-time plan is preferable even when the experimental error accounts for as much variation as the sum of squares due to factor effects.
Standard Deviation in Life of Incandescent Lamps.
This case study is based on the same incandescent lamp experiment from case 1 ͓21͔ except that the response under consideration in this case is the standard deviation of the life of the bulb rather than the mean life of the bulb. The results of the study are presented in Table 10 and analysis of the data provides estimates of main effects and interactions as shown in Table 11 . In this case, Table 10 The experimental results from of the standard deviation "… of life of incandescent bulbs the interactions contribute more variation to the sum squared effects than do main effects. The optimal levels of the control factors ͑the settings that minimize standard deviation͒ are A =−1,B =−1,C = −1 which happens to exploit all the two-factor interactions and the strong three factor interaction simultaneously. The results of the simulations are presented graphically in Fig.  6 . Note that this is what is often called a "smaller-is-better" response meaning that lower values are preferred. As in case study 2, neither the fractional factorial design nor adaptive OFAT reliably bring about the optimal level settings even when experimental error is very low. Adaptive OFAT did, however, provide better results ͑lower standard deviation͒ than orthogonal arrays regardless of the amount of experimental error.
In minimizing standard deviation of bulb life, the fractional factorial design never leads to the optimum level settings. Both main effects A and B are overwhelmed by the anti-synergistic two-factor interactions with which they are aliased. Thus, the fractional factorial design leads to a choice of A = + 1 and B = + 1. The result for factor C depends on which half fraction is chosen. Overall, the average result is a light bulb with the standard deviation in life of 18.5 h. This is actually higher than the average standard deviation in the full factorial experiment ͑17.625 h͒. In other words, it would have been better, on average, to select a design entirely at random.
Given that the fractional factorial design is failing to confirm, an experimenter might switch to a "pick-the-winner" strategy. When the predicted optimum design fails to improve upon the best design tested in the experimental plan, one could abandon the effort to model the system and simply pick the best performing design in the set of designs tested. This approach improves the overall outcome somewhat, but is still not better than adaptive OFAT. Table 12 presents the outcomes of the simulated optimization process for every possible ordering of the factors and for every possible starting set of factor levels. The performance of adaptive OFAT in this case is primarily determined by the three factor interaction ABC which is overwhelming and, therefore, always exploited regardless of starting levels or ordering of factors. Still, the average performance of adaptive OFAT ͑ = 14.2 h͒ is not very good. If we think of these experiments as the means to move from the average to the minimum a depicted on Fig. 7 , then adaptive OFAT moves the response less than halfway to the optimium. Given the poor performance of both alternative methods considered here, other approaches might have to be applied. For example, the degree of interaction might be reduced through system design or transformations of inputs and output variables suggested by physical insights. Otherwise, the restriction to n + 1 experiments might be relaxed and a more thorough exploration of the design alternatives might be carried out.
Discussion of the Case Studies as a Set
The overall trends across the case studies are depicted in Table  13 . The columns of the table correspond to the case studies and the rows correspond to phenomena observed. It is notable that the phenomena observed change as the strength of interactions in the system rises.
When interactions are very mild compared to main effects, it is likely that all the main effects will be overwhelming in the technical sense defined in Sec. 4. When this condition holds, adaptive OFAT will exploit all the main effects and reach the optimum conditions as long as the experimental error is not very large. Fractional factorial designs will also reach the optimum conditions under these circumstances, however, the advantage in consistency of the result was smaller than one might expect.
As interaction strength rises, the optimum conditions may or may not be the ones that exploit the main effects. If the main effects are exploited at the optimum conditions, neither adaptive OFAT nor fractional factorial designs are able to guarantee attaining the optimum condition even when experimental error is very low. However, when adaptive OFAT fails to exploit main effects, it nearly compensates by exploiting large synergistic interactions. As a result, adaptive OFAT is preferred unless experimental error is large. If the main effects are NOT exploited at the optimum conditions, adaptive OFAT may attain the optimum conditions with high probability and fractional factorial designs are unlikely to attain the optimum conditions. In this circumstance, the system must contain some large anti-synergistic interactions. Adaptive OFAT exhibits mechanisms for exploiting large anti-synergistic interactions. When interactions are very strong, adaptive OFAT is as likely to exploit interactions as it is to exploit main effects. Under these circumstances, adaptive OFAT performs far better than that of fractional factorial designs even in the presence of strong experimental error. The trends observed across these cases can be partly explained by four specific mechanisms by which the adaptive OFAT process interacts with structures of effects within systems. These mechanisms were identified via the case studies, but are general in that, when the stipulated conditions hold, the mechanisms logically must operate as described.
͑1͒ When interaction effects are synergistic, their presence increases the likelihood of exploiting the participating main effects by adaptive OFAT. This mechanism is illustrated for the case of a synergistic two-factor in Fig.  7 . Whichever main effect is toggled first, it has a more than 50% chance of being exploited by adaptive OFAT. If one of the main effects participating in a synergistic two-factor interaction is exploited, then the conditional main effect of the other factor is the sum of the main effect and the two-factor interaction which is larger than the main effect. Since adaptive OFAT bases the final setting of a factor on its observed conditional main effect, the probability of exploiting the effect is, therefore, more robust to experimental error. This mechanism was observed in cases 1 and 3 in which the preponderance of interactions were synergistic and the main effects were particularly important for gaining improvements. ͑2͒ When main effects are not overwhelming, adaptive OFAT either exploits the main effects or otherwise produces comparable improvements by exploiting interactions that offset the losses due to unexploited main effects. This was observed in cases 2 and 3 with the result that the outcome of adaptive OFAT includes only a small number of the best available alternatives. ͑3͒ Under certain circumstances, adaptive OFAT will exploit an anti-synergistic interaction with very high probability. As illustrated in Fig. 7 , if an anti-synergistic interaction is overwhelming ͑which is true for any antisynergistic two-factor interaction larger in magnitude than its participating main effects͒ then it will be exploited. In this scenario, at least one participating main effect will not be exploited, but this is a necessity to attain the optimum conditions. The mechanism of Fig. 7 was observed in case 4. It was also observed in case 4 that an anti-synergistic three-factor interaction was exploited with 100% probability even though it was not overwhelming. Therefore, the conditions in Fig. 7 are sufficient, but not necessary. In case 5 a large ͑but not overwhelming͒ anti-synergistic three-factor interaction was exploited in a preponderance of circumstances. This suggests that when the necessary conditions are met approximately, the mechanism will function in most circumstances. ͑4͒ As illustrated in Fig. 9 , when a two-factor interaction is smaller than one participating main effect and larger than the other, the process of adaptive OFAT will tend to exploit the interaction in 3 of 4 combinations ͑see Fig.  9͒ of starting points and ordering of factors. This mechanism operates precisely as depicted in Fig. 9 when there are no other interactions involving the factors and the experimental error is low. This was the mechanism observed for the BC interaction in case 2 and for the GC interaction in case 3.
Conclusions
The prevailing view is that OFAT experiments are not to be recommended under any conditions. One text summarizes this perspective stating "one way of thinking of the great advances in experimental design is as the final demise of the simple 'one factor at a time' method" ͓25͔. But the data presented here and a larger study ͓1͔ suggest that adaptive OFAT can provide more improvement on average than fraction factorial design if experimental error is small ͑less than a quarter of the factor effects͒ or the interactions among control factors are large ͑more than one quarter of all factor effects͒. This result has appeared puzzling to many practitioners and researchers in light of well-known advantage of factorial design in statistical efficiency. This paper explains the phenomenon by examining the ways that the process exploits the structures typically observed among factor effects in engineering systems. The five cases presented here show that adaptive OFAT exploits main effects when they are large and otherwise exploits interactions with high probability even though OFAT experiments lack the resolution needed to estimate interactions. When an experimenter decides to use adaptive OFAT, the benefits of the factor effects will accrue to the designer, but the designer will not be able to discern whether the benefits were due to a main effect or an interaction. Adaptive OFAT offers some advantages in efficient improvement of an engineering system but may provide less precise knowledge of why the observed improvements were attained.
The results of this study can profitably be used in choosing among alternatives approaches to engineering design. In some scenarios, the time and budget is so constrained that refinements must be accomplished with only n + 1 experiments. In such cases, there are very few alternatives, but resolution III factorial designs and adaptive OFAT are suitable for such tight resource constraints. A choice between these two involves assessment of the degree of experimental error, a rough estimate of the degree of interaction in systems of this type, and the objectives of the experimental effort. If the main effect estimates themselves have high archival value and are likely to be saved and used by other engineers, then that consideration weighs in favor of factorial design. If, however, the principal benefit of the experiment is the improvements attained in the current project, then the adaptive OFAT process may be a better choice if the experimental error is small or the interactions among control factors might account for as much as a quarter of the sum squared factor effects. One important consideration is whether these results exclusively apply to experiments with prototypes or bench level experiments or if they apply to computer experiments as well. In many cases, the speed and economy of computers enable far more than n + 1 simulations to be conducted. This paper only addressed methods for very small numbers of experiments and engineers will often be able to consider a large variety of methods not discussed here.
However, there are many important engineering scenarios in which computationally demanding codes may limit the exploration to around n + 1 simulations. In these cases, adaptive OFAT will be an attractive option because computer codes have no experimental error. In addition, adaptive OFAT may enable engineers to more readily detect and correct problems with computer simulations since, when only one factor is changed, it is easier to form an expectation of the simulation results based on experience and physical insight. If simulations clash with an engineer's physical insight and judgment, then effort should be spent finding questionable assumptions, boundary conditions, constitutive equations, and so on rather than continuing with further simulations. We regard it as a promising topic of future research to test the conjecture that limiting the number of factor changes per run aids in detecting model error. In our observations of engineering design practice, such model errors are frequently identified even at a late stage in the design process. Any design practices that help engineers catch more model errors have a large potential for improving design outcomes.
The implications for these results for robust design are particularly intriguing. Due to the need for exploration of both control and noise, the resource demands of robust design are especially high and there is resulting pressure to find efficiencies. At the same time, the usual difficulties of experimental design may be greater because the assumptions of effects hierarchies must be relaxed. If there are no interactions in a system then robust parameter design cannot provide benefits. Supporting this contention, note that case studies 1 and 5 are both drawn from a study of incandescent bulbs and that mean life exhibited mild interactions while the standard deviation exhibited strong interactions. If this trend applies to three-factor interactions as well as two-factor interactions, then fractional factorial experiments would seem to be problematic for use in robust design. If a data transformation or physical insights can reliably reduce the undesired interactions, perhaps the problem is mitigated.
It is important to acknowledge that this paper is based on a detailed study of a small sample of engineering systems and that not every possible outcome is represented. For example, there exist systems in which adaptive OFAT does not perform as well as fractional factorial experiments. The set of cases does serve to reveal a broad set of mechanisms that account for the relevant phenomena and is consistent with the overall trends in a larger database of experiments.
The cases presented in this paper and associated discussion fall short of a complete theoretical account of the phenomena by which adaptive OFAT derives its properties. A more complete understanding should be possible on the basis of probability theory. The cases presented here have shown that the mechanisms at play are critically determined by detailed interrelationships among main effects and interactions in the engineering system. The authors propose that a complete theoretical account will require a probabilistic model of the principles of hierarchy, inheritance, and sparsity of effects as well as a characterization of the relative probabilities of synergistic and anti-synergistic interactions. This appears to be a worthwhile subject for future research. 
