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ZAPPA-SZE´P PRODUCT OF FELL BUNDLE
BOYU LI
Abstract. We define the Zappa-Sze´p product of a Fell bundle by a
groupoid, which turns out to be a Fell bundle over the Zappa-Sze´p
product of the underlying groupoids. The universal C∗-algebra of a
Fell bundle is then shown to embed injectively inside the universal C∗-
algebra of the Zappa-Sze´p product Fell bundle. We also prove that
the universal C∗-algebra of the Zappa-Sze´p product Fell bundle is a
C
∗-blend, generalizing an earlier result on the Zappa-Sze´p product of
groupoid C∗-algebras.
1. Introduction
Zappa-Sze´p product originated as a generalization of the semi-direct prod-
uct of groups. For groupsG andH, in addition to encoding anH-action onG
in the semi-direct product, the Zappa-Sze´p product encodes a G-restriction
map on H. This results in a two-way interaction between G and H in a
Zappa-Sze´p product.
The crossed product construction, in the realm of operator algebras,
closely resembles that of a semi-direct product: given a C∗-algebra A and a
groupH acting on A by automorphisms, one can define the algebraic crossed
product A⋊algα H in a similar fashion to the semi-direct product. There are
various ways to take the closure of the algebraic crossed product that could
result in different C∗-algebras that have drawn much research interest.
Naturally, one may wonder if we can similarly construct a Zappa-Sze´p
product of a C∗-algebra. This is the main motivation behind this paper.
To define a Zappa-Sze´p product of a C∗-algebra A, one must encode both
an H-action on the C∗-algebra and an A-restriction on the group H. One
candidate approach is to put a G-grading on A, by dissembling A into
linearly independent subspaces {Ax}x∈G whose direct sum is dense in A (for
example, the notion of a graded C∗-algebra considered by Exel [5]). With
this approach, the elements in Ax induce a restriction map on H in a similar
manner as the G-restriction map in a Zappa-Sze´p product. Algebraically,
one can define a Zappa-Sze´p type product of the subspaces {Ax}x∈G and H.
However, this approach faces a key challenge: it is difficult to to reassemble
the individual pieces back to a C∗-algebra, and even if it can, the resulting
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C∗-algebra might have lost much information of the original C∗-algebra A.
For example, in an extreme case, one can hardly reassemble {Ax}x∈G back
to the original G-graded C∗-algebra A.
To overcome these difficulties, instead of starting with a C∗-algebra A,
we start directly with fibres {Ax} that can be reasonably reassembled into
C∗-algebras. Our goal is to define the Zappa-Sze´p product of these fibres
that can also be reassembled into C∗-algebras. This approach to study the
fibres instead of the C∗-algebra as a whole leads us to the notion of Fell
bundles.
To achieve fullest generality, we start with a Fell bundle B over an e´tale
groupoid G and construct a Zappa-Sze´p product of the Fell bundle by an-
other e´tale groupoid H. We define an H-action map on the Fell bundle (Def-
inition 3.1) that allows us to construct a Zappa-Sze´p-type product B ⊲⊳β H.
The main theorem (Theorem 3.5) proves that this Zappa-Sze´p product
B ⊲⊳β H is again a Fell bundle over the Zappa-Sze´p product of the un-
derlying groupoids, which is known to be an e´tale groupoid as well [3]. The
original Fell bundle B is preserved isometrically inside the Zappa-Sze´p prod-
uct B ⊲⊳β H, and the universal C
∗-algebra C∗(B) embeds injectively inside
C∗(B ⊲⊳β H) (Theorem 4.7). As an application, we prove that C
∗(B ⊲⊳β H)
is a C∗-blend in the sense of Exel [6] of C∗(B) and the groupoid C∗-algebra
C∗(H) (Theorem 5.4). This generalizes an earlier result [3] that the groupoid
C∗-algebra of the Zappa-Sze´p product groupoid C∗(G ⊲⊳ H) is a C∗-blend
of C∗(G) and C∗(H).
In recent years, Zappa-Sze´p product has attracted much attention in the
study of operator algebras. For example, recent studies include the C∗-
algebra of self-similar groups [13]; Zappa-Sze´p product of right LCM semi-
groups [4, 14] and e´tale groupoids [3]; self-similar group action on graphs [8]
and on k-graphs [11, 12]; self-similar groupoid action on k-graphs [1]. Our
hope is that this paper brings a new perspective into this line of research.
2. Preliminary
2.1. Groupoid. A groupoid G is a set with a partially defined multipli-
cation and an inverse map. More precisely, there exists an inverse map
·−1 : G → G and a partially defined multiplication ∗ : G(2) → G, where
G(2) ⊂ G × G. Together, they satisfy:
(1) The multiplication is associative: if (x, y) ∈ G(2) and (xy, z) ∈ G(2),
we have (x, yz), (y, z) ∈ G(2) and (x ∗ y) ∗ z = x ∗ (y ∗ z);
(2) For each x ∈ G, (x, x−1), (x−1, x) ∈ G(2);
(3) For each (x, y) ∈ G(2), we have x−1 ∗ x ∗ y = y and x ∗ y ∗ y−1 = x
For simplicity, we often write xy instead of x ∗ y whenever the context is
clear. We often use the notation r(x) = xx−1 and s(x) = x−1x. Both r(x)
and s(x) are idempotents in G, and we denote the set of all idempotents of
G by G0. It is a well-known fact that (x, y) ∈ G(2) if and only if r(y) = s(x).
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Groupoid can be seen as a generalization of groups. Any group G can be
viewed as a groupoid by setting G(2) = G×G.
When G is endowed with a topology in which the multiplication (from the
relative topology of G(2) ⊂ G×G) and inverse are continuous, the groupoid G
is called a topological groupoid. It is often convenient to assume the topo-
logical groupoid to be locally compact, second countable, and Hausdorff.
Moreover, the groupoid G is called e´tale when the maps r and s are local
homeomorphisms. Being an e´tale groupoid is a key assumption in many con-
structions of groupoid C∗-algebras, and this is the assumption throughout
the rest of this paper.
2.2. Fell Bundle. Fell bundle over groups was first introduced and studied
by Fell [9], under the notion of the C∗-algebraic bundle. It is a powerful
device in the study of graded C∗-algebras, and many well-known C∗-algebras
are naturally graded. Instead of studying the graded C∗-algebra as a whole,
Fell bundle focuses on the fibres from the grading and provides a general
framework to reassemble fibres back to various graded C∗-algebras. Here, we
give a brief introduction to Fell Bundle over e´tale groupoids. One may refer
to [7] for Fell bundle over discrete groups and its connection with partial
dynamical systems; [15, 10] for a more detailed discussion of Fell bundle
over groupoids.
Definition 2.1. Let G be a groupoid. A Fell bundle (or a C∗-algebraic
bunble) B over G is a disjoint union of Banach algebras Bg (also known
as the fibres), B = ⊔g∈GBg, together with a partially defined continuous
multiplication · : ⊔{Bg × Bh : (g, h) ∈ G
(2)} → B and involution ∗ : B → B,
such that:
(F1) For each (g, h) ∈ G(2), Bg · Bh ⊂ Bgh.
(F2) The multiplication is bilinear on B × B.
(F3) The multiplication is associative whenever it is defined.
(F4) For any b ∈ Bg and c ∈ Bh with (g, h) ∈ G
(2), ‖bc‖ ≤ ‖b‖‖c‖, where
the norm is taken by the Banach norm from their respective fibre.
(F5) For any g ∈ G, B∗g ⊂ Bg−1 .
(F6) The involution map a 7→ a∗ is conjugate linear.
(F7) For any b ∈ Bg and c ∈ Bh with (g, h) ∈ G
(2), (bc)∗ = b∗c∗.
(F8) For any b ∈ B, b∗∗ = b.
(F9) For any b ∈ B, ‖b∗b‖ = ‖b‖2 = ‖b∗‖2.
(F10) For any b ∈ Bg, b
∗b ≥ 0 in Bs(g).
Here, we notice that whenever x ∈ G0 is an idempotent, Bx is in fact a
C∗-algebra. Therefore, for b ∈ Bg, b
∗b ∈ Bs(g) so that its positivity can be
understood within the C∗-algebra Bs(g).
Example 2.2. Given an e´tale groupoid G, one can define the groupoid
bundle B = C × G = {(a, x) : a ∈ C, x ∈ G}, where the fibres Bx =
C × {x} naturally inherit its norm from C. The multiplication is given
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by (a, x)(b, y) = (ab, xy) whenever (x, y) ∈ G(2); the involution is given by
(a, x)∗ = (a, x−1). One can easily verify that B is a Fell bundle over G.
Example 2.3. Let G be a discrete group. Exel defined the notion of C∗-
grading that is closely related to Fell bundle over G. Let A be a C∗-algebra.
A C∗-grading forA is a collection of linearly independent subspaces {Ag}g∈G
such that ⊕g∈GAg is dense in A, AgAh ⊂ Agh, and A
∗
g ⊂ Ag−1 . Given such
a grading, B = ⊔Ag defines a Fell bundle over G, where the multiplication
and involution are inherited from the underlying C∗-algebra.
One has to be cautious that by passing from the C∗-algebra A to the
Fell bundle {Ag}, one may lose much information of the C
∗-algebra A. As
pointed out by Exel [7, Remark 16.3], there may have multiple ways of
completing ⊕g∈GAg, some of which may not recover the original C
∗-algebra
A.
2.3. Zappa-Sze´p Product. In group theory, Zappa-Sze´p product provides
a way to construct a group from the certain interactions between two groups.
It is a natural generalization of the semi-direct product of groups. In the
case of a semi-direct product G ⋊ H of groups G and H, it encodes an
H-action on the group G by defining the multiplication
(x, h)(y, k) = (x(h · y), hk).
However, it is possible that G also interaction with H. This is known as
the G-restriction map (x, h) 7→ h|x in the Zappa-Sze´p product, and the
multiplication in the Zappa-Sze´p product encodes this two-way action by
(x, h)(y, k) = (x(h · y), h|yk).
For other algebraic structures, one can often define an analogous version of
their Zappa-Sze´p product: for example, the case of right LCM semigroups is
considered in [4]. For two groupoids G andH, one can define a similar notion
of Zappa-Sze´p product when their unit spaces G0,H0 match [2]. Moreover,
when G andH are e´tale groupoids, it is known that their Zappa-Sze´p product
groupoid is also e´tale [3]. Here, we give a brief introduction to the Zappa-
Sze´p product of groupoids. One may refer to [3] for more detailed discussion.
Let G and H be e´tale groupoids. For x ∈ G, define sG(x) = x
−1x and
rG(x) = xx
−1. Similarly, for y ∈ H, define sH(y) = y
−1y and rH(y) = yy
−1.
We assume that G and H has the same unit space G0 = H0 = X, so that the
ranges of the maps sG , sH, rG , rH are all X. Now assume that there exists
two maps:
(1) A H-action map on G: {(h, x) : h ∈ H, x ∈ G, sH(h) = rG(x)} → G
given by (h, x) 7→ h · x.
(2) A G-restriction map on H: {h, x) : h ∈ H, x ∈ G, sH(h) = rG(x)} →
H given by (h, x) 7→ h|x.
Suppose these two maps satisfy the following conditions:
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(ZS1) (h1h2) · x = h1 · (h2 · x),
(ZS2) h · (xy) = (h · x)(h|x · y),
(ZS3) h|xy = (h|x)|y,
(ZS4) (h1h2)|x = h1|h1·xh2|x,
(ZS5) rG(h · x) = rH(h),
(ZS6) sH(h|x) = sG(x),
(ZS7) sG(h · x) = rH(h|x),
(ZS8) rG(x) · x = x,
(ZS9) h|sH(h) = h.
Then we can define the Zappa-Sze´p product groupoid of G and H.
Definition 2.4. Define
G ⊲⊳ H = {(x, h) : x ∈ G, h ∈ H, rH(h) = sG(x)},
and muliplicable pairs
G ⊲⊳ H(2) = {((x, h), (y, g)) : rG(y) = sH(h)}.
Define multiplication
(x, h)(y, g) = (x(h · y), h|yg),
and inverse map
(x, h)−1 = (h−1 · x−1, h−1|x−1).
Then G ⊲⊳ H, together with the multiplication and inverse maps, is a
groupoid [3]. This groupoid is called the Zappa-Sze´p product of G and
H.
In particular, when G and H are e´tale groupoids, their Zappa-Sze´p prod-
uct is again e´tale [3, Proposition 9].
Proposition 2.5. When G ⊲⊳ H is endowed with the relative product topol-
ogy on G ×H, it is e´tale if and only if both G and H are e´tale, and both the
H-action map and the G-restriction maps are continuous.
The following lemma is taken from [3, Lemma 4] and is especially useful
in later calculations.
Lemma 2.6. For any h ∈ H and x ∈ G with sH(h) = rG(x).
(1) h · sH(h) = rH(h),
(2) rG(x)|x = sG(x),
(3) (h · x)−1 = h|x · x
−1,
(4) (h|x)
−1 = h−1|h·x.
3. Zappa-Szep Product of Fell Bundle
Suppose there is a Fell Bundle over an e´tale groupoid G, and H is another
e´tale groupoid such that we can define a Zappa-Sze´p product G ⊲⊳ H. The
goal of this section is to define a Zappa-Sze´p product of the Fell bundle B by
the groupoid H and show that this Zappa-Sze´p product is a Fell bundle over
the Zappa-Sze´p product G ⊲⊳ H. The Fell bundle B defines a B-restriction
map on H quite easily: it can simply inherit the G-restriction map on H
from its G-grading. However, we need to define the H-action on the Fell
bundle.
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Definition 3.1. Let B = ⊔g∈GBg be a Fell bundle over an e´tale groupoid
G. Let H be another e´tale groupoid such that one can define a Zappa-Sze´p
product G ⊲⊳ H via continuous H-action · and G-restriction |.
We say the collection of maps {βh}h∈H is an H-action on the Fell Bundle
B if
(A1) For each h ∈ H, βh is a linear map from ⊔rG(x)=sH(h)Bx to ⊔rG(x)=rH(h)Bx,
where βh(Bx) ⊂ Bh·x.
(A2) For any g, h ∈ H with (g, h) ∈ H(2), βgh = βg ◦ βh.
(A3) For any u ∈ H0, βu is the identity map on its domain.
(A4) For any a ∈ Bx and b ∈ By with (x, y) ∈ G
(2) and rG(x) = sH(h),
βh(ab) = βh(a)βh|x(b).
(A5) For any a ∈ Bx with rG(x) = sH(h),
βh(a)
∗ = βh|x(a
∗).
Proposition 3.2. For any h ∈ H, βh : BsH(h) → BrH(h) is an isometric
∗-isomorphism between C∗-algebras BsH(h) and BrH(h).
Proof. For any h ∈ H, take a ∈ BsH(h). By (A1), βh(a) ∈ Bh·sH(h) = BrH(h).
For any a, b ∈ BsH(h),
βh(ab) = βh(a)βh|sH(h)
(b) = βh(a)βh(b).
Moreover, by (A5),
βh(a)
∗ = βh|sH(h)
(a∗) = βh(a
∗).
Therefore, βh : BsH(h) → BrH(h) is a ∗-homomorphism. By (A2) and (A3),
βh−1βh = βsH(h) is identity on BsH(h) and βhβh−1 = βrH(h) is identity on
BrH(h), we have βh is bijective ∗-isomorphism. Since BsH(h) and BrH(h) are
C∗-algebras, it is automatic that βh is isometric on BsH(h). 
Corollary 3.3. For any h ∈ H and x ∈ G with rG(x) = sH(h), βh is
isometric from Bx to Bh·x: that is, for any a ∈ Bx,
‖βh(a)‖ = ‖a‖.
Proof. By Proposition 3.2, βh is isometric on BsH(h). Consider aa
∗ ∈ BrG(x) =
BsH(h), we have ‖βh(aa
∗)‖ = ‖aa∗‖ = ‖a‖2. On the other hand, by (A4)
and (A5),
‖βh(aa
∗)‖ = ‖βh(a)βh|x(a
∗)‖ = ‖βh(a)βh(a)
∗‖ = ‖βh(a)‖
2.
Therefore, ‖βh(a)‖ = ‖a‖, as desired. 
We now construct a Fell bundle over G ⊲⊳ H from a H-action {βh}h∈H on
the Fell bundle B. For each (x, h) ∈ G ⊲⊳ H, define
(C1) A Banach space C(x,h), whose elements are denoted by
C(x,h) = {a⊗ h : a ∈ Bx, h ∈ H, rH(h) = sG(x)}.
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Here, the additive structure is inherited from Bx (the ⊗h part is a
placeholder to remind us the grading h). We put the norm ‖a⊗h‖ =
‖a‖Bx , which puts a Banach space structure on C(x,h).
(C2) For ((x, h), (y, g)) ∈ G ⊲⊳ H(2) (that is, rG(y) = sH(h)), define a
multiplication map · : C(x,h) × C(y,g) → C(x(h·y),(h|y)g) by
(a⊗ h) · (b⊗ g) = (aβh(b))⊗ (h|yg).
(C3) For a⊗ h ∈ C(x,h), define its involution by
(a⊗ h)∗ = βh−1(a
∗)⊗ h−1|x−1 .
Remark 3.4. For u ∈ G0 = H0, consider the fibre Cu,u: the map a ∈ Bu 7→
a⊗u ∈ Cu,u is an injective ∗-isomorphism so that Cu,u ∼= Bu is a C
∗-algebra.
An element a⊗ u ∈ Cu,u is positive if and only if a ∈ Bu is positive.
Theorem 3.5. The collection C = ⊔(x,h)∈G⊲⊳HC(x,h) defined in (C1), together
with the multiplication defined in (C2) and the involution defined in (C3),
is a Fell bundle over the Zappa-Sze´p product G ⊲⊳ H.
Proof. We have to verify that C, together with the multiplication and invo-
lution maps, satisfies conditions (F1) through (F10). First of all, since βh is
continuous, the multiplication on C is also continuous.
For (F1): take a⊗ h ∈ C(x,h) and b⊗ g ∈ C(y,g) so that rG(y) = sH(h),
(a⊗ h)(b ⊗ g) = (aβh(b)) ⊗ (h|yg).
By (A1), βh(b) ∈ Bh·y. By (ZS5), rG(h · y) = rH(h) = sG(x), and thus
(x, h · y) ∈ G(2). Therefore, by (F1), aβh(b) ∈ Bx(h·y). Hence, the product
(aβh(b)) ⊗ (h|yg) ∈ C(x(h·y),h|yg) = C(x,h)(y,g).
For (F2): the multiplication on B is bilinear and βh is linear. It is clear
that the multiplication on C is bilinear.
For (F3): Take a⊗ h ∈ C(x,h), b⊗ g ∈ C(y,g), and c⊗ k ∈ C(z,k), such that
rG(y) = sH(h) and rG(z) = sH(g). By definition,
((a⊗ h)(b ⊗ g))(c ⊗ k) = (aβh(b)βh|yg(c)) ⊗ (h|yg)|zk.
On the other hand,
(a⊗ h)((b ⊗ g)(c ⊗ k)) = (aβh(bβg(c))) ⊗ (h|y(g·z)g|zk).
By (ZS4) and (ZS3),
(h|yg)|zk = (h|y)|g·zg|zk = h|y(g·z)g|zk.
By (A4),
aβh(bβg(c) = aβh(b)βh|y(βg(c)) = aβh(b)βh|yg(c).
Therefore, the multiplication is associative.
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For (F4): take a⊗ h ∈ C(x,h) and b⊗ g ∈ C(y,g) so that rG(y) = sH(h).
‖(a ⊗ h)(b ⊗ g)‖ = ‖(aβh(b)) ⊗ (h|yg)‖
= ‖aβh(b)‖
≤ ‖a‖‖βh(b)‖
= ‖a‖‖b‖ = ‖a⊗ h‖‖b ⊗ h‖.
Here, we applied Corollary 3.3 that ‖βh(b)‖ = ‖b‖.
For (F5): take a⊗ h ∈ C(x,h),
(a⊗ h)∗ = βh−1(a
∗)⊗ h−1|x−1 ∈ C(h−1·x−1,h−1|
x−1)
= C(x,h)−1 .
For (F6): by βh−1 is linear,
((a+ λb)⊗ h)∗ = βh−1(a
∗ + λb∗)⊗ h−1|x−1 = (a⊗ h)
∗ + λ(b⊗ h)∗.
For (F7): take a ⊗ h ∈ C(x,h) and b ⊗ g ∈ C(y,g) so that rG(y) = sH(h).
One can compute:
((a⊗ h)(b⊗ g))∗ = β(h|yg)−1(βh(b)
∗a∗)⊗ (h|yg)
−1|(x(h·y))−1 ,
and,
(b⊗ g)∗(a⊗ h)∗ = βg−1(b
∗)βg−1|
y−1
(β−1h (a
∗))⊗ (g−1|y−1)|h−1·x−1h
−1|x−1 .
By (A5), βh(b)
∗ = βh|y(b
∗). By Lemma 2.6, (h|y)
−1 = h−1|h·y and (h·y)
−1 =
h|yy
−1. Therefore,
β(h|yg)−1(βh(b)
∗a∗) = β(h|yg)−1(βh|y(b
∗)a∗)
= β(h|yg)−1(βh|y(b
∗))β(h|yg)−1|h|y·y−1
(a∗)
= βg−1(b
∗)β(g−1h−1|h·y)|(h·y)−1 (a
∗)
= βg−1(b
∗)βg−1|(h−1|h·y)·(h·y)−1(h
−1|h·y)|(h·y)−1
(a∗)
= βg−1(b
∗)βg−1|(h|y)−1·h|y·y−1h
−1|rH(h)
(a∗)
= βg−1(b
∗)βg−1|
y−1
(βh−1(a
∗))
Moreover,
(h|yg)
−1|(x(h·y))−1 = g
−1|(h|y)−1·(x(h·y))−1(h|y)
−1|(x(h·y))−1
= g−1|(h|y)−1·(h|y·y−1)x−1(h
−1|h·y)|(h·y)−1x−1
= g−1|y−1(h|h·y)|(h·y)−1 ·x−1h
−1|x−1
= g−1|y−1(h−1|rH(h)·x
−1)h
−1|x−1
= (g−1|y−1)|h−1·x−1h
−1|x−1 .
Therefore,
((a⊗ h)(b ⊗ g))∗ = (b⊗ g)∗(a⊗ h)∗.
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For (F8): Take any a⊗ h ∈ Cx,h, one can compute that
(a⊗ h)∗∗ = β(h−1|
x−1)
−1(βh−1(a
∗)∗)⊗ (h−1|x−1)
−1|(h−1·x−1)−1 .
By (A5),
βh−1(a
∗)∗ = βh−1|
x−1
(a).
Therefore,
β(h−1|
x−1)
−1(βh−1(a
∗)∗) = β(h−1|
x−1)
−1(βh−1|
x−1
(a))
= βrG(x)(a) = a.
Moreover,
(h−1|x−1)
−1|(h−1·x−1)−1 = (h|h−1·x−1)|(h−1·x−1)−1 = h.
Hence,
(a⊗ h)∗∗ = a⊗ h.
For (F9): take any a⊗ h ∈ Cx,h,
(a⊗ h)∗(a⊗ h) = βh−1(a
∗)βh−1|
x−1
(a)⊗ sH(h) = βh−1(a
∗a)⊗ sH(h).
Since a∗a ∈ BsG(x) = BrH(h) = BsH(h−1), by Proposition 3.2, βh−1 is isometric
on BsH(h−1). Therefore,
‖(a⊗ h)∗(a⊗ h)‖ = ‖βh−1(a
∗a)‖ = ‖a∗a‖ = ‖(a⊗ h)‖2.
Moreover,
‖a∗a‖ = ‖aa∗‖ = ‖(a⊗ h)∗∗(a⊗ h)∗‖ = ‖(a⊗ h)∗‖2.
Finally, for (F10): we showed that
(a⊗ h)∗(a⊗ h) = βh−1(a
∗a)⊗ sH(h).
Since βh−1 is a ∗-automorphism on BsH(h−1), we have βh−1(a
∗a) ≥ 0 and
thus by Remark 3.4,
(a⊗ h)∗(a⊗ h) ≥ 0. 
We use the notation B ⊲⊳β H to denote the Fell bundle C, and we call it
the Zappa-Sze´p product of Fell bundle B by H.
Example 3.6. Let G,H be e´tale groupoids with an e´tale Zappa-Sze´p prod-
uct G ⊲⊳ H. Let B = C× G be the groupoid bundle.
We first define the H-actions βh on this bundle B: for h ∈ H and x ∈ G
with rG(x) = sH(h), define βh(a, x) = (a, h · x). This is clearly linear, and
one can easily verify that β satisfies conditions (A1) through (A5).
Therefore, for each (x, h) ∈ G ⊲⊳ H, we can construct
C(x,h) = {(a, x) ⊗ h : (a, x) ∈ Bx, rH(h) = sG(x)}.
The multiplication is given by:
((a, x)⊗ h)((b, y) ⊗ g) = (ab, xh · y)⊗ h|yg.
The involution is given by:
((a, x)⊗ h)∗ = (a, h−1 · x−1)⊗ h−1|x−1 .
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By Theorem 3.5, C = ⊔C(x,h) is a Fell bundle over G ⊲⊳ H. One can observe
that the map (a, x)⊗h 7→ (a, (x, h)) defines an isometric ∗-isomorphism from
C = (C× G) ⊲⊳β H to the groupoid bundle C× (G ⊲⊳ H).
We would note that the Fell bundle B is preserved isometrically inside
B ⊲⊳β H.
Proposition 3.7. Let Φ : B → B ⊲⊳β H by Φ(b) = b ⊗ sG(x) for b ∈ Bx.
Then Φ(Bx) = C(x,sG(x)), and Φ is an isometric ∗-isomorphism from B to
⊔x∈GC(x,sG(x)).
Proof. Since rH(sG(x)) = sG(x), Φ(b) = b⊗ sG(x) is well-defined map, and
Φ is a bijection from Bx to C(x,sG(x)). For any b ∈ Bx,
‖Φ(x)‖ = ‖x⊗ sG(x)‖ = ‖x‖.
Since βu is the identity map on its domain, one can easily verify that Φ is a
bijective ∗-homomorphism from B to ⊔x∈GC(x,sG(x)). 
4. C∗-algebras of Fell bundle
For a Fell bundle B = ⊔g∈GBg, one can define a universal C
∗-algebra
C∗(B) with respect to ∗-representations of B. There is an associated uni-
versal ∗-representation πu = {πug }g∈G , where π
u
g : Bg → C
∗(B). C∗(B) is
universal in the sense that for any ∗-representation ρ = {ρg}g∈G : B → A
for some C∗-algebra A, there exists a ∗-homomorphism φ : C∗(B) → A
such that for any g ∈ G and a ∈ Bg, ρg(a) = φ(π
u(a)). For more detailed
description, one may refer to [7, Definition 16.25] for the case when G is a
discrete group and [15] for the case when G is an e´tale groupoid.
Proposition 4.1. Let Φ : B → B ⊲⊳β H be the canonical embedding of
B inside the Zappa-Sze´p product B ⊲⊳β H, defined in the Proposition 3.7.
Let πu : B → C∗(B) and ρu : B ⊲⊳β H → C
∗(B ⊲⊳β H) be the universal
representations for C∗(B) and C∗(B ⊲⊳β H) respectively.
Then, there exists a ∗-homomorphism i : C∗(B)→ C∗(B ⊲⊳β H) such that
for any b ∈ B,
i(πu(b)) = ρu(Φ(b)).
Proof. For b ∈ B, define π(b) = ρu(Φ(b)). By Proposition 3.7, Φ is a ∗-
homomorphism. Therefore, π : B → C∗(B ⊲⊳β H) is also a ∗-homomorphism.
By the universality of C∗(B), one can find a ∗-homomorphism i : C∗(B)→
C∗(B ⊲⊳β H) such that
i(πu(b)) = π(b) = ρu(Φ(b)). 
Example 4.2. Consider the case when G = {e} and H is a discrete group.
Take a C∗-algebra A and treat it as a Fell bundle over the singleton set {e}.
Let β : H → Aut(A) be an automorphic H-action on A. One can easily
check that β satisfies all the conditions in Definition 3.1. The resulting
Zappa-Sze´p of Fell bundle A ⊲⊳β H is simply the algebraic crossed product
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A ⋊algβ H. The universal C
∗-algebra of this Fell bundle C∗(A ⊲⊳β H) is
the completion under the universal norm, which is precisely the C∗-algebra
crossed product A⋊β H.
It is a well-known fact that i : A → A⋊βH is an injective ∗-homomorphism
in the case of the C∗-crossed product. This motivates us to consider whether
the map i : C∗(B)→ C∗(B ⊲⊳β H) from Proposition 4.1 is always injective as
well. For simplicity, we assume that G and H are discrete groups throughout
the rest of this section.
Lemma 4.3. Let B be a Fell bundle over G. Let π : B → B(K) be a
∗-homomorphism from B to bounded operators on a Hilbert space K. Let
{δx}x∈G be an orthonormal basis of ℓ
2(G) and {δh}h∈H be an orthonormal
basis of ℓ2(H). For b ∈ Bx, define π˜ : B → B(K⊗ ℓ
2(G) ⊗ ℓ2(H)) by
π˜(b)ξ ⊗ δy ⊗ δh = π(βh−1|(xy)−1 (b))ξ ⊗ δxy ⊗ δh.
Then
(1) π˜ is a ∗-homomorphism of B.
(2) For any b ∈ B, ‖π˜(x)‖ ≥ ‖π(b)‖
Proof. Since βh and π are linear, π˜ is clearly a well-defined linear map. Pick
any a ∈ Bx and b ∈ By and a vector ξ ⊗ δz ⊗ δh, we have ab ∈ Bxy and by
definition,
π˜(ab)ξ ⊗ δz ⊗ δh = π(βh−1|(xyz)−1(ab))ξ ⊗ δxyz ⊗ δh
= π(βh−1|(xyz)−1(a)βh−1|(xyz)−1x(b))ξ ⊗ δxyz ⊗ δh
= π(βh−1|(xyz)−1(a))π(βh−1 |(yz)−1(b))ξ ⊗ δxyz ⊗ δh
= π˜(a)π˜(b)ξ ⊗ δz ⊗ δh.
Moreover, a∗ ∈ Bx−1 . Pick any two vectors v1 = ξ ⊗ δz ⊗ δh and v2 =
η ⊗ δw ⊗ δg. We have:
〈π˜(a∗)v1, v2〉 = 〈π(βh−1|
z−1x
(a∗))ξ ⊗ δx−1z ⊗ δh, η ⊗ δw ⊗ δg〉.
=
{
〈π(βh−1|
z−1x
(a∗))ξ, η〉 if x−1z = w, h = g;
0 if otherwise.
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On the other hand,
〈v1, π˜(a)v2〉 = 〈ξ ⊗ δz ⊗ δh, π(βg−1|(xw)−1 (a))η ⊗ δxw ⊗ δg〉
= 〈π(βg−1|(xw)−1 (a)
∗)ξ ⊗ δz ⊗ δh, ηδxw ⊗ δg〉
= 〈π(βg−1|
w−1
(a∗))ξ ⊗ δz ⊗ δh, ηδxw ⊗ δg〉
=
{
〈π(βg−1|
w−1
(a∗))ξ, η〉 if z = xw, h = g;
0 if otherwise.
=
{
〈π(βh−1|
z−1x
(a∗))ξ, η〉 if x−1z = w, h = g;
0 if otherwise.
= 〈π˜(a∗)v1, v2〉.
Therefore, π˜ is a ∗-homomorphism of the Fell bundle B.
Consider the subspace Le = K⊗ ℓ
2(G)⊗ δe, it is clear from the definition
that Le is a reducing subspace for π˜ (that is, both Le and L
⊥
e are invariant
subspaces). For any a ∈ Bx, and ξ ⊗ δy ⊗ δe ∈ Le,
π˜(a)ξ ⊗ δy ⊗ δe = π(a)ξ ⊗ δxy ⊗ δe.
This is unitarily equivalent to π⊗λ where λ : B → B(ℓ2(G)) is the left-regular
representation. It is clear that ‖π⊗λ(a)‖ ≥ ‖π‖ and thus ‖π˜(a)‖ ≥ ‖π(a)‖.

Lemma 4.4. Let π˜ : B → B(K ⊗ ℓ2(G) ⊗ ℓ2(H)) be defined as in Lemma
4.3. For each k ∈ H, define
Ukξ ⊗ δy ⊗ δh = ξ ⊗ δk·y ⊗ δk|yh.
Then for any a ∈ Bx and k ∈ H,
Ukπ˜(a) = π˜(βk(a))Uk|x .
Proof. Pick any vector ξ ⊗ δy ⊗ δh and a ∈ Bx, we can compute:
Ukπ˜(a)ξ ⊗ δy ⊗ δh = π(βh−1|(xy)−1(a))ξ ⊗ δk·(xy) ⊗ δk|xyh,
and,
π˜(βk(a))Uk|xξ⊗δy⊗δh = π(β(k|xyh)−1|((k·x)(k|x·y))−1
(βk(a)))ξ⊗δ(k·x)(k|x·y)⊗δk|xyh.
By (ZS2), (k · x)(k|x · y) = k · (xy). Repeatedly apply Lemma 2.6 and
(ZS1) through (ZS9):
(k|xyh)
−1|((k·x)(k|x·y))−1 = (k|xyh)
−1|(k·(xy))−1
= h−1|(k|xy)−1·(k·(xy))−1(k|xy)
−1|(k·(xy))−1 .
= h−1|(k|xy)−1·(k|xy)·(xy)−1(k
−1|k·(xy))|(k·(xy))−1 .
= h−1|(xy)−1k
−1.
Therefore, Ukπ˜(a) = π˜(βk(a))Uk|x . 
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Proposition 4.5. Let π˜ and U be defined as in Lemma 4.3 and 4.4 respec-
tively. Define ρ : B ⊲⊳β H → B(K ⊗ ℓ
2(G)⊗ ℓ2(H)) by
ρ(a⊗ h) = π˜(a)Uh.
Then ρ is a ∗-homomorphism of the Fell bundle B ⊲⊳β H.
Proof. For any a⊗ h ∈ C(x,h) and b⊗ g ∈ C(y,g), we have by definition,
(a⊗ h)(b⊗ y) = (aβh(b))⊗ (h|yg).
Apply Lemma 4.4, we have:
ρ(a⊗ h)ρ(b⊗ g) = π˜(a)Uhπ˜(b)Ug
= π˜(a)π˜(βh(b))Uh|yUg
= π˜(aβh(b))Uh|yg
= ρ((a⊗ h)(b ⊗ y)).
Moreover, by definition,
(a⊗ h)∗ = βh−1(a
∗)⊗ h−1|x−1 .
Apply Lemma 4.4, we have:
ρ(a⊗ h)∗ = (π˜(a)Uh)
∗
= Uh−1 π˜(a
∗)
= π˜(βh−1(a
∗))Uh−1|
x−1
= ρ((a⊗ h)∗). 
As an immediate corollary, C∗(B ⊲⊳β H) is universal with respect to the
relation Ukπ˜(a) = π˜(βk(a))Uk|x .
Corollary 4.6. Let ρu be the universal ∗-representation of C∗(B ⊲⊳β H).
Then C∗(B ⊲⊳β H) has the following universal property:
For any ∗-homomorphism π : B → B(K) and unitary representation U :
H → B(K) such that for all k ∈ H and a ∈ Bx,
Ukπ(a) = π(βk(a))Uk|x ,
there exists a ∗-homomorphism φ : C∗(B ⊲⊳β H) → B(K) such that for all
a ∈ B and h ∈ H,
φ(ρu(a⊗ h)) = π(a)Uh.
Proof. Define ρ(a ⊗ h) = π(a)Uh, which is a ∗-homomorphism of B ⊲⊳β H
by Proposition 4.5. The rest follows immediately from the universality of
C∗(B ⊲⊳β H). 
Theorem 4.7. The canonical map i : C∗(B)→ C∗(B ⊲⊳β H) is an injective
∗-homomorphism.
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Proof. Let πu : B → C∗(B) be the universal ∗ representation of B, where
C∗(B) is understood as a concrete C∗-algebra inside B(K). Then by Lemma
4.3, π˜u : B → B(K⊗ℓ2(G)⊗ℓ2(H)) is a ∗-homomorphism. By the universality
of C∗(B), ‖π˜u(b)‖ ≤ ‖πu(b)‖ for all b ∈ B. By Lemma 4.3, ‖π˜u(b)‖ ≥ ‖πu(b)‖
and therefore ‖π˜u(b)‖ = ‖πu(b)‖ for all b ∈ B.
Let ρu : B ⊲⊳β H → C
∗(B ⊲⊳β H) be the universal ∗-representation. Define
ρ : B ⊲⊳β H → B(K ⊗ ℓ
2(G) ⊗ ℓ2(H)) by Proposition 4.5, which is shown to
be a ∗-homomorphism. By the universality of C∗(B ⊲⊳β H), there exists a
∗-homomorphism φ : C∗(B ⊲⊳β H)→ B(K⊗ ℓ
2(G)⊗ ℓ2(H)) such that for all
a⊗ h ∈ B ⊲⊳β H,
φ(ρu(a⊗ h)) = ρ(a⊗ h) = π˜u(a)Uh.
Therefore, for any a ∈ B,
‖πu(a)‖ = ‖π˜u(a)‖ = ‖ρ(a⊗ e)‖ ≤ ‖ρu(a⊗ e)‖.
On the other hand, by Proposition 4.1, the map i : C∗(B) → C∗(B ⊲⊳β H)
by i(πu(a)) = ρu(a⊗e) is a ∗-homomorphism, so that ‖ρu(a⊗e)‖ ≤ ‖πu(a)‖.
Therefore, i is in fact an isometric (and thus injective) ∗-homomorphism. 
5. C∗-blend
In the case of Zappa-Sze´p product of e´tale groupoid C∗-algebras, it is
known that one can find ∗-homomorphisms i : C∗(G) → C∗(G ⊲⊳ H)) and
j : C∗(H) → C∗(B ⊲⊳ H) such that (C∗(G), C∗(H), i, j, C∗(G ⊲⊳ H)) is a
C∗-blend [3, Theorem 13] in the sense of Exel [6]. Notice that the groupoid
C∗-algebra C∗(G) is the same as the universal C∗-algebra of the groupoid
bundle C∗(C × G) for an e´tale groupoid G. We have shown in Example 3.6
that the Zappa-Sze´p product of groupoid bundle (C×G) ⊲⊳ H is the same as
the groupoid bundle of the Zappa-Sze´p product C× (G ⊲⊳ H). This alludes
to a generalization of the result of Brownlowe et al to Zappa-Sze´p product
of Fell bundles.
Recall the definition of C∗-blend, introduced by Exel in [6]:
Definition 5.1. A C∗-blend is a quintuple (A,B, i, j,X) where
(1) A,B,X are C∗-algebras.
(2) i : A →M(X) and j : B →M(X) are ∗-homomorphisms.
(3) Define linear maps i ⊙ j : A ⊗C B → M(X) and j ⊙ i : B ⊗C A →
M(X) on the algebraic tensor products by
i⊙ j(a⊗ b) = i(a)j(b); j ⊙ i(b⊗ a) = j(b)i(a).
Then the range of i ⊙ j (equivalently, the range of j ⊙ i) are dense
in X.
By Proposition 4.1, one can build an ∗-homomorphism i : C∗(B) →
C∗(B ⊲⊳β H). We would need to find a ∗-homomorphism j : C
∗(H) →
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C∗(B ⊲⊳β H). To avoid technicality, we assume that Bu is a unital C
∗-
algebra for all u ∈ G0. With this assumption, we can embed the groupoid
bundle C×H inside B ⊲⊳β H.
Lemma 5.2. Assuming that Bu is unital for all u ∈ G
0. Define Ψ : C×H →
B ⊲⊳β H by
Ψ(a, h) = aI ⊗ h ∈ C(rH(h),h).
Then Ψ is an isometric ∗-homomorphism.
Proof. It is obvious that Φ is isometric and linear. To see it is multiplicative:
for any (h, g) ∈ H(2), sH(h) = rH(g). Therefore,
Ψ(a, h)Ψ(b, g) = (aI ⊗ h)(bI ⊗ g) = aβh(bI)⊗ h|sH(h)g = ab⊗ hg.
Here, we used that βh is automorphic on BsH(h) and thus unital. One can
similarly check that Ψ(a, h)∗ = Ψ((a, h)∗) = Ψ((a, h−1)). 
Proposition 5.3. Assuming that Bu is unital for all u ∈ G
0. Let ϕu :
C × H → C∗(C × H) and ρu : B ⊲⊳β H → C
∗(B ⊲⊳β H) be the universal
representations for C∗(C ×H) and C∗(B ⊲⊳β H) respectively.
Then there exists an ∗-homomorphism j : C∗(C × H) → C∗(B ⊲⊳β H)
such that
j(ϕu(a, h)) = ρu(Ψ(a, h)).
Proof. The proof proceeds in the same way as the proof of Proposition 4.1.
The map ρu ◦ Ψ is a ∗-homomorphism from the groupoid bundle C×H to
the C∗-algebra C∗(B ⊲⊳β H). The universality of C
∗(C × H) provides the
desired map j. 
Theorem 5.4. The quintuple (C∗(B), C∗(H), i, j, C∗(B ⊲⊳β H)) is a C
∗-
blend, where i is given by Proposition 4.1, and j is given by Proposition
5.3.
Proof. The groupoid C∗-algebra C∗(H) can be understood as the universal
C∗-algebra of the Fell bundle C∗(C × H). By Proposition 4.1 and 5.3, i, j
are ∗-homomorphisms. For any a ⊗ h ∈ C(x,h), a ∈ Bx and (1, h) ∈ C ×H.
One can check that
i⊙ j(a⊗ (1, h)) = (a⊗ sG(x))(I ⊗ h) = a⊗ h.
Therefore, the range of i ⊙ j contains each of C(x,h), and thus is dense in
C∗(B ⊲⊳β H). 
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