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We theoretically study transport properties of nanowires with the Dresselhaus [110] spin-orbit
coupling under the in-plane Zeeman potential and the proximity-induced s-wave pair potential. In
the topologically nontrivial phase, the nanowire hosts the Majorana fermions at its edges and the
number of the Majorana bound states is equal to the number propagating channels (Nc). When
we attach a normal metal to the superconductor, such Majorana bound states penetrate into the
dirty normal segment and form the Nc resonant transmission channels there. We show that chiral
symmetry of the electronic states protects the Majorana bound states at the zero energy even in
the presence of impurities. As a result, we find that the zero-bias conductance of normal-nanowire /
superconducting-nanowire junctions is quantized at 2e2Nc/h independent of the random potentials.
PACS numbers: Valid PACS appear here
I. INTRODUCTION
Majorana Fermion, particle which is own antiparticle,
was originally predicted by Ettore Majorana in high en-
ergy physics1. Recently, however, physics of Majorana
fermion has been a hot issue in condensed matter physics
since the emergence of Majorana fermion was pointed out
at surfaces of topologically nontrivial superconductors2.
Detecting a Majorana Fermion and controlling of Ma-
jorana bound states(MBSs) have been a desired sub-
ject to realize the fault-tolerant topological quantum
computation3,4. There are several suggested systems
hosting MBSs such as p wave superconductors5,6, topo-
logical insulator/superconductor heterostructures7, semi-
conductor/superconductor junctions with strong spin-
orbit interaction8–13, helical superconductors14, and su-
perconducting topological insulators15. The most prac-
tical system among them is a semiconductor nanowire
fabricated on top of a superconductor because of its
controllability for the emergence of MBS by changing
the chemical potential in the nanowire and by apply-
ing the Zeeman field onto it11–13. The coexistence of
the Rashba spin-orbit coupling and the Zeeman poten-
tial enables a topologically nontrivial superconducting
state in the nanowire in the presence of proximity induced
pair potential there. Even so, it is still very difficult to
demonstrate convincing evidences of Majorana fermions
in experiments16–18 because we need to tune the num-
ber of propagating channels in nanowires Nc. The Nc
should be unity11,12 when the Zeeman field is parallel to
the nanowire. Alternatively, Nc should be odd integer
numbers when the Zeeman field is applied perpendicu-
lar direction to the nanowire16. In the latter case, the
Zeeman field may destroy the pair potential.
In such situation, we seek an alternative way of real-
izing Majorana fermion by tuning the spin-orbit interac-
tions. The Dresselhaus spin-orbit interactions are caused
by breaking the lattice inversion symmetry19. In InSb
or GaAs, for example, the Dresselhaus [110] spin-orbit
interactions can be large on their film growing along the
[110] direction. A theoretical study has shown that such
artificial superconductor hosts the dispersionless surface
Andreev bound states which is nothing other than the
MBSs10,20. To have topologically nontrivial supercon-
ducting state, the Zeeman field should be applied in
plane, which is an advantage of this method. The [110]
Dresselhaus nanowire superconductor is unitary equiva-
lent to the two-dimensional ’polar state’ in 3He21. It has
been well known that the polar state has surface Andreev
bound states22,23 as a result of the sign change of the
pair potential on the Fermi surface24,25. Today such sur-
face states are recognized as the topologically protected
edge states reflecting the topologically nontrivial char-
acter of the superconducting phase26. Although two of
authors have reported the anomalous proximity effect of
superconductors in the polar state27–31, such supercon-
ducting state has never been experimentally confirmed
in any compounds. This paper suggests a way of artifi-
cially realizing the 2D polar superconductor by combin-
ing existing materials. The anomalous proximity effect
in the Dresselhaus nanowire superconducting junctions
is strongly related to the physics of the odd-frequency
Cooper pairs32.
In this paper, we theoretically study the transport
properties of nanowires with strong Dresselhaus [110]
spin-orbit interaction by using the lattice Green function
method on the two-dimensional tight-binding lattice. We
first calculate the local density of states (LDOS) at the
edge of the semi-infinite nanowire. The Dresselhaus [110]
nanowire with in-plane magnetic field shows the large
zero-energy peak independent of Nc. The zero-bias dif-
ferential conductance in normal-metal/superconductor
(NS) junctions on the nanowire shows the quantization
at 2e2Nc/h irrespective of the degree of disorder in the
2normal segment. We also show the fractional current-
phase (J − ϕ) relationship in superconductor/normal-
metal/superconductor (SNS) junctions on the nanowire.
The resonant transmission through the MBS in the nor-
mal segment is responsible for such unusual low energy
transport in nanowires27–30,32,33. In addition to nu-
merical simulation, we solve the Bogoliubov-de-Gennes
(BdG) equation analytically and discuss the stability of
MBSs in the the Dresslhaus[110] nanowire with in-plane
magnetic fields. We find that chiral symmetry of the BdG
Hamiltonian protects the MBSs at the zero-energy26.
Our results indicate a way of detecting the MBSs in ex-
periments.
This paper is organized as follows. In Sec. II, we
compare the local density of states at the edge of the
Dresselhaus noanowire superconductors with those of the
Rashba nanowire superconductors. The numerical re-
sult for the transport properties are also presented. In
Sec. III, we discuss the stability of the MBSs based on
the analytical solution of the BdG equation. In Sec. IV,
effects of disorder on the MBS in the normal metal are
discussed. The conclusion is given in Sec. V.
II. NUMERICAL RESULTS
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FIG. 1. (Color online) Schematic picture of a semiconductor
nanowire proximity coupled to a s-wave superconductor.
A. Local Density of States
Let us consider a nanowire with the strong spin-
orbit coupling fabricated on a metallic superconductor
as shown in Fig. 1. The nanowire is in the supercon-
ducting state due to the proximity-induced s-wave pair
potential. The thickness of nanowire is sufficiently small
so that only the lowest subband in the z direction for
each spin degree of freedom is occupied. We describe
the present nanowire by using the tight-binding model
in two-dimension. A lattice site is pointed by a vector
r = jx + my, where x and y are the unit vectors in
the x and the y directions, respectively. We consider the
nanowire as the semi-infinite system in the x direction (i.
e. ,1 ≤ j ≤ ∞). In the y direction, the number of the
lattice site is M and the hard-wall boundary condition is
applied. The nanowire is described by the Bogoliubov-
de-Gennes(BdG) Hamiltonian,
HBdG =Hkin +HZ +H
110
D +H∆, (1)
Hˆkin =− t
∑
r,σ
∑
R=x,y
(
c†r+R,σcr,σ + c
†
r,σcr+R,σ
)
+
∑
r,σ
(4t− µ)c†r,σcr,σ, (2)
HZ =−
∑
r,α,β
Vex(σ1)α,βc
†
r,αcr,β , (3)
H110D =− i
λD
2
∑
r,α,β
(σ3)α,β
(
c†r+x,αcr,β − c†r,αcr+x,β
)
,
(4)
H∆ =
∑
r
∆0
(
c†r,↑c
†
r,↓ +H.c.
)
, (5)
where c†r,σ(cr,σ) is the creation(annihilation) operator of
an electron at the site r with spin σ = (↑ or ↓), t de-
notes the hopping integral, µ is the chemical potential,
λD represents the strength of the Dresselhaus [110] spin-
orbit interaction, ∆0 is the proximity-induced s-wave pair
potential at the zero temperature. The Pauli’s matrices
in spin space are represented by σˆj for j = 1 − 3 and
the unit matrix in spin space is σˆ0. By tuning the mag-
netic field B in the x direction as shown in Fig. 1, it is
possible to introduce the external Zeeman potential Vex.
We measure the energy and the length in the units of t
and lattice constant, respectively. Throughout this pa-
per, we fix several parameters as µ = 1.0t, λD = 0.2t and
∆0 = 0.1t.
At first, we focus on the local density of states (LDOS)
at the edge of the nanowire. The LDOS averaged over
M lattice sites in the y direction is defined by
ρ(j, E) = − 1
piM
∑
m
Im
[
Tr{Gˆ(r, r, E + iδ)}
]
, (6)
where Gˆ(r, r, E) is the normal Green’s function at the
site r with the energy E measured from the Fermi en-
ergy, and Tr represents the trace in spin space. To cal-
culate the LDOS, we add the small imaginary part iδ
to the energy in the Green’s function. We calculate the
Green’s function by using the lattice Green’s function
method34,35. In Fig. 2(a) and (b), we plot the LDOS at
j = 1 as a function of the energy. The width of system
M is chosen as 10. The results are normalized by the
density of states at the Fermi energy in the clean normal
nanowire N0. The Amplitude of Zeeman potential Vex
is 1.2t and 1.5t in Fig. 2(a) and (b), respectively. As a
result, the number of propagating channels Nc, is 5 and
6 in Fig. 2(a) and (b), respectively. The LDOS at the
edge of the Dresselhaus nanowires shows the single zero-
energy peak irrespective of Nc. This is a robust feature
appearing as far as the Zeeman potential Vex is larger
than a critical value Vc = 0.92t. The critical value of the
Zeeman potential is discussed in Sec.III C.
3FIG. 2. (Color online)The LDOS at the surface (j = 1) of
superconductors is plotted as a function of the energy. (a)
Dresselhaus [110] nanowire for Vex = 1.2t (Nc = 5). (b) Dres-
selhaus [110] nanowire for Vex = 1.5t (Nc = 6). (c) Rashba
nanowire for Vex = 1.2t (Nc = 5). (d) Rashba nanowire for
Vex = 1.5t (Nc = 6). The samll imaginary part of energy in
the Green’s function iδ is chosen as i10−4∆0.
For comparison, we also plots the results for the
nanowire with Rashba spin-oribit coupling in Fig. 2(c)
and (d). To describe the Rashba nanowires, we replace
the H110D by
HR =− iλR
2
∑
α,β
∑
r
[
(σ2)α,β
(
c†rcr,β+x,α − c†r,αcr+x,β
)
− (σ1)α,β
(
c†r+y,αcr,β − c†r,αcr+y,β
)]
, (7)
and replace HZ by
H
′
Z = −
∑
r,α,β
Vex(σ3)α,βc
†
r,αcr,β . (8)
representing the magnetic field in the z direction. We
chose Vex as 1.2t resulting Nc = 5 in Fig. 2(c) and
Vex = 1.5t resulting Nc = 6 in (d), where λR = 0.2t
and M = 10. As already discussed in Ref. 16, the LDOS
of the Rashba nanowire shows the zero-energy peak only
when Nc is odd integer numbers. In addition, the num-
ber of peaks in the subgap energy window is equal to Nc.
Therefore, in the Rashba nanowires, we need the delicate
tuning of the wire width and the Zeeman field to have
the MBS indicated by the zero-energy peak.
In Fig. 3(a), we plot the LDOS with E = 0 at the edge
of superconductors as a function of the wire width M for
Vex = 1.2t. The LDOS for the Dresselhaus nanowire is
almost constant independent of M . Namely, the number
of the zero-energy states at the edge increases proportion-
ally to M . In Fig. 3 (b), we also plot the results for the
FIG. 3. (Color online)The LDOS at the zero-energy is plotted
as a function of the wire width M . The Zeeman potential Vex
is chosen as 1.2t The results for the Dresselhaus nanowire and
for the Rashba nanowire are plotted in (a) and (b), respec-
tively. The small imaginary part for the Green’s function iδ
is chosen as i10−4∆0
Rashba nanowire. The LDOS for the Rashba nanowire
takes the zero and the nonzero values alternatively as a
function of M . The envelop function of its amplitude
gradually decreases with increasing M , which reflects a
fact that the number of the zero-energy states is at most
unity in the Rashba case.
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FIG. 4. (Color online) Schematic pictures of (a) NS and (b)
SNS junctions.
B. Conductance
Secondly we study the conductance in the NS junc-
tions of nanowire superconductors as shown in Fig. 4(a).
A nanowire is fabricated on an insulator/metallic super-
conductor junction. The segment on the insulator and
that on the superconductor are in the normal and the su-
perconducting state, respectively. The present junction
consists three segments: an ideal lead wire (∞ ≤ j ≤ 0),
a normal disordered segment (1 ≤ j ≤ L) and a supercon-
ducting segment (L+ 1 ≤ j ≤ ∞). The superconducting
segment is described by the BdG Hamiltonian in Eq. (1).
The normal-metal segment(−∞ ≤ j ≤ L) is described by
Eq. (1) by setting the pair potential ∆0 to zero. In ad-
dition, we introduce the potential disorder in 1 ≤ j ≤ L
4by
Himp =
∑
σ
∑
1≤j≤L,m
V0(r)c
†
r,σcr,σ. (9)
The amplitude of impurity potentials is given randomly
in the range of −W/2 ≤ V0(r) ≤W/2. We calculate the
differential conductance GNS of the NS junctions based
on the Blonder-Tinkham-Klapwijk formula36
GNS(eV ) =
e2
h
∑
ζ,η
[
δζ,η −
∣∣reeζ,η∣∣2 + ∣∣rheζ,η∣∣2]
eV=E
, (10)
where reeζ,η and r
he
ζ,η denote the normal and Andreev re-
flection coefficients at the energy E, respectively. The in-
dex ζ and η label the outgoing channel and the incoming
one, respectively. These reflection coefficients are calcu-
lated by using the lattice Green’s function method34,35.
In Fig. 5(a), we present the differential conductance of
the Dresselhaus nanowires as a function of the bias volt-
age for several choices of the length of the disordered
segments L, where we choose the parameters as M = 10,
W = 2.0t, and Vex = 1.2t. In the present parameter
choice, Nc becomes 5. The results are the normalized
to GQ = 2e
2/h. The differential conductance decreases
with increasing L for the finite bias voltage. However, the
zero-bias conductance is quantized at GQNc irrespective
of L. The results suggest that the perfect transmission
channels exist in the disordered normal segment28 and
their number is equal to Nc.
For comparison, we also plot the results for the Rashba
nanowire in Fig. 5(b). The results show that the zero-bias
conductance is not quantized and decrease with increas-
ing L. Even if a MBS appears at the zero-energy, its con-
tribution to the zero-bias conductance is relatively small.
Therefore it is difficult to demonstrate the presence of
MF by the conductance measurement in experiments.
FIG. 5. (Color online) The differential conductance is plot-
ted as a function of the bias voltage for several choices of the
length of disordered segment L, where W = 2.0t, Vex = 1.2t,
and M = 10. The results of the Dresselhaus nanowire and
those of the Rashba nanowire are plotted in (a) and (b), re-
spectively. The number of propagating channels Nc is 5 in
both (a) and (b). The number of samples used for the ran-
dom ensemble average is 103.
In Fig. 6, we plot the zero-bias conductance as a func-
tion of the width of nanowire M for Vex = 1.2t. The
length of disordered segment L is chosen as 30 and 50.
In the Dresselhaus nanowires, the perfect quantization
of the zero-bias conductance can be seen irrespective of
the width of the nanowire M . This result reflects the
presence of a MBS for each propagating channel. The
presence of MBSs can be checked by the quantized value
of the zero-bias conductance. In the case of the Rashba
nanowire, on the other hand, the zero-bias conductance
slowly decreases with increasing M as shown in Fig. 6.
The results are away from the 2e2Nc/h for all M .
FIG. 6. (Color online) The zero-bias conductance is plotted
as a function of the wire width M for L = 30 and 50. The
results are normalized to GQNc. The number of samples used
for the random ensemble average is 103.
C. Josephson Current
Finally, we study the Josephson effect in the junction
shown in Fig. 4(b). The junction consists three seg-
ment: a disordered normal segment (1 ≤ j ≤ L) and
two Dresselhaus superconducting nanowires (∞ ≤ j ≤ 0
and L + 1 ≤ j ≤ ∞). The pair potential for the left
superconductor is described by
HL∆ =
∑
j≤0,m
(
∆0e
iϕc†r,↑c
†
r,↓ +H.c.
)
, (11)
where ϕ corresponds to the phase difference of the pair
potential between two superconductors. The Joseph-
son current is calculated by using the Green’s function
method37. In Fig. 7, we plot the Josephson current at
T = 0.001Tc as a function of the phase difference for
several choices of W such as 1.0t, 2.0t and 3.0t, where
M = 10, L = 30, and Vex = 1.5t. For comparison, we
also plot the result for the conventional s-wave supercon-
ductor junction (i.e., Vex = 0 and λD = 0) with a dashed
line. The current-phase relationship for the conventional
junction slightly deviate the sinusoidal function. The re-
sults suggest the small contribution of the higher harmon-
ics such as sin(2ϕ) and sin(3ϕ) to the Josephson current.
This is the well know behavior of the Josephson current in
diffusive SNS junction of the metallic superconductor38.
5On the other hand, the Josephson current in the Dres-
selhaus nanowires indicates the large contribution of the
higher harmonics to the Josephson current at a low tem-
perature. As a consequence, the results are close to the
fractional current-phase relationship of J ∝ sin(ϕ/2) irre-
spective ofW . Such fractional relationship also indicates
the perfect transmission through the disordered normal
segment29,32.
FIG. 7. (Color online) The Josephson current at T = 0.001Tc
is plotted as a function of the phase difference, where L = 30,
M = 10, and Vex = 1.5t. We plot the result for several choices
of W such as 1.0t, 2.0t and 3.0t. We also plot the results for
the conventional s-wave superconductor (i.e. , Vex = 0 and
λD = 0) at W = 2.0t with a dashed line. The number of
samples used for the random ensemble average is 500 for all
the plots.
III. SURFACE MAJORANA BOUND STATES
In this section, we analyze the properties of the Ma-
jorana bound states appearing at the edge of the Dressl-
haus nanowire as shown in Fig. 1.
A. Wave function of zero-energy edge states
Here we consider the nanowire in the continuous space
for simplicity. The BdG Hamiltonian of the Dresselhaus
nanowire is represented by
Hˇ0 =
[
hˆ i∆0σˆ2
−i∆0σˆ2 −hˆ∗
]
, (12)
hˆ = ξσˆ0 − Vexσˆ1 + iλD∂xσˆ3, ξ = −~
2
2m
∇
2 − µ, (13)
where m denotes the effective mass of an electron. In
what follows, we assume large enough Zeeman potential
so that λDkF ≪ Vex is satisfied with kF =
√
2mµ/~. By
applying the unitary transformations in Appendix B, we
obtain the deformed BdG Hamiltonian
Hˇeff =Hˇpx + Vˇ∆ +O
[(
λDkF
Vex
)2]
, (14)
Hˇpx =
[
hˆpx,↑ 0
0 hˆpx,↓
]
, (15)
hˆpx,σ =
[
ξ + ssVex −ss λD∆0Vex ∂x
ss
λD∆0
Vex
∂x −ξ − ssVex
]
, (16)
Vˇ∆ =
[
0 i∆0σˆ2
−i∆0σˆ2 0
]
, (17)
ss =
{
1 for σ =↑
−1 for σ =↓ . (18)
Since λDkF ≪ Vex, we ignore the higher order terms in-
dicated by O[(λDkF /Vex)
2] in the argument below. The
diagonal components hˆpx,σ are equivalent to the Hamil-
tonian of the spin-triplet px-wave superconductor. Thus
the BdG Hamiltonian represents the spin-full px-wave su-
perconductor Hˇpx with the spin-mixing term Vˇ∆.
We first solve the BdG equation for the zero-energy
edge states by neglecting the spin-mixing term Vˇ∆. We
will discuss the effects of Vˇ∆ later on. The BdG equation
at the zero-energy reads
Hˇpxϕν0(r) = 0. (19)
where
ϕν0(r) ≡ [uν0,↑(r), vν0,↑(r), uν0,↓(r), vν0,↓(r)]T
is the eigen wave function of the zero-energy states la-
beled by ν0. Under the hard-wall boundary condition in
the y direction, the wave function is represented as
ϕν0 (r) =
√
2
M
∑
n
ϕn(x)sin
(npi
M
y
)
, (20)
where n indicates the transmission channel in the
nanowires and ϕn(x) is a vector with the four compo-
nents. In the x direction, we assume that the length
of the nanowire is 2L (i.e., −L ≤ x ≤ L) and we ap-
ply the hard-wall boundary conditions at the edge of the
nanowire,
ϕn(−L) = ϕn(L) = 0. (21)
We show how to solve the BdG equation in Appendix B.
Here we summarize the results and discuss important
properties of the solution. The BdG equation can be
solved for each transmission channel indicated by n in
which
µn = µ− ~
2
2m
(npi
M
)2
(22)
represents the effective chemical potential. When µn <
−Vex, there is no solution of Eq. (19) with Eq (21). For
6µn > Vex, we can find the two solutions for each transmis-
sion channel at each edge: one is in the spin-up sector
and the other is in the spin-down one in Eq. (15). At
the edge around x = L, for example, two zero-energy
states in the two spin sectors are degenerate. However
such doubly-degenerate zero-energy states are unstable
in the presence of the Vˇ∆ because the spin-mixing terms
hybridize the two zero-energy states and lift the degen-
eracy. Finally, for −Vex < µn < Vex, we obtain the only
one zero-energy edge state for each transmission channel
at each edge. Namely the zero-energy state in spin-up
sector disappears and only the zero-energy state in the
spin-down sector remains at each edge. Since the up-spin
state is absent, Vˇ∆ does not affect such zero-energy edge
states. The wave function at the left edge ϕLn(x) and that
at the right edge ϕRn (x) can be represented as
ϕLn(x) =C
L
n


0
0
1
−1

 sin [√k2n,↓ − ξ−2D (x+ L)
]
e−x/ξD ,
(23)
ϕRn (x) =C
R
n


0
0
1
1

 sin [√k2n,↓ − ξ−2D (x − L)
]
ex/ξD ,
(24)
where
ξD =
~
2Vex
mλD∆0
, kn,σ =
√
µn − ssVex
~
, (25)
with CLn and C
R
n being the normalization coefficients.
When L/ξD ≫ 1, the two zero-energy states localizing
at x = ±L are decoupled from each other. The number
of the zero-energy states at each edge is equal to the
number of channels which satisfies −Vex < µn < Vex.
B. Stability of zero-energy states
The BdG Hamiltonian in Eq. (14) preserves chiral sym-
metry,
ΓHˇeffΓ
−1 = −Hˇeff , Γ =
[
σˆ1 0
0 σˆ1
]
. (26)
In the presence of chiral symmetry, it is possible to in-
troduce the eigen states of Hˇ2eff
Hˇ2effχλ(r) = E
2χλ(r), (27)
where χλ(r) is also the eigen states for Γ
Γχλ(r) = λχλ(r). (28)
The eigenvalue λ is either +1 or −1. See also Appendix A
for details. By using these eigen states χλ(r), the states
belonging to the zero-energy ϕν0 (r) can be represented
by26
ϕν0λ(r) = χν0λ(r), (29)
where χν0λ(r) satisfies
Hˇ2effχν0λ(r) = 0. (30)
The index ν0 labels the eigen states belonging to the
zero energy. From the results above, we conclude that
ϕν0λ(r) is the eigen state of Γ belonging to λ, which is an
important fact leading to the stability of the zero-energy
states.
The situation in the nonzero-energy states is different
that in the zero-energy states. As shown in Appendix A,
the nonzero-energy states are always described by the lin-
ear combination of two states: one belongs to λ = 1 (i.e.,
χ+(r)) and the other belongs to λ = −1 (i.e., χ−(r)).
Generally speaking, perturbations may lift zero-energy
states to nonzero-energy ones. Such modification hap-
pens only when the perturbations couple the two zero-
energy states belonging to opposite λ as schematically il-
lustrated in Fig. 8(a) and (b). This argument is valid as
far as the perturbations preserve chiral symmetry. There-
fore the zero-energy states belong to the same eigenvalue
of λ are stable and remain at the zero-energy when per-
turbations preserve chiral symmetry in Eq. (26). In the
Dresselhaus nanowires for −Vex < µn < Vex, it is easy to
confirm that ϕLn in Eq. (23) belongs to λ = −1, whereas
ϕRn in Eq. (24) belongs to λ = 1. Since they are spatially
separated, the zero-energy states at the two edges are ro-
bust under perturbations preserving chiral symmetry as
illustrated in Fig. 8(c).
Finally, we note that chiral symmetry in the original
basis represented by
Γˇ0Hˇ0Γˇ
−1
0 = −Hˇ0, (31)
Γ0 =
[
0 −iσˆ1
iσˆ1 0
]
, (32)
where Hˇ0 is the original Hamiltonian in Eq. (12). This
fact implies that the zero-energy states are robust under
perturbations preserving chiral symmetry even if we take
the higher order terms of (λDkF /Vex) into account.
C. Critical value of Zeeman potential
The anomalous properties in the low energy transport
in Sec. II appear when the Zeeman field is larger than a
critical value (i.e., Vex > Vc). Here we discuss why the
low energy spectra of the edge states drastically changes
at Vex = Vc. We consider the periodic boundary con-
dition in the x direction to obtain the momentum rep-
resentation of Hˇeff in Eq (14), The state vectors can be
written as
ϕ(r) =
√
2
LM
∑
n,k
ϕk,ne
ikxsin
(npi
M
y
)
, (33)
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FIG. 8. (Color online) (a) Four zero-energy states are illus-
trated. The three of them belong to λ = −1 and the one
remaining state belongs to λ = 1. (b) Two states with op-
posite λ are coupled with each other and form the nonzero-
energy states. The remaining two states stay at the zero-
energy because they do not have the coupling partners. (c)
The schematic picture of the zero-energy edge states of the
Dresselhaus nanowire. The number of the zero-energy states
at either edge is equal to Nc. All of the edge states at the left
(right) belong to λ = −1 (λ = 1).
where n labels the channels in the y direction and k de-
notes the wave number in the x direction. The Hamilto-
nian in Eq. (16) in the momentum space is represented
by
hˆpx,σ(k, n) =
[
ξn(k) + ssVex −ssiλD∆0Vex k
ssi
λD∆0
Vex
k −ξn(k)− ssVex
]
, (34)
ξn(k) =
~
2k2
2m
− µn, (35)
with µn being represented in Eq. (22). As discussed in
Sec. III B, the zero-energy edge states are stable when
FIG. 9. (Color online)(a) The number of propagating chan-
nels N↑ and N↓ are plotted as a function of the Zeeman po-
tential Vex at M = 10. N↑ becomes zero at Vex = 0.92t. (b)
We plot the local density of states at the edge of the Dressel-
haus nanowire as a function of energy. The Zeeman potential
Vex is chosen as 0.8t (i.e., Vex < 0.92t). The small imaginary
part in the Green’s function iδ is chosen as i∆0 × 10
−4.
the condition
−Vex < µn < Vex (36)
is satisfied. This condition corresponds to the situation
in which the dispersion of spin-down sector ξn(k) − Vex
remains at the Fermi level and the dispersion of spin-up
sector leaves away from the Fermi level (i.e., ξn(k)+Vex >
0). The number of the zero-energy states becomes equal
to the number of the propagating channel Nc in the spin-
down sector. In Fig. 9(a), we plot the number of the
propagating channels as a function of the Zeeman poten-
tial, where N↑(↓) represents the number of the propagat-
ing channels in spin-up (spin-down) sector. In the tight
binding model, the effective chemical potential µn should
be replaced by
µn = µ− 2t
[
1− cos
(
npi
M + 1
)]
. (37)
In the spin-up sector, N↑ becomes zero at Vex = Vc =
0.92t at the present parameter choice.
For Vex < Vc, the dispersions in both the spin-up
and the spin-down sectors remain at the Fermi level. In
Fig. 9(b), we show the LDOS at the edge of the Dressel-
haus nanowire for Vex = 0.8t < Vc. The resulting chan-
nel numbers are N↑ = 1 and N↓ = 5. The edge states
also arise from the two spin sectors. But they are inter-
act with each other due to Vˇ∆. As a result, the energy
of such interacting states leave away from the zero en-
ergy. The results of LDOS show that two peaks appear
at E = ±0.021∆0 in addition to the large zero-energy
peak. Thus the number of the zero-energy edge states is
N↓ − N↑ which is less than the number of propagating
channels Nc = N↓ +N↑.
For Vex > Vc, the Hamiltonian of the Dresselhous
nanowire becomes unitary equivalent to that of the two-
dimensional spinless px-wave superconductor. It is pos-
sible to realize such polar states by tuning the spin-orbit
coupling in an alternative way as shown in Appendix C.
D. Majorana Fermions
The field operator of an electron for the BdG Hamil-
tonian Hˇeff is described as
Ψ(r) =
∑
ν
[
ϕν(r)γν + Ξϕν(r)γ
†
ν
]
, (38)
Ξ = ΓK, (39)
where γ†ν (γν) is the creation (annihilation) operator of
the Bogoliubov quasiparticle belonging to Eν and Ξ is
the charge conjugation operator with K representing the
complex conjugation. Here we focus on the electron op-
erator at the zero-energy states for Vex > Vc. As dis-
cussed in Sec. III B, the wave function of the zero-energy
states are well characterized by the channel index n and
8described by
ϕLn(r) =
√
1
M
ϕLn(x)sin
(npi
M
y
)
, (40)
ϕRn (r) =
√
1
M
ϕRn (x)sin
(npi
M
y
)
, (41)
where ϕLn(r) (ϕ
R
n (r)) correspond to the left(right) edge
states. These wave function satisfy
ΓϕLn(r) =− ϕLn(r), (42)
ΓϕRn (r) =ϕ
R
n (r), (43)
as illustrated in Fig. 8(c). Therefore, the electron opera-
tor of the zero-energy state is written as
Ψn(r) =iγ
L
n (r) + γ
R
n (r), (44)
γLn (r) =− i
[
ϕLn(r)γn− −
(
ϕLn(r)
)∗
γ†n−
]
, (45)
γRn (r) =
[
ϕRn (r)γn+ +
(
ϕRn (r)
)∗
γ†n+
]
, (46)
where the field operator γLn (r) and γ
R
n (r) correspond to
the edge state on the left hand side and that on the right
hand side, respectively. The operator γLn (r) is pure imag-
inary while γRn (r) is real in the present gauge choice. It
is easy to show that they satisfy the Majorana relation
(
γLn (r)
)†
= γLn (r), (47)(
γRn (r)
)†
= γRn (r). (48)
We conclude that both γLn (r) and γ
R
n (r) fields describe
the Majorana fermions. The above relations hold for each
propagating channel n. Therefore the number of Majo-
rana fermions at each edge is N↓ which is equal to Nc for
Vex > Vc.
IV. MAJORANA BOUND STATES IN NORMAL
METALS
The numerical results in Sec. II show that the Majo-
rana bound states penetrate into the diffusive normal seg-
ment and form the resonant transmission channels there.
The perfect transmission through such Majorana bound
states at the zero energy are responsible for the anoma-
lous transport properties. Here we discuss why the Majo-
rana bound states remain at the zero energy even in the
presence of impurity potentials in the normal segment.
A. Wave function in normal segment
We first analyze the wave functions in the normal seg-
ment using in Eq. (34). In the absence of impurity poten-
tial, the wave function in the normal segment at E = 0
is decribed by
φn(x) =


1 + ree↑,↑
rhe↑,↑
0
0

 eikn,↑x +


0
0
1 + ree↓,↓
rhe↓,↓

 eikn,↓x, (49)
kn,σ =
√
2m(µn − ssVex)/~ (50)
where reeσ,σ is the normal reflection coefficients and r
he
σ,σ is
the Andreev reflection coefficients. Here we consider the
wave function at the channel n. The px superconductors
causes the perfect Andreev reflection at E = 0, which
results in reeσ,σ = 0. At the same time, we obtain r
he
↑,↑ = 1
and rhe↓,↓ = −1. We find that the wave function in each
spin sector is the eigen state of Γ in Eq. (26). Therefore
all states in spin-up (spin-down) sector belong to λ = 1
(λ = −1) in the normal segment. This conclusion is also
true even when we introduce impurity potential into the
normal segment because the impurity potentials preserve
chiral symmetry in Eq. (26).
B. Effects of disorder
To describe the disordered NS junctions in Fig. 4(a),
we introduce the random potential Vimp(r) in the nor-
mal segment, (i.e., 0 < x < L). The Hamiltonian hˆ in
Eq. (12) is replaced by
hˆimp = hˆ+ Vimp(r)σˆ0. (51)
The Hamiltonian of the NS junction reads,
HˇNS =
[
hˆimp i∆0σˆ2Θ(x− L)
−i∆0σˆ2Θ(x− L) −[hˆimp]∗
]
. (52)
It is easy to show that HNS satisfies the relations,
Γ0HNSΓ
−1
0 = −HNS, Γ0 =
[
0 −iσˆ1
iσˆ1 0
]
. (53)
Therefore, all of the zero-energy states at the NS inter-
face keep staying at the zero-energy even in the pres-
ence of disorder because all them belong to λ = −1 as
shown in Fig. 8(c). Although the channel index n is no
longer a good quantum number under the potential disor-
der, the number of the zero-energy states is still equal to
the number of the propagating channels in the spin-down
sector N↓ = Nc. This argument can be applied to the
zero-energy states penetrating into the normal segment.
The resonant transmission channels at the zero energy in
the normal segment is protected in the presence of chiral
symmetry. This explains the perfect quantization of the
zero-bias conductance at 2e2Nc/h.
To confirm the argument above, we calculate LDOS
in the disordered normal segment. In Fig. 10(a), we
plot the LDOS at the center of the disordered segment
(i.e., j = 25) as a function of the energy, where L = 50,
9M = 10, W = 2.0t. The Zeeman potential Vex is cho-
sen as 0.5t and 1.2t. In the case of Vex < Vc = 0.92t,
the states with λ = 1 remain at the Fermi level in the
normal metal. The random impurity potentials mix the
penetrated Majorana bound states with λ = −1 and the
normal states with λ = 1. As a result, the LDOS in
the disordered normal segment for Vex = 0.5t < Vc is
almost flat around the zero-energy. When Vex > Vc, all
of the normal states with λ = 1 pinch off from the Fermi
level. Therefore, penetrated Majorana bound states sta-
bly remain at the Fermi level. As a result, the LDOS
in the disordered normal segment for Vex = 1.2t > Vc
shows the large zero-energy peak reflecting the existence
of the penetrated Majorana bound states. It is possible
to demonstrate how chiral symmetry protects the zero-
energy states in the normal segment by analyzing the
details of LDOS at the zero-energy in Fig. 10(a). To do
this, we calculate the Green’s function around the zero
energy. The Hamiltonian satisfies,
Ξ0HNSΞ
−1
0 = −HNS, Ξ0 =
[
0 Kσˆ0
Kσˆ0 0
]
, (54)
where Ξ0 represents the charge conjugation. When
φν(r) ≡ [uν,↑(r), uν,↓(r), vν,↑(r), vν,↓(r)]T is the wave
function belonging to Eν , φ¯ν(r) = Ξ0φν(r) is the wave
function belonging to −Eν . Using these wave functions,
the Green’s function is represented by
Gˇ(r, r;E) =
∑
ν
[
φν(r)φ
†
ν(r
′)
E + iδ − Eν +
φ¯ν(r)φ¯
†
ν(r
′)
E + iδ + Eν
]
. (55)
When we consider |E| ≪ ∆0, the wave functions at the
zero energy mainly contribute to the Green’s function,
Gˇ(r, r;E) ≈
∑
ν0
[
φν0(r)φ
†
ν0(r
′) + φ¯ν0 (r)φ¯
†
ν0(r
′)
]
E + iδ
, (56)
where ν0 indicates the states at the zero energy. We can
immediately confirm that
[H2NS ,Γ0] = [H
2
NS ,Ξ0] = [Γ0,Ξ0] = 0. (57)
Therefore, as shown in Appendix A, we find that φν0(r)
is the eigen vector of Ξ0 and Γ0 at the same time. ¿From
this fact, it is possible to represent the wave function by
the linear combination of following vectors
Φλ,α,ν0(r) =
1
2


aλ,α,ν0(r)
−λ α a∗λ,α,ν0(r)−iα a∗λ,α,ν0(r)
iλ aλ,α,ν0(r)

 , (58)
where Φλ,α,ν0 is the eigen function of Γ0 belonging to
λ = ±1 and is also the eigen function of Ξ0 belonging
iα with α = ±1. We assume ∫ dr|aλ,α,ν0(r)|2 = 1. By
using these vectors, the normal Green’s function at the
electron space becomes
Gˆ(r, r′;E) = Gˆ+(r, r′;E) + Gˆ−(r, r′;E), (59)
Gˆ±(r, r′;E) =
1
4(E + iδ)
∑
α,ν0
×
[
a±,α,ν0(r)a
∗
±,α,ν0(r
′) ∓α a±,α,ν0(r)a±,α,ν0(r′)
∓α a∗±,α,ν0(r)a∗±,α,ν0(r′) a∗±,α,ν0(r)a±,α,ν0(r′)
]
.
The normal Green’s function Gˆ+ (Gˆ−) are the Green
function derived from the wave function with λ = 1 (λ =
−1). In the same way, the anomalous Green function is
represented as
Fˆ (r, r′;E) = Fˆ+(r, r′;E) + Fˆ−(r, r′;E), (60)
Fˆ±(r, r′;E) =
i
4(E + iδ)
∑
α,ν0
×
[
α a±,α,ν0(r)a±,α,ν0(r
′) ∓a±,α,ν0(r)a∗±,α,ν0(r′)∓a∗±,α,ν0(r)a±,α,ν0(r′) α a∗±,α,ν0(r)a∗±,α,ν0(r′)
]
.
By using the relations,
Fˆ±(r, r;E) σˆ1 =∓ iGˆ±(r, r;E), (61)
Gˆ± is described by Gˆ and Fˆ obtained in the numerical
simulation,
Gˆ±(r, r;E) =
1
2
[
Gˆ(r, r;E)± iFˆ (r, r;E)σˆ1
]
. (62)
We can separate the numerical results of LDOS at the
zero-energy into two contributions
ρ(j, E) = ρ+(j, E) + ρ−(j, E), (63)
ρ±(j, E) = − 1
piM
∑
m
Im
[
Tr{Gˆ±(r, r;E)}
]
. (64)
In Fig. 10(b) and (c), we plot the LDOS corresponding to
the states with λ = 1 (i.e., ρ+(j, 0)) and with λ = −1(i.e.,
ρ−(j, 0)) as a function of the Zeeman potential Vex, re-
spectively. Here the LDOS are calculated at the center
(i.e., j = 25) of the disordered segment with L = 50.
When Vex < Vc = 0.92t, the penetrated Majorana bound
states with λ = −1 and the normal states with λ = 1 are
coupled by the random disordered potentials. As a result,
the amplitude of the LDOS at the zero energy remains
at a small value. As shown in Fig. 10(b), ρ+(j, 0) be-
come zero for Vex > Vc, which means the all zero-energy
states belong to λ = 1 disappear. As shown in Fig 10(c),
ρ−(j, 0) suddenly becomes large for Vex > Vc. All of the
penetrated Majorana bound states belong to λ = −1.
As discussed in Sec. IIIC, the number of the zero-energy
states at the edge of superconductor is equal to the num-
ber of the propagating channels Nc for Vex > Vc. In the
normal segment, the number of the zero-energy states
also becomes Nc even in the presence of disorder because
the impurity potentials preserve chiral symmetry. Such
Majorana bound states at the zero energy form the reso-
nant transmission channels in the normal segment. This
explains the perfect transmission in the presence of dis-
order.
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FIG. 10. (Color online)In (a), the LDOS at the center of
disordered segment(j = 25) is plotted as a function of the
energy. We choseM = 10, L = 50 andW = 2.0t. We plot the
results for Vex = 0.5t and 1.2t. The LDOS corresponding to
λ = +1 and the LDOS corresponding to λ = −1 is plotted as
a function of the Zeeman potential in (b) and (c), respectively.
The energy for the Green’s function is fixed to zero. We chose
M = 10, L = 50 and W = 2.0t in both (b) and (c). The
number of samples used for random ensemble average is 104
for all the results. The small imaginary part for the Green’s
function iδ is chosen as i10−5∆0 for all the results.
C. Odd-frequency Cooper pairs
In the normal segment in Fig. 4(a), the zero energy
states consist of two contributions: one is the penetrated
MBSs from the superconductor and the other is the usual
metallic states at the Fermi level. The LDOS in Fig. 9(a)
indicates that the former is much dominant than the lat-
ter for Vex > Vc. According to the argument in Sec. III
B, such MBSs in the normal segment belong to λ = −1.
Therefore the anomalous Green’s function can be repre-
sented by F−. By applying the analytic continuation, we
obtain
Fˆ−(r, r′; iωn) = 1
4ωn
∑
α,ν0
×
[
α a−,α,ν0(r)a−,α,ν0(r
′) a−,α,ν0(r)a
∗
−,α,ν0(r
′)
a∗−,α,ν0(r)a−,α,ν0(r
′) α a∗−,α,ν0(r)a
∗
−,α,ν0(r
′)
]
.
The anomalous function satisfies
Fˆ−(r, r′; iωn) =
[
Fˆ−(r′, r; iωn)
]T
. (65)
Thus the pairing correlation is spin-triplet even-parity.
As a result, the pairing correlation is the odd function
of ωn. Therefore Majorana fermions always accompany
the odd-frequency Cooper pairs32. The odd-frequency
Cooper pairs support the quantization of the zero-bias
conductance in Sec. II B28,30. The Josephson current
shown in Sec. II C is carried by the odd-frequency Cooper
pairs29.
V. CONCLUSION
We have studied transport properties in junctions
consisting of a superconducting nanowire with Dressel-
haus[110] spin-orbit coupling. The local density of states
at the edge of the isolated nanowire shows the large zero-
energy peak when the Zeeman potential is larger than a
critical value. This single peak structure reflects the ex-
istence of the Majorana bound states. We show that the
number of such Majorana bound states is equal to the
number of the propagating channels Nc. When we at-
tach a normal nanowire to the superconducting one, the
Majorana bound states penetrate into the normal seg-
ment and form Nc resonant transmission channels there.
All of the Majorana bound states remains at the zero
energy because of chiral symmetry of the junction. As
a result, the Majorana bound states in the normal seg-
ment are responsible for the perfect transmission. We
numerically show that the zero-bias differential conduc-
tance of the normal-metal/superconductor junction are
quantized at 2e2Nc/h irrespective of the disorder. The
Josephson current in disordered superconductor/normal-
metal/superconductor junctions shows the fractional
current-phase relationship J ∝ sin(ϕ/2) at a low tem-
perature. The superconducting nanowires with Dressel-
haus[110] spin-orbit coupling are two-dimensional ana-
log of the spin-triplet superconductor in the ’polar’
state. Our results indicate a way of detecting Majorana
Fermions in experiments.
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Appendix A: Zero energy states under chiral
symmetry
Here, we briefly summarize the argument in Ref. 26
which shows the important properties of the zero-energy
states under the chiral symmetry. We consider the BdG
Hamiltonian H which preserves the chiral symmetry
ΓHΓ−1 = −H, Γ2 = 1, (A1)
where Eq. (A1) is equivalent to
[H2,Γ] = 0. (A2)
The BdG equation is given by
HϕE(r) = EϕE(r). (A3)
When we consider the eigen equation
H2χE2(r) = E
2χE2(r), (A4)
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Eq. (A2) suggest that the states χE2(r) is also the eigen
states of Γ at the same time. Since Γ2 = 1, we find
that the eigen value of Γ is +1 or −1. Namely the eigen
equation
ΓχE2λ(r) = λχE2λ(r), (A5)
holds for λ = ±1. By multiplying H to Eq. (A5) from the
left side and by using Eq. (A1), we obtain the equation
ΓHχE2λ(r) = −λHχE2λ(r). (A6)
We find that HχE2λ(r) is the eigen state of Γ belonging
to −λ. Thus we can connect χE2+(r) and χE2−(r) as
HχE2λ(r) = cE2λχE2−λ(r), (A7)
where cE2λ is a constant. As shown in Ref. 26, the one-
to-one correspondence exists between ϕE(r) and χE2(r).
At first, we consider zero energy states χ0λ(r) which
satisfies
H2χ0λ(r) = 0, (A8)
in Eq. (A4). The integration of r after multiplying χ†0λ(r)
from the left results in∫
dr |Hχ0λ(r)|2 = 0. (A9)
This means that the norm of Hχ0λ(r) is zero. Therefore
we conclude that
Hχ0λ(r) = 0. (A10)
As a result, we find the relation
ϕ0λ(r) = χ0λ(r). (A11)
When a zero energy state is described by ϕ0+(r) =
χ0+(r), the relations in Eqs. (A7) and (A10) suggest that
χ0−(r) = 0. Therefore the zero-energy states are always
the eigen states of Γ.
For E 6= 0, it is possible to represent ϕE(r) by
χE2±(r)
26. By calculating the norm of HχE2λ(r), we
obtain
E2 = |cE2λ|2 . (A12)
Multiplying H to Eq. (A7) from the left alternatively
gives a relation
cE2λcE2−λ = 1. (A13)
Therefore, we find the relation
HχE2λ(r) = Ee
iλθ
E2χE2−λ(r). (A14)
Although we cannot fix the phase factor θE2 , it is possible
to express the states ϕE(r) for E 6= 0 as
ϕE(r) =
1√
2
(
e−iθE2/2χE2+(r) + sEe
iθ
E2
/2χE2−(r)
)
,
(A15)
sE =
{
1 for E > 0
−1 for E < 0. (A16)
The nonzero-energy states are constructed by a pair of
eigen states for Γ: one belongs to λ = 1 and the other
belongs λ = −1. Therefore, the states with E 6= 0 are not
the eigen states of Γ. On the contrary to the nonzero-
energy states, the the zero-energy states are the eigen
states of Γ.
Appendix B: Description of zero-energy edge states
The BdG Hamiltonian of the Dresselhaus nanowire is
represented by Hˇ0 in Eq. (12). By using the unitary
matrix
Rˇ =
[
rˆ 0
0 rˆ∗
]
, rˆ =
1√
2
[
e−ipi/4 −e−ipi/4
eipi/4 eipi/4
]
, (B1)
the BdG Hamiltonian Hˇ0 is first transformed to
Hˇ ′ = RˇHˇ0Rˇ
†
=
[
hˆ′ i∆0σˆ2
−i∆0σˆ0 −hˆ′
]
, (B2)
hˆ′ = ξσˆ0 + Vexσˆ3 + iλD∂xσˆ2. (B3)
The Hamiltonian in this basis is represented only by real
numbers. Next we apply a transformation which is simi-
lar to the Foldy-Wouthysen transformation39 to the BdG
Hamiltonian in Eq. (B2). Using a unitary matrix
Uˇ =
[
uˆ 0
0 uˆ
]
, (B4)
uˆ =exp[iSˆ], Sˆ =
λD
2~Vex
pxσˆ1, (B5)
with px = −i~∂x, we transform H ′ into
UˇHˇ
′
Uˇ † =
[
eiSˆ hˆ
′
e−iSˆ eiSˆ(i∆0σˆ2)e
−iSˆ
−eiSˆ(i∆0σˆ2)e−iSˆ −eiSˆ hˆ′e−iSˆ
]
. (B6)
The diagonal term of Eq. (B2) can be expanded as
eiSˆ hˆ′eiSˆ = hˆ′ + i[Sˆ, hˆ
′
] +
i2
2!
[Sˆ, [Sˆ, hˆ′]] + · · · , (B7)
with using the Baker-Housdorff formula. We assume
large enough Zeeman potential so that λDkF ≪ Vex is
satisfied where kF =
√
2mµ/~ denotes Fermi wave num-
ber. ¿From this assumption, we obtain
eiSˆ hˆeiSˆ = ξσˆ0 + Vexσˆ3 +O
[(
λDkF
Vex
)2]
, (B8)
within the first order of λDkF /Vex. The off-diagonal term
corresponding to the pair potential is transformed to
eiSˆ(i∆0σˆ2)e
−iSˆ = i∆0σˆ2 + i[Sˆ, i∆0σˆ2] + · · ·
= i∆0σˆ2 − iλD∆0
~Vex
pxσˆ3 +O
(
(λDkF )
2
V 2ex
)
,
(B9)
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where we assume the uniform pair potential (i.e.,
[px,∆0] = 0). As the result, the BdG Hamiltonian can
be written as
UˇHˇ ′Uˇ † =


ξ + Vex 0 −iλD∆0~Vex px ∆0
0 ξ − Vex −∆0 iλD∆0~Vex px
iλD∆0
~Vex
px −∆0 −ξ − Vex 0
∆0 −iλD∆0~Vex px 0 −ξ + V


+O
(
(λDkF )
2
V 2ex
)
. (B10)
By interchanging the second column and the third one,
and by interchanging the second row and the third one,
the Hamiltonian can be deformed as
Hˇeff =Hˇpx + Vˇ∆, (B11)
Hˇpx =
[
hˆpx,↑ 0
0 hˆpx,↓
]
, (B12)
hˆpx,σ =
[
ξ + ssVex −ssiλD∆0~Vex px
ssi
λD∆0
~Vex
px −ξ − ssVex
]
, (B13)
Vˇ∆ =
[
0 i∆0σˆ2
−i∆0σˆ2 0
]
, (B14)
ss =
{
1 for σ =↑
−1 for σ =↓ . , (B15)
where the diagonal components hˆpx,σ are equivalent to
the Hamiltonian of the spin-triplet px-wave superconduc-
tor. Therefore, Eq. (B11) corresponds to the BdG Hamil-
tonian of the spin-full px-wave superconductor Hˇpx with
the spin-mixing term Vˇ∆. In addition, we find that the
BdG Hamiltonian Hˇeff preserves chiral symmetry
ΓHˇeffΓ
−1 = −Hˇeff , Γ =
[
σˆ1 0
0 σˆ1
]
. (B16)
Now we seek the wave function of the zero-energy edge
states in Hˇeff . We first neglect the spin-mixing term Vˇ∆.
After solving the BdG equation at the zero-energy with
Vˇ∆ = 0
Hˇpxϕν0(r) = 0, (B17)
we will discuss effects of Vˇ∆. As shown in Appendix A,
the zero-energy states under chiral symmetry is also the
eigen states of Γ
Γϕν0λ(r) = λϕν0λ(r), (B18)
where λ = ±1. ¿From Eq. (B18), the zero-energy states
can be written as
ϕν0λ(r) = [uν0λ,↑(r), λuν0λ,↑(r), uν0λ,↓(r), λuν0λ,↓(r)]
T.
(B19)
By substituting Eq. (B19) into the BdG equation, we
obtain
hˆpx,σ
[
uν0λ,σ(r)
λuν0λ,σ(r)
]
= 0, (B20)
which is equivalent to[
ξ + ssVex − ssiλλD∆0
~Vex
px
]
uν0λ,σ(r) = 0. (B21)
When we apply the hard-wall boundary condition in the
y direction, the wave function can be expanded as
ϕν0λ,σ(r) =
√
2
M
M∑
n=1
un,λ,σ(x)sin
(npi
M
y
)
, (B22)
where M denotes the width of the nanowire. By substi-
tuting Eq. (B22) into Eq. (B21), we obtain the equations
for each transmission channel n,[
∂2x − ss2
λ
ξD
∂x + k
2
n,σ
]
un,λ,σ(x) = 0, (B23)
where
ξD =
~
2Vex
mλD∆0
, (B24)
kn,σ =
√
µn − ssVex
~
, µn = µ− ~
2
2m
(npi
M
)2
. (B25)
In what follows, we consider the nanowire with the
length 2L in the x direction (i.e., −L ≤ x ≤ L) and
apply the hard-wall boundary condition at the edge of
the nanowire,
un,λ,σ(−L) = un,λ,σ(L) = 0. (B26)
The length of the nanowire is long enough so that
L/ξD ≫ 1 is satisfied. For µn < Vex, there is no solution
which satisfies the boundary conditions in Eq. (B26).
For −Vex < µn < Vex, we find the two solutions in
spin-down sector as
ϕLn,↓(x) =
CL√
2


0
0
1
−1

 sin[√k2n,↓ − ξ−2D (x+ L)
]
e−x/ξD ,
(B27)
ϕRn,↓(x) =
CR√
2


0
0
1
1

 sin [√k2n,↓ − ξ−2D (x− L)
]
ex/ξD ,
(B28)
where CL and CR are the normalization coefficients. It
is easy to show that ϕLn(x) localizing at the left edge
belongs to λ = −1 and ϕRn (x) localizing at the right edge
belongs to λ = 1. In the spin-up sector, on the other
hand, there is no solution.
For µn > Vex, there are solutions at either edges in
both spin-up and spin-down sectors. For the left edge,
we find
ϕLn,↑(x) =
C
′
L
2


1
1
0
0

 sin
[√
k2n,↑ − ξ−2D (x+ L)
]
e−x/ξD ,
(B29)
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in addition to ϕLn,↓(x) in Eq. (B27). The solution ϕ
L
n,↑(x)
belongs to λ = 1. The two zero-energy states at the left
edge (i.e., ϕLn,↑(x) and ϕ
L
n,↓(x)) belong to the opposite
spin sector and to the opposite λ to each other. At the
right edge, we find
ϕRn,↑(x) =
C
′
R
2


1
−1
0
0

 sin [√k2n,↑ − ξ−2D (x− L)
]
ex/ξD
(B30)
in addition to ϕRn,↓(x) in Eq. (B28). The two zero-energy
states at the right edge (i.e., ϕRn,↑(x) and ϕ
R
n,↓(x) ) belong
to the opposite spin sector and to the opposite λ to each
other.
Next, we consider the effects of the spin-mixing term
Vˇ∆ in Eq. (B11). For µn > Vex, the two zero-energy
states exist for each propagating channel at each edge. At
the left edge, for example, the spin-up state with λ = 1
and the spin-down state with λ = −1 coexist. The spin-
mixing term Vˇ∆ couples the two states. As a result, the
energy of the coupled states shifts away from the zero-
energy because the linear combination of a state with λ =
1 and a state with λ = −1 can form the nonzero-energy
state as discussed in Eq. (A15). In this case, all the edge
states can leave away from the zero-energy. For −Vex <
µn < Vex, on the other hand, the only one zero-energy
state with spin-down exists for each propagating channel
at each edge because the zero-energy state with spin-up is
absent. The edge states remain at the zero-energy even in
the presence of Vˇ∆ because coupling partners are absent.
In other words, Vˇ∆ does not affect the zero-energy edge
states.
Appendix C: Effective px-wave superconductor with
coexistence of Rashba and Dresselhaus[100]
spin-orbit coupling
We propose an alternative nanowire whose Hamilto-
nian is unitary equivalent to Eq. (12). Let us consider
the two dimensional electron system where the Rashba
spin-orbit coupling and the Dresselhaus[100] one coexist.
The Hamiltonian is represented by
hˆRD = hˆkin + hˆR + hˆ
100
D + hˆV , (C1)
hˆkin =
1
2m
(
p2x + p
2
y
)− µ, (C2)
hˆR =
α
~
(pyσˆ1 − pxσˆ2) , (C3)
hˆ100D =
β
~
(pxσˆ1 − pyσˆ2) , (C4)
hˆV = −V · σˆ, V = Vxe1 + Vye2, (C5)
where m, µ, α and β denotes the effective mass of
an electron, the chemical potential, the strength of the
Rashba spin-orbit coupling and the strength of the Dres-
selhaus[100] spin-orbit coupling, respectively. The unit
α=β
Superconductor
z
x-
x+
B
FIG. 11. (Color online) (a) The directions e+ and e− are
orthogonal to each other in the spin-space. The direction of
V is denoted by eV . (b) At α = β
′, the spin-orbit interaction
proportional to σˆ− vanishes. When we chose the Zeeman
potential as Vx = −Vy, e+ becomes perpendicular to eV .
(c) Schematic picture of the effective px-wave superconductor
with the coexistence of the Rahba and Dresselhaus [100] spin-
orbit coupling.
vectors in spin space is denoted by ej with j = 1 − 3.
The part of the Hamiltonian hˆV denotes the Zeeman po-
tential induced by the in-plane external magnetic field.
When we define
p± =
1√
2
(px ± py) , (C6)
x± =
1√
2
(x± y) , (C7)
the commutation relations among p± and x± become
[xν , pν ] = i~δν,ν , (C8)
[xν , xν ] = [pν , pν ] = 0. (C9)
In this basis, the Hamiltonian is represented as
hˆRD = hˆ
′
kin + hˆ+ + hˆ− + hˆV , (C10)
where
hˆ
′
kin =
1
2m
(
p2+ + p
2
−
)− µ, (C11)
hˆ± = λ±p±σˆ±, (C12)
λ± =
1
~
(α± β) , σˆ± = 1√
2
(σˆ2 ± σˆ1) . (C13)
As shown in Fig. 11(a), the direction e+ = (e1+e2)/
√
2
and e− = (e1 − e2)/
√
2 are orthogonal to each other in
spin space. When the strength of the Rashba spin-orbit
coupling α and the strength of the Dresslhaus spin-orbit
14
coupling β are equal to each other (i.e., α = β), λ−
becomes zero. Such electron systems have been studied
in spintronics because they show unusual spin property
so called spin-helix40. In addition, we tune the Zeeman
potential as Vx = −Vy = V/
√
2. As shown in Fig. 11(b),
the Hamiltonian is constructed by the two orthogonal
components in the spin space,
hˆRD = hˆ
′
kin + λ+p+σˆ+ + V σˆ−. (C14)
By multiplying a unitary matrix,
dˆ =
1√
2
[
e−ipi/8 ieipi/8
ie−ipi/8 eipi/8
]
, (C15)
the Hamiltonian is transformed into
hˆ
′
RD = dˆ hˆRD dˆ
†
= hˆ
′
kin − λ+p+σˆ3 − V σˆ1. (C16)
The Hamiltonian hˆ
′
RD is equivalent to the Hamiltonian
with the Dresselhaus [110] spin-orbit coupling and with
the in-plane magnetic field.
Next, we introduce the proximity-induced s-wave pair
potential. The BdG Hamiltonian for the original basis in
Eq. (C5) is given by
HˇRD =
[
hˆRD i∆0σˆ2
−i∆0σˆ0 −hˆ∗RD
]
. (C17)
When α = β and Vx = −Vy = V/
√
2, the BdG Hamilto-
nian is transformed into
Hˇ
′
RD = DˆHˆRDDˆ
†
=
[
hˆ
′
RD i∆0σˆ2
−i∆0σˆ0 −hˆ′∗RD
]
, (C18)
Dˇ =
[
dˆ 0
0 dˆ∗
]
. (C19)
The BdG Hamiltonian Hˇ
′
RD is unitary equivalent to the
BdG Hamiltonian in Eq. (12). Therefore, by applying the
unitary transformations introduced in Appendix B, we
can obtain the BdG Hamiltonian of the effective px-wave
super conductor in Eq. (14). As shown in Fig. 11(c), we
have to prepare the nanowire along the x+ direction and
apply the magnetic field in the x− direction. More gener-
ally, by applying the appropriate unitary transformation,
we also obtain the Hamiltonian Hˇ
′
RD with
V = V
[
sinφ√
2
e1 − sinφ√
2
e2 + cosφe3
]
, (C20)
where φ is the arbitrary angle of the magnetic field. Al-
ternatively, it is possible to reach BdG Hamiltonian in
Eq. (12) when we prepare the nanowire along the x−
direction with α = −β and
V = V
[
sinφ√
2
e1 +
sinφ√
2
e2 + cosφe3
]
. (C21)
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