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1. Introduction
The concept of pseudo almost automorphic functions are a natural generalization of almost automorphic functions.
The concept of the almost automorphic function was introduced by Bochner [1]. For more detail one can see the book by
N’Guérékata [2] in which the author gave a very good overview of the theory of almost automorphic functions and their
applications to differential equations. Almost automorphic solutions of various differential equations have been studied
by many authors [2–6] and references therein. The concept of pseudo almost automorphy was suggested by N’Guérékata
(see [2, page 40]) and developed by Xiao et al. [7]. The existence and uniqueness of pseudo almost automorphic solutions of
differential equations have attracted the attention of many mathematicians in recent years [8–13,3,14].
Recently Xiao et al. [3] have shown the existence of an pseudo almost automorphic mild solution of the following
differential equations
dx(t)
dt
= A(t)x(t)+ f¯ (t, x(t)), t ∈ R, (1.1)
dx(t)
dt
= A(t)x(t)+ f¯ (t, x(t − h)), t ∈ R, (1.2)
dx(t)
dt
= A(t)x(t)+ f¯ (t, x(t), x[α(t, x(t))]), t ∈ R, (1.3)
in a Banach space. The cases A(t) = A and A(t + p) = A(t) for some positive p have been studied by many authors (see for
instance [1,7] and references therein).
Motivated by theworksmentioned above, wewill study in this paper the problem of existence and uniqueness of pseudo
almost automorphic solutions of the following integro-differential equation in a complex Banach space X ,
du(t)
dt
+ Au(t) = f (t, u(t), Ku(t)), t ∈ R, u ∈ PAA(X),
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Ku(t) =
∫ t
−∞
k(t − s)g(s, u(s))ds, (1.4)
where f : R×X×X → X, g : R×X → X and k satisfy |k(t)| ≤ Cke−bt for t ≥ 0 and Ck, b are positive constants. We denote
PAA(X) the set of all pseudo almost automorphic functions from R to X . Further, we assume that −A is the infinitesimal
generator of an analytic semigroup {T (t), t ≥ 0} and the function f (·, u(·), Ku(·)) ∈ BC(R× X× X, X), where BC denotes
the set of all bounded continuous functions.
In [15] Diagana et al. have shown the existence of pseudo almost periodic solution using fractional powers of operators
of the following differential equation
du(t)
dt
+ Au(t) = g¯(t, u(t)), t ∈ R, (1.5)
in a Banach space X , where g¯ : R×X → X , is a jointly continuous function,−A, the generator of an analytic semigroup. Also
Bahaj and Sidki [16] studied the existence of almost periodic solution of differential equation (1.5) using fractional powers
of operators.
Because the concept of pseudo almost automorphic functions is pretty new, there is not much literature available on the
pseudo almost automorphic solution of functional, delay and patrial differential equations. Many authors have shown the
existence of a pseudo almost automorphic mild solution under the Lipschitz condition on the forcing term. Here we show
the existence and uniqueness of a pseudo almost automorphic solution of (1.4) using the method of fractional powers of
linear operators and the Banach fixed point principle. At the end we give an example to illustrate the abstract results.
2. Preliminaries
Wedenote byBC(R, X) the space of all bounded continuous functions fromR toX . It is a Banach spacewith the supremum
norm
‖u‖∞ = sup
t∈R
‖u(t)‖.
Consider B(X, Y ) is the set of all bounded linear operators from X to Y . This is also a Banach space with norm
‖A‖B(X,Y ) = sup
x∈X,x≠0
‖Ax‖Y
‖x‖X .
Similarly BC(R × X × X → X) is the Banach space of bounded continuous functions with supremum norm. Now we give
some necessary definitions.
Fractional powers of operators:
It is possible to define fractional powers of A if−A is the infinitesimal generator of an analytic semigroup T (t) in a Banach
space and 0 ∈ ρ(A). We define the fractional power A−α , for α > 0 by
A−α = 1
Γ (α)
∫ ∞
0
tα−1T (t)dt.
It is well known that for 0 < α ≤ 1, Aα : D(Aα) ⊂ X → X is a densely defined closed linear operator. D(Aα) ⊃ D(A) is the
domain of Aα which is dense in X . For f ∈ D(Aα)we define the norm by
‖f ‖D(A) = ‖f ‖ + ‖Aα f ‖.
This graph norm is equivalent to the α−norm defined by ‖f ‖α = ‖Aα f ‖. We denote Xα as the Banach space D(Aα) equipped
with ‖ · ‖α . We observe that for α, β ≥ 0
A−α−β = A−αA−β
and there exists a constant C such that ‖A−α‖ ≤ C for 0 < α ≤ 1. The Aα is defined as the inverse of A−α . For amore detailed
analysis on fractional powers of operators, the interested reader may consult [17].
Lemma 2.1. Let −A be the infinitesimal generator of an analytic semigroup T (t). Then for α > 0 and 0 ∈ ρ(A) we have,
(i) T (t)Aαx = AαT (t)x for every x ∈ D(Aα);
(ii) T (t) : X → D(Aα) for every t > 0 and α ≥ 0;
(iii) for every t > 0 the operator AαT (t) is bounded and
‖AαT (t)‖ ≤ Mαtαe−δt;
(iv) for 0 < α ≤ 1 and x ∈ D(Aα), we have
‖(T (t)x− x)‖ ≤ Cαtα‖Aαx‖.
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Definition 2.2. A continuous function f : R→ X is called almost automorphic if for every real sequence (sn), there exists
a subsequence (snk) and a function g ∈ Lloc(R, X) such that
g(t) = lim
n→∞ f (t + snk)
is well defined for each t ∈ R and
lim
n→∞ g(t − snk) = f (t)
for each t ∈ R. Denote by AA(X) the set of all such functions.
Definition 2.3. A continuous function f : R× X → X is called almost automorphic in t uniformly for x in compact subsets
of X if for every compact subset K of X and every real sequence (sn), there exists a subsequence (snk)g ∈ Lloc(R×X, X) such
that
g(t, x) = lim
n→∞ f (t + snk , x)
is well defined for each t ∈ R, x ∈ K and
lim
n→∞ g(t − snk , x) = f (t, x)
for each t ∈ R, x ∈ K . Denote by AA(R× X) the set of all such functions.
We denote by
AA0(X) =

f ∈ BC(R, X) : lim
r→∞
1
2r
∫ r
−r
‖f (ξ)‖dξ = 0

,
and by AA0(R× X × X, X) the set of all continuous functions f : R× X × X → X such that f (., u, χ) ∈ AA0(X) and
lim
r→∞
1
2r
∫ r
−r
‖f (ξ , u, χ)‖dξ = 0,
uniformly in (u, χ) ∈ X × X .
Definition 2.4. A function f ∈ BC(R, X) is called pseudo almost automorphic if it can be written as f = f1 + f2, where
f1 ∈ AA(X) and f2 ∈ AA0(X).
The functions f1 and f2 are called the almost automorphic and the ergodic perturbation components of f respectively. The
set of all such functions will be denoted by PAA(X).
Remark 2.5. A classical example of a pseudo almost automorphic function is
f (t) = sin 1
2+ cos t + cos√2t +
1
1+ t2 , t ∈ R.
It is known that this function is not almost automorphic.
Definition 2.6. A continuous function f : R × X × X → X is called pseudo almost automorphic in t ∈ R uniformly in
(x, χ) ∈ X × X if it can be written as f = f1 + f2, where f1 ∈ AA(R× X × X, X) and f2 ∈ AA0(R× X × X, X).
We denote the set of all pseudo almost automorphic functions f : R× X × X → X by PAA(R× X × X, X).
Definition 2.7. By pseudo almost automorphic mild solution u : R→ X we mean that u ∈ PAA(X), and u(t) satisfies
u(t) = T (t − a)u(a)+
∫ t
a
T (t − ξ)f (ξ , u(ξ), Ku(ξ))dξ, (2.1)
for t ≥ a.
It is easy to see that if ‖T (t)‖ ≤ M ′e−δt , then relation (2.1) can be replaced by
u(t) =
∫ t
−∞
T (t − ξ)f (ξ , u(ξ), Ku(ξ))dξ,
(cf. for instance [2]).
Definition 2.8. By pseudo almost automorphic classical solution u : R→ X we mean that u ∈ PAA(X), and u(t) ∈ D(A) is
continuously differentiable and satisfied (1.4).
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Lemma 2.9. Let −A be the infinitesimal generator of an analytic semigroup T (t). If fˆ : R → X is a Holder continuous pseudo
almost automorphic function, then the problem
du(t)
dt
+ Au(t) = fˆ (t) t ∈ R,
has a unique classical pseudo almost automorphic solution given by
u(t) =
∫ t
−∞
T (t − ξ)fˆ (ξ)dξ .
Proof. As−A generate an analytic semigroup, the solution of the Cauchy problem du(t)dt + Au(t) with initial condition x0 is
given by u(t) = T (t)x0 [17]. As fˆ is Holder continuous, by using variation of parameter, we can represent the solution by
u(t) = T (t − a)x(a)+
∫ t
a
T (t − ξ)fˆ (ξ)dξ .
We assume that ‖T (t)‖ ≤ Me−δt , then we can write the solution as u(t) =  t−∞ T (t − ξ)fˆ (ξ)dξ . Further our function
T (t − ξ)fˆ (ξ) is integrable over (−∞, t], thus using fundamental theorem of calculus, we conclude that u(t) is continuous.
But we already assumed that fˆ is Holder continuous, we get that u(t) is differentiable and hence it is a classical solution.
Our function fˆ is pseudo almost automorphic, we can write this as fˆ = fˆ1 + fˆ2, where fˆ1 ∈ AA and fˆ2 ∈ PAA0. As fˆ1 is
almost automorphic, for any sequence tn, there exists a subsequence tk such that
fˆ1(t + tk)→ fˆ ∗(t), fˆ ∗(t − tk)→ fˆ1(t).
Define
u1(t) =
∫ t
−∞
T (t − ξ)fˆ1(ξ)dξ
and
u2(t) =
∫ t
−∞
T (t − ξ)fˆ2(ξ)dξ .
Also denote
u∗(t) =
∫ t
−∞
T (t − ξ)fˆ ∗(ξ)dξ .
Thus
‖u1(t + tk)− u∗(t)‖ ≤
∫ t
−∞
‖T (t − ξ)‖ ‖fˆ1(ξ + tk)− fˆ ∗(ξ)‖dξ
≤
∫ t
−∞
Me−δ(t−ξ)‖fˆ1(ξ + tk)− fˆ ∗(ξ)‖dξ
≤ ‖fˆ1(a+ tk)− fˆ ∗(a)‖
∫ t
−∞
Me−δ(t−ξ)dξ
≤ M
δ
‖fˆ1(a+ tk)− fˆ ∗(a)‖ (2.2)
for some a ∈ (−∞, t]. Hence we get u1(t + tk)→ u∗(t). Now consider
‖u∗(t − tk)− u1(t)‖ ≤
∫ t
−∞
‖T (t − ξ)‖ ‖fˆ ∗(ξ − tk)− fˆ1(ξ)‖dξ
≤
∫ t
−∞
Me−δ(t−ξ)‖fˆ ∗(ξ − tk)− fˆ1(ξ)‖dξ
≤ ‖fˆ ∗(a− tk)− fˆ1(a)‖
∫ t
−∞
Me−δ(t−ξ)dξ
≤ M
δ
‖fˆ ∗(b− tk)− fˆ1(b)‖ (2.3)
for some b ∈ (−∞, t]. Hencewe get u∗(t−tk)→ u1(t). From the above analysis, we conclude that u1 is almost automorphic.
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Next we consider∫ r
−r
‖u2(t)‖dt ≤
∫ r
−r
∫ t
−∞
T (t − ξ)fˆ2(ξ)dξdt ≤ J1(r)+ J2(r),
where
J1(r) =
∫ r
−r
∫ t
−r
‖T (t − ξ)‖ ‖fˆ2(ξ)‖dξdt, J2(r) =
∫ r
−r
∫ −r
−∞
‖T (t − ξ)‖ ‖fˆ2(ξ)‖dξdt.
By changing the order of integration in J1(r), we get
J1(r) =
∫ r
−r
∫ t
−r
‖T (t − ξ)‖ ‖fˆ2(ξ)‖dξdt
≤
∫ r
−r
∫ r
ξ
‖T (t − ξ)‖ ‖fˆ2(ξ)‖dtdξ
≤
∫ r
−r
‖fˆ2(ξ)‖
∫ r
ξ
‖T (t − ξ)‖dt

dξ
≤
∫ r
−r
‖fˆ2(ξ)‖
∫ r
ξ
Me−δ(t−ξ)dt

dξ
≤
∫ r
−r
‖fˆ2(ξ)‖
∫ r−ξ
0
Me−δtdt

dξ
≤
∫ r
−r
‖fˆ2(ξ)‖
∫ ∞
0
Me−δtdt

dξ
≤ M
δ
∫ r
−r
‖fˆ2(ξ)‖dξ . (2.4)
Thus we have
1
2r
J1(r)→ 0 as r →∞.
Now we consider J2(r),
J1(r) =
∫ r
−r
∫ −r
−∞
‖T (t − ξ)‖ ‖fˆ2(ξ)‖dξdt
≤
∫ r
−r
∫ ∞
t+r
‖T (s)‖ ‖fˆ2(t − s)‖dsdt
≤
∫ r
−r
∫ ∞
2r
‖T (s)‖ ‖fˆ2(t − s)‖dsdt
≤ 2r‖fˆ2‖
∫ ∞
2r
‖T (s)‖ds. (2.5)
Hence as r →∞, we get 12r J2(r)→ 0. Combining both, we have
1
2r
∫ r
−r
‖u2(t)‖dt → 0 as r →∞.
From the above analysis we conclude that u1 + u2 = u ∈ PAA. 
Assumptions. We require some assumption for the existence of our result. We assume that,
(H1) The function f : R × X × X → X is a pseudo almost automorphic in t uniformly in (u, χ) ∈ X × X , and there exists
Lf > 0, and 0 ≤ a ≤ 1 such that
‖f (t1, u1, χ1)− f (t2, u2, χ2)‖ ≤ Lf [|t1 − t2|a + ‖u1 − u2‖α + ‖χ1 − χ2‖],
for each (ti, ui, χi) ∈ R× X × X, i = 1, 2;
(H2) −A is the infinitesimal generator of an analytic semigroup T (t) and 0 ∈ ρ(A);
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(H3) The function g : R× X → X is pseudo almost automorphic in t uniformly in u ∈ X , and satisfies
‖g(t, u1)− g(t, u2)‖ ≤ Lg‖u1 − u2‖α
for each u1, u2 ∈ Xα .
Throughout the paper we assume that these conditions hold.
Because f , g are pseudo almost automorphic, assume that f1, f2 and g1, g2 are the automorphic and ergodic perturbations
of f and g . From the definition of an almost automorphic function we have that for every sequence tn there exists a
subsequence tnk such that
f1(t + tnk , u, χ)→ f ∗1 (t, u, χ),
f ∗1 (t − tnk , u, χ)→ f1(t, u, χ), (u, χ) ∈ D,
and
g1(t + tnk , u)→ g∗1 (t, u),
g∗1 (t − tnk , u)→ g1(t, u) u ∈ E,
where D, E are compact subsets of X × X and X respectively.
3. Pseudo almost automorphic solution
In this section we prove the existence and uniqueness result for pseudo almost automorphic solution of differential
equation (1.4). Since A−α ∈ B(X, X), we have (A−αφ)(t) is pseudo almost automorphic.
Lemma 3.1. If g ∈ PAA(X), then K(A−αu)(t) ∈ PAA(X).
Proof. Because g is pseudo almost automorphic so it can be written as g1 + g2, where g1 is almost automorphic and g2 is
the ergodic component.
KA−αu(t) =
∫ t
−∞
k(t − s)g(s, A−αu(s))ds
=
∫ t
−∞
k(t − s)g1(s, A−αu(s))ds+
∫ t
−∞
k(t − s)g2(s, A−αu(s))ds
= K1A−αu(t)+ K2A−αu(t). (3.1)
Define
K ∗1 (A
−αu)(t) =
∫ t
−∞
k(t − s)g∗1 (s, A−αu(s))ds. (3.2)
For the subsequence tnk of tn, we consider the following
K1(A−αu)(t + tnk)− K ∗1 (A−αu)(t) =
∫ t+tnk
−∞
k(t + tnk − s)g1(s, A−αu(s))ds−
∫ t
−∞
k(t − s)g∗1 (s, A−αu(s))ds
=
∫ t
−∞
k(t − s)g1(s+ tnk , A−αu(s+ tnk))ds
−
∫ t
−∞
k(t − s)g∗1 (s, A−αu(s))ds. (3.3)
Taking the norm of both sides of inequality (3.3) and using the mean value theorem for the integral, we have
‖K1(A−αu)(t + tnk)− K ∗1 (A−αu)(t)‖ ≤
∫ t
−∞
|k(t − s)|‖g1(s+ tnk , A−αu(s+ tnk))− g∗1 (s, A−αu(s))‖ds
≤ ‖g1(a+ tnk , A−αu(a+ tnk))− g∗1 (a, A−αu(a))‖
∫ t
−∞
|k(t − s)|ds
≤ ‖g1(a+ tnk , A−αu(a+ tnk))− g∗1 (a, A−αu(a))‖
∫ t
−∞
|k(t − s)|ds
≤ Ck
b
‖g1(a+ tnk , A−αu(a+ tnk))− g∗1 (a, A−αu(a))‖, (3.4)
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for some a ∈ (−∞, t]. Because g1 is almost automorphic, so we get
‖K1(A−αu)(t + tnk)− K ∗1 (A−αu)(t)‖ → 0. (3.5)
Now consider
K ∗1 (A
−αu)(t − tnk)− K1(A−αu)(t) =
∫ t−tnk
−∞
k(t − tnk − s)g∗1 (s, A−αu(s))ds−
∫ t
−∞
k(t − s)g1(s, A−αu(s))ds
=
∫ t
−∞
k(t − s)g∗1 (s− tnk , A−αu(s− tnk))ds−
∫ t
−∞
k(t − s)g1(s, A−αu(s))ds. (3.6)
Taking the norm of both sides of inequality (3.6) and using the mean value theorem for the integral, we have
‖K ∗1 (A−αu)(t − tnk)− K1(A−αu)(t)‖ ≤
∫ t
−∞
|k(t − s)| × ‖g∗1 (s− tnk , A−αu(s− tnk))− g1(s, A−αu(s))‖ds
≤ ‖g∗1 (b− tnk , A−αu(b− tnk))− g1(b, A−αu(b))‖
∫ t
−∞
|k(t − s)|ds
≤ Ck
b
‖g∗1 (b− tnk , A−αu(b− tnk))− g1(b, A−αu(b))‖, (3.7)
for some b ∈ (−∞, t]. Because g1 is almost automorphic, so we get
‖K ∗1 (A−αu)(t − tnk)− K1(A−αu)(t)‖ → 0.
Hence K1(A−αu)(t) is almost automorphic. Next consider the following
1
2r
∫ r
−r
‖K2(A−αu)(t)‖dt ≤ 12r
∫ r
−r
∫ t
−∞
|k(t − s)|‖g2(s, (A−αu)(s))‖dsdt
≤ I1(r)+ I2(r), (3.8)
where
I1(r) = 12r
∫ r
−r
∫ t
−r
|k(t − s)|‖g2(s, (A−αu)(s))‖dsdt
and
I2(r) = 12r
∫ r
−r
∫ −r
−∞
|k(t − s)|‖g2(s, (A−αu)(s))‖dsdt.
Considering I1 and making a change of order, we get
I1(r) ≤ 12r
∫ r
−r
‖g2(s, (A−αu)(s))‖
∫ r
s
|k(t − s)|dt

ds
≤ 1
2r
∫ r
−r
‖g2(s, (A−αu)(s))‖
∫ r−s
0
|k(t)|dt

ds
≤ 1
2r
∫ r
−r
‖g2(s, (A−αu)(s))‖
∫ ∞
0
|k(t)|dt

ds
≤ Ck
2br
∫ r
−r
‖g2(s, (A−αu)(s))‖ds. (3.9)
As g2 ∈ PAA0, we get
lim
r→∞ I1(r) = 0.
For I2(r), we have
I2(r) ≤ 12r
∫ r
−r
∫ ∞
t+r
|k(s)|‖g2(t − s, (A−αu)(t − s))‖dsdt
≤ 1
2r
∫ r
−r
∫ ∞
2r
|k(s)|‖g2(t − s, (A−αu)(t − s))‖dsdt
≤ ‖g2‖∞
∫ ∞
2r
|k(s)|ds. (3.10)
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Thus
lim
r→∞ I2(r) = 0.
Hence one can conclude that K(A−αu)(t) is pseudo almost automorphic.
Define an operator F by
Fu(t) =
∫ t
−∞
AαT (t − ξ)f (ξ , A−αu(ξ), K(A−αu(ξ)))dξ (3.11)
from PAA(X) to PAA(X). 
Lemma 3.2. The operator F is continuous.
Proof. Consider the sequence un → u. Now we need to show that Fun → Fu. Taking the norm of the expression
Fun(t)− Fu(t)we have
‖Fun(t)− Fu(t)‖ ≤
∫ t
−∞
‖AαT (t − s)‖f (s, A−αun(s), KA−αun(s))− ‖f (s, A−αu(s), KA−αu(s))‖ds
≤
∫ t
−∞
‖AαT (t − s)‖Lf (‖A−αun(s)− A−αu(s)‖α + ‖KA−αun(s)− KA−αu(s)‖)ds.
Also note that
‖KA−αun(s)− KA−αu(s)‖ ≤
∫ t
−∞
|k(t − s)| × ‖g(s, A−αun(s))− g(s, A−αu(s))‖ds
≤
∫ t
−∞
|k(t − s)|Lg‖A−αun(s)− A−αu(s)‖BC(R,Xα)ds
≤ CkLg
b
‖A−αun − A−αu‖α.
Thus we have
‖Fun(t)− Fu(t)‖ ≤ Lf

1+ CkLg
b

‖A−αun − A−αu‖α
∫ t
−∞
‖AαT (t − s)‖ds
≤ Lf

1+ CkLg
b

‖A−αun − A−αu‖α
∫ ∞
0
‖AαT (s)‖ds
≤ Lf

1+ CkLg
b

‖A−αun − A−αu‖α
∫ ∞
0
Mαs−αe−δsds
≤ MαLf δ1−αΓ (1− α)

1+ CkLg
b

‖A−αun − A−αu‖α
≤ C∗‖A−αun − A−αu‖α, (3.12)
where C∗ = MαLf δ1−αΓ (1− α)

1+ CkLgb

. Taking the supremum of both sides of the above inequality, we get
‖Fun − Fu‖ ≤ C∗‖A−αun − A−αu‖α ≤ C∗‖un − u‖.
From the above relation it is easy to deduce that Fun → Fu and hence F is continuous. 
Lemma 3.3. The operator F is bounded.
Proof. We observe that the result of Liang et al. [18] of the composition theorem for a function f ∈ PAA(R × X) may be
extended for a function f ∈ PAA(R× X × X). For u ∈ PAA(X), by the composition theorem for pseudo-almost automorphic
function [18], φ(·) = f (·, A−αu(·), K(A−αu(·)))is pseudo almost automorphic. Now taking the norm of the operator F , we
have
‖(Fu)(t)‖ ≤
∫ t
−∞
Mα(t − ξ)−αe−δ(t−ξ)‖f (ξ , A−αu(ξ), K(A−αu(ξ)))‖dξ
≤ Mα
∫ t
−∞
(t − ξ)−αe−δ(t−ξ)[‖f (ξ , A−αu(ξ), K(A−αu(ξ)))− f (ξ , A−αu(ξ), 0)‖ + ‖f (ξ , A−αu(ξ), 0)‖]dξ
S. Abbas / Computers and Mathematics with Applications 62 (2011) 2259–2272 2267
≤ MαN
∫ t
−∞
(t − ξ)−αe−δ(t−ξ)dξ
= MαN
∫ ∞
0
η−αe−δηdη <∞,
for some positive constant N , which is the bound of the function f . Hence Fu is bounded.
Define φ(·) = f (·, A−αu(·), K(A−αu(·))), as we mention above that if u ∈ PAA(X) then φ ∈ PAA(X).
Hence φ = φ1 + φ2 with φ1 ∈ AA(X) and φ2 ∈ AA0(X).
Because f is pseudo almost automorphic we have
Fu(t) =
∫ t
−∞
AαT (t − ξ)f (ξ , A−αu(ξ), K(A−αu(ξ)))dξ
=
∫ t
−∞
AαT (t − ξ)f1(ξ , A−αu(ξ), K(A−αu(ξ)))dξ +
∫ t
−∞
AαT (t − ξ)f2(ξ , A−αu(ξ), K(A−αu(ξ)))dξ
= F1u(t)+ F2u(t).
Next we present some results related to the pseudo almost automorphy of our operator F . The φ1 and φ2 defined above
are φ1(t) = f1(t, A−αu(t), K(A−αu(t))) and φ2(t) = f2(t, A−αu(t), K(A−αu(t))) for fixed u. These notations will actually
simplify the calculations. 
Lemma 3.4. The map defined by,
F1φ1(t) =
∫ t
−∞
AαT (t − ξ)φ1(ξ)dξ (3.13)
is in AA(X) if φ1 is in AA(X).
Proof. Because φ1 is almost automorphic, then for any sequence tn one has a subsequence tnk such that
φ1(t + tnk)→ φ∗1 (t), φ∗1 (t − tnk)→ φ1(t).
Define
F∗1φ1(t) =
∫ t
−∞
AαT (t − ξ)φ∗1 (ξ)dξ .
Consider
F1φ1(t + tnk)− F∗1φ1(t) =
∫ t+tnk
−∞
AαT (t + tnk − ξ)φ1(ξ)dξ −
∫ t
−∞
AαT (t − ξ)φ∗1 (ξ)dξ
=
∫ t
−∞
AαT (t − ξ)[φ1(ξ + tnk)− φ∗1 (ξ)]dξ . (3.14)
Hence taking the norm of Eq. (3.14) and using the mean value theorem for integrals, for some a ∈ (−∞, t], one has
‖F1φ1(t + tnk)− F∗1φ1(t)‖ ≤
∫ t
−∞
‖AαT (t − ξ)‖ ‖φ1(ξ + tnk)− φ∗1 (ξ)‖dξ
≤ ‖φ1(a+ tnk)− φ∗1 (a)‖
∫ t
−∞
‖AαT (t − ξ)‖dξ
≤ ϵ
∫ t
−∞
‖AαT (t − ξ)‖dξ
≤ ϵMα
∫ ∞
0
η−αe−δηdη
≤ ϵ′.
Now consider
F∗1φ1(t − tnk)− F1φ1(t) =
∫ t−tnk
−∞
AαT (t − tnk − ξ)φ∗1 (ξ)dξ −
∫ t
−∞
AαT (t − ξ)φ1(ξ)dξ
=
∫ t
−∞
AαT (t − ξ)[φ∗1 (ξ − tnk)− φ1(ξ)]dξ . (3.15)
2268 S. Abbas / Computers and Mathematics with Applications 62 (2011) 2259–2272
Hence taking the norm of Eq. (3.15) and using the mean value theorem for integrals, for some b ∈ (−∞, t], we have
‖F∗1φ1(t − tnk)− F1φ1(t)‖ ≤
∫ t
−∞
‖AαT (t − ξ)‖ ‖φ∗1 (ξ − tnk)− φ1(ξ)‖dξ
≤ ‖φ∗1 (b− tnk)− φ1(b)‖
∫ t
−∞
‖AαT (t − ξ)‖dξ
≤ ϵ
∫ t
−∞
‖AαT (t − ξ)‖dξ
≤ ϵ
∫ ∞
0
η−αe−δηdη
≤ ϵ′.
Hence F1(φ1) is almost automorphic. 
Lemma 3.5. The map F2 defined by,
F2φ2(t) =
∫ t
−∞
A−αT (t − ξ)φ2(ξ)dξ (3.16)
is in AA0(X) for φ2 belongs to AA0(X).
Proof. It is easy to see that F2φ2(t) is bounded continuous.
1
2r
∫ r
−r
‖F2φ2(t)‖dt ≤ 12r
∫ r
−r
∫ t
−∞
‖AαT (t − ξ)‖ ‖φ2(ξ)‖dξdt ≤ I3(r)+ I4(r)
where
I3(r) = 12r
∫ r
−r
∫ t
−r
‖AαT (t − ξ)‖ ‖φ2(ξ)‖dξdt
and
I4(r) = 12r
∫ r
−r
∫ −r
−∞
‖AαT (t − ξ)‖ ‖φ2(ξ)‖dξdt.
By changing the order of integration in I3, we have
I3(r) ≤ 12r
∫ r
−r
‖φ2(ξ)‖
∫ r
ξ
‖AαT (t − ξ)‖dt

dξ
≤ 1
2r
∫ r
−r
‖φ2(ξ)‖
∫ r−s
0
‖AαT (t)‖dt

dξ
≤ 1
2r
∫ r
−r
‖φ2(ξ)‖
∫ ∞
0
‖AαT (t)‖dt

dξ
≤ 1
2r
∫ r
−r
‖φ2(ξ)‖
∫ ∞
0
Mαt−αe−δtdt

dξ
≤ Mαδ1−αΓ (1− α) 12r
∫ r
−r
‖φ2(ξ)‖dξ . (3.17)
The above calculations imply that
lim
r→∞ I3(r) = 0.
Now consider
I4(r) ≤ 12r
∫ r
−r
∫ ∞
t+r
‖AαT (s)‖ ‖φ2(t − s)‖dsdt
≤ 1
2r
∫ r
−r
∫ ∞
2r
‖AαT (s)‖ ‖φ2(t − s)‖dsdt
≤ ‖φ2‖∞
∫ ∞
2r
‖AαT (s)‖ds. (3.18)
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From the above analysis we get
lim
r→∞ I4(r) = 0.
So we have
lim
r→∞
1
2r
∫ r
−r
‖F2(φ2)t‖dt = 0.
We assumed in the beginning that |k(t)| ≤ Cke−bt , hence we have
∞
0 |k(s)|ds ≤ Ckb . Denote BC(R,X), the space of all
bounded, continuous functions from R to X . 
Theorem 3.6. Assume that f ∈ PAA(R × X × BC(R, X), X) is Lipschitz continuous and−A is the infinitesimal generator of an
analytic semigroup T (t). Then Eq. (1.4) has a unique pseudo almost automorphic solution if Λ = CMα

Lf + Ckb Lg

δ1−αΓ (1−
α) < 1.
Proof. From Lemmas 3.3–3.5 it follows that the operator F is well defined, that is it maps PAA(X) to PAA(X). For u, v ∈ X
consider,
‖(Fu)(t)− (Fv)(t)‖ =
∫ t−∞ AαT (t − ξ)(f (ξ , A−αu(ξ), K(A−αu(ξ))))− f (ξ , A−αv(ξ), K(A−αv(ξ)))dξ

≤
∫ t
−∞
Mα(t − ξ)−αe−δ(t−ξ)Lf [‖A−αu(ξ)− A−αv(ξ)‖α
+‖K(A−αu(ξ))− K(A−αv(ξ))‖]dξ . (3.19)
Consider
‖K(A−αu(t))− K(A−αv(t))‖ ≤
∫ t
−∞
|k(t − s)|‖g(s, A−αu(s))− g(s, A−αv(s))‖ds
≤
∫ t
−∞
|k(t − s)|Lg‖A−αu(s)− A−αv(s)‖αds
≤ Lg
∫ t
−∞
|k(t − s)|ds

‖u− v‖∞
≤ Lg‖u− v‖∞
∫ t
−∞
|k(t − s)|ds
≤ Lg‖u− v‖∞
∫ ∞
0
|k(s)|ds (Using the transformation t − s = s1)
≤ Ck
b
Lg‖u− v‖∞.
Using the above estimate, inequality (3.19) becomes
‖(Fu)(t)− (Fv)(t)‖ < Mα

Lf + Ckb Lg

‖u− v‖∞
∫ t
−∞
(t − ξ)−αe−δ(t−ξ)dξ
≤ Mα

Lf + Ckb Lg

‖u− v‖∞δ1−αΓ (1− α).
So forΛ < 1, by the Banach fixed-point principle the operator F has a unique fixed point φ0 such that
φ0(t) =
∫ t
−∞
AαT (t − ξ)(f (ξ , A−αφ0(ξ), K(A−αφ0(ξ))))dξ .
Since Aα is closed [17],
φ0(t) = Aα
∫ t
−∞
T (t − ξ)(f (ξ , A−αφ0(ξ), K(A−αφ0(ξ))))dξ .
Applying A−α to both sides we get,
A−αφ0(t) =
∫ t
−∞
T (t − ξ)(f (ξ , A−αφ0(ξ), K(A−αφ0(ξ))))dξ .
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Our next task is to show that φ0(t) is continuous.
Consider
‖φ0(t + h)− φ0(t)‖ ≤

∫ t+h
−∞
AαT (t + h− ξ)f (ξ , A−αφ0(ξ), K(A−αφ0(ξ)))dξ
−
∫ t
−∞
AαT (t − ξ)f (ξ , A−αφ0(ξ), K(A−αφ0(ξ)))dξ

≤

∫ t
−∞
AαT (t − ξ)

f (ξ + h, A−αφ0(ξ + h), K(A−αφ0(ξ + h)))
− f (ξ , A−αφ0(ξ), K(A−αφ0(ξ)))

dξ
. (3.20)
Using the assumption on f and bound on K , we have
‖φ0(t + h)− φ0(t)‖
≤
∫ t
−∞
‖AαT (t − ξ)‖ ‖f (ξ + h, A−αφ0(ξ + h), K(A−αφ0(ξ + h)))− f (ξ , A−αφ0(ξ), K(A−αφ0(ξ)))‖dξ
≤ Lf
∫ t
−∞
‖AαT (t − ξ)‖(|h|a + ‖A−αφ0(ξ + h)− A−αφ0(ξ)‖α + ‖K(A−αφ0(ξ + h))− K(A−αφ0(ξ))‖)dξ
≤ Lf
∫ t
−∞
‖AαT (t − ξ)‖(|h|a + ‖φ0(ξ + h)− φ0(ξ)‖ + ‖K(A−αφ0(ξ + h))− K(A−αφ0(ξ))‖)dξ
≤ Lf
∫ t
−∞
‖AαT (t − ξ)‖

|h|a + ‖φ0(ξ + h)− φ0(ξ)‖ + CkLgb ‖A
−αφ0(ξ + h)− A−αφ0(ξ)‖α

dξ
≤ Lf
∫ t
−∞
‖AαT (t − ξ)‖

|h|a + ‖φ0(ξ + h)− φ0(ξ)‖ + CkLgb ‖φ0(ξ + h)− φ0(ξ)‖

dξ . (3.21)
DenoteΦ(t) = ‖φ0(t + h)− φ0(t)‖, we get
Φ(t) ≤ Lf |h|a
∫ t
−∞
‖AαT (t − ξ)‖dξ + Lf

1+ CkLg
b
∫ t
−∞
‖AαT (t − ξ)‖Φ(ξ)dξ
≤ Lf |h|aMαδ1−αΓ (1− α)+ Lf

1+ CkLg
b
∫ t
−∞
‖AαT (t − ξ)‖Φ(ξ)dξ .
Using Gronwall’s inequality, we have
Φ(t) ≤ Lf |h|aMαδ1−αΓ (1− α)eLf

1+ CkLgb
  t
−∞ ‖AαT (t−ξ)‖dξ .
After further evaluation, we get
Φ(t) ≤ Lf |h|aMαδ1−αΓ (1− α)eLf

1+ CkLgb

Mαδ1−αΓ (1−α)
.
Hence for h → 0, we getΦ(t)→ 0, which is the same as
‖φ0(t + h)− φ0(t)‖ → 0.
Thus φ0(t) is continuous.
By the assumption on f , we have
‖f (t, A−αφ0(t), K(A−αφ0(t)))− f (s, A−αφ0(s), K(A−αφ0(s)))‖
≤ Lf (|t − s|a + ‖φ0(t)− φ0(s)‖ + ‖K(A−αφ0(t))− K(A−αφ0(s))‖α).
Hence f (t, A−αφ0(t), K(A−αφ0(t))) is Holder continuous on R. Consider the equation
du(t)
dt
+ Au(t) = f (t, A−αφ0(t), K(A−αφ0)(t)). (3.22)
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Using Lemma 2.9 it follows that (3.22) has a unique solution given by
u(t) =
∫ t
−∞
T (t − ξ)f (ξ , A−αφ0(ξ), K(A−αφ0(ξ)))dξ .
Furthermore we have u(t) ∈ D(A) for all t ∈ R. Applying Aα to both sides we get
Aαu(t) =
∫ t
−∞
AαT (t − ξ)f (ξ , A−αφ0(ξ), K(A−αφ0(ξ)))dξ .
It is clear that u(t) = A−αφ0(t) is the solution of (1.4), which is a pseudo almost automorphic solution. 
Remark. By the similar method one can also show the existence of a pseudo almost automorphic solution of the following
neutral functional differential equation in a complex Banach space X ,
du(t)
dt
= Au(t)+ d
dt
F¯1(t, u(t − τ(t)))+ F¯2(t, u(t), u(t − τ(t))), t ∈ R, u ∈ PAA(X) (3.23)
where F1, F2 are pseudo almost automorphic functions. In this case the operator F is defined by
(Fu)(t) = F¯1(t, u(t − τ(t)))+
∫ t
−∞
T (t − s)F¯2(s, u(s), u(s− τ(s)))ds.
4. Example
Consider the partial differential equation,
∂w(t, x)
∂t
− ∂
2w(t, x)
∂x2
= f (t, x, w(t, x), Kw(t, x)), t ∈ R, x ∈ (0, 1)
Kw(t, x) =
∫ t
−∞
k(t − s)g(s, x, w(s, x))ds, (4.1)
w(t, 0) = w(t, 1) = 0, (4.2)
where k is a real valued function satisfying |k(t)| ≤ Cke−bt for t ≥ 0 and Ck, b are positive constants. The map f is defined
fromR×(0, 1)×R×R intoR and g is defined fromR×(0, 1)×R intoR. For u ∈ D(A) = {u ∈ H10 (0, 1)∩H2(0, 1) : u′′ ∈ H},
we define an operator A as follows,
Au = −u′′.
The operator A is the infinitesimal generator of an analytic semigroup {T (t) : t ≥ 0}, and also self adjoint [17]. Now take
α = 12 , so D(A1/2) is a Banach space endowed with the norm,
‖x‖1/2 = ‖A1/2x‖, x ∈ D(A1/2),
we call this space X1/2. Denote
C1/2 = C(R,D(A1/2)),
endowed with the sup norm
‖ψ‖C1/2 = sup
t∈R
‖ψ(η)‖1/2, ψ ∈ C1/2.
For u ∈ D(A) and λ ∈ R, with Au = −u′′ = λu, we have
‖u′‖2L2 = (−u′′, u) = (Au, u) = (λu, u) = λ‖u‖2L2 ,
so λ > 0. A solution u of Au = λu is of the form
u(x) = C cos(√λx)+ D sin(√λx)
using conditions u(0) = u(1) = 0 we get C = 0 and λ = λn = n2π2, n ∈ N. Thus we get the corresponding solution for
each n ∈ N
un(x) = D sin(

λnx).
We may easily observe that (un, um) = 1 for n = m and (un, um) = 0 for n ≠ m. So we get D =
√
2. For u ∈ D(A) there
exists a sequence of real numbers {αn} such that
u(x) =
−
n∈N
αnun(x),
−
n∈N
(αn)
2 <∞,
−
n∈N
(λn)
2(αn)
2 <∞.
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We get
A1/2u(x) =
−
n∈N
√
λnαnun(x), u ∈ D(A1/2);
that is
∑
n∈N λn(αn)2 < ∞. Consider u(t)(x) = w(t, x), t ∈ R, x ∈ (0, 1) and f (t, u(t), Ku(t))(x) =
f (t, x, u(t)x, Ku(t)x), t ∈ R, x ∈ (0, 1). Then the Eq. (4.2)maybewritten as the following abstract form inX = L2((0, 1),R),
du(t)
dt
+ Au(t) = f (t, u(t), Ku(t)), t ∈ R, u ∈ PAA(X),
Ku(t) =
∫ t
−∞
k(t − s)g(s, u(s))ds.
As an example for K we may take
g(t, u) = u sin 1
2+ cos t + cos√2t +maxm∈Z {e
−(t+m2)2} sin u, t ∈ R
as pseudo almost automorphic. Calculating the norm of g we have
‖g(t, u)− g(t, v)‖ ≤
u sin 12+ cos t + cos√2t − v sin 12+ cos t + cos√2t
+ ‖ sin u− sin v‖
≤ ‖u− v‖ + ‖u− v‖ ≤ 2‖u− v‖. (4.3)
Thus in this case our constant Lg = 2. Also we have α = 12 , hence the constantΛ = Mα(Lf + MLg)δ1−αΓ (1− α) becomes
Mα(Lf + 2M)δ1/2√π . Here we assume that f satisfy all the assumptions of Theorem 3.6 with Lipschitz constant Lf . Now the
condition for the existence of a pseudo almost automorphic solution of Eq. (4.2) in the reference of Theorem 3.6 is given by
Mα(Lf + 2M)
√
δπ < 1.
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