In this paper, we derive new formulas for the number of spanning trees of a specific family of graphs -gear graphs, flower graphs, sun graphs and sphere graphs -using techniques from linear algebra, Chebyshev polynomials and matrix theory.
Introduction
The problem of determining the number of spanning trees in a graph arises in a variety of applications in mathematics [1] [2] [3] [4] and physics [5, 6] . In particular, it is of interest in the analysis of electric networks. A spanning subgraph of a graph G = (V, E) is a subgraph with vertex set V.
A spanning tree is a spanning subgraph that is a tree. The number of spanning trees in G, also called the complexity of the graph, is denoted by τ (G) .
Finding the spanning tree of a connected graph G is simple: If G has no circuit, it has a spanning tree, and if G has a circuit, delete an edge from the circuit such that the graph is still connected.
If there are more circuits, repeat the operation until an edge from the last circuit is deleted, leaving a connected circuit-free graph that contains all of the vertices of G. Thus, every connected graph has at least one spanning tree.
A classical result of Kirchhoff [5] can be used to determine the number of spanning trees for G = (V, E) with n vertices. Let A(G) and D(G) be the adjacency and degree matrices, respectively, of a graph G. The Kirchhoff matrix of G is H(G) = D − A. This matrix is sometimes also called the Laplacian matrix of G. The number of spanning trees can be found from the Kirchhoff matrix as τ(G) = (−1) i+j det(H ij ), where H ij denotes the submatrix formed by removing row i and column j from H(G). An interesting reformulation of the Matrix-tree Theorem states that the complexity of a graph G is given by the product of all non-zero eigenvalues of the Laplace matrix of G, taking the multiplications into account divided by the number of vertices. However, for a few special families of graphs, there exist simple formulas that make it much easier to calculate and determine the number of corresponding spanning trees, especially when these numbers are very large.
One of the first such results is from Cayley [7] , who showed that a complete graph on p vertices K p has p p−2 spanning trees. He showed that τ(K n ) = n n−2 , n ≥ 2. Another result, τ(K p,q ) = p q−1 q p−1 , p, q ≥ 1, where K p,q is the complete bipartite graph with bipartite sets containing p and q vertices, respectively, is well known [8, 9] . Another result is from Sedlacek [10] , who derived a formula for the wheel on n + 1 vertices, W n+1 . He showed that τ(W n+1 ) = (3 + √ 5/2) n + (3 − √ 5/2) n − 2, for n ≥ 3. Sedlacek [11] also later derived a formula for the number of spanning trees in a Mobius ladder, M n , τ(M n ) = n/2[(2 + √ 3) n + (2 − √ 3) n + 2] for n ≥ 2. Some of the most recently derived results about counting and maximizing the number of spanning trees can be found in [12] [13] [14] [15] . Now, we introduce the following lemma, which describes a way to calculate the number of spanning trees by an extension of the Kirchhoff formula. Lemma 1.1 ([16] ). Let G be a graph with n vertices. Then,
whereĀ,D are the adjacency and degree matrices, respectively, ofḠ, the complement of G, and I is the n × n identity matrix.
The advantage of this formula in Lemma 1.1 is to express τ(G) directly as a determinant rather than in terms of cofactors as in the Kirchhoff theorem or eigenvalues as in the formula of Kelmans and Chelnokov [17] .
Chebyshev polynomials
In this section, we introduce some relations concerning Chebyshev polynomials of the first and second kind and use them in our computations.
We begin with their definitions; see Zhang et al. [18] .
Let A n (x) be n × n matrix such that:
Further, we recall that the Chebyshev polynomials of the first kind are defined by:
The Chebyshev polynomials of the second kind are defined by
It is easily verified that
It can then be shown from this recursion that by expanding det(A n (x)), one gets
Furthermore, by using standard methods for solving the recursion Eq. [3] , one obtains the explicit formulas
and
Lemma 2.1 ([19] ). Let B n (x) be an n × n circulant matrix, n ≥ 3 such that: 
Lemma 2.2. Let C n (x) be an n × n matrix, x ≥ 3 such that: 
Then, for x ≥ 4, we have:
Proof. Straightforward induction using properties of determinants yields: 
By applying Lemma 2.1, we get:
Lemma 2.3 ([20]
). Let A, B, C and D be matrices of dimensions n × n, n × m, m × n, and m × m, respectively. Assume that A and D are nonsingular; then
This formula gives some sort of symmetry in some matrices, which facilitates our calculation of their determinants.
Main results
In mathematics, one always tries to obtain new structures from given ones. This also applies to the realm of graphs, where one can generate many new graphs from a given set of graphs. In this section we derive the explicit formulas of the number of spanning trees of some graphs generated from the cycle graph, C n .
The gear graph, G n , is the graph obtained from W n by inserting a vertex between any two adjacent vertices in its cycle C n . See Fig. 1 . 
Proof. By applying Lemma 1.1, we have: 
Subtracting the columns i for i = 2, 3, .., 2n + 1 from the first column yields: 
By expanding the last determinant along the first row, we get: 
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By applying Lemma 2.3, we get: 
By applying Lemma 2.2, we obtain:
We can generalize Theorem 3.1 as follows:
Theorem 3.2. Let W k n be the graph obtained from W n by replacing each edge on the rim by a path consisting of k
. The sunflower planar graph, Sf n , is a graph that always has an odd number of vertices 2n + 1, say 
Proof. By applying Lemma 1.1, we get: 
The flower, Fl n , is the graph obtained from the helm H n )the wheel graph W n with a pendent edge at each vertex of its cycle) after joining each pendent vertex to its centre. See Fig. 3 . 
Proof. Upon applying Lemma 1.1, we have: 
Applying Lemma 2.1 yields:
The graphs (C n × P 2 ) + K 1 are like double wheel graphs, but the vertices of the two wheels are joined pairwise. They could alternatively be thought of as a prism C n × P 2 , with every vertex joined to a common point. See Fig. 4 . Theorem 3.5. For n ≥ 3, we have
Applying Lemma 2.3 yields: 
By applying Lemmas 2.1 and 2.2, we have:
The sun graph, S n , is the graph with 2n vertices consisting of a central complete graph K n with an outer ring of n vertices, each of which is joined to both end points of the closest outer ring of the central core. See Fig. 5 . 
Proof. By applying Lemma 1.1, we obtain: 
The closed sun graph, S n , is the graph obtained from S n ∪ C n . See Fig. 6 . Theorem 3.7. For n ≥ 3, we have
Applying Lemma 2.2 yields:
The spherical graph, S
2 , is a connected graph with 2(2 n−1 + 1) vertices and 3 × 2 n edges, n ∈ N, obtained from C 2 n + K 2 . See Fig. 7 . 
Proof. By applying Lemma 1.1, we have: Theorem 3.9. For n ≥ 3, we have
Proof. By applying Lemma1.1, we have: 
Thus, by Lemma 2.3, we obtain: 
Straightforward induction using properties of determinants and relations between Fibonacci numbers and properties of Chebyshev polynomials of the second kind yields:
An n-crossed prism graph, R n , of positive even n vertices is the graph obtained by taking two disjoint cycle graphs C n and adding edges (v k , v 2k+1 ) and (v k+1 , v 2k ) for k = 1, 3, . . ., (n − 1). See Fig. 9 . By applying straightforward induction using properties of determinants, we have:
n+4/2 2 3n/2 = 3n × 2 2n−3 .
Conclusion
Determining the number of spanning trees of a graph can be reduced to the problem of computing the determinant of a certain matrix. By noting a connection between the Kirchhoff matrix and known properties of Chebyshev polynomials, we obtain simple proofs of explicit formulas for certain classes of graphs.
