Abstract-Wireless sensor networks are gradually employed in many applications that require reliable and real-time data transmission. As hop count is an important factor affecting end-toend delay and reliability, we investigate the hop constrained relay node placement (HCRNP) problem in this paper. First, to achieve connectivity requirement, we study the connected HCRNP problem. Then, to design survivable network topologies against node failures, we study the 2-connected HCRNP problem. Correspondingly, two polynomial-time algorithms: cover-based 1-connected node placement (C1NP) and cover-based 2-connected node placement (C2NP) are proposed, respectively, to address the above two problems. Through rigorous analysis, we show that 1) C1NP has an approximation ratio better than existing algorithms for the connected HCRNP problem (i.e., O(1) for special settings and O(ln n) for arbitrary settings, where n is the number of SNs) and 2) C2NP is the first algorithm that can provide an explicit performance guarantee for the 2-connected HCRNP problem, i.e., whenever C2NP finds a feasible solution, the ratio of this solution to the optimal solution is guaranteed to be O(ln n). Finally, we verify the effectiveness of the proposed algorithms through extensive simulations.
(RNs), which only forward the received data to other nodes [5] [6] [7] . In view of deployment cost, the number of RNs used to build network connectivity is expected to be as small as possible, which is known as the relay node placement (RNP) problem [8] . Extensive works have been done for the RNP problem since the last decade [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] .
Lin and Xue [8] formulated the RNP problem as the Steiner minimum tree with minimum number of Steiner points and bounded edge length problem (SMT-MSP). Then, they prove the SMT-MSP to be NP-Complete and propose a 5-approximation algorithm. Chen et al. [9] demonstrated that the algorithm proposed in [8] is actually a 4-approximation algorithm, and proposed a 3-approximation algorithm for the RNP problem. Cheng et al. [10] presented a 3-approximation algorithm and a 2.5-approximation algorithm based on the so-called threestar structure. Tang et al. [11] first designed two algorithms whose approximation ratios are 8 and 4.5 for the connected relay node single cover problem, and then designed two algorithms whose approximation ratios are 6 and 4.5 for the 2-connected relay node double cover problem. Lloyd and Xue [12] proposed a 7-approximation algorithm and a (5 + )-approximation algorithm for the RNP problem, where can be any positive constant. Srinivas et al. [14] studied the problem of constructing and maintaining the wireless backbone network in WSNs. Wang et al. [15] designed three algorithms for the RNP problem subject to lifetime constraint. Misra et al. [16] - [17] and Yang et al. [18] studied the location constrained RNP problem with respect to survivability requirement in WSNs. Ma et al. [19] proposed an approximation algorithm to solve the geometric disc covering problem, and then employed the minimum spanning tree algorithm to build the network connectivity.
Due to the benefits of low-cost, convenient-installation, and easy-maintenance, WSNs are gradually used in many applications that have constraints on end-to-end delay and reliability, e.g., factory automation and smart grid [20] - [21] . In these applications, delay and reliability are two main indicators to evaluate the network performance. For example, in factory automation, the data gathered by SNs may be used for alarm notification or feedback control, and thus should be sent to the sink reliably and timely [20] . This highlights the importance of the RNP problem that has constraints on delay and reliability. Hop count can represent not only the end-to-end delay but also the end-to-end reliability [22] . Therefore, without loss of generality, this paper studies the hop constrained RNP (HCRNP) problem. Although this problem is closely related to the edge-weighted Steiner tree problem that has been well studied, the literature on the HCRNP problem is very limited [23] [24] [25] [26] .
Bhattacharya and Kumar [23] - [24] first proved that the HCRNP problem is NP-hard, and a shortest path tree based iterative relay pruning (SPTiRP) algorithm is proposed. SPTiRP preliminarily builds a shortest path tree to connect each SN and the sink, then it saves the deployed RNs by gradually removing the RNs on the shortest path tree. This leads to a limitation that the finally deployed RNs can only be those included in the originally built shortest path tree, and the worst case of this algorithm happens when all the RNs of the optimal solution have been missed by the shortest path tree. Nigam and Agarwal [25] formulated the HCRNP problem as a linear programing problem, and propose a branch-and-cut algorithm to optimally solve the HCRNP problem. However, the proposed algorithm can only solve a special case of the HCRNP problem (each of the source node cannot have a singleton node cut), and the time complexity of this algorithm grows exponentially, which indicates this algorithm cannot be applied to large-scale problems. Sitanayah et al. [26] studied the fault-tolerant RNP problem with respect to hop constraint, and proposed local search based heuristic algorithms. However, neither time complexity analysis nor approximation guarantee was provided in [26] .
As there exists no polynomial-time algorithm that ensures an explicit approximation ratio for the HCRNP problem, this paper aims to design such algorithms. First, we study the connected HCRNP problem, where at least one path fulfilling hop constraint is built between each SN and the sink. Second, as WSNs are vulnerable to node failures, we also study the 2-connected HCRNP problem, where at least two node-disjoint paths meeting the hop constraint are built between each SN and the sink, so as to design survivable network topologies against node failures. In this paper, two algorithms, i.e., the cover-based 1-connected node placement (C1NP) algorithm and the coverbased 2-connected node placement (C2NP) algorithm, are proposed, respectively, to address the connected HCRNP problem and the 2-connected HCRNP problem.
In summary, the contributions of this paper are listed as follows.
1) First, we propose a polynomial-time algorithm-C1NP whose approximation ratio is O(ln n) in arbitrary settings and O(1) in special settings for the connected HCRNP problem. To the best of our knowledge, there have been no algorithms achieving an approximation ratio better than that of C1NP for the connected HCRNP problem. 2) Second, we present a polynomial-time algorithm-C2NP for the 2-connected HCRNP problem. C2NP ensures that whenever it finds a feasible solution, the ratio of this solution to the optimal solution is O(ln n). To the best of our knowledge, there have been no algorithms providing an explicit performance guarantee for the 2-connected HCRNP problem in the literature. 3) Finally, we conduct extensive simulations on the NS-3 simulator to evaluate the performance of C1NP and C2NP. Besides, simulation results also show that hop constraints should be considered when WSNs that require timely and reliable data transmission are under design. This paper is organized as follows. Section II provides the problem formulation. Sections III and IV describe and analyze the C1NP and C2NP algorithms, respectively. Section V shows the simulation results. Finally, Section VI concludes the whole paper.
II. PROBLEM FORMULATION
For ease of analysis and explanation, some rational assumptions are given as follows.
1) All the WSNs considered in this paper work on the widely used many-to-one communication pattern [34] , in which SNs transmit their sensed data to the sink via multihop paths. 2) As in [23] [24] [25] , to facilitate analysis, this paper assumes that there exists a perfect schedule scheme such that there is no delay or packet drop resulting from collisions, queuing, congestions, etc. End-to-end delay and reliability are measured based on hop count. 3) Due to the existence of obstacles and forbidden regions in practical deployment environment, RNs cannot be placed at will. Therefore, as in [16] [17] [18] , this paper assumes that RNs can only be placed at some predetermined candidate deployment locations (CDLs). Let X, Y , and z denote a set of distributed SNs, a set of predetermined CDLs, and the sink, respectively. The communication radii of SNs and RNs are r and R, respectively. Typically, R ≥ r. Without loss of generality, we assume that the communication radius of the sink is larger than R. Definition 1 (Connected HCRNP Problem): Given X, Y , and z, the connected HCRNP problem seeks a minimum subset of CDLs Y to place RNs such that at least one feasible path can be built between each SN in X and the sink z.
Definition 2 (2-Connected HCRNP Problem): Given X, Y , and z, the 2-connected HCRNP problem seeks a minimum subset of CDLs Y to place RNs such that at least two node-disjoint feasible paths can be built between each SN in X and the sink z.
III. ALGORITHM FOR CONNECTED HCRNP PROBLEM

A. Algorithm Description
As a feasible solution for the connected HCRNP problem should be connected and there exists at least one spanning tree in each feasible solution, we thus plan to design a network topology that is a tree taking the sink as root and connecting all SNs for the connected HCRNP problem. Given a tree T and two different nodes of T , u and v, we denote p T (u, v) as a path of T between u and v. If each path between the sink and an SN is a feasible path, i.e., ∀x ∈ X, H (p T (z, x)) ≤ Δ(x), we call T a feasible tree. In the beginning of C1NP, each SN x has a predetermined hop constraint Δ(x), and each CDL has an infinite hop constraint, i.e., ∀y ∈ Y, Δ(y) = +∞.
C1NP consists of three steps. At the first step, C1NP checks whether the given problem is infeasible or can be solved without the help of RNs. In either case, C1NP terminates. Otherwise, C1NP carries out the second step. The objective of the second step of C1NP is to preliminarily build network connectivity. As some redundant RNs may be introduced at the second step, the third step of C1NP is designed to reduce the number of deployed RNs. At the end of the third step, a feasible tree is returned.
The framework of C1NP is shown in Algorithm 1, in which lines 1-2 represent the implementation of the first step of C1NP. The second step and the third step of C1NP are explicitly described in Algorithm 2 and Algorithm 3, respectively. As the first step of C1NP is quite simple, the following description begins directly from the second step of C1NP.
The second step of C1NP is achieved by a repetitional iteration. In each iteration of the second step (except for the first iteration, in which a set of nodes are selected to fully cover the distributed SNs), 1 a set of nodes is selected to fully cover the nodes selected in the previous iteration, and this iteration repeats until each SN can be connected to the sink via a feasible path. The second step is illustrated in Fig. 1 , where the dashed circle denotes the communication range of a node, the blue point (triangle) denotes a selected CDL (SN) and the line denotes a link between two neighboring nodes. In the first iteration, a set of nodes {y 1 , y 2 , x 2 } are selected such that each SN is covered by at least one selected node. 2 In the next iteration, only a CDL y 3 is selected to cover y 2 and x 2 since y 1 is already covered by the sink. This iteration repeats until a feasible path is built between each SN and the sink. The final topology is shown in Fig. 1 
(e).
However, the concise illustration skips an important problem, i.e., how to check whether a node can be used to cover some other nodes without violating the hop constraints imposed on these nodes. Taking Fig. 1(b) , for example, the problem is how we know feasible paths from the sink to x 4 and x 5 will pass through y 2 , i.e., how we know the RN placed at y 2 can cover x 4 and x 5 in obedience to the hop constraints imposed on x 4 and x 5 . This problem is termed as the feasibility problem in this paper.
To address the feasibility problem, some definitions and notations are introduced. Suppose (k − 1) iterations have been carried out, and then the kth iteration is about to begin. The set of nodes selected in the (k − 1)th iteration is denoted by I k −1 (I 0 = X in the first iteration).
Definition 3: Node u is said to be effectively covered by node v (u, v ∈ X Y ) if the following conditions are satisfied:
Let C(v) denote the set of all the nodes (in I k −1 ) that can be effectively covered by v. In addition, we stipulate that each node can effectively cover itself, i.e., v ∈ C(v). Node v is called a feasible node for
Lemma 1: For each node u in C(v), at least one feasible path between the sink and u passes through v.
Proof: We prove this lemma by constructing a feasible path passing through v for each node in C(v). For each node u in C(v), we can build a path p(z, u) consisting of a shortest path S(z, v) and an edge joining u and v. Then, according to 2 In this paper, we assume that each node can cover itself.
Definition 3, we know that
which straightforwardly proves that p(z, u) is a feasible path. This completes the proof. Lemma 2: Let u be a node in I k −1 . In the kth iteration, we can only select a feasible node v meeting u ∈ C(v) to cover u while meeting the hop constraint Δ(u) imposed on u.
Proof: We prove this by applying the method of reduction ad absurdum. Let q be a node that cannot effectively cover u, i.e., u / ∈ C(q). Then, we assume that q can cover u in obedience to Δ(u). This not only means u can be covered by q (i.e., u ∈ N (q)), but also indicates that there exists a path p(z, q) satisfying H(p(z, q)) + 1 ≤ Δ(u), which is closely followed by H(S(z, q)) ≤ Δ(u) − 1. According to Definition 3, we can conclude that u ∈ C(q), which contradicts our assumption that q cannot effectively cover u. Thus, the proof is completed.
The answer to the feasibility problem is given by Lemma 1 and Lemma 2, which imply that to cover a node u in I k −1 in obedience to Δ(u), we can only select an SN x or place an RN at a CDL y, where both x and y can effectively cover u. Thus, in the kth iteration, we first search a set E of all the feasible nodes for I k −1 from X Y . Then, we seek a minimum subsetĒ of E to fully cover nodes in I k −1 , which is termed as the cover problem in the kth iteration. Obviously, in the general setting where SNs may have different hop constraints and the communication radii of SNs and RNs may be different, the cover problem in the kth iteration is mathematically a set cover problem, and typical solution algorithms for the set cover problem are rich in the literature. In this paper, the greedy set cover (GSC) [35] is employed to find a set cover in the general case.
Next, we prove that in the special settings where SNs have the same hop constraint and the communication radii of SNs and RNs are identical (i.e., ∀x ∈ X, Δ(x) = δ, and r = R, where δ is a constant.), the cover problem in the kth iteration is a discrete unit disk cover (DUDC) problem.
Lemma 3: In the special settings, nodes selected to cover I k −1 in the kth iteration have the same hop constraint (δ − k).
Proof: We prove this statement by using the method of mathematical induction.
Basis: As all SNs have the same hop constraint δ, in the first iteration, we can get that
which shows that the statement holds for the first iteration. Inductive step: Assume the statement holds for the (k − 1)th iteration, i.e., ∀u ∈ I k −1 , Δ(u) = δ − (k − 1). Then, we show that the statement holds for the kth iteration. Since
Thus, the statement holds for the kth iteration.
As we have demonstrated that both basis and inductive step hold, by mathematical induction, we can conclude that the statement holds.
Theorem 1: In the special settings, the cover problem in the kth iteration is a DUDC problem.
Proof: First of all, we have R = r in the special settings. Thus, the communication range of a node v, either an RN or an SN, can be represented by a disk whose center is v and radius is r. We denote this disk as D(v). Then, we prove that if a node v can effectively cover an arbitrary node in I k −1 , then v can effectively cover all the nodes (in I k −1 ) covered by D(v), i.e., the nodes in N (v) I k −1 . Otherwise, v cannot effectively cover any node in I k −1 except itself.
Let u ∈ N (v) I k −1 . When u is effectively covered by v, we have that
According to Lemma 3, we know that
Combining (6) and (7), we get that In the same way, when u cannot be effectively covered by v, we have that
which indicates that if v cannot effectively cover an arbitrary node (in I k −1 ) covered by D(v), then v cannot effectively cover any nodes in I k −1 . Therefore, in the kth iteration, as E has been searched, each node v in E can be viewed as a disk D(v) and all disks have the same radius since r = R. Then, the cover problem in the kth iteration is to seek a minimum subsetĒ of E such that each node in I k −1 is covered by at least one unit disk, which is mathematically the DUDC problem.
Therefore, algorithms for the DUDC problem can be employed in the special settings, and these algorithms are rich in the literature. In this paper, a polynomial-time algorithm [36] with an approximation ratio of 22 is adopted.
Another problem may arise when we solve the deployment problem in each iteration. This problem is how to select an appropriate node when different nodes effectively cover the same set of nodes. Taking Fig. 1(c) , for example, it is clear that both y 4 and y 8 can cover y 2 and y 3 , and the problem is whether y 4 or y 8 should be selected to place an RN. To deal with this problem, each node u is given a weight as
When the above problem arises, the node with the least weight is selected since the smaller the weight of a node is, the fewer RNs may be placed to connect this node to the sink.
Furthermore, some redundant RNs may be deployed at the second step mainly due to the reason described in Fig. 2 , where the black (blue) point denotes an RN deployed in the previous (current) iteration, and the dashed circle is the communication range of an RN. Since the algorithm for the set cover problem or the DUDC problem is employed, two RNs will be deployed to fully cover y 1 , y 2 , and y 3 at the second step as shown in Fig. 2(a) . However, it can be seen that y 2 can communicate with y 1 and y 3 . Therefore, if hop constraints are not violated, we can place an RN that only covers y 2 since there still exist feasible paths between y 1 and y 3 . As shown in Fig. 2(b) , by applying this method, one deployed RN will be saved. Therefore, to save RNs deployed at the second step, the third step of C1NP is designed as shown in Algorithm 3, where the weight of a deployed RN u is defined as |N (u)|.
B. Algorithm Analysis 1) Time Complexity:
Let N = |X| + |Y | + 1. The time complexity of the first step is O(N lg N ) since two shortest path trees are formed in this step and the shortest path tree algorithm has a time complexity of O(N lg N ) [35] .
Next, we analyze the time complexity of the second step. Obviously, the time complexities of the first loop (lines 2-3) and the second loop (lines 4-6) are O(N lg N ) and O(N ), respec-tively. In the main loop of the second step, the time complexities of the two inner loops are O(N 2 ) and O(N ), respectively. The time complexity of line 14 is O(N ). The complexity of line 10 is O(N 3 ) [35] in the general settings, and O(N 6 ) [36] in the special settings, since different algorithms are selected to deal with the set cover problem and the DUDC problem. The maximal number of iterations is a constant Δ max (Δ max = max x∈X Δ(x)) since the hop count of the longest feasible path cannot be larger than Δ max . Therefore, the second step has a time complexity of O(N 3 ) in the general case, and O(N 6 ) in the special case. At the third step, each iteration will apply the shortest path tree algorithm to check whether the RN deployed in the second step can be deleted. Thus, the time complexity of the third step is O(N 2 lg N ) since the number of RNs deployed at the second step cannot be larger than N .
As the time complexity of C1NP is the sum of its three steps, we know that the time complexity of C1NP is O(N 3 ) in the general settings, and O(N 6 ) in the special settings.
2) Approximation Ratio:
We first analyze the approximation ratio of C1NP in the general settings. Let OP T be the set of nodes on an optimal feasible tree and AP T be the set of nodes on the feasible tree returned by C1NP. Then, the approximation ratio is given by
where I k is the set of RNs deployed in the kth iteration and l is the number of iterations. As X, Y , and {z} are pairwise disjoint, we can further get that
Because |OP T − X − {z}| ≥ 0 (which is straightforwardly followed by |OP T | ≥ |X| + 1) and I 0 = X, inequality (12) can be transformed into
where OP T k is a minimum set cover for the kth iteration. As GSC is employed to solve the set covering problem in each iteration in the general settings, the approximation ratio of GSC is given by
Due to the fact that |OP T k | ≤ |X| and |OP T | ≥ |X| + 1, combining inequalities (13)- (14), we can conclude that
Because the hop constraints are predetermined constants, we can conclude that C1NP is an algorithm with an approximation ratio of O(ln n), where n = |X|.
Next, we prove that C1NP is an O(1)-approximation algorithm in the special settings. As shown in Theorem 1, the cover problem in each iteration is actually the DUDC problem in the special settings. As a result, the algorithm [36] with a constant approximation ratio of 22 can be employed to solve the DUDC problem in each iteration. Therefore, we have that
where OP T k denotes a minimum disk cover for the kth iteration. Similarly, as |OP T k | ≤ |X| and |OP T | ≥ |X| + 2, according to inequalities (13) and (16), we can get that
where δ is the hop constraint in special settings. Correspondingly, we can conclude that we have an algorithm with an approximation ratio of O(1) in the special settings since δ is a constant.
IV. ALGORITHM FOR 2-CONNECTED HCRNP PROBLEM
We study the 2-connected HCRNP problem in this section. As shown in [38] , unless P = NP , there exists no algorithm, which guarantees to find a feasible solution in a polynomial time, for the 2-connected HCRNP problem. Therefore, C2NP only tries its best to build two node-disjoint feasible paths between each SN and the sink. If such feasible paths cannot be found, C2NP
announces its failure and terminates. However, we will show that C2NP almost always achieves success when the density of CDLs is large enough through extensive simulations in Section V.
A. Algorithm Description
C2NP is also composed of three steps. As we cannot determine whether the input topology has a feasible solution for the 2-connected HCRNP problem in a polynomial time [38] , in the first step of C2NP we only check whether the input topology has a feasible solution for the connected HCRNP problem. If no feasible solution exists, we can also confirm that there exist no feasible solutions for the 2-connected HCRNP problem, and C2NP terminates. Otherwise, C2NP steps into the second step. C2NP is detailed in Algorithm 4.
The second step of C2NP is shown in Algorithm 5. It resembles the second step of C1NP except for two differences. The first difference is that we do not directly use the effective nodes in E to cover I k . Instead, for each node v in E, we make a change to C(v) so as to avoid the intersection of two node-disjoint feasible paths from the same SN. The method of making the change is denoted by the intersection avoidance method (IAM), which is detailed in Algorithm 6. The second difference is that a double cover algorithm-DGSC [37] is employed to make a double cover for SNs in the first iteration so as to build two node-disjoint feasible paths for each SN, and the GSC is employed in other iterations.
The second step of C2NP is illustrated in Fig. 3 . In the first iteration, DGSC is employed to search a double cover (i.e., {y 1 , y 2 , y 3 , y 4 , x 3 }) for SNs. Then, in the following iterations, GSC is employed to seek a single cover for the nodes selected in the previous iteration, e.g., in the second iteration [in Fig. 3(c) ], y 5 , y 6 , y 7 , and y 8 are selected to fully cover {y 1 , y 2 , y 3 , y 4 , x 3 }. Furthermore, in Fig. 3(c) , although y 6 can cover both y 2 and x 3 , C2NP only uses y 6 to cover y 2 since when y 6 is used to cover both y 2 and x 3 , two feasible paths from x 2 (and x 3 ) will intersect at y 6 , which leads to the failure of building two node-disjoint feasible paths between x 2 (and x 3 ) and the sink. 
The deletion procedure is explicitly explained in Algorithm 6. The case in which the deletion of any nodes colliding with others will lead to the failure of finding a set cover, C2NP declares its failure and terminates (line 17 in Algorithm 5).
To reduce the number of CDLs selected in the second step, the third step of C2NP is designed as shown in Algorithm 7. In this step, we try to delete each CDL selected in the previous step. The deletion begins from the one through which the fewest feasible paths pass as shown in line 1. Lines 2-5 detail the way to check whether a CDL can be deleted. When a CDL is deleted, for each node u on the newly built feasible paths, we update d(u) as shown in lines 6-9. If a CDL cannot be deleted, we place it back and mark it as checked. The third step terminates when each remained CDL is marked as checked.
B. Algorithm Analysis 1) Time Complexity:
As the first step of C2NP is the same with the first step of C1NP, its time complexity is also O (N lg N ) . Due to the fact that the inner loop of the third step is O(N 2 ) and it will be iterated for at most N times, we can obtain that the time complexity of the third step is O(N 3 ). The second step is similar to that of C1NP except for the execution of IAM in each iteration and the execution of DGSC (whose time complexity is O(lg 4 N ) [37] ) in the first iteration. IAM is composed of one main loop and three inner loops. The time complexities of the three inner loops are O(N 2 ), O(N 3 ), and O(N 2 ), respectively. As the main loop will be iterated for at most N times, IAM has a time complexity of O(N 4 ). Therefore, we can conclude that the time complexity of C2NP is O(N 4 ) since the second step will be iterated for at most Δ max times.
2) Approximation Ratio: Let OP T and AP T be the sets of nodes on the optimal topology and the actual topology returned by C2NP, respectively. Following the analysis of C1NP, the approximation ratio of C2NP can also be represented by
which can be transformed into the following formula since
As I 0 = X, we can get that
where OP T 1 is an optimal double cover for SNs, and OP T k is an optimal set cover for the kth iteration. DGSC and GSC are employed, respectively, in the first iteration and the other iterations, and they have the same approximation ratio, thereby the following result holds:
Due to the fact that I 0 = X and that ∀k ∈ {2, . . . , l}, |I k | ≤ |I 1 | ≤ 2|X|, combining (20) and (21), we can get that
Since 
which declares that C2NP is an algorithm with an approximation ratio of O(ln n).
V. SIMULATIONS
In this section, extensive simulations are performed by the NS-3 simulator on a computer equipped with a 2.4 GHz Intel Core i5-2430M CPU and a 2 GB RAM. In these simulations, SNs are randomly placed on a square field with the side length of 600 m, and the number n of SNs varies from 10 to 100. To ensure that the HCRNP problem has a feasible solution, in each simulation run, we place 400 randomly distributed CDLs in the deployment field. Simulations are carried out under two scenarios: the homogeneous scenario, i.e., r = R = 65 m; and the heterogeneous scenario, i.e., r = 65 m and R = 115 m. Without loss of generality, all SNs have the same hop constraint Δ, which is set as 15 or 12 in simulations. In addition, to perform a fair comparison, 50 simulations are implemented to obtain each piece of data in the simulation figures based on the method of batch means for the confidence level of 95%.
The PHY and MAC layers specified in IEEE 802.15.4 standard are used in simulations. As this paper only studies the impact of hop count on end-to-end delay and reliability, each SN is assigned an equal time slot and SNs transmit their packets alternately to avoid collisions. Totally 1000 packets with the same length are transmitted during one time slot by an SN. The parameters used in simulations are set as Table I . The transmit power of a node is determined through statistical observation on the NS-3 simulator under the restriction that the packet reception rate (PRR) of a link between two neighboring nodes should be larger than 95%. Then, the transmit power of a node is set as −15 dBm when its radius is required to be 65 m, or −5 dBm when 115 m.
A. Deployment Cost and Running Time
Deployment cost is measured in terms of the number of deployed RNs. The latest algorithm-SPTiRP [24] for the connected HCRNP problem is used as the baseline to evaluate the performance of C1NP, and the comparison results are given in Fig. 4 . We can observe that C1NP significantly outperforms SPTiRP in each simulation figure, and the largest number of RNs saved by C1NP in comparison to SPTiRP [as shown in Fig. 4(a) and (b) ] is 4.52 (4.52/18.00 ≈ 25.11%), and 6.51 (6.51/32.13 ≈ 20.28%), respectively. The performance difference is mainly due to the fact that the C1NP can avoid the local optimum limitation suffered by SPTiRp, which is restricted to the deployment locations on the originally constructed shorted path tree. As a result, fewer RNs are needed because of the optimized deployment locations.
Although Sitanayah et al. [26] have proposed an algorithm for the 2-connected HCRNP problem, the time complexity of this local search based heuristic algorithm is not guaranteed to be polynomial and its approximation ratio is not analyzed either. Furthermore, this algorithm exhibits a very high running time in their simulations, e.g., 134.5 s on a computer with a 2.40 GHz CPU and a 4 GB RAM when there are only 45 SNs and 100 CDLs, whereas the running time of C2NP is only a few seconds even when there are 100 SNs and 400 CDLs. Thus, we only show the deployment cost of C2NP in Fig. 5 without comparison. As C2NP may not always build node-disjoint feasible paths successfully, we are interested in how to improve the success rate of C2NP in building node-disjoint paths. By intuition, the density of CDLs may be a factor affecting the success rate of C2NP, and thus, we explore the impact of CDL density on the success rate by extensive simulations. In the simulations, the number of SNs is fixed to 30, and the number of CDLs varies from 50 to 500. The results are shown in Fig. 5 , which indicates that when the CDL density is large enough, C2NP can almost always build node-disjoint feasible paths between SNs and the sink.
The simulation results of running time are shown in Fig. 7 , which shows that C1NP has a running time shorter than SPTiRP and the running time of C2NP is only a few seconds. It can also be seen that all these algorithms require an increasing running time as the communication radii or the delay constraint decreases.
B. End-to-End Delay
In the procedure of evaluating network performance, routes are set according to the network topologies designed by RNP algorithms, and the packet retransmission is forbidden. In the simulations of 2-connected RNP algorithms (i.e., C2NP and ARNPs), two copies of a packet are transmitted by an SN to the sink along two node-disjoint paths, respectively. A packet is acknowledged as received if either one of the two copies is successfully received by the sink, and dropped if none of the copies is received. Besides, the end-to-end delay of this packet is computed based on the arrival time of the first received copy.
The simulation results of end-to-end delay are shown in Fig. 8 . In addition to SPTiRP, ARNPc and ARNPs [17] that do not consider hop constraints are also evaluated to show the impact of hop constraint on the end-to-end delay. We can see from are much longer than those built by C1NP, C2NP, and SPTiRP. And these delays increase significantly with the increase of SNs, which shows that hop constraint should be carefully concerned when delay-sensitive networks are designed. We can also see from Fig. 8 that the 2-connected RNP algorithms (i.e., C2NP and ARNPs) can slightly reduce the end-to-end delay. Another interesting result is that the 2-connected algorithm (C2NP) has a smaller delay than 1-connected algorithms (C1NP and SPTiRP). This is because that the 2-connected algorithm builds two paths from an SN to the sink, and packets along the path with smaller hop count will have a smaller delay.
C. Reliability
The reliability is measured in terms of PRR. The simulation results are shown in Fig. 9 . In these simulations, we also compare C1NP, C2NP, and SPTiRP with ARNPc and ARNPs to show how hop constraint affects reliability. Fig. 9 displays that C1NP, C2NP, and SPTiRP can build a network ensuring a relatively constant PRR due to the predetermined hop constraints. In contrast, PRRs in the networks built by ARNPc and ARNPs decrease dramatically as the number of SNs increases since ARNPc and ARNPs construct network topologies without considering hop constraints. As expected, the 2-connected algorithm C2NP has a better performance on reliability than 1-connected algorithms, C1NP and SPTiRP. Thus, if a timely and reliable network is desired, it is a better choice to use C2NP to build network topology, although more deployment cost will be paid.
VI. CONCLUSION
In this paper, we have studied the HCRNP problem in WSNs to meet the requirements of connectivity and survivability. For the connected HCRNP problem, we have presented a polynomial-time algorithm-C1NP, whose approximation ratio is O(ln n) in arbitrary settings and O(1) in special settings. For the 2-connected HCRNP problem, we have presented a polynomial-time algorithm-C2NP, which ensures that the ratio of solution returned by C2NP to the optimal solution is O(ln n) whenever C2NP finds a feasible solution. Moreover, extensive simulations have been carried out to verify the effectiveness and evaluate the performance of proposed the algorithms on NS-3.
