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MICROFRACTURES, AFTERSHOCKS, AND SEISMICITY 
BY C. l-I. ScttoLz 
ABSTRACT 
Laboratory investigation of microfracturing in brittle rock has revealed that 
microfracturing events can be detected after brittle fracture of rock in com- 
pression, provided the specimen remains intact. If the sample is isolated after 
fracture, microfracturing activity decays hyperbolically in a manner similar 
to typical earthquake aftershock sequences. If reloaded, the sequence is dis- 
turbed and a cumulative aftershock pattern develops which is similar to that 
described by Benioff as strain release due to shear creep. These two types 
of sequences are discussed with respect to a Markovian model of time de- 
pendent fracture in an inhomogeneous brittle medium. This model is then ex- 
panded to apply to earthquake aftershock sequences. According to this theory 
aftershocks are produced by creep rupture due to stress corrosion in the regions 
of stress concentration following the main shock. The conclusions from labora- 
tory investigations of microfracturing are summarized with respect to the im- 
plications regarding the sequence of earthquakes. 
INTRODUCTION 
Detailed laboratory investigations of the deformation and fracture of brittle 
rock (5,iogi, 1962a, 1962b, 1963a, 1963b; Scholz, 1968a, 1968b, 1968c, 1968d) 
have shown that such deformation is accompanied by small scale cracking (micro- 
fracturing) which produces radiative lastic energy in a manner analogous to earth- 
quakes. This microfracturing process is responsible for most of the inelastic defor- 
mation of rock and appears to be an inherent property of inhomogeneous brittle 
materials. The interesting thing from the seismological viewpoint is that earthquake 
behavior is quite similar to microfracturing statistically, which implies that seis- 
micity may be a result of this sort of process occurring on a much larger scale 
within the crust. 
One of the most distinctive of earthquake phenomena is the aftershock sequence. 
Almost all crustal earthquakes, regardless of size, appear to be followed by a series 
of smaller shocks, or aftershocks. Aftershocks are usually strongly related to the 
source region of the main shock, but the spacial patterns within the aftershock 
region are quite varied for different sequences. In contrast, the time sequence of 
aftershocks i consistently similar for all sequences, suggesting that aftershock 
sequences may be produced by a well defined gross process. 
The universal observance of aftershock sequences in the Earth suggests that, if 
microfracturing is truly similar to seismicity, some sort of aftershock sequence 
should be reproducible in the laboratory. The experimental difficult), of course, 
is that laboratory fracture specimens are of finite size and do not remain intact 
after failure. This effect is thought to be due to the testing machine, which imparts 
a large amount of energy to the specimen during failure resulting in its total destruc- 
tion. It is possible however to maintain the sample in an intact state after fracture 
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if the testing machine mployed is very stiff relative to the sample. In the present 
investigation this was done and it was found that an aftershock sequence could be 
observed following fracture of rock in compression. 
These observations allow speculation on the nature of aftershock sequences 
with a degree of confidence, since knowledge of the properties of rock in the labora- 
tory and the conditions under which the experiments were performed produces 
some insights into the aftershock process. The similarity of laboratory produced 
afte~hock sequences to those occurring naturally reenforces ome of our earlier 
conclusions regarding the similarity of crustal deformation and microfracturing. 
Further discussion of the nature of crustal deformation and seismieity is made in 
this context. 
OBSERVATIONS 
The experiments were performed by stressing specimens to fracture in uniaxial 
compression and monitoring microfraeturing activity for a period of time follow- 
ing fracture. The testing apparatus was a ball screw type machine with a stiffnes~ 
of 106 kg/cm. Specimens were 1.5 cm diameter dogbone shaped samples of the 
design by Mogi (1966). The rocks tested, Westerly granite and San Marcos gabbro, 
have been described previously (Seholz, 1968a). 
The technique of monitoring microfracturing events is the same as that used in 
earlier studies (Scholz, 1968a). Briefly, the events are detected with a piezoelectric 
transducer, amplified, shaped, and counted with a multichannel pulse height ana- 
lyzer used as a multiscaler. A 100 channel analyzer was used in some of the experi- 
ments. The dwell time used in those experiments was 1 sec, so that a record was 
obtained of the number of events that occurred in successive 1 see intervals for 
100 sec after fracture. In other experiments a 400 channel analyzer was employed 
with a 5 sec dwell time in order to obtain a broader time window. 
The testing machine consists of a ball screw which is loaded on top and is slowly 
lowered (2 X 10 -5 in/see) on the specimen by means of a constant speed motor 
drive. In a number of the experiments he motor drive was shut off immediately 
after fracture of the specimen. At that stage a small air gap existed between the 
specimen and the piston, so that there was no load on the sample during the ob- 
served aftershock sequence. Although the samples had nearly throughgoing faults 
of the typical acutely inclined compressional type, they were still intact in that they 
had finite tensile strength and were capable of being handled without breaking 
into several parts. The fault usually showed a small displacement of a few tenths of 
a millimeter. Numerous extension cracks up to a few millimeters in length usually 
extended in nearly axial directions from the fault surface. 
Typical results for Westerly granite and San Marcos gabbro are shown respec- 
tively in Figures la and lb. These are semilog plots of the accumulated number 
of microfracture events detected versus time after fracture. Notice that the curves 
are quite linear, indicating that frequency decays as the inverse of time as it does 
often in earthquake aftershoek sequences. The curves also show some fine structure, 
which is also typical of aftershock sequences in the Earth. The possible significance 
of this fine structure will be discussed below. 
The experiment was repeated several times with Westerly granite. In each case 
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the cumulative frequency N of mierofractures during the aftershock sequence was 
well approximated by the relation 
N = a+ b logr  (1) 
as outlined above, where a and b are constants and r is the time after fracture. 
I t  is interesting, however, that a and b are notably not reprodacible between ex- 
periments. This indicates that these constants are not properties of the material, 
but depend on the detailed configuration of the fault after failure, as might be 
expected. 
During several of the experiments the motor drive was not turned off after 
fracture. The aftershock behavior in this case was of a dual nature as illustrated 
in Figures 2a and 2b. Initially, the aftershock rate decays according to (1) which we 
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FIG. 1. The cumulative frequency of microfracturing events detected versus time after 
fracture, a) Westerly granite, b) San Marcos gabbro. The specimens were stress-free during 
these measurements. 
shall refer to as Type I, but after a short period of time a very sharp increase of 
activity occurs. In the latter stage (Type I I)  the accumulated frequency of after- 
shocks can be described by the relation 
N = a +/S[1 - exp ( -~  t1~2)] (2) 
where t is the time measured from the beginning of the second stage. The second 
stage begins when the ram comes once again into contact with the specimen. 
In these latter experiments in which the ram was allowed to continue its 
descent, for a short period of time the specimen was free of the machine and the 
normal aftershoek behavior occurred. The ram then contacted the specimen and 
proceeded to drive it at a constant rate, producing the second stage type of se- 
quence. 
DISCUSSION AND TtIEORY 
The experimental results have shown that elastic signals are radiated from rock 
after brittle fracture in compression, provided that the body remains intact. The 
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signals which were observed are very similar to those attributed earlier (Scholz; 
1968a, 1968c) to microfracturing, i.e., the propagation of small cracks within the 
body. Apparently when fracture occurs in rock a situation is produced such that 
fracturing occurs on a scale small relative to that of the main fracture. The most 
striking feature of this behavior is that the postfracture microfracturing activity 
decreases at a characteristic hyperbolic rate provided that the system is isolated 
mechanically. The detailed configuration of the fault, which is likely to vary be- 
tween experiments, seems to affect only the decay constants and not the form of the 
decay law. This itself suggests that the principal features of the sequence must be 
regulated by a fairly general process• 
For the present we shall refer to the sequence of microfracturing which occurs 
after failure as an aftershock sequence though making it clear that we have not 
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FIG. 2. The  cumulat ive f requency of microfracture events vs. t ime after fracture for 
that were reloaded, a)San l~iarcos gabbro, b) Westerly granite. 
specimens 
yet established the relationship between this behavior and that which follows an 
earthquake• We shall presently be discussing only the Type I aftershocks which 
were observed in the laboratory. The Type II sequence is probably ahybrid process 
produced by the influence of reloading on the Type I sequence. 
Time dependent m]crofracture s quences such as we are discussing are a rather 
fundamental property of brittle rock• When an intact rock is stressed to some 
level which is held constant, microfracturing activity occurs which decays hyper- 
bolically with time• Such microfracturing produces mall increments of strain 
which have been found to be responsible for the creep of brittle rock at low tempera- 
ture and pressure• This process of creep produced by a time dependent microfrac- 
turing mechanism can be explained in a rather simple way by considering the 
properties of an inhomogeneous brittle material composed of homogeneous elements 
with time dependent s rengths (Schoh, 1968b). 
Such an inhomogeneous medium can be described by considering the probability 
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f(o-; 9) that the stress at a point has some local level o- when the mean (or applied) 
stress is 6. We are thus treating the local stress as a random variable with mean 9. 
Most brittle materials, particularly the silicates, have a strength which is time 
dependent, i.e., if the material is stressed to some value which is held constant, 
fracture will occur at some time after application of the load. The time required 
for fracture varies in an inverse way with the stress. Time dependent fracture of 
this nature is termed static fatigue or creep rupture. If we consider that the strength 
of regions (small enough such that the local stress ~ on them can be considered 
uniform) has this property, then in an inhomogeneous medium time dependent 
microfracturing will occur after application of a stress. If the microfracturing events 
can be considered to be randomly independent, he activity at any time t after 
application of stress is dependent only on the current stress distribution rio-; G t), 
and not on the prior history of microfracturing. Therefore we can describe the 
microfracturing sequence as a Markov process with a stationary transition prob- 
ability of fracture t~(¢) dr. The microfracturing frequency n can then be computed 
from the basic Chapman-Kolmogorov equation for the process 
n = f~ J'(z; 5-, t)t~(o-) do- (3) 
(o) 
where S(0) is the initial mean local strength. In order to calculate the stress distribu- 
tion at time t, f(¢; 9, t), from the initial distribution f(o-; a), a property of the material, 
we apply the constraint that each region fails only once. That is 
0 
~if(~; 9, t) = -f(o-; 9, t) , (~).  (4) 
Equations (3) and (4) allow the calculation of the time sequence of fracturing 
within the material provided that we know the time dependence of strength of the 
individual homogeneous elements and that we can approximate the initial stress 
distlibution. For rock on the laboratory scale, the individual elements are single 
crystals. The time dependence of the strength of silicate single crystals in the brittle 
range can be approximated by the empirical formula (Scholz, 1968b) 
( t}= k exp [S(0)~ - ~] (5) 
where (t) is the mean time to fracture of an element at stress o- and k and c are 
constants which depend on the material, the temperature, and the environment. 
For a Markov process the transition probability is related to the mean recurrence 
time by 
so that 
~(o-) c~t = dt/<t> 
=1 ~((~) dt #exp[  S(O)c- (~l dt. (6) 
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Integrating (4) we have 
f(z; ~, t) = J'(z; e, 0) exp [--~(¢)t] (7) 
and from (6) the relation 
d.(~) = _1 .(~) d~. (S) 
C 
Substituting (6), (7), and (8) into equation (3) we can solve for the time development 
of  the process. Assuming that the initial distribution f(G; ~, 0) is a constant M 
over the range S(0) < z < 0 and zero for ~ > 0, (compressive stress taken as nega- 
tive), we obtain 
~ o n = Mc e -~(~)t dtL(z) 
(0) 
_ Mc  fie_,,<,>0 _ e_t/(t)s(o)]  
t 
(9) 
where -1 (t)s(0) = ~(S(0)) = 1/k and (t}0 -1 = u(0) = 1/k exp [-S(O)/c]. In the range 
of interest, (t}s(0) << t << (t)0, the factor in brackets is essentially unity, and 
or  
Mc 
n - ( lO)  
t 
N = Mclog t -t- b. (11) 
Equations (10) and (11) give the time sequence of mierofraeturing during transient 
creep of rock. This result is typical of exhaustion theories of creep. The decay law 
defends primarily on the stress dependence of the mechanism (equation 5) and 
therefore does not uniquely determine the mechanism. Any thermally activated 
mechanism which is linearly dependent on stress will produce a hyperbolic decay. 
Under shallow crustal conditions, however, time dependent mierofraeturing due to 
static fatigue has been demonstrated experimentally to be responsible for creep in 
silicate rock (Seholz, 1968b). 
It seems clear that the aftershoek sequences which we have observed must be 
somehow related to transient creep since both processes involve time dependent 
microfraeturing characterized by precisely the same sort of statistical decay law. 
Although the mean stress drops to a very low value after fracture (indeed, to zero 
in the experiments), high stresses must exist somewhere within the body in order for 
such mierofracturing to occur. The situation can be visualized as shown in Figure 
3. The diagram shows the statistical stress distribution schematically both before 
and after fracture. Just prior to fracture the mean stress is at ~ and the stress dis- 
tribution is given by the density function f(~; ~, t) shown in the figure. Here We 
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show a more realistic stress distribution than the constant distribution we assumed 
in the analysis. However unless f(¢; 9, 0) varies as steeply with ~ as exp [-~(¢)t], 
it cannot significantly affect he creep law (Cottrell, 1953, p. 201). This condition is 
considered to be always true since Cottrell has shown (Davis and Thompson, 1950) 
that exp [~(o) t] is practically a step function centered at a value ~ such that ~ (~) t = 1. 
At time t almost all regions in which the stress is greater than ~ will have failed 
whereas those at lower stress will have not failed. Therefore ~ can be defined as the 
mean local strength at time t, S(t). In Figure 3, the stress distribution is therefore 
truncated to the left of S(t) as it decreases (sweeps to the right in the figure) during 
creep. 
When fracture of the entire body occurs, the mean stress drops to some new 
value 9' (in the experiments, 9' = 0) but regions of very high stress are produced 
f (o - ,~,  t) 
A f te r  ma in  r i 
shock  - -~  
Pr io r  t o ~  
S(O) S 
-- I ~ - ~  ~'~ 
~'  o" 
FIo. 3. A schematic representation f the statistical stress distribution before and after frac- 
ture. Compressive stresses are taken as negative. 
which are represented by the probability mass in the tails of a new stress distribu- 
tion function if(z; 9', t) shown in the diagram. The new regions of stress eoneentra- 
tion will not in general be the same as those prior to fracture, so they may be charac- 
terized by the initial (unweakened) strength S(0) which decays in time, producing 
microfracturing. According to this view, then, aftershocks can be considered to be 
produced by a process identical to that responsible for creep. The process is now 
occurring within a material with a new stress distribution, ff (0; 9, t), so by substituting 
this distribution into equations (3) and (4), the time sequence of aftershocks given by 
(10) and (11) is obtained. 
There is a significant difference, however, in the type of stress distribution in the 
fractured and unfraetured material. Except for a short interval just prior to frac- 
ture, regions of high stress in unfractured rock, and hence sources of mierofractures, 
are uniformly distributed throughout the body (Scholz, 1968c). On the other hand, 
high stress regions in the fractured rock must somewhow be closely related to the 
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fault. In the present experiments, although the fault formed a roughly defined plane 
through the specimen, it is on close inspection a fault zone having a maximum 
width of a few millimeters and defined by a number of semiparallel auxiliary faults. 
Extending from the fault are numerous small cracks and extension fractures. It is 
]ikely that regions of high stress and hence aftershocks are concentrated within this 
narrow disordered band near the fault. The stress distribution f~(z; e, t) which con- 
trols the process therefore isonly defined within this band and hence the aftershock 
process is in a sense a two dimensional nalogue of creep. There is some indirect 
evidence to verify this viewpoint. Microfracturing has been studied during stick- 
slip in specimens containing pre-cut sliding surfaces (Scholz, 1968a). In that case, 
sliding occurs without he production of a substantial disturbed zone, and no after- 
shocks are detectable. 
Thus far we have described the aftershock sequences which were observed in the 
laboratory and have attempted to analyze the determining mechanism from a 
consideration of processes which are known to occur in rock. This analysis imply 
consisted in suggesting that the state of stress in a body following fracture is similar 
to that produced in a creep test in that regions of high stress are present and bound- 
aries are held at constant stress. The real problem which now comes to hand is to 
relate this with the similar process of earthquake aftershocks in order to attempt to 
clarify the latter. 
Aftershoek sequences have long been a major area of research in seismology, and a 
number of general properties can be attributed to them. Shallow tectonic earth- 
quakes, regardless of their size, are almost always accompanied by aftershocks, 
whereas the same is not true of deep earthquakes (Isacks et al, 1967). The spatial 
extent of aftershoek activity is normally closely related to the region faulted uring 
the main shock. Generally the activity appears to be distributed through the faulted 
area although sometimes it is concentrated in regions such as the ends of the fault 
(e.g., Benioff, 1956a). Such concentration f aftershock activity as well as phenom- 
enological arguments such as were presented above with reference to the laboratory 
experiments have led a number of workers (e.g., Mogi, 1962a) to suggest that after- 
shocks must result from stress concentrations produced by the main shock. 
The time statistics of aftershocks are well known and can usually be well approxi- 
mated by the hyperbolic relationship which we have observed in the laboratory. 
Utsu (1961) has suggested in more general law of the form 
b n - (12) 
(d + t) h 
where h usually varies from about 0.9 to 1.3. A review of his data plus that of Mogi 
(1962a), however, demonstrates that in most eases the exponent h cannot be dif- 
ferentiated from 1 due to scatter in the data. Although there may be important ex- 
ceptions, earthquake aftershock activity generally decays nearly hyperbolically. 
In a related study (Scholz, 1968d) the frequency~maguitude relation of micro- 
fracture events was studied and found to be very similar to that of earthquakes. 
Basic considerations of the fracture propagation properties of a brittle inhomogeneous 
body demonstrated that this sort of frequency-magnitude relation is a fundamental 
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property of such a material. Therefore the statistical similarity of microfracturing 
and earthquakes is not simply fortuitous but is a result of the underlying similarity 
of rock in the laboratory and in the scale of the Earth's crust. The significant dif- 
ference is simply in the scale of the inhomogeneities of the stress field. From the 
present analysis, the occurrence of aftershocks can be understood from the view- 
point of the laboratory results as well. Given the realistic assumptions that stress 
concentrations result from faulting, aftershocks will occur in a general inhomogeneous 
brittle material with time dependent s rength in a sequence described by equations 
(3) and (4). At that stage of the analysis only general statistical properties such as 
the independence of the events was introduced so the results can be considered 
equally applicable to either ock in the laboratory or on the scale of the crust. The 
derived time sequence, however, depends upon the physical mechanism resulting 
in a time dependent s rength, as expressed by equation (5). The form of (5) used in 
the present analysis is an approximation f the empirical static fatigue behavior of a 
wide variety of homogeneous silica based systems uch as glasses. The mechanism 
of the static fatigue process in such systems i thought o be weakening by stress 
corrosion. The rates of at least some chemical reactions involving solids are depend- 
ent upon the mechanical stress levels at or near the reacting surfaces. Such reactions 
can modify the local stress levels and introduce time dependencies in the strength. 
The primary reactions which weaken silicates are hydration reactions. The reaction 
in brittle materials under stress is accelerated by high tensile stresses at the tips of 
cracks and serves to lengthen the cracks, thus weakening the material (Charles, 1959; 
le Roux, 1965; Hi]lig and Charles, 1965). Even in the plastic range of temperature 
and pressure these reactions are known to weaken silicates ubstantially by mobiliz- 
ing dislocations (Griggs, 1966). 
Although the experiments on microfracturing duplicate to a certain extent he 
condition that exists in regions of shallow earthquakes, the question of scale leads to 
difficulties in applying the mechanism found to produce arthquake-like s quences 
in the laboratory to that of real earthquakes. It was pointed out with regard to the 
frequeney-maguitude relation that the basic statistical similarities are due to the 
fundamental properties of inhomogeneous brittle systems and are insensitive to the 
detailed mechanisms involved. However, in the case of aftershoeks, the time decay 
law depends on the mechanism and is the same for earthquakes and microfractures. 
This indicates the time dependence of strength of substructural units in the crust 
is of the form (5), implying that the strength of rock as a whole has the same type 
of time dependence asthe component grains. This suggestion requires ome justifica- 
tion. We have established that time dependent microfracturing occurs in rock in 
the laboratory and is likely due to static fatigue of individual grains by stress cor- 
rosion. It also seems reasonable to expect hat this will be the primary microscopic 
mode of time dependent deformation of rock in situ under similar conditions of 
temperature and pressure. In discussing earthquakes, however, we must consider 
whole rock as the individual elements in the model. The fracturing process of brittle 
rock in constant strain rate experiments appears to be due to the cumulative buildup 
of microfractures which produces an instability (Scholz, 1968a, 1968c; Brace and 
Orange, 1968) when the microfractures reach a critical density. Thus rock fracture 
appears to be due to a geometrical instability in much the way tensile strength in 
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metals is related to necking. Since such instabilities are basically independent of
prior history, the criterion of critical microfracture density should also be applicable 
to creep rupture of brittle rock--the analogous process in the time domain. Noting 
the criterion indicates that the cumulative frequency N and thus the distribution 
function F(S(t); 3, t) are constants at fracture, it is implied that 
C(t) -= oS(t) (13) 
where C(t) is the fracture strength of the rock at time t and p is a material constant. 
Equation (13) implies that the central moments of the stress distribution are no 
more than linear in 3. Experimental results (Scholz, 1968a) indicate that the mean 
and standard eviation are linear in ~ in most rocks. We can now calculate the time 
dependence of strength from 8(t), the mean local strength in the case of constant 
3. Consider again S(t) as a step function advancing in time along the ¢ axis as in 
Figure 3. To determine the rate of advance we set 
~[S(t)] t= 1 (14) 
and substituting from equation (6) 
1 kexp[  8 (0) -  S(t)]  (15) tt[S(t)] = ~- c 
or, equivalently, combining (13) and (15) 
l [8(O) - pC(t)] 
t = ~ exp c (16) 
which is a relation between time and stress at fracture for whole rock which is of 
the same form as the equivalent relation for the individual grains given in (5). 
Mogi (1962b) studied creep rupture in granite over several orders of magnitude in
time with results that support (16). 
Perhaps not unexpectedly, then, creep rupture of rock follows a time law which is 
similar to that followed by the microscopic mechanism involved. In this light we can 
substitute equation (16) for (5) and calculate the time characteristics, (10) and (11), 
for an ideal earthquake aftershock sequence. 
Having made some justification for the applicability of the experimental results 
toward interpretation of earthquake aftershock sequences, it is interesting to note 
that both the Type I and II sequences have been observed naturally. Benioff (1951) 
observed these two types of strMn release sequences and interpreted them as being 
due to relaxation under two types of stress systems. He later pointed out, however, 
(Benioff, 1955b) that the interpretation is equally valid for forward creep. In the 
experimental sequences, the process cannot be due to relaxation since in the case of 
Type I the boundaries are stress-free, whereas in the Type II sequence deformation 
is constrained to be in the forward direction. The idea that aRershocks produce 
creep in the forward direction is supported by evidence that aRershocks often have 
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the same mechanism as the main shock (Stauder and Bollinger, 1966) and that creep 
during an aftershoek sequence is in the forward direction (Wallace and Roth, 1967; 
Smith and Wyss, 1968). 
The analysis indicates that aftershoeks in an isolated (constant stress boundary 
conditions) body should decay hyperbolieaUy. This is broadly true of many after- 
shock sequences although significant deviations over short periods of time such as 
observed experimentally (see Figure 1) may reflect that in detail events are not 
truly independent locally. Sharp changes from Type I to Type II sequences such as 
observed by I~enioff may be due to reloading of the faulted block as is the ease in 
the laboratory. Alternatively, rapid changes in the environment or in the material 
properties could produce sharp changes in the time sequence. Such anomalous effects 
on the afterworking ofmetals ubjected rapidly to a corrosive nvironment have been 
noticed by Barrett et al (1953). 
CONCLUSIONS 
Mogi's investigations of microfracturing revealed that the process of micro- 
fracturing in laboratory specimens i similar in many statistical respects, albeit on a 
much smaller scale, to the earthquake generating process. In the light of this evidence 
he suggested that microfracturing is a scale model of seismicity. In the present studies 
a number of new aspects of microfracturing have been observed and the physics of 
the process described theoretically. This work has brought out the physical basis for 
the similarity of microfracturing and seismicity, which does not lie in exact similarity 
of the mechanisms responsible for the two processes but on more general similarities 
of the properties of rock in the laboratory and on the scale of the earth's crust. These 
concepts yield a rather simple understanding of the general pattern of seismicity. 
The basis of this similarity is that rock under shallow crustal conditions i  a brittle 
material in its mode of fracture. The brittle fracture of rock is not, however, a dis- 
crete but a cumulative process involving a complex history of small scale fracturing 
which leads to overall fracture. This behavior is due to the elastic inhomogeneity of 
the material which produces fluctuations in the stress field. Thus, local fracturing 
takes place progressively during the loading history at points of diverse stress con- 
centration and is stabilized by the presence of troughs in the stress field. The scale 
of such inhomogeneities may range from intergranular to geologic. 
We can describe the stress ~ at a point in such an inhomogeneous body as being 
composed of a deterministic part s and a random or statistical part r, thus 
= s -[- r (17) 
where r may be of the order of s. The s and r parts may be identified with tectonic 
loading and structure, respectively. Local fracture occurs at points where a exceeds 
the strength S(t), a function of time. Suppose this material is stressed at a uniform 
rate. At an early stage of the loading history, if the material is statistically uniform, 
local fractures will occur in isolated regions and are independent events. The random 
part of the stress r, and therefore ~ in a uniform field, can be considered approxi- 
mately normally distributed, and fracturing at constant stress 1Vfarkovian. In other 
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words, at this stage the autocorrelation function of stress in space, given by 
where d is a position coordinate, can be approximated as a delta function. At this 
stage the events are distributed uniformly throughout the body. 
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FIG. 4. The response of an inhomogeneous brittle material to stress increased at a constant 
rate. Upper figure: the time sequence of local fracturing events. Lower figure: the displace- 
ment (or strain) pattern developed uring the sequence.  
The approximation of the form of (18) is appropriate if the events sampled are 
isolated from one another in space. Therefore the present analysis is only applicable 
to earthquake statistics averaged over a substantial region. We may view it as a 
special case of a wider family of stochastic processes regulated by the same physical 
processes but modified by local structure. One way to describe the influence of local 
structure is to maintain the concept of distance as a time-like parameter and con- 
sider the power spectrum f~(co), defined as the Fourier transform of R¢~(d). The 
function f~(co) contains most of the information regarding the influence of local 
structure in the process. In the special case we have chosen, the power spectrum is 
white. If the region chosen for study is small enough, however, this will in general 
not be the case and the statistics, particularly the frequency-magnitude relation, 
will be profoundly affected. The effect of periodicity in structure on the frequency- 
magnitude relation has been discussed qualitatively by Mogi (1967). 
Eventually the local fractures become close enough together so that they are no 
longer independent and an instability develops which leads to the large scale failure 
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of the body. Prior to total failure there is a rapid increase of local fracturing activity 
and the events cluster in a zone in which failure eventually occurs (Seholz, 19680). 
These various stages are illustrated schematically with an arbitrary time scale in 
Figure 4. These stages, including the aftershoek sequence described above, are ob- 
servable in rock deformed in the laboratory. As outlined in the figure, the behavior 
is identifiable with the various tages of seismic activity leading up to, and following, 
a major earthquake. 
Quite generally, then, mierofracturing does appear to be a scale model of seismieity, 
and the model which has been developed to describe the behavior shown in Figure 
4 is equally applicable to both eases. In regions such as California, however, where 
many such sequences have occurred in the past, a well-defined fault has been de- 
veloped which concentrates arthquake activity. Such a system must be viewed two 
dimensionally, rather than three dimensionally such as we have discussed. 
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