= 23) were dissected (14), a total of 43 emboli were discovered. Of these, the majority (40/43) were located inside the female spermathecae rather than in the coiled ducts, suggesting that most males ejaculate directly into the sperm storage organ. Ejaculates of second males might then mix randomly with sperm already in the spermatheca, which suggests that increased sperm transfer is the mechanism by which longer copulation durations result in increased paternity. 17. Female rejection behavior is distinct and readily observable. In interactions that led to a successful copulation, the female remained quiescent in the web during most of the male's courtship. In comparison, rejection behavior consisted of a female repeatedly hitting at a courting male with her front legs, causing the male to drop from the web on a dragline. The male usually returned to the web and resumed courtship after the first few displacements, but nonreceptive females continued this behavior until the male eventually ceased courtship completely and moved to the substrate below the web. 18. T. E. Christenson and K. C. Goist Jr., Behav. Ecol.
Sociobiol. 5, 87 (1979) ; F. Vollrath and G. A. Parker, Nature 360, 156 (1992 only a small fraction of the solvent, consisting of fully occupied hydration sites ("bound" or "ordered" water molecules), is modeled. The remaining solvent is disordered but not completely featureless (4, 5) . It is particularly difficult to describe regions containing disordered solvent, portions of the molecule that display large thermal fluctuations [likely anisotropic and possibly anharmonic (6) ], and conformational variability, all of which appear at relatively low electron density levels because of averaging over the copies in the crystal.
The interpretation of low electron density levels is made difficult by the presence of model bias that arises when inaccurate or incomplete experimental phases are substituted or augmented by phases derived from a model. When a feature is included in the model used to calculate phases for electron density maps, it often appears in the maps whether or not it is correct (7) . In 'Percentage of reflections with / > 3(r(I).
-t-R,y, I X,13jli(h) -(I(h))1/;h(I(h)), where I(h) is the ith measurement and
(1(h)) is the weighted mean of all measurements of 1(h).
and thermal motion (5, 9 (10, 14) implemented in the MADLSQ program (10, 15) (Tables 2 and 3 (Fig. IA) . The Table 3 . MAD phasing statistics: least-squares method [MADLSQ (10, 15) ]. The least-squares phasing and statistics were obtained with the MADSYS suite of programs (29 Table 2 . MAD phasing statistics: anomalous diffraction ratios and refined scattering factors. Values for the observed anomalous diffraction ratios are (A f-2)112/(If2)12, where AIF1 is the Bijvoet difference at one wavelength (diagonal elements) or the dispersive difference at the two wavelengths intersecting at an off-diagonal element. The differences between Bijvoet mates at each wavelength for centric reflections, which would be 0.00 for perfect data, are shown in parentheses and serve as an estimate of the noise in the anomalous signals. Scattering factors Af ' and Af " were held fixed at their theoretical values (28) at the remote wavelength to provide an absolute reference scale. Scattering factors at the other wavelengths were refined. Shown are the values obtained by MADLSQ (10, 18) ; the values obtained from X-PLOR (17) are equal to within 10%. (Fig. 2A) . Thus, incomplete treatment of solvent appears to be a significant component of the error in the model. The difference electron density map is very similar to the experimental electron density map in the solvent regions (Fig. 2B) . Moreover, the experimental electron density in the bulk solvent regions is virtually independent of the reference wavelength used for the lack-of-closure expressions and the map calculation (17 Site-specific radial distribution functions of solvent electron density (5) were computed from the experimental electron density map. They indicate a well-defined solvation shell around hydrophilic and hydrophobic groups (Fig. 2, C to E). Specific sites of hydration were apparent around polar and charged groups at hydrogenbonding distance (compare with Fig. 1A ).
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A diffuse electron density layer was apparent at approximately van der Waals distance around hydrophobic groups. A marked example is a ringlike feature near the methyl groups of Leu203 in protomer A (Fig. 2B) . The electron density around Leu203 in protomer A suggests a network of four to five partially disordered water molecules (23) . The disorder is presumably attributable to the many possible placements of water molecules around hydrophobic groups, which undergo rapid motion as indicated by nuclear magnetic resonance experiments on proteins (24) .
The experimental electron density map described here was computed without resort to model phases. The partially disordered solvent, multiple conformations, Observation of a partially reduced disulfide bond (0ys125-Cys21 7). This disulfide bond is more exposed than the other disulfide bond in sub-MBP-A (ys195-0ys209), which is fully oxidized (not shown). Shown is the experimental electron density map for protomer A (magenta) computed in the resolution range 1.8 to 50 A and contoured at 1 .4u and partially reduced disulfide bonds ap-artifact of the refinement process. The parent in the map are therefore real fea-experimental electron density map and tures of the crystal structure and not an the resulting solvent radial distribution t(lkcalc -(obsl)' where f$obs is the centroid phase of the experimental phase probability distribution and caic is the phase of the calculated structure factor F( . 1 ( . §(p,,),P-1,C)/ (P2,,b.)(P2,aI)' where Pobs is the experimental electron density, Psalc is the calculated electron density, and the averages are taken over the volume of the indicated protomer.
functions thus serve as a stringent test of theoretical computer simulations of solvated proteins in a crystalline environment (25) . Comparison of simulated solvent radial distribution functions around proteins (25) with those derived from the experimental map (Fig. 2 , C to E) shows reasonable agreement around polar groups, but a somewhat broader distribution around hydrophobic groups is apparent in the experimental radial distribution function. The theoretical computer simulations may be improved by investigating this and other discrepancies between the simulations and the observed data, some of which may be attributable to crystallization conditions. Improved models of thermal motion, discrete disorder, and solvation for crystallographic refinement could be obtained by directly incorporating the experimental phase information into the refinement process to increase the observable-to-parameter ratio (26) . Ultimately, these models could be used to obtain information about solvation, conformational variability, and motion in instances in which high-resolution experimental phase information is unavailable. (11). (ii) As shown by the original structure determination at 2.3 A resolution with Ho3' -substituted protein (18), the experimental phases were expected to be highly accurate because of the large contribution of two wellordered Yb3+ per 1 1 5-residue protomer to the total scattering and the large anomalous scattering effects present at the lanthanide L,,, edge. (iii) The dimer forms the asymmetric unit of the crystal (11, 18) , providing two independent views of the protein in the crystal lattice.
Preparation of sub-MBP-A, cocrystallization with
YbCI3, and characterization of orthorhombic crystals were performed as described (11) . Data were measured at beamline X4A at the National Synchrotron Light Source (Brookhaven, NY). A single crystal (0.35 mm by 0.1 mm by 0.1 mm) was serially transferred through solutions containing 15% polyethylene glycol 3350, 100 mM tris-HCI (pH 8.0), 10 mM NaCI, 2 mM YbCI3, and 0, 5, 7.5, 10, and 15% 2-methyl-2,4-pentanediol as a cryoprotectant. The crystal was flash-cooled and maintained at 110 K during data collection. An x-ray fluorescence scan of the crystal was taken after each fill of the synchrotron beam (total of four fills) and the monochromator was recalibrated to the absorption peak. Diffraction data were measured at four wavelengths chosen to optimize both Bijvoet and dispersive differences: X1, the absorption edge, corresponding to a minimum of the real part (Af ') of the anomalous scattering factor for Yb3+; X the absorption peak, corresponding to a maximum of the imaginary part (Af ") of the anomalous scattering factor for Yb3 (27) for the probabilistic calculations. 14. J. Karle, Int. J. Quantum Chem. Symp. 7, 356 (1980) . 15. Anisotropic scale factors were applied to the unmerged diffraction data to reduce noise in the Bijvoet and dispersive differences. The MADLSO procedure was applied to the scaled and unmerged diffraction data. Redundantly determined amplitudes and phases were merged after the MADLSO procedure (10). 16. A. Pahler, J. L. Smith, W. A. Hendrickson, Acta Crystallogr. A46, 537 (1990) . 17. In contrast to the least-squares approach (15), the diffraction data were both scaled and merged before phasing, with Bijvoet mates treated as independent reflections. The high-energy remote wavelength X4 was chosen as the reference wavelength for phasing and for crystallographic refinement because it is the most complete set and has the lowest Rsym ( Table 1) .
Observations of both Bijvoet mates at the four wavelengths are assumed to be statistically uncorrelated.
The phase probability distribution P,,4(O) for a particular reflection at wavelength X4 is thus given by a product of phase probability distributions, 
where P., A(O is given by Eq. 2 and the angular brackets denote an averaging over reflections in equal-volume resolution bins. The sharpness of the phase probability distribution P.
A (4)) is related to the magnitude of the Fh Fh vec'tor; that is, the lack-of-closure expression depends simultaneously on both dispersive and anomalous differences, making the phase probability distributions less dependent on the choice of the reference wavelength than those obtained from a standard MIR approach [V. Ramakrishnan, J. T. Finch, V. Graziano, P. L. Lee, R. M. Sweet, Nature 362, 219 (1993) ]. Furthermore, the large anomalous signals present in the data (Table 2) result in a breakdown of the approximation in standard MIR treatments, so that the mean of the structure factor amplitudes of a Bijvoet pair does not equal the amplitude for the nonanomalous ("native") (4) [G. Bricogne, Acta Crystallogr. A40, 410 (1984) (SERC Daresbury Laboratory, Warrington, UK, 1991, pp. 80-85] . This method is similar to the generation of phase probability distributions from the MADLSQderived wavelength-independent structure factors by the MADABCD procedure (16), in that Bijvoet and dispersive differences contribute to a lack-of-closure expression for each measured data point. It differs in two respects: (i) Phase probability distributions are obtained for structure factors at a reference wavelength, instead of the wavelength-independent structure factors derived from MADLSQ. (ii) The parameters of the anomalous scatterer model are refined in an iterative fashion with the maximum likelihood function RML, which makes the refinement more robust and the figures of merit more realistic. The experimental electron density map was computed with figure-of-merit weighted amplitudes at the reference wavelength X4 and centroid phases obtained from P,A (O) (Eq. 1). Centroid phases of PA4(¢)) were also used for phase difference calculations. 18 (Fig. 1 B) . All PX -X.((W = exp refinements were performed with X-PLOR (27) . 20. W. I. Weis, K. Drickamer, W. A. Hendrickson, Nature 360,127 (1992) ; W. I. Weis and K. Drickamer, Structure 2, 1227 (1994) . 21. Multiple conformers [J. Kuriyan et al., Proteins 10, 340 (1991) ] (9) of the sub-MBP-A protein molecules were generated starting with the model that was obtained after single-conformer refinement (19). The water molecules and Yb were restrained to their initial positions. Conformers of the protein were rendered invisible to each other in terms of chemical interactions. Each conformer in the ensemble contributed equally to the calculated structure factor with the occupancy set to the reciprocal of the number of conformers. Evaluation of the free R value as a function of the number of conformers produced a shallow minimum for eight conformers, which were used for subsequent analysis. 22. Vector difference electron density maps were computed by taking the vector difference between com-Experiments conducted in human (1) and monkey (2) (2) (3) (4) 6 Cortical plasticity studies indicate that temporal processing deficits like those that emerge in LLI children would be expected from these learning scenarios, if they were to be undertaken in a training regime applied in a monkey model (3, 4) .
Visual psychophysical studies have already shown that very great improvements in the recognition of brief, successively presented stimuli can be achieved with practice in adult humans (1) . In this study, we asked: Can we substantially alter the deficient temporal processing capacities of young, school-age LLI children by similar acoustic practice?
For training tools, we produced two audiovisual (AV) "games" designed around a circus theme to engage 5-to 10-year-old children at high levels of attention and enthusiasm within highly repetitive learning tasks. The first AV game (Circus Sequence) was a perceptual identification task in which a correct response in the exercise was a faithful reproduction of the order of two-stimuli sound sequences by touchscreen button-press sequences (9). The nonverbal stimuli applied in training were 16 octave-per-second upward-or downward-gliding (U and D, respectively) frequency-modulated (FM) tonal pairs (U-U, U-D, D-U, or D-D). Stimuli in each FM pair swept across the same frequency range. These stimuli were in the range of sweep frequencies and speeds that apply for the formant transitions of English consonants that LLI children have difficulty recognizing (7, 8) . The interstimulus intervals (ISIs) and FM frequencies were adaptive parameters.
The second game was a phonetic element recognition exercise implemented as a two-alternative forced-choice task in which the child was presented two consonant-
