Deep neural networks for efficient phase demodulation in wavelength
  shifting interferometry by Black, Jacob et al.
Deep neural networks for efficient phase demodulation in wavelength shifting
interferometry
Jacob Blacka, Shichao Chena, Joseph G. Thomasa, Yizheng Zhua,∗
aBradley Department of Electrical and Computer Engineering Virginia Tech Blacksburg, VA 24060
Abstract
Analytical phase demodulation algorithms in optical interferometry typically fail to reach the theoretical sensitivity
limit set by the Cramér-Rao bound (CRB). We show that deep neural networks (DNNs) can perform efficient phase
demodulation by achieving or exceeding the CRB by significant margins when trained with new information that is not
utilized by conventional algorithms, such as noise statistics and parameter constraints. As an example, we developed
and applied DNNs to wavelength shifting interferometry. When trained with noise statistics, the DNNs outperform
the conventional algorithm in terms of phase sensitivity and achieve the traditional three parameter CRB. Further,
by incorporating parameter constraints into the training sets, they can exceed the traditional CRB. For well confined
parameters, the phase sensitivity of the DNNs can even approach a fundamental limit we refer to as the single parameter
CRB. Such sensitivity improvement can translate into significant increase in single-to-noise ratio without hardware
modification, or be used to relax hardware requirements.
Keywords:
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1. Introduction
Microscopy techniques that measure the phase distri-
bution of a specimen to generate high contrast images
are generally referred to as quantitative phase imaging
(QPI) [1]. Some examples include holographic phase
microscopy [2], spatial light interference microscopy
[3], optical coherence phase microscopy [4], and optical
diffraction tomography [5]. These and other techniques
are reviewed in [6]. Recently, advances have been made
in applying deep neural networks (DNNs) to QPI sys-
tems [7, 8, 9]. In particular, DNNs offer an effective
solution for holographic image reconstruction [10], solv-
ing inverse problems in lensless imaging [11], and phase
recovery from simulated intensity data [12]. Outside of
QPI, DNNs have found success in an increasingly di-
verse field of imaging techniques such as sparse-angle
x-ray reconstruction [13], segmentation in magnetic res-
onance imaging [14], and super-resolution imaging [15].
These results suggest that DNNs are effective in diverse
data processing.
∗Corresponding author
Email address: yizhu1@vt.edu (Yizheng Zhu )
In this work we focus on the temporal phase sensitivity
properties of DNNs in the context of QPI. This sensitiv-
ity can be used to evaluate and compare different QPI
systems, and is bounded from below by the Cramér-Rao
bound (CRB) [16, 17] . The CRB, a fundamental result
in mathematical statistics, provides a basis for evaluating
the efficiency of a signal processing algorithm (estima-
tor) [18, 19]. Reaching the CRB has both theoretical
and practical benefits. Increased sensitivity allows for
smaller changes in OPL to be detected accurately. Signif-
icantly, any sensitivity improvement represents that same
improvement squared in signal-to-noise ratio (SNR) [20].
For example, a factor of 3 increase in sensitivity results
in a factor of 9 increase in SNR, nearly an order of
magnitude. By making use of the efficient DNNs devel-
oped in this work, even greater increases are possible for
experimental conditions where the analytical approach
struggles.
Current analytical algorithms used to calculate OPL
in wavelength shifting interferometry (WSI), and indeed
most other QPI techniques, do not reach the sensitivities
predicted by the CRB [16]. Using WSI as an example,
we demonstrate through simulation and experiment that
by incorporating the shot-noise limited nature of our sys-
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Figure 1: Graphical representation of the general hierarchy of sensitiv-
ities for QPI systems. Each block represents a corruption or condition
which alters the resulting sensitivity.
tem during the training process, DNNs are capable of
achieving the traditional three parameter CRB developed
in [16]. We also discuss an even tighter lower bound,
the single parameter CRB (SPCRB), for the case where
the OPL is the only unknown in the signal model (see
Eq. (1)). We then demonstrate that DNNs can be trained
to closely approach the SPCRB by further taking advan-
tage of the parametric constraints on our signal model.
Therefore, we show that not only can DNNs exceed the
CRB, but they can also approach the SPCRB.
The structure of this work is as follows. A brief intro-
duction to WSI and the sensitivity evaluation framework
is given in Section 2. Our particular DNNs, the training
process, and the simulation results are described in Sec-
tion 3. The experimental results are presented in Section
4. We summarize and discuss the implications of our
findings in Section 5.
2. Theory of OPL sensitivity evaluation for interfer-
ometry
2.1. Wavelength Shifting Interferometry
We will focus on demonstrating the performance of
our DNNs for OPL demodulation in the context of 4-
band WSI [21]. We briefly review the theory necessary
for a complete sensitivity analysis. In 4-band WSI, four
noisy interferograms are captured by the camera, labeled
In. These In correspond to the four different wavelength
bands produced by a swept laser source. The statistical
properties of the In are experimentally verified to be shot
noise-limited [16]. In fact, many modern QPI systems
satisfy this condition thanks to improvement in system
design and the noise performance of cameras. Then, the
mean (noise-free) intensity I¯n, can be expressed in terms
of the OPL difference at a given pixel, L(x, y), between
the two arms of the interferometer as [22]:
I¯n(L(x, y)) = α[1 + V cos(knL(x, y))], n = 1, 2, 3, 4
(1)
where α is a DC term in analog-to-digital units (ADUs),
V is the visibility, and L(x, y) = L0 + LS (x, y) with L0
being the OPL difference between the two arms of the
interferometer, and LS (x, y) being the OPL distribution
of the sample [23]. In our WSI, the kn are evenly spaced
with a spacing of ∆k. This gives rise to a constant phase
shift, ∆φ = ∆kL(x, y) between adjacent wavenumbers.
This constant phase shift, although unknown due to the
unknown L(x, y), allows for the application of the well-
known Carré equation, which gives the relative OPL in
terms of In [24, 21]:
L′ =
1
k0
tan−1
{ √
[3(I2 − I3) − (I1 − I4)](I2 − I3 + I1 − I4)
(I2 + I3 − I1 − I4) × sgn(I2 − I3)
}
(2)
where the ′ refers only to the OPL obtained via Eq. (2),
which is a wrapped version of L(x, y). We will use Eq.
(2) in combination with the CRB to evaluate the perfor-
mance of our DNNs.
2.2. Sensitivity Evaluation for QPI Systems
2.2.1. Experimental Sensitivity, Algorithm Sensitivity
and the CRB
There is a 5-tier hierarchy of sensitivities as illustrated
in Fig. 1, which is expanded from an earlier 3-tier frame-
work for quantitatively evaluating the efficiency of a QPI
system [16]. Each sensitivity is the result of a different
set of factors that affect system performance. We start
in middle with the usual, multi-parameter Cramér-Rao
bound, denoted by σCRB. It is the fundamental sensitivity
limit when each of the several variables α, V , and L in
Eq. (1) are completely unknown. σCRB represents the
minimum possible value of sensitivity for any unbiased
estimator of the parameters of interest, which is OPL in
this case. The CRB depends only on the fundamental
physical process, i.e. Eq. (1), and the noise distribution
that the In is corrupted by. For the shot noise-limited
case, the noise is Poisson distributed [25]. We obtain
σCRB by directly calculating the Fisher information ma-
trix, J, and taking particular components of its inverse
[19]. A calculation of J for 4-band WSI is given by [16]
2
J =

∑4
n=1
g
I¯n
∑4
n=1
g cos(knL)
I¯n
∑4
n=1
−gknαV sin(knL)
I¯n∑4
n=1
g cos(knL)
I¯n
∑4
n=1
g cos2(knL)
I¯n
∑4
n=1
−gknαV sin(2knL)
2I¯n∑4
n=1
−gknαV sin(knL)
I¯n
∑4
n=1
−gknαV sin(2knL)
2I¯n
∑4
n=1
gk2nα
2V2 sin2(knL)
I¯n
 ,
(3)
where g is the conversion gain associated with the
camera in number of electrons per ADU. By definition,
the CRB follows as
σCRB =
√
(J−1)33 (4)
In practical signal processing, we must also consider
the sensitivity associated with a given demodulation al-
gorithm, such as Eq. (2). This sensitivity is referred
to as the algorithm sensitivity (ALG) and is defined as
σALG =
√
Var(L′). In general, a particular demodulation
algorithm degrades the sensitivity when compared to the
CRB, as suggested in Fig. 1. This is due to the fact that
Eq. (2) represents an unbiased estimator of L. Hence
the estimate, L′, must come with some variance greater
than or equal to that given by the CRB, Eq. (4). The
equality typically does not hold for algorithms such as
Eq. (2) because it does not consider noise statistics. We
can approximate σALG by expanding Eq. (2) in a Taylor
series and directly calculating the variance as detailed in
[16].
Finally, there is the experimental sensitivity, σEXP,
which is the sensitivity measured in practice when using
a particular algorithm to obtain L′ from raw intensity
data. σEXP can be obtained by recording many interfer-
ograms of the same sample (e.g. a blank sample), and
taking the standard deviation of the experimental OPL,
i.e σEXP. This sensitivity is degraded further from σALG
by all possible environmental noises, system noises, and
instabilities present in a real QPI system. Therefore, in
general, we have:
σEXP ≥ σALG ≥ σCRB.
2.2.2. Constrained and Single Parameter CRB
In the context of this study, we introduce two more
levels of sensitivities to the original framework. Again,
it is important to emphasize that Eq. (4) is the CRB
for the case of estimating L without any knowledge of
α and V . In practice, it is often possible to predict or
constrain the values of the ancillary parameters α and V
for a given sample and experimental setup. If this partial
knowledge is incorporated, a tighter bound known as the
constrained CRB (CCRB) becomes the limit for the sen-
sitivity [26]. This informed CCRB is necessarily better
than or equal to the uninformed CRB. It is, however, ex-
tremely challenging to represent the CCRB analytically,
as deriving analytical expressions that account for the
partial knowledge of α or V is not at all straightforward
as compared to the CRB and its traditional Fisher infor-
mation approach. Nonetheless, we will show later that
DNNs can be used to achieve CCRB.
Further, in the extreme case where we have complete
knowledge of α and V , our model consisting of the three
unknowns in Eq. (1) is reduced to a single unknown,
L. We will refer to this new lower bound as the single
parameter CRB (SPCRB).
In general, the SPCRB will be much lower than the
bound given by Eq. (4) [26]. We can calculate σS PCRB
directly from Eq. (3) by eliminating rows and columns
of J relating to α or V since they are known. This is
equivalent to repeating the original derivation for J as-
suming L is the only unknown. This reduces J to a single
component, J33, and σS PCRB is thus
σS PCRB =
√
1/J33 =
1√∑4
n=1
gk2nα2V2 sin2(knL)
I¯n
. (5)
This leads to the complete inequality in Fig. 1:
σEXP ≥ σALG ≥ σCRB ≥ σCCRB ≥ σS PCRB.
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Figure 2: Theoretical sensitivity curves for the ALG, CRB, and the
SPCRB.
As an example, σS PCRB, σCRB, and σALG are plotted
together in Fig. 2 with α and V being 128 ADU and 0.7,
respectively. L is then swept across [1, 18] µm. It is clear
that the Carré equation (ALG) only approaches the limits
predicted by the Cramér-Rao bound(s) between approxi-
mately 14 and 16 µm. Outside of this relatively narrow
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region, σALG degrades significantly, in some places more
than an order of magnitude, when compared with the
CRB. This suggests that there is much room for improve-
ment, particularly towards shorter OPLs, where the differ-
ence between σALG and the theoretical minimum become
increasingly large. Also note that σCRB > σS PCRB in a
similar fashion, as expected.
3. Deep Neural Network Analysis
3.1. Architecture
    
  
  
  
  
Figure 3: Representative fully connected DNN diagram, excluding
dropout layers. Each layer’s nodes have a direct connection to each
node in the next layer. The output is the total OPL (Lo + LS ), labeled
LDNN .
Deep neural networks are a class of algorithms capable
of effectively modeling highly nonlinear processes. This
is accomplished by providing training data as input to the
network, and the output of the network is then compared
against expected outcomes (the truth data). This training
strategy is referred to as supervised learning as there is
an expected output for a given input. In our case, the
input to the DNN will be the interferograms In(x, y) from
each pixel on the camera, and the output will be the OPL.
After training, the output of our DNN, LDNN , will be
shown to accurately obtain L in Eq. (1) with improved
sensitivity relative to traditional techniques (see Figs. 4
and 5).
For this application, we chose to use a traditional,
fully connected DNN consisting of 9 layers. Figure 3
shows a representative plot of our network’s structure
(dropout layers excluded) with the weights, Θ, denoted
by the lines connecting all of the nodes together. Each
layer contains half of the previous layer’s number of
neurons (nodes connecting all of the lines). Additionally,
there are two dropout layers included immediately after
the first hidden layer and prior to the output layer with
rate 0.01 to help prevent over fitting. The activation
function for each layer is the standard sigmoid function
S (x) = 1/(1 + e−x), while the loss function is the usual
mean-squared error defined by
E(Θ) =
1
N
N∑
i=1
||L(i)(Θ)DNN − T (i)Y ||2,
where L(i)(Θ)DNN is the neural network output for the ith
training input, and T (i)Y is the corresponding ground truth
value. E(Θ) represents the objective function being min-
imized during the training process, and it is emphasized
that it is only a function of the weights in the network.
Our networks were implemented in Python using the
Keras [27] deep learning library with Tensorflow GPU,
and the ADAM optimizer was used [28] with learning
rate γ = 0.0005.
3.2. Training Data Generation
Consider a particular pixel of an M × N pixel camera
located at (m, n), where 0 ≤ m ≤ M and 0 ≤ n ≤ N.
For the purpose of calculating L(m, n) from the four
noise-corrupted intensities I(m, n) = [I1, I2, I3, I4], we
require our training data to accurately model the data
from our WSI system. To this end, we assume each In
takes on integer values in the range [0, 255] ADU. This
range depends on the particular camera being used, in
our case a high-speed 8-bit camera (Allied Vision Mako
G030) synchronized with the swept laser source to cap-
ture interferograms corresponding to the evenly spaced
[k1, . . . , k4] = [7.22, 7.36, 7.50, 7.63] rad/µm. These par-
ticular values were chosen to be consistent with [21], but
any evenly spaced kn can be used.
To generate our training and test sets, we begin by
choosing a range of values for the parameters [α,V, L]
that reflect typical values encountered in experiment.
In our case, the completely unconstrained parameter
sets are α ∈ [0, 255], V ∈ [0, 1], and L ∈ [0,∞). For
each fixed set of α, V and L, noise-free (mean) intensity
values are generated according to Eq. (1). These mean
values are then converted to the average number of photo-
electrons captured during camera exposure, sn = gI¯n,
where g = 34.4 e−/ADU for our camera. The sn is
the rate for the Poisson detection process, which we
sample to obtain the actual numbers of photo-electrons
(with noise) xn, e.g. Po(xn; sn). Finally, the noisy In are
obtained from xn through In = int(xn/g). This is repeated
for each of the four kn to generate one vector, I(m, n).
Further, since it is possible for the same OPL to have
different (α,V), we randomly generate K pairs of (α,V)
for each OPL to ensure that the training data reflects the
underlying physical process.
In general, for optimal sensitivity, we have found that
the range of OPLs trained on for each network must
4
satisfy Lmax − Lmin ≤ 2pi/max(kn) ≈ 0.8 µm. This guar-
antees that the training data only contains at most one
period of the In corresponding to max(kn) (less than one
period of the other In), but also limits the possible output
values for each DNN. In practice, this is not a strict limi-
tation as many biological samples have an OPL variation
within 0.8 µm. In the case where larger OPL changes do
occur, an adjacent neural network can be applied.
To summarize, if we select a range of OPLs of length P
to train on, our truth data is simply L = [L1, L2, . . . , LP].
These OPLs are then used to generate K 4-vectors (the
I¯n) for each OPL in L. Therefore, our final training
set size is KP, and the DNN’s job during training is to
associate a given intensity vector with the correct OPL.
For all of the networks discussed in this work, we have
used K = P = 1000.
3.3. Simulation - Achieving the CRB
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Figure 4: Sensitivity vs. OPL plot including the DNN sensitivity. The
blue (σCRB) and orange (σDNN ) traces are nearly identical, suggesting
the DNN achieves the lower bound set by Eq. (4).
In this section, we construct particular training sets
and determine the temporal sensitivity of our DNNs
trained with the inclusion of Poisson shot noise. In each
case the networks were trained and then tested on a
new data set to judge the performance. The output of
the networks, LDNN , is then recorded. To calculate a
network’s sensitivity, a Monte Carlo simulation was per-
formed with α,V fixed, and the resulting intensity vector
I were passed into the network 10, 000 times with shot
noise simulated as described previously. The standard
deviation, σDNN =
√
Var(LDNN), of the resulting 10, 000
OPLs output by the DNN was then taken. This process
is repeated for each OPL in the test set. The particu-
lar training set used in this case has α ∈ [70, 140] and
V ∈ [0.59, 0.95]. The results are shown in Fig. 4.
Figure 5 shows the bias and statistics of the outputs
from the DNNs trained with noise. The bias shows the
average deviation of the DNN output from true OPL.
For each OPL, its value is well below the corresponding
sensitivity, suggesting the bias error is negligible. Figure
5(b) shows the distribution of DNN output for a fixed
OPL with an expected Gaussian distribution (approxi-
mate of Poisson shot noise). The sensitivity is simply the
standard deviation of the distribution and precisely cor-
responds to the sensitivity along the σDNN curve in Fig.
4 for an OPL difference of 4.901 µm. To generate Figs.
4 and 5 over the entire OPL range of 1-18 µm, multiple
neural networks were trained on smaller but overlapping
ranges for L (with the same ranges for α,V), each with
width Lmax − Lmin = 0.8 µm as discussed in Sec. (3.2).
This is done to avoid periodic ambiguities within the
intensity training data, similar to phase wrapping.
Note that σDNN closely follows the CRB, and outper-
forms the Carré approach (ALG) across much of the
range. This confirms that DNNs informed with noise
statistics can achieve CRB. Of particular interest are the
sensitivities obtained by the DNN at low OPLs, where
the DNN begins to exceed σCRB. As we show in Sec.
(3.4), by constraining the range of α and V , we are in-
forming the DNNs with new knowledge. Therefore,
σCRB no longer represents the fundamental limit for this
DNN.
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Figure 5: (a) Bias (average error) of the neural network vs. OPL.
Across much of the range, the neural network is highly accurate (< 5
nm absolute mean error). (b) Histogram of DNN output for a true OPL
in the test set of 4.901 µm. The sensitivity for this OPL is 6.565 nm.
3.4. Simulation - Exceeding the CRB with Parameter
Constraints
In optical interferometry, the values of α and V can
almost always be well estimated with good precision.
For example, the intensities of sample arm and reference
arms, as well as interference efficiency can be measured.
In WSI, they can even be calculated from I1-I4. In other
words, the uncertainty intervals of α and V can be made
rather narrow. Such additional information, if incorpo-
rated into the DNN training together with noise statistics,
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Figure 6: Sensitivities of DNNs trained on different ranges for α and
V . σCRB and σS PCRB are plotted for reference. OPL range shown is
shortened to emphasize the differences between the networks. Note
that σDNN3, trained on the most confined range, approaches the bound
given in Eq. (5).
would further improve the sensitivity to reach well be-
yond the traditional CRB, therefore achieving CCRB.
To verify this, we trained three different sets of DNNs
using progressively narrower ranges for α and V , rep-
resenting increasing knowledge about them. The re-
sults are shown in Fig. 6, where σDNN1 corresponds
to α ∈ [70, 140] ADU, V ∈ [0.59, 0.95], σDNN2 cor-
responds to α ∈ [115, 135] ADU, V ∈ [0.65, 0.75],
and σDNN3 was trained with α ∈ [125, 130] ADU,
V ∈ [0.67, 0.72]. The subscripts 1,2,3 refer to the spe-
cific DNNs used in this simulation. The broad range
of values for σDNN1 is chosen to ensure accommoda-
tion of all typical sample conditions for our WSI ex-
periments with abundant margin. Therefore it mostly
matches CRB with some advantages only for low OPL
values. In comparison, the range chosen for σDNN2 is
smaller and thus σDNN1 > σDNN2. This generally corre-
sponds to the cases where DNNs can be better tailored to
a specific sample. Lastly, the even narrower range chosen
for σDNN3 produces more significant increase in sensitiv-
ity that approaches the limit of the SPCRB. To gain such
benefits, one may need to segment the image into small,
sufficiently uniform areas and train DNNs specifically
for each area, or simply process each point individually.
Although this increases the processing load, it is well
justified because of the tremendous gain in quantification
sensitivity and SNR. Summarizing, it is clear from Fig.
6 that:
σALG ≥ σCRB ≥ σDNN1 ≥ σDNN2 ≥ σDNN3 ≥ σS PCRB
(6)
This suggests that by using a practical range for α and V
when training the DNN, we can indeed enter the regime
of CCRB, not only achieving the unconstrained CRB
given by Eq. (4), but surpassing it and beginning to ap-
proach the SPCRB in Eq. (5). No changes need to be
made to the original optical system to take advantage of
the improvement in sensitivity provided by the DNNs.
Next, to further validate these findings, we experimen-
tally calculate the sensitivities of our DNNs and show
that our simulations are accurate.
4. Experimental demonstration
Spatial Filter
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Camera
Mirror 
Objective
Tube Lens
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Figure 7: A typical WSI system consisting of a Mach-Zehnder inter-
ferometer containing two identical beamsplitters (BS), objectives, and
mirrors. Our swept source laser is the Superlum BS-840-1 which can
sweep from 805-880 nm.
4.1. Sensitivity
To test our DNNs experimentally, we make use of the
WSI system illustrated in Fig. 7, where a swept laser
source (Superlum BS-840-1, 805-880 nm) is spatially
filtered and collimated into a traditional Mach-Zehnder
interferometer. Our first experiment consists of a blank
sample (a glass cover slip) inserted into the sample arm
with L = LS − LR adjusted to a particular value. As
the first example, we tuned the OPL difference between
the two arms of the interferometer to an average value
L ≈ 1.4 µm across the field of view. We then made
consecutive acquisitions to produce 500 phase images
via our DNN1 and Eq. (2). For clarity, we refer to
the experimentally obtained sensitivities as (·)EXP. For
example, the sensitivity associated with a DNN applied
to experimental data is (σEXPDNN).
For L ≈ 1.4 µm, we expect that the Carré algorithm
Eq. (2) will struggle to provide an accurate demodulation
as the predicted sensitivity for this OPL is in the hun-
dreds of nanometers according to Fig. 2. On the other
hand, DNN1 retain sensitivities around 10 nanometers or
better (see Fig. 6). Thus, we expect DNN1 to be able to
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Figure 8: (a) Averaged OPL output of DNN1. The small rectangle corresponds to the selected region of interest (6.6 µm × 9.4 µm) in (e)-(h). (b), (c)
Sensitivity maps of σEXPCarre´ and σ
EXP
DNN1. (d) Histogram comparing σ
EXP
DNN1 and σ
EXP
Carre´. DNN1 shows vast improvement across the full field of view
when compared with Carré. Scale bar for (a)-(c): 20 µm. (e), (f) Selected region processed by σEXPCarre´ and σ
EXP
DNN1. (g) Selected region of σ
EXP
DNN4,
which was obtained by training a DNN based on the α and V information determined from our experimental data. Scale bar for (e)-(g): 3 µm.
(h) Histogram comparing σEXPDNN1, σ
EXP
DNN4, and σ
EXP
Carre´. We again observe a marked improvement by informing the training set for DNN4 with the
approximate ranges of α and V determined from average OPL distribution, LDNN1.
demodulate the raw data at this L with much greater sen-
sitivity. The results are shown in Figs. 8(a)-8(d) , where
sensitivity and image quality are greatly improved from
(σEXPCarre´) to (σ
EXP
DNN1). In Fig. 8(d), the mean sensitivity for
Carré algorithm is 86.9 nm, while the mean sensitivity
for DNN1 is 20.7 nm, making DNN1 4.2 times more
sensitive than Eq. (2) which represents an SNR increase
of 12 dB.
Having established this initial comparison, we selected
a small region ( 6.6 µm × 9.4 µm) within the field over
which the ranges of values which α and V take on was
reduced. To take advantage of this tighter constraints, we
trained another neural network, DNN4, with α ∈ [60, 90]
and V ∈ [0.8, 1]. These values were chosen for the train-
ing set to ensure DNN4 will demodulate this data with
greater sensitivity. The results are shown in Figs. 8(e)-
8(h), where the sensitivity distributions σEXPCarre´, σ
EXP
DNN1,
and σEXPDNN4 for this cropped region are shown and then
plotted together as a histogram. Fig. 8(h) quantitatively
verifies that DNN4 possesses the best sensitivity distri-
bution. Across the selected area, the average values of
the sensitivity for these three processing methods are
123 nm, 6.7 nm, and 2.9 nm. DNN1 is 18 times better
than Carré, equivalent to an SNR gain of 25 dB, while
DNN4 is 42 times better with an SNR gain of 33 dB.
All together, these results provide experimental support
for the inequality in Eq. (6). Additionally, they confirm
that the DNNs are capable of providing a substantially
more efficient OPL demodulation when Eq. (2) fails (e.g.
when the argument of the square root is negative).
With the improvement confirmed, it is also important
to know whether the experimental results follow the
simulated results in Fig. 6 accurately. That is, do the
DNNs have the same σ vs. L relationships when applied
to experimental data? Here we take advantage of a small
OPL variation across the cropped region of the blank
sample indicated in Fig. 8(a). This allows us to take a
line from the smaller image (e.g. the center line) and
plot the DNNs temporal sensitivity against their average
OPL output across the 500 acquisitions to obtain an
experimental plot analogous to Fig. 6, albeit for a narrow
range of OPL differences.
The result is shown in Fig. 9, which demonstrates that
DNN1 and DNN4 follow the CCRB values predicted by
the simulation accurately, and are located between CRB
and SPCRB, as expected. These results show that it is
indeed possible to use DNNs for informed OPL (phase)
demodulation to surpass the traditional CRB given by
Eq. (4) by making use of parametric constraints for α
and V in Eq. (1). In particular, (σEXPDNN1) exceeds σCRB
for much of the range shown in Fig. 9, despite being
trained on broad parameter ranges, and further sensitivity
gains are seen with (σEXPDNN4) by virtue of being trained
on smaller ranges. Across this range of OPL differences
(about 1.37 to 1.4 µm), the sensitivity improvement for
(σEXPDNN4) exceeds an order of magnitude as compared
with σCRB. That such a large enhancement factor can be
attained by simply altering the training set to reflect the
well-conditioned WSI system is remarkable.
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Figure 9: Experimental and simulated sensitivities for DNN1 and
DNN4. σCRB and σS PCRB are also shown. Note that both DNN sen-
sitivities shown here surpass σCRB for much of the range shown, and
closely follow the predicted values indicated by the solid curves for
σS IMDNN1 and σ
S IM
DNN4. The values α = 75 ADU and V = 0.93 were
used to produce the simulated curves. These values correspond to the
average value of these parameters across the center line of the cropped
image in Fig. 8(e)-(g).
4.2. Live Cell Imaging
We imaged human red blood cells (RBCs) to further
validate the use of DNN processing with live cell data,
and to demonstrate the advantage of the DNNs over
Eq. (2). The results are shown in Fig. 10. For this
experiment, we have made use of a DNN trained with
α ∈ [70, 140] ADU, V ∈ [0.59, 0.95] (the same as DNN1)
as this is the most flexible in terms of demodulating
the entire field of view of our camera. Additionally,
we have set L0 ≈ 7 µm, and as such the DNN used
to generate Fig. 10(b) was trained on simulated data
corresponding to an OPL range which contains 7 µm
(e.g. L ∈ [6.7, 7.5]µm). By doing so, we can ensure
that L(x, y) across the entire image will lie within the
range which the DNN was trained on. In this region,
based on Fig. 4, we can see that the DNN has a distinct
advantage over the Carré equation, as confirmed by Fig.
10. The phase image produced by the DNN is clear
and free of artifacts, whereas the image produced by
Eq. (2) contains many artifacts and subsequently some
of the RBCs visible in the DNN image are missing in
the Carré image. These findings are consistent with
the predictions of our simulations, and suggest that the
DNNs trained on purely simulated data can produce
excellent phase images from raw intensity data obtained
from an experimental system, provided that such system
and its noise statistics can be well modelled. In practice,
shot noise-limited operation can often be achieved and
is thus a good place to apply DNN processing.
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Figure 10: (a) RBC image generated by Eq. (2). Note the phase
artifacts and how some of the RBCs visible in the DNN image are
either difficult to see or completely missing in this image. (b) RBC
image produced by the DNN, showing a relatively smooth background
with well defined RBC. Scale bar for (a) and (b): 20 µm. Bottom:
Zoomed in comparisons between the two approaches for the cells
indicated in (a) and (b).
5. Discussion and Conclusions
In optical sensing and imaging, one often has a cer-
tain amount of knowledge about the sample and/or the
measurement process that is not utilized in traditional
signal processing. Noise statistics and parameter bounds
are examples of such information. Neither is considered
in Eq. (2). In this work, we have demonstrated that
such information can be conveniently incorporated into
DNN-based signal processing with the benefit of substan-
tially improved sensitivity and SNR. In some cases, such
improvements are remarkable. Because of the square
relationship between OPL (phase) sensitivity and SNR,
a linear increase in sensitivity is equivalent to a power
of 2 increase in SNR, which is much more efficient than
directly increasing SNR.
We based our study on an expanded 5-tier frame-
work of sensitivity evaluation, with the newly introduced
CCRB and SPCRB. The framework is essential in elu-
cidating the relationship between key sensitivity met-
rics. It also makes clear the roles of system information,
such as noise statistics and parameter constraints, and
how they can be used to approach and exceed sensitivity
limits. Specifically, we followed an informed, physical
model-based approach. First, we train our networks with
shot noise statistics, and were able to exceed ALG and
achieve CRB. Then the parametric constraints allow us
to exceed CRB, achieve CCRB and approach SPCRB.
It is also demonstrated that DNNs trained with sim-
ulated data are applicable for processing experimental
data to gain expected improvement under practical con-
ditions. It is important that the physical process of the
system can be well modelled, which is common in many
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areas of the quantitative sensing and imaging.
Such sensitivity improvement will not only improve
data quality, but may be used to benefit system hardware
implementation. For example, when significant sensi-
tivity and SNR gain is available, it may be traded for
relaxing hardware requirements, e.g. lower light power,
shorter camera exposure, higher speed, and potentially
lower cost implementations, which may eventually en-
able low-cost yet high-performance optical metrology
systems.
While we demonstrate DNN processing using WSI,
the same concept may be similarly applied to other in-
terferometry techniques or other measurement systems
in general. Each case will be different due to their dif-
ferent models and underlying physics. Even for WSI,
if the wavenumbers are unevenly spaced, the sensitivity
curves will be different. These will be the subject of
our future research. Nonetheless, we believe the concept
remains valid that injecting new knowledge into signal
processing would improve measurement sensitivity, and
that DNNs represent a valuable tool for demodulating
and quantifying optical signals.
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