In order to improve the problem of premature convergence and computational efficiency of traditional differential evolution algorithm in solving high-dimensional problems, an improved differential evolution (HMSDE) 
Introduction
Optimization is an applied technology in the fields of industry, agriculture, defense, transportation, and management and so on, which explores the best values for solving complex problem that can take under specified conditions [1] . The aims are to enable an objective function to generate the minimum or maximum value. So there proposed a lot of direct or heuristics methods to solve these complex optimization problems [2] . For example, the well known direct search methods or stochastic methods such as genetic algorithm (GA) [3] [4] , simulated annealing method (SA) [5] , particle swarm optimization (PSO) [6] , differential evolutionary algorithm [7] [8] , ant colony optimization algorithm [9] , artificial bee colony algorithm [10] , and so on in the past few years.
Differential evolution (DE) algorithm is proposed by Storn and Price in 1995, is a very popular evolutionary algorithm and exhibits remarkable performance in a wide variety of problems from diverse fields. The DE algorithm is a population-based and stochastic global optimizer. The DE algorithm achieves the optimization search by performing the mutation operator operation, crossover operation and selection operation at each generation among the current individuals. The DE algorithm can randomly, parallel and efficiently implement the global optimization. Like other evolutionary algorithms, the DE algorithm exists some deficiencies, such as premature convergence, local optimum and low search efficiency and so on. In recent years, some strategies and methods are proposed in order to choose trial vector generation strategies and control parameter settings during the last decade [11] [12] [13] [14] [15] [16] . Fan and Lampinen [11] proposed a trigonometric mutation operator to accelerate convergence of the DE algorithm. Their mutation operator can be viewed as a local search operator, since it moves the new trial vector towards the 148 Copyright ⓒ 2015 SERSC direction provided by the best one of three individuals chosen for mutation. Feoktistov and Janaqi [12] classified mutation operators into four categories according to the way they use the objective function values. Babu and Angira [13] proposed a modification to original DE that enhances the convergence rate without compromising on solution quality. The modified differential evolution (MDE) algorithm utilizes only one set of population as against two sets in original DE algorithm at any given point of time in a generation. Ronkkonen et al. [14] suggested that NP should be between 2D and 4D, [15] introduced two schemes to adapt the scaling factor F in the DE. One scheme varies F in a random manner, and the other one linearly reduces the value of F from a preset maximal value to a minimal one. Teo [16] investigated the population sizing problem via self-adaptation and proposed two different approaches, one adopts an absolute encoding strategy for NP, and the other adopts a relative encoding strategy for NP.
These improved DE algorithms overcome the premature convergence, local optimum and low search efficiency for solving complex problem. But these improved DE algorithms have not yet systematically exploited in DE algorithm design, exists slow exploitation ratio, different selecting parameters. The convergence speed is further strengthened. So In order to further improve the DE algorithm, elite synergy strategy, multi-population strategy and dynamic adaptive strategy are introduced in to the DE algorithm in order to propose an improved differential evolution (HMSDE) algorithm based on hybrid multi-strategy in this paper.
The rest of this paper is organized as follows. Section 2 introduces the differential evolution algorithm. Section 3 presents an improved differential evolution algorithm named HMSDE algorithm. Section 4 compares our experimental results with the recent algorithms that have been used to solve the benchmark test functions. Finally, the conclusions are discussed in Section 5.
Differential Evolution
Differential Evolution (DE) is a relatively recent heuristic algorithm. It is a simple yet powerful population-based, direct search algorithm with the generationand-test feature for solving complex optimization problems in the continuous domains using real-valued parameters. This algorithm can create new candidate solutions by combining parent individual and several other individuals in the same population. The parent is replaced by a candidate only if the candidate has better fitness. It has been shown that this algorithm is not only very effective, but also very speed and robust for obtaining a minimal variability of results from one generation to another generation. The DE algorithm has mutation operation, crossover operation and selection operation. It takes advantage of the weighted and random vector to mutate vectors in each iteration. The DE algorithm is evolving until the optimal solution is obtained or the iteration achieves the given maximum value.
The different variants of DE algorithm will be classified by the notation
The  is a method to choose parent chromosome. The  is a number of difference vectors. The is the recombination mechanism. In actual application, some mutation and selection strategies are proposed in order to improve the convergence speed and solving accuracy for standard DE algorithm. There are several schemes that are proposed [10] . In many literatures, the
is often selected most commonly to realize the variants and is also employed in this paper. The pseudo-code of the
scheme is shown in Table 1 . uniformly distributed random integer number between 1 and n .
Initial Population
The key parameters of the DE algorithm are initialized in first. These parameters include the size of population( NP ), the probability of crossover operator( CR ),the mutation scaling factor( ) of each variable are initialized by using the uniformly distributed probability, i.e.,
. The initial population is obtained:
Mutation
There are many differential strategies, which are proposed to achieve mutation for each target vector. The each target vector is composed of different individuals ( ) ( 
Crossover
The essence of crossover is to obtain an offspring by executing uniform crossover among the obtained individuals. A binomial cross method is used to execute crossover operation in order to generate a trial vector ) , , , 
Selection
In the selection, a greedy selection standard is used to compete the trial vector 
An Improved Differential Evolution (HMSDE) Algorithm
The DE algorithm is an efficient and powerful evolutionary algorithm and takes on some advantages of the simplicity, speed and robustness. But actual application in solving high-dimensional problems, it has some disadvantages of slow exploitation solution, difficult selecting parameters, the premature convergence and low computational efficiency and so on. For solving high-dimensional problems, the different strategies and parameter values are selected in different iterations. There have some different strategies which are proposed in recent ten years. But each strategy has a different function. Some strategies take on strong global search ability, the others take on strong local search ability, the faster convergence speed and precision convergence. Some strategies can balance the global search ability and local search capability among populations. At the same time, control parameters of DE algorithm have great influences to the optimal results.
In order to improve the optimization ability of DE algorithm and overcome the problem of easy local optima of heuristic algorithm, some new strategies of elite synergy strategy, multi-population strategy and dynamic adaptive strategy are introduced into DE algorithm in order to improve the performance of the algorithm. So an improved differential evolution (HMSDE) algorithm based on making full use of these new strategies is proposed in this paper. In the HMSDE algorithm, the population is dynamically divided into multi-populations according to the fitness values of the individuals in order to maintain the diversity of the population. The elite synergy strategy is used to enhance the local developing ability and convergence speed, and achieve information exchange among different subpopulations. The dynamic adaptive strategy is used to adaptively control the scaling factor and crossover factor in order to guarantee better robustness and accuracy and decrease the search time. The elite synergy strategy, multi-population strategy and dynamic adaptive strategy are used to improve the standard DE algorithm to obtain the HMSDE algorithm with remarkable optimized ability, faster convergence speed and higher search accuracy.
According to the idea of HMSDE algorithm, the HMSDE algorithm can effectively avoid the premature convergence and outperform several state-of-the-art performances. The flow of HMSDE algorithm is shown in Figure 1 . 
Numerical Experiment
In order to validate the effectiveness of the proposed HMSDE algorithm, eight benchmark test functions are selected to test the performance. These test cases include various types of objective functions with different number of decision variables. The functions table as shown in Table 2 . The performance of HMSDE algorithm is compared with other published versions of standard DE algorithm and SaDE [17] algorithm. For each test case, all algorithms were run 20 times and the best value, worst value, mean value and standard deviation value of the results are reported in table as shown in Table 3 . The best value and worst value are used to describe the solution quality. The mean value is used to describe the achievable accuracy of the HMSDE algorithm in the given times of function evaluation and reflect the convergence speed. The standard deviation value is used to reflect the stability and robustness of the HMSDE algorithm. Summarizing the above statements, the proposed HMSDE algorithm significantly outperforms the SaDE algorithm and the standard DE algorithm on 6 out of 8 benchmark test functions at 30 dimensions, respectively. The SaDE algorithm wins only in two benchmark test functions (i.e. function 3 f and 7 f ). In a word, the proposed HMSDE algorithm obtained the better optimization performance than the DE algorithm and the SaDE algorithm for solving benchmark test functions. In a word, the proposed HMSDE algorithm can offer the higher accuracy than both SaDE and DE in most of the test functions.
Conclusion
Differential evolution algorithm is an efficient and powerful optimization algorithm, which widely applied in the industry, agriculture, defense, transportation, and management. For the problem of premature convergence and computational efficiency of traditional differential evolution algorithm in solving high-dimensional problems, many researchers used different trial vector generation strategies to control parameter settings of the DE algorithm in the literature. An improved differential evolution (HMSDE) algorithm based on combing elite synergy strategy, multi-population strategy and dynamic adaptive strategy is proposed in this paper, represented one of the first attempts Copyright ⓒ 2015 SERSC along this direction. In the proposed HMSDE algorithm, the population is dynamically divided into multi-populations in order to keep the diversity of the population , elite synergy strategy is used to achieve information exchange among different subpopulations, and dynamic adaptive strategy is used to dynamically control the parameter values of scaling factor and crossover factor in order to improve the stability and robustness of the HMSDE algorithm. The experimental studies were carried out on eight benchmark test functions in this paper. The HMSDE algorithm was compared with the standard DE algorithm and SaDE algorithm. The experimental results that the proposed HMSDE algorithm takes on remarkable optimized ability, faster convergence speed and higher search accuracy. And the HMSDE algorithm can avoid the premature convergence and outperforms several state-of-the-art performances.
