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a b s t r a c t
In this paper we consider a Riccati differential equation system of advanced type, strongly
coupled in its quadratic terms. We reformulate it to a vector equation using the Kronecker
product so that the successive approximation method is applicable. Finally, we study an
iterative scheme for the problem and obtain the error bounds for the given scheme.
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1. Introduction
In the present work our aim is to study a Riccati differential equation system of advanced type, strongly coupled in its
quadratic terms. In our earlier work [1] we have dealt with a Riccati differential equation system with a weak coupling. We
reformulate it to a vector equation using the Kronecker product so that the successive approximation method is applicable.
Riccati differential equations play a predominant role in many control theory problems, e.g., dynamic games, linear systems
withMarkovian jumps and stochastic control [2]. In all these caseswhen quadratic criteria have to beminimized, the control
is expressed in terms of solutions of coupled or generalized Riccati equations. All these equations cannot be treated, using
the same approach. We have to employ different methods to analyze them and often such differential systems are difficult
to solve. Examples of such situations are singular [3], hybrid system control [4], and nonzero sum differential games [5,6].
Consider the following advanced typematrix Riccati differential equation system, strongly coupled in its quadratic terms,
d
dt
Y1 = R1(t)+ Q1(t)Y1 + Y1P1(t)+ Y1A11(t)Y1 + Y1A22(t)Y2 + Y2A22(t)Y1
+ Y2A12(t)Y2 + R˜1 + Q˜1Y˜1 + Y˜1P˜1 + Y˜1 ˜A11Y˜1 + Y˜1 ˜A22Y˜2 + Y˜2 ˜A22Y˜1 + Y˜2 ˜A12Y˜2,
d
dt
Y2 = R2(t)+ Q2(t)Y2 + Y2P2(t)+ Y2A22(t)Y2 + Y2A11(t)Y1 + Y1A11(t)Y2
+ Y1A21(t)Y1 + R˜2 + Q˜2Y˜2 + Y˜2P˜2 + Y˜2 ˜A22Y˜2 + Y˜2 ˜A11Y˜1 + Y˜1 ˜A11Y˜2 + Y˜1 ˜A21Y˜1. (1.1)
In this paper, we devise ways to evaluate Y (t) := [Y1(t), Y2(t)]T , for t ∈ [0, tf ]with the conditions given at the terminal
point tf and terminal interval, Eτ := [tf , tf + τ ],
Y1(tf ) = Y1f , Y2(tf ) = Y2f ,
Y1(t) = φ1(t), Y2(t) = φ2(t), t ∈ Eτ . (1.2)
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Here coefficient matrix functions, Pi(t),Qi(t), Aij(t), Ri(t), P˜i, Q˜i, A˜ij, R˜i, i, j = 1, 2 are continuous in the interval [0, tf ].
φi(t), i = 1, 2 is a continuous matrix function for t ∈ [tf , tf + τ ], and φi(tf ) = Yif , i = 1, 2.
Notations. Throughout the paper we will follow the following notations,
Yi = Yi(t), Y˜i = Yi(t + τ), P˜i = Pi(t + τ), Q˜i = Qi(t + τ),
R˜i = Ri(t + τ), S˜i = Si(t + τ), i = 1, 2.
In general, we denote, D˜ = D(t + τ), where D is a given function of t .
The paper is organized as follows. In Section 2,we consider the basic notations and assumptions as the Kronecker product,
Frobenius norm and some basic lemmas used in establishing the main results. Section 3 is concerned with the main results
of this paper.
Themain idea of this paper is to transform our problem to a simpler one for which the successive approximationmethod
can be employed. This allows us to develop a scheme for which obtaining sufficient conditions for ensuring convergence is
easy. Furthermore, we obtain the error bound for the approximation so that the number of iterations required for a given
accuracy can be predetermined. This idea is motivated by the work presented in [7] to solve coupled Riccati differential
systems strongly coupled in their quadratic terms without an argument of advanced type.
2. Preliminaries and assumptions
In this section we will recall some basic definitions and notations, subsequently used in this paper.
Definition 2.1. If P and Q are matrices in Rm×n and in Rk×s respectively, then the Kronecker product of P = [aij] and
Q = [bij] are denoted by P ⊗ Q and defined as
P ⊗ Q = [aijQ ]mk×ns.
Definition 2.2. Stack operator or Vec of P ∈ Rm×nis denoted by PS or Vec P, If we define P.J =
(
p1J , p2J , . . . , pmJ
)T, where
1 ≤ J ≤ n, then
PS = Vec P = (P.1, P.2, . . . , P.n)T .
Note that if P = [P1, P2], then Vec P =
(
Vec P1
Vec P2
)
or PS =
(
PS1
PS2
)
.
Some basic properties of the Kronecker product.
If A, Y , B are matrices of given orders then,
(A+ B)⊗ C = A⊗ C + B⊗ C, (2.3)
A⊗ (B+ C) = A⊗ B+ A⊗ C, (2.4)
Vec(AYB) = (BT ⊗ A) Vec Y , (2.5)
provided that the products are defined.
Definition 2.3. We define the Frobenius norm of matrix P = (pij)n×n ∈ Rn×n as,
‖P‖F =
{
n∑
i=1
n∑
j=1
|pij|2
} 1
2
.
Some basic properties of the Frobenius norm.
‖P‖F = ‖Vec P‖F , (2.6)
‖PQ‖F ≤ ‖P‖F‖Q‖F , (2.7)
‖P ⊗ Q‖F = ‖P‖F‖Q‖F . (2.8)
Finally, if Fij ∈ Rn×n, for 1 ≤ i, j ≤ 2 then,∥∥∥∥(F11 F12F21 F22
)∥∥∥∥ ≤ 4max{‖Fij‖, 1 ≤ i, j ≤ 2}. (2.9)
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(2.6)–(2.8) can be proved easily by using the definition of the Kronecker product and the Frobenius norm. For the sake of
clarity in the next result we define some constants.
α(t) = max{‖Pi(t)‖, ‖Qi(t)‖, 1 ≤ i ≤ 2}, α˜ = max{‖P˜i‖, ‖Q˜i‖, 1 ≤ i ≤ 2},
β(t) = max{‖Aii‖, i = 1, 2}, β˜ = max{‖A˜ii‖, i = 1, 2},
η(t) = max{‖Aij‖, 1 ≤ i, j ≤ 2, i 6= j},
η˜ = max{‖A˜ij‖, 1 ≤ i, j ≤ 2, i 6= j}.
Now, we state the following result giving bounds for the terms involved in the main results.
Theorem 2.1. Assume the following.
H1: Pi(t),Qi(t), Aij(t), P˜i, Q˜i, A˜ij be the matrix functions, appearing in (1.1),
H2: For, i = 1, 2, Y˜i, A˜i be matrices in Rn×n, and L˜i = I ⊗ Q˜i + P˜Ti ⊗ I,
H3: Y˜ = (Y˜1, Y˜2), A˜ = [A˜1, A˜2], and consider for, i = 1, 2, 3 the matrix function Ψi : [t0, tf + τ ] ×R2n2×1 −→ R2n2×1 defined
by the expressions,
ψ1(t + τ , Vec Y˜ ) =
(
L˜1[Vec Y˜1]
L˜2[Vec Y˜2]
)
(2.10)
ψ2(t + τ , Vec Y˜ ) =
(
Y˜ T1 ⊗ Y˜1 Y˜ T2 ⊗ Y˜1 + Y˜ T1 ⊗ Y˜2
Y˜ T1 ⊗ Y˜2 + Y˜ T2 ⊗ Y˜1 Y˜ T2 ⊗ Y˜2
)(
Vec A˜11
Vec A˜22
)
(2.11)
ψ3(t + τ , Vec Y˜ ) =
(
(Y˜ T2 ⊗ Y˜2)Vec A˜12
(Y˜ T1 ⊗ Y˜1)Vec A˜21
)
. (2.12)
Then the following inequalities hold.
AD1: ‖ψ1(t + τ , Vec Y˜ )− ψ1(t + τ , Vec A˜)‖ ≤ 4α˜n 12 ‖Vec Y˜ − Vec A˜‖,
AD2: ‖ψ2(t + τ , Vec Y˜ )− ψ1(t + τ , Vec A˜)‖ ≤ 8β˜(‖Y˜‖ + ‖A˜‖)‖Vec Y˜ − Vec A˜‖,
AD3: ‖ψ3(t + τ , Vec Y˜ )− ψ1(t, Vec A˜)‖ ≤ η˜(‖Y˜‖ + ‖A˜‖)‖Vec Y˜ − Vec A˜‖.
Inequalities (AD1)–(AD3) also hold for τ = 0.
Proof. AD1: From the definition of ψ1(t + τ , Vec Y˜ ), we have,
ψ1(t + τ , Vec Y˜ )− ψ1(t + τ , Vec A˜) =
(
L˜1[Vec Y˜1 − Vec A˜1]
L˜2[Vec Y˜2 − Vec A˜2]
)
. (2.13)
Applying the norm on both the sides of (2.13), we get
‖ψ1(t + τ , Vec Y˜ )− ψ1(t + τ , Vec A˜)‖ ≤ 2‖Vec Y˜ − Vec A˜‖max{‖L˜i‖, i = 1, 2}. (2.14)
Now, using the definition of L˜i, i = 1, 2, ‖I‖ = n 12 ,and (2.8),
‖L˜i‖ ≤ ‖I ⊗ P˜i‖ + ‖Q˜i ⊗ I‖ = n 12 (‖P˜i‖ + ‖Q˜i‖) (2.15)
putting this value in (2.14) and using the definition of α˜, we get,
‖ψ1(t + τ , Vec Y˜ )− ψ1(t + τ , Vec A˜)‖ ≤ 4α˜n 12 ‖Vec Y˜ − Vec A˜‖.
AD2: Using (2.11), we have,
ψ2(t + τ , Vec Y˜ )− ψ2(t + τ , Vec A˜) =
(
Y˜ T1 ⊗ Y˜1 Y˜ T2 ⊗ Y˜1 + Y˜ T1 ⊗ Y˜2
Y˜ T1 ⊗ Y˜2 − Y˜ T2 ⊗ Y˜1 Y˜ T2 ⊗ Y˜2
)
×
(
Vec A˜11
Vec A˜22
)
−
(
A˜T1 ⊗ A˜1, A˜T2 ⊗ A˜1 + A˜T1 ⊗ A˜2
A˜T1 ⊗ A˜2 + A˜T2 ⊗ A˜1, A˜T2 ⊗ A˜2
)
×
(
Vec A˜11
Vec A˜22
)
. (2.16)
Consider the decomposition,
Y˜ Ti ⊗ Y˜j − A˜Ti ⊗ A˜j = (Y˜ Ti − A˜Ti )⊗ Y˜j + A˜Ti ⊗ (Y˜j − A˜j), 1 ≤ i, j ≤ 2. (2.17)
Applying the norm on both the sides of (2.17), we have,
‖Y˜ Ti ⊗ Y˜j − A˜Ti ⊗ A˜j‖ ≤ ‖(Y˜ Ti − A˜Ti )⊗ Y˜j‖ + ‖A˜Ti ⊗ (Y˜j − A˜j)‖. (2.18)
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Using (2.18) and (2.8), we get
‖Y˜ Ti ⊗ Y˜j − A˜Ti ⊗ A˜j‖ ≤ ‖(Y˜ Ti − A˜Ti )‖‖Y˜j‖ + ‖A˜Ti ‖‖(Y˜j − A˜j)‖
≤ (‖Y˜‖ + ‖A˜‖)(‖Vec Y˜ − Vec A˜‖).
If, 1 ≤ i, j ≤ 2, i 6= j, then from (2.17), we may write
Y˜ Ti ⊗ Y˜j + Y˜ Tj ⊗ Y˜i − A˜Ti ⊗ A˜j − A˜Tj ⊗ A˜i = Y˜ Ti ⊗ Y˜j − A˜Ti ⊗ A˜j + Y˜ Tj ⊗ Y˜i − A˜Tj ⊗ A˜i
= (Y˜ Ti − A˜Ti )⊗ Y˜j + A˜Ti ⊗ (Y˜ Tj − A˜Tj )+ (Y˜ Tj − A˜Tj )⊗ Y˜i + A˜Tj ⊗ (Y˜ Ti − A˜Ti ). (2.19)
Applying the norm on both the sides of (2.19), we get
‖Y˜ Ti ⊗ Y˜j + Y˜ Tj ⊗ Y˜i − A˜Ti ⊗ A˜j − A˜Tj ⊗ A˜i‖ ≤ ‖(Y˜ Ti − A˜Ti )⊗ Y˜j‖ + ‖A˜Ti ⊗ (Y˜ Tj − A˜Tj )‖
+‖(Y˜ Tj − A˜Tj )⊗ Y˜i‖ + ‖A˜Tj ⊗ (Y˜ Ti − A˜Ti )‖
≤ ‖(Y˜ Ti − A˜Ti )‖‖Y˜j‖ + ‖A˜Ti ‖‖(Y˜ Tj − A˜Tj )‖ + ‖(Y˜ Tj − A˜Tj )‖‖Y˜i‖ + ‖A˜Tj ‖‖(Y˜ Ti − A˜Ti )‖
≤ 2(‖Y˜‖ + ‖A˜‖)(‖Vec Y˜ − Vec A˜‖). (2.20)
Hence, from (2.7), (2.9), (2.16) and (2.20), it follows that
‖ψ2(t + τ , Vec Y˜ )− ψ1(t + τ , Vec A˜)‖ ≤ 8β˜(‖Y˜‖ + ‖A˜‖)‖Vec Y˜ − Vec A˜‖.
AD3: we have, by (2.12),
ψ3(t + τ , Vec Y˜ )− ψ3(t + τ , Vec A˜) =
(
(Y˜ T2 ⊗ Y˜2 − A˜T2 ⊗ A˜2)Vec ˜A12
(Y˜ T1 ⊗ Y˜1 − A˜T1 ⊗ A˜1)Vec ˜A21
)
.
Taking the norm and using (2.7), (2.17) and (2.18), inequality (AD3) follows. 
3. Main results
In this section we discuss the terminal value problem (1.1). By the application of the Kronecker product and using the
column lemma [8], it follows that:
d
dt
Vec Y1(t) = Vec R1(t)+ (I ⊗ Q1(t)+ PT1 (t)⊗ I)Vec Y1(t)
+ (Y T2 (t)⊗ Y1(t))Vec A22(t)+ (Y T1 (t)⊗ Y2(t))Vec A22(t)
+ (Y T2 (t)⊗ Y2(t))Vec A12(t)+ (Y T1 (t)⊗ Y1(t))Vec A11(t)
+ Vec R˜1 + (I ⊗ Q˜1 + P˜T1 ⊗ I)Vec Y˜1 + (Y˜ T2 ⊗ Y˜1)Vec A˜22
+ (Y˜ T1 ⊗ Y˜2)Vec A˜22 + (Y˜ T2 ⊗ Y˜2)Vec A˜12 + (Y˜ T1 ⊗ Y˜1)Vec A˜11. (3.21)
d
dt
Vec Y2(t) = Vec R2(t)+ (I ⊗ Q2(t)+ PT2 (t)⊗ I)Vec Y2(t)
+ (Y T2 (t)⊗ Y2(t))Vec A22(t)+ (Y T1 (t)⊗ Y2)(t)Vec A11(t)
+ (Y T2 (t)⊗ Y1(t))Vec A11(t)+ (Y T1 (t)⊗ Y1(t))Vec A21(t)
+ Vec R˜2 + (I ⊗ Q˜2 + P˜T2 ⊗ I)Vec Y˜2 + (Y˜ T2 ⊗ Y˜2)Vec A˜22
+ (Y˜ T1 ⊗ Y˜2)Vec A˜11 + (Y˜ T2 ⊗ Y˜1)Vec A˜11 + (Y˜ T1 ⊗ Y˜1)Vec A˜21. (3.22)
The terminal conditions are given as
Y1(tf ) = Y1f , Y2(tf ) = Y2f ,
Y1(t) = φ1(t), Y2(t) = φ2(t), t ∈ Eτ := [tf , tf + τ ]. (3.23)
To simplify the presentation of the system (3.21)–(3.23), let ψi(t), i = 1, 2, 3 be defined by (2.10)–(2.12) and
F1(t, Vec Y (t)) = Vec R(t)+ ψ1(t, Vec Y )+ ψ2(t, VecY )+ ψ3(t, Vec Y )
F2(t + τ , Vec Y˜ ) = Vec R˜+ ψ1(t + τ , VecY˜ )+ ψ2(t + τ , Vec Y˜ )+ ψ3(t + τ , Vec Y˜ )
L1 = [I ⊗ Q1 + P1 ⊗ I], L2 = [I ⊗ Q2 + P2 ⊗ I],
R(t) = [R1(t), R2(t)], Y (t) = [Y1(t), Y2(t)], R˜(t) = [R˜1(t), R˜2(t)]
Y˜ (t) = [Y˜1(t), Y˜2(t)], Y (tf ) = [Y1f , Y2f ].
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Then the system (3.21)–(3.23) may be written as
d
dt
Vec Y (t) = F1(t, Vec Y (t))+ F2(t + τ , Vec Y (t + τ))
= F(t, Vec Y (t), Vec Y (t + τ)),
Y1(tf ) = Y1f , Y2(tf ) = Y2f ,
Y1(t) = φ1(t), Y2(t) = φ2(t), t ∈ Eτ := [tf , tf + τ ], (3.24)
where
F : [t0, tf ] × R2n2×1 × R2n2×1 → R2n2×1
is a matrix function defined by
F(t, Vec Y (t), Vec Y˜ ) = Vec R(t)+ ψ1(t, VecY )+ ψ2(t, Vec Y )+ ψ3(t, Vec Y )+ Vec R˜+ ψ1(t + τ , Vec Y˜ )
+ψ2(t + τ , Vec Y˜ )+ ψ3(t + τ , Vec Y˜ ). (3.25)
Here ψi(t), i = 1, 2, 3 are defined by (2.10)–(2.12). Since the coefficient matrix functions
Pi(t),Qi(t), Aij(t), Ri(t), P˜i, Q˜i, A˜ij, R˜i, 1 ≤ i, j ≤ 2,
are continuous on the interval [t0, tf ], the following constants are finite.
α = max{α(t), t0 ≤ t ≤ tf }, α˜ = max{α(t + τ), t0 ≤ t ≤ tf },
β = max{β(t), t0 ≤ t ≤ tf }, β˜ = max{β(t + τ), t0 ≤ t ≤ tf },
η = max{η(t), t0 ≤ t ≤ tf }, η˜ = max{η(t + τ), t0 ≤ t ≤ tf }. (3.26)
Now,we present a lemma about the Lipschitz continuity of the function F defined as, F : [t0, tf ]×R2n2×1×R2n2×1 → R2n2×1.
Lemma 3.1. If F is a matrix function defined by (3.25). Let Yf = [Y1f , Y2f ], γ = ‖Yf ‖ + δ, Y = [Y1, Y2] ∈ Rn×2n, X =
[X1, X2] ∈ Rn×2n such that ‖Y − Yf ‖ ≤ δ, ‖Y˜ − Yf ‖ ≤ δ, ‖X˜ − Yf ‖ ≤ δ, ‖X − Yf ‖ ≤ δ, then following Lipschitz type conditions
holds:
‖F(t, Vec Y (t), Vec Y˜ )− F(t, VecX(t), Vec X˜)‖ ≤ ρ (‖Vec Y (t)− VecX(t)‖ + ‖Vec Y˜ − Vec X˜‖), where, (3.27)
ρ = max{ρ1, ρ2}, with ρ1 = 2{2α 12 + 8βγ + ηγ }, ρ2 = 2{2α˜ 12 + 8β˜γ˜ + η˜γ˜ }. (3.28)
Proof. From (3.25),
‖F(t, Vec Y (t), Vec Y˜ )− F(t, VecX(t), Vec X˜)‖ =
∥∥∥∥∥Vec R(t)+ 3∑
i=1
[ψi(t, Vec Y (t))+ Vec R˜+ ψi(t + τ , Vec Y˜ )]
−
(
VecR(t)+
3∑
i=1
[ψi(t, VecX(t))+ Vec R˜+ ψi(t + τ , Vec X˜)]
)∥∥∥∥∥
≤
3∑
i=1
[‖ψi(t, Vec Y (t))− ψi(t, VecX(t))‖ + ‖ψi(t + τ , Vec Y˜ )− ψi(t + τ , Vec X˜)‖]
≤ 4α(t)n 12 ‖VecY (t)− Vec X(t)‖ + 8β(t)(‖Y (t)‖ + ‖X(t)‖)(‖VecY (t)− Vec X(t)‖)
+η(t)(‖Y (t)‖ + ‖X(t)‖)(‖VecY (t)− Vec X(t)‖)+ 4α˜n 12 ‖(Vec Y˜ − Vec X˜)‖
+8β˜‖Y˜‖ + ‖X˜‖(‖Vec Y˜ − Vec X˜‖)+ η˜(‖Y˜‖ + ‖X˜‖)(‖Vec Y˜ − Vec X˜‖)
≤ 2(2αn 12 + 8β(t)γ (t)+ 4γ (t)η(t))‖Vec Y (t)− Vec X(t)‖ + 2(2α˜n 12 + 8β˜γ˜ + 4γ˜ η˜)‖Vec Y˜ − Vec X˜‖
≤ ρ(‖Vec Y − Vec X‖ + ‖Vec Y˜ − Vec X˜‖) here, ρ = max{ρ1, ρ2}. 
Next result gives an upper bound for thematrix function F(t, Vec Y (t), Vec Y˜ )when t ∈ [t0, tf ] and ‖Y−Yf ‖ ≤ δ, ‖Y˜−Yf ‖ ≤
δ. Let
r = max{‖R1(t)‖, ‖R1(t)‖}, t ∈ [t0, tf ]. (3.29)
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Lemma 3.2. Let Yf = [Y1f , Y2f ], δ > 0, r be defined in (3.29), α, β, η be defined in (3.26). Suppose that Y = [Y1, Y2] satisfies
‖Y − Yf ‖ ≤ δ, ‖Y˜ − Y˜f ‖ ≤ δ and if γ = ‖Yf ‖ + δ, then
sup
t∈[t0,tf ]
{‖F(t, Vec Y (t), Vec Y˜ )‖, ‖Y − Yf ‖ ≤ δ, ‖Y˜ − Y˜f ‖ ≤ δ} ≤ M,
where,
M = r + 4αγ n 12 γ + (8β + η)γ 2 + r˜ + 4α˜γ˜ n 12 + (8β˜ + η˜)γ˜ 2. (3.30)
Proof. Here,
F(t, Vec Y (t), Vec Y˜ ) = F1(t, Vec Y (t))+ F2(t + τ , Vec Y˜ ).
First we prove that F1(t, Vec Y (t)) and F2(t + τ , Vec Y˜ ) are bounded. Now,
‖F2(t + τ , Vec Y˜ )‖ = ‖Vec R˜+ ψ1(t + τ , Vec Y˜ )+ ψ2(t + τ , Vec Y˜ )+ ψ3(t + τ , Vec Y˜ )‖
≤ ‖Vec R˜‖ + ‖ψ1(t + τ , Vec Y˜ )‖ + ‖ψ2(t + τ , Vec Y˜ )‖ + ‖ψ3(t + τ , Vec Y˜ )‖
≤ r˜ + ‖ψ1(t + τ , Vec Y˜ )‖ + ‖ψ2(t + τ , Vec Y˜ )‖ + ‖ψ3(t + τ , Vec Y˜ )‖. (3.31)
Taking, A˜ = 0 in (AD1), yields
‖ψ1(t + τ , Vec Y˜ )‖ ≤ 4α˜n 12 γ˜ , ∀ t ∈ [t0, tf ]. (3.32)
If we take, A˜ = 0 in (AD2), we get
‖ψ2(t + τ , Vec Y˜ )‖ ≤ 8β˜γ˜ 2, ∀ t ∈ [t0, tf ]. (3.33)
Finally, we take, A˜ = 0 in (AD3), we get
‖ψ3(t + τ , Vec Y˜ )‖ ≤ η˜γ˜ 2, ∀ t ∈ [t0, tf ] (3.34)
with the values given by (3.32)–(3.34), rewrite (3.31) as,
‖F2(t + τ , Vec Y˜ )‖ ≤ 4α˜n 12 γ˜ + 8β˜γ˜ 2 + η˜γ˜ 2.
Similarly,
‖F1(t, Vec Y )‖ ≤ r + 4α(t)γ (t) n 12 + (8β(t)+ η(t))γ 2(t).
Now,
‖F(t, Vec Y (t), Vec Y˜ )‖ = ‖F1(t, Vec Y (t))+ F2(t + τ , Vec Y˜ )‖
≤ ‖F1(t, Vec Y (t))‖ + ‖F2(t + τ , Vec Y˜ )‖
≤ r + 4α(t)γ (t) n 12 + (8β(t)+ η(t))γ 2(t)+ r˜ + 4α˜γ˜ n 12 + (8β˜ + η˜)γ˜ 2
≤ {r + 4αγ n 12 + (8β + η)γ 2 + r˜ + 4α˜γ˜ n 12 + (8β˜ + η˜)γ˜ 2} = M. 
Now, we find the approximations of the exact solution of (3.24) and the upper bound for the approximation error for the
scheme used.
Theorem 3.1. Let δ1, δ2, > 0, γ = ‖Yf ‖ + δ1, γ˜ = ‖Y˜f ‖ + δ2 and let M be the constant defined by the expression (3.30). If
q = min
{
tf − (t0 − τ), δM
}
, δ = max{δ1, δ2}
and the coefficient matrix functions,
Pi(t),Qi(t), Aij(t), Ri(t), P˜i, Q˜i, A˜ij, R˜i for 1 ≤ i, j ≤ 2,
are continuous on the interval [t0, tf ], then the problem (3.24) has a unique solution Y (t) on the interval [tf − q, tf ], such that,
Y (t) is the Frobenius norm limit of the sequence of successive approximations, {Y (p)(t)}p≥0 where, Y (p) =
(
Y (p)1
Y (p)2
)
are given by
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Y (0)i (t) = Yif , Y˜ (0)i (t) = Y˜if , 1 ≤ i, j ≤ 2 and,
Y (p+1)1 (t) = Y1f +
∫ t
tf
[R1(u)+ Q1(u)Y (p)1 + Y (p)1 P1(u)+ Y (p)1 A11(u)Y (p)1 ]du
+
∫ t
tf
[Y (p)1 A22(u)Y (p)2 + Y (p)2 A22(u)Y (p)1 + Y (p)2 A12(u)Y (p)2 ]du
+
∫ t
tf
[R˜1 + Q˜1Y˜ (p)1 + Y˜ (p)1 P˜1 + Y˜ (p)1 A˜11Y˜ (p)1 + Y˜ (p)1 A˜22Y˜ (p)2 + Y˜ (p)2 A˜22Y˜ (p)1 + Y˜ (p)2 A˜12Y˜ (p)2 ]du (3.35)
and,
Y (p+1)2 (t) = Y2f +
∫ t
tf
[R2(u)+ Q2(t)Y (p)2 + Y (p)2 P2(u)+ Y (p)2 A22(u)Y (p)2 ]du
+
∫ t
tf
[Y (p)2 A11(u)Y (p)1 + Y (p)1 A11(u)Y (p)2 + Y (p)1 A21(u)Y (p)1 ]du
+
∫ t
tf
[R˜2 + Q˜2Y˜ (p)2 + Y˜ (p)2 P˜2 + Y˜ (p)2 A˜22Y˜ (p)2 + Y˜ (p)2 A˜11Y˜ (p)1 + Y˜ (p)1 A˜11Y˜ (p)2 + Y˜ (p)1 A˜21Y˜ (p)1 ]du. (3.36)
Moreover, for t ∈ [tf − q, tf ], the upper bound of error for the pth approximation is given by
ep(t) = ‖Vec Y (t)− Vec Y (p)(t)‖ ≤ M(qρ)
(p+1)eqp
ρ(p+ 1)! , (3.37)
where ρ is given by (3.28).
Proof. From Lemma 3.2, the function F(t, Vec Y (t), Vec Y˜ ), defined by (3.25), satisfies the Lipschitz condition (3.27), and for
(t, Y (t), Y˜ ), t0 ≤ t ≤ tf , ‖Y−Yf ‖ ≤ δ, ‖Y− Y˜f ‖ ≤ δ, the norm ‖F(t, Vec Y , Vec Y˜ )‖ is bounded byMdefined by (3.30). Now
from the successive approximation theorem ([9]; chapter 5 [10]), the unique solution of the problem (3.24), on the interval
t ∈ [tf − q, tf ], is given by the Frobenius norm limit Vec Y (t) of the sequence {Vec Y (p)(t)}p≥0,where Vec Y (0)(t) = Vec Yf ,
and,
Vec Y (p+1)(t) = Vec Yf +
∫ t
tf
F(u, Vec Y (p)(u), Y˜ (p)(u))du
= Vec Yf +
∫ t
tf

R1(u)+ Q1(u)Y (p)1 + Y (p)1 P1(u)+ Y (p)1A11(u)Y (p)1
+R˜1 + Q˜1Y˜ (p)1 + Y˜ (p)1 P˜1 + Y˜ (p)1 A˜11Y˜ (p)1
R2(u)+ Q2(t)Y (p)2 + Y (p)2 P2(u)+ Y (p)2 A22(u)Y (p)2
+R˜2 + Q˜2Y˜ (p)2 + Y˜ (p)2 P˜2 + Y˜ (p)2 A˜22(u)Y˜ (p)2
 du
+
∫ t
tf

Y (p)1 A22(u)Y
(p)
2 + Y (p)2 A22(u)Y (p)1 + Y (p)2 A12(u)Y (p)2
+Y˜ (p)1 A˜22Y˜ (p)2 + Y˜ (p)2 A˜22Y˜ (p)1 + Y˜ (p)2 A˜12Y˜ (p)2
Y (p)2 A11(u)Y
(p)
1 + Y (p)1 A11(u)Y (p)2 + Y (p)1 A21(u)Y (p)1
+Y˜ (p)2 A˜11Y˜ (p)1 + Y˜ (p)1 A˜11Y˜ (p)2 + Y˜ (p)1 A˜21Y˜ (p)1
 du. (3.38)
Here we used the column lemma [8] to reduce (3.38) to the following expression:
Vec Y (p)(t) = Vec(Yf )+
∫ t
tf
Vec (W (p)1 (u), VecW
(p)
2 (u))du
where,
W (p)1 (u) = R1(u)+ Q1(u)Y (p)1 + Y (p)1 P1(u)+ Y (p)1A11(u)Y (p)1 + R˜1 + Q˜1Y˜ (p)1
+ Y˜ (p)1 P˜1 + Y˜ (p)1 A˜11Y˜ (p)1 + Y (p)1 A22(u)Y (p)2 + Y (p)2 A22(u)Y (p)1
+ Y (p)2 A12(u)Y (p)2 + Y˜ (p)1 A˜22Y˜ (p)2 + Y˜ (p)2 A˜22Y˜ (p)1 + Y˜ (p)2 A˜12Y˜ (p)2
W (p)2 (u) = R2(u)+ Q2(t)Y (p)2 + Y (p)2 P2(u)+ Y (p)2 A22(u)Y (p)2 + R˜2 + Q˜2Y˜ (p)2
+ Y˜ (p)2 P˜2 + Y˜ (p)2 A˜22(u)Y˜ (p)2 + Y (p)2 A11(u)Y (p)1 + Y (p)1 A11(u)Y (p)2
+ Y (p)1 A21(u)Y (p)1 + Y˜ (p)2 A˜11Y˜ (p)1 + Y˜ (p)1 A˜11Y˜ (p)2 + Y˜ (p)1 A˜21Y˜ (p)1 . (3.39)
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Eq. (3.36) is directly obtained by using (3.38)–(3.39). The upper bound of the error for the pth approximation is given by the
theorem of successive approximations [9,10]. 
Note: We are interested in the greatest convergence interval for our method. Since our convergence interval is [tf − q, tf ]
and q = min{tf , δM(δ) }whereM is a function of δ defined in Theorem 3.1. Without loss of generality we can take tf > δM(δ) ,
so the greatest convergence interval for our method depends on the ratio δM(δ) . Thus, for our purpose we find the value of δ
at which δM(δ) is maximized. To maximize the ratio
δ
M(δ) , let us consider
[q(δ)]−1 = δ−1M = δ−1[r + 4α n 12 ‖Yf ‖ + (8β + η)‖Yf ‖2 + r˜ + 4α˜‖Y˜f ‖ n 12
+ (8β˜ + η˜)‖Y˜f ‖2 + (2η + 16β)‖Yf ‖ + 4αn 12 + 8(β + η)‖δ
+ (2η˜ + 16β˜)‖Y˜f ‖ + 4α˜n 12 + 8(β˜ + η˜)‖δ],
where, δ = max{δ1, δ2}. Assuming that the entries R(t) = [R1(t), R2(t)], R˜(t) = [R˜1(t), R˜2(t)], Aij and A˜ij, for, 1 ≤ i, j ≤ 2
are not identically zero then the constants β , η defined by (3.26) and q, defined in Theorem 3.1, respectively, are strictly
positive. Now, we can easily see that the minimum of [q(δ)]−1 is obtained when ddδ [q(δ)]−1 = 0, i.e, when δ is equal to
δ∗ = {[r + 4α n 12 ‖Yf ‖ + (8β + η)‖Yf ‖2 + r˜ + 4α˜‖Y˜f ‖ n 12 + (8β˜ + η˜)‖Y˜f ‖2]−1(8(β + η)+ (8β˜ + η˜))} 12 . (3.40)
An easy calculation shows that d
2
dδ2
[q(δ)]−1 < 0. At this value of δ = δ∗, q(δ) attains its maximum. Thus, we can get the
greatest convergence interval for the sequence of approximate solutions defined by (3.36).
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