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ABSTRACT
We determine the halfspace description of classical majorization on real vectors,
i.e. we write the set of all vectors which are majorized by some vector as the set
of solutions to an inequality Ax ≤ b, and generalize this to d-majorization on real
vectors. We also give a new characterization of d-majorization and investigate its
order, geometrical and topological properties. In particular, it admits a unique mini-
mal and a maximal element. The latter is unique as well, if and only if it corresponds
to the unique minimal entry of the d-vector.
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1. Introduction
Over the last few years, sparked by Branda˜o, Horodecki, Oppenheim [1,2] and oth-
ers [3–6], thermomajorization has been a widely discussed and researched topic in
quantum physics and in particular quantum thermodynamics. Mathematically speak-
ing, this is about majorization relative to a positive vector d ∈ Rn, as introduced by
Veinott [7] and (in the quantum regime) Ruch, Schranner and Seligman [8]. For such
positive d, some vector x is said to d-majorize y, denoted by x ≺d y, if there exists a
column-stochastic1 matrix A with Ad = d and x = Ay. Such A is called a d-stochastic
matrix, cf. Def. 4.1. A variety of characterizations of ≺d and d-stochastic matrices can
be found in the work of Joe [9].
In general the concept of majorization as first introduced by Muirhead [10] and
more widely spread by Hardy, Littlewood and Po´lya [11], roughly speaking describes
if a vector with real entries is “less or more nearly equal” than another, and found
numerous applications in various fields of science, e.g., [12–17]. More precisely, one
CONTACT Gunther Dirr. Email: dirr@mathematik.uni-wuerzburg.de, Frederik vom Ende (corresponding
author). Email: frederik.vom-ende@tum.de
1A matrix A ∈ Rn×n is said to be column stochastic if all its entries are non-negative and ∑ni=1 Aij = 1 for
all j = 1, . . . , n, so the entries of each column sums up to one.
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says that a vector x ∈ Rn majorizes y ∈ Rn, denoted by x ≺ y, if ∑ni=1 xi = ∑ni=1 yi
and
∑k
i=1 x
·
i ≤
∑k
i=1 y
·
i for all k = 1, . . . , n, where x
·
i, y
·
i are the components of x, y
in decreasing order. This is well known to be equivalent to the existence of a doubly-
stochastic matrix A (i.e. d-stochastic matrix with d = (1, . . . , 1)T ) such that x =
Ay [11, Thm. 46]. A comprehensive survey on classical majorization as well as its
applications can be found in [18].
This manuscript is concerned with further developing d-majorization by finding its
order properties as well as looking at it from the viewpoint of convex polytopes to learn
something about the underlying “geometry”. More precisely, it is structured as follows:
In Section 2 we briefly introduce and revisit convex polytopes before applying this to
classical majorization on real vectors in Section 3. This yields the H -description of
majorization (Proposition 3.1) and enables a new proof of the well-known result that a
vector y majorizes a vector x if and only if x lies within the convex hull of all entrywise
permutations of y (Corollary 3.3).
Then in Section 4.1 we give characterizations of d-majorization on real vectors,
introducing a new, simpler one (Proposition 4.2) and identify the minimal and max-
imal elements of this preorder (Theorem 4.3). Following up in Section 4.2 we work
out the H -description of d-majorization (Theorem 4.5) and state some immediate
consequences.
2. Preliminaries: Descriptions and Properties of Convex Polytopes
For the purpose of this paper be aware of the following notions and notations:
• In accordance with Marshall and Olkin [18], Rn+ (Rn++) denotes the set of all real
vectors with non-negative (strictly positive) entries. Whenever it is clear that x
is a real vector of length n we occasionally write x > 0 to express strict positivity
of its entries, i.e. x ∈ Rn++.
• e shall denote the column vector of ones, i.e. e = (1, . . . , 1)T .
• ‖ · ‖1 is the usual 1-norm on Rn (or Cn).
• Sn is the symmetric group, i.e. the group of all permutations.
• The standard simplex ∆n−1 ⊆ Rn is given by the convex hull of all standard basis
vectors e1, . . . , en and precisely contains all probability vectors, i.e. all vectors
x ∈ Rn+ with eTx = 1.
• For simplicity we use the convention that min operates entrywise on vectors,
i.e. min{b, b′} = (min{bj , b′j})mj=1 for all b, b′ ∈ Rm.
Convex polytopes usually are introduced as subsets of Rn which can be written as the
convex hull of finitely many vectors from Rn, cf. [19, Ch. 7.2], [20, Ch. 3]. Now it is
well-known that convex polytopes can be characterized via finitely many affine half-
spaces—more precisely a set P ⊂ Rn is a convex polytope if and only if P is bounded
and there exist m ∈ N, A ∈ Rm×n and b ∈ Rm such that P = {x ∈ Rn |Ax ≤ b} [19,
Coro. 7.1c]. These characterizations of convex polytopes are also known as V - and
H -description, respectively [20, Ch. 3.6].
Remark 1. Let any A ∈ Rm×n, b, b′ ∈ Rm and p ∈ Rn be given. The following
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observations are readily verified.
{x ∈ Rn |Ax ≤ b} ∩ {x ∈ Rn |Ax ≤ b′} = {x ∈ Rn |Ax ≤ min{b, b′}}
{x ∈ Rn |Ax ≤ b}+ p = {x ∈ Rn |Ax ≤ b+Ap}
{x ∈ Rn |Ax ≤ b} ⊆ {x ∈ Rn |Ax ≤ b′} if and only if b ≤ b′ .
This is not too surprising as A in some sense describes the geometry of the polytope
which intuitively should not change under the above operations.
Over the course of this paper we want to explore sets {x ∈ Rn |Mx ≤ b} where2
M :=

M1
M2
...
Mn−1
eT
−eT
 ∈ R2n×n (1)
and the rows of Mj ∈ R(
n
j)×n are made up of all elements of{
x ∈ {0, 1}n
∣∣∣ ∑n
i=1
xi = j
}
in an arbitrary, but fixed order. In particular we are interested in the case where
b ∈ R2n includes a trace equality condition, i.e. b2n−1 + b2n = 0 or, equivalently,
b =

b1
...
bn−1
β
−β
 ∈ R2n .
with bj ∈ R(
n
j) for all j = 1, . . . , n− 1 as well as β ∈ R.
Lemma 2.1. Let M be the matrix (1) and b ∈ R2n with b2n−1 + b2n = 0 be given.
If {x ∈ Rn |Mx ≤ b} is non-empty then it is a convex polytope of at most n − 1
dimensions.
Proof. Because b2n−1 +b2n = 0 by assumption all solutions to Mx ≤ b have to satisfy
eTx = b2n−1 which reduces the dimension of {x ∈ Rn |Mx ≤ b} by 1. Now if we can
show that the set in question is bounded then by the above characterization of convex
polytopes we are done. Note that one bound comes from M1x = x ≤ b1 while the
other bound—because Mn−1 is of the form eeT − In (up to row permutation)—comes
from Mn−1x ≤ bn−1 together with eTx = b2n−1 which yields x ≥ b2n−1e− bn−1.
Now an immediate question is the one concerning the vertices (i.e. extreme points)
of said convex polytope. This will be the topic of the remaining part of this section.
For this we need a characterization of the extreme points of a convex polytope given
in H -description.
2Note that
∑n−1
j=1
(n
j
)
+ 2 =
∑n
j=0
(n
j
)
= 2n by the binomial theorem, which shows M ∈ R2n×n.
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Definition 2.2. Let b ∈ R2n with b2n−1 + b2n = 0 as well as p ∈ {0, 1}n, p 6= 0 be
given. Then the row vector p corresponds to a row of M ∈ R2n×n (by construction of
M) as well as a corresponding entry b(p) in b. Setting b(0) := 0 this defines a map
b : {0, 1}n → R, p 7→ b(p). This map naturally generalizes to matrices A ∈ {0, 1}k×n,
k ∈ N via
b(A) = b
(
a1
a2
...
ak
) =

b(a1)
b(a2)
...
b(ak)
 .
Lemma 2.3. Let b ∈ R2n with b2n−1 + b2n = 0 as well as p ∈ Rn be given such that
Mp ≤ b. The following statements are equivalent.
(i) p is an extreme point of {x ∈ Rn |Mx ≤ b}.
(ii) There exists a submatrix M ′ ∈ Rn×n of M (one row of M ′ being equal to eT )
such that M ′p = b(M ′) =: b′ and rankM ′ = n.
Proof. “(ii) ⇒ (i)”: Assume there exist x1, x2 ∈ {x ∈ Rn |Mx ≤ b} and λ ∈ (0, 1)
such that p = λx1 + (1− λ)x2. Then M ′x1 ≤ b′, M ′x2 ≤ b′ by assumption and thus
b′ = M ′p = λM ′x1 + (1− λ)M ′x2 ≤ λb′ + (1− λ)b′ = b′ ⇒ M ′x1 = M ′x2 = b′ .
But M ′ ∈ Rn×n is of full rank so the system of linear equations M ′y = b has a
unique solution in Rn. This implies x1 = x2 = p so p is in fact an extreme point of
{x ∈ Rn |Mx ≤ b}.
“(ii)⇒ (i)”: Each extreme point p of {x ∈ Rn |Mx ≤ b} is determined by n linearly
independent equations from Mx = b so there exists a submatrix Mˆ ∈ Rn×n of M of
full rank such that Mˆp = b(Mˆ) =: bˆ, cf. [19, Thm. 8.4 ff.]. If one row of Mˆ equals eT
then we are done. Otherwise define
M˜ :=
(
Mˆ
eT
)
∈ R(n+1)×n and b˜ := b(M˜) =
(
bˆ
b2n−1
)
∈ Rn+1
so M˜p = b˜ because p satisfies the trace condition. But this system of linear equations
is now overdetermined so there exists a row of M˜—aside from eT—which is redundant
and can be removed. The resulting matrix M ′ ∈ Rn×n is of full rank, contains eT and
satisfies M ′p = b(M ′).
This enables—in some special cases—an explicit description of the extreme points
of the polytope induced by M and b.
Definition 2.4. Let b ∈ R2n with b2n−1 + b2n = 0 and arbitrary σ ∈ Sn be given.
Denote by σ the permutation matrix3 induced by σ. Then the unique solution to
1 0 · · · 0
...
. . .
. . .
...
...
. . . 0
1 · · · · · · 1
σx = b(

1 0 · · · 0
...
. . .
. . .
...
...
. . . 0
1 · · · · · · 1
σ) =: bσ (2)
3Given some permutation σ ∈ Sn corresponding permutation matrix is given by
∑n
i=1 eie
T
σ(i)
.
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shall be denoted by x = Eb(σ).
Then Eb(σ) is of the following simple form.
Lemma 2.5. Let b ∈ R2n with b2n−1 + b2n = 0, arbitrary σ ∈ Sn as well as p ∈ Rn be
given. Then
(Eb(σ))σ(j) = (bσ)j − (bσ)j−1 (3)
and Eb+Mp(σ) = Eb(σ) + p for all σ ∈ Sn.
Proof. The j-th row of (2) for x = Eb(σ) and any j = 1, . . . , n reads
(bσ)j = e
T
j bσ =
(∑j
k=1
ek
)T (∑n
i=1
(Eb(σ))σ(i)ei
)
=
∑j
i=1
(Eb(σ))σ(i)
which implies (3). Also one readily verifies
(b+Mp)σ = bσ +
(∑j
i=1
pσ(i)
)n
j=1︸ ︷︷ ︸
corresponding entry in Mp
= bσ +

1 0 · · · 0
...
. . .
. . .
...
...
. . . 0
1 · · · · · · 1
σp
for any σ ∈ Sn so Eb+Mp(σ) = Eb(σ) + p by uniqueness of the solution of (2).
Clearly, if Eb(σ) ∈ {x ∈ Rn |Mx ≤ b} for some σ ∈ Sn then it is an extreme point by
Lemma 2.3. Be aware that, in general, not every Eb(σ), σ ∈ Sn is in {x ∈ Rn |Mx ≤ b}
for arbitrary b ∈ R2n with b2n−1 + b2n = 0. For this consider Example 5.2 (Appendix
B).
3. H -Description of Classical Majorization
In order to generalize majorization to arbitrary weight vectors it, unsurprisingly, is
advisable to first recap and explore classical vector majorization. The common defini-
tion of vector majorization goes as follows. Given x, y ∈ Rn, one says x majorizes y,
denoted by x ≺ y, if ∑ni=1 xi = ∑ni=1 yi and∑j
i=1
x·i ≤
∑j
i=1
y·i for all j = 1, . . . , n− 1 (4)
where x·i, y
·
i are the components of x, y in decreasing order, respectively. Given how
well-explored this concept is there are a handful of characterizations for ≺, cf. [18,
Ch. 1, Point A.3]. The most notable one for our purposes is the following: y majorizes
x if and only if there exists a doubly stochastic matrix, i.e. a matrix A ∈ Rn×n+ which
satisfies eTA = eT and Ae = e, such that x = Ay. Related to this, Birkhoff’s theorem
[18, Ch. 2, Thm. A.2] states that the set of doubly stochastic matrices equals the
convex hull of the permutation matrices (cf. footnote 3) and that every permutation
matrix is an extreme point of said set.
Now Birkhoff’s theorem directly implies that for vectors x, y ∈ Rn one has x ≺ y
if and only if x lies in the convex hull of the n! permutations of y—as also shown in
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[21]—so the set {x ∈ Rn |x ≺ y} is a convex polytope with at most n! corners. This
motivates finding its half-space description.
Proposition 3.1. Let y ∈ Rn. Then
{x ∈ Rn |x ≺ y} = {x ∈ Rn |Mx ≤ by}
where M is the matrix from (1) and by ∈ R2n is of the following form: the first
(
n
1
)
entries equal y·1, the next
(
n
2
)
entries equal y·1 + y·2 and so forth until
(
n
n−1
)
entries
equaling
∑n−1
i=1 y
·
i. The last two entries are e
T y and −eT y, respectively.
Proof. First be aware that by construction Mx ≤ by translates to Mjx ≤ (
∑j
i=1 y
·
i)e
for all j = 1, . . . , n− 1 as well as eTx ≤ eT y, −eTx ≤ −eT y, the latter obviously being
equivalent to eTx = eT y. This equality of trace together with
∑j
i=1 x
·
i ≤
∑j
i=1 y
·
i for
all j = 1, . . . , n− 1 by definition would show x ≺ y.
“⊆”: Let any j = 1, . . . , n − 1. Given how we constructed Mj every entry of Mjx
is of the form
∑j
i=1 xσ(i) for some permutation σ, but
∑j
i=1 xσ(i) ≤
∑j
i=1 x
·
i which in
turn is upper bounded by
∑j
i=1 y
·
i by assumption. Thus Mx ≤ by.
“⊇”: If Mjx ≤ (
∑j
i=1 y
·
j)e then
∑j
i=1 xσ(i) ≤
∑j
i=1 y
·
i for all permutations σ, so in
particular for the permutation which picks the j largest values of x—thus (4) holds.
The H -description of majorization enables a (to our knowledge) new proof to a
well-known result already stated in the beginning of this section which we present
after the following lemma.
Lemma 3.2. Let (yn)n∈N be a sequence in Rn which converges to y ∈ Rn. Then the
bounded sequence of non-empty, compact sets ({x ∈ Rn |x ≺ yn})n∈N converges to
{x ∈ Rn |x ≺ y} with respect to the Hausdorff metric4.
Proof. Note that any majorization set, i.e. any set of the form {x ∈ Rn |x ≺ z} for
some z ∈ Rn is a convex polytope by Proposition 3.1 and Lemma 2.1 so in particular
it is non-empty (because z ≺ z) and compact. Hence the problem is well-defined.
Let se(n) denote the set of all doubly stochastic n × n matrices. Be aware of the
estimate
‖Az‖1 =
∑n
i=1
∣∣∣∑n
j=1
Aijzj
∣∣∣ ≤∑n
i,j=1
Aij︸︷︷︸
≥0
|zj | =
∑n
j=1
(∑n
i=1
Aij︸ ︷︷ ︸
=(eTA)j=(eT )j=1
)
|zj = ‖z‖1
(5)
for all A ∈ se(n), z ∈ Rn (in fact this only needs that A is column-stochastic).
As stated before one has x ≺ y if and only if there exists A ∈ se(n) such that
x = Ay. Thus for arbitrary z, z′ ∈ Rn one gets
∆
({x ∈ Rn |x ≺ z}, {x ∈ Rn |x ≺ z′}) ≤ ‖z − z′‖1
4The Hausdorff distance between two non-empty compact subsets A,B of a metric space (X, d) is defined as
∆(A,B) := max
{
max
z∈A
min
w∈B
d(z, w),max
z∈B
min
w∈A
d(z, w)
}
.
Then ∆ is a metric on the space of all non-empty compact subsets of X, cf. [22, Thm. 0.2 & Rem. 0.4]. Also
convergence in this metric interchanges with taking the convex hull: if a bounded sequence (An)n∈N of non-
empty compact subsets of X = Rn converges to A w.r.t. the Hausdorff metric then (conv(An))n∈N converges
to conv(A), cf. [23, Lemma 2.5 (b)]. (Note that the proof given there is for X = C but holds analogously for
X = Rn because it is a simple consequence of Carathodory’s theorem.)
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because of
max
v∈{x∈Rn |x≺z}
min
w∈{x∈Rn |x≺z′}
‖v − w‖1 = max
A∈se(n)
min
A′∈se(n)
‖Az −A′z′‖1
≤ max
A∈se(n)
‖A(z − z′)‖1
(5)
≤ max
A∈se(n)
‖z − z′‖1 = ‖z − z′‖1
and analogously when interchanging the roles of z and z′. Thus convergence of (yn)n∈N
readily implies convergence of the respective majorization sets.
Corollary 3.3. Let y ∈ Rn. Then {x ∈ Rn |x ≺ y} = conv{σy |σ ∈ Sn} where every
σy is an extreme point, so in particular this set has at most n! extreme points.
Proof. Given y there exists a permutation τ ∈ Sn such that τ y = (y·1, y·2, . . . , y·n)T .
Then for any σ ∈ Sn the unique solution of
1 0 · · · 0
...
. . .
. . .
...
...
. . . 0
1 · · · · · · 1
σ−1 ◦ τ p =

1 0 · · · 0
...
. . .
. . .
...
...
. . . 0
1 · · · · · · 1
 τ σ−1 p = (∑ji=1 y·i)nj=1 = bσ−1◦τ
is obviously given by p = σy ∈ {x ∈ Rn |x ≺ y} which by Lemma 2.3 is an extreme
point. On the other hand p = Eb(σ
−1 ◦ τ) (Definition 2.4) so
{Eb(σ−1 ◦ τ) |σ ∈ Sn} = {Eb(σ˜) | σ˜ ∈ Sn} ⊂ {x ∈ Rn |Mx ≤ b} .
To show that all extreme points of {x ∈ Rn |x ≺ y} = {x ∈ Rn |Mx ≤ by}
(Prop. 3.1) can be written in this form first assume that the entries of y are pairwise
different so y·1 > y·2 > . . . > y·n. Let p ∈ {x ∈ Rn |Mx ≤ by} be extreme so by Lemma
2.3 there exists a submatrix M ′ ∈ Rn×n of M of full rank, one row of M ′ being equal
to eT , such that M ′p = b(M ′) =: b′. Now assume p 6= σy for all σ ∈ Sn so by the above
considerations there exist rows m1,m2 of M
′ (w.l.o.g. m1e ≤ m2e) such that m1 6≥ m2
and m2 6≥ m1. In particular the vectors mmin := min{m1,m2}, mmax := max{m1,m2}
satisfy
• mmine < m1e ≤ m2e < mmaxe .
• mmin +mmax = m1 +m2 .
• mmin ≤ mmax, so one finds σ ∈ Sn such that mmin, mmax are rows of
1 0 · · · 0
...
. . .
. . .
...
...
. . . 0
1 · · · · · · 1
σ .
If mmin = 0 then one can trivially find σ ∈ Sn such that mmax is a row of the
above matrix.
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This together with M ′p = b′ and Prop. 3.1 (for the precise form of by) shows∑m1e
i=1
y·i +
∑m2e
i=1
y·i = b(m1) + b(m2) = (m1 +m2)p = (mmin +mmax)p
Mp≤by≤ b(mmin) + b(mmax) =
∑mmine
i=1
y·i +
∑mmaxe
i=1
y·i .
This by the second and third point from above is equivalent to∑m1e
i=mmine+1
y·i ≤
∑mmaxe
i=m2e+1
y·i =
∑m1e
i=mmine+1
y·i+(m2e−mmine) <
∑m1e
i=mmine+1
y·i ,
where in last step we used mmine < m1e ≤ m2e as well as y·1 > y·2 > . . . > y·n. But
this is an obvious contradiction, hence every extreme point of {x ∈ Rn |x ≺ y} has
to be of the form σy for some σ ∈ Sn. By Minkowski’s theorem [24, Thm. 5.10] this
shows {x ∈ Rn |x ≺ y} = conv{σy |σ ∈ Sn} for all y with pairwise distinct entries.
To conclude the proof we only have to show that this also holds if some entries of y
coincide.
Indeed let such y ∈ Rn be given. One finds a sequence (ym)m∈N in Rn of vectors
with pairwise different entries which converges to y. Then (σym)m∈N converges to σy
for all σ ∈ Sn so ({σym |σ ∈ Sn})m∈N converges to {σy |σ ∈ Sn} with respect to
the Hausdorff metric because all those sets are finite. By our previous considerations
together with Lemma 3.2 and footnote 4 this shows
conv{σy |σ ∈ Sn} = conv
(
lim
m→∞{σym |σ ∈ Sn}
)
= lim
m→∞
(
conv{σym |σ ∈ Sn}
)
= lim
m→∞{x ∈ R
n |x ≺ ym} = {x ∈ Rn |x ≺ y} .
Before moving on we need one more auxiliary result related to majorization which
will allow us to make a nice connection later on.
Lemma 3.4. Let y ∈ Rn, d ∈ Rn++ be arbitrary and let σ ∈ Sn be a permutation such
that
yσ(1)
dσ(1)
≥ yσ(2)
dσ(2)
≥ . . . ≥ yσ(n)
dσ(n)
.
Obviously such σ always exists as it is just the vector yd := (
yi
di
)ni=1 ∈ Rn ordered
decreasingly. Then for all c ∈ R, i = 1, . . . , n.
eT
(
y − yσ(i)
dσ(i)
d
)
+
+
yσ(i)
dσ(i)
c =
yσ(1)
dσ(1)
c−
i−1∑
j=1
(yσ(j)
dσ(j)
− yσ(j+1)
dσ(j+1)
)(
c−
j∑
`=1
dσ(`)
)
.
If d = e then for all k = 1, . . . , n
min
i=1,...,n
eT (y − yie)+ + kyi =
∑k
j=1
y·j .
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Proof. The first identity comes from
yσ(1)
dσ(1)
c−
i−1∑
j=1
(yσ(j)
dσ(j)
− yσ(j+1)
dσ(j+1)
)
c =
yσ(1)
dσ(1)
c− yσ(1)
dσ(1)
c+
yσ(i)
dσ(i)
c =
yσ(i)
dσ(i)
c
as well as
eT
(
y − yσ(i)
dσ(i)
d
)
+
=
i−1∑
`=1
(yσ(`)
dσ(`)
− yσ(i)
dσ(i)
)
dσ(`)
=
i−1∑
`=1
i−1∑
j=`
(yσ(j)
dσ(j)
− yσ(j+1)
dσ(j+1)
)
dσ(`) =
i−1∑
j=1
j∑
`=1
(yσ(j)
dσ(j)
− yσ(j+1)
dσ(j+1)
)
dσ(`)
where in the last step we just changed the way how to enumerate the index set
{(`, j) | 1 ≤ ` ≤ j ≤ i− 1}.
Considering the second identity, for all i, k = 1, . . . , n
eT (y − y·ie)+ + ky·i =
∑i
j=1
(y·j − y·i) + ky·i =
∑i
j=1
y·j + (k − i)y·i .
On the one hand eT (y − y·ke)+ + ky·k =
∑k
j=1 y
·
j and on the other
i ≤ k ⇒
∑i
j=1
y·j + (k − i)︸ ︷︷ ︸
≥0
y·i ≥
∑i
j=1
y·l +
∑k
j=i+1
y·i =
∑k
j=1
y·j
i ≥ k ⇒
∑i
j=1
y·j + (k − i)︸ ︷︷ ︸
≤0
y·i ≥
∑i
j=1
y·l −
∑i
j=k+1
y·i =
∑k
j=1
y·j .
4. d-Majorization on Real Vectors
4.1. Characterizations and Order Properties of ≺d
Having developed tools surrounding classical vector majorization we are finally pre-
pared to investigate the non-symmetric case, i.e. the fixed point e of the doubly stochas-
tic matrices becomes an arbitrary but fixed element from Rn++. For the definition we
mostly follow [18, p. 585].
Definition 4.1. Let d ∈ Rn++ and x, y ∈ Rn.
(i) A quadratic matrix A ∈ Rn×n is said to be column-stochastic if
(a) Aij ≥ 0 for all i, j (i.e. A ∈ Rn×n+ ),
(b) eTA = eT .
If, additionally, Ad = d then A is said to be d-stochastic. The set of all d-
stochastic n× n matrices is denoted by sd(n).
(ii) Furthermore x is said to be d-majorized by y, denoted by x ≺d y, if there exists
A ∈ sd(n) such that x = Ay.
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In particular, x ≺d y implies eTx = eTAy = eT y .
Note that the definition of ≺d naturally generalizes to complex vectors, cf. also [25].
Remark 2. (i) Usually d-stochastic matrices are defined via dA = d and AeT = eT
which is equivalent to the definition above as it only differs by transposing once.
This is because we consider d, x, y to be usual column vectors whereas [9,18]
consider row vectors.
(ii) For any d ∈ Rn++, sd(n) constitutes a convex and compact subsemigroup of Cn×n
with identity element In.
(iii) By Minkowski’s theorem [24, Thm. 5.10], Remark 2 (ii) implies that sd(n) can
be written as the convex hull of its extreme points. However—unless d = e—this
does not prove to be all too helpful as stating said extreme points (for n > 2)
becomes quite delicate5. To substantiate this, the extreme points for n = 3 and
non-degenerate d ∈ R3++ can be found in Lemma 5.1 (Appendix A).
(iv) If some entries of the d-vector coincide, then ≺d is known to be a preordering
but not a partial ordering. Contrary to what is written in [9, Rem. 4.2] this in
general does not change if the entries of d are pairwise distinct.
To see this, consider d = (3, 2, 1)T , x = (1, 0, 0)T , y = (0, 23 ,
1
3)
T and
A =
0 1 12
3 0 0
1
3 0 0
 ∈ sd(3) .
Then, Ax = y and Ay = x so x ≺d y ≺d x but obviously x 6= y. This counterex-
ample can actually be easily modified to any d ∈ R3++ with d1 = d2 + d3.
Now ≺d can be nicely characterized as follows.
Proposition 4.2. Let d ∈ Rn++ and x, y ∈ Rn be given. The following are equivalent.
(i) x ≺d y
(ii)
∑n
j=1 djψ(
xj
dj
) ≤∑nj=1 djψ( yjdj ) for all convex functions ψ : R→ R.
(iii)
∑n
j=1(xj − tdj)+ ≤
∑n
j=1(yj − tdj)+ for all t ∈ R where (·)+ := max{·, 0}.
(iv)
∑n
j=1(xj − tdj)+ ≤
∑n
j=1(yj − tdj)+ for all t ∈ {xidi ,
yi
di
| i = 1, . . . , n}.
(v) ‖x− td‖1 ≤ ‖y − td‖1 (i.e.
∑n
j=1 |xj − tdj | ≤
∑n
j=1 |yj − tdj |) for all t ∈ R.
(vi) eTx = eT y and ‖x− yidid‖1 ≤ ‖y −
yi
di
d‖1 for all i = 1, . . . , n.
Proof. The equivalence of (i) through (v) is due to [9, Thm. 2.2]. (v) ⇒ (vi): For t
large enough all entries of x− td, y − td are non-positive so
−eT (x− td) = ‖x− td‖1 ≤ ‖y − td‖1 = −eT (y − td)
and thus eTx ≥ eT y. Doing the same for −t large enough gives eTx ≤ eT y so combined
eTx = eT y. (vi)⇒ (v): Define P := {xidi ,
yi
di
| i = 1, . . . , n}. As argued before, eTx = eT y
5The number of extreme points of sd(n) is lower bounded by n! and upper bounded by
( n2
2n−1
)
, cf. [9, Rem. 4.5].
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implies ‖x− td‖1 = ‖y − td‖1 on t ∈ (−∞,minP ] ∪ [maxP,∞). Now define
gx : [minP,maxP ]→ R+
t 7→ ‖x− td‖1 =
∑n
i=1
di
∣∣∣xi
di
− t
∣∣∣
and gy analogously. Evidently, gx, gy are convex with gx(minP ) = gy(minP ),
gx(maxP ) = gy(maxP ). Furthermore, gy is piecewise linear with change in slope only
if t = yidi for some i = 1, . . . , n. But at those changes in slope we have gx(
yi
di
) ≤ gy( yidi )
so altogether, convexity of gx forces gx(t) ≤ gy(t) for all t ∈ [minP,maxP ] and thus
‖x− td‖1 ≤ ‖y − td‖1 for all t ∈ R.
However we want to show off a direct proof for (ii)⇒ (i) to illustrate the idea which
is in the spirit of Kemperman [26, Thm. 2]. Finding A ∈ Rn×n+ with eTA = eT , Ad = d
and Ay = x is equivalent (by vectorization, cf. [27, Ch. 2.4]) to finding a solution
z ∈ Rn2+ to yT ⊗ IndT ⊗ In
In ⊗ eT
 z =
xd
e

where ⊗ is the usual Kronecker product [27, Ch. 2.2] and z = vecA. By Farkas’ lemma6
such a solution exists if (and only if) for all w ∈ R3n which satisfy
(yT ⊗ IndT ⊗ In
In ⊗ eT
T  ~w1~w2
~w3
)
n(j−1)+k
=
( (
(y ⊗ In) ~w1 (d⊗ In) ~w2 (In ⊗ e) ~w3
) )
n(j−1)+k
= yjwk + djwn+k + w2n+j ≤ 0 (6)
for all j, k = 1, . . . , n one has∑n
j=1
(xjwj + djwn+j + w2n+j) ≤ 0 .
Consider the convex (because affine linear) functions ψj : R→ R, t 7→ wjt+ wn+j for
all j = 1, . . . , n. Then
ψ : R→ R t 7→ max
j=1,...,n
ψj(t)
is convex as well so by assumption and because d > 0∑n
j=1
(xjwj + djwn+j + w2n+j) =
∑n
j=1
djψj(
xj
dj
) + w2n+j
≤
∑n
j=1
djψ(
xj
dj
) + w2n+j
≤
∑n
j=1
djψ(
yj
dj
) + w2n+j .
6Farkas’ lemma states that for m,n ∈ N, A ∈ Rm×n, b ∈ Rm, the system of linear equations Ax = b has a
solution in Rn+ if and only if for all y ∈ Rm which satisfy AT y ≤ 0 one has bT y ≤ 0, refer to [19, Coro. 7.1.d]
(when replacing A, b by −A,−b.
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But now for every j = 1, . . . , n exists k = k(j) such that ψ( yjdj ) = ψk(j)(
yj
dj
) by definition
of ψ (the maximum has to be attained by at least one of the ψk). Hence∑n
j=1
(xjwj + djwn+j + w2n+j) ≤
∑n
j=1
djψ(
yj
dj
) + w2n+j
=
∑n
j=1
djψk(j)(
yj
dj
) + w2n+j
=
∑n
j=1
yjwk(j) + djwn+k(j) + w2n+j︸ ︷︷ ︸
≤0 by (6)
≤ 0
so we are done. Note that in this proof we needed access not to all by only to the
piecewise linear convex functions.
To conclude this section we make some statements about minimal and maximal
elements of the preorder ≺d.
Theorem 4.3. Let d ∈ Rn++ be given. The following statements hold.
(i) d is the unique minimal element within {x ∈ Rn | eTx = eTd} (i.e. the trace
hyperplane “spanned” by d) with respect to ≺d .
(ii) (eTd)ek is maximal within (e
Td)∆n−1 = {x ∈ Rn+ | eTx = eTd} with respect to
≺d where k is chosen such that dk is minimal in d. It is the unique maximal
element in (eTd)∆n−1 with respect to ≺d if and only if dk is the unique minimal
element of d.
Proof. (i) Consider deT /(eTd) ∈ sd(n) which maps any x ∈ Rn with eTx = eTd to d
so d ≺d x. Uniqueness is obvious as d is a fixed point of every d-stochastic matrix.
(ii): W.l.o.g. eTd = 1 (else we can rescale the problem accordingly), so {x ∈
Rn+ | eTx = eTd} is equal to the standard simplex ∆n−1. In light of convexity of ≺d
it suffices to show that ek d-majorizes all extreme points of ∆
n−1 which by definition
are given by the standard basis vectors e1, . . . , en. Let j ∈ {1, . . . , n}, j 6= k. Choose
A as the identity matrix aside from(
Ajj Ajk
Akj Akk
)
=
(
1− dkdj 1
dk
dj
0
)
if j < k or
(
Akk Akj
Ajk Ajj
)
=
(
0 dkdj
1 1− dkdj
)
if k < j .
One readily verifies that A is d-stochastic (because dk ≤ dj) with Aek = ej , so ej ≺d ek
which together with convexity of ≺d shows x ≺d ek for all x ∈ ∆n−1.
For uniqueness first assume that dk is the unique minimal element in d and further
that there exists M ′ ∈ ∆n−1 such that x ≺d M ′ for all x ∈ ∆n−1. In particular,
ek ≺d M ′ ≺d ek so Proposition 4.2 (iv) yields∑n
i=1
di
(M ′i
di
− t
)+
= 1− dkt
for all t ∈ {M ′1d1 , . . . ,
M ′n
dn
, 1dk , 0}. Choose any j ∈ {1, . . . , n}, j 6= k. Then for J =
{
i ∈
12
{1, . . . , n} ∣∣ M ′idi ≥ M ′jdj } one has
1− dk
M ′j
dj
=
∑n
i=1
di
(M ′i
di
− M
′
j
dj
)+
=
∑
i∈J
di
(M ′i
di
− M
′
j
dj
)
=
∑
i∈J
M ′i −
M ′j
dj
∑
i∈J
di .
Note that J 6= ∅ as j ∈ J . Because of eTM ′ = 1, the above equation yields
∑
i∈{1,...,n}\JM
′
i = 1−
∑
i∈JM
′
i =
M ′j
dj
(
dk − dj −
∑
i∈J\{j} di
)
.
As the l.h.s. is non-negative, the same has to hold for the r.h.s. so in particular M ′j = 0
due to dk − dj < 0. As j 6= k was chosen arbitrarily, this implies M ′ = ek.
On the other hand, assume there exist k, k′ ∈ {1, . . . , n} with k 6= k′ such that
dk = dk′ is minimal in d. Then ek and ek′ are both maximal with respect to ≺d by
the same argument as above, hence uniqueness does not hold which concludes the
proof.
Remark 3. The fact that every e1, . . . , en is maximal in the standard simplex ∆
n−1
for d = e is lost in the general setting (consider the example from Rem. 2 (iii)).
However, for strictly positive vectors z ∈ Rn++ one still has (eT z)ek 6≺d z for all k =
1, . . . , n. More generally, if y ≺d z then y has to be strictly positive as well. Otherwise
the corresponding transformation matrix (non-negative entries) would contain a row
of zeros which due to d > 0 contradicts d being one of its fixed points.
4.2. The ≺d-Polytope
To explore the “geometry” of d-majorization, we shall consider the set of all vectors
which are d-majorized by some y ∈ Rn. For this, we introduce the map
Md : P(Rn)→ P(Rn)
S 7→
⋃
y∈S{x ∈ R
n |x ≺d y}
where P denotes the power set. For convenience Md(y) := Md({y}) for any y ∈ Rn
which then equals the set of all vectors which are d-majorized by y. Note that the idea
here is close to—but should not be confused with—the (d-)majorization polytope of
two vectors, which is the set of all (d-)stochastic matrices which map one vector to
the other as studied, e.g., in [28,29].
Now Proposition 4.2 (vi) directly implies
Md(y) =
⋂n
i=1
{
x ∈ Rn
∣∣∣ eTx = eT y ∧ ∥∥∥x− yi
di
d
∥∥∥
1
≤
∥∥∥y − yi
di
d
∥∥∥
1
}
=
⋂n
i=1
{
x ∈ Rn
∣∣∣ eT(x− yi
di
d
)
= eT
(
y − yi
di
d
)
∧
∥∥∥x− yi
di
d
∥∥∥
1
≤
∥∥∥y − yi
di
d
∥∥∥
1
}
=
⋂n
i=1
({
x˜ ∈ Rn
∣∣∣ eT x˜ = eT(y − yi
di
d
)
∧ ‖x˜‖1 ≤
∥∥∥y − yi
di
d
∥∥∥
1
}
+
yi
di
d
)
(7)
for all y ∈ Rn, d ∈ Rn++.
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Lemma 4.4. Let z ∈ Rn. Then
{x ∈ Rn | eTx = eT z ∧ ‖x‖1 ≤ ‖z‖1} =
{
x ∈ Rn
∣∣∣x ≺

eT z+
−eT z−
0
..
.
0
}
where z = z+ − z− is the unique decomposition of z into positive and negative part,
i.e. z+, z− ∈ Rn+ satisfy 〈z+, z−〉 = 0.
Proof. In the following let zˆ := (eT z+,−eT z−, 0, . . . , 0).
“⊇ ”: Majorization by definition forces the two vectors to be in the same hyperplane:
eTx = eT z+ − eT z− = eT (z+ − z−) = eT z. Also if x ≺ zˆ then there exists a doubly
stochastic matrix A which maps zˆ to x so
‖x‖1 = ‖Azˆ‖1
(5)
≤ ‖zˆ‖1 = eT z+ + eT z− =
∑n
j=1
|zj | = ‖z‖1 .
“ ⊆ ”: Decompose x = x+ − x− with x+, x− ∈ Rn+, 〈x+, x−〉 = 0. By assumption
eTx = eTx+ − eTx− = eT z+ − eT z− = eT z
‖x‖1 = eTx+ + eTx− ≤ eT z+ + eT z− = ‖z‖1
so taking the sum of these conditions gives eTx+ ≤ eT z+. Thus for all k = 1, . . . , n−1∑k
i=1
x·i ≤
∑k
i=1
(x·i)
+ ≤ eTx+ ≤ eT z+ = eT z+ + 0 + . . .+ 0︸ ︷︷ ︸
k−1 zeros
=
∑k
i=1
zˆ·i
which—together with eTx = eT z—shows x ≺ zˆ.
Theorem 4.5. Let y ∈ Rn, d ∈ Rn++. Then Md(y) = {x ∈ Rn |Mx ≤ b} with M
being the matrix (1) and
b = min
i=1,...,n

eT (y − yi
di
d)+e+
yi
di
M1d
...
eT (y − yi
di
d)+e+
yi
di
Mn−1d
eT y
−eT y
 ∈ R2n . (8)
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Proof. By (7), Lemma 4.4, Proposition 3.1 and Remark 1
Md(y) =
⋂n
i=1
({
x˜ ∈ Rn
∣∣∣ eT x˜ = eT(y − yi
di
d
)
∧ ‖x˜‖1 ≤
∥∥∥y − yi
di
d
∥∥∥
1
}
+
yi
di
d
)
=
⋂n
i=1
({
x ∈ Rn
∣∣∣x ≺

eT (y − yi
di
d)+
−eT (y − yi
di
d)−
0
...
0
}+ yidid
)
=
⋂n
i=1
({
x ∈ Rn
∣∣∣Mx ≤

eT (y − yi
di
d)+
...
eT (y − yi
di
d)+
eT (y − yi
di
d)
−eT (y − yi
di
d)
}+ yidid
)
=
{
x ∈ Rn
∣∣∣Mx ≤ min
i=1,...,n

eT (y − yi
di
d)+e+
yi
di
M1d
.
..
eT (y − yi
di
d)+e+
yi
di
Mn−1d
eT y
−eT y
} .
Remark 4. Setting d = e in Theorem 4.5 together with Lemma 3.4 recovers the
H -description of classical majorization (Prop. 3.1) as was to be expected.
The previous theorem shows that roughly speaking ≺d and ≺ share the same ge-
ometry, i.e. the faces of Md(y) for arbitrary y ∈ Rn, d ∈ Rn++ are all parallel to some
face of a generic majorization polytope, but the precise location of the halfspaces
(respectively faces) may differ.
Corollary 4.6. Let y ∈ Rn, d ∈ Rn++. Then Md(y) is a non-empty convex polytope
of at most n− 1 dimensions.
Proof. For non-emptiness note that the identity matrix is d-stochastic so y ∈Md(y).
The number of dimensions is implied by the trace condition (eTx = eT y for all x ∈
Md(y)). By Theorem 4.5 there exists b ∈ R2n such that Md(y) = {x ∈ Rn |Mx ≤ b}
so Lemma 2.1 concludes the proof.
Remark 5. While the description of d-majorization via halfspaces is conceptionally
interesting—as seen above—it also enables an algorithmic computation of the extreme
points of Md(y). This conversion (from H - to V -description) is known as the vertex
enumeration problem which is a well-studied problem in the field of convex polytopes
and computational geometry, see [30] for an overview. For the polytopes we are con-
cerned with one can also do this analytically, refer to Example 5.3 (Appendix B).
If Md acts on a set consisting of more than one vector we can state some further
geometrical and topological results.
Theorem 4.7. Let d ∈ Rn++ and an arbitrary subset P ⊆ Rn be given. Then the
following statements hold.
(i) If P lies within a trace hyperplane, i.e. there exists β ∈ R such that eTx = β for
all x ∈ P , then Md(P ) is star-shaped with respect to βeT dd.
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(ii) If P is convex, then Md(P ) is path-connected.
(iii) If P is compact, then Md(P ) is compact.
Proof. (i): Be aware that every x ∈ P is connected to eTxeT dd withinMd(P ) (cf. Theorem
4.6 together with convexity of ≺d). (ii): Let y, z ∈ P , λ ∈ [0, 1] be arbitrary. Then
λy + (1− λ)z ∈ P and
λ
eT y
eTd
d+ (1− λ)e
T z
eTd
d =
eTλy + (1− λ)z
eTd
d ∈Md({λy + (1− λ)z}) ⊆Md(P )
where in the last step we used that Md is increasing. Thus
eT y
eT dd,
eT z
eT dd are path-
connected in Md(P ), which together with (i) shows (ii).
(iii): As P by assumption is bounded and sd(n) is bounded (because compact,
cf. Remark 2 (ii)) this readily implies that Md(P ) is bounded. For closedness, consider
a sequence (xn)n∈N in Md(P ) which converges to some x ∈ Rn. By definition there
exists a sequence (yn)n∈N in P and a sequence (An)n∈N in sd(n) such that Anyn = xn.
Because P is compact by assumption there exists a subsequence (ynj )j∈N of (yn)n∈N
which converges to some y ∈ P . On the other hand compactness of sd(n) yields a
subsequence (Anl)l∈N of (Anj )j∈N which converges to some A ∈ sd(n). Combining
these two yields
‖Ay −Anlynl‖ ≤ ‖Ay −Anly‖1 + ‖Anly −Anlynl‖
≤ ‖A−Anl‖op‖y‖+ ‖Anl‖op︸ ︷︷ ︸
≤c for some c∈R
(boundedness of sd(n))
‖y − ynl‖1 → 0 as l→∞ .
Therefore x = liml→∞ xnl = liml→∞Anlynl = Ay , so x ∈Md(P ) because y ∈ P which
concludes the proof.
The previous corollary still holds when extending ≺d to complex vectors. One might
hope that Theorem 4.7.(ii) is not optimal in the sense that convexity of general P
implies convexity of Md(P ). Example 5.4 (Appendix B), however, gives a negative
answer.
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5. Appendix
A. Extreme Points of sd(3)
Lemma 5.1. Let d ∈ R3++ with d1 > d2 > d3.
(i) If d1 ≥ d2 + d3, then the 10 extreme points sd(3) are given by
I3
1 0 00 1− d3d2 1
0 d3d2 0
 1− d3d1 0 10 1 0
d3
d1
0 0

1− d2d1 1 0d2−d3d1 0 1
d3
d1
0 0

1− d3d1 d3d2 00 1− d3d2 1
d3
d1
0 0

1− d2d1 1 0d2
d1
0 0
0 0 1

1− d3d1 0 1d3d1 1− d3d2 0
0 d3d2 0

1− d2−d3d1 1− d3d2 0d2−d3d1 0 1
0 d3d2 0

1− d2d1 1− d3d2 1d2d1 0 0
0 d3d2 0

1− d2+d3d1 1 1d2d1 0 0
d3
d1
0 0

(ii) If d1 < d2 + d3, then the 13 extreme points sd(3) are given by
I3
1 0 00 1− d3d2 1
0 d3d2 0
 1− d3d1 0 10 1 0
d3
d1
0 0

1− d2d1 1 0d2−d3d1 0 1
d3
d1
0 0

1− d3d1 d3d2 00 1− d3d2 1
d3
d1
0 0

1− d2d1 1 0d2
d1
0 0
0 0 1

1− d3d1 0 1d3d1 1− d3d2 0
0 d3d2 0

1− d2−d3d1 1− d3d2 0d2−d3d1 0 1
0 d3d2 0

1− d2d1 1− d3d2 1d2d1 0 0
0 d3d2 0

 0 1 d1−d2d3d2d1 0 0
1− d2d1 0 1− d1−d2d3

 0 d1−d3d2 11− d3d1 1− d1−d3d2 0
d3
d1
0 0

 0 d1−d3d2 1d2d1 0 0
1− d2d1 1− d1−d3d2 0

 0 1 d1−d2d31− d3d1 0 1− d1−d2d3
d3
d1
0 0

Proof. The respective number of extreme points is stated in [9, Remark 4.5]. Then
one only has to verify that the above matrices (under the given assumptions) are in
fact extremal in sd(3).
Once we allow components of d to coincide, the above extreme points simplify
slightly (as already observed in [9, Remark 4.5]). Within the setting of (i) if d2 = d3
then one is left with 7 extreme points. For (ii) if either d1 = d2 or d2 = d3 then one
has 10 extreme points and if d1 = d2 = d3 then there are 6 extreme points (namely the
3× 3 permutation matrices which recovers Birkhoff’s theorem, cf. [18, Thm. 2.A.2]).
18
B. Examples and Counterexamples
Example 5.2. Let n = 4 so
M =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
1 1 0 0
1 0 1 0
1 0 0 1
0 1 1 0
0 1 0 1
0 0 1 1
1 1 1 0
1 1 0 1
1 0 1 1
0 1 1 1
1 1 1 1
−1 −1 −1 −1

and choose b =

0
0
0
0
0
−1/2
−1/4
0
0
0
−1/2
−1/2
−5/8
0
−1
1

.
By Definition 2.4 and Lemma 2.5
{Eb(σ) |σ ∈ S4} =
{ 00−1/2
−1/2
 ,
 0−3/8−1/2
−1/8
 ,
 0−1/4−1/2
−1/4
 ,
 0−3/8−3/8
−1/4
 ,
−1/20
0
−1/2
 ,
−10
0
0
 ,
−1/20−1/2
0
 ,
−1/2−3/8
0
−1/8
 ,
−5/8−3/8
0
0
 ,
−1/4−1/4−1/2
0
 ,
−1/4−3/8−3/8
0
} .
The second and the fourth vector from this list are the solutions to1 0 0 01 0 1 0
1 0 1 1
1 1 1 1
p =
 0−1/2−5/8
−1
 and
1 0 0 01 0 0 1
1 0 1 1
1 1 1 1
p =
 0−1/4−5/8
−1
 , (9)
respectively and are not in {x ∈ R4 |Mx ≤ b}—but every other point of {Eb(σ) |σ ∈
S4} is in. On the other hand one readily verifies that p = −18(1, 3, 3, 1)T satisfies
Mp ≤ b and solves 1 0 1 01 0 0 1
1 0 1 1
1 1 1 1
p =
−1/2−1/4−5/8
−1
 (10)
so it is extreme in {x ∈ R4 |Mx ≤ b} by Lemma 2.3 but p 6∈ {Eb(σ) |σ ∈ S4}. Thus
there exist extreme points of {x ∈ R4 |Mx ≤ b} not of the form Eb(σ).
Example 5.3. Let d = (4, 2, 1)T , y = (4,−2, 2)T . To compute Md(y) we first need the
vector b ∈ R8 from the corresponding halfspace description. Using { yidi | i = 1, 2, 3} =
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{1,−1, 2} so by Theorem 4.5 Md(y) = {x ∈ R3 |Mx ≤ b} with
M =

1 0 0
0 1 0
0 0 1
1 1 0
1 0 1
0 1 1
1 1 1
−1 −1 −1
 ∈ R
8×3 b = min
{

1 + 4
1 + 2
1 + 1
1 + 6
1 + 5
1 + 3
4
−4
 ,

11− 4
11− 2
11− 1
11− 6
11− 5
11− 3
4
−4
 ,

0 + 8
0 + 4
0 + 2
0 + 12
0 + 10
0 + 6
4
−4

}
=

5
3
2
5
6
4
4
−4
 .
Using Definition 2.4, Lemma 2.5 one can easily generate the extreme points of Md(y):
Md(y) = conv
{ 50
−1
 ,
 5−2
1
 ,
 23
−1
 ,
03
1
 ,
 4−2
2
 ,
02
2
} .
One can verify this using the corresponding extreme points of sd(3) from Appendix A.
Example 5.4 (Convexity counterexample). Let n = 3 and d = e (so ≺d becomes ≺).
Consider the probability vectors
x =
1
5
21
2
 =
0.40.2
0.4
 and y = 1
4
12
1
 =
0.250.5
0.25

and their joining line segment P := conv{x, y}. Be aware that P as well as Me(P ) =⋃
z∈P {v ∈ Rn+ | v ≺ z} are subsets of ∆2. One readily verifies
Me(P ) = {v ∈ Rn+ | v ≺ x ∨ v ≺ y} = Me(x) ∪Me(y) , (11)
refer also to Figure 1. Now although x, y˜ := (0.25, 0.25, 0.5) ∈Me(P ) one has
1
2
x+
1
2
y˜ =
1
40
139
18
 =
0.3250.225
0.45
 (11)6∈ Me(P )
as neither x nor y majorizes it so Me(P ) is not convex.
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Figure 1. Visualization of Example 5.4 on the 3-dimensional standard simplex. The image on the right zooms
in on Me(P ) and shows the decomposition into Me(x) and Me(y). In particular, one sees that for all z ∈ P
one has either z ≺ x (⇔ z ∈Me(x)) or z ≺ y (⇔ z ∈Me(y)) which implies (11).
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