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Resumo
Este projeto apresenta um estudo sobre métodos de esqueletização de objetos tridimen­
sionais. O processo de esqueletização busca extrair de um objeto 3D o seu esqueleto, que 
pode ser definido como uma estrutura curva semelhante a um grafo e capaz de descrever 
a topologia deste objeto de maneira simples e compacta. Esta estrutura possui diversas 
aplicações como animação na área de computação gráfica, comparação entre objetos com 
o objetivo de medir similaridade, segmentação de objetos e até mesmo reconstituição da 
superfície do objeto 3D.
Palavras-chave: Objetos 3D, esqueletização, Descritor de Formas, Malhas, Nuvem de 
pontos.
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A modelagem e processamento de malhas e superfícies tridimensionais possui di­
versas aplicações graças à sua capacidade de modelar fielmente objetos do mundo real. 
Juntamente com a potencial capacidade computacional presente em computadores atu­
ais e com ferramentas de modelagem mais avançadas, modelos 3D podem ser facilmente 
criados e manipulados sem a necessidade de equipamentos avançados. Muitos modelos 
profissionais relacionados a várias áreas (como na Biologia, Medicina, Química ou Robó­
tica) estão disponíveis em volume crescente através da Internet (YANG; LIN; ZHANG,
2007) . Google 3D Warehouse 1 e TurboSquid 2 são exemplos de sites contendo modelos 
profissionais de vários objetos (OVSJANIKOV et al., 2011) .
Várias são as aplicações em que objetos 3D podem ser utilizados de modo geral. 
Aplicações CAD, CAE e CAM tem auxiliado profissionais como engenheiros, arquitetos, 
designers na modelagem 2D e 3D de produtos nos diversos setores, dentre eles na indústria 
automotiva, arquitetura, construção naval (MODERNA, 2016) . Com o uso de impressoras 
3D é possível através de modelos tridimensionais produzir de modelos de brinquedos a 
protótipos complexos e próteses médicas (TECMUNDO, 2013) . O processo de digitaliza­
ção 3D (o uso de digitalizadores para obter modelos tridimensionais através de objetos do 
mundo real) tem demonstrado eficácia no desenvolvimento de produtos industriais, tendo 
como exemplo de aplicação a etapa de inspeção 3D no final do desenvolvimento, na qual 
consegue-se comparar o modelo desenvolvido em CAD com o modelo digitalizado do pro­
duto final (ENGENHARIA, 2012) . O trabalho de Levoy et al. (2000) descreve um sistema 
para digitalização no qual foi utilizado para escanear dez estátuas de Michelangelo.
Algumas aplicações utilizam apenas informações extraídas de um objeto 3D em 
uma representação simples e compacta, chamada de descritor de formas. Esta represen­
tação possibilita economia em armazenamento e maior desempenho computacional para 
os algoritmos que a utiliza. Também é desejado que esta informação não seja sensível a va­
riações do modelo 3D original, tais como escala, rotação e translação (PAPADAKIS et al.,
2008) . O tipo de representação pode afetar a performance ou a precisão de um algoritmo. 
No caso de uma aplicação de recuperação de objetos 3D com base no conteúdo, a escolha 
de um descritor de formas afeta como será realizada a etapa de comparação entre dois 
objetos pelo fato desta etapa depender de como o descritor de formas está representado 
(YANG; LIN; ZHANG, 2007) .
1
2
Link para Google 3D Warehouse: https://3dwarehouse.sketchup.com/ 
Link para TurboSquid: http://www.turbosquid.com/
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O processo para extrair informações relevantes de um objeto 3D e representá-lo 
por meio de um descritor de formas é denominado extração de características. Os 
métodos para extração de características podem ser classificados em quatro grupos, sendo 
estes (YANG; LIN; ZHANG, 2007) :
1. Métodos baseados na análise da geometria global: estes métodos analisam 
diretamente características da geometria global de um objeto 3D. Estes métodos ne­
cessitam previamente de algoritmos semelhantes à análise de componentes principais 
(PCA ou ACP) para normalizar a forma, além de possuírem alto custo computa­
cional e de armazenamento. Conforme apresentado por Kolonias et al. (2005) , a 
razão do aspecto (razão entre largura e altura da caixa de contorno do objeto 3D 
(FLORES, 2012)) e ângulos tridimensionais de vértices ou arestas são alguns dos 
exemplos de descritores mais simples e diretos, porém limitados ao caracterizar a 
forma. Outro exemplo é apresentado por Vranic (2004) ao propor uma representação 
geométrica baseada no raio, onde são definidos vetores de distância da origem até a 
superfície da malha. O descritor proposto por Suzuki, Kato e Otsu (2000) se baseia 
em “classes de equivalência”. Nesta abordagem o objeto 3D é particionado em uma 
grade onde, para cada célula da grade, calcula-se o número de vértices. Cada con­
junto de células que contém características em comum (como número de vértices) 
define uma classe de equivalência. Depois constrói um vetor de características com 
propriedades da classe de equivalência (por exemplo o número de vértices) (Figura 
1) .
Figura 1 -  Método baseado em classes de equivalência 
Fonte: Suzuki, Yaginuma e Sugimoto (2003) 2
2. Métodos baseados em funções de mapeamento: estes métodos definem uma 
função de mapeamento entre o objeto 3D e um determinado domínio. Tal aborda­
gem tem como vantagem menor complexidade computacional e em armazenamento, 
resultando em um descritor mais compacto. Todavia, resulta em muita perda de 
informação do objeto 3D original devido à restrição do processo de mapeamento. 
A forma do objeto 3D pode, por exemplo, ser mapeada em uma série de funções 
esféricas, não necessitando de normalização das coordenadas canônicas para gerar 
características invariantes. Métodos neste domínio supõe, de forma geral, que o mo­
delo possua topologia válida (malhas) ou volume explícito (volumétricos), além de
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ser um processo complexo e com alto custo computacional. Horn (1984) propõe um 
mapeamento que relaciona um ponto da superfície do objeto 3D com o ponto na 
esfera gaussiana por busca de pares de pontos que possuem mesmo vetor normal. 
Outra abordagem procura mapear projeções de um objeto 3D em diversas visões 
em planos 2D. Alguns exemplos são a proposta de (VRANIC, 2004) , onde as carac­
terísticas são extraídas por projetar o objeto 3D nos planos XY, XZ e YZ e calcular 
a densidade espectral de Fourier dos pontos igualmente espaçados em distância e 
ângulo do contorno para cada projeção.
3. Métodos baseados nas propriedades estatísticas: estes métodos utilizam pro­
priedades estatísticas dos objetos 3D. Dentre estas temos os momentos (CANTE- 
RAKIS, 1999) e os histogramas (ASHBROOK et al., 1995) .
4. Métodos baseados em análise topológica: estes métodos fazem uso da repre­
sentação topológica do objeto. Tal representação possui uma estrutura semelhante a 
um grafo, o qual contém informações relacionadas à topologia, isto é, como os vérti­
ces, arestas e superfícies estão interligadas (YANG; LIN; ZHANG, 2007) . Exemplo 
de representação é o esqueleto do objeto 3D (Figura 2) .
Figura 2 -  Exemplo de representação pelo esqueleto de um objeto 3D
Fonte: Madaras (2013)
O esqueleto de um objeto 3D é uma estrutura semelhante a um grafo capaz de 
representar a geometria e a topologia de um objeto 3D. Trata-se de uma representação 
de alto-nível e mais próxima à nossa visualização, sendo menos sensível à variações da 
estrutura ou articulação em relação à descritores de forma baseados em contorno (YANG; 
LIN; ZHANG, 2007) .
1.2 Objetivo
Este trabalho tem como objetivo apresentar um estudo sobre algoritmos de esque- 
letização de objetos tridimensionais, focando nos métodos utilizados para a extração do 
esqueleto de objetos 3D representados por nuvem de pontos ou malhas triangulares. 
Neste trabalho é realizada a análise das seguintes publicações encontradas na literatura:
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• o método de esqueletização proposto por Tagliasacchi, Zhang e Cohen-Or (2009) 
para nuvem de pontos.
• o método de esqueletização proposto por Au et al. (2008) para malhas triangulares.
• o método de esqueletização proposto por Jiang et al. (2013) para malhas triangula­
res, podendo ser estendido para nuvens de pontos.
Em cada análise, este trabalho propõe mostrar quais as vantagens e desvantagens 
encontradas em cada método e buscar apresentar meios de solucionar alguma das des­
vantagens encontradas. Além disto, este trabalho também apresenta um algoritmo para 
simplificação de malhas triangulares proposto por Valette e Chassery (2004) .
1.3 Justificativas
1.3.1 Motivos para utilizar o esqueleto como descritor de formas
O esqueleto de um objeto 3D é uma representação intuitiva e natural devido ao 
seu nível mais elevado de representação e proximidade a nossa visualização (YANG; LIN; 
ZHANG, 2007) . Métodos que fazem uso do esqueleto do objeto 3D como descritor de 
formas possuem vantagens em relação a métodos baseados no contorno ou superfície 
do objeto devido ao esqueleto não ser tão sensível à variabilidades estruturais ou de 
articulação (YANG et al., 2007) , isto é, alterações sutis no contorno ou superfície da 
forma de um objeto não impactuam diretamente na sua topologia.
1.3.2 Aplicações práticas
Devido à sua importância e variedade de aplicações para objetos 3D, existe uma 
quantidade crescente de modelos tridimensionais em base de dados disponíveis na Internet. 
Exemplos de repositórios são National Design Repository 3 para modelos CAD e Protein 
Data Bank 4 para modelos biológicos (TANGELDER; VELTKAMP, 2008) . Com este 
cenário, surge a necessidade de motores de busca para objetos 3D, os quais ainda estão em 
sua fase inicial. A maioria dos sites permitem a busca apenas através de palavras-chave. 
Tais abordagens não possuem muita eficácia, podendo gerar ambiguidades. Além disto, é 
dificil representar características do modelo desejado através de uma consulta de texto. 
Para estas questões é considerável uma abordagem utilizando recuperação com base em 
conteúdo (YANG; LIN; ZHANG, 2007).
Recuperação de objetos 3D com base no conteúdo é uma abordagem que baseia-se 
nos atributos do objeto 3D (como a forma, cor, textura) para recuperação, reconhecimento
3 Link para Natural Design Repository: http://edge.cs.drexel.edu/repository/
4 Link para Protein Data Bank: http://www.rcsb.org
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e combinação de modelos tridimensionais. Estes conceitos não estão limitados a motores 
de busca, podendo ser aplicados em computação visual, computação gráfica, modelagem 
geométrica, reconhecimento de padrões, biologia molecular e assim por diante (YANG; 
LIN; ZHANG, 2007) .
Em todo processo de recuperação baseada em conteúdo encontra-se os passos de 
extração de características e comparação. A extração de características consiste em ob­
ter atributos descritivos do objeto de consulta, tais como forma, cor, textura e outros; 
enquanto a comparação é dada por obter atributos extraídos de dois objetos distintos e 
medir sua semelhança (YANG; LIN; ZHANG, 2007) .
Yang, Lin e Zhang (2007) apresentam um estudo sobre recuperação com base em 
conteúdo de objetos tridimensionais (Figura 3) . Segundo os autores, existem quatro etapas 
principais que geralmente serão encontradas neste tipo de sistema:
1. Normalização: consiste em normalizar um objeto 3D quanto à variações de escala, 
translação, rotação e reflexão. O objetivo é assegurar que as variações nos objetos 3D 
não interfiram nas etapas de extração de características e comparação, atribuindo 
um padrão destas variações a todos os objetos.
2. Extração de características: processo no qual são utilizados métodos para extrair 
informações necessárias para a etapa de comparação entre objetos. Tais métodos 
retornam uma representação do objeto capaz de descrevê-lo de forma mais simples 
e compacta. Tal representação pode ser determinada como descritor de formas, 
segundo Papadakis et al. (2008) .
3. Com paração: tem como objetivo medir a similariade entre objetos tridimensionais 
utilizando a representação resultante do processo de extração de características, 
retornando os resultados em ordem de acordo com o grau de similaridade com cada 
modelo comparado.
4. Representação das consultas e interface com o usuário mecanismo no qual o 
usuário poderá realizar buscas por modelos tridimensionais com base no conteúdo.
1.3.3 Motivos para realizar uma análise comparativa
Neste trabalho é realizada uma análise comparativa entre os principais métodos 
encontrados na literatura. Os algoritmos de Au et al. (2008) e Tagliasacchi, Zhang e 
Cohen-Or (2009) estão entre os mais referenciados, conforme estado da arte apresentado 
por Tagliasacchi et al. (2012) e Jiang et al. (2013) . Outros trabalhos procuram apresentar 
melhorias e adaptações destas publicações, como o caso do algoritmo de Tagliasacchi et al. 
(2012) , o qual estende o algoritmo proposto por Au et al. (2008) . O algoritmo proposto por



























Figura 3 -  Arquitetura de um sistema de recuperação de objetos 3D baseado em conteúdo
Fonte: Yang, Lin e Zhang (2007)
Jiang et al. (2013) pode apresentar resultados que é capaz de solucionar alguns detalhes 
encontrados em Au et al. (2008) e em Tagliasacchi, Zhang e Cohen-Or (2009) .
Além disto, este projeto busca apresentar meios de solucionar algumas das desvan­
tagens encontradas nas abordagens. Estas soluções são muitas vezes encontradas de forma 
dispersa em diversas publicações, podendo ser de difícil acesso. Isto inclui o algoritmo de 
Hoppe et al. (1992) , Xie et al. (2003) e König e Gumhold (2009) para o cálculo de ve­
tores normais para nuvens de pontos, uma vez que o algoritmo de Tagliasacchi, Zhang e 
Cohen-Or (2009) requer como entrada nuvens de pontos com vetores normais. Também 
inclui soluções para resolver o cálculo da cotangente encontrada no operador discreto de 
Laplace em Au et al. (2008) .
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2 Metodologia
Este trabalho tem como objetivo apresentar um estudo sobre métodos de esquele- 
tização de objetos 3D. Apesar de existirem diversas formas de representar um objeto 3D, 
este projeto possui foco em abordagens que utilizam nuvem de pontos e malhas tri­
angulares como representação do objeto tridimensional de entrada. Outras abordagens 
utilizam voxels como representação do objeto 3D de entrada mas não são tratadas neste 
trabalho.
Muitos algoritmos utilizados no processamento de objetos tridimensionais utilizam 
cálculos relacionados à geometria analítica, álgebra linear, estatística ou cálculo diferencial 
e integral. Para que seja possível implementar métodos para realizar estes cálculos, é 
preciso utilizar os algoritmos de cálculo numérico correspondentes. Entretanto, algoritmos 
utilizados em cálculo numérico, ao serem implementados, podem produzir erros em seu 
resultado se estes forem comparados com aqueles retornados utilizando uma abordagem 
analítica (GUIDI, 2014) . Portanto é preciso um ambiente confiável para que cálculos mais 
complexos possam ser efetuados.
Para efetuar cálculos complexos, geralmente utiliza-se a linguagem e ambiente de 
desenvolvimento MATLAB 1 . Através dela, é possível desenvolver algoritmos envolvendo 
cálculos utilizando funcionalidades fornecidas pela linguagem. Além disso, é possível reali­
zar plotagens gráficas em até três dimensões. A linguagem possui alto nível de abstração, 
o que agiliza o processo de desenvolvimento pela simplicidade. Isto é uma vantagem ao 
ser comparada com linguagens de nível mais baixo de abstração, como a linguagem C.
Apesar de sua simplicidade, a linguagem MATLAB não possui um alto desem­
penho. Aruoba e Fernández-Villaverde (2014) fizeram um estudo de comparação entre 
as linguagens C + + , Fortran, Java, Julia, Python, Matlab, Mathematica e R. Segundo o 
autor, um programa em Matlab possui tempo de execução em torno de 9 a 11 vezes mais 
lento que um programa em C ++ . Embora este tempo seja bem melhor comparado a um 
programa escrito em Python (45 vezes mais lento que C + + ) ou escrito em R (475 a 491 
vezes mais lento que C + + ) (ARUOBA; FERNáNDEZ-VILLAVERDE, 2014) , seria me­
lhor se fosse possível desenvolver de modo mais eficiente em um ambiente mais confiável 
para cálculos numéricos.
A linguagem MATLAB apresenta técnicas para optimizar o tempo de execução 
pelo modo que um programa é escrito (MATHWORKS, 2016e) . Conforme MathWorks 
(2016g) , a linguagem é otimizada quando realiza operações envolvendo matrizes e ve­
tores ao invés de comandos para iterações como for ou while. Além disto, felizmente,
i Link para mais informações sobre MATLAB: http://www.mathworks.com/products/matlab/
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este ambiente disponibiliza uma API denominada M E X , no qual é possível programar 
funções em MATLAB utilizando linguagem C ou C + +  (MATHWORKS, 2016b) . Desta 
forma é possível desenvolver funcionalidades em uma linguagem com maior desempenho 
computacional que o MATLAB (ARUOBA; FERNáNDEZ-VILLAVERDE, 2014) .
A vantagem de desenvolver utilizando M E X  é a possibilidade de invocar métodos 
da linguagem MATLAB (tais como svd() para o cálculo da decomposição por valores sin­
gulares) pelo programa escrito em C através da função mexCallMATLABWithTrap fornecida 
por esta API (MATHWORKS, 2016c) . No entanto, a chamada de funções da linguagem 
MATLAB através da API MEX pode reduzir o desempenho do programa (ALTMAN, 
2014). Uma solução para isto seria desenvolver em C os métodos numéricos necessários, 
os quais podem ser encontrados no livro Numerical Recipes 2 .
Neste trabalho é utilizado o ambiente de desenvolvimento MATLAB para plotagem 
gráfica dos modelos tridimensionais e cálculos numéricos. Os algoritmos são desenvolvidos 
utilizado linguagem C através da API MEX, a qual utiliza a função mexCallMATLABWithTrap 
desta API para chamar funções nativas do MATLAB com tratamento de exceções. Os 
objetos 3D de entrada são obtidos através de arquivos Wavefront OBJ, os quais contém 
informações de vértices e faces do objeto (BOURKE, 2016) . Alguns objetos 3D utilizados 
pelo autor deste projeto podem ser encontrados em um repositório no GitHub 3 .
2
3
Link para Numerical Recipes: http://numerical.recipes/
Link para o repositório: https://github.com/sidneyflima/skeletonresearch
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3 Fundamentação Teórica/
Este capítulo apresenta a fundamentação teórica para a compreensão dos métodos 
de esqueletização de formas 3D apresentados por este trabalho. Para isto, este capítulo 
utiliza as seguintes seções:
1. Representação de objetos 3D (Seção 3.1) : explica as principais formas de repre­
sentar um objeto 3D, os quais são nuvem de pontos, malhas triangulares e voxels, 
além da definição da caixa delimitadora.
2. Conceitos de geometria analítica (Seção 3.2) : conceitos básicos de geometria 
analítica aplicados nos métodos estudados. Dentre eles estão o cálculo dos ângulos 
entre vetores utilizado no peso cotangente presentes no algoritmo de Au et al. (2008) , 
o cálculo de área de triângulos utilizado para calcular a área das faces de uma malha 
triangular e transformações geométricas que podem ser aplicadas no algoritmo de 
Cao et al. (2010) .
3. Autovalores e autovetores (Seção 3.3) : base teórica para a análise de componen­
tes principais utilizada por Hoppe et al. (1992) e por Tagliasacchi, Zhang e Cohen-Or 
(2009) .
4. Análise de componentes principais (Seção 3.4) : utilizados principalmente na 
extração de planos tangente encontrada em Hoppe et al. (1992) . Também utilizado 
no algoritmo de Tagliasacchi, Zhang e Cohen-Or (2009) .
5. Diagramas de Voronoi (Seção 3.5) e triangulação de Delaunay (Seção 3.6) : 
muito utilizados no algoritmo de simplificação da malha triangular proposto por 
Valette e Chassery (2004) e no método de esqueletização de Jiang et al. (2013) . A 
triangulação de Delaunay também é utilizada para gerar uma triangulações a partir 
de uma nuvem de pontos no algoritmo de Cao et al. (2010) .
6. Estimativa do plano tangente (Seção 3.7) : algoritmo de Hoppe et al. (1992) para 
estimativa do plano tangente.
7. Curvas de Hermite (Seção 3.8) : utilizadas no algoritmo para extração de vetores 
normais de uma nuvem de pontos proposto por König e Gumhold (2009) .
8. Suavização laplaciana (Seção 3.9) : amplamente utilizado no algoritmo de Au et 
al. (2008) , sendo também utilizado em Tagliasacchi, Zhang e Cohen-Or (2009) . Nesta 
seção é explicada os pesos que podem ser utilizados em uma suavização laplaciana.
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9. M atrizes esparsas C S R  e CCS (Seção 3.10) : podem ser utilizados para melhor 
representar o operador de Laplace utilizado em Au et al. (2008) .
3.1 Representação de objetos 3D
Para realizar adequadamente o processamento digital tanto para imagens 2D 
quanto para objetos 3D, é necessário o conhecimento de como esta imagem é representada 
e, portanto, como estes dados estão estruturados. Esta seção apresentará as principais for­
mas de representar objetos tridimensionais.
3.1.1 Nuvem de pontos
Uma nuvem de pontos (Figura 4) é um conjunto de pontos multidimensionais. 
No caso de uma nuvem de pontos 3D, trata-se de pontos tridimensionais, onde cada um 
destes representam os eixos de coordenadas X, Y  e Z (POINTCLOUD.ORG, 2011) .
Equipamentos para escaneamento a laser 3D, tais como LS3D 1 utilizam esta 
representação para os objetos capturados (FRANçA, 2013) .
Figura 4 -  Exemplo de representação de objeto 3D por nuvem de pontos
Fonte: ShapeQuest (1999)
3.1.2 Malha triangular
Segundo Botsch et al. (2006) , uma malha triangular M  (Figura 5) é um tipo 
de representação da superfície de um objeto 3D o qual é constituído de componentes 
geométricos e topológicos. De acordo com o mesmo autor, cada componente é definida da 
seguinte forma:
1. Topologia: consiste de um conjunto de vértices V =  {v\,... ,vn} e um conjunto de 
faces triangulares T  =  {f\ ,. . . ,  f m}. Cada face fi E V3 é uma 3-tupla contendo três 
vértices de V distintos entre si. Para representar a conectividade entre os vértices,
i Link para LS3D - Laser Scanner 3D: http://www.ss-ls3d.com.br/index.html
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pode-se definir um conjunto de arestas £ =  [e i , . . . ,  eq} da malha, onde cada aresta 
ei G V2 é uma 2-tupla contendo o vértice de origem e de destino.
2. Geometria: consiste em um conjunto de posições do vértice no espaço tridimensi­
onal V =  [pi , ... ,pn}, onde cada Pi =  (xVi,yVi, zVi) G R3 corresponde à posição do
vértice tç G V no espaço.
Figura 5 -  Exemplo de representação de objeto 3D por malhas triangulares
Fonte: Power (2012)
A estrutura de dados para uma malha triangular pode ser construída utilizando 
uma tabela para a posição dos vértices no espaço e uma tabela de faces, onde cada face 
armazena o índice de cada um dos três vértices que a compõe (Tabela 1) .
Tabela de vértices
V i x n yn zi
V  2 x2, y2, Z2
V 3 x3, y3, Z3
V4 X4, y4, Z4
V5 X5, y5, Z5
(a) Tabela da Vértices
Tabela 1 -  Representação de
Tabela de faces
F i V i , V 2, V 3
F2 CO
>>>
f 3 V 2, V 5, V 4
(b) Tabela da Faces
por tabelas de vértices e faces
3.1.3 Representação volumétrica ou por voxels
Um voxel (Figura 6) constitui de uma unidade (ou célula) em uma grade uniforme, 
sendo análogo ao conceito de pixel em imagens 2D (FUNKHOUSER, 2002) . Para uma 
imagem 3D binária, cada voxel podem ser representados por apenas um bit indicando se 
pertence ou não ao objeto 3D (XIE; THOMPSON; PERUCCHIO, 2003) .
Segundo Xie, Thompson e Perucchio (2003) , objetos 3D representado por voxels 
são armazenados em uma matriz tridimensional. Outras abordagens utilizam uma octree 
no lugar de uma matriz para a representação (LAINE; KARRAS, 2010) .
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Figura 6 -  Exemplo de representação de objeto 3D por voxels 
Fonte: Funkhouser (2002)
3.1.4 Caixa delimitadora (bounding box)
A caixa delimitadora ou bounding box (Figura 7) é uma estrutura em formato 
de caixa que define os limites do objeto 3D nos eixos X, Y  e Z (ERSOY, 2010) .
Figura 7 -  Exemplo de caixa delimitadora ou bounding box 
Fonte: Ersoy (2010) adaptada pelo autor
3.2 Conceitos de geometria analítica
3.2.1 Vetores
Segundo Venturi (2015) , define-se vetor como “um conjunto de todos os segmentos 
orientados de mesma direção, de mesmo sentido e de mesmo comprimento”. Dado dois 
pontos A e B, determina-se um vetor v de origem no ponto A e destino no ponto B como:
v =  B -  A (3.1)
Seja i =  (1,0, 0), j  =  (0,1,0) e k =  (0, 0,1) vetores da base canônica no R3. O vetor 
u =  (x\,y\, z1) é expresso pela seguinte combinação linear (STEINBRUCH; WINTERLE,
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1987a) :
v =  X\i +  y j  +  Z\k (3.2)
Em Steinbruch e Winterle (1987a) pode-se encontrar as seguintes definições:
• O m ódulo ou norma (VENTURI, 2015) de um vetor v, expresso pela notação |n|, 
é o seu comprimento. Considerando que v =  (x\,yi,Zi) está no R3, o módulo é 
calculado através da equação:
H  =  \/ %i +  yí +  Zi (3.3)
• Dois vetores u =  (x\,y\, Z\) e v =  (x2, yí ,zí ) são iguais se, e somente se, possuírem 
mesma direção, sentido e módulo. Em outras palavras, se ^  =  x2, y\ =  y2 e z\ =  z2.
• O vetor cujo módulo é zero é denominado vetor nulo. É expresso pela notação 0.
• Dado o vetor v, o vetor oposto  u =  —v é um vetor de mesmo módulo e direção de 
v, porém em sentidos opostos.
• O vetor no qual |n| =  1 é denominado vetor unitário.
• O versor u de um vetor não nulo v é um vetor unitário que possui mesmo sentido 
e direção de v. É calculado através da equação:
V
a =  iü  (3'4)
• Dois vetores são colineares se possuem a mesma direção.
• Três ou mais vetores são coplanares se pertencem a um mesmo plano.
3.2.2 Produto escalar
Conforme Steinbruch e Winterle (1987a) , o produ to escalar ou produ to interno 
(VENTURI, 2015) de dois vetores u =  (x\,yi,Z\) e v =  (xí ,yí ,z í ) é um valor escalar 
definido como:
u • v =  XiXí + yiyi + z z (3.5)
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Também é utilizado a notação (u, v) para o produto escalar (STEINBRUCH; WIN- 
TERLE, 1987a) . O produto escalar pode, conforme Venturi (2015) , ser definido como 
sendo como:
u ■ v =  |w||w| cos a (3.6)
onde a é o menor ângulo formado por u e v. Assim, o valor de a está entre 0 e n.
Analisando a Equação 3.6, nota-se que o sinal do valor escalar de (u,v) depende 
do sinal de cos a, uma vez que o módulo de um vetor é sempre positivo (VENTURI, 
2015). Portanto, pode-se obter as seguintes conclusões sobre o ângulo formado entre u e 
v (STEINBRUCH; WINTERLE, 1987a)
• O ângulo a é agudo quando (u, v) > 0.
• O ângulo a é obtuso quando (u, v) < 0.
• O ângulo a é reto ou igual a zero quando (u, v) =  0.
3.2.3 Produto vetorial
Sejam u =  (xi,yi,Z\) e v =  (x2,y2, z2) vetores no R3. O produ to vetorial, 
expresso pela notação u x v, retorna um vetor ortogonal a u e v obtido através da fórmula 
(STEINBRUCH; WINTERLE, 1987a):
u x v =  (yiz2 -  y2Z\,ZiX2 -  z2Xi,xry2 -  x2yi) (3.7)
Segundo Steinbruch e Winterle (1987a) , a norma do produto vetorial de dois ve­
tores u e v pode ser definido como:
lu x vl =  |w||w| sin a (3.8)
onde a é o menor ângulo formado por u e v. Assim, o valor de a está entre 0 e n.
3.2.4 Produto misto
Sejam u, v e w vetores em R3. O p rodu to m isto (u, v, w) é definido como o pro­
duto escalar entre o vetor v e do produto vetorial de v e w (STEINBRUCH; WINTERLE, 
1987a) . Matematicamente:
(u, v,w) =  u ■ (v x w) (3.9)
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3.2.5 Condições e propriedades entre vetores
Sejam u, v e w vetores no R3. As seguintes propriedades e condições podem ser 
afirmadas de acordo com Steinbruch e Winterle (1987a) :
• C ondições de colinearidade: dois vetores u e v são colineares se, e somente se, 
existir um valor real k tal que u =  kv. De mesmo modo se existir um valor real m 
tal que v =  mu. Se u ou v não for vetor nulo, pode-se concluir que dois vetores são 
colineares se o produto vetorial entre eles resultar no vetor nulo 0.
• C ondições de ortogonalidade: dois vetores u e v são ortogonais se, e somente se, 
o produto escalar entre eles for igual a zero.
• C ondições de coplanaridade: três vetores u, v e w podem ser coplanares se o 
produto misto de u, v e w for igual a zero.
3.2.6 Ângulo entre vetores e suas relações trigonomêtricas
Sejam u e v e a o ângulo formado entre eles. De acordo com Steinbruch e Winterle 





De modo análogo, pode-se obter o seno do ângulo a através da norma do produto 
vetorial de u e v (Equação 3.8) como sendo (STEINBRUCH; WINTERLE, 1987a) :
lu x v\sen a = MM (3.11)
Outras relações trigonométricas podem ser definidas. Conforme Iezzi (1978) , o 
cálculo da tangente pode ser obtido pela seguinte relação trigonométrica:
sen a
tan o  =  (3.12)
cos a
O cálculo da cotangente pode ser expresso pela equação (IEZZI, 1978) :
cos a
cot o  =  (3.13)
sen a
Através destas equações, pode-se reformular o cálculo da tangente como sendo:





sen a \u x v\ M H  
cos a M H  (u,v)
tan a \Ü x v\ 
(ú, ff)
(3.14)
Como a cotangente é o inverso da tangente (IEZZI, 1978) , o cálculo da cotangente 
pode ser reformulado como o inverso da equação 3.14, ficando:
cot a (u,v) 
^  x ff\
(3.15)
3.2.7 Cálculo de áreas
Sejam A, B , C e D pontos tais que â Ò =  CÒ. Sejam u e ff vetores tais que u =  Ã è  
e ff =  Ã È . Seja a o ângulo formado entre u e ff (Figura 8) . A área do paralelogramo 
formado pelos pontos A, B , C e D pode ser obtida através da norma do produto vetorial 
de u e ff (STEINBRUCH; WINTERLE, 1987a) . Ou seja:
AreaABCD =  H x ff\ (3.16)
Figura 8 -  Paralelogramo formado por dois vetores 
Fonte: Steinbruch e Winterle (1987a) adaptada pelo autor
A partir da área do paralelogramo (Equação 3.16) pode-se obter a área do triângulo 





3.2.8 Planos no espaço
De acordo com Venturi (2015) , um plano pode ser definido por um ponto e dois 
vetores não colineares. Seja P0 =  (xo,yo,z0) um ponto tal que P0 pertence ao plano f3 e
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Figura 9 -  Triângulo formado por dois vetores 
Fonte: Steinbruch e Winterle (1987a) adaptada pelo autor
u =  (x\,yi,zi) e v =  (x2,y2,z2) vetores não colineares. Para que um ponto P  =  (x ,y ,z ) 
pertença ao plano /3 é necessário que os vetores u, v e 1—,^ =  (P — Po) sejam coplanares
(VENTURI, 2015) . Conforme condições de coplanaridade entre vetores, um ponto P0 
pertence ao plano f3 se:
(P0p,u,v) =  0 (3.18)
A partir da Equação 3.18, pode-se desenvolver a equação geral do plano. Utilizando 
Equações 3.5 e 3.7, temos:
(Pop, u, v) =  (Pop, u X V)
=  (Pop, (yiZ2 -  y2Z\,ZiX2 -  z2Xi,Xiy2 -  x2yi))
=  (x -  xo)(yiZ2 -  y2zi) +  (y -  yo)(ziX2 -  ^ i )  +  (z -  zo)(xyy2 -  X2yi)
= 0
Considerando a =  y1z2 -  y2z1, b =  z1x2 -  z2x 1 e c =  x 1y2 -  x2y1, a equação pode
ser reescrita semelhante a equação presente em Steinbruch e Winterle (1987a) . Logo:
(PPo, u, v) =  (x -  Xo)a +  (y -  yo)b +  (z -  z0)c 
=  ax +  by +  cz +  ( -a x 0 -  by0 -  cz0) 
= 0
Considerando d =  —ax0 — by0 — cz0, a equação geral do plano é definida como 
(STEINBRUCH; WINTERLE, 1987a) :
ß : ax + by + cz + d =  0 (3.19)
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Sejam f3 um plano e u e v vetores não colineares tais que u G f3 e v G f3. O vetor 
norm al n do plano f3 (Figure 10) é um vetor ortogonal ao plano f3 que pode ser obtido 
através do produto vetorial entre u e v (STEINBRUCH; WINTERLE, 1987a) . Isto é:
n =  u x v (3.20)
Figura 10 -  Normal de um plano 
Fonte: Steinbruch e Winterle (1987a) adaptada pelo autor
3.2.9 Projeção de vetores
Sejam u e v vetores e a o ângulo formado entre eles. Segundo Steinbruch e Winterle 
(1987a) , a projeção (ou ou vetor projetor) do vetor u sobre o vetor v é um vetor colinear 
a v dado pela equação:
projüv (u, v) _ v
(u, u)
(3.21)
3.2.10 Projeção ortogonal de um ponto sobre o plano
Seja f3 um plano, n o vetor normal de f3 e O um ponto tal que O G f3. Seja P0 
um ponto no R3. A projeção ortogonal de P0 sobre o plano f3 é um ponto P  tal que 
o vetor ÕP é ortogonal ao vetor normal n e o vetor / ], P é colinear ao vetor normal n 
(VENTURI, 2015) . Ou seja:
Opn  =  0 ^  (P — 0)n  =  0 (3.22)
—/P =  Xn ^  P =  P0 +  Xn (3.23)
Conforme Venturi (2015) , ao substituir valor de P  da Equação 3.23 na Equação 
3.22, obtem:
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(Po +  Xn — 0)n  =  0 
Pon +  Xnn — On =  0 
Pon — On =  Xnn 
(Po — 0)nX
nn
X {OPp, n) 
(n, n)
Considere u =  OP0. Ao substituir o valor de A na Equação 3.23, obtem a fórmula 
da projeção ortogonal de um ponto P  sobre o plano f3 como sendo:
P =  Po +  n (3.24){n, n)
3.2.11 Transformações geométricas
Seja P0 =  (x0,y0,z0) um ponto e v =  (a,b,c) um vetor. Segundo Bogomolny 
(1996) , a translação do ponto P0 na direção de v é um ponto tal que 11 l?> =  tf. Isto 
implica que:
PÕP =  tf 
P — Po =  tf
P =  Po +  tf
(x, y, z) =  (xo, yo, Zo) +  (a, b, c)
Portanto, a translação do ponto Po é um ponto P  tal que:
(x ,y ,z) =  (xo +  a,yo +  b,Zo +  c) (3.25)
A rotação tridimensional transforma um ponto Po =  (xo,yo,zo) em outro ponto 
P =  (x, y, z ) por rotacionar Po em torno de um dos eixos coordenados. Para isto é utilizado 
uma matriz de rotação própria para cada eixo (ANDRADE, 2000) .
Uma matriz de rotação M  é uma matriz de transformação linear. Portanto, o 
ponto P  pode ser encontrado por um sistema linear na forma matricial (STEINBRUCH; 
WINTERLE, 1987b) . Ou seja:
X mu mi2 mis Xo
y = TO21 TO22 m,23 yo
z TO31 m32 mss Zo
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Seja a o ângulo de rotação. Segundo Andrade (2000) , as matrizes de rotação para 
os eixos x, y e z para o ângulo a são, respectivamente, as matrizes Mx(a), My(a) e My(a):
1 0 0
Mx(a) = 0 cos a — sen a
0 sen a cos a
cos a 0 — sen a*
My (« )  = 0 1 0
sen a 0 cos a
cos a sen a 0
Mz (o) = sen a cos a 0
0 0 1




Seja v um vetor e A uma matriz. O vetor v é um autovetor se o vetor resultado 
da multiplicação entre A e v for múltiplo escalar de v. Isto pode ser expresso na seguinte 
equação (BORTOLI et al., 2003) :
Av =  Xv (3.30)
Os valores escalares A expressos pela Equação 3.30 são denominados autovalo­
res. Para o cálculo dos autovalores, como consequência da Equação 3.30, é preciso que 
(BORTOLI et al., 2003) :
det(A — XI) =  0 (3.31)
O polinômio representado pela Equação 3.31 é denominado polinóm io caracte­
rístico (BORTOLI et al., 2003) . Os autovalores e autovetores podem ser apenas encontra­
dos em matriz quadráticas, sendo que nem todas estas matrizes possuem esta propriedade. 
Dado uma matriz A de ordem n que contenha autovetores, existem n autovetores e n au­
tovalores (SMITH, 2002) . Além disso, se os autovalores são distintos entre si, logo os 
autovetores são linearmente independentes (BORTOLI et al., 2003) .
3.4 Análise de Componentes Principais
A análise de com ponentes principais (Principal Components Analysis ou 
PCA) é uma abordagem estatística utilizada para transformar uma quantidade de va­
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riáveis originais correlacionadas em um conjunto de variáveis independentes chamadas de 
com ponentes principais. Tal algoritmo é utilizado em diversas aplicações, tais como 
reconhecimento de padrões (como reconhecimento de faces e dígitos) e algoritmos de clas­
sificação (OLIVEIRA, 2012) , estando também relacionado com a redução de dados, sendo 
possível realizar a análise de m variáveis de entrada observando as componentes principais 
mais relevantes com perda mínima de informação (VARELLA, 2008) .
Seja X nxm os dados de entrada sendo m a quantidade de variáveis ou atribu­
tos e n a quantidade de instâncias. O objetivo do algoritmo é transformar as variáveis 
correlacionadas X i ,X 2, ... ,X m nas componentes principais Yi ,Y2, ... ,Ym, as quais são 
independentes entre si. Para analisar o grau de correlação entre as variáveis da matriz X  
é necessário calcular a matriz de covariância S (ou matriz de correlação R), enquanto os 
componentes principais são obtidos através do cálculo dos autovalores e autovetores da 
matriz S (ou da matriz R). Caso utilizar a matriz de covariância é preciso padronizar os 
valores da matriz X , uma vez que matriz de covariância é sensível às unidades de medidas 
utilizadas em cada atributo (VARELLA, 2008) .
Oliveira (2010) assim descreve os passos para obter as componentes principais da 
matriz X :
1. Normalize a matriz X , onde, para cada dado Xj,i da variável X i , subtrai seu valor 
pela média de X it. Armazene os valores normalizados na matriz Z .
2. Calcule a matriz de covariância £  para os dados normalizados Z .
3. Calcule os autovalores A e os autovetores V  da matriz de covariância £.
4. Rearranje os autovetores V  de forma que seus correspondentes autovalores estejam 
ordenados de forma decrescente.
5. Como as componentes principais são combinações lineares das variáveis de entrada, 
constrói as componentes principais Y  conforme descrito por Varella (2008) :
Yi =  Vi,iXi +  Vi,2X 2 +  . . .  +  Vi,mX m
3.5 Diagramas de Voronoi
Diagramas de V oronoi são estruturas capazes de agrupar pontos em Rd em 
regiões de Voronoi. Para isto, é dado um conjunto Z =  {z l ,z2, ... ,zn} de n pontos 
sementes, os quais irão definir as regiões. Cada região Vi está associada a um ponto 
semente Zi, para i =  1,2 ,... ,n. Um ponto p pertence a uma região de Voronoi Vi se 
este ponto estiver mais próximo de Zi do que os demais pontos sementes Zj E Z — { zí}.
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Com isto são definidas n regiões delimitadas por fronteiras que dividem os pontos de cada 
região, formando uma espécie de “mosaico” (Figura 11) (AURENHAMMER, 1991) .
Figura 11 -  Exemplo de diagrama de Voronoi 
Fonte: Austin (2006)
Seja Zi E Z e Zj E Z pontos sementes tais que i =  j  e ó(p,q) a distância euclidi­
ana entre dois pontos p e q. A dominância dom(zi,Zj) de Zi sobre Zj é um subconjunto 
compostos por pontos que estão mais próximos de Zi que Zj (AURENHAMMER, 1991) :
dom(zi,Zj) =  {x  E Rd|ã(x,z*) <  5(x,Zj) }  (3.32)
Baseado na Equação 3.32, uma região de Voronoi Vi formada pelo ponto Zi é o 
subconjunto de pontos em Rd que estejam em todas as dominâncias de Zi com todos os 
demais pontos Zj E Z — { zí} (AURENHAMMER, 1991) :
r  =  n  dom(zi,Zj) (3.33)
zj ez-{zi}
A Equação 3.32 e a Equação 3.33 podem ser simplificadas na seguinte fórmula 
(VALETTE; CHASSERY, 2004) :
Vi =  {x  E Rd|ã(x,Zj) <  õ(x,Zj ) , j  =  1, 2,... ,n,i =  j } (3.34)
3.6 Triangulação de Delaunay
Seja V =  [pi,p2, ... ,Pi,. . . , Pn} Ç R2,n >  3 um conjunto de pontos não coli­
neares. Uma triangulação T(V ) é um grafo onde todos os vértices são conectados de 
tal maneira que suas arestas não se cruzam, formando faces triangulares. A triangulação 
T (V ) é uma triangulação de Delaunay se a circunferência formada pelos pontos de
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cada triângulo A(pi,pj,Pk) E T (V ) não possuir em seu interior qualquer ponto p E V . 
Tal característica, conhecida como critério de Delaunay, garante que este tipo de tri­
angulação seja única e minimiza o maior ângulo existente nesta triangulação (Figura 12) 
(PITERI et al., 2007) .
Figura 12 -  Comparação entre uma triangulação que não satisfaz o critério de Delaunay 
(esquerda) e uma triangulação de Delaunay (direita)
Fonte: Piteri et al. (2007)
É possível notar que existe uma relação entre a triangulação de Delaunay, o di­
agrama de Voronoi e o fecho convexo, sendo este definido pelas arestas encontradas 
na borda de toda a triangulação de Delaunay. Nota-se também que a triangulação de 
Delaunay forma o grafo dual do diagrama de Voronoi (Figura 13) (PITERI et al., 2007) .
Figura 13 -  Relação entre triangulação de Delaunay, diagramas de Voronoi e fecho con­
vexo
Fonte: Piteri et al. (2007)
Capítulo 3. Fundamentação Teórica 36
3.7 Estimativa do plano tangente
Seja X  =  [x\,x2, ... ,Xi,... ,xn} um conjunto de pontos tal que X  E R3, Kí =  
(oí , ríi) o plano tangente associado a Xi tal que Oi é o ponto de centro de ^  e tTí o vetor 
normal deste plano. O plano ^  é estimado a partir de um subconjunto de X  representando 
os k vizinhos mais próximos de Xi. Seja N(xí ) o conjunto dos k vizinhos mais próximos de 
Xi. O ponto de centro Oi do plano ^  é definido como o centróide de N(xí ). Para encontrar 
o vetor normal tTí , é calculado a análise dos componentes principais de N(xí ), obtendo 
três componentes principais devido a matriz composta pelos pontos N(xí ) possuir três 
dimensões. O vetor tTí é definido pelo autovetor associado ao terceiro autovalor correspon­
dente em ordem decrescente. O algoritmo descrito é definido pelo trabalho de Hoppe et al. 
(1992) . Em suma, os passos para extração do plano tangente são definidos pelo Algoritmo 
1:
A lgoritm o 1: Extração de plano tangente
Entrada:
X  ^  conjunto de pontos 
Xi ^  ponto tal que Xi E X  
k ^  inteiro 
Saída:
Plano tangente ^  =  (oí, tTí), onde Oi é o ponto de centro e tTí a normal do 
plano
1 início
2 N(xí) ^  k vizinhos mais próximos de Xi
3 Oi ^  centróide dos pontos de N(xí)
4 pca ^  análise das componentes principais de N(xí)
5 tTí ^  autovetor associado ao terceiro menor autovalor
6 retorna (oí, tTí)
7 fim
3.8 Curvas de Hermite
As curvas de Hermite são curvas paramétricas representadas por polinômios de 
terceiro grau. Sua formulação requer quatro componentes: dois pontos P 1 e P 2, que são 
os pontos iniciais e finais da curva, e os vetores T 1 e T2, os quais, respectivamente, são os 
vetores tangentes nos pontos P 1 e P2 na curva. Os vetores T 1 e T2 são os responsáveis 
por definir o formato da curva a partir de P 1 até P2 (Figura 14) (AZEVEDO; CONCI, 
2003).
De modo geral, para um instante t E [0,1], as coordenadas dos pontos da curva de 
Hermite podem ser obtidas através dos seguintes polinômios (AZEVEDO; CONCI, 2003) :
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Figura 14 -  Curvas de Hermite 
Fonte: Azevedo e Conci (2003)
x(t) =  axt3 +  bxt2 +  cxt +  dx y(t) =  ay t3 +  by t2 +  cy t +  dy z(t) =  az t3 +  bz t2 +  cz t +
Conforme Azevedo e Conci (2003) , os polinómios podem ser expressos na seguinte 
notação matricial:
x(t) t3 t2 t 1 Cx y(t) t3 t2 t 1 Cy z (t) t3 t2 t 1 Cz
onde
T T n
ax bx cx dx Cy = (ly by Cy dy Cz = &Z bz cz dz
Uma curva de Hermite é definida ao encontrar os valores para a, b, c e d a partir 
dos valores de P 1, P2, T 1 e T2. O ponto P 1 =  (P\x, P ly, P lz) é obtido calculando cada 
coordenada de P 1 através dos polinómios para t =  0. Matematicamente, isto significa que 
P 1 =  (P1X, P ly , P1Z) =  (x(0),y(0), z(0)) e pode ser expresso como (AZEVEDO; CONCI, 
2003):
P 1, 0 0 0 1 Cx Ph 0 0 0 1 C„ P1, 0 0 0 1 a
De modo análogo, o ponto P2 =  (P2x,P2y,P2Z) é obtido calculando cada coor­
denada de P 1 através dos polinómios para t = 1  (AZEVEDO; CONCI, 2003) :
P 2X 1 1 1 1  CX P2y 1 1 1 1  Cy P2Z 1 1 1 1  CZ
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Como os vetores T 1 e T2 estão relacionados à tangente da curva no ponto, é 
necessário obter a derivada de cada polinômio x(t), y(t) e z (t), resultando nos polinômios 
abaixo (AZEVEDO; CONCI, 2003) :
x' (t) =  3axt2 +  2bxt +  cx y(t) =  3ay t2 +  2by t +  cy z'(t) =  3az t2 +  2b z t +  cz
A derivada dos polinômios podem ser expressas na sua forma matricial (AZE­
VEDO; CONCI, 2003) :
x'(t) =  3t2 2t 1 0  Cx y'(t) =  3t2 2t 1 0  Cy z'(t) =  3t2 2t 1 0 Cz
Como T 1 é o vetor tangente ao ponto P 1 na curva, portanto T 1 =  (T 1X,T\y, T lz) 
é obtido ao encontrar o ponto (x'(t),y/(t),z'(t)) quando t =  0, sendo expresso como 
(AZEVEDO; CONCI, 2003) :
T 13 0 0 1 0 CX T 1y 0 0 1 0 Cy T1Z 0 0 1 0 Cx
De mesmo modo, T2 é obtido encontrando o ponto (x'(t),y/(t), z'(t)) quando t =  1 
de acordo com a seguinte formulação (AZEVEDO; CONCI, 2003) :
T 2, 3 2 1 0 Cx T2„ 3 2 1 0 Cy T2Z 3 2 1 0 Cz
Segundo Azevedo e Conci (2003) , todas as condições anteriores podem ser repre­
sentadas em uma única expressão para cada coordenada:
Gx =  H-1CX, Gv H-1Cy, G z =  H-1CZ
onde
Gx P 1 P 2 T 1 T 2
lT
G, P 1 P 2 T 1 T 2
lT




0 0 0 1
1 1 1 1
0 0 1 0
CO 2 1 0
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Seja H a matriz inversa de H 1. Como consequência, os vetores Cx, Cy e Cz podem 
ser encontrados pelas fórmulas abaixo (AZEVEDO; CONCI, 2003) :
onde
a  =  HGX, Cy =  HG y’ Cz HGZ
H
2 - 2 1 1
1 CO CO - 2
0 0 1 0
1 0 0 0
Considere a matriz linha T =  [t3 t2 t 1] e a matriz quadrada Gh =  [Gx Gy Gz]. 
Segundo Azevedo e Conci (2003) , um ponto em uma curva de Hermite delimitada entre 
os pontos P 1 e P2 pode ser calculado pela seguinte equação:
P (t) =  THGh (3.35)
A Equação 3.35 pode ser simplificada, resultando no seguinte polinômio, no qual 
t e  [0,1] (AZEVEDO; CONCI, 2003) :
P(t) =  (2t3 -  3t2 +  1)P 1 +  ( -2 t3 +  3t2)P2 +  (t3 -  2t2 +  t)T 1 +  (t3 -  t2)T2 (3.36)
3.9 Suavização laplaciana
O processo de suavização laplaciana é baseado na equação diferencial de difusão 
de calor, definida pela seguinte fórmula (DESBRUN et al., 1999) :
du , . 
—  =  XAu 
dt
(3.37)
Na Equação 3.37, o operador Au é o operador laplaciano, definido como sendo 
(PEIRCE, 2014) :
d2 u d2 u d2 u
dx2 +  dy2 + dz2
(3.38)
Conforme Desbrun et al. (1999) , um dos meios de resolver a Equação 3.37 é através 
do m étodo de Euler, o qual é um método de cálculo numérico iterativo que pode ser 
encontrado em Guidi (2014) . Seja Vi =  (xi,yi,zi) um vértice de uma malha triangular.
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Segundo Taubin (1995) , a Equação 3.37 pode ser resolvida explicitamente pela seguinte 
fórmula iterativa:
Vi+i =  Vi +  XAu(vi) (3.39)
A Equação 3.39 é a fórmula explícita para a suavização laplaciana. O operador 
laplaciano Au discreto é definido como a somatório ponderado da diferença entre cada 
vértice Vj vizinhos a rç com Vi, conforme a seguinte equação (TAUBIN, 1995) :
A u(ví) =  ^  w jj(^  -  Vi) (3.40)
jeN (ví )
Segundo Nealen et al. (2006) , a soma de todos os pesos de wy para um vértice Vi 
deve ser igual a 1. O peso wy da aresta e =  ( i , j ) da malha triangular é definido como 




O resultado do operador laplaciano definido pela Equação 3.40 pode variar depen­
dendo do peso Wij a ser utilizado. Quando Wij =  1, é definido o operador laplaciano 
uniform e ou operador “guarda-chuva” (Figura 15) . Sendo d =  IN (vj )| o número de vér­
tices vizinhos a Vj, este operador é definido pela seguinte equação (DESBRUN et al., 
1999):
Au(vi) c  E  (u -  E
u jeN (Vi)
(3.42)
Figura 15 -  Operador “guarda-chuva” para suavização laplaciana 
Fonte: Kobbelt et al. (1998) adaptada pelo autor
Outro alternativa utilizada para o peso Wij envolve a cotangente dos ângulos opos­
tos à aresta eij (Figura 17) . Sendo aij e ßij os ângulos opostos à aresta eij, o peso Wij é 
definido como sendo (NEALEN et al., 2006) :
w. cot Q,ij +  cot ßij (3.43)
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Outro tipo de peso a ser considerado envolve o cálculo da tangente dos ângulos 
adjacentes à aresta eij (Figura 17) . Sendo 9- e 92 os ângulos opostos à aresta e j^, o peso 
Wij é definido como sendo (SORKINE, 2005) :
wij
tan (07 /2 )+  tan(02/2)
\\Vi -  Vj |
(3.44)
O cálculo do peso tangente da Equação 3.44 utiliza a tangente da metade do ângulo 
9, o qual pode ser calculado pela seguinte equação encontrada em Iezzi (1978) :
9tan
2
± 1 — cos9 
1 +  cos9
(3.45)
Figura 16 -  Ângulos utilizados pelos pesos cotangente e tangente
Fonte: Sorkine (2005)
A Figura 17 abaixo apresenta o resultado entre os pesos uniforme, cotangente e 
tangente seguindo processo de suavização laplaciana expresso pela Equação 3.39 utilizando 
10 iterações.
Figura 17 -  Suavização laplaciana utilizando os pesos uniforme, cotangente e tangente
Fonte: Elaborada pelo autor
3.10 Matrizes esparsas CSR e CCS
Uma matriz A é esparsa quando a quantidade de elementos nulos é muito maior 
que a quantidade de elementos não nulos. Algumas estruturas de dados podem ser utiliza­
das a fim de reduzir a complexidade de espaço de uma matriz esparsas, como as matrizes
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esparsas C S R  (Compressed Row Storage) e CCS (Compressed Column Storage) (BAR­
RETT et al., 1994).
As matrizes esparsas C S R  e CCS são formatos utilizados para representar compu­
tacionalmente as informações de uma matriz esparsa de tal forma que não seja necessário 
armazenar elementos nulos (iguais a zero). Estas estruturas podem ser úteis quando é pre­
ciso representar uma matriz com uma elevada quantidade de linhas e colunas que pode 
conter poucos elementos diferentes de zero. Seja A uma matriz de ordem n e nnz a quan­
tidade de elementos não nulos em A. Uma estrutura CSR ou CCS utiliza 2nnz +  n +  1 
elementos comparado com o armazenamento de n2 elementos (BARRETT et al., 1994) .
O formato CSR utiliza três vetores: um vetor de dados, um vetor de índices 
de colunas e outro vetor de ponteiro de linhas. O vetor de dados data de com­
primento nnz contém todos os elementos não nulos da matriz na mesma sequência que 
obtida ao percorrer a matriz linha por linha. O vetor de índices de colunas col_index de 
tamanho nnz armazena a coluna em que um elemento está na matriz. Isto significa que 
co l_ in dex [c] informa em qual coluna o elemento em data[c] está na matriz. O vetor 
de ponteiro de linhas row_ptr de comprimento n + 1  informa a posição no vetor de dados 
onde inicia uma nova linha na matriz. Isto é, o valor de row _ptr[r] indica a posição 
do primeiro elemento não nulo da linha r no vetor data. Com isto, para obter todos os 
elementos de uma linha r, basta recuperar os valores de data[k] tais que row _ptr[r] < 
k < row _ptr[r + 1] (BARRETT et al., 1994) .
Baseado no exemplo encontrado em Barrett et al. (1994) , considere a seguinte 
matriz A:
1 0 0 0 2 0
3 9 0 0 0 3
A =
0 7 0 7 0 0
0 0 0 0 0 0
0 0 0 0 0 3
0 4 0 0 2 0
Os vetores utilizados pelo formato CSR são armazenados do seguinte modo:
data = 1 2 3 9 3 7 7 3 4 2
c o l_index = 1 5 1 2 6 2 4 6 2 5
row_ptr = 1 3 6 8 8 9 11
O formato CCS é praticamente idêntico ao formato CRS, diferenciando do formato 
CRS apenas na organização dos dados, sendo estes armazenados conforme as colunas de
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uma matriz. Para isto, os vetores col_index e row_ptr são substituídos pelos os vetores 
row_index e col_ptr, os quais armazenam a posição das linhas de cada elemento e a 
posição onde inicia uma coluna, respectivamente. Neste formato, cada coluna c é definida 
pelos valores de data[k] tais que col_ptr[c] < k < row_ptr[c + 1]. Considerando a 
matriz A do exemplo anterior, o formato CCS é armazenado desta maneira (BARRETT 
et al., 1994) :
data 1 3 9 7 4 7 2 2 3 3
row index 1 2 2 3 6 3 1 6 2 5
col ptr 1 3 6 6 7 9 11
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4 Análise comparativa
Na literatura existem diversas abordagens para a extração de esqueleto de obje­
tos 3D. Cada abordagem é utilizada de acordo com o tipo de representação do objeto 
tridimensional, tais como voxels, malhas triangulares ou nuvem de pontos. Este capítulo 
apresenta uma análise de alguns dos algoritmos de esqueletização de objetos 3D existentes. 
A Tabela 2 mostra os trabalhos que são abordados neste capítulo. A Tabela 3 apresenta 
uma descrição sucinta de cada abordagem.
Tabela de abordagens de esqueletização
Categoria Publicação R epresentação
Baseados em eixo de si­
metria rotacional
Curve Skeleton Extraction from 
Incomplete Point Clouds (TAGLI­




Skeleton Extraction by Mesh Contrac­
tion (AU et al., 2008)
Malhas triangulares
Mean Curvature Skeletons (TAGLIA­
SACCHI et al., 2012)
Malhas triangulares
Curve skeleton extraction by coupled 
graph contraction and surface cluste­
ring (JIANG et al., 2013)
Malhas triangulares
Point Cloud Skeletons via Laplacian- 
Based Contraction (CAO et al., 2010)
Nuvem de pontos
Tabela 2 -  Abordagens de esqueletização
4.1 Esqueletização por eixo de simetria rotacional
Tagliasacchi, Zhang e Cohen-Or (2009) propõem um algoritmo para extração do 
esqueleto de um objeto tridimensional representado por uma nuvem de pontos utilizando 
o conceito de eixo de simetria rotacional (rotational symmetric axis ou ROSA). Trata- 
se de um algoritmo iterativo no qual são definidos planos de corte no objeto 3D de onde 
se obtém o eixo de simetria rotacional de um conjunto de pontos neste plano de corte. 
Cada ponto calculado é incluído como um ponto no esqueleto.
O algoritmo também tem como objetivo computar o esqueleto mesmo quando 
existe perda de informação da nuvem de pontos de entrada. Para cumprir este objetivo,
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Tabela de abordagens de esqueletização
Publicação D escrição
Curve Skeleton Extrac­




Busca extrair através de planos de corte no objeto 3D a 
fim de encontrar eixos de simetria rotacional, os quais irão 
compor o esqueleto.
Skeleton Extraction by 
Mesh Contraction (AU 
et al., 2008)
Utiliza o algoritmo de suavização laplaciana para iterativa­




Utiliza o algoritmo de suavização laplaciana para contração 
da forma tridimensional semelhante ao trabalho de Au et al. 
(2008) . Entretanto, busca otimizar o processo de suavização 
ao remodelar e obter os pólos de Voronoi da forma como pré- 
processamento. O processo de suavização é aplicado sobre os 
pólos de Voronoi.
Curve Skeleton Extrac­
tion by Coupled Graph 
Contraction and Surface 
Clustering (JIANG et 
al., 2013)
Utiliza uma abordagem combinando contração do grafo do 
esqueleto e agrupamento de vértices da superfície utilizando 
diagramas de Voronoi de tal forma que cada nó do esqueleto 
possa ser mapeado a um agrupamento de vértices.
Point Cloud Skeletons 
via Laplacian-Based 
Contraction (CAO et 
al., 2010)
Adaptação do processo de contração de uma malha triangu­
lar por suavização laplaciana de Au et al. (2008) para nuvem 
de pontos. Para isto é utilizado a triangulação de Delaunay 
para construir as conexões entre os vértices.
Tabela 3 -  Descrição das abordagens de esqueletização
o algoritmo também requer como entrada os vetores normais de cada ponto (TAGLI- 
ASACCHI; ZHANG; COHEN-OR, 2009) , que podem ser obtidos através de fotometria 
(NEHAB et al., 2005) ou calculados através dos pontos originais (HOPPE et al., 1992) . 
Além disto, o uso de eixos de simetria rotacional requer que as regiões da forma 3D, com 
exceção das articulações, devem ser geralmente cilíndricas (TAGLIASACCHI; ZHANG; 
COHEN-OR, 2009) .
Tagliasacchi, Zhang e Cohen-Or (2009) utiliza a disponibilidade dos vetores nor­
mais de cada ponto em sua definição para o eixo de simetria rotacional. Seja S um sub­
conjunto local dos pontos p =  (xp,tTp), onde p representa um ponto no espaço tal que xp 
indica sua posição e v*p seu vetor normal. Segundo os autores, para que o ponto p seja o 
mais rotacionalmente simétrico a S é necessário cumprir requisitos em relação ao vetor 
normal e a posição de p (Figura 18) , os quais são:
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1. O vetor normal v*p deve possuir o ângulo com valor mais próximo dos demais veto­
res normais dos pontos do conjunto S. Isto implica que a variação entre o ângulo 
formado entre o vetor normal v*p e os demais vetores normais deve ser mínima.
2. A posição xp do ponto p busca minimizar o somatório de quadrado das distâncias 
entre o ponto p e a reta formada por cada ponto em S e seu vetor normal corres­
pondente.
Figura 18 -  Ponto ROSA conforme requisito de orientação (à esquerda) e posição (à di­
reita)
Fonte: Tagliasacchi, Zhang e Cohen-Or (2009)
O algoritmo de Tagliasacchi, Zhang e Cohen-Or (2009) consiste em realizar iterati­
vamente planos de corte ao longo do objeto tridimensional, no qual para cada conjunto 
de pontos que definem uma região no plano é obtido o eixo de simetria rotacional. Este 
plano deve ser definido de tal modo que a variação dos ângulos formados entre os vetores 
normais dos pontos e a normal do ponto ROSA seja mínima. Os autores simplificam a 
definição de um plano de corte ótimo “ancorando” a busca por este plano em um ponto 
da amostra, isto é, assumindo que um ponto da nuvem de pontos pertença ao plano de 
corte.
Seja Pi um ponto pertencente à nuvem de pontos e %i um plano de corte de vetor 
normal vl tal que Pi E *^. A construção de um plano de corte requer identificar quais 
pontos pertencem a uma faixa estreita, cujos pontos estão a uma distância menor que õ. 
A variável õ é definido como 2, 5% do comprimento da diagonal da caixa delim itadora 
da nuvem de pontos de entrada (TAGLIASACCHI; ZHANG; COHEN-OR, 2009) .
O algoritmo também requer identificar quais pontos dentro da faixa estreita de 
ni pertencem à vizinhança relevante Ni, de tal forma que Pi E Ni. Isto porque os 
pontos que estão na faixa estreita do plano ^  podem pertencer a agrupamentos diferentes. 
A Figura 19 apresenta como identificar uma vizinhança relevante influencia no cálculo 
do eixo de simetria rotacional. É possivel notar como as normais dos pontos auxiliam 
o algoritmo a identificar tais agrupamentos (TAGLIASACCHI; ZHANG; COHEN-OR, 
2009).
Para identificar a vizinhança relevante N  utiliza-se a formulação para a distância 
de M ahalanobis encontrada em Lehtinen et al. (2008) , a qual envolve a posição e a nor-
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Figura 19 -  Posição e orientação dos pontos auxiliando identificação dos agrupamentos 
Fonte: Tagliasacchi, Zhang e Cohen-Or (2009)
mal dos pontos. Para auxiliar o processo para obter a vizinhança relevante Ni do ponto Pi, 
é construído previamente um grafo, chamado neste algoritmo de grafo de M ahalanobis, 
onde cada vértice corresponde a um ponto da nuvem de pontos de entrada. Cada aresta 
e =  (pj,pk) neste grafo existe se, e somente se, a distância de Mahalanobis dMah entre 
os pontos pj e pp for menor que um limiar tMah. Construído o grafo de Mahalanobis, a 
vizinhança relevante N.\ de um ponto Pi pode ser encontrada buscando a com ponente 
conexa no grafo que contém o ponto Pi como vértice. A vizinhança relevante N.\ é definida 
pelos pontos que fazem parte desta componente conexa e encontram-se dentro da faixa 
estreita do plano ^ . Pode-se utilizar a busca em  largura a partir de Pi para obter os 
pontos da componente conexa (TAGLIASACCHI; ZHANG; COHEN-OR, 2009) .
O algoritmo busca encontrar um plano de corte ótim o, isto é, um plano de corte 
cujo vetor normal é o mais rotacionalmente simétrico em relação aos vetores normais dos 
pontos da vizinhança. Dado que Pi pertence ao plano de corte, resta calcular o vetor 
normal deste plano. Para isto, o algoritmo realiza um processo iterativo. Primeiramente, 
selecione um vetor normal inicial v0 aleatoriamente dentre os vetores perpendiculares à 
normal de p*. Seguindo os requisitos para a definição de um eixo de simetria rotacional, 
a orientação do vetor normal do plano é modificada de tal modo que minimize a variação 
entre os ângulos formados pela normal do plano e os vetores normais dos pontos da 
vizinhança N% (TAGLIASACCHI; ZHANG; COHEN-OR, 2009) .
Conforme Tagliasacchi, Zhang e Cohen-Or (2009) , para a (t +  1)-ésima iteração, o 
vetor normal para o plano de corte é definida através da Equação 4.1.
vl+1 =  argmin var{{v,n(pj)) : Pj E N-] (4.1)
e^R3, M=i
onde Nf é a vizinhança de Pi na t-ésima iteração e n(pj) é o vetor normal unitário 
do ponto pj. Ao observar a Equação 4.1 e relação entre o produto escalar e as condições 
de ortogonalidade entre vetores conforme Steinbruch e Winterle (1987a) , percebe-se que 
para se obter um melhor plano de corte é preciso que o vetor normal do plano seja o mais 
ortogonal possível dentre as normais dos pontos da vizinhança. A Equação 4.1, segundo 
Tagliasacchi, Zhang e Cohen-Or (2009) pode ser resolvida através de um problema de
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onde X , y  e Z  representam os valores das coordenadas x, y e z dos vetores normais 
dos pontos da vizinhança N-.
Seja Pi um ponto e n* um plano de corte ótimo tal que Pi E n*. Seja N* a vizinhança 
relevante em n* tal que N* E pi. Seja r* o ponto de eixo de simetria rotacional para os 
pontos da vizinhança N*. Segundo Tagliasacchi, Zhang e Cohen-Or (2009) , o ponto r* 
pode ser calculado através da Equação 4.2:
r* =  argmin ||(r — pj) x n(pj)||2
r£R3 pj eN*
(4.2)
Esta equação busca minimizar o somatório de quadrado das distâncias entre o 
ponto r* e a reta formada pela posição e orientação de cada ponto na vizinhança N*. O 
produto vetorial expresso na Equação 4.2 é simplesmente a fórmula para a distância entre 
um ponto e uma reta encontrada em Steinbruch e Winterle (1987a) , sendo n(pj) =  1.
O procedimento de extração do eixo de simetria rotacional através de planos de 
cortes resulta em pontos bem definidos quando aplicados nas ramificações do objeto 3D. 
Contudo, em regiões não geralmente cilíndricas, tais como as articulações, tal abordagem 
pode resultar em pontos bem espalhados. Para isto é necessário um pós-processamento 
para as regiões de articulação (TAGLIASACCHI; ZHANG; COHEN-OR, 2009) .
Após extrair os pontos de eixo de simetria rotacional, é aplicado a suavização 
laplaciana nos pontos resultantes, onde as conexões necessárias para aplicar o processo 
de suavização são extraídas através das relações de proximidades entre os pontos pela 
distância de Mahalanobis. Com esta estratégia, é possível reduzir o ruído causado pela 
dispersão dos pontos de eixo de simetria rotacional nas articulações, além de tornar mais 
nítidas as conexões entre as junções e os ramos (TAGLIASACCHI; ZHANG; COHEN-OR, 
2009).
Contudo, a suavização laplaciana não é capaz de convergir a nuvem de pontos 
em uma curva. Para isto, após a etapa de suavização, é aplicado um processo de afina- 
mento através de m ínim os quadrados móveis, no qual os pontos ROSA são movidos 
a uma linha ajustada localmente através da análise de componentes principais local (TA­
GLIASACCHI; ZHANG; COHEN-OR, 2009) . Este algoritmo utilizado para afinamento 
pode ser encontrado em Lee (1999) . O afinamento por mínimos quadrados móveis é apli-
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cado nos ramos devido a sua forma parecida com uma linha, o que não é encontrado nos 
pontos presentes em articulações. Para isto, a fim de distinguir ramos de articulações, é 
calculado uma m edida de linearidade ^(ri) no ponto ri conforme a seguinte equação 
(TAGLIASACCHI; ZHANG; COHEN-OR, 2009) :
^(ri) X
(1)
A,(1) +  A,(2) +  A(2) (3)
(4.3)
Os valores de A(1), A(2) e A(3) são obtidos pela análise dos com ponentes prin­
cipais local no ponto r*, onde A(j) é o j -ésimo é o maior autovalor obtido. Para que 
um ponto Ti esteja em um ramo, é preciso que a medida ^(tí) seja menor que um limiar 
ímls. Caso este critério seja satisfeito, é aplicado em r* o afinamento por mínimos quadra­
dos móveis. Empiricamente, este limiar é definido como turs =  0.4 (TAGLIASACCHI; 
ZHANG; COHEN-OR, 2009) .
Como os procedimentos anteriores pode afetar a centralidade do esqueleto, os 
pontos são recentralizados utilizando o mesmo cálculo de extração do ponto de eixo de 
simetria rotacional expresso pela Equação 4.2. Caso um ponto r* esteja em um ramo, este 
é definido pelo eixo de simetria rotacional para uma pequena vizinhança de r*. Caso ri 
esteja em uma articulação, todos os pontos desta articulação são utilizados, resultando em 
um único ponto de simetria rotacional localizado no centro da articulação. Para distinguir 
entre ramos e articulação, é utilizado o critério definido pela Equação 4.3, onde um ponto 
de ramo é identificado quando t (^ri) < tMLS. Em seguida é utilizado a suavização lapla- 
ciana novamente para reorganizar os pontos conforme anteriormente. Por final, os pontos 
são conectados com pequenas curvas conforme em Lee (1999) , resultando no esqueleto do 
objeto 3D (TAGLIASACCHI; ZHANG; COHEN-OR, 2009) .
A Figura 20 mostra o processo de tratamento das articulações. Em suma, o pro­
cesso é realizado após a etapa de extração dos eixos de simetria rotacional através de planos 
de corte, cujo resultado está presente na Figura 20a. Em seguida é aplicado a suavização 
laplaciana sobre os pontos (Figura 20b) e o afinamento dos ramos via mínimos quadra­
dos móveis (Figura 20c). Os pontos dos ramos e articulações são então recentralizados 
através do eixo de simetria rotacional (Figura 20d), redistribuidos utilizando suavização 
laplaciana (Figura 20e) e conectados com pequenos segmentos (Figura 20f), o que resulta 
no esqueleto final do objeto 3D (TAGLIASACCHI; ZHANG; COHEN-OR, 2009).
4.1.1 Análise do processo de esqueletização
O algoritmo, conforme Tagliasacchi, Zhang e Cohen-Or (2009) , consegue ser ro­
busto mesmo com perda de informação da nuvem de pontos de entrada. Isto significa 
que este algoritmo é capaz de extrair o esqueleto mesmo se a forma estiver incompleta,
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Figura 20 -  Etapas de pos-processamento para tratamento de articulações 
Fonte: Tagliasacchi, Zhang e Cohen-Or (2009)
com uma grande quantidade de dados perdida (TAGLIASACCHI; ZHANG; COHEN- 
OR, 2009) . Segundo os mesmos autores, a perda de informação em nuvem de pontos é 
comum quando o objeto é obtido através do processo de digitalização 3D a laser. Para 
cumprir este objetivo, o algoritmo também requer como entrada os vetores normais de 
cada ponto. Nota-se que o uso dos vetores normais é crucial para o sucesso do algoritmo. 
(TAGLIASACCHI; ZHANG; COHEN-OR, 2009) .
Os vetores normais para os pontos de entrada são obtidos através do algoritmo 
proposto por Hoppe et al. (1992) . A publicação de Hoppe et al. (1992) sobre reconstrução 
da superfície de um objeto 3D representado por nuvem de pontos aborda um algoritmo 
simples para extração do vetor normal dos pontos. Trata-se de um trabalho referenciado 
inclusive pelo MATLAB através da função pcnormals (MATHWORKS, 2016a) . Nesta 
publicação encontra-se um algoritmo para estimar o plano tangente (Seção 3.7) de um 
ponto utilizando análise de componentes principais.
No entanto, o algoritmo para estimar o plano tangente pode resultar dois vetores 
normais válidos: um vetor normal n e seu vetor oposto ( -n ).  Estas normais possuem 
mesma direção e modulo porém podem estar orientados para o lado externo ou interno do 
objeto 3D. Apenas estimar os planos tangentes aos pontos não garantem uma orientação 
consistente destes vetores (HOPPE et al., 1992) . A Figura 21 apresenta um exemplo de 
extração dos vetores normais dos planos tangentes aos pontos do modelo tridimensional 
de um torus utilizando busca por 10 vizinhos mais proximos.
Para solucionar esta inconsistência na orientação dos vetores, Hoppe et al. (1992) 
propõe um algoritmo para uma propagação consistente dos vetores normais. O autor 
parte da idéia de que para dois pontos Xi e Xj da nuvem de pontos, os planos tangente 
a estes pontos para uma superfície densa e suavizada são aproximadamente paralelos. 
Matematicamente, isto significa que (ni,nj) ~  ±1, onde ni e nj são os vetores normais 
para, respectivamente, os planos tangente aos pontos Xi e Xj. Nota-se que, conforme
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Figura 21 -  Extração de normais de planos tangentes sem orientação consistente
Fonte: Elaborada pelo autor
Hoppe et al. (1992) , r  e rtj possuem orientação consistente quando seu produto escalar 
se aproxima de 1 e possuem orientação praticamente opostas quando o produto escalar 
entre eles se aproxima de -1 .
Seja Xi e Xj pontos onde r  e rtj são, respectivamente, os vetores normais esti­
mados de tal forma que Xj está próximo de Xi e r  e rtj são aproximadamente paralelos. 
Sucintamente, a solução procura corrigir a orientação de um vetor r  comparando-o com 
outro vetor rtj, cuja orientação já foi corrigida pelo algoritmo. Para isto bastaria calcular 
o produto escalar entre os vetores r  e rtj e avaliar se o resultado é positivo (mais próximo 
de 1) ou negativo (mais próximo de -1 ) .  Sabendo que a orientação do vetor rtj é con­
sistente, caso o resultado for negativo, o vetor r  possui orientação oposta ao vetor rtj e, 
portanto, é corrigida fazendo r  =  — rq. Caso a orientação seja positiva, ambos os vetores 
são consistentes (HOPPE et al., 1992) .
Para utilizar o critério para correção da orientação dos vetores, é necessário uma 
abordagem para identificar a relação de proximidade entre os pontos e a relação de parale­
lismo entre os vetores. O algoritmo constrói um grafo, denominado grafo de R iem ann , 
onde cada vértice Vi deste grafo está associado ao centróide Oi do plano tangente ao ponto 
Xi. Cada aresta e =  (i, j )  neste grafo indica que os centróides Oi e Oj estão geometricamente 
próximos. Para construir as arestas este grafo é realizado o seguinte procedimento: para 
cada centróide o*, busque os k pontos centróide mais próximos de o*. Em seguida, crie uma 
aresta entre o vértice associado ao centróide Oi e ao vértice associado a cada centróide Oj 
próximo a cç. A relação de paralelismo entre os vetores normais r  e rtj das centróides cç e 
Oj é definida acrescentando um peso we na aresta e =  ( i , j ) como sendo we =  1 — {rti, rtj) . 
Com esta fórmula, quanto menor for o peso, maior a relação de paralelismo entre os dois 
vetores (HOPPE et al., 1992) .
Hoppe et al. (1992) procura resolver o critério de proximidade entre os pontos 
construindo um grafo interligando os pontos com seus k vizinhos mais próximos. O autor 
também procura solucionar o critério de paralelismo entre vetores normais de pontos
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próximos adicionando um peso em cada aresta do grafo de tal forma que pode-se extrair 
esta informação obtendo arestas de menor peso. Após estes passos, a abordagem de Hoppe 
et al. (1992) calcula a árvore geradora mínima deste grafo. Através desta árvore, o 
algoritmo identifica a ordem de propagação da correção da orientação dos vetores. Esta 
propagação se inicia com o ponto Xi cuja coordenada z é a maior dentre o conjunto 
de pontos. O vetor normal associado a este ponto é corrigido orientando-o para o lado 
positivo do eixo z. A propagação é realizada realizando uma busca em  profundidade 
na árvore geradora mínima extraída do grafo, onde cada vetor r  do ponto representado 
pelo vértice visitado Vi é corrigido pelo vetor rtj do ponto associado ao vértice pai de Vi 
na árvore. A correção é realizada observando o produto escalar entre r  e rtj, sabendo que 
o vetor rtj já foi corrigido pelo algoritmo (HOPPE et al., 1992) .
No entanto, a abordagem proposta por Hoppe et al. (1992) não é capaz de garantir 
consistência da orientação dos vetores normais em determinados cenários. Isto pode ser 
observado pela publicação de König e Gumhold (2009) , onde são comparas as soluções 
propostas por Hoppe et al. (1992) e Xie et al. (2003) para extração de vetores normais e 
consistência na orientação por propagação, além de propor um método para correção da 
orientação dos vetores normais.
Segundo König e Gumhold (2009) , as soluções propostas por Hoppe et al. (1992) e 
Xie et al. (2003) seguem procedimentos semelhantes, tais como extração do vetor normal 
através da análise de componentes principais, construção do grafo de Riemann, extração 
da árvore geradora mínima e correção da orientação. Logo, König e Gumhold (2009) 
concentra sua análise em dois cálculos necessários para o algoritmo, os quais, para os 
autores, são:
• medir o grau de desconfiança u entre dois vetores normais rti e rtj incidentes. Esta 
medida auxilia o algoritmo a escolher quais vetores possuem maior confiança para 
ser realizada a propagação da orientação dos vetores. Este valor é atribuído como 
peso para a aresta no grafo de Riemann, definida quando o ponto Pi pertence 
aos k vizinhos mais próximos de Pj e vice-versa;
• definir um critério f  para a correção da orientação de um vetor normal rti comparado 
a um outro vetor normal rtj, cuja orientação já foi corrigida pelo algoritmo.
Devido ao fato de Hoppe et al. (1992) supor que vetores normais de pontos pró­
ximos são aproximadamente paralelos, o critério para correção da orientação para dois 
vetores normais rti e rtj é definido como f Hoppe =  (rti, rtj) < 0; assim como a medida de 
desconfiança é definida como UHoppe =  1 — (ti, rtj) . Considerando a suposição de Hoppe 
et al. (1992) , este critério de correção observa apenas o sentido de dois vetores normais 
de pontos vizinhos (KÖNIG; GUMHOLD, 2009) .
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Contudo, as condições definidas por Hoppe et al. (1992) não consegue propagar 
a orientação quando dois vetores normais estão em lados distintos de uma região aguda 
(KÖNIG; GUMHOLD, 2009) . A Figura 22 exemplifica o processo de propagação em uma 
região aguda. Observando os dois pontos vizinhos na extremidade da região aguda é 
possível notar como a correção da orientação dos vetores normais pode inclusive propagar 
erros para outros vetores normais.
Figura 22 -  Abordagem de Hoppe aplicada a uma região aguda 
Fonte: Xie et al. (2003)
Para contornar tais problemas, é apresentado por Xie et al. (2003) um outro critério 
de correção. Sejam Pi e Pj pontos vizinhos de forma que exista uma aresta eij conectando 
estes pontos no grafo de Riemann e rti e rtj os vetores normais dos pontos Pi e pj , respec­
tivamente, no qual rti já foi corrigido pelo algoritmo. Em seu novo critério, o vetor rti é 
refletido em um plano ortogonal a aresta e j^, formando o vetor rti1. Portanto é calculado o 
critério de Hoppe et al. (1992) utilizando os vetores rti e rtj (KÖNIG; GUMHOLD, 2009) . 
A Figura 23 exemplifica geometricamente o este critério de correção.
Figura 23 -  Critério de correção da orientação de vetores normais de Xie 
Fonte: König e Gumhold (2009)
A medida de desconfiança de Xie et al. (2003) é expresso de forma semelhante ao 
definido por Hoppe et al. (1992) como sendo uxie =  (n'i,rtj). O critério de inversão de Xie 
et al. (2003) fxie pode ser expressa matematicamente pelas seguintes equações König e 
Gumhold (2009) :
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fxíe =  {n'i,nj) < 0 (4.4)
Ui =  Ui -  2{êij,ni)êij (4.5)
êij =  (Pi -  Pj)/\\Pi -  Pj ll (4.6)
A solução de König e Gumhold (2009) amplia a solução proposta por Xie et al. 
(2003) ao permitir variação da curvatura e ao calcular um plano de referência a fim de 
previnir problemas com regiões agudas. Para isto, são utilizadas quatro tipos de curvas de 
H erm ite para quatro possíveis grupos considerados pelo algoritmo, conforme mostrado 
na Figura 24. Tais curvas são definidas em um plano de referência construído a partir 
dos vetores normais u), nj e pelo vetor unitário . Cada grupo contém duas curvas 
verm elhas e duas curvas azuis (KÖNIG; GUMHOLD, 2009) .
Figura 24 -  Os quatro possíveis grupos de curvas de Hermite utilizados por König e 
Gumhold
Fonte: König e Gumhold (2009)
Dado que a orientação de nj já foi corrigida, o critério para inversão da orientação 
do vetor nj requer calcular a com plexidade das quatro curvas de Hermite em um plano 
de referência formado por estes vetores e o vetor êij. Com a complexidade calculada, 
compara a curva vermelha de menor complexidade e a curva azul de maior complexidade 
e inverte nj se a complexidade da curva azul for a menor. Seja Creg e Cbiue o valor da 
menor complexidade entre as curvas vermelhas e azuis, respectivamente. O critério de 
inversão f König e a medida de desconfiança UKonig podem ser expressos matematicamente 








Para obtem o plano de referência, é calculado a direção de seu vetor normal nref a 
partir dos vetores d), nj e . Caso os três sejam paralelos (Figura 24c), o vetor normal nref
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é definido como qualquer vetor ortogonal aos vetores ú), nj ou (KÖNIG; GUMHOLD, 
2009). Um vetor ortogonal pode ser obtido aplicando uma matriz de rotação, rotacionando 
o vetor em 90o, conforme explicado por (WEISSTEIN, 1994) . Caso os três vetores nti, nj 
e êij formarem um plano (Figura 24a), o vetor normal nref é o mesmo vetor deste plano 
(KÖNIG; GUMHOLD, 2009).
O último caso a ser analisado é quando os três vetores ú), nj e êij são linearmente 
independentes (Figura 24b e 24d). Neste caso, o plano de referência nref é calculado como 
sendo o produto vetorial entre nti e nj. Contudo, caso o vetor nj for aproximadamente 
paralelo a , o vetor nref deveria ser ortogonal ao plano formado por êij. Por este motivo 
é calculado mais um vetor normal do plano de referência, conforme a equação abaixo 
(KÖNIG; GUMHOLD, 2009) :
nref Ui X Uj +  (Ui ,Uj)
Ui ±  Uj
Ui ±  Uj
êi] (4.9)
Como as curvas de Hermite requer dois pontos e dois vetores tangente (AZEVEDO; 
CONCI, 2003) , é necessário determinar quais são os vetores tangente. Primeiramente, os 
vetores normais n<i e nj são projetados no plano de referência definido pela normal nref . 
A partir destes vetores normais projetados, são obtidos os vetores tangentes ti, —ti, tj e 
—tj , onde ti e tj são obtidos por rotacionar ni e nj em 90o no sentido anti-horário e —ti 
e —tj são obtidos por rotacionar os mesmos vetores em 90o no sentido horário. O módulo 
de cada vetor é definido como sendo o dobro do comprimento da aresta eij para que seja 
invariável a escala. As duas curvas vermelhas são calculadas utilizando os pares de vetores 
(ti,tj) e (—ti, —tj). As duas curvas azuis utilizam os pares de vetores (ti, —tj) e (—ti,tj) 
(KÖNIG; GUMHOLD, 2009).
A complexidade é obtida ao calcular a mudança do ângulo ocorrida quando a 
tangente percorre a curva de Hermite. Para uma curva sem pontos de inflexão, é calculado 
o ângulo entre as tangentes da curva nos pontos Pi e Pj. Se a curva possuir pontos de 
inflexão, esta é dividida em seus pontos de inflexão, no qual a complexidade da curva é 
obtida pelo somatório da complexidade de cada parte. Para calcular o ângulo das tangentes 
nos pontos Pi e Pj, observa-se o sinal da curvatura em Pi ou Pj. Caso qualquer um destes 
for negativo, calcula-se o ângulo no sentido horário. Do contrário, calcule-o no sentido 
anti-horário. Por exemplo, para uma curva de Hermite definida pelos vetores tangente 
(—ti,tj), o cálculo da complexidade da curva observará o ângulo entre os vetores tj e tj 
(KÖNIG; GUMHOLD, 2009).
Pode-se encontrar um ponto de inflexão de uma curva de Hermite ck (t) se a de­
rivada primeira c'k(t) e a derivada segunda c/l(t) forem paralelas (KÖNIG; GUMHOLD, 
2009). Portanto, seja q\ e q2 os pontos finais e iniciais da curva e m\ e m2 os vetores
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tangentes a estes pontos, respectivamente. Para Azevedo e Conci (2003) , uma curva Cp(t), 
para t E [0,1], pode ser expressa pela seguinte equação (detalhes da Seção 3.8) :
Cp (t) =  (2t3 — 3t2 +  1)q1 +  (—2t3 +  3t2)q2 +  (t3 — 2t2 +  t)m1 +  (t3 — t2)m2 (4.10)
Logo, conforme König e Gumhold (2009) , as derivadas dk(t) e dl(t) são :
c'k(t) =  (6t2 — 6t)q1 +  (—6t2 +  6t)q2 +  (3t2 — 4t +  1)m1 +  (3t2 — 2t)m2 (4.11)
Gk(t) =  (12t — 6)qi +  (—12t +  6)q2 + (6t — 4)mi +  (6t — 2)m2 (4.12)
Para encontrar os pontos de inflexão da curva cp(t), é construído uma matriz qua­
drática de segunda ordem A com os vetores dk(t) e dl(t). Para que estas derivadas sejam 
paralelas, o determinante da matriz A deve ser igual a zero. Considere det(ulv) o determi­
nante da matriz quadrática de segunda ordem formada por dois vetores bidimensionais u 
e v arranjados como linhas ou colunas desta matriz. O cálculo do determinante da matriz 
A pode ser simplificado pelo polinômio p(t) =  at2 + bt + c tal que (KÖNIG; GUMHOLD, 
2009):
a =  det(m1,v) (4.13)
b =  2det(m1,w) (4.14)
c =  det(v,w) (4.15)
onde
v =  6(q1 — q2) — 4m1 — 2m2 (4.16)
w =  3(m,1 + m2) — 6(q1 — q2) (4.17)
A abordagem em König e Gumhold (2009) consegue corrigir a orientação dos vér­
tices com maior eficácia em relação às abordagens de Hoppe et al. (1992) e Xie et al. 
(2003) , sendo capaz de resolver problemas como a propagação da orientação em regiões 
agudas. Entretanto, o algoritmo em König e Gumhold (2009) possui um tempo computa­
cional aproximadamente 10 vezes maior do que as demais abordagens, enquanto Hoppe 
et al. (1992) e Xie et al. (2003) apresentam entre si praticamente o mesmo tempo com­
putacional. Isto pode ser observado através dos dados fornecidos por König e Gumhold 
(2009) ao comparar cada abordagem calculando os vetores normais do objeto 3D de um 
tetraedro, de um tricerátopo e de um conjunto de engrenagens (Figura 25) . Estes dados 
estão contidos na Tabela 4 e na Tabela 5.
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Figura 25 -  Objetos 3D de um tetraedro, tricerátopo e engrenagens, nesta ordem, em 
nuvem de pontos
Fonte: König e Gumhold (2009)
Número de falhas na correção da orientação
O bjeto  3D H oppe X ie K önig e G um hold
Tetraedro 2822 2822 0
Tricerátopo 63 5 0
Engrenagem 2064 2139 2025
Tabela 4 -  Número de falhas na correção da orientação
Tempo de processamento entre cada abordagem
H oppe X ie K önig e G um hold
Tempo para 
cada aresta
0, 023 ms 0, 026 ms 0, 21 ms
Tetraedro 3,17 s 3,19 s 30,0 s
Tricerátopo 3,02 s 3,40 s 27,9 s
Engrenagem 3,82 s 4,32 s 34,7 s
Tabela 5 -  Tempo de processamento entre cada abordagem
4.2 Algoritmo para pré-processamento da malha
Muitos algoritmos envolvendo objetos representados por malhas triangulares con­
sistem em diversas iterações sobre seu conjunto de vértices ou conjunto de arestas. A 
construção do operador laplaciano, etapa utilizada para a suavização laplaciana realizada 
por Au et al. (2008) e Cao et al. (2010) é um exemplo de um procedimento que requer 
realizar cálculos avaliando cada vértice da malha triangular. Contudo, existes objetos 3D 
que utilizam um grande número de vértices e faces para modelar uma série de detalhes em 
sua forma, como, por exemplo, o objeto 3D Stanford Armadillo 1 , o qual contém 106289 
vértices e 212574 faces triangulares (Figura 26) .
1 Link para Link para objeto Stanford Armadillo: http://www.prinmath.com/csci5229/OBJ/index.html
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Figura 26 -  Plotagem do objeto 3D “Stanford Armadillo” em MATLAB
Fonte: Elaborada pelo autor
Observando a estrutura do esqueleto na Figura 27, nota-se intuitivamente que a 
esqueletização não depende de detalhes da forma do objeto 3D apresentados na Figura 
26. Em cenários em que não é necessário relacionar a malha de entrada com o esqueleto 
final, realizar um pré-processamento na malha de entrada pode ser útil a fim de reduzir 
o número de vértices e faces, simplificando o objeto 3D, desde que não altere a geometria 
e a topologia do objeto 3D original.
Figura 27 -  Exemplo de esqueletização do objeto “Stanford Armadillo”
Fonte: Jiang et al. (2013)
O algoritmo proposto por Valette e Chassery (2004) apresenta uma forma de sim­
plificar um objeto tridimensional sem afetar sua geometria e topologia (Figura 28) . Sua 
solução utiliza diagramas de V oronoi centroidais, que são diagramas de Voronoi cuja 
semente localiza-se no centro da região de Voronoi. Seja Z =  { zí\í =  1, . . .  ,n}  os pontos 
sementes do diagrama de Voronoi, p(x) uma função de densidade e Vi a região de Voronoi 
correspondente à semente z*. Cada ponto Zi de um diagrama de Voronoi centroidal é defi­
nido como o ponto centróide da região Vi, calculado através da seguinte média ponderada 
contínua (VALETTE; CHASSERY, 2004) :
/y  xp(x)dx 
Iv, p(x)dx
(4.18)
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Figura 28 -  Objeto 3D simplificado utilizando algoritmo de Valette e Chassery 
Fonte: Valette e Chassery (2004) adaptada pelo autor
Conforme Valette e Chassery (2004) , o diagrama de Voronoi centroidal também 
minimiza o somatório E abaixo, no qual quanto menor o valor do somatório mais próximo 
os n pontos sementes estão de pertencerem ao centro da região de Voronoi Vp
n ~
E =  p(x)lx — z,;\2dx
*=m Vi
(4.19)
O algoritmo busca construir um diagrama de V oronoi centroidal aproxim ado
que minimize a Equação 4.19 para uma malha triangular M . Para isto é necessario discre- 
tizar esta equação. O diagrama de Voronoi deste algoritmo irá construir grupos de faces 
como regiões. Portanto, cada região Vi será composta por um conjunto não vazio de faces 
Cj. Cada região deve conter uma ou mais faces e cada face não pode pertencer a mais de 
uma região. A fronteira de uma região de Voronoi é, portanto, formada por um conjunto 
de arestas da malha M  que a contorna. Logo, a Equação 4.19 pode ser reescrita pela 
equação a seguir considerando uma região Vi como um conjunto de faces Cj (VALETTE; 
CHASSERY, 2004) :
n
E =  E  p(x)lx — Zi l2dx\ (4.20)
í=i Cj  e vC  c t
Considere que a função p(x) seja uniforme. Portanto, o resultado da integral pj =  
fcj p(x)dx resulta na área da face Cj. Seja j j  o ponto centróide da face Cj. O algoritmo 
aproxima a face Cj pelo centróide 7j e peso pj. Com isto, a integral presente na Equação 
4.20 é simplificada para a seguinte equação (VALETTE; CHASSERY, 2004) :
n
E =  E
i=1
(
E  pj h
Cj eVi
Zif (4.21)
O ponto centróide 7j da face Cj é calculado como sendo (VALETTE; CHASSERY,
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2004):
fc  xdx
1’ =  C c c
(4.22)
Entretanto, o algoritmo propõe construir um diagrama de Voronoi centroidal apro­
ximado e, portanto, não saberá a priori a localização dos pontos sementes 7 . Por definição, 
sabe-se que, para este diagrama, 7  é o ponto central da região de Voronoi Vi. Por isto, Zi 
é calculado como o ponto centróide d  de Vi, o que é obtido calculando a média dos pontos 
centróides das faces Cj pertencentes a Vi ponderada por pj. Este ponto é calculado como 
sendo (VALETTE; CHASSERY, 2004) :
Gj eVj PjCj 
eVi Pj
Então, é encontrada uma equação discreta que aproxima a Equação 4.19 (VA­
LETTE; CHASSERY, 2004) :
F =  I P]\1} -  l l \2 \ (4.24)
i=1 Cj EVi
A Equação 4.24 pode ser reescrita ao substituir Fi pela Equação 4.23 (VALETTE; 
CHASSERY, 2004) :
F =  Ê (  E  P, b  I2 -  w  P’J ’  ^ ) (4.25)
i=1 Cj EVi Cj EVi Pj
Apesar da Equação 4.25 ser uma aproximação discreta da Equação 4.19, a definição 
do ponto centróide e da área pj da face triangular Cj foi definida através de um cálculo 
contínuo em Valette e Chassery (2004) . Os valores para 7j e pj podem ser aproximados 
através de um cálculo discreto. Seja u, v e w os vértices da face triangular Cj. O ponto 
centróide de Cj é calculado encontrando o seu baricentro de Cj pela seguinte equação 
(MELO, 2015) :
li
U +  V +  w
3
(4.26)
Para os vértices u, v e w da face Cj, a área da face triangular Cj é encontrado 
através da seguinte fórmula (STEINBRUCH; WINTERLE, 1987a) :
luv X uwl
Pj = 2 (4.27)
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Seja M  uma malha triangular e n a quantidade total de regiões de Voronoi. O 
algoritmo inicia selecionando n faces distintas aleatoriamente, criando n regiões de Voronoi 
para cada face selecionada. As demais faces não selecionadas inicialmente são adicionadas 
a uma região denominada região nula. Em seguida, é obtido o conjunto das arestas de 
borda destas regiões, nas quais, neste passo inicial, correspondem às arestas de cada uma 
das n faces iniciais (VALETTE; CHASSERY, 2004) .
O algoritmo itera sobre este conjunto de arestas de borda. Para cada aresta de 
borda e é analisado as faces triangulares Ci E Vi e Cj E Vj adjacentes a esta aresta, onde 
Vi e Vj são regiões de Voronoi distintas. Caso Vi for a região nula, Ci é adicionado à região 
Vj. Caso Vj for a região nula, Cj é adicionado à região Vj. Caso ambas as regiões não 
forem a região nula, é realizado um teste sobre Ci e Cj a fim de minimizar a energia F 
expressa pela Equação 4.25 (VALETTE; CHASSERY, 2004) .
Para duas faces adjacentes Cm E Vp e Cn E Vi, onde Vp e Vi são duas regiões
distintas, é realizado um teste local para verificar qual seria a situação que minimizaria 
a energia F . Para isto, são observados três cenários que são mostrados na Figura 29 
(VALETTE; CHASSERY, 2004) :
1. Finit: configuração inicial, onde Cm E Vp e Cn E Vi (Figura 29 a);
2. Fi : configuração onde Vp expande, na qual Cm E Vp e Cn E Vp (Figura 29 b);
3. F2 : configuração onde Vi expande, na qual Cm E Vi e Cn E Vi (Figura 29 c).
Figura 29 -  Os cenários para teste de minificação na construção de um diagrama de Vo- 
ronoi centroidal aproximado
Fonte: Valette e Chassery (2004) adaptada pelo autor
Para o teste, é calculado a energia F  para os casos em Finit, Fi e F2. Aquele 
que minimize a Equação 4.25 é a configuração a ser aplicada pelo algoritmo. Isto é, 
caso F2 possuir o menor valor entre Finit e Fi , então a face Cm é removida da região 
Vi e adicionada à região Vj. Como o teste local apenas avalia as regiões Vp e Vi, não há 
a necessidade de calcular a energia F  para todas as n regiões conforme expresso pela 
Equação 4.25. Para este teste, esta equação pode ser calculada apenas para as regiões Vp
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e Vi. Logo, a Equação 4.25 pode ser simplificada para o teste de minificação da seguinte 
forma (VALETTE; CHASSERY, 2004) :
Li =  P3\l3\2
c,j evk
\ evk PiAj\2
^Cc3 evk Pj +  P3 \l3 \2A  e vt
\ S c,; evi Pj Aj \2 
evi Pj
(4.28)
Entretanto, os termos Y,c3evk Pj\lj\2 e Y,c3evt Pj\lj\2 não são necessários no cálculo, 
pelo fato da união das regiões Vp e Vi não mudarem nos três cenários analisados. Então, 
o cálculo é simplificado pela seguinte equação (VALETTE; CHASSERY, 2004) :
L2 ( \ evk Pj Aj\2 +  \ E c3 evi Pj lj  \2
c3evk Pj c3evt Pj
(4.29)
A Figura 30 apresenta como funciona o processo de expansão para a construção do 
diagrama de Voronoi centroidal aproximado utilizando 500 regiões de Voronoi. A Figura 
30a apresenta o objeto 3D original, enquanto as demais apresentam o procedimento desde 
a inicialização (Figura 30b) até o resultado final (Figura 30d). A Figura 30c apresenta o 
resultado do algoritmo com 2 iterações, enquanto para a Figura 30d foram utilizadas 12 
iterações. As partes escuras observadas representam a região nula.
Figura 30 -  Etapas para construção de um diagrama de Voronoi centroidal
Fonte: Elaborada pelo autor
Com o diagrama de Voronoi centroidal calculado, o próximo passo é extrair uma 
malha triangular mais simples. Uma vez que é possível obter uma triangulação de 
Delaunay através de um diagrama de Voronoi, extrair a malha triangular simplificada 
requer simplesmente construir a triangulação de Delaunay correspondente ao diagrama de 
Voronoi centroidal previamente calculado. É preciso então definir como definir os vértices 
e as faces da malha triangular final (VALETTE; CHASSERY, 2004) .
Os vértices utilizados pela triangulação são os n pontos sementes de cada região de 
Voronoi. Em outras palavras, são utilizados os centróides das n regiões de Voronoi para
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compor os n vértices da malha triangular final. No entanto, o centróide de uma região 
frequentemente não é definido na superfície do objeto 3D original, principalmente para 
regiões côncavas ou convexas (Figura 31) . Portanto, é selecionado como vértice para a tri­
angulação final o vértice na superfície (pertencente à malha triangular original) que esteja 
o mais próximo possível do centróide de uma região de Voronoi (VALETTE; CHASSERY, 
2004).
Figura 31 -  Cálculo do centróide a partir de uma conjunto de vértices 
Fonte: Elaborada pelo autor
Para construir a triangulação, é observado a conectividade entre as regiões do 
diagrama de Voronoi centroidal. Para isto, pode-se observar os vértices da superfície que 
pertencem às arestas de borda deste diagrama. Para cada vértice u, verifica se u está 
presente em três regiões de Voronoi distintas. Caso esta condição seja satisfeita, significa 
que estas três regiões são vizinhas. Com isto, construa um triângulo com os pontos semente 
destas três regiões (Figura 32) (VALETTE; CHASSERY, 2004) .
Contudo, é bastante comum situações onde em um vértice da superfície u encontram- 
se quatro ou mais regiões de Voronoi presentes. Em situações onde existem quatro regiões 
distintas presentes em um vértice u, são criados dois triângulos, conforme Figura 32. Esta 
abordagem pode ser generalizada. Para m regiões de Voronoi, o algoritmo irá construir 
m -  2 triângulos (VALETTE; CHASSERY, 2004) .
Figura 32 -  Construção da triangulação a partir de um diagrama de Voronoi centroidal
Fonte: Valette e Chassery (2004)
É preciso observar que este algoritmo de simplificação não é recomendado para
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uma malha triangular que contém pouca quantidade de vértices e faces, uma vez que a 
simplificação pode distorcer a geometria do objeto 3D original. A Figura 33 mostra o 
resultado deste algoritmo para uma malha triangular 3D com 512 vértices e 1024 faces. 
É possível notar inclusive a redução do volume no objeto simplificado.
Figura 33 -  Simplificação de uma malha triangular 3D com poucos vértices e faces
Fonte: Elaborada pelo autor
4.3 Esqueletização de malhas por suavização laplaciana
Au et al. (2008) apresenta um algoritmo para a extração do esqueleto de um objeto 
3D representado por malhas triangulares. De forma sucinta, sua proposta corresponde em 
iterativamente contrair a malha tridimensional, até que esta possuir um volume pratica­
mente igual a zero.
Em cada iteração, a contração é realizada por minimizar uma fórmula que envolve 
um term o de contração e um term o de atração. Enquanto o termo de contração 
é calculado utilizando implicitamente o operador discreto de Laplace, o termo de 
atração utiliza as informações geométricas dos vértices da malha original para que durante 
as iterações a forma contraída mantenha características geométricas no objeto original. 
Para cada um dos termos é atribuído um peso que é ajustado a cada iteração (AU et al., 
2008).
Com o decorrer das iterações, as conexões entre os vértices encontradas na malha 
original são mantidas, sendo alterado apenas a posição dos vértices devido à contração da 
malha. Portanto, o processo de contração converte a malha original para uma malha com 
volume aproximadamente zero, mantendo toda a conectividade da malha original (Figura 
34) . Por esta razão, o algoritmo propõe um processo de cirurgia de conectividade, o 
qual remove o excesso de arestas presentes na malha, removendo todas as faces da malha 
contraída e mantendo os vértices e arestas que representam a geometria e a topologia da 
objeto original, o que resulta no esqueleto final (AU et al., 2008) .
Durante a cirurgia de conectividade é construído um mapeamento onde é associado 
um conjunto de vértices da malha original a cada nó do esqueleto. Este mapeamento é 
utilizado na etapa de refinamento, a qual possui o objetivo de posicionar cada nó do 
esqueleto ao centro da região da malha associada a ele (AU et al., 2008) .
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Figura 34 -  Processo de contração da malha por suavização laplaciana
Fonte: Au et al. (2008)
Seja G =  (V , E) uma malha triangular, onde V nx3 =  [vi ,v%,. . .  , v f , . . .  ,v^]T
é a matriz de vértices e E o conjunto das arestas que representam a conexão entre dois 
vértices na malha. Cada Uésima linha da matriz V  corresponde à posição do vértice 
Vi =  [xVi yVi zVi]. O processo de contração é baseado na resolução da equação discreta de 
Laplace LV' =  0, onde V ' é a matriz de vértices suavizada e L é o operador de Laplace 
definido como uma matriz n x n onde (AU et al., 2008) :
L
Uij =  cot aij +  cot f3ij se (i , j ) G E
S(i,fc)eE -(Vik se i =  j
0 caso contrário
(4.30)
Na Equação 4.30, aij e faj são os ângulos opostos à aresta (i,j), conforme Figura 
35 (AU et al., 2008) .
Figura 35 -  Ângulos para cálculo do operador de Laplace utilizando cotangente
Fonte: Desbrun et al. (1999)
Seja vp e vi os vértices dos ângulos aij e f3ij, respectivamente. Pode-se observar 
que aij é formado pelos vetores - -V) e - -v] e faj é formado pelos vetores vjÚi e viv] . Com 
isto, a cotangente pode ser facilmente calculada utilizando relações trigonométricas entre 
ângulos formados por vetores, conforme visto na seção 3.2.6 (MEYER et al., 2002) . Desta
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Contudo, é necessário acrescentar restrições à equação de Laplace LV' =  0, uma 
vez que esta não admite uma única solução para V ' que L é uma matriz singular. Cada 
linha da equação de Laplace fornece as restrições de contração. Além destas, devem ser 
acrescentadas as restrições de atração, a qual considera os vértices de V . Para cada uma 
das restrições são atribuídos pesos que são ajustados a cada iteração. Portanto, o pro­
cesso de contração definido pelo algoritmo consiste em resolver o seguinte sistema linear 




W h W hV
A Equação 4.32 estende a equação de Laplace LV' =  0 acrescentando restrições de 
contração e atração. Os pesos de contração e atração são definidos por matrizes diagonais 
de ordem n, as quais são, respectivamente, W L e W H. Considere W Li e W Hi a í-ésima 
diagonal das matrizes de pesos de contração e atração, nesta ordem. A Equação 4.32, por 
ser um sistema linear sobredeterminado, pode ser resolvido através da minimização da 
seguinte equação (AU et al., 2008) :
||Wl LV'||'2 +  ^  WH j l lvi -  Vi||2 (4.33)
%
O processo de contração é realizado por meio de diversas iterações, onde em cada 
t-ésima iteração os vértices V* são contraídos para os vertices V t+1, até convergir para 
uma estrutura semelhante ao esqueleto. Para cada t-ésima iteração, por consequência da 
contração dos vértices V*, também é atualizado o operador de Laplace L* assim como as 
matrizes de peso WL e WH . O algoritmo inicializa WL =  10- S /Ã  e WH =  1.0 para 
toda a diagonal, onde A corresponde à média da área das faces. Em seguida, enquanto 
a volume da malha contraída for maior que um limiar tvoi =  10-6 , a iteração é realizada 
através dos seguintes passos, iniciando com t igual a 0 (AU et al., 2008) :
1. Calcular o operador de Laplace L* baseado nos vértices de V* utilizando a Equação 
4.30;
2. Contrair os vértices da malha utilizando a Equação 4.32 para obter V*+1 2. Isto
Capitulo 4. Análise comparativa 67
significa resolver o sistema linear






3. Atualizar os pesos de contração e atração como sendo WL+1 =  «lW ^  e WH+1 =  
WHj ^ /A0/Aj. O parâmetro sp é utilizado para controlar a velocidade da contração, 
sendo sp =  2.0 definido empiricamente por Au et al. (2008) . Os valores de e A\ 
são definidos como a área da vizinhança do í-ésimo vértice da malha original e na 
t-ésima iteração, nesta ordem. Esta área é definida como a soma da área de todas 
as faces que contém o vértice i.
Apesar do processo de contração da malha tridimensional resultar em uma malha 
contraída visivelmente semelhante a um esqueleto, a quantidade de vértices e a conexão 
são as mesmas da malha original (Figura 34) . Para isto é realizado um procedimento para 
converter a malha contraída no esqueleto final, chamado de cirurgia de conectividade. 
O algoritmo consiste basicamente em realizar o colapso de arestas na malha contraída, 
removendo todas as faces, de modo que a geometria e topologia seja preservada no esque­
leto final. Além disto, é utilizado uma função de custo capaz de medir o quanto a operação 
de colapso de uma aresta da malha influencia na geometria e topologia do esqueleto final. 
Portanto, o processo de cirurgia de conectividade é realizado iterativamente, onde para 
cada iteração o colapso de arestas é executado para a aresta de custo mínimo (AU et al., 
2008).
O colapso de arestas é feito por meio de um colapso de semi-arestas, para simpli­
ficação. O colapso de semi-aresta (i ^  j ) une o vértice i com o vértice j  em um único 
vértice de posição Vj. Tal operação remove as faces incidentes à aresta (i, j ), conforme 
observado na Figura 36. O algoritmo não realiza a operação em uma aresta ( i , j ) se existe 
um vértice k adjacente aos vértices i e j  tal que (i,j, k) não é uma face na malha. (AU et 
al., 2008) .
Figura 36 -  Exemplo de colapso de semi-aresta 
Fonte: Mamou e Ghorbel (2009) adaptada pelo autor
O custo total de uma aresta é uma soma ponderada de dois termos: um relacionado 
ao custo da form a e outro relacionado ao custo da am ostragem . Considere ( i , j ) uma
Capitulo 4. Análise comparativa 68
aresta da malha. Seja Ta(i ,j ) e Tb(i,j) o custo da forma e o custo da amostragem, 
respectivamente, para esta aresta. Seja wa e Wb os pesos para o custo da forma e para o 
custo de amostragem, respectivamente, definidos empiricamente como sendo wa =  1.0 e 
Wb =  0.1. O custo total T (i , j ) da aresta ( i , j ) é definido como sendo (AU et al., 2008) :
T  ( i , j ) =  WaTa(i,j) +  wbTb (i,j) (4.34)
Para o custo da form a é calculado o somatório das distâncias quadradas entre 
um vértice e as faces incidentes a ele. Deste modo, é possível medir o quanto uma operação 
de colapso de aresta afetaria a geometria do esqueleto. Como a cirurgia de conectividade é 
aplicada em uma malha contraída e, por isto, as faces praticamente não possuem área, esta 
métrica é simplificada. Para isto é necessário definir para toda aresta ( i , j ) a matriz K*j, 
onde a distância entre um ponto p a aresta ( i , j ) seja calculada como sendo pT(K T K j)p . 
Seja a =  (ax,ay,az) o vetor normalizado da aresta ( i , j ) e b =  (bx,by,bz) =  a x Vi. A 
matriz K iy é definida como sendo (AU et al., 2008) :
K -
0 -üz ay bx
üz 0 &x — by (4.35)
—ay &x 0 -bz
Portanto, o custo calculado para o vértice i é definido pelo somatório da distâncias 
quadradas do ponto às arestas adjacentes a (i,j), conforme a seguinte equação (AU et al., 
2008):
Fi(p ) =  p t (K % K  )p  =  p t Q*p  (4.36)
Através da Equação 4.36 é calculado o custo da forma (dado pela função Ta( i , j )) 
para o colapso de aresta (i ^  j ). Sendo Vj a posição do vértice resultante do colapso de 
arestas, o custo da forma Ta(i , j ) é dado pela seguinte equação (AU et al., 2008) :
T a(i,j) =  Fi(vj) +  Fi(vi) (4.37)
Pode-se afirmar que quanto menor o valor de Ta(i , j ) (Equação 4.37) , menor será 
a distorção causada pelo colapso de aresta (i ^  j ) na geometria do esqueleto. Por este 
motivo o algoritmo seleciona a aresta de menor custo durante o processo de cirurgia de 
conectividade. Apesar do custo da forma conseguir manter a forma da malha contraída, 
este pode resultar em arestas muito longas no esqueleto em regiões retas (como regiões 
geralmente cilíndricas, por exemplo). Isto pode causar perda de informações relevantes
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para o mapeamento entre um nó do esqueleto para um conjunto de vértices da malha 
original (AU et al., 2008) .
Para impedir a criação de arestas muito extensas no esqueleto é calculado o custo 
da amostragem. Analisando a Figura 36 nota-se que a operação de colapso de arestas 
(i ^  j ) modifica a largura de cada aresta adjacente ao vértice i. O custo de amostragem, 
portanto, é a distância total que as arestas adjacentes a i deslocam ao realizar o colapso 
de arestas (i ^  j ). Sendo E o conjunto de arestas da malha contraída após a operação 
(i ^  j ), este custo é calculado como sendo (AU et al., 2008) :
Fb{t,j) =  ||U -  Vj | ^  ||A -  vk | (4.38)
(i,k)eÈ
Durante o processo de cirurgia de conectividade, todo colapso de arestas é regis­
trado a fim de construir o mapeamento entre um nó do esqueleto e vértices da malha 
original. Isto significa que cada nó k presente no esqueleto é mapeado a um conjunto de 
vértices n  da malha original que foi contraído para o nó k. Este mapeamento é utilizado 
na etapa de refinam ento do esqueleto, onde cada nó k do esqueleto é movido ao centro 
aproximado da região da malha n fc. Este procedimento é realizado devido à possibilidade 
da forma da malha contraída estar deslocada do seu centro ou até mesmo estar fora da 
malha original (AU et al., 2008) .
O refinamento do esqueleto possui o objetivo de mover cada nó do esqueleto ao 
centro da região da malha associada a ele. A Figura 37 apresenta, respectivamente, o 
esqueleto após a cirurgia de conectividade (à esquerda), as regiões da malha mapeadas 
para cada nó do esqueleto (centro) e o esqueleto final após o refinamento (à direita). A 
Figura 37 também destaca alguns nós do esqueleto que estão fora do centro de sua região 
da malha e suas posições corrigidas após o processo de refinamento(AU et al., 2008) .
Figura 37 -  Cirurgia de conectividade, mapeamento e refinamento do esqueleto
Fonte: Au et al. (2008)
Seja k o nó do esqueleto e n fc a região da malha associada ao nó k. Uma vez que 
os vértices da borda de uma região são contraídos aproximadamente na mesma posição, o 
deslocamento entre o nó k e o centro da região é calculado através do deslocamento médio 
dos vértices da borda da região n fc. Seja Vi a posição do vértice i da malha original e A 
a posição deste vértice no final do processo de contração da malha. Seja também Sj os
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índices dos vértices da borda j  e lj,i o comprimento total das duas arestas pertencentes 
a borda j  e adjacentes ao vértice i. O deslocamento médio dj para a borda j ,  calculado 
durante o processo de contração, é definido como sendo (AU et al., 2008) :
dj
2 i£Sj Ijtifoi Vi)
2^ieSj lj,i
(4.39)
Seja Uk a posição do nó k do esqueleto. O deslocamento do nó k é dado por 
atualizar a posição Uk, onde é realizado a diferença entre a posição up pelo deslocamento 
médio das bordas d presentes da região n fc. O cálculo é realizado como sendo up =  up — d. 
O deslocamento médio d é calculado conforme os seguintes casos (AU et al., 2008) :
1. Caso o nó k pertencer a uma ramificação (a região n  possui um formato semelhante 
a um cilíndro), o deslocamento é definido como o deslocamento médio entre as duas 
bordas presentes em n , sendo portanto d =  (dl +  d2)/2.
2. Caso o nó k estiver na extremidade do esqueleto (onde n fc possui apenas uma única 
borda), d é definido como apenas o deslocamento médio desta única borda.
3. Caso o nó estiver em uma articulação (onde n fc possui mais que duas bordas, d é 
definido como o somatório ponderado do deslocamento médio de todas as bordas 
presentes em n fc, cujo o peso é o comprimento do laço de cada fronteira.
Além da cirurgia de conectividade e refinamento dos nós do esqueleto pode ser 
necessário alguns tratamentos adicionais no esqueleto. Após o processo de refinamento é 
possível que a estrutura em algumas das articulações no esqueleto seja mais complexa que 
a mesma articulação na malha original. Isto pode ser notado pela Figura 37 (à esquerda) 
ao observar o ciclo presente no esqueleto em uma das articulações, o qual não existe 
na malha original. Portanto, é necessário um refinamento adicional para nós do esqueleto 
pertencentes a articulações. Este refinamento tem o objetivo de simplificar a complexidade 
destas estruturas (Figura 37 à direita), onde um nó em uma articulação e um outro 
adjacente a ele são fundidos se o nó resultante desta fusão possuir melhor centralização 
(AU et al., 2008) .
O grau de centralidade op para um nó de articulação k do esqueleto é calculado 
como sendo o desvio padrão das distâncias entre o nó k e os vértices da região n fc. Desta 
forma, quanto menor a variação entre a distâncias do nó k e os vértices da região n , 
mais próximo do centro de n  o nó k está localizado. Sendo ak o grau de centralidade do 
nó resultante da fusão entre o nó k e um outro nó adjacente a ele. A fusão entre eles é 
realizada se ak < 0.9ap, onde o nó adjacente a ser escolhido é aquele que possuir o melhor 
valor ak dentre os nós vizinhos de k. O processo continua até que para nenhum nó vizinho 
a k a condição de fusão seja satisfeita (AU et al., 2008) .
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4.3.1 Análise do processo de esqueletização
O algoritmo proposto por Au et al. (2008) é insensível à rotação e a ruídos na su­
perfície do objeto 3D pelo fato de implicitamente realizar a suavização laplaciana durante 
o processo de contração, além de respeitar a geometria e topologia da malha original. 
Outra vantagem deste algoritmo está relacionada com a possibilidade de associar cada nó 
do esqueleto ao seu conjunto de vértices da malha original. Isto possui diversas aplicações 
como segmentação (Figura 38 à esquerda) e para animação do objeto 3D (Figura 38 à 
direita) (AU et al., 2008) .
Figura 38 -  Exemplo do uso do esqueleto para segmentação e animação
Fonte: Au et al. (2008)
Alguns detalhes relacionados ao processo de contração devem ser considerados. 
Um destes aspectos para o algoritmo está relacionado ao cálculo do volume da malha 
contraída, o que é necessário para satisfazer a condição de parada do processo iterativo 
de contração. O volume de uma malha 3D pode ser calculado de modo simples e prático 
conforme o algoritmo proposto por Zhang e Chen (2001) . O cálculo para o volume de uma 
malha 3D pode ser encontrado de modo semelhante à Zhang e Chen (2001) na publicação 
de Desbrun et al. (1999) , onde é calculado como sendo o somatório do volume de todos 
os tetraedros formados por um triângulo presente na superfície da malha e um ponto no 
espaço (por exemplo, a origem).
Outro detalhe é o calculo do sistema linear expresso pela Equação 4.32. Ao observar 
a Equação 4.30, nota-se que a maioria dos elementos da matriz L são nulos, pelo fato de 
geralmente cada vértice de uma malha triangular possuir poucos vizinhos com relação à 
quantidade de vértices existentes, o que conclui que a matriz L é uma m atriz esparsa. 
Além disto, L é uma matriz simétrica e a matriz M  =  LTL é uma matriz esparsa e definida 
positiva. Isto permite que o sistema linear na Equação 4.32 possa ser calculado utilizando a 
decom posição de Cholesky (SORKINE, 2005) . Outras abordagens buscam solucionar 
este sistema através do m étodo do gradiente biconjugado precondicionado, o qual 
pode ser utilizado para resolução de sistemas lineares esparsos (DESBRUN et al., 1999) .
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Ambos os métodos numéricos podem ser encontrados no livro Numerical Recipes 2 . Pelo 
fato do sistema linear utilizar matrizes esparsas, pode-se armazenar computacionalmente 
as matrizes no formato C SR  ou CCS (Seção 3.10) .
Uma vantagem em relação ao processo de contração da malha é a escolha dos 
pesos utilizados ao calcular o operador laplaciano L. O peso uniforme (Seção 3.9) produz 
uma malha suavizada que não respeita a geometria da malha original. Tal detalhe é 
corrigido ao utilizar o peso baseado no cálculo da cotangente (Equação 3.43 na Seção 
3.9) , como pode ser observado pela Figura 39, na qual nota-se o resultado da malha 
original (à esquerda) sendo contraída utilizando o peso uniforme (ao centro) e o cálculo 
da cotangente (à direita). Além disto, o peso utilizando o cálculo da cotangente evita que 
o vértice Vi se desloque quando este e seus vizinhos adjacentes N (Vi) pertencem a um 
mesmo plano (DESBRUN et al., 1999) . A Figura 40 (à esquerda) mostra a direção do 
vértice Vi ao utilizar o peso uniforme (direcionando para o centro da vizinhança de tç) e 
o peso cotangente, enquanto a Figura 40 (à direita) mostra o deslocamento do vértice Vi 
ao utilizar o peso uniforme.
Figura 39 -  Comparação entre peso uniforme e peso cotangente para suavização 
Fonte: Desbrun et al. (1999) adaptada pelo autor
Figura 40 -  Deslocamento de um vetor pelo peso uniforme e cotangente 
Fonte: Nealen et al. (2006) adaptada pelo autor
2 Link para Numerical Recipes: http://numerical.recipes/
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A grande desvantagem do uso do peso utilizando a cotangente é a possibilidade 
de gerar valores inválidos como pesos negativos ou até mesmo divisão por zero (AU 
et al., 2008) . A cotangente de um ângulo a é indefinida quando o ângulo a for igual a 
0o ou a 180o e pode gerar pesos negativos quando a for maior que 90o (IEZZI, 1978) . A 
probabilidade destes erros ocorrerem aumentam durante as iterações, pois o processo de 
contração possui o objetivo de gerar uma malha com volume praticamente igual a zero, 
o que leva a faces sem nenhuma área (AU et al., 2008) . Uma vez que um dos cálculos 
mais eficientes da cotangente para este algoritmo envolve a norma do produto vetorial 
(Equação 3.15) e que o produto vetorial está relacionado com a área do triângulo formado 
entre dois vetores (Equação 3.17) , para que a área de uma face seja zero é necessário que 
os vetores que formam o ângulo a sejam colineares. Logo o ângulo a é igual a 0o ou a 
180o, tornando o valor da cotangente indefinido (STEINBRUCH; WINTERLE, 1987a) . 
A divisão por zero neste caso ocorre pois a norma do produto vetorial entre os vetores 
que formam o ângulo a ocorre no denominador da Equação 3.15.
Uma alternativa para o peso cotangente seria a utilização do peso tangente 
(Seção 3.9) no processo de suavização, o qual é bem definido e produz pesos positivos 
(FLOATER, 2003) . Outra alternativa seria aplicar o algoritmo de flipping de arestas 
utilizado em triangulações de Delaunay para solucionar pesos cotangente negativos, 
de tal forma que não modifica a geometria da malha original. A idéia é aplicar o algoritmo 
de flipping em arestas que não formem triangulações de Delaunay. Isto pois triangulações 
que respeitam os critérios de Delaunay produzem pesos cotangentes positivos. Por esta 
razão, este algoritmo de correção utiliza como critério para o flipping de uma aresta se esta 
possui peso cotangente negativo (FISHER et al., 2006). A Figura 41 mostra um exemplo 
deste algorimo para correções da triangulação da malha, onde as arestas em vermelho 
representam as arestas que foram corrigidas aplicando o algoritmo de flipping de arestas.
Figura 41 -  Tratamento de pesos cotangentes por critérios de Delaunay
Fonte: Fisher et al. (2006)
A comparação entre os pesos apresentada pela Figura 42 utiliza uma malha tri­
angular com 927 vértices e 1850 faces e o processo de suavização expresso pela Equação 
3.39, onde a suavização é realizada utilizando 10, 50, 100, 120 e 200 iterações. As linhas 
representam, de cima para baixo, a suavização da malha utilizando o peso uniforme, o
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peso cotangente e o peso tangente, nesta ordem.
10 iterações 50 iterações 100 iterações 120 iterações 200 iterações
Figura 42 -  Suavização de uma malha. De cima para baixo: peso uniforme, cotangente e 
tangente
Fonte: Elaborada pelo autor
Note na Figura 42 que o peso cotangente obtém uma estrutura mais próxima à 
geometria da malha original. No entanto, ocorre perda de informações devido à divisões 
por zero na 120-ésima iteração, uma vez que o MATLAB armazena estes valores como um 
valor indefinido (Not-a-number) (MATHWORKS, 2016d) . Dentre os três pesos, o peso 
tangente apresenta maior estabilidade na Figura 42, aproximando a uma estrutura com 
volume praticamente nulo. Entretanto, a malha contraída por este peso não é tão fiel à 
geometria quanto o peso cotangente. Uma vantagem é que a cirurgia de conectividade e 
refinamento em Au et al. (2008) pode corrigir a centralidade do esqueleto para este peso.
Uma limitação em relação ao algoritmo é que apenas suporta superfícies fechadas 
para que seja possível construir um operador laplaciano bem definido. Ademais, o algo­
ritmo não resulta em esqueletos com uma boa qualidade quando o objeto 3D de entrada 
for muito simplificado (AU et al., 2008) . Pode-se observar que, para malhas tridimensi­
onais que possuem partes combinadas, o processo de suavização irá contrair cada uma 
delas de tal maneira que estas poderão se desconectar do próprio objeto original (Figura 
43) .
O trabalho de Au et al. (2008) tem sido referenciado em diversas publicações, as 
quais o utilizam como base para seus próprios métodos. A publicação de Tagliasacchi 
et al. (2012) utiliza o algoritmo de suavização laplaciana para contração da forma tridi­
mensional, otimizando a suavização ao remodelar e obter os pólos de Voronoi da forma 
como pré-processamento, aplicando o processo de suavização sobre os pólos de Voronoi.
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Figura 43 -  Exemplo de desconectividade ao contrair uma malha tridimensional
Fonte: Elaborada pelo autor
A publicação de Cao et al. (2010) , onde o algoritmo de esqueletização de Au et al. (2008) 
é adaptado para nuvem de pontos. As etapas encontradas no algoritmo de Cao et al. 
(2010) são praticamente idênticas à abordagem de Au et al. (2008) , inclusive o processo 
de contração e construção do operador laplaciano. Apenas alguns aspectos divergem entre 
cada abordagem, cujos detalhes podem ser encontrados em Cao et al. (2010) .
O principal detalhe da abordagem de Cao et al. (2010) a ser analisado é o processo 
da construção do operador laplaciano. O operador laplaciano calculado por Au et 
al. (2008) é calculado utilizando o peso cotangente entre vértices adjacentes a uma aresta 
na malha. Como o objeto 3D de entrada é representado por uma nuvem de pontos, 
Cao et al. (2010) busca estimar as ligações entre os pontos do objeto 3D através da 
triangulação de Delaunay, para que seja possível calcular o operador laplaciano em 
Au et al. (2008) . Como o operador laplaciano em Au et al. (2008) analisa para cada vértice 
da malha apenas os vértices adjacentes, apenas as informações dos pontos mais próximos 
são utilizadas para construir a triangulação de Delaunay em Cao et al. (2010) . Portanto, 
sendo P =  [p1,p2, ... ,Pi,... ,pn] os pontos de um objeto 3D, o autor segue os seguintes 
passos para estimar o operador laplaciano L:
1. Encontre os k pontos mais próximos N(pi) através do algoritmo k-vizinhos mais 
próxim os, onde k =  0.012n e n é a  quantidade de pontos presentes na nuvem de 
pontos de entrada.
2. Estime o plano tangente ^  através da análise de com ponentes principais dos 
pontos N(pi), conforme algoritmo de Hoppe et al. (1992) descrito na Seção 3.7.
3. Projete os pontos N(pi) no plano ^ , obtendo os pontos Nproj(pi).
4. Calcule a triangulação de Delaunay T  utilizando os pontos Nproj(pi).
5. Encontre Nring(pi) como sendo os vizinhos adjacentes a Pi na triangulação T  e 
construa as informações da í-ésima linha do operador laplaciano L.
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Pelo fato da triangulação de Delaunay ser calculada utilizando os pontos projetados 
no plano ^  e uma vez que estes pontos estão no espaço, reduzir uma dimensão nos 
dados pode ser útil quando calcular a triangulação de Delaunay. Para isto, basta aplicar 
transformações de translação (Equação 3.25) e de rotação (Equação 3.26) a fim de deslocar 
e rotacionar o plano para um dos planos coordenados.
Apesar da proposta de Cao et al. (2010) apresentar uma boa adaptação para a 
construção do operador laplaciano, é possível ocorrer distorções ao calcular a conectividade 
entre os pontos. Isto ocorre pois a triangulação de Delaunay é realizada sobre os pontos 
vizinhos a Pi E P  que foram projetados em um plano. Isto pode ser observado quando 
está próximo a uma articulação, onde a triangulação sobre os pontos Nproj ( )  podem 
conectar pontos inclusive de regiões distintas do objeto 3D. A Figura 44 apresenta uma 
malha triangular construída a partir das faces dos pontos vizinhos de cada ponto ^  
geradas pelo algoritmo de Cao et al. (2010) .
Como a abordagem de Cao et al. (2010) procura adaptar o algoritmo de Au et al. 
(2008) para nuvem de pontos, uma possível alternativa seria reconstruir a superfície do 
objeto 3D a partir de sua nuvem de pontos de entrada e, em seguida, aplicar o algoritmo 
de Au et al. (2008) . Dey, Giesen e Hudson (2001) propõe um algoritmo para reconstrução 
da superfície de objetos 3D baseado em triangulação de Delaunay e diagramas de Voronoi.
Figura 44 -  Distorções ao construir malhas por triangulação de Delaunay
Fonte: Elaborada pelo autor
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4.4 Esqueletização de malhas por contração e agrupamento
Assim como o processo de esqueletização proposto por Au et al. (2008) , o algo­
ritmo proposto por Jiang et al. (2013) também envolve contração da malha. O algoritmo 
converte a malha triangular 3D em um grafo, o qual será contraído iterativamente até 
que neste grafo resulte no esqueleto final. O processo de contração do grafo (Figura 45 
acima) busca reduzir a quantidade de vértices até que todos os triângulos sejam removi­
dos, resultando no esqueleto final (Figura 45d). Para cada iteração, é feita a contração 
do grafo seguida de um agrupam ento da superfície (Figura 45) , o qual agrupa os 
vértices da malha original em regiões definidas pela quantidade de vértices presentes no 
grafo. Também é proposto um algoritm o de refinam ento do esqueleto como pós- 
processamento opcional (Figura 45e). Além do esqueleto, este algoritmo também realiza 
o m apeam ento entre os vértices da superfície e cada vértice do esqueleto (JIANG et al., 
2013).
Figura 45 -  Exemplo de esqueletização por contração e agrupamento
Fonte: Jiang et al. (2013)
A contração do grafo e o processo de agrupamento da superfície são feitos através 
do cálculo do diagram a de V oronoi centroidal aproxim ado (approximated centroidal 
Voronoi diagram ou ACVD). Este diagrama pode ser encontrado na publicação de Valette 
e Chassery (2004) (detalhes na Seção 4.2) . No entanto, o diagrama de Voronoi em Valette 
e Chassery (2004) realiza o agrupamento das faces da malha triangular 3D, enquanto as 
etapas deste algoritmo realizam o agrupamento dos vértices. A contração do grafo realiza 
o agrupamento dos vértices pertencentes ao grafo enquanto o agrupamento da superfície 
realiza o agrupamento dos vértices presentes na superfície do objeto 3D, ou seja, os vértices 
da malha triangular. Além disto, são adicionadas restrições para que o esqueleto mantenha 
a topologia do objeto 3D e não fique super contraído (JIANG et al., 2013) .
Seja G o grafo do esqueleto durante o processo de contração, M  a malha triangular 
3D de entrada e Q o vetor que armazena em qual agrupamento pertence cada vértice da 
superfície. O algoritmo inicializa G convertendo a malha triangular M  em um grafo, 
ou seja, constrói o grafo G como uma cópia da malha M . O vetor Q é inicializado ao
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atribuir para cada vértice v G M  uma região independente. A contração do grafo e 
o agrupamento da superfície são executados conforme uma quantidade N s de vértices 
sementes presentes no grafo, os quais deverão permanecer após a contração. Para isto 
uma etapa de seleção dos vértices sementes é necessária antes do processo de contração 
do grafo (JIANG et al., 2013) .
Selecionado os vértices sementes, é realizado a contração do grafo. O processo 
de contração procura identificar qual região do vértice semente cada vértice do grafo 
irá pertencer. Cada vértice (semente ou não) em Q está associado ao agrupamento da 
superfície em Q definido na iteração anterior (Figura 46a). Isto significa que, para o 
estado inicial, cada vértice do grafo pertence ao seu próprio agrupamento, enquanto que 
para cada iteração do algoritmo, cada vértice em Q está associado à região da superfície 
calculada pelo processo de agrupamento da superfície da iteração anterior. No processo de 
contração, quando um vértice n* G Q é associado a um vértice semente ns, os agrupamentos 
da superfície associados para Ui e ns se fundem em um único agrupamento (Figura 46b) 
(JIANG et al., 2013) .
Após esta etapa, o processo de agrupamento da superfície desloca alguns vérti­
ces para outras regiões da superfície de modo que esteja distribuída da melhor maneira 
possível. Este processo força uma atualização das posições e da conectividade entre 
os vértices do grafo Q, uma vez que o agrupamento da superfície controla a posição e a 
conexão entre os vértices de Q. O algoritmo busca estabelecer uma consistência entre 
os dois processos em cada iteração, pois a posição de cada vértice em Q é definida como 
o centro de massa de cada região da superfície associada a ele, e a adjacência entre os 
vértices do grafo é controlada pela vizinhança entre as regiões da superfície em Q. Para 
isto é realizada uma atualização dos vértices do grafo a fim de prover uma melhor distri­
buição dos vértices do esqueleto (Figura 46c). O Algoritmo 2 resume como o processo de 
esqueletização é realizado. Neste algoritmo, a quantidade de vértices sementes é multipli­
cada por um fator r definido empiricamente como igual a 0.7. Isto significa que para cada 
iteração a quantidade de vértices sementes é reduzida em 30% (JIANG et al., 2013) .
Figura 46 -  Etapas de contração do grafo e agrupamento da superfície
Fonte: Jiang et al. (2013)
Antes de realizar a contração do grafo é necessário selecionar os vértices semen­
tes. Para isto, é preciso adicionar algumas restrições a fim de manter as características 
topológicas do esqueleto final. Dentre eles estão a contração excessiva do grafo e o
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afinamento dos vértices na extremidade do grafo (Figura 47) . Para evitar tais distor­
ções, alguns vértices essenciais devem ser selecionados como vértices sementes para 
que não desapareçam no processo de contração do grafo e, desta maneira, permanece­
rem até o esqueleto final. Portanto, tanto os vértices que definem a topologia do esqueleto 
quanto aqueles que se localizam na extremidade possuem prioridade na seleção de vértices 
sementes, os quais devem ser no máximo N s vértices (JIANG et al., 2013) .
Figura 47 -  Etapas de contração e agrupamento sem restrições 
Fonte: Jiang et al. (2013)
A lgoritm o 2: esqueletização por contração e agrupamento 
Entrada:
M  ^  malha triangular 3D 
Saída:
K ^  esqueleto em formato de grafo 
Q ^  o vetor de agrupamentos da superfície, onde Q = 
a quantidade de vértices da malha
1 início
2 inicializa o grafo Ç como uma cópia da malha M ;
3 inicializa o vetor de agrupamento Q =  {Ci\i =  1,. 
vértice Vi E M  está em uma região Ci distinta;













{G|i = 1 , . . . , N } e N
, N }, onde cada
Ns ^  r x Ns;
seleciona os N s vértices sementes em Q; 
contração do grafo Q utilizando N s vértices sementes; 
agrupamento da superfície em Q; 
atualiza contração Ç e agrupamento Q; 
até nenhuma contração possível em Q;
IC ^ Q ;
opcionalmente, realiza o refinamento do esqueleto K.; 
retorna (K, Q);
15 fim
Como o grafo é composto por triângulos, alguns destes são triângulos essenciais,
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pois contém informações sobre a topologia do esqueleto. Outros triângulos são considera­
dos triângulos não essenciais, pois não necessários para definir a topologia do esqueleto. 
Esta classificação pode ser identificada através dos agrupamentos da superfície para cada 
vértice presente no triângulo, conforme a Figura 48. Seja t =  (u, v, w) um triângulo, onde 
u,v,w E Q, e Cu, Cv e Cw as regiões da superfície em 0. Este triângulo não é essencial 
caso não exista algum vértice da superfície que torne as regiões Cu, Cv e Cw adjacentes 
entre si, este triângulo é essencial (JIANG et al., 2013) .
Como os vértices de cada triângulo essencial no grafo define a topologia do es­
queleto, estes necessitam estar presentes no esqueleto final para evitar super contração. 
Por isto todos os vértices de triângulos essenciais são selecionados como sementes. Além 
disto, a fim de evitar afinamento nas extremidades, os vértices no grafo que possuem grau 
m enor ou igual a dois são selecionados também como sementes. Para os triângulos não 
essenciais é selecionado apenas um de seus vértices como semente. Para isto é construída 
uma fila de prioridades para cada vértice do grafo ainda não selecionado de tal modo 
que os vértices que possuírem maior grau tenham maior prioridade da fila. Em seguida, 
o algoritmo seleciona como semente o vértice presente no início da fila e remove desta 
fila todos os demais que são adjacentes a este vértice, até que a fila esteja vazia. Caso a 
quantidade de vértices selecionados for menor do que N s, selecione aleatoriamente vértices 
sementes dentre aqueles que não foram selecionados até obtem N s vértices sementes. Este 
processo pode ser resumido pelo Algoritmo 3 abaixo. (JIANG et al., 2013)
Figura 48 -  Exemplo de triângulos essenciais e não essenciais no grafo, nesta ordem 
Fonte: Jiang et al. (2013) adaptada pelo autor
Após a seleção dos vértices sementes é executado o processo de contração do grafo. 
O cálculo do diagrama de Voronoi centroidal para a contração do grafo e para o agrupa­
mento da superfície é semelhante ao algoritmo de agrupamento k-means. Seja Cj uma 
região de Voronoi, n-i um vértice do grafo pertencente à região Cj, Cj o ponto centróide 
da região Cj e Ui um peso calculado para cada vértice n*. O processo de contração do 
grafo Ç procura calcular o diagrama de Voronoi centroidal que m inim ize a energia Tq 
expressa pela seguinte equação (JIANG et al., 2013) :
ns f  x
T  ^  ^  -  c ||2
j=i v m e e,; '
(4.40)
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A lgoritm o 3: Seleção de vértices sementes
Entrada:
Q ^  o grafo do esqueleto 3D;
N s ^  a quantidade de vértices sementes;
Saída:































inicializa conjunto de vértices 5 ^ 0 ;  
inicializa fila de prioridades Q ^  0; 
para cada vértice v c Q  faça 




para cada triângulo t =  (u ,v,w ) no grafo Q contendo v faça 
se triângulo t é essencial então 
5 ^ 5 U  (u, v , w); 
fim 
senão





enquanto Q =  0 faça
v ^  desenfileire(Q);
S ^  S U (u);
para cada aresta e =  (u,v) c  Q faça 
remove u do fila Q; 
fim 
fim
enquanto |5| < N s faça
escolha v aleatoriamente em Q;




O peso Ui na Equação 4.40 é definido como sendo o inverso do somatório da
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área dos triângulos formados por e sua vizinhança adjacente N1(i). Matematicamente, 
ui =  (J j^eNAi) Aij) -1 . Este peso é definido como 106 quando não existir triângulos vizinhos 
ao vértice Ui (JIANG et al., 2013) . Segundo Jiang et al. (2013) , o cálculo do diagrama 
de Voronoi centroidal é realizado através do algoritm o de Lloyd para diagramas de 
Voronoi, de modo semelhante ao cálculo em Valette e Chassery (2004) (JIANG et al., 
2013).
Este algoritmo é iniciado a partir de um conjunto de vértices sementes e suas 
respectivas regiões de Voronoi iniciais (JIANG et al., 2013) . Pode-se observar que o al­
goritmo em Valette e Chassery (2004) é iniciado com um conjunto de faces da malha 
triangular definidas como sementes, onde para cada uma delas é criada uma região de 
Voronoi. As arestas de borda em Valette e Chassery (2004) são definidas inicialmente 
pelas arestas de cada face triangular definida como semente. De modo similar, para cada 
vértice semente em Jiang et al. (2013) é atribuída uma região de Voronoi do grafo e as 
arestas de borda iniciais são as arestas que contém cada vértice semente. Em seguida, 
cada região de Voronoi é expandida iterativamente até que não seja mais possível realizar 
a expansão de nenhuma região. Este processo é guiado pela Equação 4.40 de tal forma 
que este processo busque a cada iteração minimizar esta equação (JIANG et al., 2013) .
O processo de expansão é realizado para cada aresta de borda eij =  (ni,Uj), 
isto é, para toda aresta e^ j =  (ni, nj) do grafo onde os vértices ni e nj pertencem a regiões 
de Voronoi diferentes. Seja C1 e C2 regiões de modo que ni E C'1, n,j E C2 e C1 =  C2. 
O processo avalia a expansão destas regiões em três possíveis cenários: mover nj para C1 
(expandindo C1), mover n1 para C2 (expandindo C2), ou manter a configuração original. 
Esta avaliação consistem em executar o cenário que resulta em um menor valor para Tg. 
Ou seja, a Equação 4.40 é calculada para o cenário de expansão de C1 (nj E C1 e nj E C2), 
o cenário de expansão de C2 (n^  E C2 e E C'1) e para o cenário original (n^  E C1 e 
nj E CE). Os resultados são comparados e o algoritmo opta por executar o cenário que 
apresentou um menor valor para T g . Por exemplo, caso Tg obteve um valor mínimo para 
o cenário de expansão de C1, então o algoritmo irá mover o vértice n* de C2 para C1. 
Este processo encerra quando não for necessário realizar nenhuma expansão (JIANG et 
al., 2013) .
No processo de contração do grafo, em cada iteração do processo de expansão 
definido pelo algoritmo de Lloyd, quando ocorre uma expansão e um vértice é movido de 
uma região de Voronoi do grafo para outra, as regiões do agrupamento da superfície em 
Q também são atualizados. Ou seja, considere a aresta de borda e^ j =  (ni, nj) e as regiões 
de Voronoi do grafo C1 e C2, onde n-i E C1 e n,j E C2. Suponha que em algum instante 
o processo de contração do grafo expandiu C2, movendo n* de C1 para C2. A atualização 
do agrupamento da superfície é realizada por unir a região de Voronoi da superfície (em 
Q) associada a ni com a região de Voronoi da superfície associada ao vértice semente da
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região C2 (Figura 46b). Isto guia o algoritmo a realizar o agrupamento da superfície para 
distribuir estes vértices presentes na superfície e realocar os vértices do grafo para o centro 
de massa das regiões da superfície (Figura 46c) (JIANG et al., 2013) .
Após o processo de contração do grafo, é realizado o agrupam ento da superfície. 
O agrupamento da superfície também é um diagrama de Voronoi centroidal, portanto, 
pode-se utilizar procedimento semelhante ao que foi aplicado no processo de contração 
do grafo. No entanto, este agrupamento é realizado nos vértices da superfície da malha. 
Como a contração do grafo realiza a junção das regiões da superfície, então existem N s 
regiões da superfície em Q. Um aspecto crucial deste cálculo é que o agrupamento da 
superfície definirá posteriormente a posição dos vértices do grafo como centro de massa 
de suas regiões. Por esta razão são adicionadas restrições no processo de expansão das 
regiões da superfície em relação à distância da região da superfície de seu centro de massa. 
Seja d(cj, Cj) a distância euclidiana da região da superfície Cj e do seu centro de massa Cj. 
Então o processo de agrupamento da superfície é realizado com o objetivo de minimizar 
a seguinte equação (JIANG et al., 2013) :
Ns f  X
^  ^  ut\\nt -  Cj II2 + l /d2(cj , Cj)
j=l V niECj 7
(4.41)
O agrupamento da superfície também pode ser calculado utilizando o algoritmo 
de Lloyd. No entanto, o processo de expansão, neste caso, também busca maximizar 
a distância da superfície ao centro de massa, o que é expresso pelo segundo termo do 
somatório na Equação 4.41. Para calcular este segundo termo, o algoritmo busca o vértice 
da superfície mais próximo por meio de uma kd-tree. Sendo vm este vértice mais próximo, 
o segundo termo é calculado como sendo a menor distância encontrada entre o centro de 
massa e os vértices adjacentes a Vkd (JIANG et al., 2013) .
Após o agrupamento da superfície, os vértices do grafo são revisados de forma que 
estes estejam no centro de massa de suas respectivas regiões da superfície. Com isto, é 
encerrada uma iteração do algoritmo de esqueletização. O procedimento se repete para as 
demais iterações, entretanto com uma redução de 30% da quantidade de vértices sementes, 
o que contrai ainda mais o grafo do esqueleto. A esqueletização encerra quando não existir 
mais nenhum triângulo presente no grafo para ser contraído (JIANG et al., 2013) .
Opcionalmente, após as iterações, é possível realizar o refinam ento do esqueleto 
final. Nesta etapa podem ser acrescentados novos vértices entre dois vértices adjacen­
tes. Portanto, dado uma aresta eij =  (ni,nj) do esqueleto final, o refinamento calcula o 
novo vértice a ser acrescentado por encontrar o centro de massa da união das regiões da 
superfície associadas a n-i e n,j (JIANG et al., 2013) .
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4.4.1 Análise do processo de esqueletização
O algoritmo de Jiang et al. (2013) é capaz de extrair esqueletos que preservam 
propriedades desejadas de um esqueleto 3D tais como centralidade, conectividade, robus­
tez e a preservação das características topológicas. Além disto, devido à atualização dos 
vértices do grafo realizado graça ao agrupamento da superfície, o algoritmo é robusto a 
ruídos e distorções na superfície (JIANG et al., 2013) .
Uma grande vantagem desta abordagem é a possibilidade de ser utilizado quando 
o objeto 3D de entrada for representado por um nuvem de pontos ao invés de uma malha 
triangular. O algoritmo depende de um grafo que represente o objeto 3D, portanto, basta 
construir o grafo inicial a partir das informações dos k-vizinhos mais próximos dos pontos. 
Com isto é possível extrair esqueletos razoáveis a partir de nuvens de pontos, conforme 
Figura 50 (JIANG et al., 2013) . Isto é uma vantagem encontrada em relação ao algoritmo 
de Tagliasacchi, Zhang e Cohen-Or (2009) , uma vez que o algoritmo de Jiang et al. (2013) 
é mais simples de ser implementado, não necessitando encontrar os vetores normais dos 
pontos ou o uso de métodos numéricos como a decomposição de valores singulares.
Figura 49 -  Esqueletização do algoritmo adaptado para nuvens de pontos 
Fonte: Jiang et al. (2013) adaptada pelo autor
Pode-se observar que este algoritmo possui maior centralidade do que o algoritmo 
de Au et al. (2008) . Ao observar o objeto 3D de uma mão presente na Figura 50, pode-se 
notar que o algoritmo de Au et al. (2008) produz alguns ramos indesejados. Entretanto, 
em alguns cenários, esta desvantagem pode auxiliar em uma melhor representação do 
esqueleto do objeto 3D, o que é observado no objeto 3D de um coelho na Figura 50. Além 
disto, Jiang et al. (2013) não necessita que a superfície seja fechada (JIANG et al., 2013) .
Figura 50 -  Esqueleto 3D obtido pelos algoritmos de 




Neste trabalho foi realizado uma análise das publicações mais refenciadas na lite­
ratura para extração de esqueletos de objetos 3D representados por nuvem de pontos ou 
malhas triangulares. Foi analisado os algoritmos de esqueletização publicados por Taglia- 
sacchi, Zhang e Cohen-Or (2009) , Au et al. (2008) e Jiang et al. (2013) , além de apresentar 
os algoritmos propostos por Tagliasacchi et al. (2012) e Cao et al. (2010) para esqueleti­
zação e o algoritmo de Valette e Chassery (2004) para simplificação da malha triangular 
de um objeto 3D.
Foi analisado o algoritmo de Tagliasacchi, Zhang e Cohen-Or (2009) que busca 
extrair o esqueleto de um objeto 3D representado por uma nuvem de pontos ao calcular 
o ponto de eixo de simetria rotacional para cada região de pontos pertencentes a planos 
de corte feitos ao longo do objeto 3D. Este algoritmo requer que o objeto de entrada 
seja geralmente cilíndrico e consegue ser robusto mesmo com perda de informações gra­
ças aos vetores normais de cada ponto do objeto 3D. Como este algoritmo depende dos 
vetores normais dos pontos de entrada, foi analisada a publicação de Hoppe et al. (1992) 
e seu algoritmo para extrair vetores normais a partir de um conjunto de pontos, o qual 
é utilizado por Tagliasacchi, Zhang e Cohen-Or (2009) . Em seguida, foi apresentada uma 
comparação entre o algoritmo de Hoppe et al. (1992) com os algoritmos de Xie et al. 
(2003) e König e Gumhold (2009) devido a falhas presentes no algoritmo de Hoppe et al. 
(1992) para correção da orientação dos vetores normais.
Foi analisado o algoritmo de Au et al. (2008) , o qual obtém o esqueleto de uma 
malha triangular através de sucessivas contrações utilizando o algoritmo de suavização 
laplaciana. Também é aplicado neste algoritmo um processo de cirurgia de conectividade 
para remoção das faces triangulares e o refinamento do esqueleto final. Trata-se de um 
algoritmo robusto e insensível a ruídos. Além disto, a quantidade de vértices e faces do 
objeto 3D não influencia a qualidade do esqueleto final, desde que esta quantidade não 
seja muito pequena. Foi apresentado quais métodos poderiam ser utilizados para o cálculo 
do sistema linear e algoritmos para o cálculo do volume da malha como o publicado 
por Zhang e Chen (2001) . Um aspecto crucial do algoritmo de Au et al. (2008) é a 
escolha do peso utilizado no cálculo do operador laplaciano. Dentre eles, o peso cotangente 
consegue produzir uma malha contraída com maior fidelidade à geometria e topologia 
da malha original, embora ocorram falhas como divisões por zero e pesos negativos no 
decorrer das sucessivas contrações. Como alternativa, foi apresentado o peso tangente 
que, embora não produza uma malha contraída tão fiel à malha original, o resultado
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deste peso é sempre positivo e raramente ocorrerem falhas presentes no peso cotangente, 
além de representar bem as características geométricas e topologicas da malha original. 
Foi apresentado também outros artigos que têm como referência a abordagem de Au et 
al. (2008) , como a publicação de Tagliasacchi et al. (2012) e a publicação de Cao et al. 
(2010) .
Foi analisado também o algoritmo de Jiang et al. (2013) . Apesar de não ser um 
dos algoritmos mais referenciados, este é capaz de resolver desvantagens presentes nas 
abordagens de Tagliasacchi, Zhang e Cohen-Or (2009) e Au et al. (2008) . Este algoritmo 
converte a malha triangular em um grafo, o qual é contraído até formar o esqueleto final. 
Tal processo é acompanhado de um agrupamento dos vértices da superfície, o qual desloca 
os vértices do grafo para o centro de massa de cada agrupamento, tornando-o o esqueleto 
centralizado e fornecendo um mapeamento entre os vértices do esqueleto e os vértices 
da superfície associados a ele. Esta abordagem também pode ser realizada em nuvem de 
pontos caso esta possa se converter em um grafo.
Analisando as três abordagens, pode-se concluir que métodos envolvendo contração 
apresentam melhores resultados. Dentre eles, a abordagem de Jiang et al. (2013) se destaca 
por ser de simples implementação e por não necessitar de tratamentos adicionais como 
o peso cotangente utilizado pelo algoritmo de Au et al. (2008) . Entretanto, é necessário 
avaliar a aplicação que utilizará esqueletos de objetos 3D antes de selecionar o algoritmo 
apropriado. O algoritmo de Au et al. (2008) , por exemplo, pode gerar ramos adicionais 
comparados com o algoritmo de Jiang et al. (2013) , o que pode ser útil ou prejudicial 
para algumas aplicações.
5.2 Difuldades encontradas
Durante o desenvolvimento deste trabalho algumas dificuldades foram encontradas. 
O primeiro desafio foi a implementação do algoritmo de Tagliasacchi, Zhang e Cohen-Or 
(2009) ao procurar extrair os vetores normais dos pontos do objeto 3D, uma vez que 
os algoritmos citados não conseguem corrigir as orientações destes vetores com bastante 
eficácia.
Outra dificuldade foi ao implementar o algoritmo de Cao et al. (2010) , o qual estava 
causando instabilidades no processo de contração. Uma das avaliações foi analisar a malha 
que este algoritmo estava buscando construir através de triangulações de Delaunay. Para 
isto, foi desenvolvido o processo de construção do operador laplaciano e armazenando as 
faces vizinhas para cada ponto no objeto 3D a fim de construir a tabela de faces da nova 
malha. O resultado foram as distorções já abordadas neste trabalho.
A maior dificuldade foi a implementação do algoritmo de Au et al. (2008) . Para este 
algoritmo foi realizado testes na contração da malha utilizando a suavização laplaciana
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extraída pelo método de Euler antes de desenvolver a contração por resolução do sistema 
linear. Nesta etapa foi observada as distorções geradas pelo peso cotangente conforme 
abordado neste trabalho. Ocorreu uma grande dificuldade em encontrar publicações que 
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APÊN DICE A -  Arquivos Wavefront Object
Arquivos Wavefront Object são utilizados para armazenar informações que repre­
sentam a geometria de um objeto tridimensional. Tais arquivos estão disponíveis tanto 
em formato ASCII ou em formato binário, sendo definidos pela extensão obj e mod, 
respectivamente. Arquivos de extensão obj podem incluir informações de vértices, faces, 
polígonos, linhas e entre outras de um objeto 3D (BOURKE, 2016) .
Os vértices de um objeto 3D são representados por listas, conforme o tipo de 
coordenada: vértices geométricos, vértices de textura e normal do vértice. Vértices para­
métricos são fornecidos para objetos de forma livre (BOURKE, 2016) .
Os vértices geom étricos especificam a posição geométrica do ponto no espaço, 
representado pela sintaxe v x y z w. A letra v indica que trata-se de um vértice geomé­
trico. Os valores para x, y e z informam a posição do vértice nos eixos de coordenadas 
X , Y  e Z. Para superfícies e curvas racionais, é utilizado uma quarta coordenada w, de­
nominada peso, cujo valor padrão é 1 (BOURKE, 2016) . A linha a seguir representa um 
exemplo de vértice geométrico:
v -1.000000 3.000000 -2.340000
Os vértices de textura são representado pela sintaxe vt u v w. As coordenadas 
u v w informam os valores para a direção horizontal, direção vertical e profundidade da 
textura, respectivamente. Os valores de v e w não são obrigatórios, sendo por padrão 
atribuído a 0 (BOURKE, 2016) . A linha a seguir representa um exemplo de vértice de 
textura:
vt -3.000000 5.000000 0.000000
Os vetores normais dos vértices são representados pela sintaxe vn i  j  k. Os 
valores i , j  e k são as coordenadas canônicas do vetor normal expresso conforme Equação 
3.2 (BOURKE, 2016) . A linha a seguir representa um exemplo de vetor normal do vértice:
vn 0.000000 0.000000 1.000000
Cada vértice de cada tipo é enumerado de acordo com a sua sequência no arquivo, 
do início ao fim, iniciando com 1. Isto significa que cada í-ésimo vértice geométrico re­
presentado no arquivo será enumerado com o valor de í. De modo análogo, cada j -ésimo
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vértice de textura será enumerado com o valor de j  e cada fc-ésimo vetor normal do vér­
tice. Estes rótulos podem ser utilizados para referenciar os vértices em elementos como 
faces ou superfícies (BOURKE, 2016) .
As faces são representadas por um conjunto de vértices. Cada vértice pertencente 
a uma face é expresso pelo seu rótulo ou enumeração como sendo seu índice na lista de 
vértices. Sintaticamente, inicia com a letra f  seguido com os índices de cada vértice em 
sequência (BOURKE, 2016) . A linha a seguir representa um exemplo de face:
f  1 3 4
A representação de cada vértice pode incluir vértices de textura e vetores normais 
casos existirem. Seja v i, v t j e vnk os índices (ou enumerações) para um vértice geomé­
trico, vértice de textura e vetor normal para vértice, respectivamente. Cada vértice de 
uma face será representado pela sintaxe v i /v t j /v n k  ao informar os índices dos vértices 
geométricos, vértices de textura e vetores normais. Caso um vértice não contém informa­
ção de textura é dada pela sintaxe v i//v n k  (BOURKE, 2016) . Segue abaixo exemplos de 
representação sintática de uma face, onde o último deles não apresenta informações de 
textura:
f  2 /2 /2  8 /8 /8  9 /9 /9  
f  14 //14  17//17 18//18
Pode-se extrair uma malha triangular segundo a representação na Tabela 1. Para 
isto basta construir uma lista contendo os vértices geométricos e uma lista de faces con­
tendo os índices dos três vértices que pertencem a uma face. Caso a face não seja trian­
gular, Owen (1998) apresenta um meio de particionar uma face poligonal em uma face 
triangular, conforme exemplificado pela Figura 51.
Figura 51 -  Convertendo uma face poligonal em uma face triangular 
Fonte: Owen (1998) adaptada pelo autor
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Considerando o exemplo de um arquivo representando a forma tridimensional de 
um cubo 1 (Figura 52) .
v -0 .5  -0 .5  0.5 
v -0 .5  -0 .5  -0 .5  
v -0 .5  0.5 -0 .5  
v -0 .5  0.5 0.5 
v 0.5 -0 .5  0.5 
v 0.5 -0 .5  -0 .5  
v 0.5 0.5 -0 .5  
v 0.5 0.5 0.5 
f  4 3 2 1 
f  2 6 5 1 
f  3 7 6 2 
f  8 7 3 4 
f  5 8 4 1 
f  6 7 8 5 
# End of f i l e
Ao extrair os vértices e faces conforme Bourke (2016) e ao converter as faces 
quadrangulares em faces triangulares conforme Owen (1998) , são obtidas as seguintes 
listas de vértices e faces apresentadas pela Tabela 6:
Utilizando o MATLAB é possível visualizar o objeto 3D extraído de um arquivo 
obj através do comando t r i su r f (F ,  X, Y, Z ) , onde F é uma matriz de m linhas e 
3 colunas representando a tabela de faces. As matrizes X, Y e Z são matrizes colunas 
de tamanho n que representam, respectivamente, as coordenadas X , Y  e Z da matriz de 
vértices (MATHWORKS, 2016f) . A Figura 52 mostra o objeto 3D da Tabela 6 visualizado 
no MATLAB:
i Link para arquivo box.obj: http://paulbourke.net/dataformats/obj/box.obj
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Tabela de vértices
1 -0.5 -0.5 0.5
2 -0.5 -0.5 -0.5
3 -0.5 0.5, -0.5





7 0.5, 0.5, -0.5
8 0.5, 0.5, 0.5
(a) Tabela da Vértices
Tabela de faces
1 4 3 2
2 4 2 1
3 2 6 5
4 2 5 1
5 3 7 6
6 3 6 2
7 8 7 3
8 8 3 4
9 5 8 4
10 5 4 1
11 6 7 8
12 6 8 5
(b) Tabela da Faces
Tabela 6 -  Exemplo de tabela de vértices e faces triangulares extraídas de um arquivo obj
Figura 52 -  Exemplo de plotagem de um objeto 3D utilizando trisurf 
Fonte: Elaborada pelo autor
