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Abstract
It was proved in [V.V. Bavula, D.A. Jordan, Trans. Amer. Math. Soc. 353 (2) (2001) 769–794] that
Witten’s second deformation and Woronowicz’s deformation are isomorphic algebras. For a class of
generalized Weyl algebras including the two deformations above, simple modules are being classified
(up to irreducible elements of certain noncommutative Euclidean rings).
 2004 Elsevier Inc. All rights reserved.
Introduction
Let D =K[H,C] be a polynomial ring in two indeterminates with coefficients from an
algebraically closed field K . For ξ , η ∈ K∗ := K \ {0} and a = a(H,C) ∈ D consider a
K-algebra A= F(ξ, η;a) generated by X, Y , H and C, subject to the defining relations:
XH = ξHX, YH = ξ−1HY, XC = ηCX, YC = η−1CY,
YX = a(H,C), XY = a(ξH,ηC).
We assume that both scalars ξ and η are not roots of 1 and ξp = η for a positive integer p.
The algebra A is a generalized Weyl algebra (see Section 1). Witten’s second deformation
V  F(r2, r4;C− γ ) and Woronowicz’s deformationW  F(r2, r4;C− δ) are examples
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2 and 1 respectively (r is not a root of 1). In fact, the algebras V and W are isomorphic (see
Section 1). The elements H , C and Hp − λC, λ ∈ K∗, are regular and normal in A. The
factor algebras A/(H), A/(C) and A(λ) :=A/(Hp − λC) are generalized Weyl algebras
of type K[H ](σ, a), σ(H)= µH , a ∈K[H ], and µ ∈K∗ is not a root of 1. For any ring
T we let T̂ be the set of isoclasses of simple (left) T -modules. Clearly,
Â⊇ [A/(H)]ˆ ∪ [A/(C)]ˆ∪ ⋃
λ∈K∗
Â(λ).
The aim of the paper is to describe the set Â. The key idea is to show that
Â= [A/(H)]ˆ ∪ [A/(C)]ˆ ∪ ⋃
λ∈K∗
Â(λ)(H -torsionfree)
(Corollary 7.2), then one may to apply results stemming from [1–3,7] to obtain a
classification of simple modules over the algebras A/(H), A/(C) and A(λ). The material
of the paper is organized as follows. In Section 1 we consider generalized Weyl algebras,
both Witten’s deformations and Woronowicz’s deformation. In Section 2 the centre of
the algebra F(ξ, η;a) is described. In Section 3 simple modules over the Ore extension
D[X;σ ] with coefficients from a Dedekind domain D are classified (under the condition
(Inv)). In Section 4 the results of Section 3 are specified to the Ore extension K[H ][X;σ ],
σ(H) = ξH , ξ ∈ K∗. In Section 5 simple modules over the generalized Weyl algebra
D(σ,a) with coefficients from a Dedekind domain D are being classified (under the
condition (Inv)). In Section 6 the results of Section 5 are specified to the generalized
Weyl algebra K[H ](σ, a), σ(H)= ξH , ξ ∈K∗, a ∈K[H ]. In Section 7 simple modules
over the algebra A are being classified. In particular, the simple modules over the Witten–
Woronowicz algebra will be described.
1. The Witten’s second deformation and the Woronowicz’s deformation are
isomorphic
Let D be a ring, let σ be an automorphism of D and let a be a central element of D. The
generalized Weyl algebra (of degree 1) D(σ,a), introduced in [1], is the ring extension of
D generated by two indeterminates X =X+ and Y =X− subject to the relations
Xα = σ(α)X and Yα = σ−1(α)Y, for all α ∈D, YX = a and XY = σ(a).
These algebras were also studied, without a name, by Jordan [11], where D is assumed
to be commutative, and, under the name hyperbolic ring, by Rosenberg [14]. Important
examples of generalized Weyl algebras are the noncommutative type-A Kleinian singularity
studied by Hodges [10] and the down–up algebras (when they are noetherian) introduced
by Benkart [8], Benkart and Roby [9] and studied by Kirkman, Musson and Passman [12],
Lenagan and the first author [6].
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vn = Y−n (n < 0), v0 = 1. It follows from the above relations that
vnvm = (n,m)vn+m = vn+m〈n,m〉
for some (n,m) ∈D. If n > 0 and m> 0 then
nm: (n,−m)= σn(a) · · ·σn−m+1(a), (−n,m)= σ−n+1(a) · · ·σ−n+m(a),
nm: (n,−m)= σn(a) · · ·σ(a), (−n,m)= σ−n+1(a) · · ·a,
in other cases (n,m)= 1.
LetD=K[H,C] be a polynomial ring in two variables with coefficients from a field K .
Let σ ∈AutFil(D) be a K-automorphism of D which preserves the natural filtration of the
polynomial ring. Then σ can be written as
σ(x)=Ax + b for some A ∈GL2(K), b ∈K2,
where x = (H,C)T (T is the transpose). So, the map σ → (A, b) establishes 1–1
correspondence between AutFil(D) and (GL2(K),K2). If we take another generating set
x ′ = Sx + c, S ∈GL2(K), c ∈K2, of the algebra D, then σ acts on x ′ as
σ
(
x ′
)= SAS−1x ′ + Sb+ (1− SAS−1)c. (1)
Pairs (A, b) and (A′, b′) are called equivalent ((A, b)∼ (A′, b′)), if
A′ = SAS−1 and b′ = Sb+ (1− SAS−1)c
for some S ∈GL2(K), c ∈K2. We aim to give the simplest (the canonical) type to which
(A, b) can be reduced by the transformation (1).
There are 4 types of σ [4] (λ = 0,µ = 0 ∈K):
(F) σ(H)= λH, σ(C)= µC;
(G) σ(H)= λH +C, σ(C)= λC;
(H) σ(H)=H − 1, σ(C)= λC.
(I) σ(H)=H − 1, σ(C)= C +H .
So we have 4 types of generalized Weyl algebras respectively denoted by F =
F(λ,µ;a), G=G(λ,a), H =H(λ,a) and I = I (a) respectively.
Woronowicz’s deformation [16]
V is generated as a K-algebra by V0, V−, V+ subject to the relations:
[V0,V+]r2 ≡ r2V0V+ − r−2V+V0 = V+, [V−,V0]r2 = V−,
[V+,V−]1/r ≡ r−1V+V− − rV−V+ = V0.
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V K[u,v](σ, a = v), V± ↔X±, V0 ↔ u, V−V+ ↔ v,
where σ :u→ r2(r2u − 1), v→ r2v + ru, is the automorphism of the polynomial ring
K[u,v] in two variables u and v. If we put
H = u+ r2/(1− r4) and C = v + u/r(1− r2)+ r3/(1− r2)(1− r4),
then σ(H)= r4H , σ(C)= r2C and K[u,v] =K[H,C]. So,
V K[H,C](σ, a = C + αH + β), V± ↔X±, V0 ↔H − r2/
(
1− r4),
where σ :H → r4H , C→ r2C; α =−1/r(1− r2) and β = r/(1− r4).
Witten’s second deformation [16]
W is the algebra generated by W0, W−, W+:
[W0,W+]r =W+, [W−,W0]r =W−, [W+,W−]1/r2 =W0,
where r = 0,±1,±i ∈K . The algebra W is the GWA:
W K[H,C](σ, a = C − α), W± ↔X±, W0 ↔H − r/
(
1− r2),
where σ :H → r2H , C→ r4C is the automorphism of the polynomial ring K[H,C] in
two variables C and H , α = (H − r/(1 − r2))(H − r3/(1 − r2))/r2(r + r−1). Hence
W  F(r2, r4;C − α).
Theorem 1.1 [5]. Witten’s second deformation and Woronowicz’s deformation are
isomorphic algebras.
Proof. Witten’s second deformation is D(σ, a), where
a = C − (H − r/(1− r2))(H − r3/(1− r2))/r2(r + r−1),
and Woronowicz’s deformation is D(σ, a1), where a1 =H + αC + β for some α,β ∈K∗.
By straightforward changes of generators, we may assume that a = C − λH 2 +H + 1 for
some λ ∈K∗ and that a1 = C +H + 1.
Let τ be the k-automorphism of D such that τ (C) = C − λH 2 and τ (H)= H . Then
στ = τσ and τ (a)= a1 so, by [5, Lemma 2.7(v)], the map
D(σ, a)→D(σ, τ (a)= a1), X→X, Y → Y, D  d→ τ (d),
is a K-algebra isomorphism. ✷
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E is the algebra generated by E0, E−, E+:
[E0,E+]p ≡ pE0E+ − p−1E+E0 =E+, [E−,E0]p =E−,
[E+,E−] =E0 − (p− 1/p)E20 ,
where p = 0,±1,±i ∈K . The Casimir operator which commutes with all generators is:
C = E−E+ +E0(E0 + p)/p
(
p2 + 1).
Witten’s first deformation is the GWA:
E K[H,C](σ,a = C −H(H + 1)/(p+ p−1)), E± ↔X±, E0 ↔ pH,
where σ :H → p2(H − 1), C→C.
The quantum group Oq2(so(k,3))=K[H ]〈σ ;b= (q − q−1)H,ρ = 1〉, σ(H)= q2H ,
q ∈K , [15] is isomorphic to the GWA of degree 1:
Oq2
(
so(k,3)
)=K[H,C](σ,a = C +H 2/q(1+ q2)), σ (H)= q2H, σ(C)= C.
2. The centre of the algebra F(ξ, η;a)
Let F = F(ξ, η;a) be a GWA as defined in Section 1:
F =D(σ, a), D =K[H,C], σ (H)= ξH, σ(C)= ηC.
Let R be a ring. An element x ∈ R is called normal (respectively regular) provided
Rx = xR (respectively x is not a left or right zero divisor in R). A regular normal element
x ∈R defines the automorphism ω= ωx ∈Aut(R) by the rule xr = ω.x for r ∈ R.
Elements H , C and HC are regular normal in F . Denote by FH , FC and FHC the
localizations of F at the powers of elements H , C and HC respectively. Obviously,
we have the following inclusions of algebras F ⊂ FC ⊂ FHC and F ⊂ FH ⊂ FHC ,
FHC = (FH )C = (FC)H . These algebras are GWAs:
FH =K
[
H,H−1,C
]
(σ, a), Fc =K
[
H,C,C−1
]
(σ, a),
FH =K
[
H,H−1,C,C−1
]
(σ, a)
where the automorphism σ is extended in a unique way from the polynomial ring K[H,C]
to its localizations: σ(H−1)= ξ−1H−1 and σ(C−1)= η−1C−1.
We denote by or(g) the order of an element g of a group. Let H be a multiplicative
subgroup of K∗ generated by scalars ξ and η. For a natural n  1, set Un = {λ ∈ K∗:
λn = 1}, the group of nth roots of unity.
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(1) rkH= 0 if and only if ξ and η are pth and q th primitive roots of unity for some p and
q and in case g = gcd(p, q) = 1 there exists a uniquely defined integer 1 s  g − 1
such that ξp/gηqs/g = 1 (clearly, if charK = c <∞ then gcd(p, c)= gcd(q, c)= 1).
(2) rkH= 1 if and only if
(i) or(ξ)= p <∞ and or(η)=∞;
(ii) or(ξ)=∞ and or(η)= q <∞;
(iii) or(ξ) =∞, or(η) =∞ and ξpηq = 1 for some uniquely defined integers p > 0
and q = 0 such that if ξp′ηq ′ = 1 for some integers p′ and q ′ then p′ = sp and
q ′ = sq for some integer s.
(3) rkH = 2 if and only if ξ and η are independent, that is ξ iηj = 1 if and only if
i = j = 0.
Proof. (1) rkH= 0 if and only if ξ and η are pth and q th primitive roots of unity for some
p and q . If charK = c <∞ then gcd(p, c)= gcd(q, c)= 1. It follows fromUp∩Uq =Ug ,
g = gcd(p, q) that ξp/g and ηq/g are generators of the cyclic group Ug . If g = 1 then
Ug = 1. If g = 1 then there exists a unique s such that 1 s  g− 1 and ξ−p/g = ηqs/g.
(2) rkH= 1 if and only if the kernel N of the epimorphism of abelian groups
Z× Z→H, e1 = (1,0)→ ξ, e2 = (0,1)→ η,
has rank 1. Denote by I1 and I2 the intersection of N with Z× 0 and 0× Z respectively.
There are only three possibilities: I1 = 0 and I2 = 0; I1 = 0 and I2 = 0; I1 = I2 = 0.
The first two possibilities correspond to the cases (i) and (ii). Consider the last possibility.
There exist elements a = (p, q1) and b = (p1, q) from N with minimal possible positive
first and second coordinates respectively. The elements p and q are generators of the
projections of the groupN on Z×0 and 0×Z respectively. So p1 = sp for some s ∈ Z and
b− as = (0, q − sq1) ∈N ∩ (0×Z)= 0, hence q = sq1. By the minimality of q , s =±1
and N = Za = Zb. Thus ξpηq = 1, q = q1, is the only defining relation of the group H .
(3) Evident. ✷
For a natural p, we write Zp for the factor group Z/Zp = {i¯ = i+Zp, i = 0, . . . , p−1}.
Corollary 2.2. We keep the notation of Lemma 2.1.
(1) If rkH= 0 then the kernel of the epimorphism of abelian groups
Zp × Zq →H, e1 =
(
1¯,0
)→ ξ, e2 = (0, 1¯)→ η,
is the subgroup of Zp ×Zq generated by the element (p/g, qs/g).
(2) If rkH = 1 and or(ξ) = or(η) = ∞ then the kernel of the epimorphism of abelian
groups
Z×Z→H, e1 = (1,0)→ ξ, e2 = (0,1)→ η,
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or second coordinates.
The algebra F is a Z-graded algebra, so is the centre Z(F) of F , in other words Z(F)
is a homogeneous subalgebra of the Z-graded algebra F :
Z(F)=
⊕
i∈Z
Z(F)i, Z(F )i =Z(F)∩Dvi .
It follows from F ⊂ FC ⊂ FHC that Z(F) ⊂ Z(FC) ⊂ Z(FHC), and these inclusions
respect the gradings. For f ∈ F we denote by adf or by [f,u] the linear map F → F ,
u→ adf (u) := f u− uf . For i, j ∈ Z,
adX
(
HiCj
)= (ξ iηj − 1)HiCjX, (2)
adY
(
HiCj
)= (ξ−iη−j − 1)HiCjY. (3)
For i, j ∈ Z and α ∈D,
H−1 adH(αvi)=
(
1− ξ i)αvi , (4)
C−1 adC(αvi )=
(
1− ηi)αvi , (5)
All four equalities hold in FHC .
If rkH= 1, put
z=
{
Hp, in case (i),
Cq, in case (ii),
HpCq, in case (iii)
(6)
(see Lemma 2.1). If q < 0 in the case (iii) then z ∈ FC but z /∈ F . The element z belongs
to the centre Z(FC) of the ring FC . Clearly, Z(F)⊂Z(FC)⊂Z(FHC).
Theorem 2.3. Notation is as in Lemma 2.1.
(1) If rkH= 0 then Z(F) is generated by Hp, Cq , Hp/gCqs/g, Xl and Y l , if g = 1; and
by Hp, Cq , Xl and Y l , if g = 1 where l = lcm(p, q).
(2) If rkH= 1 then
Z(F)=
{
K[z], in case (i), (ii) and (iii) with q > 0,
K, in case (iii) with q < 0.
(3) If rkH= 2 then Z(F)=K .
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groups Z×Z → Zp ×Zq and Zp ×Zq →H where the first homomorphism is the natural
epimorphism and the second is defined in Corollary 2.2(1). It follows from (2) and (3) that∑
(i,j)∈K
KHiCj ⊆Z(FHC), V :=
∑
(i,j)∈K, i,j0
KHiCj ⊆Z(F).
It follows from (4) and (5) that Z(F) =⊕k∈ZZ(F)kl . Since σ l = id we have YXl =
aXl−1 and XlY = Xl−1σ(a)= σ l(a)Xl−1 = aXl−1, hence YXl = XlY and Xl ∈ Z(F).
By symmetryX↔ Y , Y l ∈ Z(F). We have proved that all elements in statement (1) belong
to Z(F). If αXkl ∈ Z(F)kl , for some k  0 and some α ∈ D, then, by (2), α ∈ V . If
αY kl ∈ Z(F)kl , for some k  0 and some α ∈D, then, by (3), α ∈ V . It proves that Z(F)
is generated by V , Xl and Y l .
Clearly, the additive submonoid K′ = {(i, j) ∈K, i, j  0} of K is generated by (p,0),
(0, q) and (p/q, qs/g), if g = 1. Now the statement follows.
(2) Since rkH = 1, either or(ξ)=∞ or or(η)=∞ or both in view of Lemma 2.1(2).
Suppose or(ξ)=∞. From (4) we have:
FHC =DHC(σ, a)=
⊕
i∈Z
DHCvi, DHC =K
[
H,H−1,C,C−1
]
,
and the former is the direct sum of eigenspaces DHCvi of the linear map H−1 adH with
distinct eigenvalues 1− ξ i (since or(ξ)=∞). Hence, Z(FHC)⊆DHC . By (2) and (3),
Z(FHC)=K
[
z, z−1
]
, (7)
where the element z is defined above. Now the result follows from Z(F)⊆Z(FHC)∩F =
K[z, z−1] ∩D.
(3) Obvious. ✷
3. Simple D[X;σ ]-modules where D is a Dedekind domain
Let T =D[X;σ ] be a skew polynomial ring with a Dedekind domainD and σ ∈AutD.
Simple T -modules are classified in [7]. We will assume that the following condition holds.
(Inv) There exists a unique σ -invariant maximal ideal, say q, of D (i.e.,O(q)= {q} is the
unique finite orbit in SpecmD).
The condition (Inv) will appear later so in this section we recall the classification of
simple T -modules. Full detail may be found in [7]. Let k be the field of fractions of D that
is k := S−1D where S =D \ {0}. The localization B = S−1T of the ring T at S is the skew
polynomial ring B = k[X;σ ] with coefficients in k. Clearly, T =D[X;σ ] ⊆ B = k[X;σ ],
in a natural way. The ring B is an Euclidean ring hence a principal left and right ideal
domain. The set T̂ of isoclasses of (left) simple T -modules is the disjoint union of its
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respectively
T̂ = T̂ (D-torsion)∪ T̂ (D-torsionfree), (8)
T̂ (D-torsion)= T̂ (D-weight) (9)
where a simple T -module M is D-torsion (respectively, D-torsionfree) if S−1M = 0
(respectively, S−1M = 0).
Classification of T̂ (D-torsion)
The T q is an ideal in T since σ(q) = q. Denote by T the factor ring T/T q =
D/q[X; σ¯ ] where σ¯ is the induced automorphism of the field D/q defined as d¯ = d+q→
σ¯ (d¯)= σ(d)+ q. The ring T is a skew polynomial with coefficients from the field D/q.
The ring T is an Euclidean ring hence a principal left and right ideal domain.
Lemma 3.1.
T̂ (D-torsion)= {[D/p= T/(T p+ TX)], p ∈ SpecmD} ∪ T̂ \ [T /T X].
Proof. This is a particular case of Lemma 9.3 [7].
Classification of T̂ (D-torsionfree)
Theorem 3.2. Let f = a0+· · ·+anXn ∈ T be an irreducible element in B such that a0 /∈ q
but ai ∈ q for all i = 1, . . . , n. Then the D-torsionfree T -module T/T ∩ Bf is simple if
and only if
(LO) T = p+T (+)+T ∩Bf for all maximal ideals p such that a0 ∈ p where T (+) = TX.
Up to isomorphism every D-torsionfree simple T -module arises in this way, and f is
unique up to similarity.
Proof. This is a particular case of Theorem 8.1 [7].
Lemma 3.1 and Theorem 3.2 describe simple T -modules.
Lemma 3.3. Let f = a0 + · · · + anXn ∈ T \T q, n 1, and I be a nonzero left ideal of T .
(1) T = T q+ I ⇔ Tq = Tqq+ Iq where Tq is the localization of T at the multiplicatively
closed subset D \ q.
(2) T = T q+ T ∩Bf if and only if a0 /∈ q but ai ∈ q for all i = 1, . . . , n.
Proof. (1) (⇒) Applying the localization at q to the left side we arrive at the right hand
side.
(⇐) There exists s ∈D\q such that s ∈ T q+ I . Since D is a Dedekind domain and by
the choice of s: Ds + q=D, hence 1 ∈ T q+ I .
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ring Dq is Dedekind with a unique maximal ideal qDq, so Dq is a principal ideal
domain (as containing finitely many primes). Using this fact, σ(q) = q and that T =
T/q=D/q[X; σ¯ ]  Tq/qTq is a domain it is straightforward that Tq ∩Bf = Tqf , hence
Tq = qTq + Bf . This equality holds if and only if f¯ = f + qTq is a unit in Tq/qTq  T .
Observe that the units of T are (D/q) \ {0} and the result follows. ✷
4. Simple K[H ][X;σ ]-modules, σ(H)= ξH
Let K be an algebraically closed field. The algebra T =D[X;σ ], D =K[H ], σ(H)=
ξH , ξ ∈ K∗, is an example of the ring from the previous section. The condition (Inv)
holds with q = (H). The field k = K(H) is the field of rational functions, B = S−1T =
k[X;σ ] and T =K[X]. Since the field K is algebraically closed the map SpecmD→K ,
(H − λ)→ λ, allows to identify SpecmD with K .
Lemma 4.1.
T̂ (D-torsion)= {K[H ]/(H − λ) T/T (H − λ,X), λ ∈K}
∪{K[X]/(X−µ) T/T (H,X−µ), µ ∈K∗}.
Proof. It follows from Lemma 3.1. ✷
Observe that all simple D-torsion T -modules are 1-dimensional over K .
Theorem 4.2. Let f = a0(H)+ · · · + an(H)Xn ∈ T (all ai(H) ∈ D) be an irreducible
element in B such that a0(0) = 0 but ai(0)= 0 for all i = 1, . . . , n. Then T/T ∩ Bf is a
D-torsionfree simple T -module if and only if
(LO) T =D(H − λ)+ T (+) + T ∩Bf for all roots λ of the polynomial a0(H).
Up to isomorphism every D-torsionfree simple T -module arises in this way and from f
which is unique up to similarity.
Proof. This follows directly from Theorem 3.2. ✷
More information about the centre of hyperbolic rings (i.e., generalized Weyl algebras)
can be found in the paper of Kulkarni [13].
5. Simple modules over a generalized Weyl algebra with Dedekind coefficients
Let A =D(σ,a) be a GWA where D is a Dedekind domain. Simple A-modules have
been classified in [3,7].
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In this section we give a classification of simple A-modules. For more detail we refer
the reader to [3,7].
• Suppose that a = 0.
The ideals J+ =⊕i1 DXi and J− =⊕i1 DY i of A satisfy J+J− = J−J+ = 0.
The factor rings T + = A/J− =D[X,σ ] and T − = A/J+ = D[Y,σ−1] are examples of
rings from the previous section. Obviously,A/(J++J−)D. If M is a simple A-module
then either J+M = 0 or J−M = 0 (or J+M = J−M = 0). So, the A-module M is, in
fact, either a simple T −-module or a simple T +-module (or a simple D =A/(J+ + J−)-
module) with respect to the cases above.
Theorem 5.1. If a = 0 then Â= T̂ + ∪ T̂ −, T̂ + ∩ T̂ − = D̂.
• Suppose that a = 0.
Denote by k = S−1D the field of fractions of D, S =D\{0}. The localization B = S−1A
of the ring at S is the skew Laurent polynomial ring B = k[X,X−1;σ ]. We may identify
the ring A with a subring of B via the ring monomorphism
A→B, X→X, Y → aX−1, D  d→ d ∈ k.
The ring B is a Euclidean ring, hence a principal left and right ideal domain. We have the
partition
Â= Â(D-torsion)∪ Â(D-torsionfree), (10)
Â(D-torsion)= Â(D-weight), (11)
where a simple A-module M is D-torsion (respectively, D-torsionfree) if S−1M = 0
(respectively, S−1M = 0).
Specm(D)
Let G be the subgroup of the group of ring automorphisms Aut(D) of D generated by
the element σ . The groupG acts in an obvious way on the set Specm(D) of maximal ideals
of D. So, each orbitO equals someO(p)= {σ i(p), i ∈ Z} for a maximal ideal p of D. An
orbit is cyclic of length n (respectively, linear) if it contains a finite (respectively, infinite)
number n = |O| of elements. The set of cyclic (respectively linear) orbits denote by Cyc
(respectively Lin). An orbit O is called degenerate, if it contains an ideal p such that
a ∈ p (such ideals are called marked). Denote by Cycd and Lind (Cycn and Linn) the set
of all (non-)degenerate cyclic and linear orbits, respectively. The degenerate orbits which
contains more than one marked ideal are called strong degenerate and we denote by Cycds
and Linds the set of all such cyclic and linear orbits, respectively.
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set of integers Z. Therefore, for O(p) ∈ Lin we may use, without mentioning it explicitly,
all the definitions and notations which are employed for Z (such as the order, the segment,
the interval, etc.). For example, σ i(p)  σj (p) iff i  j ; (−∞,p] = {σ i(p), i  0}.
Marked ideals p1 < · · ·< ps of the degenerate linear orbit O divide it into s + 1 parts,
Γ1 = (−∞,p1],Γ2 = (p1,p2], . . . ,Γs+1 = (ps,∞).
We say that maximal ideals p and q from a linear orbit are equivalent (p∼ q) if they belong
either to a non-degenerate orbit or to some Γi .
Weight A-modules
An A-module V is weight if DV is semisimple, i.e.,
V =
⊕
p∈Specm(D)
Vp
where Vp = {v ∈ V : pv = 0} = {the sum of simple D-submodules which are isomorphic
to D(D/p)}, the component of V of weight p. The support Supp(V ) of the weight module
V is the set of maximal ideals p such that Vp = 0.
Since
XVp ⊆ Vσ(p) and YVp ⊆ Vσ−1(p),
each weight A-module V decomposes into the direct sum of A-submodules
V =
⊕
{VO |O is an orbit},
where VO =
⊕{Vp | p ∈O}. Obviously, for each maximal ideal p of D the module
A(p) :=A/ApA⊗D D/p=
⊕
i∈Z
vi ⊗D/p
is weight (D(vi ⊗D/p)D/σ i(p)) with supportO(p).
Denote by Â(weight) the set of isoclasses of simple weight A-modules. Each simple
weight A-module is a homomorphic image of A(p) for some p ∈ SpecD.
Classification of Â(D-torsion)
The factor ring A¯= A/Aq is the GWA D/q(σ¯ , a¯) where a¯ = a + q and σ¯ ∈ AutD/q
defined as σ¯ (d¯)= σ(d)+ q, d¯ = d + q ∈D/q. Moreover, A¯=D/q[x, x−1; σ¯ ] if a /∈ q;
and A¯=D/q(σ¯ ,0) if a ∈ q, where x =X+Aq ∈ A¯.
The ring L=D/q[x, x−1; σ¯ ] is a skew Laurent polynomial ring with coefficients from
the field D/q, so this ring is a Euclidean domain and a simple L-module is isomorphic to
L/Lf for an irreducible polynomial f ∈ L. In applications, D/q =K is an algebraically
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contains ideals J + =⊕i0 D/qxi and J − =⊕i0 D/qyi with J+J − = J−J+ = 0
where y = Y + Aq ∈ A. Factor rings T + = A/J − = D/q[x, σ¯ ] and T − = A/J + =
D/q[y, σ¯−1] are skew polynomial rings with coefficients from the field D/q. They are
Euclidean domains. If M is a simple A-module then either J +M = 0 or J −M = 0 (or
J +M = J −M = 0). So, the A-module M is, in fact, either a simple T −-module or T +-
module (or the simple D/q = A/(J + + J −)-module D/q) with respect to the cases
above. Clearly,
Â= T̂ − ∪ T̂ +, T̂ − ∩ T̂ + = {D/q}. (12)
In applications, D/q =K is an algebraically closed field with σ¯ = idK , T + = K[x] and
T − =K[y], hence T̂ + = {T +/T +(x − λ), λ ∈K} and T̂ − = {T −/T −(y − λ), λ ∈ K}.
Recall that the support of a simple D-torsion A-module belongs to an orbit that can be
either linear or equal to {q} because of the condition (Inv). With respect to these two
possibilities there is the partition
Â(D-torsion)= Â(D-torsion, linear)∪ Â(D-torsion,q), (13)
Â(D-torsion,q)= ̂¯A. (14)
Theorem 5.2. The map
Lin/∼→ Â(D-torsion, linear), Γ → [L(Γ )],
is a bijection with inverse [L]→ SuppL (in particular, SuppL(Γ )= Γ ) where
(1) if Γ ∈ Linn then L(Γ )= A/Ap, for any p ∈ Γ ;
(2) if Γ = (−∞,p] ∈ Lind then L(Γ )=A/A(p,X);
(3) if Γ = (σ−n(p),p] ∈ Lind, n ∈N, then L(Γ )=A/A(p,X,Y n), lD(L(Γ ))= n;
(4) if Γ = (p,∞) ∈ Lind then L(Γ )=A/A(σ(p), Y ).
This, together with (13) and (14), describes the set Â(D-torsion).
Classification of simple D-torsion A-modules
Definition. For α,β ∈ S we write α < β if there are no maximal ideals p and q in D
belonging to the same linear orbit such that α ∈ p, β ∈ q and p = σ i(q) for some i  0.
An element b = Ymβ−m + · · · + β0 ∈ A with all βi ∈D, β−m = 0, β0 = 0 and m > 0, is
called l-normal if β0 < β−m, and β0 < a.
Theorem 5.3. Let A = D(σ,a = 0) be as above and let b = Ymβ−m + · · · + β0 ∈ A be
l-normal irreducible in B such that there exists exactly one βi such that βi /∈ q. Then
A/A ∩ Bb is a D-torsionfree simple A-module. Up to isomorphism every D-torsionfree
simple A-module arises in this way, and from b which is unique up to similarity.
Proof. See [7, Theorem A, p. 524]. ✷
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Notation is as in Section 5. Let K be an algebraically closed field. A GWA A =
K[H ](σ, a), D = K[H ], a ∈ D, σ(H) = ξH , ξ ∈ K∗, is an example of the ring from
the previous section. The condition (Inv) holds with q= (H). In this section we apply the
results of Section 5 to the algebra A in order to classify simple A-modules.
• Suppose that a = 0.
The factor algebras T + = A/J− =D[X;σ ] and T − = A/J+ =D[Y ;σ−1] are examples
of the type of algebras encountered in Section 5 where simple T ±-modules are described.
Theorem 6.1. If a = 0 then Â= T̂ + ∪ T̂ −, T̂ + ∩ T̂ − = D̂.
Proof. It follows from Theorem 5.1. ✷
Classification of simple D-torsion A-modules
• Suppose that a = 0.
The factor algebra A¯ = A/AH is the Laurent polynomial ring L = K[x, x−1], x =
X+AH , if a(0) = 0; or is the algebra A=K[x, y]/(xy), x =X+AH , y = Y +AH , if
a(0)= 0. Clearly,
Lˆ= {[L/L(x − λ)], λ ∈K∗} and
Â= {[A/A(x − λ,y)], λ ∈K}∪ {[A/A(x, y −µ)], µ ∈K∗}. (15)
Â(D-torsion,q)=
{̂¯A= Lˆ, if a(0) = 0,
Â, if a(0)= 0.
The field K is algebraically closed. The map SpecmD→K , (H − λ)→ λ, identifies
SpecmD with K . The group Z = 〈σ 〉 acts on K∗ ≡ SpecmD \ {(H)} by multiplication
on ξ−1, σ(λ)= ξ−1λ, λ ∈K∗ (that is, σ(H − λ)= (ξH − λ)= (H − ξ−1λ)).
An orbit in K∗ has the form {ξ iλ, i ∈ Z} and is ordered in the obvious way. We shall
apply all the natural concepts (order, interval etc.) to any orbit in K∗. An orbit is called
degenerate if it contains a root of the polynomial a = a(H). The roots λ1 < · · ·< λs (that
is, λ1 < λ2 = σn2(λ1)= ξ−n2λ1 < · · ·< λs = σns (λ1)= ξ−ns λ1 for some natural numbers
0 < n2 < · · ·< ns ) of the polynomial a from a degenerate orbitO =O(λ1) partition it into
s + 1 disjoint sets:
Γ1 = (−∞, λ1], Γ2 = (λ1, λ2], . . . , Γs = (λs−1, λs ], Γs+1 = (λs,∞),
where Γ1 = (−∞, λ1] = {ξ−iλ1: i  0}, Γ2 = (λ1, λ2] = {ξ−iλ1: 1  i  n2}, etc. We
define on an equivalence relation ∼ on K∗: λ∼ µ if and only if λ and µ belong either to a
nondegenerate orbit or to a set of type Γi (there are only finitely many such sets).
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V =
⊕
λ∈K
Vλ, where Vλ = {v ∈ V |Hv = λv},
or, equivalently, V is a semisimple D-module. The support Supp(V ) of V is the set of
λ :Vλ = 0. The left ideal A(H −λ), λ ∈K∗, is homogeneous with respect to the Z-grading
A=⊕n∈Z Dvn of the algebra A, thus the module
S(λ) :=A/A(H − λ)=
⊕
n∈Z
Ken, en = vn +A(H − λ),
Hek = ξ−kλek, Xek = ek+1, Y e−k = e−k−1 (k  0),
Xe−m = a
(
ξmλ
)
e−m+1, Y em = a
(
ξ−m+1λ
)
em−1 (m > 0),
is weight Z-graded with support {ξ iλ, i ∈ Z}. The module S(λ) contains a largest proper
submodule, say N(λ), whose support is equal to {ξ iλ, i ∈ Z} \ Γ , where Γ is the
equivalence class of λ. Then S(λ)/N(λ) is a simple weight A-module with support Γ .
It is clear that
Â(D-torsion)= Â(weight),
since a simple D-torsion A-module is an epimorphic image of some A-module S(λ).
Theorem 6.2. The map
K∗/∼→ Â(D-torsion, linear), Γ → [L(Γ )],
is a bijection with inverse [M]→ Supp(M), where
(1) if Γ is a nondegenerate orbit then L(Γ )=A/A(H − λ)=⊕n∈Z Ken, λ ∈ Γ ;
(2) if Γ = (−∞, λ] then L(Γ )=A/A(H − λ,X)=⊕n0 Ken;
(3) if Γ = (µ,λ], λ = ξ−nµ, for some natural n, then L(Γ ) = A/A(H − λ,X,Y n) =⊕
−n+1i0 Kei , and dimL(Γ ) = n. These are precisely all the simple finite
dimensional A-modules with support from a linear orbit (there are only finitely many
of these);
(4) if Γ = (λ,∞) then L(Γ )=A/A(H − ξ−1λ,Y ).
Proof. It follows from Theorem 5.2. ✷
Classification of simple D-torsionfree A-modules
Definition. For α(H), β(H) ∈ S we write α(H) < β(H) if there are no roots λ and µ
of the polynomials α(H) and β(H) such that λ = ξ−iµ for some i  0. An element
b = Ymβ−m + · · · + β0 ∈ A with βi ∈D, β−m = 0, β0 = 0 and m> 0, is called l-normal
if β0 < β−m, and β0 < a.
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l-normal irreducible in B such that there exists exactly one βi such that βi(0) = 0. Then
A/A ∩ Bb is a D-torsionfree simple A-module. Up to isomorphism every D-torsionfree
simple A-module arises in this way, and from a b which is unique up to similarity.
Proof. It follows from Theorem 5.3. ✷
7. Simple modules over the Witten–Woronowicz algebra
Let K be an algebraically closed field and let A= F(ξ, η;a) be a GWA
A=D(σ, a = 0), D=K[H,C], σ (H)= ξH, σ(C)= ηC,
and scalars ξ, η ∈ K∗ satisfy Lemma 2.1(2)(iii) with q = −1 that is rkH = 1, both ξ
and η are not roots of unity but ξpη−1 = 1 for the uniquely defined integer p > 0,
Lemma 2.1(2)(iii).
Example. The Witten–Woronowicz algebra
W = F (ξ = r2, η= r4;a = C − α),
α = (H − r/(1− r2))(H − r3/(1− r2))/(r2(r + r−1))
is an example of such an algebra F with p = 2.
Recall that C is a normal regular element of A. The localization AC of the algebra A at
the powers of C is the GWA AC =DC(σ, a), DC =K[H,C,C−1], containing the algebra
A in the obvious way. If M is a simple A-module then either CM = 0 or CM = 0 and we
say that the module M is C-torsion or C-torsionfree respectively, so there is the partition
Â= Â(C-torsion)∪ Â(C-torsionfree). (16)
Clearly,
Â(C-torsion)= [A/(C)]ˆ (17)
since every simple C-torsion module is a simple A/(C)-module and vice versa. Similarly,
there is the partition
Â= Â(H -torsion)∪ Â(H -torsionfree),
Â(H -torsion)= [A/(H)] .ˆ
Simple modules over the factor algebras
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A/(H)=K[C](σ,a(0,C)), σ (C)= ηC,
have been described in Section 6. We leave for the reader to formulate the result. Clearly,
Â(H -torsion,C-torsion)= [A/(H,C)] .ˆ
The factor algebra A/(H,C)K[x, y]/(xy−a(0,0)), x =X+ (H,C), y = Y + (H,C),
is a commutative algebra isomorphic to the Laurent polynomial ring K[x, x−1], if
a(0,0) = 0; or to K[x, y]/(xy), if a(0,0)= 0. Since
Â= Â(H -torsion)∪ Â(C-torsion)∪ Â(H -torsionfree,C-torsionfree),
it remains to describe the third set in order to finish a classification of simple A-modules.
The element z =HpC−1 ∈DC belongs to the centre of the algebra AC (see (6)). The
field K is algebraically closed, for a simple AC-module M there exists λ = λ(M) ∈ K
such that (z− λ)M = 0, so M is a simple module over the factor algebra (GWA)
AC(λ)=AC/(z− λ)=Dλ
(
σ¯ , a¯
)
, Dλ =DC/(z− λ),
DC =K
[
H,C,C−1
]
, a¯ = a + (z− λ),
where σ¯ is the induced automorphism. There is the partition
ÂC =
⋃
λ∈K
AC(λ) .ˆ (18)
For λ= 0, the ideal (H) of AC(λ) is a nilpotent ideal, so
AC(0)ˆ=
(
AC(0)/(H)
)ˆ
. (19)
Simple modules over the GWA
AC(0)/(H)=K
[
C,C−1
](
σ,a(0,C)
)
, σ (C)= ηC,
are described in Section 5.
Suppose that λ = 0. So,
AC(λ)=Dλ
(
σ,a
(
H,λ−1Hp
))
, Dλ =K
[
H,H−1
]
, σ (H)= ξH.
Now
ÂC(H -torsion)=AC(0) ,ˆ
ÂC(H -torsionfree)=
⋃
∗
AC(λ) .ˆλ∈K
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easily that the kernel J of the composition of natural algebra homomorphisms (λ = 0):
A→AC →AC(λ)=AC/(z− λ)
is generated by the regular normal element Hp − λC, that is J = (Hp − λC), the factor
algebra
A(λ)=A/(Hp − λC)=K[H ](σ,a(H,λ−1Hp)), σ (H)= ξH,
is a GWA. The natural algebra monomorphism A(λ)→ AC(λ) derived from A→AC →
AC(λ) is the natural inclusion of GWAs
A(λ)=K[H ](σ,a(H,λ−1Hp))⊂AC(λ)=K[H,H−1](σ,a(H,λ−1Hp)).
The element H of A(λ) is a regular normal element and the localization A(λ)H of A(λ) at
the powers of H is equal to AC(λ), that is
A(λ)H = AC(λ).
Theorem 7.1. Â(C-torsionfree,H -torsionfree)=⋃λ∈K∗ Â(λ)(H -torsionfree).
Proof. Obviously, the right hand side is a subset of the left hand side. If [M] ∈
Â(C-torsionfree,H -torsionfree) then
[MC] ∈ ÂC(H -torsionfree)=
⋃
λ∈K∗
ÂC(λ)
hence [MC ] ∈ ÂC(λ) for some λ ∈K∗ and M = socA(MC) (we use A→AC → AC(λ)).
So, M is a simple A(λ)-module since the kernel J = (Hp− λC), that finishes the proof of
the theorem. ✷
Simple A(λ)-modules are described in Section 6. Theorem 7.1 finishes the description
of simple A-modules. Summing up we have the following corollary.
Corollary 7.2.
Â= [A/(H)]ˆ∪ [A/(C)]ˆ ∪ ⋃
λ∈K∗
Â(λ)(H -torsionfree).
Simple modules over algebras A/(H), A/(C) and A(λ) are described in Section 6.
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