Traditional speech enhancement (SE) algorithms usually have fluctuant performance when they deal with different types of noisy speech signals. In this paper, we propose multi-task Bayesian compressive sensing based speech enhancement (MT-BCS-SE) algorithm to achieve not only comparable performance to but also more stable performance than traditional SE algorithms. MT-BCS-SE algorithm utilizes the dependence information among compressive sensing (CS) measurements and the sparsity of speech signals to perform SE. To obtain sufficient sparsity of speech signals, we adopt overcomplete dictionary to transform speech signals into sparse representations. K-SVD algorithm is employed to learn various overcomplete dictionaries. The influence of the overcomplete dictionary on MT-BCS-SE algorithm is evaluated through large numbers of experiments, so that the most suitable dictionary could be adopted by MT-BCS-SE algorithm for obtaining the best performance. Experiments were conducted on well-known NOIZEUS corpus to evaluate the performance of the proposed algorithm. In these cases of NOIZEUS corpus, MT-BCS-SE is shown that to be competitive or even superior to traditional SE algorithms, such as optimally-modified log-spectral amplitude (OMLSA), multi-band spectral subtraction (SSMul), and minimum mean square error (MMSE), in terms of signal-noise ratio (SNR), speech enhancement gain (SEG) and perceptual evaluation of speech quality (PESQ) and to have better stability than traditional SE algorithms.
Introduction
In the past decades, speech enhancement (SE) has been one of the most active research topics in speech and audio signal processing applications such as speech recognition, speaker recognition. SE usually aims to reduce a particular type of interference like additive noise, so that SE algorithms normally utilize some dynamic characteristics of the noise to improve their performance [1] . In this paper, we focus on denoising additive noise.
SE algorithms that aim to suppress additive noise can be divided into some categories: spectral subtractive methods, subspace methods, and statistical based methods [2] . Spectral subtractive methods, such as multi-band spectral subtraction (SSMul), normally estimate noise spectra first and then subtract them from noisy observation spectra to derive the clean speech spectra. Subspace methods decompose an observed noisy signal into mutually orthogonal speech and noise subspaces. Methods of this type normally assume that speech and noise signals are located in two orthogonal subspaces [3] , [4] . Statistical modelling methods then improve their denoising capacities for nonstationary noises by employing some statistical models to maximize certain statistical criteria, such as maximum likelihood (ML) and minimum mean square error (MMSE). Algorithms of this type normally are based on an assumption that speech and noise signals always obey certain probability distributions [5] , [6] . It could be observed that these traditional SE algorithms which are proposed based on different denoising strategies usually have fluctuant performance when they deal with different types of noisy speech signals. For example, SSMul is effective for denoising stationary noise, but it's limited to non-stationary noises [7] . In real world situations, without prior knowledge of noise type, we cannot judiciously choose the most suitable SE algorithm from a set of viable algorithms. In this paper, we try to propose an SE method to achieve not only comparable to but also more stable performance than traditional SE algorithms in different environments. Compressive sensing, proposed by Donoho [8] , Candes and Tao [9] , has been established on solving an l 0 -norm minimization problem to recover a sparse or compressible signal from its downsamples at a low rate [10] . Though CS has been used in digital image processing [11] for many years, it also raises researchers' concern in speech and audio signal processing recently. As for speech enhancement, D. Wu et al. already proposed CS-based methods to address speech enhancement in sparse noisy [12] and non-sparse noisy environments [13] . They also proposed an advanced CoSaMP recovery algorithm termed Tdn-CoSaMP to achieve SE in [14] . Those CS-based SE algorithms usually adopt some pre-specific dictionaries (such as DCT, and wavelet transform) to be as the sparse basis.
In this paper, multi-task Bayesian compressive sensing based speech enhancement (MT-BCS-SE) algorithm is proposed. Two important points of MT-BCS-SE algorithm are that the measurements of clean speech signals are not statistically independent and speech signals are sparse enough in certain domain such as frequency domain, wavelet domain, and others. MT-BCS-SE algorithm utilizes the two characteristics of speech signals to improve SE performance. For the first point, from a statistical standpoint, multiple compressive sensing measurements are related to each other. Therefore, if taking those statistical information into consideration, MT-BCS-SE may improve the SE performance. For the second point, because the additive noise is normally Copyright c 2017 The Institute of Electronics, Information and Communication Engineers not sparse at all, so that sparsity of speech signals guarantees that MT-BCS-SE can recover the clean speech signals from the measurements. Overcomplete dictionary is used to obtain sparse representations of noisy speech signals. We adopt K-SVD algorithm to learn various overcomplete dictionaries, and the influence of dictionary is also evaluated in this paper. The most suitable dictionary could be adopted by the proposed algorithm for obtaining the best SE performance.
This CS-based SE algorithm may alleviate some difficulties that the traditional SE methods are confronted with, because it avoids some of their assumptions such as the noise invariant (spectral subtractive methods) and the mutual orthogonality (subspace methods). MT-BCS-SE algorithm also has some advantages over the traditional SE methods: (i) no necessity of noise spectrum; (ii) various suitable dictionaries are available; (iii) taking advantage of the dependence information among compressive sensing measurements.
The rest of this article is organized as follows. In Sect. 2, we briefly introduce CS theory. And then we introduce MT-BCS-SE algorithm in Sect. 3. In Sect. 4, K-SVD algorithm is adopted to learn the overcomplete dictionaries for obtaining sparse representations of speech signals. We carried out experiments to evaluate the performance of MT-BCS-SE algorithm and several results are presented in Sect. 5. Finally, we draw our conclusions in Sect. 6.
Compressive Sensing
Considering a real-valued, one-dimensional, discrete-time signal x of size n×1 and a basis Ψ of size n× N, thus x = Ψs can be obtained, where s is an N × 1 vector. Supposing k (k N) elements of s are nonzero or largest, and the n − k remaining elements are zero or negligible, then we say that x is k-sparse or compressible. After measuring or sampling this sparse signal, a m × 1 (k ≤ m N) measurement y can be obtained as follows:
Where Φ is a m×n measurement matrix (MM) and Θ = ΦΨ satisfies restricted isometry property (RIP) [9] which ensures the sparse representation s has a unique solution. Θ is of size m × N. Because the dimension of y is far lower than s (m N), so that obtaining s from measurement y by solving the linear equation in (1) is NP-hard. Many algorithms including OMP, CoSaMP, BP, etc, were proposed to solve this problem. In Sect. 4, we adopted BatchOMP [15] , a fast algorithm for multiple OMP decompositions, to implement sparse decomposition over the same dictionary in sparse coding stage of K-SVD algorithm.
Multi-Task Bayesian Compressive Sensing Based Speech Enhancement
In this section, multi-task Bayesian compressive sensing based speech enhancement (MT-BCS-SE) algorithm is proposed to achieve speech enhancement from noisy speech signals.
MT-BCS-SE
The speech enhancement tasks can be formulated in the framework of CS theory as below: Let x * i = x i + n i be the i-th noisy speech signal, where x i is clean speech signal and n i is additive noise, so that the i-th compressive sensing measurement y i can be given as:
where s i is the sparse representation of clean speech signal x i and n * i is the noisy measurement. We assume that n * i draws a zero-mean Gaussian random variable with a variance 1/α. Parameter α is associated with additive noise n * . We therefore have a Gaussian likelihood function for s i and α based on the measurement y i :
where Θ = ΦΨ satisfies RIP and m represents the dimension of measurement vector y i . We define that recovering clean representation s i from y i as Task-i, and the coefficients of s i are assumed to be drawn from a common zero-mean Gaussian prior that is shared among all sparse representations {s i } (i = 1, 2, . . . , M t ). Taking the information that M t tasks are statistically dependent into consideration, MT-BCS-SE processes M t tasks jointly and simultaneously. Let s i j represent the jth sparse coefficient of s i for Task-i, we then have
The parameter β is shared among all M t tasks. That's to say, all measurements {y i } (i = 1, 2, . . . , M t ) will contribute to learning β. Because the noise n * i obeys zero-mean Gaussian distribution and the sparse coefficients of s i are assumed to be drawn from a common zero-mean Gaussian prior, so that MT-BCS-SE would be more suitable in dealing with Gaussian white noises rather than the non-Gaussian noises.
Further, the Gamma priors could be placed on α and β as follows:
Here, for α, a = b = 0 corresponds to a commonly-used improper prior expressing a priori ignorance about values for the noise variance [16] . Appropriate choice of parameters c and d ensures the sparsity of s i . For computational simplifications and avoiding subjective choice of those parameters, so that we recommend c = d = 0 as a default choice. According to the characteristic that multiple CS measurements are statistically related to each other, we consider the compressive sensing framework from a hierarchical Bayesian perspective [17] . A hierarchical Bayesian model for MT-BCS-SE is illustrated in Fig. 1 . We can infer a posterior density function (PDF) on α and β from a Bayesian piont of view, then we get
Given that a, b, c and d are very small (a, b, c, d → 0), a point estimate (α,β) for the parameters α and β can be interpreted as a ML estimate which is written as below:
Using (α,β), we can calculate the posterior density function for the sparse representation s i . The posterior of s i can be expressed as a multivariate Gaussian distribution with mean μ i and covariance σ
where Λ = diag(β 1 ,β 2 , . . . ,β n ), and {β i } (i = 1, 2, . . . , n) are the components of the vectorβ.
As implemented in (8) and illustrated in Fig. 1 , the point estimate (α,β) is based upon all M t measurements {y i } (i = 1, 2, . . . , M t ), emphasizing the multi-task nature of the analysis. All measurements are used to α and β, while to update an approximation to the sparse coefficients of s i , only the measurement y i of Task-i is employed. This suggests an iterative algorithm that alternates between these global and local solutions.
Reconstruction via Relevance Vector Machine
To recover the clean speech signals from measurements, we should do the estimation of {s i } (i = 1, 2, . . . , M t ) according to β. Though only the associated y i is used to update approximation of the corresponding s i , the estimate of β is based on all M t measurements. To perform an exact ML estimation of β still computes expensively, so that a fast relevance vector machine (RVM) algorithm [18] is applied to do a faster estimation of β rather than an exact estimation in this paper.
Compared with other mostly used iterative algorithm like OMP, RVM operates in a constructive manner, i.e., sequentially adding or deleting candidate atoms to model until all m non-zero coefficients have been included. Detailed analysis [18] shows that the complexity of RVM is more related to m (the dimension of measurement y i ) rather than N (the dimension of sparse representation s i ), so that RVM algorithm is priority especially when the underlying signals are fully sparse (m N). In contrast to other algorithm like CoSaMP in which candidate atoms of Θ once added are never removed, RVM algorithm allows to delete the atoms from model. The deleting operation provides a more efficient sparse representation and in the worst-case scenario, it's proved that RVM algorithm still outperforms the other algorithms mentioned before [18] .
Overcomplete Dictionary
The performance of MT-BCS-SE is greatly affected by the sparsity of speech signals. Although most natural signals are not sparse themselves, they may be highly compressible and sparse in some transform domain. Many transform methods like Fourier transform (FT), discrete cosine transform (DCT), and wavelet transform (WT) played key roles in early development of sparse representation [16] . Sparse representation methods which are based on overcomplete dictionary become more and more popular recently. A widely used algorithm termed K-SVD algorithm was proposed by Micheal Elad [19] for learning overcomplete dictionaries. To obtain the sparse representations of the speech signals, we employ overcomplete dictionary to decompose the speech signals into sparse coefficients. Various overcomplete dictionaries are learned by K-SVD algorithm for MT-BCS-SE framework.
Considering a n × K (n denotes the dimension of the speech signals, K denotes the number of the speech samples) training set of speech samples
According to [19] , we have
where W = [w 1 , w 2 , . . . , w K ] is a set of sparse representations, w i is of size N ×1 (N denotes the length of dictionary) and W is of size N × K. Ψ is the dictionary which is updated in the iteration. The above expression (11) seeks to get a sparse representation per each of speech sample in F. Parameter ρ controls the relative importance between error ( Ψw k − f k 2 2 ) and sparsity ( w k 0 ). K-SVD algorithm adopts an iteration to solve the above problem. The iteration of K-SVD algorithm is consist of two stages: sparse coding stage and dictionary update stage. Sparse coding mainly transforms underlying speech signals into sparse representations which are submitted to F = ΨW. As mentioned before, although this can be implemented with any sparse decomposition, in our case it is implemented with BatchOMP [15] . This algorithm pre-computes the Gram matrix of the dictionary Ψ, which allows for faster computation on each speech signal. In the dictionary update stage, K-SVD algorithm updates the dictionary Ψ according to those new sparse representations W obtained at sparse coding stage. Note that K-SVD algorithm only updates one column of dictionary at an iteration by applying a SVD operation on residual data so that this update can be done very optimally and computed only on the speech signals associated with this atom.
A brief and clear procedure of K-SVD algorithm can be described as follows: In sparse coding stage, assuming that dictionary Ψ (t) (t means iteration times) is fixed, and then sparse representations W (t) are calculated; while in dictionary update stage, these sparse representations W (t) are used to update dictionary Ψ (t+1) . Along with updated dictionary Ψ (t+1) , a new sparse matrix W (t+1) would be recalculated in the t + 1 iteration. It should be emphasized that a wise selection of Ψ in dictionary initialization may fewer the numbers of training iterations. In our latter experiments, we choose an overcomplete DCT basis as the initial dictionary.
When K-SVD algorithm is adopted to the SE purpose, a crucial step is the selection of training set [19] . It's very hard to find a reasonably good dictionary that fits all signals, so [20] argued that the increase of the length of dictionary N generally improves the performance and an improved results obtained by training a dictionary based on the noisy signals itself. One reasonable explanation of this argument is that K-SVD algorithm has noise averaging built into it, by taking a large set of noisy training data and creating a small, relatively clean representation set. In the latter experiments, we designed various training sets for learning different dictionaries, and evaluated the influence of each dictionary on MT-BCS-SE algorithm.
Experiments
In this section, we try to prove the effectiveness of the proposed MT-BCS-SE in terms of various criteria. For all experiments, we select twelve different clean sentences (6 male and 6 female) and 192 corresponding noisy sentences from NOIZEUS corpus [21] , which was developed to facilitate comparison of speech enhancement algorithms. All sentences were downsampled at 8 KHz. Twelve clean sentences were selected randomly from corpus, their ID are 
sp03, sp04, sp07, sp09, sp11, sp12, sp19, sp20, sp24, sp25, sp28 and sp29. All of the 192 noisy sentences are those clean sentences corrupted by four real-world noises including babble, car, train-station and street noise at four SNRs of 0 dB, 5 dB, 10 dB, and 15 dB (12 × 4 × 4 = 192). Noisy sentences were used to establish training sets (see Sect. 5.1). The flow chart of our experiments is illustrated in Fig. 2. From Fig. 2 , firstly, various overcomplete dictionaries are learned by K-SVD algorithm module. Secondly, when MT-BCS-SE was carried out, a most suitable dictionary was selected from those trained overcomplete dictionaries for transforming time-domain speech signals into sparse representations. At last, the recovered clean sentences were compared with original noisy sentences to evaluate the performance of the proposed algorithm. In this paper, signal-noise ratio (SNR), speech enhancement gain (SEG) and perceptual evaluation of speech quality (PESQ) were adopted as SE criteria. SEG is defined as the difference of SNR between noisy sentences and enhanced sentences, and it's given as:
where x is original clean speech signals, andx is the test speech signals. Using [14] as a reference for experimental protocol, a default configuration including the values of parameters as summarised in Table 1 , was set up globally. It should be noted that Gamma prior parameter α is directly related with additive noise, so that a different prior or different values of a and b may achieve different SE performance.
Training Sets for Learning Overcomplete Dictionaries
For proving the effectiveness of the proposed MT-BCS-SE algorithm and the influence of overcomplete dictionary on the performance of MT-BCS-SE algorithm, we designed several training sets to learn various dictionaries via K-SVD algorithm. We follow certain rules to select noisy sentences for building the training sets.
• Noisy sentences that are at SNRs of 0 dB and 5 dB are selected to build low SNR training sets. Noisy sentences that are at SNRs of 10 dB and 15 dB are selected to build high SNR training sets.
• Low SNR dictionaries are learned from low SNR training sets and high SNR dictionaries are learned from high SNR training sets.
• We learn two kinds of dictionaries for our experiments, the general dictionary and the specific dictionary.
• For each type of noise, there are 48 (12 × 4 = 48) noisy sentences. Half of them are used to build training sets and the others are used to build testing sets.
• The specific dictionaries are learned from the training sets in which all sentences are of the same type of noise. For example, a high SNR specific dictionary for babble noise is learned from the training set which includes 16 sentences: sp03 babble sn10, sp04 babble sn10, sp09 babble sn10, sp12 babble sn10, sp19 babble sn10, sp20 babble sn10, sp24 babble sn10, sp29 babble sn10, sp03 babble sn15, sp04 babble sn15, sp09 babble sn15, sp12 babble sn15, sp19 babble sn15, sp20 babble sn15, sp24 babble sn15, sp29 babble sn15.
• The general dictionaries are learned from the training sets which includes noisy sentences for all kinds of noise types. • Every dictionaries have two different versions. The big size version of dictionary (BD) is of size 128 × 512 and the small size version of dictionary (SD) is of size 64 × 256.
For clarity, we named the learned overcomplete dictionaries. For example, we named the big size version of a high SNR specific dictionary for babble noise 'D-ba-high-bd', and the small size version of a high SNR specific dictionary for babble noise 'D-ba-high-sd'. Table 2 lists the names of all dictionaries that would be used in our experiments.
The Influence of Dictionary Size
To test the influence of dictionary size on SE performance, two general dictionaries named D-ge-high-sd and D-gehigh-bd were used in the experiments. Figure 3 shows SNRs and SEGs reconstructed by MT-BCS-SE algorithm which employed D-ge-high-sd and D-ge-high-bd, respectively. From Fig. 3 (a) , we can tell that MT-BCS-SE algorithm achieves successful good SNRs with either D-ge-high-sd or D-ge-high-bd. A precise comparison of the SEGs is shown Table 2 The names of overcomplete dictionaries. in Fig. 3 (b) . The experimental results illustrate that average SEG by using D-ge-high-bd is bigger than that by using D-ge-high-sd. This is because the big size version of dictionary can remain and represent more information of original sentences than the small one, so that the performance of D-ge-high-bd on SE is better than the performance of D-gehigh-sd. Results agree with the conclusion that the increase of the length of dictionary N generally improves the performance in [20] . More detailed SEGs are arranged in Table 3 . From Table 3, we can find that results differ from noise to noise and MT-BCS-SE algorithm achieves better performance when noisy sentences are at low SNRs, that's because noisy sentences at low SNRs contains much more additive noise than that at high SNRs.
The Influence of Dictionary Type
Here we carried out more experiments to test the influence of dictionary type on MT-BCS-SE. By adopting specific dictionaries to deal with the corresponding testing sets, the proposed algorithm can obtain better results. For example, Dca-high and D-ca-low are used to recover the testing set that was consisted of noisy sentences of car noise. Table 4 . Some observations can be made for Table 4 . Firstly, a high SNR dictionary always outperforms the low SNR dictionary. That's because low SNR dictionary remain overmuch information about noise, and those information would reduce the SE performance. Secondly, a high SNR general dictionary has better performance than a low SNR specific dictionary, for example, D-ge-high-bd performs better than D-tr-low-bd in dealing the testing set that was consisted of noisy sentences of street noise. Because D-tr-low-bd was learned from a low SNR training set, so that much interference information was also brought into this low SNR specific dictionary. Thirdly, the best performance is obtained by using the corresponding big size version of high SNR specific dictionary for each testing set (see the bold values in Table 4 ). When dealing with low SNR noisy sentences, it's interesting that specific dictionaries improved the performance more obviously. An empirical reason is that because specific dictionaries which are learned from high SNR training sets, so that dealing with high SNR testing sets could not have as much improvement as dealing with low SNR testing sets.
Comparison with Other SE Algorithms
In this section, we further discuss that MT-BCS-SE algorithm also holds certain advantages over some traditional successful SE algorithms such as multi-band spectral subtraction (SSMul) [22] , MMSE [23] and optimally-modified log-spectral amplitude (OMLSA) [6] . We use SNR, SEG and PESQ as our criteria to evaluate the SE performance. In order to obtain the best performance, MT-BCS-SE algorithm employed the corresponding big size version of high SNR specific dictionaries as its overcomplete dictionaries. For example, when dealing with noisy sentences of car noise, D-ca-high-bd was adopted by the proposed method.
Experimental results are shown in Fig. 4 , several brief summaries can be obtained accordingly:
1. From Fig. 4 (d) , MT-BCS-SE outperforms all other algorithms for street noise. 2. As shown in Fig. 4 (a) and Fig. 4 (c) , MT-BCS-SE obtains roughly similar SNRs with OMLSA when handling babble and station noise. However, it's able to see that the average SEG of OMLSA varies from the types of noise (see Fig. 4 (e)). 3. As shown in Fig. 4 (e) , MMSE and SSMul also fluctuated in different situations. We can see that though both of them do not have the best results, the performance of these algorithms for car noise is much better than that for other noises like babble noise. 4. When comparing with other SE algorithms, MT-BCS-SE does not show much advantages for car noise. That's because car noise is an non-Gaussian noise and MT-BCS-SE is more suitable in dealing with white noises, so that MT-BCS-SE is not mediocre at denoising car noise (see Sect. 3.1). 5. Further more, though MT-BCS-SE did not perform well comparing with other algorithms for car noise, there is little difference between the SEGs of MT-BCS-SE for car noise and that for other types of noise (see Fig. 4 and Table 4 ). 6. The performance of traditional SE algorithms varies greatly from different noise testing sets, however, MT-BCS-SE always obtained the best or second best results in most situations (see Fig. 4 (e) ). 7. From Fig. 4 (e) , Table 4 and preceding observations, we are able to say that traditional SE algorithms have fluctuant results when they deal with different types of noisy speech signals while the performance of MT-BCS-SE is relatively stable. That's because MT-BCS-SE can use the most suitable overcomplete dictionary for different types of noise to achieve the stability of performance. 8. Except for car noise, MT-BCS-SE performed very well and were competitive or even superior to traditional SE algorithms. What's more, the performance of MT-BCS-SE does not vary with the type of noise and is more stable than that of these traditional SE algorithms. Perceptual Evaluation of Speech Quality (PESQ) which is a worldwide applied industry standard for objective voice quality testing, can be applied to provide an endto-end (E2E) quality assessment. Besides SNR, we use PESQ to evaluate speech quality from a perceptual perspective. PESQ is a full-reference algorithm and analyzes the speech signal sample-by-sample after a temporal alignment of corresponding excerpts of reference and test signal. The enhanced speech signals at SNR of 10 dB which were enhanced by MT-BCS-SE, OMLSA, SSMul and MMSE are scored by PESQ. PESQ results principally model mean opinion scores (MOS) that cover a scale from 1 (bad) to 5 (excellent). The average score of each SE algorithm is listed in Table 5 . Experimental results in Table 5 indicate that MT-BCS-SE algorithm performs better than other algorithms obviously for street noise. MT-BCS-SE and OMLSA almost had little different in scores, that's because OMLSA is based on the statistical modelling SE methods and MT-BCS-SE also assumed some kind of noise prior. The results based on PESQ almost agree with that obtained based on SNR. Hence, a brief summary can be made that MT-BCS-SE has a comparable performance with OMLSA and even has certain advantages on OMLSA when dealing with street noise.
Conclusion
In this paper, we have proposed a speech enhancement method termed MT-BCS-SE algorithm. The sparsity of speech signals and the dependence information among measurements are utilized by our proposed method. We used overcomplete dictionaries which are learned via K-SVD algorithm to transform speech signals into sparse representations. Numbers of experiments were conducted on NOIZEUS corpus to evaluate the performance of the proposed algorithm. SNR, SEG and PESQ were adopted as criteria. For overcomplete dictionaries, experimental results show that the increase of the length of dictionary and well selected specific dictionaries generally improve the SE performance of MT-BCS-SE. As compared with other traditional SE algorithms, MT-BCS-SE has better performance in most situations. More importantly, the observations about experimental results indicated MT-BCS-SE is able to have stable performance for multiple types of noisy speech signals. We can conclude that MT-BCS-SE has advantages over traditional SE algorithms in not only speech quality but also stability of performance.
