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Discrete and continuous coupled nonlinear integrable systems via the dressing method
Gino Biondini and Qiao Wang
Department of Mathematics, State University of New York at Buffalo, Buffalo, New York 14260, USA
A discrete analogue of the dressing method is presented and used to derive integrable nonlinear
evolution equations, including two infinite families of novel continuous and discrete coupled integrable
systems of equations of nonlinear Schro¨dinger type. First, a demonstration is given of how discrete
nonlinear integrable equations can be derived starting from their linear counterparts. Then, starting
from two uncoupled, discrete one-directional linear wave equations, an appropriate matrix Riemann-
Hilbert problem is constructed, and a discrete matrix nonlinear Schro¨dinger system of equations is
derived, together with its Lax pair. The corresponding compatible vector reductions admitted by these
systems are also discussed, as well as their continuum limits. Finally, by increasing the size of the
problem, three-component discrete and continuous integrable discrete systems are derived, as well as
their generalizations to systems with an arbitrary number of components.
I. INTRODUCTION
Nonlinear integrable systems play an important role in mathematical physics. From a theoretical point of view, they
possess a rich mathematical structure, and in many cases they are exactly solvable. From a concrete point of view,
they often arise as the governing equations in many physical applications.
The theory of infinite-dimensional continuous integrable system has been extensively developed and studied in
the last fifty years (e.g., see [1, 10, 11, 20, 27, 38, 46, 49]). The effort to extend our knowledge of continuous
integrable systems to discrete nonlinear systems has also been an ongoing theme since the works of Ablowitz and
Ladik [4], Toda [45], Flaschka [21, 22] and many others, continuing to the present day (e.g. see [5, 9, 15–19, 28–
31, 33, 34, 36, 39, 40, 43] and references therein). In particular, a key question is whether there exist one or more
integrable discrete analogues to a given continous system. Another key question is whether a given linear system
admits a completely integrable nonlinearization.
There are several approaches to obtain nonlinear integrable systems starting from their linear counterpart. One
approach is the Ablowitz-Kaup-Newell-Segur method [3, 10], which starts from the linear dispersion relation. Another
approach is the so-called dressing method, first introduced in [50, 51]. The key ingredient in this approach is the
formulation of a suitable Riemann-Hilbert problem (RHP) [2, 26, 46], which relates the limiting values of a scalar
or matrix sectionally analytic function across a given curve. In particular, it was shown in [23, 25] that the dressing
method can be used to derive nonlinear systems staring from linear ones by appropriately modifying the RHP, see
also [41] for further details. The technique was then recently used by the authors to derive novel systems of resonant
wave interactions [14].
The purpose of this work is to show that similar techniques can also be successfully applied to discrete integrable
systems. In the process we derive infinite families of continuous and discrete coupled systems of interactions of non-
linear Schro¨dinger (NLS) type, which are novel to the best of our knowledge. Importantly, the simplest among these
systems [most notably, (48), (52), (55) and (59)] are continuous and discrete analogues of the partial differential
equations (PDEs) that describe certain spinor systems [32, 44, 48] in Bose-Einstein condensates [35, 42], which have
attracted considerable attention in recent years, and are therefore likely to be physically relevant on their own.
This work is organized as follows. In section II we introduce the discrete analogue of the dressing method and show
how one can recover a discrete linear evolution equation and its Lax pair from the knowledge of just its associated RHP.
In section III we then “nonlinearize” the method and use it to derive the integrable discrete nonlinear Schro¨dinger
equation together with its Lax pair starting from the RHP of its linear counterpart. In section IV we generalize the
method to coupled systems, and we present the derivation of a discrete matrix NLS equation. In section V we discuss
the reduction of the matrix system to various two-component systems such as the discrete analogue of the Manakov
system and of a spinor system, both of which have been intensely studied for many years [9, 32, 37, 38, 44, 48]. Then
in section VI we increase the size of the problem and we derive two infinite families of novel continuous and discrete
coupled integrable systems of NLS type with arbitrary numbers of components. Section VII offers some final remarks.
A few results are relegated to the appendices. Specifically, in appendix A we review the derivation of the NLS equation
through the dressing method, which was also discussed in [41], and in appendix B we derive the matrix NLS equation
together with its Lax pair, which serves to illustrate the main differences between the continuous and the discrete
versions of the technique. Finally, in appendix C, using the one-directional wave equation, we derive a discrete
integrable system which admits a reduction to a discrete modified Korteweg-deVries (KdV) equation, demonstrating
that the method is not limited to equations of NLS type, and has instead a broader scope of applicability.
2II. LAX PAIR OF DISCRETE LINEAR EVOLUTION EQUATIONS VIA DRESSING
We begin to present the dressing method for discrete systems by showing how the discrete linear Schro¨dinger equation
and its Lax pair can be recovered from the knowledge of the associated RHP, which will serve to introduce some of
the relevant notation.
Consider the discrete linear Schro¨dinger equation, i.e., the differential-difference system
iq˙n + (qn+1 − 2qn + qn−1) = 0 , (1)
where the dot denotes temporal derivative. One can also write (1) as iq˙n + (e∂ − 2+ e−∂) qn = 0 by introducing the
shift operator e∂ defined as e∂ fn = fn+1. which we will use throughout this work. Equation (1) is a discrete analogue
of the linear Schro¨dinger equation iqt + qxx = 0 since it reduces to it when the terms in parenthesis (which identify the
second-order central difference throughout this work) are divided by h2 and one takes the limit h → 0 with xn = nh
(the shift operator becoming eh∂).
It was shown in [12] that (1) is associated to the scalar RHP defined by the jump condition
φ+n (t, z)− φ
−
n (t, z) = z
n−1e−iω0(z)tqˆ(z), |z| = 1 , (2a)
for the sectionally analytic function
φn(t, z) =
{
φ+n (t, z), |z| < 1,
φ−n (t, z), |z| > 1,
(2b)
where ω0(z) denotes the linear dispersion relation of (1), i.e.,
ω0(z) = 2− (z + 1/z) , (2c)
and qˆ(z) is the discrete Fourier transform of qn(0), namely qˆ(z) = ∑n∈Z qn(0)/z
n. Note that here the jump condition
is given over the unit circle in the complex plane (i.e. |z| = 1, unlike the continuous case, where it is given across the
real k-axis [14]). As a result, one has two separate asymptotic behaviors: for φ+n (t, z) as z → 0 and for φ
−
n (t, z) as
z → 0 (instead of the single limit point k → ∞). In [12], the jump condition (2) was obtained via spectral analysis of
the Lax pair associated with (1), namely
φn+1 − zφn = qn , (3a)
φ˙n + iω0(z)φn = iqn − iqn−1/z . (3b)
In particular, the analysis of the scattering problem in [12] shows that
φ+n (t, z) = O(z) z → 0, (4a)
φ−n (t, z) = O(1/z) z → ∞. (4b)
Futhermore, it is straightforward to show that the compatibility condition of (3) [namely, requiring that e∂(∂t(φn)) =
∂t(e∂(φn))] yields the discrete linear Schro¨dinger equation (1). Importantly, however, we next show that the jump
condition (2a) together with the asymptotic behavior (4) are sufficient to show that φn(t, z) satisfies the Lax pair (3)
and therefore to recover the discrete linear Schrodinger equation (1). This is the key that will allow one to “nonlin-
earize” the procedure and obtain discrete nonlinear integrable systems.
The main idea of the dressing method for discrete systems, similarly to that for continuous systems [23], is the
following: Starting from an appropriate RHP, one constructs two linear operators L and N such that (i) Lφn and Nφn
have no jump across the unit circle, and (ii) Lφn and Nφn vanish as z → ∞ and
remain bouded as z → 0, i.e.,
Lφ+n (t, z) = O(1), z → 0, Lφ
−
n (t, z) = O(1/z), z → ∞, (5a)
Nφ+n (t, z) = O(1), z → 0, Nφ
−
n (t, z) = O(1/z), z → ∞. (5b)
Then, under the assumption that the RHP has a unique solution, one can conclude that Lφn and Nφn are identically
zero, which yields the Lax pair associated with the RHP. Next we show in detail how this approach can be carried out.
We first derive the scattering problem. We begin by defining
Lφn = (e
∂ − z)φn − qn . (6)
3The z dependence and the shift operator are dictated by the requirement that Lφn has no jump across the unit circle.
The function qn(t), which is independent of z, is at this point arbitrary, but is required in order for Lφn to satisfy the
asymptotic behavior (5a). It is straightforward to see that Lφ+n = Lφ
−
n . Next, using (4) we expand φn as
φ+n (t, z) = φ
(0,+)
n + φ
(1,+)
n z + φ
(2,+)
n z
2 +O(z3), z → 0, (7a)
φ−n (t, z) = φ
(0,−)
n + φ
(1,−)
n /z + φ
(2,−)
n /z
2 + O(1/z3), z → ∞. (7b)
Substituting (7) into (6) one can verify that the asymptotic condition (5a) is satisfied. We have thus obtained the fist
half of (3). Moreover, if φ
(0,−)
n = 0, at O(1/z), O(1/z
2) and O(1/z2) as z → ∞ one finds, respectively, φ
(1,−)
n = −qn,
φ
(2,−)
n = −qn+1 and φ
(3,−)
n = −qn+2.
Now we derive the time dependence part of the Lax pair. Similarly as before, to get the second half of (3), we look
for an operator in the form
Nφn = φ˙n + iω0(z)φn − [An(t)z + Bn(t)/z + Cn(t)]. (8)
Again, the time derivative and dependence on ω0(z) is dictated by the requirement that Nφn has no jump across the
unit circle, and An(t), Bn(t) and Cn(t) are functions of t that are independent of z. We have
Nφ+n = Nφ
−
n , (9)
which again can be easily checked by direct substitution. The terms in the square bracket in (8) must be determined
by requiring that Nφn satisfies the asymptotic behavior (5b) [i.e., vanishes as z → 0 and as z → ∞]. We thus
substitute (7) into (8), impose (5b) and solve for An(t), Bn(t) and Cn(t). Specifically, requiring that the term O(z)
vanishes as z → ∞ yields An = 0, and that at O(1) yields Cn = iqn. The term at O(1/z) yields Bn = i(iq˙n + qn+1 −
2qn). Finally, the term at O(1/z2) yields Eq. (1). Backsubstituting, we then obtain Bn = −iqn−1 and thus recover the
second half of (3).
III. INTEGRABLE DISCRETE NONLINEAR SCHRO¨DINGER EQUATION VIA DRESSING
Nowwe show how one can properly “dress” (i.e., modify) the RHP (2) and derive the integrable discrete NLS equation,
together with its associated Lax pair, starting from its linear counterpart, (1). Recall that the integrable discrete NLS
equation, also known as the Ablowitz-Ladik system [4], is the differential-difference system
iq˙n + (qn+1 − 2qn + qn−1)− ν|qn|
2(qn+1 + qn−1) = 0 , (10)
with ν = ±1 denoting the defocusing and focusing cases, respectively.
Similarly to the continuous case (see appendix A for details), we can trivially change the above scalar RHP (2) into
a matrix RHP by introducing the matrix
Mn(t, z) =
(
1 φn(t, z)
0 1
)
, (11)
obtaining the jump condition
M+n (t, z) = M
−
n (t, z)Vn(t, z), |z| = 1 , (12)
with jump matrix
Vn(t, z) =
(
1 zn−1e−iω0(z)t f (z)
0 1
)
. (13)
Note that Mn(t, z) does not satisfy the same asymptotic behavior as φn(t, z) as z → 0 and z → ∞. Instead, M+n (t, z) =
I +O(z) as z → 0 and M−n (t, z) = I +O(1/z) as z → ∞. Since the goal now is not to solve an initial value problem,
but rather to obtain a novel evolution equation, the function qˆ(z) in the jump condition was replaced with an arbitrary
function f (z) defined on |z| = 1.
The “nonlinearization” step consists in replacing the jump matrix Vn(t, z) above with the new matrix
Rn(t, z) = V
†
n (t, z
2)Vn(t, z
2) = Zˆn−1e−iω(z)tσˆ3S(z2), (14)
4where V† = (V∗)T denotes the matrix adjoint, with the asterisk ∗ and superscript T denoting respectively complex
conjugation and matrix transpose,
Z =
(
z 0
0 1/z
)
, S(z) =
(
1 f (z)
f ∗(z) 1+ | f (z)|2
)
(15)
and ω(z) = −(z − 1/z)2/2. Equation (14) is the discrete analogue of the nonlinearization process in the continuous
case (e.g., see [23, 41]). Note also that ω(z) = 12ω0(z
2). The change z 7→ z2 is the discrete analogue of the rescaling
k 7→ 2k when recovering the direct and inverse Fourier transform from the linear limit of the inverse scattering
transform [12]. This can also be easily seen by recalling that the correspondence between the spectral variables in
the discrete and continuous case is z = eikh.
Above and throughout this work, we use the notations ZˆA and esσˆ3 A to denote the similarity transformations
ZˆA = ZAZ−1 and esσˆ3 A = esσ3 A e−sσ3 for any matrix A and scalar s. Note that in (14) we used the fact that z∗ = 1/z
and ω(z) = ω∗(z) on |z| = 1. We therefore consider the following modified RHP for the matrix
Mn(t, z) =
{
M+n (t, z) |z| < 1,
M−n (t, z) |z| > 1,
(16)
with asymptotic behavior as z → 0 and z → ∞ given respectively by
M+n (t, z) = M
(0,+)
n + O(z) z → 0, (17a)
M−n (t, z) = M
(0,−)
n +O(1/z) z → ∞, (17b)
with M
(0,−)
n = I and M
(0,+)
n to be determined, and the modified jump condition
M+n (t, z) = M
−
n (t, z)Rn(t, z), |z| = 1 . (18)
(Note that M
(0,+)
n can differ from the identity because the normalization as z → ∞ and the jump condition are
enough to determine Mn(t, z) completely, and therefore one does not have the freedom to also specify a normalization
condition as z → 0.) Below we show that any solution M(t, z) to the above RHP satisfies the matrix Lax pair
Mn+1 − ZˆMn = QnMnZ
−1, (19a)
M˙n + iω(z)[σ3, Mn] = HnMn, (19b)
where [A, B] = AB − BA is the matrix commutator, with
Hn = iσ3(QnZ
−1 − Qn−1Z − QnQn−1). (20)
Moreover, the matrix
Qn(t) =
(
0 qn
rn 0
)
(21)
satisfies the matrix discrete NLS equation
iσ3Q˙n + (Qn+1 − 2Qn + Qn−1)− Q
2
n(Qn+1 + Qn−1) = 0, (22)
which is the compatibility condition of (19). Under the symmetry reduction rn = νq∗n with ν = ±1, (22) then
yields the Ablowitz-Ladik system (10). Note that the above Lax pair is equivalent to the one satisfied by the Jost
eigenfunctions [9], as can be seen by letting vn(t, z) = Mn(t, z) Zn exp[−iω(z)tσ3].
The derivation of the matrix Lax pair proceeds in a similar way as in the linear case. The key difference is that
the jump condition (18) is homogeneous. Therefore, we aim to construct two operators L and N such that LMn and
NMn both satisfy the same jump condition as Mn on |z| = 1, and LMn and NMn are both O(z) as z → 0 and O(1/z)
as z → ∞. Then, under the assumption that the RHP has a unique solution, one can conclude that LMn and NMn are
identically zero, which yields the desired Lax pair.
To derive the scattering problem, similarly to the case of the discrete linear Schro¨dinger equation, we define a linear
operator L in the form
LMn = (e
∂ − Zˆ)Mn − QnMnZ
−1 . (23)
5The proof that LMn satisfy the same jump condition as Mn for the discrete case is slightly different from the continuous
case, and therefore we provide it explicitly here. To show that
LM+n Z = (LM
−
n Z)Rn , (24)
note that the left-hand side of (24) equals
LM+n Z = L(M
−
n Rn)Z = M
−
n+1Rn+1Z − ZM
−
n Rn − Qn M
−
n Rn,
whereas the right-hand side of (24) is
(LM−n Z)Rn = M
−
n+1ZRn − ZM
−
n Rn − QnM
−
n Rn.
The two sides are then equal, since (14) implies
Rn+1Z = Z
ne−iω(z)tσˆ3S(z2)Z1−n = ZRn.
Next, using the normalization condition (17a) and (17b) we can write Mn as
M+n (t, z) = M
(0,+)
n + M
(1,+)
n z + M
(2,+)
n z
2 +O(z3), z → 0, (25a)
M−n (t, z) = M
(0,−)
n + M
(1,−)
n /z + M
(2,−)
n /z
2 +O(1/z3), z → ∞. (25b)
Substituting (25) into (23) and enforcing the asymptotic condition (5), the relevant calculations, while straightfor-
ward, are tedious, and were performed using Mathematica. In this way one obtains the first half of (19).
To derive the time dependence equation, we now look for a linear operator in the form
NMn = M˙n + iω(z)σˆ3Mn + (Anz + Bn/z + Cn)Mn, (26)
where as before the time derivative and dependence on ω(z) ensure that NMn satisfies the jump condition. and
An, Bn and Cn are all 2× 2 matrices independent of z, to be determined. We then have
NM+n = (NM
−
n )R . (27)
Next, one substitutes (25) into (26) and solves recursively [i.e., first at O(z2) and O(1/z2), then at O(z) and O(1/z)
and finally at O(1) as z → 0 and z → ∞, respectively] in order to obtain the expressions of the matrices An, Bn and
Cn. The result, as announced earlier, is exactly the second half of (19). For brevity, in this case we omit the details.
Note that the Lax pair (19) is of course just a slight reparametrization of the general “qr” matrix Lax pair of the
Ablowitz-Ladik system [9]. As such, it also admits reductions to other integrable nonlinear evolution equations. In
particular, taking rn = νq∗−n yields the nonlocal Ablowitz-Ladik system recently studied in [8].
IV. DISCRETE MATRIX NLS SYSTEMS VIA DRESSING
We now extend the results of the previous section to coupled systems. Specifically, starting from two uncoupled dis-
crete linear Schro¨dinger equations and their associated RHPs, and following similar steps as in the previous sections,
we derive a matrix NLS equation together with its Lax pair. Then, in the following section, we discuss the reduc-
tions that yield the discrete Manakov system and a two-component reduction of the discrete spinor system. To avoid
confusion, we will use boldface letters to denote 2× 2 matrices.
Consider the following two uncoupled sectionally analytic functions,
φ
(j)
n (t, z) =
{
φ
(j,+)
n (t, z), |z| < 1,
φ
(j,−)
n (t, z), |z| > 1,
(28a)
for j = 1, 2, which satisfy two uncoupled scalar RHPs defined by the jump conditions
φ
(j,+)
n (t, z)− φ
(j,−)
n (t, z) = z
n−1e−iω0(z)t f (z) |z| = 1, (28b)
again for j = 1, 2, with ω0(z) = 2− (z + 1/z) as in (2c) and the same normalization conditions as before, namely,
φ
(j,+)
n (t, z) = O(z), z → 0, (29a)
6φ
(j,−)
n (t, z) = O(1/z), z → ∞, (29b)
for j = 1, 2. We can again convert these two RHPs into an equivalent matrix RHP by defining
Mn(t, z) =
(
I Φn
0 I
)
, (30)
with Φn(t, z) = diag(φ
(1)
n , φ
(2)
n ), obtaining the matrix jump condition
M+n (t, z) = M
−
n (t, z)Vn(t, z), |z| = 1 , (31)
with
Vn(t, z) =
(
I Un
0 I
)
(32)
and
Un(t, z) = z
n−1e−iω0(z)t diag( f1(z), f2(z)) .
We then modify the jump matrix to “nonlinearize” the RHP by letting
Rn(t, z) = V
†
n (t, z
2)Vn(t, z
2) = Zˆn−1e−iω(z)tσˆS(z2), (33)
where
Z =
(
zI 0
0 I/z
)
S(z) =
(
I F(z)
F†(z) I + F†(z)F(z)
)
(34)
with F(z) = diag( f1(z), f2(z)) and ω(z) = −(z − 1/z)
2/2. We then consider a modified matrix RHP for the 4× 4
sectionally analytic matrix Mn(t, z) still defined as in (16), with the same asymptotics as before [i.e., (17)], but with
the the jump condition
M+n (t, z) = M
−
n (t, z)Rn(t, z). (35)
Again, this RHP is very similar to the RHP associated with the discrete NLS equation, except that every matrix is 4× 4
instead of 2× 2. A similar approach (carried out with Mathematica) can be used to show that Mn(t, z) satisfies the
matrix Lax pair
Mn+1 − ZˆMn = QnMnZ
−1, (36a)
M˙n + iω(z)[σ, Mn] = Hn Mn, (36b)
with σ = diag(I,−I) and
Hn(t, z) = iσ(QnZ
−1 − Qn−1Z − QnQn−1). (37)
Moreover,
Qn(t, z) =
(
0 Qn
Rn 0
)
, (38)
where Qn(t, z) and Rn(t, z) are 2× 2 matrices, satisfies
iσQ˙n + (Qn+1 − 2Qn + Qn−1)− Qn+1Q
2
n − Q
2
nQn−1 = 0, (39)
which is the compatibility condition of (36).
V. SYMMETRY REDUCTIONS TO TWO-COMPONENT SYSTEMS
The system (39) admits self-consistent reductions that yield the discrete Manakov system and a novel two-component
discrete system. We discuss these next.
7A. Discrete Manakov system
Using (38), we can rewrite (39) into a 2× 2 block matrix form:
iQ˙n + (Qn+1 − 2Qn + Qn−1)−Qn+1RnQn −QnRnQn−1 = 0 , (40a)
−iR˙n + (Rn+1 − 2Rn + Rn−1)−Rn+1QnRn −RnQnRn−1 = 0 . (40b)
Note that in general the above system does not admit the reduction Rn = νQ†n. Moreover, if we denote the entries of
Qn and Rn as
Qn =
(
qn,1 qn,2
qn,3 qn,4
)
, Rn =
(
rn,1 rn,3
rn,2 rn,4
)
, (41)
the trivial reduction qn,3 = qn,4 = 0 does not yield the discrete Manakov system either. However, if we choose the
entries of Qn and Rn according to the symmetry reduction
Qn =
(
qn,1 qn,2
(−1)nrn,2 (−1)
n+1rn,1
)
, Rn = νQ
†
n, (42)
as in [9], we recover the discrete Manakov system:
iq˙n + (qn+1 − 2qn + qn−1)− ν‖qn‖
2(qn+1 + qn−1) = 0 , (43)
where qn(t) = (qn,1, qn,2)
T and ‖qn‖2 = q†nqn = qn,1q
∗
n,1 + qn,2q
∗
n,2 is the square of the Euclidean norm. The contin-
uum limit of (43) is of course the well-known Manakov system (B.14). Note that, by defining
vn(t, z) = Mn(t, z) Z
n exp[−iω(z)tσ], (44)
the Lax pair (36) then takes on a more traditional form:
vn+1 = Xnvn , v˙n = Tnvn , (45)
with
Xn = Z + Qn , Tn = −iω(z)σ + Hn . (46)
This Lax pair of the discrete Manakov system is also the same as the one found in [9]. Note, however, that while (43)
admits a straightforward continuum limit, the same is not true for its Lax pair, due to the simultaneous presence of
the factors (−1)n and (−1)n+1 in (42).
B. Novel two-component discrete and continuous systems
Another consistent reduction of the system (39) can be obtained by letting
Qn(t) =
(
qn,1 qn,2
qn,2 qn,1
)
, (47)
and Rn = νQ†n. Then (40) yields
iq˙n + (qn+1 − 2qn + qn−1)
− ν‖qn‖
2(qn+1 + qn−1)− ν(q
†
nσ1qn) σ1(qn+1 + qn−1) = 0 , (48)
where qn(t) = (qn,1, qn,2)
T as before and σ1 is the first Pauli matrix, namely,
σ1 =
(
0 1
1 0
)
. (49)
Equivalently, in component form,
iq˙n,1 + (qn+1,1 − 2qn,1 + qn−1,1)
8− ν‖qn‖
2 (qn+1,1 + qn−1,1)− ν(q
†
nσ1qn) (qn+1,2 + qn−1,2) = 0 , (50a)
iq˙n,2 + (qn+1,2 − 2qn,2 + qn−1,2)
− ν‖qn‖
2 (qn+1,2 + qn−1,2)− ν(q
†
nσ1qn) (qn+1,1 + qn−1,1) = 0 , (50b)
where, explicitly, the scalar coupling coefficients are
‖qn‖
2 = qn,1q
∗
n,1 + qn,2q
∗
n,2 , (51a)
q†nσ1qn = q¯
2
2 = qn,1q
∗
n,2 + qn,2q
∗
n,1. (51b)
The system (48) is a discrete analogue of the two-component system that is obtained from the full three-component
spinor system [e.g., see (B.18)] by setting q1 = q2, namely, of the system
iqt + qxx − 2ν‖q‖
2q− 2ν(q†σ1q) σ1q = 0 , (52)
with q(x, t) = (q1, q2)
T, to which (48) reduces in the continuum limit. In turn, (52) is obtained from the 2× 2 matrix
NLS equation (B.12) with the symmetry reduction
Q(x, t) =
(
q1 q2
q2 q1
)
. (53)
A natural question in light of these results is whether one can derive a discrete analogue of the full three-component
spinor system (B.18). Note however that, if one uses for Qn the discrete analogue of the symmetry (B.17) and lets
Rn = νQ†n, one does not obtain a self-consistent reduction of the system (40). In order to get a three-component
system, one needs to increase the dimension of the relevant matrices instead. We do so in the next section.
VI. NOVEL DISCRETE AND CONTINUOUS COUPLED INTEGRABLE SYSTEMS OF NLS TYPE
The results in section IV and V can be generalized to matrices with an arbitrary number of components in a straightfor-
ward way. Here, starting form three uncoupled scalar RHPs instead of two, and using similar techniques as above, we
first derive three-component discrete and continuous integrable systems which are novel to the best of our knowledge.
We then further generalize the results to obtain novel discrete and continuous integrable systems with an arbitrarily
large number of components.
A. Discrete and continuous three-component integrable systems
Consider three uncoupled sectionally analytic functions defined by (28) for j = 1, 2, 3, satisfying the same jump
conditions (28b) for j = 1, 2, 3, with ω0(z) still given by (2c). We can easily carry out similar calculations as in
section IV and derive the exact system (39), except that now Qn and Rn are both matrices of size 3× 3 instead of
2× 2. Then, by letting
Qn =

qn,1 qn,2 qn,3qn,2 qn,3 qn,1
qn,3 qn,1 qn,2

 , (54)
and Rn = νQ†n, the system reduces to the three-component integrable discrete system
q˙n + (qn+1 − 2qn + qn−1)− ν‖qn‖
2 (qn+1 + qn−1)
− ν(q†nσ−qn) σ+(qn+1 + qn−1)− ν(q
†
nσ+qn) σ−(qn+1 + qn−1) = 0 , (55)
where qn(t) = (qn,1, qn,2, qn,3)
T and where we introduced the cyclic permutation matrices
σ+ =

0 1 00 0 1
1 0 0

 , σ− = σ−1+ =

0 0 11 0 0
0 1 0

 . (56)
Equivalently, in component form,
iq˙n,1 + (qn+1,1 − 2qn,1 + qn−1,1)− ν‖qn‖
2(qn+1,1 + qn−1,1)
9− ν(q†nσ−qn) (qn+1,2 + qn−1,2)− ν(q
†
nσ+qn) (qn+1,3 + qn−1,3) = 0 , (57a)
iq˙n,2 + (qn+1,2 − 2qn,2 + qn−1,2)− ν(q
†
nσ+qn) (qn+1,1 + qn−1,1)
− ν‖qn‖
2(qn+1,2 + qn−1,2)− (q
†
nσ−qn) (qn+1,3 + qn−1,3) = 0 , (57b)
iq˙n,3 + (qn+1,3 − 2qn,3 + qn−1,3)− ν(q
†
nσ−qn) (qn+1,1 + qn−1,1)
− ν(q†nσ+qn) (qn+1,2 + qn−1,2)− ν‖qn‖
2(qn+1,3 + qn−1,3) = 0 , (57c)
where, explicitly, the scalar coupling coefficients are
‖qn‖
2 = qn,1q
∗
n,1 + qn,2q
∗
n,2 + qn,3q
∗
n,3 (58a)
q†nσ−qn = qn,1q
∗
n,2 + qn,2q
∗
n,3 + qn,3q
∗
n,1 (58b)
q†nσ+qn = qn,1q
∗
n,3 + qn,2q
∗
n,1 + qn,3q
∗
n,2 . (58c)
The corresponding Lax pair is still given by (36), except that now all matrices have size 6× 6, with Z = diag(zI, I/z)
and σ = diag(I,−I) [I now being the 3× 3 identity matrix], with Qn(t) and Hn(t, z) still given by (37) and (38), but
where now Qn(t) and Rn(t) are 3× 3 matrices given by the symmetry reductions (54) and Rn = νQ†n.
Note that the system (55) is not a discrete analogue of the three-component spinor system (cf. Appendix B). On
the other hand, it is easy to see that the system (55) admits a continuum limit in the form of the following three-
component system:
iqt + qxx − 2ν‖q‖
2 q− 2ν(q†σ−q) σ+q− 2ν(q
†σ+q) σ−q = 0 , (59)
with q(x, t) = (q1, q2, q3)
T and with σ± given by (56) as before.
The system (59) is not equivalent to the traditional three-component spinor system (B.18). (We were unable to
find such a discrete analogue using the methods of this work.) The Lax pair for (59) is trivially obtained from the
continuum limit of (36) (unlike what happens with the discrete Manakov system), and is simply the Lax pair of the
3× 3matrix NLS equation, namely (B.7), except that all matrices are now 6× 6, with σ as above, Q(x, t) and H(x, t, k)
still given by (B.8) and (B.9), and with the continuous analogue of the symmetry reduction (54), namely
Q(x, t) =

q1 q2 q3q2 q3 q1
q3 q1 q2

 . (60)
B. Discrete and continuous integrable systems with arbitrary number of components
The two- and three-component symmetry reductions (47), (53), (54) and (60) — and the corresponding coupled
systems of evolution equations (48), (52), (55) and (59) — admit self-consistent generalizations to an arbitrary
number of components. Since the form of the continuous systems is marginally simpler than that of the corresponding
discrete ones, for simplicity we first discuss in detail the continuous systems, and we present the corresponding
discrete systems after.
The systems (52) and (59) are simply the case N = 2 and N = 3, respectively, of the N-component system
iqt + qxx − 2ν
N−1
∑
m=0
(q†σmq) σN−mq = 0 , (61)
where q(x, t) = (q1, . . . , qN)
T and σ0, . . . , σN−1 are the circular shift permutation matrices of size N × N, and σ0 =
σN = I. That is, σm = (δi,j−m mod N)i,j=1,...,N for all n = 0, . . . , N, where δi,j is the Kronecker delta. Or, explicitly,
σ1 =


0 1 0 · · · 0 0
0 0 1 0 · · · 0
...
...
. . .
. . .
. . .
...
0 0 · · · 0 1 0
0 0 0 · · · 0 1
1 0 0 0 · · · 0


, σ2 =


0 0 1 0 · · · 0
0 0 0 1
. . .
...
...
...
. . .
. . .
. . . 0
0 0 · · · 0 0 1
1 0 0 · · · 0 0
0 1 0 · · · 0 0


,
(62a)
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and so on, up to
σN−1 =


0 0 0 · · · 0 1
1 0 0 0 · · · 0
0 1 0 · · · 0 0
0 0 1 0 · · · 0
...
...
. . .
. . .
. . .
...
0 0 · · · 0 1 0


, σN = I. (62b)
Note that σm = σm1 = σ
−1
N−m for m = 0, . . . , N.
The system (61) reduces to the NLS equation (A.1) for N = 1, while for N = 2 and N = 3 it yields respectively
the systems (52) and (59), as mentioned above. Moreover, the system (61) is integrable for all N ∈ N. Indeed, it is
straightforward to see that the Lax pair for the system (61) is simply that of the N × N matrix NLS equation, namely
(B.12) where all matrices are 2N × 2N, with σ = diag(I,−I) [I now being the N × N identity matrix], Q(x, t) and
H(x, t, k) still given by (B.8) and (B.9), and with the symmetry reductions R(x, t) = νQ†(x, t) and Q(x, t) is the
Hankel matrix
Q(x, t) =


q1 q2 q3 · · · qN−1 qN
q2 q3 · · · qN−1 qN q1
q3 · · · qN−1 qN q1 q2
...
...
...
...
...
...
qN−1 qN q1 q2 · · · qN−2
qN q1 q2 · · · qN−2 qN−1


, (63)
which is the N-component generalization of (53) and (60).
The discrete counterpart (61) is the system
iq˙n + (qn+1 − 2qn + qn−1)− ν
N−1
∑
m=0
(q†nσmqn) σN−m(qn+1 + qn−1) = 0 , (64)
with qn(t) = (qn,1, . . . , , qn,N)
T and σ0, . . . , σN as above. The system (64) reduces to the Ablowitz-Ladik system (10)
for N = 1 and to (48) and (55) when N = 2 and N = 3, respectively, as well as to (61) in the continuum limit for all
N ∈ N. Moreover, the system is also integrable for all N ∈ N, and its Lax pair is simply that of the N × N discrete
matrix NLS equation, namely (36) where all matrices are 2N × 2N, with Z = diag(zI, I/z) and σ = diag(I,−I)
as above, with Qn(t) and Hn(t, z) still given by (37) and (38), and with the discrete analogue of the symmetry
reduction (61), namely Rn(t) = νQ†n(t) and Qn(t) is the Hankel matrix
Qn(t) =


qn,1 qn,2 qn,3 · · · qn,N−1 qn,N
qn,2 qn,3 · · · qn,N−1 qn,N qn,1
qn,3 · · · qn,N−1 qn,N qn,1 qn,2
...
...
...
...
...
...
qn,N−1 qn,N qn,1 qn,2 · · · qn,N−2
qn,N qn,1 qn,2 · · · qn,N−2 qn,N−1


, (65)
Each member of the above infinite families of discrete and continuous integrable systems is novel to the best of
our knowledge, except obviously in the special case N = 1, in which case one simply has the NLS equation and its
integrable discretization.
Of course one could object that the systems (61) and (64) are simply reductions of the continuous and discrete N ×
N matrix NLS equations. However, we point out that apparently these reductions, and the vector systems themselves,
were not previously known. Moreover, one should realize that, in order for a full N × N system of equations to admit
a self-consistent symmetry reduction to an N-component system, a total of N(N − 1) different constraints must be
satisfied [namely, the equality of the evolution equations for all the various matrix entries associated to the same
vector component]. Therefore, the existence of compatible reductions is nontrivial, in general. Nonetheless, the
symmetry (63) and its discrete counterpart (65) are such all that those constraints are satisfied identically. Another
way to look at the situation is to note that the symmetry reduction (63) and its discrete counterpart (65) define
invariant manifolds in the set of solutions of the continuous and discrete matrix NLS equations, respectively. In other
words, the symmetry reductions are preserved by the time evolution: if one assigns initial conditions that satisfy these
symmetries at t = 0 (i.e., if the initial conditions lie on the manifold), the symmetries will remain valid at all times
t 6= 0 (i.e., the state of the system remains on the manifold at all times, both positive and negative).
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VII. CONCLUSIONS
In summary, we have presented the discrete analogue of the dressing method and used it to derive a variety of discrete
integrable systems, together with their continuum limit. We end this work with some final remarks.
1. We should point out that the approach in section II is trivially generalized to arbitrary linear discrete evolutions,
whose Lax pair was obtained in [13]. It should also be clear that, if one is interested in continuum limits, it is
straightforward to repeat all of the calculations when one inserts a lattice spacing constant h in the equations. Indeed,
this is precisely how the system (52) was obtained from (48) in section V and the system (59) from (55) in section V.
2. We should also note that, while the method is algorithmic, it does not always yield nontrivial results. In the
continuous case this happens, for example, when the dispersion relation is linear, like for the one-directional wave
equation qt + qx = 0. In this case, if one “dresses” the corresponding RHP in the same way as in [41], one does not
obtain a nonlinear integrable system. The situation is different in the discrete case, however. Indeed, in Appendix C,
starting from the discrete counterpart of the above equation, namely a discrete one-directional wave equation, we
derive a discrete integrable system of equations together with its Lax pair. We then discuss the compatible reductions
admitted by this system, including that to a discrete integrable modified KdV equation.
3. We reiterate that, while some of the integrable nonlinear systems of equations derived here were known, the
method can also yield novel systems. In the continuous case, this was recently demonstrated in [14], where novel
coupled nonlinear systems of PDEs describing resonant wave interactions were derived using the continuous version
of the dressing method. Here we used similar techniques to derive two infinite families of discrete and continuous
integrable systems which are novel to the best of our knowledge.
4. On the other hand, we were unable to successfully use the method to produce integrable discretizations of the
two- and three-wave interaction equations. It is therefore an interesting question whether even further novel discrete
coupled integrable systems can be derived using the method presented in this work.
5. From a physical point of view, the main difference between the coupled NLS equations and the novel systems
obtained in this work is that the nonlinear interaction terms in coupled NLS equations only describe self-phase and
cross-phase modulation, whereas those in the novel systems derived here also include nontrivial four-wave mixing
interactions.
6. In light of the above observation, an interesting and important practical question is therefore whether some of
these systems can be derived from first principles in some of the physical contexts where the NLS equation arises.
For example, the two- and three-component discrete integrable systems (48) and (55) and their continuum limits
(52) and (59) are related to the dynamical equations that describe coupled systems of Bose-Einstein condensates, and
are therefore likely to be physically relevant. As another example, the two- and three-component systems describe
the evolution of interacting quasi-monochromatic optical fields under certain kinds of nonlinear couplings. Are there
practical situations where these couplings arise?
7. It is also worthwhile to note that, in addition to the reductions Rn(t) = νQn(t) (in the discrete case) and
R(x, t) = νQ(x, t) (in the continuous case) all the “QR” systems derived in this work also admit the additional self-
consistent reductions Rn(t) = νQ−n(t) and R(x, t) = νQ(−x, t), respectively. These reductions immediately yield
discrete and continuous coupled nonlocal systems which are generalizations of the nonlocal NLS equations recently
studied in [6–8].
8. Finally, from a mathematical point of view, the novel families of discrete and continuous systems derived in
this work open up a number of interesting questions, relating to whether the integrable structure (e.g., hierarchies,
conservation laws, symmetries, inverse scattering transform, etc.) and the behavior of the solution of these systems
differ significantly from those for the standard N-component vector NLS equation.
We hope that the results of this work and the above questions will stimulate further work on this topics.
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APPENDIX
In section A we review the continuous version of the dressing method by showing how it can be used it to derive the
NLS equation together with their Lax pair. In section B we generalize the method to derive the matrix NLS equation
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and its Lax pair. Finally, in section C we use the discrete version of the method to derive a discrete modifier KdV
equation starting from a discrete one-directional wave equation.
A. LINEAR AND NONLINEAR SCHRO¨DINGER EQUATIONS VIA DRESSING
Starting form the RHP associated with the linear Schro¨dinger equation, we now show how to construct an appropriate
matrix RHP and derive the NLS equation
iqt + qxx − 2ν|q|
2q = 0 , (A.1)
together with its Lax pair. We refer the reader to [23, 41] for further details.
Consider the scalar RHP associated with the linear Schro¨dinger equation defined by the jump condition
µ+ − µ− = eiθ(x,t,k) f (k) k ∈ R , (A.2a)
for the sectionally analytic function
µ(x, t, k) =
{
µ+(x, t, k), k ∈ C+,
µ−(x, t, k), k ∈ C−,
(A.2b)
with θ(x, t, k) = kx − k2t and the normalization condition
µ = O(1/k) k → ∞. (A.2c)
This problem can be trivially converted into a matrix RHP by letting
M(x, t, k) =
(
1 µ(x, t, k)
0 1
)
, (A.3)
obtaining the jump condition
M+(x, t, k) = M−(x, t, k)V(x, t, k), k ∈ R , (A.4)
for the sectionally analytic 2× 2 matrix
M(x, t, k) =
{
M+(x, t, k) , k ∈ C+,
M−(x, t, k) , k ∈ C−,
(A.5)
with jump matrix
V(x, t, k) =
(
1 eiθ(x,t,k) f (k)
0 1
)
, (A.6)
and normalization condition
M(x, t, k) = I + O(1/k), k → ∞ , (A.7)
where I denotes the identity matrix of appropriate size (in this case 2× 2). The key to nonlinearize the problem is to
modify the jump matrix in (A.4). In particular, following [24], we replace V(x, t, k) in (A.4) with:
R(x, t, k) = V†(x, t, 2k)V(x, t, 2k) = ei(kx−2k
2t)σˆ3S(2k) (A.8)
where
σ3 =
(
1 0
0 −1
)
, S(k) =
(
1 f (k)
f ∗(k) 1+ | f (k)|2
)
, (A.9)
We therefore consider a modified matrix RHP for the sectionally analytic matrix M(x, t, k) in (A.5), with jump
condition
M+(x, t, k) = M−(x, t, k)R(x, t, k), k ∈ R , (A.10)
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and the same normalization condition (A.7). Below we show that any solution M(x, t, k) of this new RHP satisfies the
matrix Lax pair
Mx − ik[σ3, M] = QM, (A.11a)
Mt + 2ik
2[σ3, M] = HM, (A.11b)
with
H = iσ3(Qx − Q
2)− 2kQ , (A.12)
and
Q(x, t) = −i lim
k→∞
[σ3, kM] =
(
0 q
r 0
)
. (A.13)
Moreover, the matrix Q(x, t) satisfies
iσ3Qt + Qxx − 2Q
3 = 0, (A.14)
which is the compatibility condition of (A.11). In turn, note that equation (A.14) admits the self-consistent reduction
r(x, t) = νq∗(x, t), with ν = ±1. which yields the NLS equation (A.1). Note that the resulting Lax pair is equivalent to
the one satisfied the Jost eigenfunctions [9], as can be seen by performing the transformation v(x, t, k) = exp[ikσ3x −
2ik2σ3t].
The way to construct the two linear differential operators L and N follows similar ideas as before. That is, the
operators are partially determined by the jump condition of the RHP and partially by the required asymptotic behavior.
First we construct the operator L which will yield the scattering problem by defining
LM = Mx − ik[σ3, M]− QM. (A.15)
It is straightforward to see that LM satisfies the same jump condition as M, namely:
LM+ = (LM−)R. (A.16)
We next check that LM = O(1/k) as k → ∞. To do so, using the normalization condition (A.7) we can write an
asymptotic expansion for M(x, t, k) as:
M(x, t, k) = I +
M1(x, t)
k
+
M2(x, t)
k2
+O(1/k3) k → ∞. (A.17)
Substituting (A.17) into (A.15) we have
LM = {−i[σ3, M1]− Q}+ O(1/k) k → ∞. (A.18)
Since we want LM to be O(1/k), we need the O(1) term to be identically zero, which implies
Q = −i[σ3, M1] = −i lim
k→∞
[σ3, kM]. (A.19)
Then we can conclude that
LM = Mx − ik[σ3, M]− QM = 0,
which gives us the first half of (A.11).
We now construct the operator N, which yields the time evolution equation. Define
NM = Mt + 2ik
2[σ3, M]− kA(x, t)M− B(x, t)M, (A.20)
where A and B are to be determined and do not depend on k. Then, similarly as before,
NM+ = (NM−)R. (A.21)
Next, substituting (A.17) into (A.20) yields
NM = {2i[σ3, M1]− A}k + {2i[σ3, M2]− AM1 − B}+O(1/k) (A.22)
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as k → ∞. Since we want NM = O(1/k) as well, we need both the O(k) and O(1) terms to be zero, which implies
A = 2i[σ3, M1] = −2Q , (A.23a)
B = 2i[σ3, M2]− AM1 = 2i[σ3, M2] + 2QM1 . (A.23b)
To get the information of M2, we look at the O(1/k) term of LM
LM = {M1x − i[σ3, M2]− QM1}/k +O(1/k
2) k → ∞. (A.24)
Since LM vanishes identically, the O(1/k) term then leads to
i[σ3, M2] + QM1 = M1x. (A.25)
Thus,
B = 2i[σ3, M2] + 2QM1 = 2M1x. (A.26)
We now split M1 into its diagonal and off-diagonal parts M
d
1 and M
o
1, respectively. From (A.19) we get M
o
1 =
(i/2) σ3Q, while the diagonal part of equation (A.25) gives us M
d
1x = −(i/2) σ3Q
2. Combining these results we then
have
B = 2M1x = 2(−
i
2
σ3Q
2 +
i
2
σ3Qx) = iσ3(Qx − Q
2) (A.27)
and
NM = Mt + 2ik
2[σ3, M]− kAM − BM = 0,
which gives us the second half of (A.11).
B. MATRIX NLS EQUATION VIA DRESSING
We now generalize the method of section A to coupled systems. Namely, starting from two uncoupled linear
Schro¨dinger equations and their associated RHPs, we construct an appropriate matrix RHP and use it we derive
the matrix NLS equations. Under proper reductions, we then obtain the Manakov system and the spinor system. The
process is the same as before apart from the change in matrix dimensionality, and therefore we omit the details. As in
section IV we will use boldface letters to denote 2× 2 matrices.
We start with two uncoupled scarlar RHPs (A.2), that is, we consider two sectionally analytic functions
µj(x, t, k) =
{
µ+j (x, t, k), k ∈ C
+,
µ−j (x, t, k), k ∈ C
−,
(B.1a)
for j = 1, 2, satisfying jump conditions
µ+j − µ
−
j = e
iθj(x,t,k) f j(k) k ∈ R, j = 1, 2, (B.1b)
with θj(x, t, k) = kx − k
2t and the same normalization conditions
µj(x, t, k) = O(1/k) k → ∞ j = 1, 2. (B.1c)
These two RHPs can be converted into an equivalent matrix RHP by letting
M(x, t, k) =
(
I µ
0 I
)
, (B.2)
with I and 0 the 2× 2 identity and zero matrix respectively, and µ(x, t, k) = diag(µ1, µ2), obtaining again the matrix
jump condition (A.4), except that M(x, t, k) and V(x, t, k) are now 4× 4 matrices instead of 2× 2. In particular,
V(x, t, k) =
(
I U
0 I
)
(B.3)
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and
U(x, t, k) = diag(eiθ1(x,t,k) f1(k), e
iθ2(x,t,k) f2(k)) .
The corresponding normalization condition is the same as (A.7), except that I is now the 4×4 identity matrix.
Again we modify the jump matrix by letting
R(x, t, k) = V†(x, t, 2k)V(x, t, 2k) = ei(kx−2k
2t)σˆS(2k) (B.4)
with
S(k) =
(
I F(k)
F†(k) I + F†(k)F(k)
)
(B.5)
and F(k) = diag( f1(k), f2(k)).
Now we have a modified matrix RHP for a 4× 4 matrix M(x, t, k) defined by (A.5), with normalization (A.7) and
jump condition
M+(x, t, k) = M−(x, t, k)R(x, t, k). (B.6)
It is not hard to see that this RHP is very similar to the RHP associated with the scalar NLS equation, except that every
matrix is 4× 4 instead of 2× 2. A similar approach can be used to show that M(x, t, k) satisfies the matrix Lax pair
Mx − ik[σ, M] = QM, (B.7a)
Mt + 2ik
2[σ, M] = HM, (B.7b)
with
H = iσ(Qx − Q
2)− 2kQ. (B.8)
Moreover,
Q = −i lim
k→∞
[σ, kM] =
(
0 Q
R 0
)
, (B.9)
where Q(x, t) and R(x, t) are 2× 2 matrices, satisfies
iσQt + Qxx − 2Q
3 = 0, (B.10)
which is the compatibility condition of (B.7).
Using (B.9), we can rewrite (B.10) into a 2× 2 block matrix form:
iQt + Qxx − 2QRQ = 0 , (B.11a)
−iRt + Rxx − 2RQR = 0 . (B.11b)
The above system admits the reduction R = νQ†, which yields the matrix NLS equation
iQt + Qxx − 2νQQ
†Q = 0 . (B.12)
The 2× 2 matrix NLS system (B.12) admits various self-consistent reductions. Denoting the entries of Q as
Q =
(
q1 q2
q3 q4
)
, (B.13)
under further reduction q3 = q4 = 0, (B.12) yields the Manakov system:
iqt + qxx − 2ν‖q‖
2q = 0, (B.14)
for q(x, t) = (q1, q2)
T, and where ‖q‖2 = |q1|
2 + |q2|
2 is the standard Euclidean norm. Note that by letting v(x, t, k) =
M(x, t, k) exp[ikσx − 2ik2σt], the Lax pair (B.7) can be transformed into the more traditional form
vx = Xv , vt = Tv , (B.15)
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with
X = −ikσ + Q , T = 2ik2σ + H . (B.16)
Note however that this is still not the traditional Lax pair for the Manakov system, since it has size 4× 4, whereas the
usual Lax pair for (B.14) is 3× 3 [9, 37]. However, under the reduction q3 = q4 = 0, the second row and the second
column of both matrices Q and H are zero. Therefore, the corresponding 4× 4 Lax pair can be reduced to a 3× 3 one
by simply deleting the second row and the second column, which then reduces (B.15) to the usual 3× 3 Lax pair for
the Manakov system.
Another self-consistent reduction of the matrix NLS equation (B.12) can be obtained by taking
Q =
(
q1 q3
q3 q2
)
. (B.17)
Then (B.12) yields the three-component system
iq1,t + q1,xx − 2ν(|q1|
2 + |q3|
2)q1 − 2ν(q1q
∗
3 + q
∗
2q3)q3 = 0, (B.18a)
iq2,t + q2,xx − 2ν(|q2|
2 + |q3|
2)q2 − 2ν(q2q
∗
3 + q
∗
1q3)q3 = 0, (B.18b)
iq3,t + q3,xx − 2ν(|q1|
2 + |q2|
2 + |q3|
2)q3 − 2νq1q2q
∗
3 = 0. (B.18c)
The above system can be easily transferred into equivalent forms of the spinor system (e.g., such as the one proposed
in [32]) via simple rescalings.
C. DISCRETE MODIFIED KDV EQUATION VIA DRESSING
Consider the following discrete one-directional wave equation:
q˙n + (qn+1 − qn−1) = 0 . (C.1)
It was shown in [13] that (C.1) admits the Lax pair
φn+1 − zφn = qn, (C.2a)
φ˙n + iω˜0(z)φn = −(qn + qn−1/z), (C.2b)
where the linear dispersion relation is now
ω˜0(z) = −i(z − 1/z). (C.3)
The spectral analysis of (C.2) leads to the same scalar jump condition as before, namely (2a), for the sectionally
analytic function φn(t, z) in (2b), except that ω0(z) is now replaced by ω˜0(z). The normalization conditions for
φn(t, z) are the same as before, namely, (4).
The above scalar RHP problem can be converted into an equivalent 2× 2matrix RHP in a similar way as in section III
by introducing the matrix Mn(t, z) as in (11), obtaining again the matrix jump condition (12) across the countour
|z| = 1, with jump matrix Vn(t, z) as in (13). One then modifies the jump matrix by replacing Vn(t, z) with Rn(t, z)
defined by (14) as before, except that now ω˜(z) = −i(z2 − 1/z2)/2. As in section III we then have a modified matrix
RHP for the sectionally analytic function Mn(t, z) defined in (16), with asymptotic behavior specified by (17) and the
same jump condition (18), except that once again ω˜(z) = −i(z2 − 1/z2)/2.
The same approach as in section III can then be carried out algorithmically to show that Mn(t, z) satisfies the same
matrix Lax pair, namely, (19), except that ω(z) is replaced with ω˜(z), and
Hn = QnQn−1 − QnZ
−1 − Qn−1Z. (C.4)
Moreover, the matrix (21) satisfies
Q˙n + Qn+1 − Qn−1 − Q
2
n(Qn+1− Qn−1) = 0, (C.5)
which is the compatibility condition of the matrix Lax pair. Finally, imposing the symmetry rn = qn, (C.5) reduces to
q˙n + qn+1 − qn−1 − q
2
n(qn+1 − qn−1) = 0 ,
17
which is an integrable discretization of the modified KdV equations [47]. (A different integrable discretization of
the modified KdV equation, corresponding to the discrete dispersion relation ω˜(z) = z4/2− z2 + 1/z2 − 1/2z4, had
already been found in [4].)
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