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Abstract
Linear dimensionality reduction techniques have been widely used in pattern recognition
and computer vision, such as face recognition, image retrieval, etc. The typical methods include
Principal Component Analysis (PCA) which is unsupervised and Linear Discriminant Analysis
(LDA) which is supervised. Both of them consider an m1 × m2 image as a high dimensional
vector in Rm1×m2 . Such a vector representation fails to take into account the spatial locality of
pixels in the image. An image is intrinsically a matrix. In this paper, we consider an image as
the second order tensor in Rm1⊗Rm2 and propose two novel tensor subspace learning algorithms
called TensorPCA and TensorLDA. Our algorithms explicitly take into account the relationship
between column vectors of the image matrix and the relationship between the row vectors of the
image matrix. We compare our proposed approaches with PCA and LDA for face recognition on
three standard face databases. Experimental results show that tensor analysis achieves better
recognition accuracy, while being much more eﬃcient.
∗ The work was supported in part by the U.S. National Science Foundation NSF IIS-02-09199/IIS-03-08215. Any
opinions, findings, and conclusions or recommendations expressed in this paper are those of the authors and do not
necessarily reflect the views of the funding agencies.
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1 Introduction
Real data of natural and social sciences is often very high-dimensional. However, the underlying
structure can in many cases be characterized by a small number of parameters. Reducing the dimen-
sionality of such data is beneﬁcial for visualizing the intrinsic structure and it is also an important
preprocessing step in many statistical pattern recognition problems, such as face recognition [8, 1]
and image retrieval [7, 2].
One of the fundamental problems in data analysis is how to represent the data. In the most of
previous works on face representation, the face is represented as a vector in high-dimensional space.
However, an image is intrinsically a matrix, or the second order tensor. In vector representation,
the face image has to be converted to a vector. A typical way to do this so-called “matrix-to-vector
alignment” is to concatenate all the rows in the matrix together to get a single vector. In this way,
an image of size m1 × m2 is identiﬁed with a point in Rm1×m2 . Thus, a linear transformation in
R
m1×m2 is characterized by y = ATx, where A is an (m1 · m2) × (m1 · m2) matrix. To acquire
such linear transformation, traditional subspace learning methods (PCA and LDA) need to eigen-
decomposition of some matrices with size (m1 ·m2)× (m1 ·m2), which is computational expensive.
Moreover, the learning parameters in PCA and LDA (the dimension of the projection vector) are
very large. These methods might not acquire good performance when the number of training
samples is small.
Recently, multilinear algebra, the algebra of higher-order tensors, was applied for analyzing the
multifactor structure of image ensembles [10, 11, 12]. Vasilescu and Terzopoulos have proposed
a novel face representation algorithm called Tensorface [10]. Tensorface represents the set of face
images by a higher-order tensor and extends traditional PCA to higher-order tensor decomposition.
In this way, the multiple factors related to expression, illumination and pose can be separated from
diﬀerent dimensions of the tensor. However, Tensorface still considers each face image as a vector
instead of 2-d tensor. Thus, Tensorface is computationally expensive. Moreover, it does not encode
discriminating information, thus it is not optimal for recognition.
In this paper, we systemically study the tensor analysis for subspace learning and propose two
novel algorithms called TensorPCA and TensorLDA for learning a tensor subspace. TensorPCA
and TensorLDA are fundamentally based on the traditional Principle Component Analysis and
Linear Discriminant Analysis algorithms. An image is represented as a matrix X ∈ Rm1 ⊗ Rm2
and the linear transformation in the tensor space is naturally represented as Y = UTXV , where
U is a m1 × m1 matrix and V is a m2 × m2 matrix. The new algorithm is distinct from several
perspectives:
1. Comparing to traditional subspace learning algorithm such as PCA and LDA, our algorithm is
much more computationally eﬃcient. This can be simply seen from the fact that the matrices
U and V are much smaller than the matrix A.
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2. Comparing to recently proposed Tensorface approach [10], our algorithm explicitly model
each face image as a 2-D tensor which considers spatial locality of pixels in the face image.
Also, the TesorLDA incorporated the label information which can get a better performance
for face recognition.
3. Our algorithm is especially suitable for the small sample issue, since the number of parameters
in our algorithm is much smaller that of traditional subspace learning algorithms.
The rest of this paper is organized as follows. We give a brief review of PCA and LDA in Section
2. The TensorPCA and TensorLDA algorithms are introduced in Section 3. Experimental results
are shown in Section 4. Finally, we provide some Concluding remarks and suggestions for future
work in Section 5.
2 A Brief review of PCA and LDA
PCA is a canonical linear dimensionality reduction algorithm. The basic idea of PCA is to project
the data along the directions of maximal variances so that the reconstruction error can be mini-
mized. Given a set of data points x1,x2, · · · ,xn, let w be the transformation vector and yi = wTxi.
The objective function of PCA is as follows:
wopt = argmax
w
n∑
i=1
(yi − y)2
= argmax
w
wTCw
where y = 1n
∑
yi and C is the data covariance matrix. The basis functions of PCA are the
eigenvectors of the data covariance matrix associated with the largest eigenvalues.
While PCA seeks directions that are eﬃcient for representation, Linear Discriminant Analysis
(LDA) seeks directions that are eﬃcient for discrimination. Suppose we have a set of n samples
x1,x2, · · · ,xn, belonging to k classes. The objective function of LDA is as follows:
wopt = argmax
w
wTSBw
wTSWw
SB =
k∑
i=1
ni(m(i) −m)(m(i) −m)T
SW =
k∑
i=1
⎛
⎝ ni∑
j=1
(x(i)j −m(i))(x(i)j −m(i))T
⎞
⎠
where m is the total sample mean vector, ni is the number of samples in the i-th class, m(i) is
the average vector of the i-th class, and x(i)j is the j-th sample in the i-th class. We call SW the
within-class scatter matrix and SB the between-class scatter matrix.
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3 Subspace Learning based on Tensor Analysis
Let X ∈ Rm1×m2 denote an image of size m1 × m2. Mathematically, X can be thought of as
the 2nd order tensor (or, 2-tensor) in the tensor space Rm1 ⊗ Rm2 . Let (u1, · · · ,um1) be a set of
orthonormal basis functions of Rm1 . Let (v1, · · · ,vm2) be a set of orthonormal basis functions of
R
m2 . Thus, an 2-tensor X can be uniquely written as:
X =
∑
ij
(uTi Xvj)uiv
T
j
This indicates that {uivTj } forms a basis of the tensor space Rm1 ⊗ Rm2 . Deﬁne two matrices
U = [u1, · · · ,ul1 ] ∈ Rm1×l1 and V = [v1, · · · ,vl2 ] ∈ Rm2×l2 . Let U be a subspace of Rm1 spanned
by {ui}l1i=1 and V be a subspace of Rm2 spanned by {vj}l2j=1. Thus, the tensor product U ⊗ V is a
subspace of Rm1⊗Rm2 . The projection of X ∈ Rm1×m2 onto the space U⊗V is Y = UTXV ∈ Rl1×l2
Suppose we have n images, X1, · · · , Xn ∈ Rm1×m2 . These images belong to k categories
C1, · · · , Ck. For the i-th category, there are ni images. The mean of each category M (X)i is
computed by taking the average of X in category i, i.e.,
M
(X)
i =
1
ni
∑
j∈Ci
Xj
and the global mean M (X) is deﬁned as
M (X) =
1
n
n∑
j=1
Xj
Let Yi = UTXiV ∈ Rl1×l2 . Likewise, we can deﬁne M (Y )i = 1ni
∑
j∈Ci Yj and M
(Y ) = 1n
∑n
j=1 Yj .
It is easy to check that M (Y )i = U
TM
(X)
i V and M
(Y ) = UTM (X)V .
The tensor subspace learning problem aims at ﬁnding the (l1 × l2)-dimensional space U ⊗ V
based on the speciﬁc objective functions. Particularly, we will introduce two novel algorithms
called TensorPCA and TensorLDA in this section.
It would be important to note that, the number of parameters in the tensor subspace learning
problem is much smaller than that in the original subspace learning problem like PCA and LDA.
Therefore, tensor analysis should be particularly applicable for the small sample issue.
3.1 Tensor PCA
TensorPCA is fundamentally based on PCA. It tries to project the data to the tensor subspace of
maximal variances so that the reconstruction error can be minimized. The objective function of
TensorPCA can be described as follows:
max
U,V
∑
i
‖Yi −M (Y )‖2 (1)
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Note that we use tensor norm of the diﬀerence of two tensors to measure the distance of two images.
Since order two tensor is essentially matrix, we use Frobenius norm of a matrix as our 2-d tensor
norm.
Since ‖A‖2 = tr(AAT ), we have
n∑
i=1
‖Yi −M (Y )‖2 =
n∑
i=1
tr
(
(Yi −M (Y ))(Yi −M (Y ))T
)
=
n∑
i=1
tr
(
UT (Xi −M (X))V V T (Xi −M (X))TU
)
= tr
(
UT
(
n∑
i=1
(
(Xi −M (X))V V T (Xi −M (X))T
))
U
)
.= tr
(
UTMV U
)
where MV =
∑n
i=1
(
(Xi −M (X))V V T (Xi −M (X))T
)
. Similarly, ‖A‖2 = tr(ATA), so we also have
∑
i
‖Yi −M (Y )‖2 = tr
(
V T
( n∑
i=1
(
(Xi −M (X))TUUT (Xi −M (X))
))
V
)
.= tr
(
V TMUV
)
where MU =
∑n
i=1
(
(Xi −M (X))TUUT (Xi −M (X))
)
. Thus, the optimal projection U should be
the eigenvectors of MV and the optimal projection V should be the eigenvectors of MU .
One might notice that U and V can not be computed independently. In our algorithm, we try
to ﬁnd an optimal coordinate system of Rm1 ⊗ Rm2 . That is, we assume that both U and V are
orthonormal, i.e. UTU = UUT = I and V TV = V V T = I. In such case,
M ′V =
n∑
i=1
(
(Xi −M (X))(Xi −M (X))T
)
and
M ′U =
n∑
i=1
(
(Xi −M (X))T (Xi −M (X))
)
It is clear that M ′V no longer depends on V , and M
′
U no longer depends on U . Therefore, the
matrix U can be simply computed as the eigenvectors of M ′V and the matrix V can be computed
as the eigenvectors of M ′U . Note that, both M
′
U and M
′
V are symmetric, hence their eigenvectors
are orthonormal. This is consistent with our assumptions. If we try to reduce the original tensor
space to a l1× l2 tensor subspace, we choose the ﬁrst l1 column vectors in U and the ﬁrst l2 column
vectors in V .
3.2 Tensor LDA
TensorPCA is performed under unsupervised mode. Its goal is to minimize the reconstruction error.
In this subsection, we introduce the TensorLDA algorithm which is performed under supervised
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mode. It tries to ﬁnd the most discriminative tensor subspace. By projecting the data points into
the tensor subspace, the data points of diﬀerent classes are far from each other while data points
of the same class are close to each other. Similar to traditional Linear Discriminant Analysis, we
try to maximize the following objective function:
max
U,V
∑k
i=1
∑
j∈Ci ‖Yj −M
(Y )
i ‖2∑k
i=1 ni‖M (Y )i −M (Y )‖2
(2)
Since ‖A‖2 = tr(AAT ), we have
k∑
i=1
∑
j∈Ci
‖Yj −M (Y )i ‖2 =
k∑
i=1
∑
j∈Ci
tr
(
(Yj −M (Y )i )(Yj −M (Y )i )T
)
= tr
⎛
⎝ k∑
i=1
∑
j∈Ci
UT (Xj −M (X)i )V V T (Xj −M (X)i )TU
⎞
⎠
.= tr
(
UTSVwU
)
where SVw =
∑k
i=1
∑
j∈Ci(Xj −M
(X)
i )V V
T (Xj −M (X)i )T . The denominator can be computed as
follows:
k∑
i=1
ni‖M (Y )i −M (Y )‖2 =
k∑
i=1
ni
(
tr
(
(M (Y )i −M (Y ))(M (Y )i −M (Y ))T
))
= tr
(
k∑
i=1
niU
T (M (X)i −M (X))V V T (M (X)i −M (X))TU
)
.= tr
(
UTSVb U
)
where SVb =
∑k
i=1 ni(M
(X)
i −M (X))V V T (M (X)i −M (X))T .
Similarly, ‖A‖2 = trace(ATA), so we also have
k∑
i=1
∑
j∈Ci
‖Yj −M (Y )i ‖2 = tr
(
V TSUwV
)
SUw =
k∑
i=1
∑
j∈Ci
(Xj −M (X)i )TUUT (Xj −M (X)i )
and
k∑
i=1
ni‖M (Y )i −M (Y )‖2 = tr
(
V TSUb V
)
SUb =
k∑
i=1
ni(M
(X)
i −M (X))TUUT (M (X)i −M (X))
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The optimal projections that preserve the given class structure should maximize UTSVwU/U
TSVb U
and V TSUwV/V
TSUb V simultaneously. Thus U and V can be obtained by solving the following two
generalized eigenvector problems:
SVb a = λS
V
w a (3)
SUb a = λS
U
wa (4)
Unfortunately, the matrices SVb , S
U
b , S
V
w , S
U
w are not ﬁxed while depend on U or V . Therefore,
U and V can not be computed independently. To relax such a problem, we add a constraint that
U and V be orthonormal. That is, UTU = UUT = I and V TV = V V T = I. Thus,
SUw =
k∑
i=1
∑
j∈Ci
(Xj −M (X)i )T (Xj −M (X)i )
SUb =
k∑
i=1
ni(M
(X)
i −M (X))T (M (X)i −M (X))
SVw =
k∑
i=1
∑
j∈Ci
(Xj −M (X)i )(Xj −M (X)i )T
SVb =
k∑
i=1
ni(M
(X)
i −M (X))(M (X)i −M (X))T
(5)
It is clear that, with the constraints, the above four matrices can be computed independently only
depending on the training data points. In the following, we will describe how to compute U and
V . It would be important to note that, the computations of U and V are essentially the same.
Without loss of generality, we use Sw to represent SUw or S
V
w , and use Sb to represent S
U
b or S
V
b .
Now our problem becomes:
a1 = argmax
a
aTSba
aTSwa
ak = argmax
a
aTSba
aTSwa
with the constraint
aTk a1 = a
T
k a2 = · · · = aTk ak−1 = 0
Since Sw is in general nonsigular, for any a, we can always normalize it such that aTSwa = 1,
and the ratio of aTSba and aTSwa keeps unchanged. Thus, the above minimization problem is
equivalent to minimizing the value of aTSba with an additional constraint as follows,
aTSwa = 1
Note that, the above normalization is only for simplifying the computation. Once we get the
optimal solutions, we can re-normalize them to get a othonormal basis vectors.
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It is easy to check that a1 is the eigenvector of the generalized eigen-problem:
Sba = λSwa
associated with the largest eigenvalue. Since Sw is general nonsingular, a1 is the eigenvector of the
matrix (Sw)−1Sb associated with the largest eigenvalue.
In order to get the k-th basis vector, we maximize the following objective function:
f(ak) =
aTk Sbak
aTk Swak
(6)
with the constraints:
aTk a1 = a
T
k a2 = · · · = aTk ak−1 = 0, aTk Swak = 1
We can use the Lagrange multipliers to transform the above objective function to include all
the constraints
C(k) = aTk Sbak − λ(aTk Swak − 1)− µ1aTk a1 − · · · − µk−1aTk ak−1
The optimization is performed by setting the partial derivative of C(k) with respect to ak to zero:
∂C(k)
∂ak
= 0
⇒ 2Sbak − 2λSwak − µ1a1 · · · − µk−1ak−1 = 0
(7)
Multiplying the left side of (7) by aTk , we obtain
2aTk Sbak − 2λaTk Swak = 0
⇒ λ = a
T
k Sbak
aTk Swak
(8)
Comparing to (6), λ exactly represents the expression to be maximized.
Multiplying the left side of (7) successively by aT1 S
−1
w , · · · , aTk−1S−1w , we now obtain a set of k−1
equations:
µ1aT1 S
−1
w a1 + · · ·+ µk−1aT1 S−1w ak−1 = 2aT1 S−1w Sbak
µ1aT2 S
−1
w a1 + · · ·+ µk−1aT2 S−1w ak−1 = 2aT2 S−1w Sbak
· · · · · ·
µ1aTk−1S
−1
w a1 + · · ·+ µk−1aTk−1S−1w ak−1 = 2aTk−1S−1w Sbak
We deﬁne:
µ(k−1) = [µ1, · · · , µk−1]T , A(k−1) = [a1, · · · ,ak−1]
B(k−1) =
[
B
(k−1)
ij
]
=
[
A(k−1)
]T
S−1w A
(k−1), B(k−1)ij = a
T
i S
−1
w aj
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Using this simpliﬁed notation, the previous set of k − 1 equations can be represented in a single
matrix relationship
B(k−1)µ(k−1) = 2
[
A(k−1)
]T
S−1w Sbak
thus
µ(k−1) = 2
[
B(k−1)
]−1 [
A(k−1)
]T
S−1w Sbak (9)
Let us now multiply the left side of (7) by S−1w
2S−1w Sbak − 2λak − µ1S−1w a1 − · · · − µk−1S−1w ak−1 = 0
This can be expressed using matrix notation as
2S−1w Sbak − 2λak − S−1w A(k−1)µ(k−1) = 0
With equation (9), we obtain{
I − S−1w A(k−1)
[
B(k−1)
]−1 [
A(k−1)
]T}
S−1w Sbak = λak
As shown in (8), λ is just the criterion to be maximized, thus ak is the eigenvector of
M (k) =
{
I − S−1w A(k−1)
[
B(k−1)
]−1 [
A(k−1)
]T}
S−1w Sb
associated with the largest eigenvalue of M (k).
In summery, our TensorLDA algorithm is performed as follows:
1. Compute the SUw , S
U
b , S
V
w , S
V
b as described in Eqn. 5
2. Calculate the orthonormal matrix U = [u1, · · · ,um1 ] as
(a) u1 is the eigenvector of (SVw )
−1SVb corresponding to the largest eigenvalue.
(b) uk is the eigenvector of M
(k)
V corresponding to the largest eigenvalue, where
M
(k)
V =
{
I − (SVw )−1 U (k−1) [B(k−1)V ]−1 [U (k−1)]T
}(
SVw
)−1
SVb
U (k−1) = [u1, · · · ,uk−1]
B
(k−1)
V =
[
U (k−1)
]T (
SVw
)−1
U (k−1)
3. Calculate the orthonormal matrix V = [v1, · · · ,vm2 ] as
(a) v1 is the eigenvector of (SUw )
−1SUb corresponding to the largest eigenvalue.
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(b) vk is the eigenvector of M
(k)
U corresponding to the largest eigenvalue, where
M
(k)
U =
{
I − (SUw )−1 V (k−1) [B(k−1)U ]−1 [V (k−1)]T
}(
SUw
)−1
SUb
V (k−1) = [v1, · · · ,vk−1]
B
(k−1)
U =
[
V (k−1)
]T (
SUw
)−1
V (k−1)
If we try to reduce the original tensor space to a l1 × l2 tensor subspace, we choose the ﬁrst l1
column vectors in U and the ﬁrst l2 column vectors in V .
4 Experimental Results
In this section, we investigate the performance of our proposed TensorPCA and TensorLDAmethods
for face recognition. The system performance is compared with the Eigenfaces method (PCA) [9]
and the Fisherfaces method (PCA+LDA) [1], two of the most popular linear methods in face
recognition.
In this study, three face databases were tested. The ﬁrst one is the Yale database1 , the second
one is the ORL (Olivetti Research Laboratory) datebase2, and the third one is the PIE (pose,
illumination, and expression) database from CMU [6]. In all the experiments, preprocessing to
locate the faces was applied. Original images were normalized (in scale and orientation) such that
the two eyes were aligned at the same position. Then, the facial areas were cropped into the ﬁnal
images for matching. The size of each cropped image in Yale and PIE databases is 32×32 pixels, and
64×64 pixels for the ORL database, with 256 gray levels per pixel. For Fisherfaces and Eigenfaces,
each image is represented by a 1, 024-dimensional (or 4, 096-dimensional for ORL database) vector
in image space. For TensorPCA and TensorLDA, the images are represented as matrices. Diﬀerent
pattern classiﬁers have been applied for face recognition, including nearest-neighbor [1], Bayesian
[4], Support Vector Machine [5], etc. In this paper, we apply the nearest-neighbor classiﬁer for its
simplicity. The Euclidean metric is used as our distance measure.
In short, the recognition process has three steps. First, we calculate the face subspace from the
training set of face images; then the new face image to be identiﬁed is projected into d-dimensional
subspace (PCA and LDA) or (d × d)-dimensional tensor subspace (TensorPCA and TensroLDA);
ﬁnally, the new face image is identiﬁed by a nearest neighbor classiﬁer.
4.1 Yale Database
The Yale face database was constructed at the Yale Center for Computational Vision and Control.
It contains 165 grayscale images of 15 individuals. The images demonstrate variations in lighting
1http://cvc.yale.edu/projects/yalefaces/yalefaces.html
2http://www.uk.research.att.com/facedatabase.html
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Figure 1: Sample face images from the Yale database. For each subject, there are 11 face images
under diﬀerent lighting conditions with facial expression.
Table 1: Performance comparisons on the Yale database
Method Dims (d) Error Rate
Baseline 1024 56.5%
Eigenfaces (PCA) 29 56.5%
Fisherfaces (PCA+LDA) 9 54.3%
TensorPCA 6 53.8%
TensorLDA 22 47.9%
condition (left-light, center-light, right-light), facial expression (normal, happy, sad, sleepy, sur-
prised, and wink), and with/without glasses. Figure 1 show the 11 images of one individual in Yale
data base. A random subset with 2 images per individual (hence, 30 images in total) was taken
with labels to form the training set. The rest of the database was considered to be the testing set.
20 times of random selection for training examples were performed and the average recognition
result was recorded. The training samples were used to learn the subspace. The testing samples
were then projected into the low-dimensional representation subspace. Recognition was performed
using a nearest-neighbor classiﬁer. Note that, for LDA, there are at most c− 1 nonzero generalized
eigenvalues and, so, an upper bound on the dimension of the reduced space is c − 1, where c is
the number of individuals [1]. In general, the performance of the all these methods varies with
the number of dimensions. We show the best results obtained by Fisherfaces, Eigenfaces, Tensor-
PCA, TensorLDA and Baseline in Table 1. It is found that the TensorLDA method signiﬁcantly
outperforms both Eigenfaces and Fisherfaces methods. The error rates of Eigenfaces, Fisherfaces,
TensorPCA and TensorLDA are 56.5%, 54.3%, 53.8% and 47.9%, respectively. Figure 2 shows the
plots of error rate versus dimensionality reduction. It is interesting to note that when kept c − 1
dimensions, Fisherfaces is even worse than baseline. This result is consistent with the observation
in [3] that Eigenfaces can outperform Fisherfaces in small training sample.
4.2 ORL Database
ORL (Olivetti Research Laboratory) face database is a well-known dataset for face recognition.
It contains 400 images of 40 individuals. Some images were captured at diﬀerent times and have
diﬀerent variations including expression (open or closed eyes, smiling or non-smiling) and facial
11
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Figure 2: Error rate vs. dimensionality reduction on Yale database
Figure 3: Sample face images from the ORL database. For each subject, there are 10 face images
with diﬀerent facial expression and details.
details (glasses or no glasses). The images were taken with a tolerance for some tilting and rotation
of the face up to 20 degrees. All images are grayscale and of size 64 × 64. 10 sample images of
one individual in the ORL database are displayed in Figure 3. A random subset with 2 images
per individual (hence, 80 images in total) was taken with labels to form the training set. The
rest of the database was considered to be the testing set. 20 times of random selection for train-
ing example were performed and the average recognition result was recorded. The experimental
protocol is the same as before. The recognition results are shown in Table 2. It is found that
the TensorLDA method signiﬁcantly outperforms both Eigenfaces and Fisherfaces methods. The
error rates of Eigenfaces, Fisherfaces, TensorPCA and TensorLDA are 33.5%, 29.84%, 30.78% and
23.41%, respectively. Figure 2 shows the plots of error rate versus dimensionality reduction.
4.3 PIE Database
The CMU PIE face database contains 68 individuals with 41,368 face images as a whole. The face
images were captured by 13 synchronized cameras and 21 ﬂashes, under varying pose, illumination,
and expression. We choose the ﬁve near frontal pose (C05, C07, C09, C27, C29) and use all
the images under diﬀerent illumination, lighting and expression which leave us 170 near frontal
face images for each individual. Figure 5 shows several sample images of one individual with
diﬀerent poses, expressions and illuminations. We randomly choose 20 images for each individual
as training data. We repeat this process 20 times and compute the average performance. Table 3
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Table 2: Performance comparisons on the ORL database
Method Dims (d) Error Rate
Baseline 4096 33.5%
Eigenfaces (PCA) 79 33.5%
Fisherfaces (PCA+LDA) 21 29.84%
TensorPCA 10 30.78%
TensorLDA 40 23.41%
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Figure 4: Error rate vs. dimensionality reduction on ORL database
shows the recognition results. As can be seen, Fisherfaces performs a bit worse than our algorithms
on this database, while Eigenfaces performs poorly. The error rate for TensorLDA, TensorPCA,
Fisherfaces, and Eigenfaces are 13.32%, 38.15%, 15.44%, and 38.14%, respectively. Figure 6 shows a
plot of error rate versus dimensionality reduction. As can be seen, the error rate of our TensorLDA
method decreases fast as the dimensionality of the face tensor subspace increases, and achieves the
best result with d = 13 dimension. There is no signiﬁcant improvement if more dimensions are
used. For Fisherfaces, the dimension of the face subspace is bounded by c− 1, and it achieves the
best result with c− 1 = 67 dimensions.
5 Conclusions
Tensor based subspace learning is introduced in this paper. We propose two new linear dimension-
ality reduction algorithm called TensorPCA and TensorLDA. Diﬀerent from traditional algorithms
like PCA and LDA, our algorithms are performed in the tensor space rather than the vector space.
As a result they are especially suitable for face analysis which is intrinsically the second order
tensor.
13
Figure 5: Sample face images from the CMU PIE database. For each subject, there are 170 near
frontal face images under varying pose, illumination, and expression.
Table 3: Performance comparisons on the PIE database
Method Dims (d) Error Rate
Baseline 1024 38.15%
Eigenfaces (PCA) 889 38.14%
Fisherfaces (PCA+LDA) 67 15.44%
TensorPCA 32 38.15%
TensorLDA 13 13.32%
Several questions remain to be investigated in our future work,
1. In this paper, we applied our algorithms to face recognition in which the face images are
naturally represented as the second order tensors. It is unclear if there is any other application
domains in which tensor representation is essential.
2. Our algorithms are linear. Therefore, it can not capture the nonlinear structure of the data
manifold. It remains unclear how to generalize our algorithms to nonlinear case.
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