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a b s t r a c t
Weconsider a discrete-timeGeo[X]/G/1 retrial queuewith general retrial times. The system
state distribution as well as the orbit size and the system size distributions are obtained
in terms of their generating functions. These generating functions yield exact expressions
for different performance measures. The present model is proved to have a stochastic
decomposition law. Hence, a measure of the proximity between the distributions of the
system size in the present model and the corresponding one without retrials is derived.
A set of numerical results is presented with a focus on the effect of batch arrivals and
general retrial times on the system performance. It appears that it is the mean batch size
(and not the batch size distribution) that has the main effect on the system performance.
Moreover, increasing the mean batch size is shown to have a noticeable effect on the size
of the stability region. Finally, geometric retrial times are shown to have an overall better
performance compared with two other distributions.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Retrial queues are characterized by the fact that an arriving customer that finds all the servers busy leaves the service
area and returns after some random time to retry obtaining the required service. Retrial queues have different applications
such as telephone switching systems, call centers and communication systems. Survey papers such as the paper of Falin [1]
and the paper of Kulkarni and Liang [2] provide classified collections of work done in this research area. Moreover, two
monographs [3,4] have been dedicated to present analytical and computational techniques that are commonly used to
analyze retrial queues.
On the other hand, discrete-time queues have been found to be more appropriate than their continuous-time
counterparts for analyzing computer systems and communication networks because they work in slotted time basis that
resemble machine cycles and packet transmitting times [5,6]. Moreover, discrete-time models can be used to derive the
results for continuous-time models but not vice versa [7].
The greatest part of the research concerning retrial queues was directed to the continuous-time setting. Little work
has appeared in the discrete-time retrial queues’ research area. In fact, the paper of Yang and Li [8] is the first one that
considered such models. They analyzed a Geo/G/1 retrial queue using a generating function approach. Their methodology
was applied to analyze other discrete-time retrial queues. Models with two types of customers appeared in the work of Choi
and Kim [9] and Li and Yang [10]. The batch arrival case was addressed by Takahashi et al. [11], Atencia and Moreno [12]
and Artalejo et al. [13]. Systems with an unreliable server were analyzed by Atencia and Moreno [14,15], Moreno [16] and
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Wang and Zhao [17]. The balking customer case was studied by Aboul-Hassan et al. [18–20]. A matrix analytic method was
applied by Li and Yang [21] to study a systemwith phase-type interarrival times. A simulation-based study of amulti-server
systemwith a finite population was built up by Artalejo and Lopez-Herrero [22]. An algorithmic treatment of the Geo/Geo/c
retrial queue appeared in the work of Artalejo et al. [23].
In all the above-mentioned models, retrial times are assumed to have a geometric distribution and returning customers
are assumed to act independently. A Geo/G/1 retrial queue with general retrial times was studied by Atencia and Moreno
[24] where returning customers are assumed to form a FCFS queue. This model was generalized by Wang and Zhao [25] to
allow for server failure upon starting. Themodel of Atencia andMoreno [24]was also generalized by Aboul-Hassan et al. [26]
to include balking customers. As far as we know, no other papers appeared till now concerning the general retrial time case.
Moreover, the models studied in [24–26] assumed a single arrival stream. In this work, we generalize the model of Atencia
and Moreno [24] to the batch arrival case and study the effect of this assumption on the system performance and stability.
In fact, the batch arrival assumption is more appropriate for applications such as commutation networks weremessages are
divided into small packets which are sent independently through the network. Moreover, we pay attention to the effect of
changing the retrial time distribution on the main performance characteristics of the system.
The rest of this paper is organized as follows. In Section 2, a detailed description of themodel under study is given together
with the basic notations that will be used throughout this paper. In Section 3, the generating functions of the system state,
the orbit size and the system size distributions are derived. Besides, a set of performance measures is obtained. In Section 4,
it is shown that the system size can be written as a sum of two independent random variables. This decomposition property
is used to derive a measure of the proximity between the distributions of the system size in the present model and the cor-
responding onewithout retrials. Numerical results are presented in Section 5, with a focus on the effect of batch arrivals and
general retrial times on the system performance. Lastly, in Section 6, conclusion and suggested future work are presented.
2. Model description
We consider a discrete-time retrial queue. In discrete-time queueing systems, it is assumed that the time axis is divided
into slots of equal length and pending events can occur only at the boundaries of these slots. Sincemultiple eventsmay occur
at the same time epoch, additional assumptionsmust be imposed in order to be able to follow the evolution of the underlying
process. Throughout this work, early arrival scheme (known also as departure first rule) [27,28] is applied. According to this
scheme, departures occur in the interval (m−,m), while arrivals and retrials occur in interval (m,m+), where m− is the
instant immediately before time pointm andm+ is the instant immediately after time pointm.
Customers arrive in batches according to a geometric arrival process with parameter p where p is the probability that a
batch of customers arrives in the interval (m,m+). Batch sizes are independent and identically distributed with probability
distribution function (pdf) {cl}∞l=1, generating function C(z) =
∑∞
l=1 clz l and nth factorial moments ξn. If the server is
busy upon arrival, then all the arriving customers join the orbit, whereas if the server is free, then one of the arriving
customers (selected at random) begins his service immediately and the others join the orbit. Service times are independent
and identically distributed with pdf {si}∞i=1, generating function S(x) =
∑∞
i=1 sixi and nth factorial moments βn. Customers
in the orbit are assumed to form a FCFS queue. A customer waits in this queue until he moves to the head of the queue. At
this time, the customer begins to retry joining the server. The time between retrials (the retrial time) is assumed to follow
a general distribution with pdf {ai}∞i=0, generating function A(x) =
∑∞
i=0 aixi and mean µ. This assumption regarding the
retrial processwas applied in [24,25]. It is supported by the following equivalent point of view:whenever the server becomes
idle, it starts a process of search to find the next customer to be served. Since we are concerned mainly with the system size
distribution, we assume (without loss of generality) that random selection is used to resolve the collision that happenswhen
both external arrivals and a retrial occur while the server is idle. Selected customer begins his service immediately while the
others join the orbit. The interarrival times, the service times and the retrial times are assumed to bemutually independent.
We use the notations ρ = ξ1p S ′(1) and p = 1− p.
3. Generating function analysis
At timem+, the system can be described by the process
{Xm = (Vm, ζ0,m, ζ1,m,Nm),m = 0, 1, 2, . . .}
where Vm denotes the state of the server: 0 (if idle) or 1 (if busy),Nm is the number of orbiting customers, ζ0,m represents the
remaining retrial time when the server is idle (and the orbit is non-empty) and ζ1,m represents the remaining service time
of the customer currently being served. It can be shown that {Xm,m = 0, 1, 2, . . .} is a Markov chain with the following
state space:
{(0, 0); (0, i, k) : i ≥ 1, k ≥ 1; (1, i, k) : i ≥ 1, k ≥ 0}.
We are interested here in obtaining the stationary distribution of this process which is defined by
p0,0 = lim
m→∞ P[Vm = 0,Nm = 0],
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p0,i,k = lim
m→∞ p[Vm = 0, ζ0,m = i,Nm = k], i ≥ 1, k ≥ 1,
p1,i,k = lim
m→∞ p[Vm = 1, ζ1,m = i,Nm = k], i ≥ 1, k ≥ 0.
The transition probabilities of the Markov chain {Xm,m = 0, 1, 2, . . .} can be constructed by observing the state of the
system at two consecutive epochs. Hence,
if k = 0
p(0,0)(0,0) = p,
p(1,1,0)(0,0) = p,
if i ≥ 1, k ≥ 1
p(0,i+1,k)(0,i,k) = p,
p(1,1,k)(0,i,k) = pai,
if i ≥ 1, k ≥ 0
p(0,0)(1,i,k) = pck+1si,
p(0,1,k+1)(1,i,k) = psi,
p(0,j,k−l)(1,i,k) = pcl+1si, l = 0, 1, 2, . . . ., k− 1, j ≥ 1, k ≥ 1,
p(1,1,k−l)(1,i,k) = pcl+1si, l = 0, 1, 2, . . . ., k,
p(1,i+1,k)(1,i,k) = p,
p(1,i+1,k−l)(1,i,k) = pcl, l = 1, 2, . . . ., k, k ≥ 1,
p(1,1,k+1)(1,i,k) = pa0si.
Based on these transition probabilities, the global balance equations of the Markov chain {Xm,m = 0, 1, 2, . . .} are given by
p0,0 = pp0,0 + pp1,1,0, (1)
p0,i,k = pp0,i+1,k + paip1,1,k, i ≥ 1, k ≥ 1, (2)
p1,i,k = pck+1sip0,0 + psip0,1,k+1 + (1− δ0,k)psi
k−l∑
l=0
∞∑
j=1
cl+1p0,j,k−l
+ psi
k∑
l=0
cl+1p1,1,k−l + pp1,i+1,k + (1− δ0,k)p
k∑
l=1
clp1,i+1,k−l + pa0sip1,1,k+1, i ≥ 1, k ≥ 0, (3)
in addition to the normalizing condition
p0,0 +
∞∑
i=1
∞∑
k=1
p0,i,k +
∞∑
i=1
∞∑
k=0
p1,i,k = 1, (4)
where δ0,k denotes the Kronecker delta.
The solution of (1)–(4) will be obtained in terms of the following generating functions:
φ0,i(z) =
∞∑
k=1
p0,i,kzk, i ≥ 1,
φ1,i(z) =
∞∑
k=0
p1,i,kzk, i ≥ 1,
φ0(x, z) =
∞∑
i=1
∞∑
k=1
p0,i,kzkxi =
∞∑
i=1
φ0,i(z)xi,
φ1(x, z) =
∞∑
i=1
∞∑
k=0
p1,i,kzkxi =
∞∑
i=1
φ1,i(z)xi.
The following lemmas will be used during the derivation of our main result (Theorem 3).
Lemma 1. If ρ < 1− ξ1p(1− A(p)), then
pA(p)(1− C(z))S(η)− (zη − C(z)S(η)) > 0, (5)
for 0 ≤ z < 1, where η = p+ p C(z).
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Proof. Let
f (z) = pA(p)(1− C(z))S(η)+ C(z)S(η)
η
.
This function satisfies the following properties:
(1) f (0) = A(p)S(p).
(2) f (1) = 1.
(3) f ′(1) = ρ + ξ1p(1− A(p)) < 1.
(4) f (z) is convex. To prove this, we derive f ′′(z) and get
f ′′(z) = G(z)
η3
,
where
G(z) = p(1− pA(p))
(
ηS(η)C ′′(z)+ 2pC ′2(z)(ηS ′(η)− S(η))
)
+ pη2 (pA(p)(1− C(z))+ C(z))
(
S ′(η)C ′′(z)+ p C ′2(z)S ′′(η)
)
.
Assuming that 0 ≤ z < 1 then, ηS ′(η)− S(η) > 0, which implies that f ′′(z) > 0. Hence, f (z) is convex. Based on the
above properties of f (z), we see that f (z)− z > 0 for 0 ≤ z < 1. Hence, (5) is proved. 
Lemma 2. The following limits exist if and only if ρ < 1− ξ1p(1− A(p)):
lim
z→1
zη − C(z)S(η)
pA(p)(1− C(z))S(η)− (zη − C(z)S(η)) =
ρ − (1− ξ1p)
1− ξ1p(1− A(p))− ρ ,
lim
z→1
1− C(z)
pA(p)(1− C(z))S(η)− (zη − C(z)S(η)) =
ξ1
1− ξ1p(1− A(p))− ρ .
The following theoremgives an explicit expression for the generating function of the stationary distribution of the system
state.
Theorem 3. If ρ < 1− ξ1p(1− A(p)), then
φ0(x, z) = A(x)− A(p)x− p
px(z − C(z)S(η))
pA(p)(1− C(z))S(η)− (zη − C(z)S(η))p0,0,
φ1(x, z) = S(x)− S(η)x− η
pxA(p)(1− C(z))η
pA(p)(1− C(z))S(η)− (zη − C(z)S(η))p0,0,
where
p0,0 = 1− ρ − ξ1p(1− A(p))A(p) .
Proof. Multiplying (2) and (3) by zk, summing over k and using the boundary condition (1), we get
φ0,i(z) = p¯φ0,i+1(z)+ paiφ1,1(z)− paip0,0, i ≥ 1, (6)
φ1,i(z) =
(
C(z)− a0
z
)
psip0,0 + pz siφ0,1(z)+
C(z)
z
psiφ0(1, z)
+
(
pa0 + pC(z)
z
)
siφ1,1(z)+ (p+ pC(z))φ1,i+1(z), i ≥ 1. (7)
Multiplying (6) and (7) by xi and summing over i, then
x− p
x
φ0(x, z) = p(A(x)− a0)φ1,1(z)− p(A(x)− a0)p0,0 − pφ0,1(z), (8)
x− η
x
φ1(x, z) =
(
C(z)− a0
z
)
pS(x)p0,0 + pz S(x)φ0,1(z)+
C(z)
z
pS(x)φ0(1, z)+ pa0 + pC(z)z S(x)φ1,1(z). (9)
The value of φ0(1, z) can be obtained by putting x = 1 in (8). Hence,
pφ0(1, z) = p(1− a0)φ1,1(z)− p(1− a0)p0,0 − pφ0,1(z).
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Substituting for φ0(1, z) in (9), then
x− η
x
φ1(x, z) = p(1− C(z))z S(x)φ0,1(z)−
pa0(1− C(z))
z
S(x)p0,0 +
(
C(z)+ (1− C(z))pa0
z
S(x)− η
)
φ1,1(z). (10)
To find φ0,1(z) and φ1,1(z), we first put x = p in (8) and x = η in (10). Hence,
p(A(p)− a0)p0,0 = p(A(p)− a0)φ1,1(z)− pφ0,1(z), (11)
pa0(1− C(z))
z
S(η)p0,0 = p(1− C(z))z S(η)φ0,1(z)+
(
C(z)+ (1− C(z))pa0
z
S(η)− η
)
φ1,1(z). (12)
Then, solving (11) and (12) for φ0,1(z) and φ1,1(z) gives
φ0,1(z) = p(A(p)− a0)(zη − C(z)S(η))pA(p)(1− C(z))S(η)− (zη − C(z)S(η))
p0,0
p
, (13)
φ1,1(z) = pA(p)(1− C(z))S(η)pA(p)(1− C(z))S(η)− (zη − C(z)S(η))p0,0. (14)
Based on Lemma 1, φ0,1(z) and φ1,1(z) are well defined in [0, 1). Moreover, φ0,1(z) and φ1,1(z) are extended by continuity
for z = 1 by Lemma 2. Inserting (13) and (14) into (8) and (10), then
φ0(x, z) = A(x)− A(p)x− p
px(zη − C(z)S(η))
pA(p)(1− C(z))S(η)− (zη − C(z)S(η))p0,0,
φ1(x, z) = S(x)− S(η)x− η
pxηA(p)(1− C(z))
pA(p)(1− C(z))S(η)− (zη − C(z)S(η))p0,0.
The normalizing condition (4) can be used to find p0,0. Since
p0,0 + φ0(1, 1)+ φ1(1, 1) = 1
then,
p0,0 = 1− ρ − ξ1p(1− A(p))A(p) .
This completes the proof. 
Establishing the generating function of the system state (as presented in Theorem 3), the generating functions of some other
important distributions can be obtained.
Corollary 4. (1) The generating function of the number of customers in the orbit when the server is idle is given by
p0,0 + φ0(1, z) = ηA(p)(S(η)− z)pA(p)(1− C(z))S(η)− (zη − C(z)S(η))p0,0.
(2) The generating function of the number of customers in the orbit when the server is busy is given by
φ1(1, z) = ηA(p)(1− S(η))pA(p)(1− C(z))S(η)− (zη − C(z)S(η))p0,0.
(3) Let N be the number of customers in the orbit with generating function Ψ (z). Then
Ψ (z) = p0,0 + φ0(1, z)+ φ1(1, z)
= ηA(p)(1− z)
pA(p)(1− C(z))S(η)− (zη − C(z)S(η))p0,0.
(4) Let L be the number of customers in the system with generating functionΦ(z). Then
Φ(z) = p0,0 + φ0(1, z)+ zφ1(1, z)
= ηA(p)S(η)(1− z)
pA(p)(1− C(z))S(η)− (zη − C(z)S(η))p0,0.
Some performance measures are summarized in the following corollary.
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Corollary 5. (1) The system state distribution is given by
P[System is idle] = p0,0 = 1− ρ − ξ1p(1− A(p))A(p) ,
P[System is busy] = 1− p0,0 = ξ1p+ A(p)(1− ξ1p)+ ρ − 1A(p) .
(2) The server state distribution is given by
P[Server is idle] = p0,0 + φ0(1, 1) = 1− ρ,
P[Server is busy] = φ1(1, 1) = ρ.
(3) The mean number of customers in the orbit is given by
E[N] = Ψ ′(1) = ξ2(ρ + ξ1p(1− A(p)))+ 2ξ
2
1 p(1− A(p))(ρ − ξ1p)+ ξ 31 p2β2
2ξ1(1− ρ − ξ1p(1− A(p))) .
(4) The mean number of customers in the system is given by
E[L] = Φ ′(1) = 2ξ1ρ(1− ρ)+ ξ2(ρ + ξ1p(1− A(p)))− 2ξ
3
1 pp(1− A(p))+ ξ 31 p2β2
2ξ1(1− ρ − pξ1(1− A(p))) .
(5) The mean time a customer spends in the system (including the service time) is given by
W = E[L]
p
.
Remark 6 (A Special Case). Setting C(z) = z, the present model reduces to a Geo/G/1 retrial queue with general retrial
times. The generating functions presented in Theorem 3 reduce to
φ0(x, z) = A(x)− A(p)x− p
pxz((p+ pz)− S(p+ pz))
pA(p)(1− z)S(p+ pz)− z((p+ pz)− S(p+ pz))p0,0,
φ1(x, z) = S(x)− S(p+ pz)x− (p+ pz)
pxA(p)(1− z)(p+ pz)
pA(p)(1− z)S(p+ pz)− z((p+ pz)− S(p+ pz))p0,0,
where
p0,0 = pA(p)+ p− ρA(p) .
These results coincide with those derived by Atencia and Moreno [24].
4. Stochastic decomposition
The stochastic decomposition property in queueing systems was first introduced by Funrmann and Cooper [29]. This
property [13] relates one performance measure for the system with vacations to the corresponding one for the equivalent
systemwithout vacations. In retrial queueing systems, the server vacation begins at the end of each service completion and
terminates when an external customer or a returning customer arrives. In the present model, the probability generating
function of the system size can be decomposed as follows:
Φ(z) = Q (z)χ(z),
where
Q (z) = (1− ρ)(1− z)S(η)
S(η)− z ,
χ(z) = ηA(p)(S(η)− z)
(1− ρ)(pA(p)(1− C(z))S(η)− (zη − C(z)S(η)))p0,0
= p0,0 + φ0(1, z)
p0,0 + φ0(1, 1) .
It can be shown that Q (z) is the probability generating function of the number of customers in the standard Geo[X]/G/1
queue [12] and χ(z) is the probability generating function of the number of customers in the present model given that the
server is idle. Hence, we have the following theorem.
Theorem 7. The total number of customers in the system under study can be represented as the sum of two independent random
variables. The first one is the number of customers in the standard Geo[X]/G/1 queue (L0). The second one is the number of
customers in the model under study given that the server is idle (M). That is, L = L0 +M.
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The above theorem facilitates computing ameasure of proximity between the distributions of the system size in the standard
Geo[X]/G/1 queue and our queueing system. This result is presented in the following theorem.
Theorem 8. The following inequalities hold:
2
(1− A(p))(ξ1p− 1+ ρ)
A(p)
≤
∞∑
j=0
|P[L = j] − P[L0 = j]| ≤ 2 (1− A(p))(ξ1p− 1+ ρ)A(p)(1− ρ) .
Proof. Using the decomposition law,
P[L = j] =
j∑
k=0
P[L0 = k]P[M = j− k]
=
j−1∑
k=0
P[L0 = k]P[M = j− k] + P[L0 = j]P[M = 0]
= P[L = j− 1] + P[L0 = j]P[M = 0].
Hence,
|P[L = j] − P[L0 = j]| = |P[L = j− 1] + P[L0 = j]P[M = 0] − P[L0 = j]|
= |P[L = j− 1] − P[L0 = j](1− P[M = 0])|
≤ P[L = j− 1] + P[L0 = j](1− P[M = 0])
= P[L = j] − P[L0 = j]P[M = 0] + P[L0 = j](1− P[M = 0])
= P[L = j] + P[L0 = j](1− 2P[M = 0]).
Summing over all states gives the upper bound as follows:
∞∑
j=0
|P[L = j] − P[L0 = j]| ≤
∞∑
j=0
P[L = j] + (1− 2P[M = 0])
∞∑
j=0
P[L0 = j]
= 1+ (1− 2P[M = 0])
= 2(1− P[M = 0])
= 2 (1− A(p))(ξ1p− 1+ ρ)
A(p)(1− ρ) .
The lower bound is derived as follows:
∞∑
j=0
|P[L = j] − P[L0 = j]|
= |P[L = 0] − P[L0 = 0]| +
∞∑
j=1
|P[L = j] − P[L0 = j]|
≥ P[L0 = 0] − P[L = 0] +
∞∑
j=1
(P[L = j] − P[L0 = j])
= P[L0 = 0] − P[L0 = 0]P[M = 0] + 1− P[L = 0] − 1+ P[L0 = 0]
= P[L0 = 0](1− P[M = 0])+ P[L0 = 0] − P[L0 = 0]P[M = 0]
= 2P[L0 = 0](1− P[M = 0])
= 2 (1− A(p))(ξ1p− 1+ ρ)
A(p)
.
This completes the proof. 
5. Numerical results
In this section, we present a numerical study to illustrate the effect of batch arrivals and general retrial times on themain
performance characteristics of the system.We consider three performancemeasures: the busy probability 1−p00, themean
orbit size E(N) and the mean waiting timeW . We assume an arrival rate p = 0.1 and a geometric service time distribution
with parameter 0.5, i.e., S ′(1) = 2. It is also assumed that the arrival batch size follows a geometric distribution. In fact,
based on another set of examples (not presented here) we concluded that changing the arrival batch size distribution has a
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Fig. 1. The busy probability versus r for different ξ1 .
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Fig. 3. The mean waiting time versus r for different ξ1 .
very small effect on the considered performance measure. This can be explained by noting that 1− p00 depends only on the
mean batch size ξ1 while although E(N) andW depend also on the second factorial moment of the batch size distribution
ξ2, their expressions (as presented in Corollary 5) contain ξ2 multiplied by a quantity that is less than one.
For results shown in Figs. 1–3, it is assumed that the retrial times follow a geometric distributionwith generating function
A(x) = 1−r1−rx . In each figure, we plot the performance measure under consideration against the retrial rate r for different
mean batch sizes ξ1. As expected, increasing ξ1 increases the value of the three performance measures. This dependency
is more apparent for large values of r . Another important result that Figs. 1–3 reveal is the stability region. Increasing ξ1
rapidly decreases the upper bound of the stability region. In fact, we choose a small arrival rate p = 0.1 in order to be able
to produce results for different mean batch sizes. Increasing the value of p yields a stability region which is almost empty
for any ξ1 > 1. This implies that batch arrivals have a noticeable effect on the system performance and cannot be ignored
by assuming a single arrival stream as usually done in the analysis of discrete-time retrial queues.
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Fig. 6. The mean waiting time versus µ for different retrial distributions.
Another set of examples is presented in Figs. 4–6. We are interested here in analyzing the effect of the retrial time
distribution on the performance measures. We consider geometric, Poisson and binomial retrial time distributions. We
assume that ξ1 = 2. We plot each performance measure against the mean retrial time for the three distributions. It is
noticed that the geometric distribution always has the lowest value for the three performance measures. Moreover, the
geometric retrial time assumption gives the largest stability region compared with the other two distributions.
6. Conclusion
We analyzed a discrete-time retrial queue with general retrial times where customers were assumed to arrive in batches
having a general distribution. We derived the generating functions of the system state distribution as well as those of the
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orbit size and the system size distributions. Hence, closed form expressions for the main performance measures of the
systemwere derived. Moreover, we proved that the system size has a decomposition law and hence a measure of proximity
between the system size distributions in our model and the corresponding one without retrials was obtained. Finally, a
numerical study was built up to investigate the effect of batch arrivals and general retrial times on the main performance
characteristics. It was shown that it was the mean batch size (and not the batch size distribution) that has the main effect
on the system performance. Moreover, it appeared that increasing the mean batch size rapidly decreases the upper bound
of the stability region. The numerical results revealed also that geometric retrial times yield a larger stability region and
overall better performance compared with Poisson and binomial distributions.
The present work was a step towards expanding the theory of discrete-time retrial queues with general retrial times.We
were concernedmainly with extending the existing results to include the possibility of batch arrivals. It remains to consider
many other features such as server breakdowns, multiple serves, multiple types of service, feedback, etc. in the general
retrial times’ environment.
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