For the well-known Fay-Herriot small area model, standard variance component estimation methods frequently produce zero estimates of the strictly positive model variance. As a consequence, an empirical best linear unbiased predictor of a small area mean, commonly used in small area estimation, could reduce to a simple regression estimator, which typically has an overshrinking problem. We propose an adjusted maximum likelihood estimator of the model variance that maximizes an adjusted likelihood defined as a product of the model variance and a standard likelihood (e.g., a profile or residual likelihood) function. The adjustment factor was suggested earlier by Carl Morris in the context of approximating a hierarchical Bayes solution where the hyperparameters, including the model variance, are assumed to follow a prior distribution. Interestingly, the proposed adjustment does not affect the mean squared error property of the model variance estimator or the corresponding empirical best linear unbiased predictors of the small area means in a higher order asymptotic sense. However, as demonstrated in our simulation study, the proposed adjustment has a considerable advantage in small sample inference, especially in estimating the shrinkage parameters and in constructing the parametric bootstrap prediction intervals of the small area means, which require the use of a strictly positive consistent model variance estimate.
Introduction
The Fay-Herriot model [1] , widely used in small area estimation, consists of two levels. In Level 1, we have the sampling model, The Fay-Herriot model has been widely used in small area estimation and related problems for a variety of reasons, including its simplicity, its ability to protect confidentiality of microdata and its ability to produce design-consistent estimators. Some earlier applications of the Fay-Herriot model include the estimation of: (i) false alarm probabilities in New York city [2] ; (ii) the batting averages of major league baseball players [3] ; and (iii) prevalence of toxoplasmosis in El Salvador [3] . More recently, the Fay-Herriot model was used: to estimate poverty rates for the US states, counties, and school districts [4] and to estimate proportions at the lowest level of literacy for states and counties [5] . For a comprehensive review of the theory and applications of the above model, see [6, Chapter 7] .
The best predictor (BP) of θ i and the associated mean squared prediction error (MSPE) are given bŷ The best predictor shrinks the direct estimator Y i towards the regression surface x i β, the amount of shrinkage being determined by the shrinkage factor B i . The closer the value of B i to 1, the greater the strength of the Level 2 model and hence the greater the efficiency of the best predictor, as reflected by a smaller value of the mean squared prediction error of the best predictor. When A = 0, that is when the Level 2 model is perfect, B i = 1 for all i = 1, . . . , m. In this case, the best predictor is identical to the regression estimator. This situation, however, is unrealistic, since Level 2 modeling, just like any modeling, cannot be perfect, that is A should be always greater than 0. Thus, throughout the paper we assume A > 0. In practice, both β and the B i 's are unknown and need to be estimated from the data. The regression parameter β is . From Jensen's inequality and the convexity of B i as a function of A, it follows thatB i overestimates B i even when an exactly unbiased estimator of A is used, and the extent of the overestimation may be severe for small m. In addition, standard methods of estimation of A considered in the literature, including using the Prasad-Rao simple method-ofmoments estimator,Â PR [7] , the Fay-Herriot method-of-moments estimator,Â FH [1, 8] , the maximum likelihood estimator, A ML , and the residual maximum likelihood estimator,Â RE , are all subject to zero estimates resulting in undesirable estimateŝ
In real life data analyses, this problem is quite frequent (see, e.g., [9] and [10] ).
In Section 2, we introduce an adjustment to the maximum (profile or residual) likelihood estimator of A in order to produce a strictly positive estimate of A, for small m. The proposed adjustment increases the order of bias of the residual maximum likelihood estimator, but not the mean squared error, up to the order O(m −1 ). However, the mean squared error or the bias property of the maximum profile likelihood estimator of A remains unaffected, up to order O(m −1 ). In terms of the estimation of the shrinkage factors B i , the adjustment does not increase the order of the bias or the mean squared error, irrespective of whether a profile or residual likelihood function is used for the adjustment. While there is no clear advantage of using the proposed adjusted maximum likelihood methods for large m, they have a clear edge over the standard methods for small m in terms of preventing the full shrinkage.
Morris [11] proposed a method, known as the adjusted density maximization (ADM) method, as an intermediary step in approximating a hierarchical Bayes solution. Recently, Morris and Tang [12] (also see [13] ) pursued the ADM method for the Fay-Herriot model. The ADM approximations to the posterior means of A and B i , under an (improper) uniform prior on β and superharmonic prior [14] on A, are identical to the corresponding adjusted maximum residual likelihood estimators given in this paper. However, unlike Morris and Tang [12] , we consider a classical prediction approach, which does not assume a prior distribution for β and A, in measuring the uncertainty of the proposed EBLUP and the associated prediction interval. Moreover, for the Fay-Herriot model, Morris and Tang [12] did not suggest the adjusted maximum profile likelihood estimator, which appears to perform better than the adjusted maximum residual likelihood estimator in our simulation study.
The mean squared prediction errors of empirical best linear unbiased predictors of θ i that use the proposed adjusted maximum likelihood estimators are presented in Section 3. In this section, we also provide the second-order (or nearly) unbiased estimators of the mean squared prediction errors of empirical best linear unbiased predictors when the proposed adjusted maximum likelihood estimators are used. The use of the proposed adjusted maximum likelihood estimators of A does not affect the mean squared prediction errors of empirical best linear unbiased predictors, up to the order O(m −1 ).
However, the expressions for the proposed nearly unbiased mean squared prediction error estimators are different for different methods of estimating A.
Cox [15] and Morris [16] proposed normality based empirical Bayes confidence intervals of θ i . The coverage errors of such intervals are typically of order O(m −1 ). Chatterjee, Lahiri and Li [17] proposed an improved interval estimation using the parametric bootstrap method. The method requires repeated generation of a pivotal quantity from several bootstrap samples. A strictly positive estimate of A is absolutely needed for this method since the pivotal quantity is undefined when the A estimate is zero. A crude fix is to take a small positive number whenever the A estimate turns out to be zero. But, in our simulation study, the results are found to be sensitive to the choice of this ad hoc positive truncation point. The adjusted maximum likelihood method offers a sensible solution to this important problem in the parametric bootstrap method. In Section 4, we obtain the coverage accuracy of the parametric bootstrap prediction intervals proposed by Chatterjee, Lahiri and Li [17] when the regression coefficients are estimated by the weighted least square method with A estimated by the adjusted maximum likelihood method.
In Section 5, we present results from a Monte Carlo simulation. All the technical proofs are presented in the Appendix. 
Adjusted maximum likelihood methods
a special case of the general linear mixed model with block diagonal variance-covariance structure:
where L(A) is a given likelihood function. In this paper, we consider two choices for L(A): the profile likelihood function given by
y Py , and the residual likelihood given by
where c is a generic constant free from A and
The adjusted maximum likelihood estimator of A is obtained by maximizing the proposed adjusted likelihood L adj (A) or, equivalently, the corresponding log-likelihood function of A, denoted by l adj (A). 
for both adjusted maximum likelihood estimators of A, and
Thus, under the regularity conditions, the adjusted maximum likelihood estimators of A are consistent, for large m. In addition, under the same asymptotic setting, the mean squared errors of the adjusted and unadjusted maximum (profile or residual) likelihood estimators of A are all equivalent, up to order O(m 
, are all strictly less than 1, even for small m, and are also consistent, for large m and under the same regularity conditions. In our simulation study,B
AM i performed the best, in terms of both bias and mean squared error criteria, among all the well-known estimators of the shrinkage factors B i . Moreover, in our simulation, adjusted maximum likelihood estimators usually produced negative biases while unadjusted maximum likelihood estimators produced positive biases. Thus, direct estimators tend to get more weights in the EBLUP method if adjusted maximum likelihood estimators of B i are used.
Estimation of the mean squared prediction error
An empirical best linear unbiased predictor of θ i is given bŷ θ EBLUP i We can measure the uncertainty of the proposed empirical best linear unbiased predictor of θ i by its mean squared prediction error, defined as
where E is the expectation with respect to the joint distribution of Y and θ induced by the Fay-Herriot model (1 
Some important papers that use the Taylor series linearization method in obtaining second-order unbiased MSPE estimators include [18] [19] [20] . See [6, 21] for a detailed account of the Taylor linearization method in small area estimation. Since the Taylor linearization technique is fairly well-known in small area estimation, we omit the technical details in obtaining second-order unbiased mean squared prediction error estimators of our proposed empirical best linear unbiased predictors and refer the interested readers to Li [22] for details.
Using [23] , we have
where
and
do not depend on the method of estimating the shrinkage factors B i .
The third term in (4) captures the additional uncertainty due to the estimation of A or, equivalently, the shrinkage factors B i . It has no closed-form expression, but one can approximate it up to order O(m −1 ), the same as the order of g 2i (B), by the standard Taylor linearization method. For both adjusted methods, we obtain
is the second-order approximation to MSPE[θ
]. Datta et al. [20] provided the corresponding second-order approximations to the MSPE of EBLUP for four different methods of estimating A: using the maximum likelihood and residual maximum likelihood, Fay-Herriot and Prasad-Rao methods. They noted that in terms of the MSPE of EBLUP, the maximum profile likelihood and residual maximum likelihood methods are equivalent and superior to both the Fay-Herriot and the Prasad-Rao methods, up to the order O(m
It is interesting to note that the proposed adjusted maximum likelihood methods retain the same level of efficiency as those of the maximum likelihood and residual maximum likelihood methods in terms of the mean squared prediction error, up to the order O(m −1 ). Moreover, the adjusted maximum likelihood methods protect the empirical best linear unbiased predictors from the overshrinkage problem since they both ensure strictly positive estimators of A even for small m-this nice property is not shared by the usual unadjusted maximum (profile or residual) likelihood or other methods considered in the literature.
Note that the second-order approximation MSPE[θ
] involves the unknown shrinkage factors B i and thus cannot be used to assess the uncertainty of empirical best linear unbiased predictors for a given data set. However, this secondorder approximation is useful in obtaining a second-order unbiased estimator of the mean squared prediction error of our empirical best linear unbiased predictor.
Using algebra similar to that of Datta et al. [20] , we obtain the following second-order (or nearly) unbiased estimator of the mean squared prediction error ofθ
where Bias(Â) is obtained from (3).
The parametric bootstrap prediction interval
Following [15] 
For a general linear mixed model, Chatterjee et al. [17] proposed a parametric bootstrap method for obtaining a prediction interval directly from the bootstrap histogram of the pivotσ
). However, they developed their theory for the ordinary least square estimator of β. In Theorem 4.1, presented below, we extend the results of Chatterjee, Lahiri and Li [17] to the case where β is estimated by the weighted least squares method and the model variance A by the adjusted maximum (profile or residual) likelihood method. Hall and Maiti [24] proposed an alternative parametric bootstrap approach, but, as Rao [25] pointed out, their method is more like a synthetic method.
A prediction interval of θ i can be constructed based on L i , the distribution ofσ
). Cox's interval is based on the assumption that we can adequately approximate L i by a standard normal distribution. In this paper, we improve on this approximation to L i using a parametric bootstrap method. Let
where v * 
Our parametric bootstrap prediction interval is given in the following theorem. 
The details of the proof are lengthy and quite technical in nature. We refer the readers to [22] for details.
Monte Carlo simulation
The finite-sample accuracy of different estimators of the shrinkage factors B i and different prediction intervals of θ i are investigated in this section through a Monte Carlo simulation study. Such a simulation exercise is common in small area estimation literature; see, for example, [20, [26] [27] [28] , and others.
In order to study the effect of m, we consider m = 15 and 45. With the increase of m, all methods considered in this simulation study get better and come closer to one another, supporting our asymptotic theory. However, it is interesting to note that even for m = 45, the adjusted likelihood estimators, especially the adjusted profile maximum likelihood estimator, perform considerably better than the standard methods for most of the groups. In the following, we provide detailed discussions only for m = 15, but the results for m = 45 are provided in Tables 1-5. For m = 15, we consider an unbalanced case that corresponds to the Type III sampling variance pattern of Datta et al. [20] . Thus, there are five groups G t (t = 1, . . . , 5) of small areas such that within each group the sampling variances are the same.
For m = 45, we simply increase the number of small areas from 3 to 9 in the above setting. Simulation results for other sampling variance patterns for m = 15 are reported in [22] .
We generate N = 10,000 independent data sets {Y i , i = 1, . . . , 15} using a simplified Fay-Herriot model Y i = v i + e i , where v i and e i (i = 1, . . . , m) are all independent with v i ∼ N(0, A = 1), and e i ∼ N(0, D i ). Since the estimators of A considered here are translation invariant, we take x i β = 0, without any loss of generality. However, to account for the uncertainty in the estimation of the common mean that arises in practice, we still estimate the zero mean. Since all the small areas are exchangeable in each group, we only report the group means for all the criteria. 
Comparison of different estimators of B i
The percentages of zero estimates for A are reported in Table 1 . All methods except the adjusted maximum likelihood methods could produce a zero estimate of A, or equivalently,B i = 1 for all i = 1, . . . , m. For m = 15, the Prasad-Rao method-of-moments approach yields as high as about 12% zero estimates of A. The residual maximum likelihood method is the best among all non-adjusted methods, producing only about 1% zero estimates of A. We consider six different estimators of B i derived from the following estimators of A: the Prasad-Rao simple methodof-moments estimator, the Fay-Herriot method-of-moments estimator, the profile and residual maximum likelihood estimators, the adjusted maximum profile and residual likelihood estimators.
We use the following criteria to compare different estimators of B i . LetB The simulation results for the estimators of the shrinkage parameters are reported in Table 2 . In terms of both bias and the mean squared error, the adjusted maximum profile likelihood method turns out to be the best among all the methods considered in the simulation experiment. The Prasad-Rao and Fay-Herriot method-of-moments approaches and the two unadjusted likelihood methods have the problem of overestimation and the extent of the overestimation depends on the method and the group. Among the unadjusted methods, the Prasad-Rao and the residual maximum likelihood methods exhibit the largest and smallest positive biases respectively. For the Prasad-Rao method, the relative bias could be as large as about 172%. For the residual maximum likelihood method, the maximum relative bias reported is about 48%. Overestimation of the shrinkage parameters implies that the methods give more weight to the synthetic part of the empirical best linear unbiased predictor formula. In contrast, the adjusted maximum likelihood methods are subject to underestimation of the shrinkage parameters and so they can be viewed as relatively conservative estimators of B i , giving more weight to the direct estimator.
The maximum negative bias reported by the adjusted residual likelihood method is about −10%. The adjusted maximum profile likelihood method corrects for the negative bias of the adjusted density maximization method, considerably.
Mean squared prediction error estimators
In this subsection, we examine first the efficiency of empirical best linear unbiased predictors when different estimators of A are used and then the performances of second-order mean squared prediction error estimators of different empirical best linear unbiased predictors corresponding to different estimators of A. We simulate the true mean squared prediction error of empirical best linear unbiased predictor estimators using different estimators of A. Let θ is given by
In Table 3 , we report the group averages of the simulated true mean squared prediction errors ofθ corresponding to different adjusted and unadjusted maximum likelihood estimators of A are virtually the same, demonstrating the second-order equivalence of these empirical best linear unbiased predictors. Table 3 clearly demonstrates the inferiority of the Prasad-Rao method, especially for small m = 15, but the results for the empirical best linear unbiased predictor with the Fay-Herriot estimator of A are nearly the same as those for the likelihood based methods. Table 4 displays the group average percentage relative biases and the average percentage relative root mean squared errors for each mean squared prediction error estimator. The relative bias of a mean squared prediction error estimator for a small area is calculated as RB = [E (mean squared prediction error estimator) − simulated true mean squared prediction error]/(simulated true mean squared prediction error), where E (the mean squared prediction error estimator) is the Monte Carlo expectation obtained by taking the average of mean squared prediction error estimates over N = 10,000 simulations. The relative root mean squared error of a mean squared prediction error estimator for a small area is calculated as RRMSE = [square root of MSE (mean squared prediction error estimator)]/(simulated true mean squared prediction error).
In this table, we report seven simulated mean squared prediction error estimators: six of them are associated with six methods of estimating A, and one naive mean squared prediction error estimator is obtained using the restricted maximum likelihood method, and is denoted by ''RE-N''.
The naive estimator of the mean squared prediction error has a tendency toward underestimation. The mean squared prediction error estimator that uses the Prasad-Rao estimator of A tends to overestimate the true mean squared prediction error, especially for group G 5 . For example, the overestimation could be as high as about 713% for m = 15. This is consistent with the findings of Datta et al. [20] and Pfeffermann and Glickman [26] . The mean squared prediction error estimators based on the Fay-Herriot, profile and residual maximum likelihood estimators are all subject to slight underestimation. In contrast, the mean squared prediction error estimators that use the adjusted maximum likelihood methods appear to have a slight overestimation problem.
Prediction interval
In Table 5 Cox's prediction interval method consistently has an undercoverage problem. While the traditional prediction intervals that use second-order unbiased mean squared error prediction error estimates increase the coverage, undercoverage for the group G 1 with the largest shrinkage factor B j is still noticeable. For the rest of the small area groups, these traditional prediction interval methods are subject to either undercoverage or overcoverage problems. The extent of the coverage errors appears to depend on the group and the method employed. The traditional method with the Prasad-Rao estimator of A is generally overly conservative at the expense of larger average length compared to the other rival methods. Thus, although the second-order mean squared prediction error estimators enjoy good theoretical properties, the resulting traditional prediction interval estimation methods have the coverage problem, possibly due to the enforced symmetry and the normality assumption.
The performance of the parametric bootstrap method depends on the estimator of A used. Among all the unadjusted standard methods, the residual maximum likelihood methods is the best and so we only report the parametric bootstrap prediction interval for the residual maximum likelihood estimator of A. The parametric bootstrap method with the residual maximum likelihood estimator of A is overly conservative at the expense of much larger average length compared to those using the adjusted maximum likelihood methods. This is perhaps due to the fact that the residual maximum likelihood method produces zero estimates. Since the estimator of A appears in the denominator of the pivot for our parametric bootstrap method, the pivot is undefined wheneverÂ RE = 0. To get around the problem, we replaced those zero estimates by 0.01. In such situations, the pivotal values tend to be extraordinarily large, resulting in the large prediction intervals. In contrast, the performances of our parametric bootstrap methods based on the adjusted maximum likelihood estimators remain stable across all groups and always close to the target nominal level.
Positiveness of the adjusted maximum likelihood estimators of
Moreover, it is easy to show that lim A→∞ AL P (A) = 0, for m > 2 and lim A→∞ AL RE (A) = 0, for m > p + 2. The strict positiveness of the adjusted profile maximum likelihood estimator (for m ≥ 2) and adjusted residual maximum likelihood estimator (for m ≥ p + 2) now follow from the continuity and non-negativeness of the adjusted likelihood functions.
To save space, we shall provide an outline of proof for Eqs. (2) and (3) only for the adjusted maximum profile likelihood estimator. The proof for the adjusted residual maximum estimator is similar and is given in [22] .
The following lemma is used throughout the following proof. See [29] for the proof. 
Var(y Fy) = 2tr(F Σ) 2
Cov(y Fy, y Gy) = 2tr(F ΣGΣ)
Cov[(y Fy) 2 , y Gy] = 8tr(F ΣF ΣGΣ) + 2tr(F ΣGΣ)tr(F Σ).
An outline of the proof for Eq. (2). First note that the adjusted profile log-likelihood is given by l adj,P (A) = c − (1/2) log |Σ| + y Py + log(A).
Let l (j) denote the jth derivative of l adj,P (A) with respect to A (j ≥ 1). For proving (2), we need expressions for l (1) and l (2) , which are given by 
For our case, we checked the regularity conditions of Theorem 2.1 of [19] (see [22] for details), which leads to
and |r| ≤ m −ρ U with E(|U| g ) bounded ,
for any fixed 0 < ρ < 1 and g > 0. Evidently, R 2 = o(m −1 ).
Using (6) and (7) in the lemma, we get E[l 
E[l 
Using the Cauchy-Schwarz inequality, (13) , (15) and the fact that |tr(P k ) − tr(Σ −k )| = O(1) for k ≥ 1, we can claim R 1 = o(m −1 ). Eq. (2) now follows from Eqs. (12), (15) and (16) .
An outline of the proof for Eq. (3). We need the expression for l (3) , which is given by
Using (6) (1) ] E[l (2) ] ,
] {E[l (2) ]} 2 = Cov(l (1) , l (2) ) + E[l (1) ]E[l (2) ] {E[l (2) (14) and (16) 
Turning to term III, using (8) and (9) 
Using (14), (16) and ( 
Combining terms I, II and III, we get (3).
