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ABSTRACT
Bayesian graphical models have been shown to be a powerful tool
for discovering uncertainty and causal structure from real-world
data in many application fields. Current inference methods pri-
marily follow different kinds of trade-offs between computational
complexity and predictive accuracy. At one end of the spectrum,
variational inference approaches perform well in computational
efficiency, while at the other end, Gibbs sampling approaches are
known to be relatively accurate for prediction in practice. In this
paper, we extend an existing Gibbs sampling method, and pro-
pose a new deterministic Heron inference (Heron) for a family of
Bayesian graphical models. In addition to the support for nontriv-
ial distributability, one more benefit of Heron is that it is able to
not only allow us to easily assess the convergence status but also
largely improve the running efficiency. We evaluate Heron against
the standard collapsed Gibbs sampler and state-of-the-art state aug-
mentation method in inference for well-known graphical models.
Experimental results using publicly available real-life data have
demonstrated that Heron significantly outperforms the baseline
methods for inferring Bayesian graphical models.
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1 INTRODUCTION
Bayesian graphical models refer to a family of probabilistic unify-
ing models in which nodes represent random variables, and edges
represent possible dependency between individual pairs of nodes.
The graphical models have become a powerful tool for discover-
ing uncertainty and causal structure from real-world data. They
have been widely used in computer vision [4], text data mining
[3], [6], and [16], natural language processing [10], music informa-
tion retrieval [12], and computational biology [8]. Given a graphical
model, one of the most fundamental tasks could be inference, simply,
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computing the marginal distribution of one or a couple of random
variables in the model.
Generally, two categories of approaches are mainly adopted for
inferring Bayesian graphical models, i.e., variational inference and
Gibbs sampling methods. Variational approaches mainly rely on sto-
chastic optimization to fit an approximate model out of a postulated
family of models. The choice for the family is known to facilitate
efficiency as well as online learning process of the algorithms [11].
However, the approximation for the targeted true model via a dif-
ferent model inevitably sacrifices accuracy. In contrast, based on
the theory of stationary distribution that guarantees a convergence
to the desired distributions, Gibbs sampling methods have been
shown to result in decent predictive accuracy. Unfortunately, their
convergence is often costly and difficult to assess. The Gibbs sam-
pling methods are typically slow compared to variational inference,
due to the fact that the posterior distribution must be computed
and sampled for every single observation. Moreover, both collapsed
Gibbs sampling and variational inference are known to be sequen-
tial algorithms, meaning that every step in the methods depends on
the results of the previous step. Then, these algorithms are basically
not distributable.
Recently, a state augmentation inference method, called state
augmentation for marginal estimation (SAME)[28], has shown that
by drawing a number of samples as opposed to extracting one sam-
ple from each conditional distribution, it is possible to improve the
predictive perplexity of the Gibbs sampler and reduce the nega-
tive impact on perplexity caused by distributing the datasets into
batches. Therefore, a higher sampling replication rate is able to
yield better predictive performance. Unfortunately, SAME’s com-
putational complexity depends on the number of replications. As
the number of replications increases, its computational cost will
eventually surpass the computational cost of the Gibbs sampler. To
keep the computational cost reasonable, SAME typically performs
100 replications for sampling from the conditional distribution. Ar-
guably, SAME could be the fastest and most accurate inference
algorithm under the Gibbs sampling framework.
In this paper, we aim at improving the computational cost and
predictive power in inference for Bayesian graphical models. We
extend SAME, and develop a new Heron inference approach. In
particular, we develop a new learning framework that drives the
number of replications of latent state up to infinity. By doing so, we
then yield a deterministic inference algorithm evenwithin the Gibbs
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framework. Determinism is typically a major source for computa-
tional speed-up. Though modern GPUs support hardware imple-
mentations of some samplers, sampling still limits the performance
of randomized inference algorithms. Our proposed heron Inference
method does not require sampling, which leads to much better
efficiency than sampling counterparts. In addition, maximizing the
number of replications of the sampling procedure naturally leads
to an improvement for the predictive power of the algorithm. In
addition, the easy assessment for convergence is possible thanks to
the determinism.
With analyzing the convergence properties, we found that the
proposed deterministic inference method is ultimately solving a
fixed-point system of equations. This is perhaps one of the major
benefits of Heron inference, as fixed-point methods have been
well studied, and their iterative solvers can be clearly distributable.
An additional advantage from the fixed-point system is that the
computation of repeated document-word tuples is unnecessary,
which actually leads to an improvement for the efficiency. Although
recently proposed inference algorithms also avoid this cost [22],
the fixed-point system provides a theoretical explanation within
the Gibbs framework.
The proposed Heron inference can be applied to a family of
graphical models that satisfy the following conditions: 1) The pos-
terior distributions of the model need to have an analytical form, 2)
The posterior distributions need to be discrete distributions„ and 3)
The latent random variables need to be independent of each other,
given the data and related parameters of the model. Note that we
coin the term Heron Inference in honor of Heron of Alexandria.
Heron is perhaps thought to be the first person who solved itera-
tively a fixed-point function with the objective of computing the
square root of a number.
We have made the following main contributions in this work:
(1) We propose a novel inference method, which is applicable
to a family of probabilistic models, with the same conver-
gence guarantees as Gibbs sampling but easier convergence
assessment.
(2) Our proposedmethod is an order of magnitude faster method
than the state-of-the-art inference method available within
the Gibbs framework, and at the same time achieving an
improved perplexity.
(3) We demonstrate theoretical support for the distributability
of the proposed algorithm.
(4) We transform the Gibbs sampling inference approach into a
new deterministic domain where optimization techniques
can be further explored.
2 RELATEDWORK
Along rich history of Bayesian graphical models, several main cate-
gories of inference algorithms have been developed, i.e., variational
Bayesian inference [3], expectation propagation [17], Gibbs sam-
pling [9], and belief propagation [29]. Among these, Gibbs sampling
and variational inference are perhaps the most popular algorithms,
possibly due to their efficacy or efficiency. Specifically, Gibbs sam-
pling methods have been known to guarantee to converge to the
true posterior via a sampling scheme, while the variational inference
basically relies on a theoretically-backed optimization approach to
approximate the true posterior.
Existing approaches in the category of variational inference aim
to improve the predictive perplexity. These methods approximate
intractable integrals, which then results in inaccuracy. Collapsed
variational Bayesian schemes [22] use a second-order Taylor ex-
pansion to approximate the integrals, while other variational ap-
proaches use the zero-order information in order to obtain more
accurate inference [20]. With respect to the distributability of these
methods, empirical work has demonstrated effective approxima-
tions that avoid a major impact on the predictable performance
[11].
Previous methods in the category of Gibbs sampling are mainly
concerned with improving efficiency. This is natural given their
powerful predictive capability. FastLDA was shown to be 8 times
faster than the latent Dirichlet allocation via collapsed Gibbs sam-
pling (LDA-CGS), while maintaining the exact same predictive
power [19]. The high computational cost of LDA-CGS stems from
theO(K) time complexity incurred at every sampling step (K: num-
ber of latent topics). One key observation is that many words are
often assigned to only a small number of different topics. Hence, by
keeping track of these words, FastLDA requires significantly less
than K operations per sample on average.
SparseLDA [25] factorizes the posterior equation into a sum of
three factors. The sampling scheme is then replaced by a uniform
sampling, where it is observed that the probability mass falls in
one of the buckets 90% of the time. By making an appropriate
data structure, the computation of the mass can be optimized. As a
result, the model achieves an order of magnitude improvement in
computational complexity without affecting its predictive power,
when compared to collapsed Gibbs sampling. A faster approach,
which exploits sparsity, relis on a variant of the Fenwick tree to
encode the posterior, so that sampling can be performed in loд(K)
time (F+LDA) [26].
Based on efficientMetropolis-Hastings, AliasLDA [14] and LightLDA
[27] can reduce theO(K) complexity of sampling toO(1) viaWalker’s
alias method [23]. Unfortunately, these methods result in problems
of frequent cache misses caused by random accesses to the parame-
ter matrices. WarpLDA deals with the Metropolis-Hasting’s prob-
lem by fitting the use of randomly accessed memory per-document
in the L3 cache. Remarkably, WarpLDA is consistently 5 ∼ 15 times
faster than LightLDA, and it also outperforms F+LDA [7].
The sparsity exploited by recent algorithms has been used to
developGPU implementations of inference algorithms [15]. Alterna-
tively, the SAME method is the inference algorithm that leverages a
Poisson distribution and efficiently replaces sampling several times
a categorical distribution with sampling a single time a Poisson
distribution [28]. Their GPU implementation is much faster than
the GPU algorithm first introduced in [24]. Different from other
GPU based methods, Poisson sampling is done via a hardware im-
plementation available on NVIDIA GPUs, which makes SAME a
very efficient inference algorithm.
Existing inference methods reside in the Pareto optima, where
variational approaches are optimal in efficiency, while sampling ap-
proaches are optimal in predictive power. Other inference methods
for Bayesian graphical models have different trade-offs between ef-
ficiency and accuracy. Recently, SAME has been shown to improve
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the optima using the state augmentation technique. The resulting
algorithm is more accurate and efficient than existing CPU or GPU
implementations [28]. In this work, we propose to maximize the
augmentation of the latent state, and then develop a deterministic
algorithmwhose convergence properties can be exploited to further
improve the efficiency and efficacy for inferring graphical models
in practice.
3 PRELIMINARIES
In this section, we present preliminaries about existing well-known
graphical models and the unified collapsed Gibbs sampling algo-
rithm, followed by the state-of-the-art state augmentation inference
method.
Latent Dirichlet allocation (LDA), one of the most popular graphi-
cal models, has been widely used to discover latent topical structure
of a given text collection of documents. Simply, LDA assumes the
following generative process:
θd ∼ Dirichlet(α) ϕ ∼ Dirichlet(β)
zdi ∼ Discrete(θd )wdi ∼ Discrete(Φzdi )
where θd corresponds to per-document topic distribution of docu-
ment d (d : 1 ∼ |D|), ϕk corresponds to per-topic word distributions
for topic k (k : 1 ∼ K), zdi corresponds to latent topic assignment
for wordwdi (i : 1 ∼ Nd , number of word tokens in document d),
and α and β are hyper-parameters.
Relational topic model (RTM) [6] extends LDA by taking into
account the citation links between pairwise documents. RTM adds
one more step to the generative process of LDA:
yd,d ′ ∼ ψ (.|z¯d , ¯zd ′)
where yd,d ′ is an indicator variable of the citation relationship
between documents d and d ′, and its probability is given by the
following function:
ψ (yd,d ′=1) = exp
(
ηT (z¯d ⊙ z¯′d + ν )
)
where η and ν are hyper-parameters, z¯d =
1
Nd
Nd∑
i=1
zd,i (zd,i : one-
hot based topic assignment), and ⊙ means element-wise product.
Supervised LDA (sLDA) [16] is a statistical model of labeled
documents, and it extends LDA by adding an observed variable x
that ndicates the label of a document, for example, the rating given
to a movie. The sLDA adds the following step to the generative
process of LDA:
xd ∼ N (γT z¯d ,σ 2) (1)
where xd is the label of document d , and both γ and σ are hyper-
parameters.
The inference for these graphical models, can be typically per-
formed using collapsed Gibbs sampling (CGS). Algorithm 1 de-
scribes the unified sampling method by sequentially processing
each of the |D| records in the dataset. Table 1 lists the posterior
density of each graphical model as a function of the statistics Ω.
Some main statistics are defined as follow: Ckj ,dj : the number of
times that assignment kj and document di co-occur in the training
data. Dkj ,w j : the number of counts that latent assignment kj and
word wi co-occur in the data. Dkj , . =
∑
w Dkj ,w j : the number of
Algorithm 1 Collapsed Gibbs Sampling (CGS)
1: Input: Dataset D (size: |D|), latent assignment zj
2: Initialize zj ,∀zj ∈ 1 · · · |D|, Ω = computeStats(zj )
3: repeat
4: for j = 1 to |D| do
5: updateStats(Ω, zj , Substract )
6: p(Z j |Z−j = z−j ,D) ∝ д(Ω) from Table 1
7: z′j=sample(p(Z j |Z−j = z−j ,D))
8: updateStats(Ω, z′j , Add) from Equation 2
9: end for
10: until convergence
counts that latent assignment k occurs in the given data. Note that
“-j” in a quantity means that the contribution of the jth record is
not considered in the quantity.
Table 1: Posterior density as a function of the statistics Ω
Model Unnormalized posterior density д(Ω)
LDA (C−jkj ,dj + α)
D
−j
kj ,w j
+ β
D
−j
kj , .
+V β
RTM (C−jkj ,dj + α)
D
−j
kj ,w j
+ β
D
−j
kj , .
+V β
exp
(
bk
Nd
∑ nd ′,k
Nd ′
)
sLDA (C−jkj ,dj + α)
D
−j
kj ,w j
+ β
D
−j
kj , .
+V β
exp
(
−(yd − bT z¯d − a)2
)
The unified CGS algorithm shares some commonality across sev-
eral graphical models. It first computes the statistics Ω = {C,D} for
each model, which are required to compute the posterior equation
д(Ω) for each record in the dataset. Rather than recomputing all the
parameters of the statistics for every record in the dataset, it is more
desired and more efficient to just update the statistics as required.
In step 5, CGS subtracts the contribution of the jth record from
each of the statistics before computing the conditional distribution
д(Ω). Then, at step 8, it computes the statistics with the updated
assignment z′j .
Equation 2 shows the update for the statistics of the LDA model
at the jth record, corresponding to the function updateStats in
Algorithm 1:
Ckjdj = Ckjdj + 1 ; Dkjw j = Dkjw j + 1 (2)
This algorithm explicitly reveals problems caused by Gibbs sam-
pling. First, the statistics used to compute the posterior in Line 6
are updated after every tuple in the dataset. As a consequence, the
algorithm is non-distributable. Though approximate methods have
been proposed to solve the distributability of the inference, they
are only applicable to some specific graphical models, and sacrifice
the predictive power of the collapsed Gibbs sampler [21, 24]. In ad-
dition, Line 6 and 7 show that the posterior must be computed and
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Figure 1: Approximation of the posterior p(Z j |Z−j = z−j ,D))
via sampling. The figure shows examples of n draws from
the posterior. As the number of samples grows, we obtain
better estimate of the distribution. The samples approach
the posterior itself whenm grows up to infinity.
sampled for every row in the dataset, even when the content of mul-
tiple observed tuples is repeated. For example, the same word dould
appear multiple times in a document in reality. The repetition of
tuples can considerably increase the computational complexity. For
instance, the Cora dataset contains 23.01% repeated tuples, while
the Diggs repeats 18.17% of its tuples.
To cope with these problems, a state augmentation inference
method, called state augmentation for marginal estimaton (SAME),
introduces the idea of combining multiple independent samples of
each posterior [28]. This effectively corresponds to “cooling” the
posterior, allowing an annealed search of the MAP parameters. As a
result, the inference often yields higher-quality estimates than the
single sample based approaches. To deal with the higher cost of ob-
taining additional samples, SAME employs a coordinated-factored
approximation, in which it replaces samplingm multinomial distri-
butions with a single Poisson sample per category, hence the label
of coordinated approximation. The efficiency of a Poisson sampler
remains similar to sampling from a multinomial distribution as long
asm takes a value of 100 or less. The sampling scheme replaces
Line 7 and 8 in Algorithm 1, as shown below:
z′j (k) ∼ Poisson(m ∗ p(Z j =k |Z−j =z−j ,D) ) ∀k ∈ 1 · · ·K
ÛCk,dj = ÛCk,dj + z′j (k)/m ; ÛDk,w j = ÛDk,w j + z′j (k)/m (3)
We note that the statistics of the method take into account the
nth replication of the latent state as follows:
ÛCk,dj =
1
m
m∑
n=1
C
(n)
k,dj
; ÛDk,w j =
1
m
m∑
n=1
D
(n)
k,w j
(4)
4 HERON INFERENCE
Following SAME, the proposed Heron inference method leverages
multiple samples to “cool” the posterior. Differently, Heron intro-
duces a new mathematical manipulation to drive the number of
samplesm up to infinity, yielding a deterministic fixed-point algo-
rithm.
We follow three main steps to derive Heron inference method.
Firstly, we show that by maximizing the replication of samples, we
obtain an update that is no longer random, i.e., transforming Gibbs
sampling into a deterministic algorithm. Secondly, we study the
convergence properties of the novel deterministic algorithm, and
realize that the method is implicitly solving a fixed-point system
of equations, which presents a new framework for doing inference
for probabilistic graphical models. Lastly, we observe that repeated
document-word tuples converge to the same fixed-point equations,
hence they only need to be solved once by the algorithm.
First, the two steps in Equation 3 can be reduced to one step by de-
riving the distribution from the linear transformation of the Poisson
distribution when multiplied by 1
m
. Let Yk be a Poisson(mp(Z j =
k |Z−j=z−j ,D)) random variable, and letUk represent a linear trans-
formation of Yk such thatUk =
1
m
Yk . Then, the probability mass
function ofUk can be expressed in terms of any outcome u as :
p(Uk ) =
(mp(Z j = k |Z−j = z−j ,D))mue−mp(Z j=k |Z−j=z−j ,D)
mu! (5)
As we increase m, we observe that the variance decreases. In
effect the variance tends to zero asm grows up to infinity. Instead,
the mean for each outcome u remains as:
Mean(Uk ) = p(Z j = k |Z−j = z−j ) = λ (6)
The probability mass starts to concentrate in the mean value λ.
Figure 2 illustrates this effect.
Figure 2: Behavior of p(Uk ) asm →∞ for λ = 0.3
As a result, by maximizingm, we obtain an update that does not
require any sampling. Then, Line 7 and 8 of Algorithm 1 can be
replaced by:
ÜCk,dj = ÜCk,dj + p(Z j = k |Z−j = z−j ,D)
ÜDk,w j = ÜDk,w j + p(Z j = k |Z−j = z−j ,D)
(7)
where
ÜCk,dj =
∑
x ∈dj
p(Z j = k |Z−j = z−j ,D)
ÜDk,w j =
∑
x ∈w j
p(Z j = k |Z−j = z−j ,D)
(8)
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Second, we examine the convergence properties of Gibbs sam-
pling. As shown by [5], Gibbs sampling converges to the station-
ary distribution of a Markov chain, where the transition matrix
corresponds to the multiplication of the conditional distributions∏ |X |
m=1 p(Zm |Z−m ,X ). Hence, labeling P(Z ∗j ) as the jth stationary
distribution, we have:
p(Z ∗j ) = p(Z ∗j )
|D |∏
m=1
p(Zm |Z ∗−m = z∗−j ,D) ∀j ∈ 1 · · · |D| (9)
Estimation of these marginal distributions is based merely on
the topic assignments zj , ∀j ∈ 1 · · · |D|. Hence, upon convergence,
there must exist a set of values z∗j that satisfy or approximate the
system of Equations 9. Furthermore, the solution to the system
of equations presented in Equation 9 as necessary condition ap-
proximates the conditional distributions p(Z ∗j |Z ∗−j = z∗−j ,D) to the
marginal distributions p(Z ∗j ). Therefore, we obtain:
p(Z ∗j ) ≈ p(Z j |Z ∗−j = z−j ,D) = д(z−j ) (10)
where д(Ω) is the posterior equation derived for the model of in-
terest (see Table 1). Note that Ω is computed based on the topic
assignments z. To transform Equation 10 into a fixed-point equa-
tion, we need to find a representation such that the posterior is
written in terms of deterministic updates as opposed of the random
topic assignments of the collapsed Gibbs sampler.
To that end, we use the deterministic Equation 7 obtained above.
This equation explicitly expresses how the update of p(Z j ) is given
by the parameters of the posterior equation. As a result, we obtain
the fixed-point condition that must hold at convergence of the given
model. To simplify the notation, we define xdw ≡ p(Z j = k |Z−j =
z−j ,D), where j indexes the document-word tuple composed by
(d,w).
xi j =
(
Di − xi j + α
) (
Wj − xi j
)
Z − xi j∑ |K |
k
(
Dik − xi jk + α
) (
Wjk − xi jk + β
)
Zk − xi jk
(11)
where
Di =
|W |∑
j
xi jki j ; Wj =
|D |∑
i
xi jki j ; Z =
|W |∑
j
|D |∑
i
xi jki j
We have transformed the inference problem into a system of
|D | × |Nd | non-linear equations whose solutions correspond to all
possible outcomes of an infinitely replicated latent state augmenta-
tion independent of the initialization.
Finally, we can further simplify this system of equations by
observing that the same document-word tuples will also converge
to the same values. Thus, we have:
P(Z j |Z−j ,X ) = P(Zm |Z−m ,D) ∀j ∈ 1..|D|
such that dj = dm ∧w j = wm (12)
This is easy to check using Equation 11. Upon convergence,
repeated tuples will have the same fixed-point equations. Now the
problem has been transformed into solving a system of |D | × |W |
non-linear equations. As a solution, we leverage the fixed-point
iterative method. The fixed-point method finds the solution to a
system of equations x = f (x) as long as f is a continuous function.
The algorithm is similar to CGS presented in Algorithm 1 with
the main differences: 1) There is no need to iterate over |D | × |Nd |
steps, and 2) The algorithm is distributable since we only need to
update the statistics until the end of each iteration. Theoretically,
we can partition the dataset into as many pieces as |D | × |W |. The
end result will be the same as long as we combine the results at the
end of each iteration. We present Heron inference in Algorithm 2.
Note that the definition of Ω = {C,D} in computeStats is overridden
with ÜΩ = { ÜC, ÜD}.
Algorithm 2 Heron Inference
1: Input: data x j , latent assignment zj , dataset sizem, number of
repeated tuples ρ j
2: Initialize zj
3: ÜΩ= computeStats(zj ,ρ j ) from Equation 8
4: repeat
5: for d = 1 to |D | do in parallel
6: forw = 1 to |W | do in parallel
7: xdw ∝ д( ÜΩ) from Table 1
8: end for
9: end for
10: stats= computeStats(zj ,ρ j ) from Equation 8
11: until convergence (Equation 13)
An additional advantage of the deterministic Heron method is
that the assessment for convergence is now possible within the
Gibbs framework. We are allowed to explore the assessment for
convergence using the average Kullback-Leibler divergence (KL) or
the average Chi-Squared distance on the learned θ and ϕ. We find
that the latter metric oscillates and it does not have a monotonic
behavior. We find that it is often more practical to measure the
change in either θ or ϕ. Equation 13 presents the metric used to
assess convergence of Heron at the ith iteration.
DKL(θ i | |θ i−1) = 1|D|
|D |∑
d=1
θ id loд(
θ id
θ i−1d2
) (13)
Finally, the SAME based methods are under the premise of in-
dependence among topics, therefore the methods such as hidden
Markov model [2] and stochastic block mixture model [1] are not
guaranteed to work using these inference approaches.
5 EXPERIMENTS
We evaluate our proposed Heron inference method against two
well-established baseline methods. In this section we aim to answer
the following research questions (RQs)
RQ1 Is Heron able to fit better a test set than the state-of-the-
art inference method SAME?
RQ2 What is the effect on perplexity as we increase the num-
ber of batches, and does the moving average estimate of θ
improve Heron’s learning?
RQ3 How sensitive is Heron to the setting of the hyperparam-
eters α and β?
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RQ4 How does the efficiency of Heron compare against the
arguably fastest GPU-based inference method within the
Gibbs framework?
RQ5 How does the efficiency of Heron inference get affected
by the batch size?
RQ6 Does Heron help extract topics with acceptable coher-
ence?
DatasetsWe used three popular and publicly available datasets
for our experimental evaluation.
• Cora dateset contains research papers and their citation net-
works. After preprocessing, we obtained 2, 618 documents
with a vocabulary composed of 1,400 words. The number of
citation links is 5,212. The dataset was first used for testing
the RTM model [6] 1.
• Diggs dataset consists of 6, 192 document-rating pairs with
a vocabulary composed of 3,145 words after preprocessing.
Note that, following [16], we normalized the ratings into
the range [1, 5] to avoid numerical overflows when calcu-
lating sLDA’s posterior. The dataset was originally used for
evaluating sLDA [16] 2.
• Movielens is a popular benchmark for rating prediction
and recommendation. We used the MovieLens 20M dataset
3, and focused on the most popular 100,000 users who rated
25,646 movies. We treated the movies and users as pseudo
documents and words, respectively. The average rating of
all the related users on a movie was used as the rating of the
movie (document).
BaselinesWe compared Heron inference with two strong base-
lines, i.e., standard collapsed Gibbs sampling and SAME inference
method [28]. Collapsed Gibbs sampling is perhaps one of the most
commonly used methods for inferrring graphical models, while
SAME has been shown to attain the best predictive perplexity for
inferring LDA model.
Topic Models To test the performance of Heron for inferring
graphical models, we used three well-known topic models, i.e., LDA
(Latent Dirichlet Allocation) [3], RTM (Relational Topic Model)
[6] and sLDA (Supervised Latent Dirichlet Allocation) [16]. For
LDA, all the datasets can be used to evaluate the inference methods.
Inference for RTM can be only tested on the Cora dataset, as only
Cora has a citation networks. We used Movielens and Diggs to
test the inference for sLDA, since in addition to documents/movies,
corresponding ratings are also available.
Implementation Details All the algorithms were evaluated
on a single PC equipped with a single 2-core CPU (Intel Xeon @
2.20 GHz) and a Nvidia tesla K80 GPU with dual stream processors.
Each GPU processor comes with 2, 496 cores and 12GB of GDDR5
clocked at 5GHz. Only one processor of the GPU was used in the
benchmark. The standard Gibbs sampler was implemented using
CPU resources. In all our experiments we fixed both the grid size
and block size.
We assess our proposed inference method in terms of running
time, predictability, as well as coherence of the extracted topics. In
particular, we conduct the following three experiments.
1https://people.cs.umass.edu/~mccallum/data.html
2http://www.cs.columbia.edu/~blei/papers/digg-data.tgz
3https://grouplens.org/datasets/movielens/
Table 2: Hyperparameter setting per dataset.
Dataset α β η a
Cora 0.4 0.3 0.75 N/A
Diggs 0.6 0.5 0.5 0.25
Movielens 0.6 0.6 0.5 0.4
Table 3: Predictive perplexity versus the nunber of topics.
Model Inference PerplexityK=10 K=25 K=50 K=100
Co
ra
LDA
CGS 1709.63 1837.46 1999.25 2623.86
SAME 1706.27 1821.20 1977.26 2549.43
Heron 1683.03 1770.66 1977.51 2550.21
RTM
CGS 1700.12 1830.02 1995.37 2245.96
SAME 1699.20 1811.96 1991.12 2043.35
Heron 1682.32 1806.09 1991.02 1971.07
D
ig
gs
LDA
CGS 952.18 1166.93 1500.51 2075.65
SAME 948.57 1161.40 1492.53 2067.24
Heron 947.27 1160.35 1489.43 2062.12
sLDA
CGS 940.09 1125.85 1452.94 2007.00
SAME 919.31 1123.82 1446.41 2005.28
Heron 914.77 1121.96 1442.54 2002.61
M
ov
ie
le
ns LDA
CGS 1085.47 1022.25 1011.62 1065.02
SAME 924.12 932.43 993.81 1045.75
Heron 922.20 931.34 989.92 1045.09
sLDA
CGS 926.55 905.56 924.75 963.45
SAME 923.28 903.63 921.26 963.65
Heron 920.22 899.68 918.51 954.28
5.1 Predictive Perplexity
The problem defined is given as follows: given a fraction of the
original data, we evaluate our model’s ability to generate the with-
held portion. As such, the evaluation metric adopted in our experi-
ments is the predictive perplexity. The number of topics K is tuned
amongst {10, 25, 50, 100}. The training-testing split is 70 − 30, and
we run all models for 1, 000 iterations. Furthermore, we conducted
five trials for each setting in the spirit of robust experimentation,
and we reported the average results. The hyperparameters are
given in Table 2. Models applied to the same dataset use the same
hyperparameter settings.
Table 3 shows the comparison results of all the inferencemethods
when applied to the three models. Answering RQ1, our proposed
Heron inference outperforms CGS and SAME method, i.e., both
the best and second best performance on each configuration comes
from Heron model across all K values. As expected, SAME method
consistently outperforms CGS. This is due to the fact that SAME
has been derived from CGS by applying a finite replication of the
latent states, and Heron maximizes this effect using a mathematical
manipulation. SAME method improves Gibbs sampling because the
estimation for the parameters is done based on the document-topic
and word-topic counts. Hence, the estimation is based on discrete
values. By usingmultiple replications of the latent state, it is possible
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Figure 3: Predictive perplexity on the GPU based inference
methods versus the number of batches.
to make this estimation more granular so that the counts can be
thought to reside in the space of real numbers. As we increase the
number of replications, the estimation becomes more granular, and
Heron becomes the most flexible approach approximating the local
optima closer than the other methods.
The benefit of the distributed methods lies in their ability to split
the dataset into batches, so that several GPUs can be used to boost
the speed of inference. As such, we propose RQ2 and solve it by
studying the effect of splitting the datasets into different batch sizes.
We fixK = 25 and split the dataset into exponentially larger number
of batches. Similar to SAME method, Heron inference may treat the
batches as an infinite stream, and it is not necessary to denote passes
over the dataset. In addition, we also study SAME’s moving average
estimate for θ [28], which has shown improvements when applied
to other learning algorithms [11]. We label the results of applying
this technique as Heron-LDA∗, Heron-sLDA∗, and Heron-RTM∗.
We answer RQ2 using Figure 3. We conclude that the batched
versions converge to a better estimation as measured by the pre-
dictive perplexity. As the dataset is split into smaller pieces, the
predictive perplexity improves. This may be due to the fact that
splitting the dataset into batches allows the inference to reach
a better local optima with the use of a moving average estimate
for θ [11, 28]. Nonetheless, after a certain number of batches the
predictive perplexity is affected, indicating that the learning has
become compromised. Note that Heron can be distributed into as
many batches as the number of document-word tuples. The final
inference will result in the same estimation as if we partitioned
the dataset into any number of pieces or if we did not partition
the dataset. This is because Heron inference is ultimately solving a
fixed-point system of equations, given by Equation 11. The results
show that Heron can yield better local optima if we decide to use
the moving average updates. In that case, the learning of Heron
may also be compromised if we split the dataset into a large number
of batches.
Table 4: Predictive perplexity versus the hyperparameters α
and β .
LDA - Cora β = 0.1 β = 0.2 β = 0.3 β = 0.4 β = 0.5
CG
S
α = 0.1 2118.8 1974.42 1766.27 1741.98 1667.46
α = 0.2 1954.09 1831.44 1751.84 1725.55 1677.72
α = 0.3 1880.51 1806.89 1747.28 1735.68 1748.78
α = 0.4 1912.38 1851.29 1784.29 1784.60 1784.55
α = 0.5 1916.95 1882.72 1845.47 1834.62 1845.15
SA
M
E
α = 0.1 2102.48 1916.14 1721.83 1649.48 1656.24
α = 0.2 1942.4 1775.68 1713.5 1664.11 1656.55
α = 0.3 1824.89 1794.71 1735.07 1707.69 1719.56
α = 0.4 1840.68 1779.86 1796.25 1787.89 1798.68
α = 0.5 1898.44 1850.68 1845.86 1860.4 1866.48
H
er
on
α = 0.1 1858.19 1738.36 1666.94 1647.12 1635.79
α = 0.2 1751.62 1704.31 1656.84 1661.41 1656.67
α = 0.3 1708.78 1655.16 1671.78 1692.64 1702.59
α = 0.4 1745.76 1739.17 1737.66 1750.46 1775.52
α = 0.5 1801.18 1767.2 1782.23 1831.43 1847.63
As proposed in RQ3, we study the hyperparameter sensitivity
of the different inference methods. We made a grid search on α and
β starting at 0.1 and stopping at 0.5 with steps of 0.1. We applied
the inference methods to LDA on the Cora dataset.
Table 4 shows that the predictive perplexity of Heron is superior
to that of SAME, and as expected, SAME has more predictive power
than CGS. The results are solid, Heron lower bounds SAME, and
SAME lower bounds CGS. Based on the range of the perplexity
across different hyperparameters, we conclude that Heron is more
robust to the hyperparameter settings, while CGS and SAME have
similar sensitivity.
5.2 Learning Time
In this section, we report the runtime to convergence of the infer-
ence algorithms normalized by the number of iterations.
First, we study the effect of chaning the number of topics on
running time, as shown in Table 5. Remarkably, Heron is about one
order of magnitude faster than the state-of-the-art SAME method
across all the values of K . The main reason lies in Heron does not
rely on the sampling operations for inference. In contrast, SAME
method not only incurs the sampling costs but also is limited at
every clock cycle by the available number of samplers within the
GPU. Benefitting from purely arithmetic operations, Heron does
not suffer from the limitations and sampling costs. We also observe
that the running time increases linearly as we increase K for the
three inference methods. While this increment is larger for Heron,
Heron can also benefit from tuning the grid size and block size (GPU
Kernel parameters) to favor different values of K . The flexibility of
tuning GPU parameters is reduced for SAME, since at its optimal
configuration, the system will be still limited by the availability of
hardware based samplers. This answers RQ4.
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In Figure 4, we show the effect of splitting the datasets into
batches. The results show that both inference methods increase
its running time logarithmically to the number of batches. This
is outstanding given that Heron’s convergence is invariant to the
number of batches, when the moving average estimate is not ap-
plied. It means that Heron can converge to accurate inference results
dramatically fast, given that we have enough cores running simulta-
neously. Answering RQ5, Heron efficiency reduces logarithmically
to the number of batches slightly.
5.3 Automatic Topic Coherence
Besides assessing how the methods fit the data, it is important to
evaluate the quality of the topics inferred by themethods. Following
the evaluation introduced by Newman et al. [18], we computed the
automatic topic coherence based on the top N most likely words
for each of the extracted topics. Specifically, we relied on word
co-occurrence metrics on the corpus to compute the average co-
herence of each topic. The automatic topic coherence has been
studied extensively, and the normalized point-wise mutual infor-
mation (NPMI), the probabilistic mutual information (PMI), and
the pairwise log-conditional probability (LCP) are co-occurrence
metrics that have been shown to correlate positively to the human
coherence evaluation [13]. Thus, we use these metrics to assess the
coherence of the extracted topics.
For the experimental settings, we fixed α and β to 0.5, and the
number of topics K to 25. We varied the value of N to study the
effect of defining the coherence with different sets of topics. Finally,
we normalized the measurements to be invariant to changes in N ,
so that it facilitates the comparison of the results.
Table 5: Average running time per iteration versus the num-
ber of topics.
Model Inference Running time (µs)K=10 K=25 K=50 K=100
Co
ra
LDA
CGS 1350 1390 1460 1728
SAME 190 214 231 291
Heron 3 7 11 18
RTM
CGS 1540 1620 1690 1720
SAME 210 218 222 240
Heron 5 12 19 33
D
ig
gs
LDA
CGS 2590 3140 3030 3300
SAME 260 290 270 330
Heron 13 15 18 31
sLDA
CGS 4060 4090 4470 5120
SAME 270 280 280 320
Heron 15 23 30 50
M
ov
ie
le
ns LDA
CGS 16405 17356 18511 21286
SAME 780 790 813 833
Heron 19 44 62 95
sLDA
CGS 7053 7818 8954 10367
SAME 954 976 997 1028
Heron 23 46 67 102
Figure 4: Average running time per iteration versus the num-
ber of batches.
Table 6: Automatic topic coherence of LDA inferred by CGS,
SAME, and Heron. Best results per dataset use bold font.
From top to bottom, the datasets are Cora, Diggs, andMovie-
lens, respectively.
Method N LCP NPMI PMI
mean std mean std mean std
Co
ra
CGS
20
-6.496 0.031 0.043 0.003 0.641 0.120
SAME -6.083 0.024 0.058 0.006 0.793 0.056
Heron -6.032 0.033 0.055 0.002 0.823 0.070
CGS
50
-6.819 0.029 0.030 0.003 0.477 0.051
SAME -6.678 0.039 0.037 0.001 0.503 0.019
Heron -6.619 0.021 0.030 0.002 0.548 0.021
D
ig
gs
CGS
20
-8.693 0.001 0.046 0.001 0.941 0.002
SAME -8.524 0.066 0.051 0.006 1.062 0.121
Heron -7.483 0.040 0.159 0.004 3.047 0.069
CGS
50
-8.593 0.001 0.052 0.001 1.025 0.001
SAME -8.176 0.024 0.085 0.002 1.681 0.004
Heron -8.165 0.014 0.109 0.002 2.118 0.042
M
ov
ie
le
ns
CGS
20
-6.889 0.121 0.247 0.007 4.865 0.136
SAME -6.527 0.000 0.295 0.000 4.905 0.000
Heron -6.797 0.107 0.249 0.009 5.838 0.178
CGS
50
-6.853 0.033 0.247 0.003 4.855 0.064
SAME -7.157 0.000 0.231 0.000 4.543 0.000
Heron -6.812 0.029 0.250 0.002 4.921 0.043
Results presented in Table 6 show that Heron is able to infer
latent topics with much better or comparable coherence compared
to that by CGS or SAME. Interestingly, SAME achieves the best topic
coherence in Movielens for N = 20. Although, simultaneously, it
also obtains the worst results forN = 50. Apparently, SAME assigns
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a high ranking to the most frequent words in the dataset which
leads to an improved coherence as measured by the co-occurrence
based metrics.
In all datasets, a smaller value of N results in better coherence.
This can be justified by the fact that as we increase the number of
words inside a topic, the harder it is to maintain the coherence of
the topic. In other words, the top ranked words per topics typically
result in better representation for the topic.
Given that Heron is able to improve CGS in all datasets, we con-
clude that Heron is able to infer coherent latent topics, answering
RQ6.
6 CONCLUSION
In this paper, we have presented a probabilistic inference method
within Gibbs framework named Heron. The derivation for Heron
begins with maximizing the replications of the latent state, which
is known to approximate better local optima. As such, our method
achieves a higher predictive power as measured by the predictive
perplexity. We studied the properties of convergence of the pro-
posed algorithm and we found that ultimately we are solving a
non-linear system of equations. This is beneficial since the fixed-
point iterative algorithm that solves the system of equations al-
low the inference to be distributed into as many processes as the
number of observed records in the dataset without affecting the
estimation of the parameters. Our proposed Heron is deterministic
which reduces the learning process to the pure computation of
arithmetic operations and as result, our method runs faster than
the state of the art GPU implementation within the Gibbs frame-
work. GPU and CPU implementations of Heron are available at
https://github.com/danrugeles/Heron/.
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