Tumor growth is a spatiotemporal birth-and-death process with loss of heterotypic contact-inhibition of locomotion (CIL) of tumor cells promoting invasion and metastasis. Therefore, representing tumor cells as two-dimensional points, we can expect the tumor tissues in histology slides to reflect realizations of spatial birth-and-death process which can be mathematically modeled to reveal molecular mechanisms of CIL, provided the mathematics models the inhibitory interactions. Gibbs process as an inhibitory point process is a natural choice since it is an equilibrium process of the spatial birth-and-death process. That is if the tumor cells maintain homotypic contact inhibition, the spatial distributions of tumor cells will result in Gibbs hard core process over long time scales. In order to verify if this is the case, we applied the Gibbs process to 411 TCGA Glioblastoma multiforme patient images. Our imaging dataset included all cases for which diagnostic slide images were available.
Introduction and preliminaries
Contact-inhibition of locomotion (CIL) is a fundamental mechanism that immobilizes cells in healthy tissues [3] and has long been implicated in the invasion of cancer cells [29] . When collisions happen between the same cell type, this mechanism is referred to as homotypic CIL, and heterotypic CIL occurs when the collisions are between different cell types. Several studies have demonstrated a loss of heterotypic CIL between tumor and normal cells and have hypothesized this as a phenomenon behind tumor invasion and metastasis [19] [4] [25] . At the same time, it is known that homotypic CIL is maintained between the tumor cells [18] [20] . Hence, we can expect the spatial distribution of cells in tumor tissue to reflect one or both of these phenotypes that would determine the survival of the patients, with loss of heterotypic CIL patients evidencing low survival due to tumor invasion and metastasis.
Although CIL is a dynamic mechanism that happens in real-time, by examining the spatial distribution of cells in tumor tissues, we can infer homotypic CIL and/or loss of heterotypic CIL. After all, if homotypic inhibition is maintained, the tumor cells should not be too clustered. Similarly, if the loss of heterotypic inhibition occurs, we can expect a clustering phenotype. Even though one cannot infer the mechanisms of homotypic or loss of heterotypic CIL based on dispersion or clustering phenotypes alone, we can deduce these processes if cell movement gene expression is also altered. Therefore, by examining the spatial statistics and applying appropriate inhibitory or cluster models, homotypic CIL or loss of heterotypic CIL can be inferred by integrating pathology images with gene expression data. Even though CIL as a collective migration of tissues has been a subject of extensive mathematical modeling [37] , application of the stochastic process to understand these mechanisms in tumors through radiomics approaches has not been undertaken, and the mathematical description of CIL as a spatial point process remains elusive.
From a mathematical standpoint, several stochastic models for tumor evolution has been proposed since 1950's. Five dominant paradigms have emerged [24] , out of which Two-Stage Clonal Expansion (TSCE) and Moran models have been predominantly applied to study tumor growth [6] , [22] , [23] . TSCE posits that tumor growth follows two stages, an initiating stage which is modeled as an inhomogeneous Poisson process (because tumor initiation is a rare event) and proliferation/malignancy stage that follows the birth-and-death process. Thus, the Moran model also being a birthand-death process, allows us to infer tumor growth is a birth-and-death process with CIL as a critical mechanism for invasion and metastasis.
Therefore, representing tumor cells as two-dimensional points, we can expect the tumor tissues in histology slides to reflect realizations of spatial birth-and-death process where each point/cell would maintain a certain distance from its neighbors if homotypic CIL is maintained. These spatial points can be mathematically modeled using an appropriate spatial point process that considers inhibitory interactions, and Gibbs hard core process as an inhibitory process to which birth-and-death process converges is a natural choice. A thorough treatment of spatial point processes and in particular Gibbs process is mathematically sophisticated, and beyond the scope of this article, however, we will illustrate the central ideas behind Gibbs process and related statistics transliterated in the language of cells and CIL. These are adapted (sometimes ad verbatim) from excellent introductory point process resources such as [1] and transliterated for our purposes.
Overview of the Gibbs process and L-function (transliterated to reflect biological context)
We will use the word intensity to refer to the number of cells per unit area in a randomly chosen small region of a histology slide.
Gibbs hard core process:
A spatial distribution of a finite collection of cells with intensity β can be assigned a probability density with respect to a completely random collection of cells with unit intensity. This probability density will change depending on the interaction between the cells. In the case of intact homotypic CIL in tumors, the cells are forbidden to come too close to each other, and when they maintain a mean distance h, the locations of the centers of the cells form a point process in which each pair of points is approximate h units apart. Such inhibition is called a hard core constraint, and the Gibbs hard core process is defined by the probability density when it satisfies the hard core constraint.
It is noteworthy to mention that there is a deep relationship between the spatial birth-and-death process and the Gibbs hard core process. Preston [27] proves, under the condition that there is a certain distance maintained between the cells, the spatial birth-and-death process will converge to a realization of the Gibbs hard core process. In particular, we have the following result:
Suppose that, in each small interval of time ∆t, each existing cell has probability d(t)∆t of undergoing cell death, where d(t) is the apoptosis rate per cell per unit time. In the same time interval, in any small region of area ∆a, let a cell division take place with probability m(t)∆a∆t, where m(t) is the mitotic rate of the cell per unit time. Provided the dividing cell lies h units away from its nearest neighbor, no matter what the initial state of the cells are, over long time scales, this spatial birth-and-death process would reach an equilibrium in which any snapshot of the cells will be a realization of the Gibbs hard core process with Gibbs process intensity β = m(t)/d(t) and hard-core constraint h.
We can now see that when homotypic CIL is maintained in tumors, the hard core constraint is naturally satisfied and therefore if we represent the cells as two-dimensional points (segmented from histology slides), the Gibbs process is instinctive to apply. However, we do not know apriori if homotypic CIL is maintained for all tumors and we can expect some of the tumors to exhibit loss of heterotypic CIL (or both). The validity of the Gibbs model as an inhibitory process can be applied to test and distinguish the maintenance of homotypic CIL versus the loss of heterotypic CIL. Moreover, the validity of the model can be determined by the statistical theory that suggests the inference for the Gibbs models should be based on summary statistics such as the L-function [1] .
L-function:
The L-function is the commonly used transformation of the K-function. K-function is one of the very popular statistics for analyzing the spatial correlations between point patterns [1] proposed by Ripley [28] . The Kfunction, K r , of a randomly chosen small region of a histology slide image is the expected number of neighbors within radius r of a typical cell at location u, divided by the intensity β. Note that if we do not divide by the intensity of β, the expected number of neighbors within radius r will vary depending on the scale of the region. That is, if the slides are zoomed out/in, the expected number of r-neighbors will change. Dividing by the intensity β assures us the K-function is independent of scaling operations.
Mathematically, As noted above, if the cells are contact-inhibited, the validity of the Gibbs process can be determined by the summary statistics, the L-function. That is, if the cells are contact-inhibited, we can expect the fitted optimal value of Gibbs hard-core constraint, opt r G r , to be approximately the same as the optimal value of | L r − r |, indicating the model fits the statistics as determined by the L-function. Therefore, we will use these metric for our results, that is L r ≡ opt r | L r − r | and G r ≡ opt r G r . Thus, it is natural to study the metric M (r) = (L r , G r ) to determine the convergence of the Gibbs process. We will refer M (r) as the inhibition metric. Further, for our analysis, we will use the smoothed one-dimensional version of the metric, which we call the mean inhibition metric, M IM (r), defined as:
which we will use to analyze overall survival of the patients. We note that the downstream analysis is independent of the resolution and the area since Ripley's K-function (and hence the estimated L-function) gives a scale-free description of the expected number of cells within a neighborhood of an arbitrary cell in any region of interest [16] . The cells in the isolated regions were segmented using k-means segmentation algorithm; the center of masses was identified in the binary mask to generate a spatial point pattern corresponding to the images. A generalized form of the Gibbs hard core process, namely the Geyer saturation process, was fitted to the point pattern for downstream analysis (refer to 'Gibbs_Models.pdf' document in Supplemental Information for the type of Gibbs model that was applied). The model parameters and the L-function statistics are presented in Supplemental Data 01.
Image processing

Results
Here we discuss the results after we obtained the G r and L r values by processing all the images using the image processing protocol described above. Both L r and G r values were scaled using the standardized z-score for the rest of the analysis. shows the metric M (r) for Cluster 1 (red) and the Gibbs cluster (blue) where 145 patients were in Cluster 1 and 266 belonged to the Gibbs cluster (see Supplemental Data 02 for cluster association). We note that the variance of M (r) in the Gibbs cluster is lesser than Cluster 1, indicating that G r and L r values converge at least for the Gibbs cluster. Therefore, in order to determine if this is a convergence behavior in mathematical terms, we plotted the k-means centroids as we included more M (r) values. Figure 2 (c) shows the k-means centroids starting with 20 patients and increasing to 411 patients (see Supplemental Data 04 for the centroids of 392 patients) . We see the two subgroups of patients, one with "clustering" phenotype (Cluster 1) and the other "inhibitory" phenotype (Gibbs cluster). Moreover, calculating the overall survival time for these two clusters of patients from the TCGA database, revealed the patients with the clustering phenotype survive significantly shorter than the patients with inhibitory phenotype. This is illustrated in Figure 2 
Convergence of the Gibbs Process
Gibbs process determines survival time
Although the difference in the overall survival of the patients is significant between the two groups, we found several patients in the Gibbs cluster with poor survival and patients in Cluster 1 with high survival. This finding is contrary to the expectation that if the loss of heterotypic CIL and homotypic CIL distinguishes these patient types, theoretically, the number of patients in the Gibbs cluster who do worse should be very small and correspondingly, the number of patients in Cluster 1 who survive high should be negligible as well.
Figure 3: Survival time analysis
In other words, the log-rank statistical significance between the groups must be much higher than what it is currently presented. We hypothesized that this could be due to the noise in the metric M (r) and smoothing the metric according to increasing survival time in each cluster will likely delineate and identify the mark where actual homotypic CIL is established in patients. Figure 3 (a) shows the one dimensional version of the smoothed metric M (r), i.e., M IM (r), using the Loess regression fitting for the increasing survival time (dark blue), and randomized survival time (dashed-gray) patients, where increasing survival time and randomized survival time are determined in each cluster (the codes and the data for generating this are also provided). It also shows the randomized k-means centroids for the two clusters as horizontal dots, red and blue.
We note that M IM (r) with increasing survival time is significantly associated (Figure 3 (c), Fisher's exact test 0.002) with the randomized k-means centroids of the Gibbs cluster than M IM (r) with randomized survival time, demonstrating that it is precisely the noise in the metric M (r) that included many patients with poor survival time in the Gibbs cluster and high survival time in Cluster 1. This association was measured up to 4 standard deviations from the randomized k-means centroids of the Gibbs cluster. Moreover, the association of M IM (r) with increasing survival time also revealed the point at which the homotypic CIL establishes in the tumor cells -around 179 days, corresponding to index 213 in the Gibbs cluster (see Supplemental Figure 01 and Supplemental Data 06). Using this time-point to distinguish loss of heterotypic CIL (LH-CIL) and homotypic CIL (H-CIL), we see that patients with LH-CIL have an extremely poor outcome than H-CIL patients as shown in Figure 3 (b).
Gene expression signatures between loss of heterotypic CIL and homotypic CIL subgroups
In order to determine if there are expression differences between LH-CIL and H-CIL subgroups, we performed RNA-seq analysis from the TCGA data that was available in the GDC database for several of the patients. There Further, pathway analysis using the differentially expressed genes revealed genes in Actin cytoskeleton and RhoA signaling as key molecular alterations (Figure 4 (b) and (c) ). Supplemental Data 12-15 provides the values of these gene expression signatures and Supplemental Figure 05 , and 06 shows the implicated signaling pathways. The actin cytoskeleton plays a critical role in cell movement as they link to extracellular matrix proteins (through adhesions) when cell protrusions stabilize during movement [10] . Also, it is known that the three Rho isoforms -RhoA, RhoB, and RhoC -can induce stress fiber formation [20] [35] . Since directional cell migration involves the polarized formation of cell protrusions in the front and contraction of stress fibers at the edge, our results suggest that unstable protrusions and/or deformed stress fibers in LH-CIL patients are likely to induce tumor cell invasion. On the other hand, over-stabilized protrusions and/or formation of additional stress fibers may result in an enhanced CIL in homotypic patients.
Discussion
Spatial point processes are powerful mathematical frameworks for studying point patterns. Cells invariably move, and by representing them as points, it is appropriate to study these movement behaviors using point process. Gibbs process as an inhibition model is a natural choice for studying inhibitory interactions that drive CIL in tumors. By fitting the Gibbs process to diagnostic slide images of Glioblastoma multiforme, for the first time, we have introduced a mathematical framework for CIL in tumors and have validated the hypothesis presented in [20] , to quote -"the invasive behavior of tumors is facilitated by the absence of heterotypic CIL with normal cells, whereas homotypic CIL between cancer cells helps collective migration and/or dispersion of the tumor."
Even though CIL was first characterized through the work of Abercrombie and Heaysman six decades earlier [2] , and has been widely studied model for cell migration and motility in developmental biology (especially in the development of neural crests), its critical role in cancers is yet to be understood. Although we know cancer is primarily a disease of cell invasion and CIL has been hypothesized as the principal mechanism for clonal expansion and metastasis, the molecular mechanisms of CIL have not been elucidated yet. The power of our approach is that these mechanisms can be determined only using microscopy images along with a robust mathematical model. In particular, the fact that tumor cells invade and this invasion can be deciphered through images presents a dominant paradigm for cancer diagnostics and treatment options. It opens a window for a plethora of investigations, both clinical and biological, that can be followed when integrated with the existing knowledge on the molecular landscape of Glioblastoma multiforme. Such integration can be made using the marked spatial point processes such as marked Gibbs or marked Geyer saturation process.
Although we demonstrated the effectiveness of this approach in Glioblastoma multiforme, it is important to note that the foundations of our work rely only on images and mathematical models and therefore can be applied to any cancer types. Gibbs and Strauss's models are applicable where cell-to-cell 'repulsion' interactions define heterogeneity like in diffuse gliomas. In tumors of epithelial origin, tumor microenvironment support clustering of cells in a process called "nesting." For these tumors or even if there is clustering in diffuse gliomas, probability models such as Cox, Neyman-Scott, Matérn, Thomas, Gauss-Poisson, Cauchy and several other processes can be applied and compared. Moreover, cluster point processes are natural to apply and compare in the setting of clonal evolution since these processes model parent-offspring associations that mimic the natural process of cell division.
It is intriguing that no such comparative analysis of different point process models have been performed purely on histology images (that is, even ignoring molecular data). This is not to say point process models have not been used in the study of tumors. Although there have been efforts to learn tumor's spatial architecture purely from a stochastic process perspective and point processes has been applied in various cancer studies [14] [13][30] [7] , fitting models to diagnostic images has not been attempted. Moreover, none of the studies have obtained molecular signatures through model fitting approach despite that there are several software packages, including spatstat [5] , that are available for spatial point process modeling. As a comprehensive point process modeling package, spatstat also allows easy integration of genetic alterations as a marked point process enabling multitype comparative analysis, where we can analyze the effect of interactions between several mutation types. Processes such as Multitype Gibbs, Multitype Strauss, and area-interaction models allow higher-order interactions between several mutation types and these processes can be implemented to study heterogeneity and clonal evolution on the spatial level leading to translational medicine.
In short, spatial point process models establish the causal relationship between biology and contemporary radiomic approaches in medicine where the primary goal is computing the correlations between computational features and clinical outcomes. Without establishing a causal relationship, translating the results of radiomics into a clinical setting is likely to be unachievable [36] , and by integrating spatial point process models, effective radiomic systems can be developed and implemented to translate biological findings to clinical care.
Methods
Diagnostic slide images
We queried the GDC portal (https://portal.gdc.cancer.gov/) for GBM cases for which diagnostic cases were available. The query is presented in Supplemental Information.
Image and data processing
Microscopy H&E images were resolved until 50 µm and a region of 300 µm 2 was randomly chosen using QuPath [26] , an open source software for digital pathology image analysis. Image segmentation was done using color-based segmentation algorithm that uses k-means clustering in Matlab [31] . Spatial statistics such as the L-function and the parameters of the Geyer saturation process (a Gibbs model) were obtained using spatstat [1] , an open source software for spatial statistics.
For determining the optimal number of clusters, we used NbClust [8] algorithm that applies 30 indices to estimate the optimum. The metrics for our data set are given in Supplemental Data 03. Also, for the k-means clustering, we used the standard package k-means as implemented in the R programming language.
Gene expression and pathway analysis
RNA-seq analysis was performed using TCGAbiolinks [9] queries which facilitate the GDC open-access data retrieval to perform standard reproducible differential expression analysis. TCGAbiolinks uses EdgeR differential expression package [21] under the query TCGAanalyze_DEA. We used false discovery rate cutoff of 0.001 and log-fold change cutoff of 6 with the generalized linear model glmLRT as parameters to TCGAanalyze_DEA. This resulted in 447 differentially expressed genes (see Supplemental Information). This differential gene expression signature was used in Ingenuity Pathway Analysis (IPA) tool [15] as well as the open-source software ToppGene suite [12] , both of which revealed cell movement and adhesion signatures as top Gene Ontology process. Furthermore, IPA analysis revealed actin cytoskeleton and RhoA signaling as critical pathways.
For deriving the cell movement, Actin cytoskeleton, and RhoA signaling signatures, we extracted the differentially expressed genes in these processes and pathways from IPA and used the raw RNA-seq counts to get the average expression. The values were RMS normalized across LH-CIL and H-CIL values and log 2 transformed and plotted using the MeV software [11] . 
Data availability
The downloaded TCGA images are yet to be submitted to a repository that can hold large imaging data (they are also available from the GDC portal). Codes and data for this project can be found at:
https://github.com/kannan-kasthuri/kannan-kasthuri.github.io/tree/master/Research/Gibbs
Figures with better resolution are supplied with the 'Figures' folder.
