Many
algorithms have been proposed for connected-component labeling. There are mainly labelequivalence-based algorithms and label propagation algorithms. Label-equivalence-based labeling algorithms process an image by raster scans. In the first scan, they assign to each foreground pixel a provisional label, where all provisional labels assigned to a connected component are called equivalent labels. Then, in later processing, they resolve label equivalences to find a representative label for each set of equivalent labels. There are multi-scan algorithms [4] - [6] , two-scan algorithms [7] - [14] , and the one-and-a-half-scan algorithm [15] . On the other hand, labelpropagation algorithms first search an unlabeled foreground pixel in the image. For such a foreground pixel, they assign it with a new label; then, in later processing, they assign the same label to all foreground pixels that are connected to the pixel. Although these algorithms usually employ the raster scan to search an unlabeled foreground pixel for labeling, they all access pixels of an image in an irregular way, depending on the shapes of connected components in the image. There are run-based algorithms [16] - [18] and contour-tracing algorithms [19] , [20] .
Because topologic properties remain invariant under translation, rotation, scaling, and any arbitrary rubber-sheet transformation, they are widely used for image retrieval, object recognition and shape matching [1] , [21] . Among others, the Euler number of a binary image, which is defined as the number of objects (connected components) in the image minus the number of holes in those objects, is an important topologic feature of a binary image, and has been used for many practical applications [22] - [26] .
There are also many algorithms proposed for calculating the Euler number of a binary image. A famous algorithm is based on counting certain 2×2 pixel patterns called bit-quads in the image [27] , [28] . This algorithm has been used in the MATLAB image-processing tool box [29] . Dyer proposed an Euler-number computing algorithm for binary images represented by quadtrees [30] . Samet and Tamminen improved this algorithm by using a new staircase type of data structure to represent the processed blocks [31] . Chen and Yen proposed a parallel localized algorithm by using square graphs to calculate the Euler number of a given binary image on a square grid [22] . Chiavetta and Gesu used connectivity graph representation of a binary image for computing the Euler number [32] . Juan et al. developed a method for computing the Euler number of a binary image from a skeleton of the image [33] . Moreover, some methods were presented for calculating the Euler number for the run-length representation of a binary image [34] - [36] , and were improved for VLSI implementations [2] , [37] .
In many image analysis systems, especially in object recognition systems such as computer (robot) vision, both connected-component labeling and Euler number computing are possibly necessary simultaneously. Although the Euler number of a binary image is closely related to the connected component number and the hole number of the image, as introduced above, it is usually computed by a special algorithm irrelative to the object number and the hole number. Moreover, although there is almost no study on hole number computing and its applications, it is not doubt that the hole number of a binary image is important for image analysis and pattern recognition. By the Euler number of a binary image, we can only know the difference of the connected component number and the hole number, but neither the of object (connected component) number nor the hole number in the image. If we also know the hole number, we can further know the object number; thus we can further distinguish objects with the same Euler number.
Recently, He et al. proposed an algorithm for computing the connected component number, the hole number, and the Euler number by labeling connected components and holes simultaneously [38] . When both connected component labeling and Euler number computing are necessary, it is more efficient than conventional algorithms. This paper proposes a very fast algorithm for performing connected-component labeling and Euler number computing simultaneously. In our algorithm, holes can be identified in the first scan of connected component labeling. The additional computing cost for calculating the hole number is O(H ), where H is the number of holes in the image. By our algorithm, the connected component number, the hole number and the Euler number of a binary image can be calculated efficiently. The experimental results for various kinds of images demonstrated that our algorithm is much more efficient than conventional algorithms for performing connected-component labeling and Euler number computing simultaneously.
The rest of this paper is organized as follows: in the next section, we review some related preliminaries. Section III introduces our method for computing the hole number and the Euler number, and gives the proof of the correctness of our method. We present the experimental results in Section IV to show the efficiency of our method, and make a discussion in Section V. Lastly, we give our concluding remarks in Section VI.
II. PRELIMINARIES
For an N×M-sized binary image, where 0 ≤ x ≤ N−1 and 0 ≤ y ≤ M−1, the pixel at the coordinate (x, y) in the image is denoted as b(x, y). When it is clear from the context, we also use b(x, y) to denote its value. The same as in Ref. [38] , we assume that the value of foreground pixels is 1 and that of background pixels is 0, and all pixels on the border of an image are background pixels. Moreover, we consider eight-connectivity for connected components, and thus, four-connectivity for holes.
For two foreground (background) pixels, say, p and q, if there is a path a 1 , …, a n of foreground (background) pixels such that a 1 = p, a n = q, and a i and a i+1 are eight-connected (four-connected) neighbor for all 1 ≤ i ≤ n−1, the two pixels are said to be eight-connected (four-connected). All eight-connected foreground pixels in a binary image consists of a connected component, and all four-connected background pixels such that all of them are enclosed by foreground pixels forms a hole. For example, there are two connected components, C 1 and C 2 , and three holes, H 1 , H 2 and H 3 , in the image shown in Fig. 1 , and thus, the Euler number of the image is 2 − 3 = −1.
A. Connected-Component Labeling by Use of Equivalent Label Sets
In an equivalent-label-based labeling algorithm, we need to resolve label equivalences, i.e., find a representative label for provisional labels assigned to the same connected component. He et al proposed an efficient strategy for resolving label equivalences by use of Equivalent Label Sets [9] . For convenience, we call this strategy ELS-strategy.
By the ELS-strategy, at any point in the first scan, all provisional labels assigned to a connected component found so far are combined in a set, called an equivalent label set, where the smallest label is used as the representative label of the set as well as all provisional labels in the set. For convenience, we use S(t) to denote the equivalent label set with t as the representative label.
As introduced in [10] and [38] , the ELS-strategy can be implemented by use of three one-dimensional arrays, where an equivalent label set is represented as a list. When an object pixel is assigned a new label l, a new equivalent label set can be established by executing the following procedure newset(l) as follows:
On the other hand, if two provisional labels m and n are found to be equivalent label, then all provisional labels in S(u) and S(v) are equivalent labels, where
thus, the two equivalent label sets should be combined. The pseudo code for combining S(u) and S(v), similar in Ref. [38] , denoted as combine (u, v) , is shown as follows:
The ELS-strategy has been used in many labeling algorithms. First of all, it is used in a run-based labeling algorithm [10] , where a run is a block of contiguous object pixels in a row. Because all pixels in a run certainly belong to the same connected component, thus, they can be assigned to the same label. Moreover, run data are recorded for resolving label equivalences among runs. This algorithm is efficient for images with large average length of runs, and is improved in Ref. [15] by considering a run as a super pixel. Instead assigning each object pixel a provisional label, the improved algorithm assigns each run a provisional label. Moreover, it only relabels object pixels in the second scan by use of recorded run data.
The ELS-strategy is also used in a pixel-based labeling algorithm [11] . This algorithm uses the mask shown in Fig. 2 for processing each of object pixels. In order to reduce the number of operations, it proposed an optimal order, i.e.,
, for checking pixels in the mask. This algorithm is improved in Ref. [12] by processing object pixels following another object pixel and those following a background pixel in a different way to avoid checking b(x−1, y), thus, leads to reduce the number of pixel accesses. It is further improved in Ref. [14] by scanning image lines alternate lines and processing pixels two by two to reduce the number of pixel accesses. Moreover, the information obtained during processing the current two object pixels are used for processing the next two object pixels to reduce the number of pixel accesses further.
Moreover, the ELS-strategy is used in a block-based labeling algorithm [13] , which resolves connectivity among 2×2 blocks. Because all foreground pixels in a 2×2 block are certainly 8-connected, they belong to the same connected component and thus will be assigned the same label. Therefore, instead of assigning to each foreground pixel a provisional label, this algorithm assigns to each foregroundpixel-contained block a provisional label. In other words, it considers a block as a super pixel. In the second scan, it assigns to all foreground pixels in each block the representative label of the block.
Because the algorithm proposed in Ref. [12] by He, Chao, and Suzuki is still one of the fastest and simplest connected component labeling algorithm to be implemented in our current CPUs, we introduce the algorithm in detail. For convenience, we call this labeling algorithm HCS algorithm.
In the first scan, the HCS algorithm does nothing for background pixels and uses the mask shown in Fig. 3 to process object pixels. For an object pixel b(x, y) following a back ground pixel (one of Fig. 4(1) - (8)), it checks whether there is a label in the mask. If there is no label (Fig. 4(1) ), then assign the pixel a new label l, and establish equivalent label set S(l). Otherwise, assign any label in the mask to b(x, y). Moreover, if there are two object pixels become connected by b(x, y) (Fig. 4 (6) ), combine the two corresponding equivalent label sets.
On the other hand, for an object pixel b(x, y) following another object pixel (one of Fig. 4(9) - (16)), it assigns the label assigned b(x−1, y) to b(x, y). Moreover, if there are two object pixels become connected by b(x, y) (Fig. 4 (13) or (14)), combine the two corresponding equivalent label sets.
Notice that u is equal to v means that S(u) and S(v)
is the same equivalent label set; thus, nothing needs to be done. In this way, as soon as the first scan finishes, each of foreground pixels will be assigned a provisional label, and all provisional labels assigned to the same connected component will be combined in an equivalent label set with the same representative label. Then, in the second scan, by replacing the provisional label of each foreground pixel by its representative label, we can complete labeling.
The pseudo code of the HCS algorithm can be shown as follows, where l is the variable for provisional labels.
Moreover, according to the above analysis, when the first scan finishes, the number of equivalent label sets will be equal to the number of connected components in the image. For each equivalent label set S(r ), only the representative label r satisfies the condition R[r ] = r . Therefore, we can calculate the number of connected components, C, as follows: 
B. Euler Number Computing by Counting Bit-Quads
Gray proposed a bit-quad-based method for calculating the Euler number in a binary image [27] , [28] . Let N O , N D and N T be the numbers of patterns O (i.e., one-object-pixel bit quads), D (i.e., diagonal-objectpixel bit quads), and T (i.e., three-object-pixel bit quads) shown in Fig. 5 , respectively. Then, by this method, the Euler number, E, for eight-connectivity can be calculated by the following formula:
For convenience, the same as in Ref. [38] , we denote this algorithm as ML algorithm. A great advantage of the ML algorithm is fully parallelized. The pseudo code for an efficient implementation is shown as follows, where similar in the algorithm proposed in [14] , the information obtained during processing the current bit-quad is used for processing the next bit-quad in order to reduce the number of pixel access, and C 1 , C 2 , C 3 and C 4 are the bit-quads
, respectively.
C. Calculating the Euler Number by Labeling Connected Components and Holes
Recently, He et al proposed an algorithm for calculating the Euler number of a binary image by use of the ELS-strategy to label connected components and holes simultaneously with the same data structures [38] . This algorithm uses provisional labels from 1 to W for labeling holes and provisional labels larger than W for labeling connected components. By this algorithm, in the first scan, foreground pixels are processed in the same way as in the HCS algorithm, and background pixels are processed in a similar way but 4-connectivity is considered. Similar as in the HCS algorithm, when the first scan finishes, all equivalent labels assigned to a connected component or a hole will be combined in an equivalent label set with the same representative label. Thus, the number of the connected components, C, and that of the hole, H , in the image can be calculated according to the numbers of the equivalent label sets for connected components and holes, respectively. Then, the Euler number of the image can be calculated. For convenience, we denote this algorithm as the HCS E algorithm. More details about the HCS E algorithm can be found in Ref. [38] .
III. PROPOSED ALGORITHM
As introduced in the above section, the number of holes can be calculated by labeling holes. In fact, we can find the number of holes more efficiently by only labeling connected components (i.e., without labeling holes). As mentioned in Introduction, a hole is enclosed by foreground pixels of a connected component. When we observe an image in raster scan, we can find that for each hole, there is a foreground pixel such that it finishes the closure of foreground pixels for the hole. For example, in the binary image shown in Fig. 1 , the pixels a, b, and c are such a pixel for holes H 1 , H 2 , and H 3 , respectively. Such pixels are called as closing pixels, whose definition is given as follows. It is intuitive that in a binary image, each closing point corresponding to a hole, and vice versa. Therefore, the number of the holes in a binary image is equal to the number of closing pixels in the image. We show that closing pixels can be found in the first scan of the HCS algorithm. Proof: Let b(x, y) be the current pixel being processed in the HCS algorithm. We prove Lemma 1 by induction on the number of pixels that have been processed. Thus, we only need to consider the processed area together with b(x, y), as shown in Fig. 6 . Moreover, notice that as introduced in Section II B, for processing a foreground pixel, only when there are two independent foreground pixel blocks in the mask, i.e., when the configuration of the mask is one of Fig. 5 (6) , (13), (14) , the HCS algorithm will call the procedure combine (u, v) , where u and v are the representative labels of the two independent foreground pixel blocks, respectively.
Basic Case: b(x, y) is the only pixel in the processed area. Obviously, no matter whether b(x, y) is a foreground pixel or a background pixel, it should not be a closing pixel. On the other hand, for processing this pixel, the HCS algorithm will not call combine(u, v). Therefore, Lemma 1 is true in this case. Induction: Suppose that Lemma 1 is true after the nth pixel is added into the image. We show that it is also true after the (n+1)th pixel b(x, y) is processed. We consider the following four cases:
(1) b(x, y) is a background pixel. Obviously, it is not a closing pixel. On the other hand, by the HCS algorithm, no operation will be performed for background pixels, thus, combine(u, v) will not be called. Therefore, Lemma 1 is true in this case.
(2) b(x, y) is a foreground pixel in the cases where there is no foreground pixel in the processed 8-neighbor area (Fig. 4 (1) ). It is obvious that b(x, y) does not connect any processed foreground pixel, b(x, y) is not a closing pixel. On the other hand, in this case, as mentioned above, for processing b(x, y), the HCS algorithm will not call combine (u, v) . Therefore, Lemma 1 is true in this case.
(3) b(x, y) is a foreground pixel in the cases where there is only one foreground pixel block in the processed 8-neighbor area (Fig. 4 (2) - (5), (7)- (12), (15), (16)). We can see that b(x, y) does not connect two independent foreground pixel blocks in the processed area, b(x, y) is not a closing pixel. On the other hand, as mentioned above, in such a case, combine(u, v) will not be called by the HCS algorithm. Therefore, Lemma 1 is true in these cases.
(4) b(x, y) is a foreground pixel in the cases where there are two independent foreground pixel blocks in the processed 8-neighbor area (Fig. 4 (6) , (13), (14)). As mentioned above, in such a case, for processing b(x, y), the HCS algorithm will call combine (u, v) , where u and v are the representative labels of the two independent foreground pixel blocks, respectively. If the two independent foreground pixel blocks belong to different connected components in the processed area, for example, as shown in Fig. 7 (a), b(x, y) will not be a closing pixel. By the HCS algorithm, u and v will be different; thus, combine (u, v) will be called such that u and v are not equal. Otherwise, if the two independent foreground pixel blocks belong to the same connected component in the processed area, for example, as shown in Fig. 7 (b) , they are independent branches of a connected component. Thus, b(x, y) will be a closing pixel. On the other hand, as introduced in Section II B, by the HCS algorithm, u and v will be equal. Thus, combine (u, v) will be called such that u and v are equal. Therefore, Lemma 1 is also true in these cases.
Therefore, Lemma 1 is true after the (n+1)th pixel is added. Thus, Lemma 1 is proved.
Theorem 1: The number of holes in a binary image is equal to the number of the times that combine(u, v) is called such that u and v are equal in the HCS labeling algorithm.
According to Lemma 1, the proof of Theorem 1 is trivial. By Theorem 1, the hole number of a binary image, H , can be calculated in the HCS algorithm by modifying combine (u, v) to combine * (u, v) as follows, where H is initialized to 0:
In this way, the pseudo code of our proposed algorithm are exactly the same as that of the HCS algorithm except replacing combine (u, v) by combine * (u, v) . When the first scan of our proposed algorithm finishes, we can obtain the hole number H . Then after computing the connected component number C, we can calculate the Euler number. Notice that by executing the second scan, we can complete connected component labeling.
IV. EXPERIMENTAL RESULTS
We mainly compared our algorithm with the ML algorithm and the HCS E algorithm proposed in [38] . Our test consisted of two parts: (1) we compared the three algorithms for only calculating the Euler number; (2) we compared the HCS E algorithm and our algorithm for performing both labeling connected components and calculating the Euler number. Notice that, in the case (1), the second scan in the HCS E algorithm and our algorithm is unnecessary. For convenience, we use the Ours1 algorithm and the Ours2 algorithm to denote our algorithm, the HCS E 1 algorithm and the HCS E 2 algorithm for the HCS E algorithm in the cases (1) and (2), respectively.
All algorithms used in our test were implemented in C language and compiled by the GNU C complier (version 4.2.3) with the option −O3 by use of one core. The computer used for test is a PC-based workstation (Intel Pentium D 930 3.0GHz + 3.0GHz CPUs, 2GB Memory, Mandriva Linux OS). All executing times presented in this section were obtained by averaging of the execution time for 5000 runs. The connected component number, the hole number and/or the Euler number for any image calculated by any algorithm are/is exactly the same. In our test, two kinds of images were used:
(1) Artificial image set. There are specialized-pattern (stair-like, spiral-like, saw-tooth-like, checker-board-like, and honeycomb-like pattern) images [4] and noise images. The same as in Ref. [38] , noise images with five sizes (32 × 32, 64 × 64, 128 × 128, 256 × 256, and 512 × 512 pixels) are used for test. For each size, we threshold a same size image containing uniform noise with random values from 0 to 1000 with 41 different threshold values from 0 to 1000 in steps of 25. Thus, 41 noise images whose densities (i.e., the percentages of foreground pixels) are from 0.05% to 99.22% will be generated. Because foreground pixels in such noise images have complex connectivity, we can make severe evaluations of algorithms on these images. Nine noise images with densities 0.1, 0.2, …, and 0.9, respectively, are shown in Fig. 8 . All of these images were 512×512 pixels in size, and were binarizied by means of Otsu's method [42] .
A. Execution Time Versus the Size of an Image
Because noise images with different size have good similarities, we use all noise images to test the linearity of the execution time of various algorithms versus image sizes. The results for only calculating the Euler number are shown in Fig. 9 (a) , and those for performing both labeling connected components and calculating the Euler number are shown in Fig. 9 (b) .
As shown in Fig. 8 , we can see that, either for calculating the Euler number alone or performing Euler number computing and connected-component labeling simultaneously, both the maximum execution times and the average execution times for various algorithms have the ideal linear characteristics versus image sizes. In either case, the execution time of our algorithms is much smaller than that of either of the other two algorithms.
B. Execution Time Versus the Density of an Image
We used 512 × 512-sized noise images for testing the execution time versus the density of an image. The experimental results for only calculating the Euler number are shown in Fig. 10 (a) , and those for both labeling connected components and calculating the Euler number are shown in Fig. 10 (b) .
As we can see, when we only calculate the Euler number, the performance of the HCS E 1 algorithm is better than that of the ML algorithm for low-density and high-density images, but worst for middle-densities images. On the other hand, for all images of all densities, the Ours1 algorithm is the most efficient. When performing connected component labeling and Euler number computing simultaneously, the performance of the Ours2 algorithm is much better than the HCS E 2 algorithm for images of all densities.
C. Comparisons in Terms of the Maximum, Mean, and Minimum Execution Times
All images in the realistic image set and the specializedshape-pattern artificial images were used for this test. The results for only calculating the Euler number are shown in Table 1 , and those for performing both labeling connected components and calculating the Euler number are shown in Table 2 . We can find that, either for only calculating the Euler number or for performing both Euler number computing and connected-component labeling, our algorithm is much better than the others in comparison. In fact, for all images used in our test, the Ours1 algorithm is faster than either the HCS E 1 algorithm or the ML algorithm, and the Ours2 algorithm is much faster than the HCS E 2 algorithm. The execution time (ms), the density D, the number of connected components C, the number of holes H , and the Euler number E for the six images selected in Ref. [38] are illus- Fig. 11 , where the foreground pixels are displayed in black.
V. DISCUSSION
A. The Additional Computation Cost of Our Algorithm for Calculating the Connected Component Number, the Hole Number and the Euler Number Over the HCS Algorithm
For calculating the connected component number, the hole number and the Euler number, our algorithm needs to do the following three additional work than the HCS labeling According to the procedure for counting the number of connected components introduced in Section II B, the corresponding computation cost is O(P), where P is the number of provisional labels assigned by the HCS algorithm. By the procedure of combine * (u, v) introduced in Section III, the cost for computing the hole number is O(H ), where H is the number of holes. Therefore, the order of the additional computation for calculating the Euler number in our algorithm versus the HCS algorithm should be O(P+H ). Because, for an N×M-sized binary image, the maximum number of provisional labels assigned by the HCS algorithm is N×M/4 and the maximum number of holes of a binary image is N×M/2, the order of the additional computation should be O(N×M) in the worst case.
In our experimental test, we found that, for processing an image, the execution time of the Ours2 algorithm is almost the same as that of the HCS algorithm. In other words, the additional costs for calculating the number of connected components, the number of holes and the Euler number are very small. For example, for any noise image, the additional execution time in our test is so small (less than 1/100 ms) that we could not even measure it correctly. Fig. 12 shows the value of P + H versus the density for 512×512-pixel-sized noise images.
B. Comparison With the ML Algorithm
The ML algorithm can only calculate the Euler number of a binary image, but neither the connected component number nor the hole number in the image, which will be useful for image analysis and pattern recognition in many cases. In cases where connected-component labeling, the connected component number and/or the hole number are also necessary, an indispensible labeling algorithm will be needed. Thus, the whole processing time will increase more than twice.
In comparison, except for calculating the Euler number in an image, the Ours1 algorithm can also give both the connected component number and the hole number. In the cases where the connected component number and/or the hole number are/is also necessary, for any image used in our experimental test, the execution time of the Ours2 algorithm is almost the same as that of the HCS algorithm. In other words, in such cases, the connected component number, the hole number and the Euler number can be computed in almost no cost.
However, the ML algorithm is much simpler and fully parallelized. If only Euler number computation is necessary and a parallel computer is available, the ML algorithm should be selected.
C. Comparison With the HCS E Algorithm
Our algorithm also calculates the Euler number by use of the connected component number and the hole number. However, in contrast to the HCS E algorithm, which calculates the hole number by labeling holes, our algorithm does that via labeling connected components: we only need to count the times that two branches of the same connected component undergo closure during the labeling. Thus, the performance of our algorithm is much better than that of the HCS E -related algorithm for the cases of either only calculating the Euler number or together with labeling connected components.
On the other hand, the HCS E algorithm can be extended easily to calculate various features of connected components and holes [38] . Our algorithm can also be extended to calculate features of connected components exactly in the same way as in the HCS E algorithm, but it is not easy to extend our algorithm to calculate features of holes. Therefore, in the cases where the features of holes are needed, the HCS E algorithm should be selected.
VI. CONCLUDING REMARKS
In this paper, we proposed a fast algorithm for performing connected component labeling and Euler number computing simultaneously. The advantages of our algorithm are: (1) its principle is simple; (2) it is easy to implement (less than 50 lines in the C language); (3) except for the Euler number, it can also calculate the connected component number and the hole number; (4) it is much more efficient than the conventional algorithms for various types of images; (5) it is suitable for hardware implementation (because it processes an image in a sequential order).
For future work, we plan to implement our algorithm in hardware [43] - [45] , to extend it to include three-dimensional images [20] , [46] , [47] , and to develop algorithms for parallel architectures [48] .
