Abstract-We investigate the use of optimization-based techniques to model and solve two real-world single robot task planning problems. In the first problem, a robot must plan a set of tasks, each with different temporal constraints. In the second problem, a socially interacting robot must plan a set of tasks while considering the schedules of multiple human users, as well as physical constraints including battery level. We apply existing mixed-integer programming and constraint programming techniques, yielding two exact methods for each problem. Numerical experiments show that both approaches produce better solutions in less time compared to techniques previously proposed for these problems. In order to confirm their physical utility, we implement the plans for the second problem in both simulated and real environments on Tangy, a socially interacting robot. We conclude that both mixed-integer programming and constraint programming are promising general approaches to robot task planning that should be considered when solving these problems.
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I. INTRODUCTION
A S autonomous robots take on everyday applications, the demand increases for efficient techniques for autonomous decision making. Automated reasoning for the planning and scheduling of tasks is a core component of intelligent behavior and, as such, is fundamental to the design of autonomous mobile robots [1] . The promise of societal and economic benefits from robot technology will be substantially muted if robots must be provided with an explicit plan of tasks they need to undertake.
Task planning and scheduling for mobile robotics has been studied in a variety of applications, including container transportation [2] , office assistance [3] , [4] , planetary rovers [5] , warehouse management [6] , hospital assistance [7] , and human care [7] - [10] . In Coltin et al. [4] , they study task planning for a mobile robot that receives task requests from users via an online web utility. Upon receiving a collection of task requests, the robot makes inferences about the relationship between task time windows and then generates a plan using a mixed-integer programming (MIP) solver. Mudrova and Hawes [10] address the same single-robot task allocation (SRTA) problem with a customized interval-algebra-based algorithm to make implied and heuristic sequencing decisions before assigning start-times via a MIP solver. In our previous work [11] , we used a forwardchaining temporal planner for a SRTA problem in a multi-user environment, where the socially interactive robot builds plans to facilitate a number of interaction activities while considering user timetables.
In this letter, we focus on the application of existing, generalpurpose scheduling technologies from the operations research (e.g., [12] , [13] ) and artificial intelligence (e.g., [14] , [15] ) literatures to robot task planning problems. Our hypothesis is that high-performance optimization techniques from these communities can be used to produce efficient, complete plans in run-times that are realistic for these applications. While generic optimization technologies, notably mixed-integer programming, have been applied to robotics applications [4] , [16] , [17] , they have not been exploited to their full potential for mobile robotics applications.
We consider two SRTA problems from the literature. In the first [4] , a robot must plan a set of tasks, each with different temporal constraints, with the goal of finding a feasible plan that minimizes the sum of task completion times. In the second problem [11] , a socially interacting robot must plan a set of tasks while considering multi-user timetables and physical constraints. The problem involves reasoning about which activities the robot should implement, as well as when these activities should occur, while taking into account the individual availabilities of users, robot battery level, energy consumption, and location transition times.
We investigate the modeling and solving of robot task planning problems with two existing optimization formalisms: mixed-integer programming and constraint programming. Our contributions center on the use of these optimization technologies to quickly find high-quality task plans. On the problems studied, we show our methods overall determine better solutions in shorter run-time than the approaches presented in previous works. For the second problem, we implement simulated and real-environment experiments on the mobile social robot Tangy, demonstrating that our techniques yield implementable, high-quality task plans for mobile robots in a human-robot interaction setting.
II. BACKGROUND
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See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. problems, they represent fundamentally different methodologies for dealing with the combinatorial explosion inherent in many scheduling problems. MIP and CP represent mature technologies that have benefited from many years of research, development, and application to N P-complete problems [12] , [18] .
A. Mixed-Integer Programming
Mixed-integer programming (MIP) is a mathematical optimization approach for problems modeled as a set of decision variables taking on either continuous or integer values (hence "mixed"), constrained by linear constraints and with the goal of optimizing a linear objective function. MIP has been used widely for optimization since the 1950s, including many scheduling problems [12] , [13] , [19] .
The standard solution approach for MIP is branch-andbound tree search [20] . The key to (often) avoiding the worstcase exponential search is the fact that ignoring the integrality requirement on the integer variables results in a polynomial solvable linear programming (LP) relaxation of the MIP. The LP is solved at each node in the branch-and-bound tree to provide a bound on the objective function and, once a feasible solution is found, the ability to prune sub-trees that are proved not to contain solutions better than the current best solution. The solution to the LP relaxation is also extensively used heuristically to drive the order in which sub-trees are explored.
Modern-day MIP solvers combine branch-and-bound search with techniques such as cutting planes [21] to solve large, complex problems. Along with a description of the historical development of MIP solving, Bixby [22] shows a machineindependent speed-up of over 400,000 times in commercial MIP solvers from the early 1990s to 2012.
B. Constraint Programming
Constraint programming (CP) is more general than MIP, allowing variable types beyond integer and continuous (e.g., interval [23] and set variables [24] ), and dropping the restriction of linearity in the constraints and objective function. Problem modeling focuses on combining global constraints [25] , encapsulations of frequently recurring combinatorial sub-structure. Developed primarily within the artificial intelligence community, CP has also been applied to a wide range of combinatorial optimization problems with scheduling being one of the most successful commercial areas [18] .
In contrast to MIP, CP reduces search effort through logical inference [26] . Each constraint has an inference algorithm that performs domain filtering: removing possible values from the domains of its variables by proving that a value cannot satisfy the constraint itself and, therefore, cannot participate in a global solution. Given that variables typically participate in multiple constraints, value removal by one constraint often triggers subsequent removals from the domains of other variables in neighboring constraints, resulting in the propagation of inferences through the problem representation. The overall solution process is again a tree search but at each node, each constraint performs inference, removing values that are no longer locally consistent. The results of the propagation are then used to inform heuristics which choose the order in which the search tree is explored.
CP solvers have seen significant advances in efficiency in recent decades, transitioning from logic programming into more optimization-based paradigms and becoming an alternative to MIP-based approaches [27] .
III. ROBOT TASK PLANNING PROBLEM #1
We consider a problem in which a robot must autonomously plan a set of tasks where each task has its own temporal constraints. We present a formal definition of the problem, propose two scheduling models, and compare these models to existing solution techniques. We identify situations where the existing techniques do not provide a plan due to their incompleteness.
A. Problem Definition
Given a set of tasks, j ∈ J, with time windows and sequencedependent setup times, the goal is to find a feasible plan, if one exists, over a planning horizon, H, such that the sum of completion times across all tasks is minimized.
Following standard scheduling terminology, this problem can be represented as 1|r j , d j , δ jk | C j , where 1 refers to the single robot resource, r j is the release time of task j, d j is the deadline time for task j, δ jk is the minimum "setup" time that must occur between pairs of tasks j, k, and C j is the sum of completion times objective function. The setup time between two tasks, j preceding k, represents robot travel time and is defined as the non-negative time that must elapse between the end of task j and the start of task k. This relation may be asymmetric such that δ jk = δ kj holds. We assume that setup times follow the triangle inequality, namely
A solution is a set of start times, s j , for each task j such that the start and end time, e j , adhere to its time window (i.e.,
, the setup time between each task pair is respected, and the sum of the completion times is minimized.
B. Proposed Scheduling Models
We propose two optimization models for solving this SRTA problem using MIP and CP, respectively.
1) MIP Model:
We propose a disjunctive MIP model as is common in the literature [21] . Eqs. (1) through (6) define the model. The objective function (1) represents the minimization
of the sum of completion times over all tasks. Constraint (2) defines the completion time of a task j ∈ J as the sum of the start time of the task, s j , and its processing time, p j . Constraints (3) and (4) represent disjunctive sequencing constraints for tasks that prevent them from overlapping: x jk is a binary decision variable that is assigned a value of 1 if task j precedes k and 0 otherwise. When x jk = 1, the second summand on the right hand side of (3) evaluates to 0, forcing the start time of task k to be greater than the completion time of j plus the setup time from j to k. Similar reasoning applies for (4) when x jk is assigned a value of 0. Thus, these two constraints enforce the disjunctive meaning of the x jk variables. Eqns (5) and (6) define the continuous positive and binary domains for s j and x jk , respectively.
2) CP Model: Expressions (7) through (10) define the CP model. Eq. (7) is the objective function and constraint (8) defines the completion time of each task. Constraint (9) is the global constraint that ensures that the tasks do not overlap. Constraint (10) defines the domain for the start time of the tasks. The CP model is very similar to the
MIP model and is implemented using interval variables [23] , decision variables whose possible values are convex intervals:
where f and g are the start and end values of the interval. We introduce an interval variable for each j ∈ J, where each of these is defined by r j , d j , and p j . We also utilize the NoOverlap global constraint in place of Constraints (3) and (4), where there are n tasks and Δ is a matrix of setup times, δ jk , between all pairs of tasks. This constraint performs efficient, incomplete domain filtering of the start-time variables by reasoning about the task time windows, processing times, and the relationship that no pair of tasks can overlap in time, including the setup times [15] .
C. Existing Techniques 1) Dynamic User Task Scheduling:
Coltin et al. [4] developed the dynamic user task scheduling (DUTS) technique using MIP. The approach introduces constraints (3') and (4') for all pairs of tasks that have overlapping time windows.
We label these constraints (3') and (4') as they appear to serve the same disjunctive reasoning as constraints (3) and (4) in our proposed model. The rest of the DUTS model is the same as the model proposed above. 1 As shown in the following simple example, constraints (3') and (4') do not guarantee completeness: DUTS will fail to find a feasible solution in some situations where a feasible solution exists. Consider an instance with two tasks, 1 and 2, with identical setups, processing times, and release and deadline times (e.g.,
Both tasks can be completed within their time windows with either ordering. However, when task 1 is scheduled to precede 2, the binary decision variable x 1,2 = 1, causing the constraints (3') and (4') to simplify to s 1 ≤ s 2 − 2 and s 1 ≥ s 2 − 1, which is infeasible. A similar infeasibility follows if we were to assign the opposite ordering.
The modeling of disjunctive constraints in MIP usually involves a large constant term (i.e., (H + δ jk ) in our model). It may be that this pattern is what is attempted in [4] , however, an insufficiently large constant term was chosen, cutting off some feasible solutions. Though such cases will not occur in all problem instances, DUTS is incomplete: it is not guaranteed to find a feasible solution, even if one exists.
2. Task Scheduling With Interval Algebra: Mudrova and Hawes [10] address the same problem with the task scheduling with interval algebra (TSIA) approach to heuristically order each task pair. First, an ordering is asserted for all pairs for which an ordering can be inferred based on reasoning about the pair of time windows and durations [29] . Second, if both orderings are possible, TSIA heuristically selects the one that either i) maximizes the time available for the tasks, or ii) locally minimizes the sum of completion times of those two tasks, depending on the relationship between the time windows of the two tasks. A complete pairwise ordering is, thus, imposed. A MIP solver, is then used to assign the start times of the tasks consistent with the ordering.
Note that as the pairwise task analysis results in a total ordering of the tasks, a MIP model is unnecessary. If a feasible start time assignment exists for a given total ordering, it is sufficient to sort the tasks according to the ordering and assign the start time of each task to the maximum of: i) its release time, and ii) the completion time plus setup time of the previous task in the ordering. This algorithm will minimize sum of completion times or show that no feasible assignment exists for a given total ordering.
However, the TSIA approach is also incomplete: it may produce pairwise orderings with no feasible start time assignment and so fail to find a feasible solution when one exists. Consider the problem instance with three tasks with identical processing times (e.g., p 1 = p 2 = p 3 = 1) and setup times (δ jk = δ kj = 1, ∀j, k ∈ {1, 2, 3}) and with time windows [2, 4] , [0, 5] , and [1, 6] for tasks 1, 2, and 3, respectively.
There exists a feasible solution: 2 → 1 → 3. However, TSIA heuristically produces the following pairwise orderings: {2 → 3, 2 → 1, 3 → 1} which result in an infeasible plan: task 1 can start no earlier than time 4 but its time window constrains it to finish by time 4. We note that TSIA is proposed as a heuristic approach and is not guaranteed to find a globally optimal solution. For large problems, heuristics may be preferred because global optimality may be unreachable in a reasonable time. Therefore, in our simulation experiments (Section V below), we evaluate the solution-quality vs. run-time trade-off of the different solution approaches.
IV. ROBOT TASK PLANNING PROBLEM #2
In this section we define the second robot task planning problem, propose MIP and CP models, and review the previous solution method [11] .
A. Problem Definition
The objective of the Tangy robot is to plan and execute a set of recreational activities throughout the day while considering multiple user timetables [11] . Given a planning horizon of 8am to 7pm, a daily plan is to be generated for a single robot consisting of the tasks the robot will facilitate (bingo games and reminders) each with associated participants, location, start time, processing time, and end time. Each user has a timetable identifying the times in which he/she is available for robot-facilitated activities including three mandatory breaks (mealtimes) from 8am-9am, 12pm-1pm, and 5pm-6pm. There are also two or three other one-hour unavailable intervals for each user with varying times depending on user and problem instance. Each user has his/her own personal room where, it is assumed, he/she will be whenever available.
A set of required bingo games with specified participants are defined. The robot assists players during bingo by repeating missed numbers and reviewing player cards. The robot must also perform reminder tasks by navigating to each participant's room and communicating the reminder. In addition to bingo game and reminder tasks, the robot must execute a move task to navigate in the facility. We assume that the travel times between any pair of relevant points are known.
The instantaneous battery level of the robot is available and the problem instance defines maximum and minimum allowable battery levels. Each task type (bingo, reminder, move) has its own rate of energy consumption. If the battery level gets too low, the robot can perform a recharging task by navigating to the location of the recharging station. There is one recharging station, with a specified location. The robot recharge tasks can be either absent or present: they are optional tasks. We use a calculated upper bound for each instance to determine how many optional recharge tasks to include in the models.
Given the user timetables, bingo games, and parameter values, the planning problem is to determine the start times for each bingo game together with the robot tasks so that it can feasibly conduct each bingo game with the specified users while maintaining sufficient battery level and while also delivering a reminder to each user before his/her bingo game. These actions include the need for travel between locations within the facility.
B. Proposed Scheduling Models
We model the Tangy mobile robot task planning problem with MIP and CP technologies and solve these models to produce feasible plans. We formulate each model to minimize a generic objective, where each task in the final plan is defined by a type, location, start time, duration and end time.
2) MIP Model: Expressions (11) through (32) define the MIP model. Decision variable w j has a value of 1 if task j is scheduled, and a value of 0 otherwise. Decision variable z jk has a value of 1 if task j occurs immediately before task k and 0 otherwise. Decision variable y jt has a value of 1 if task j is scheduled at time t and a value of 0 otherwise. We use y jt to relate scheduled tasks with user timetables, calendar u . We then introduce decision variables j and E j which represent the energy consumption of task j, and the energy level of the robot after completing task j respectively. Finally, we use decision variable D j to represent the duration of task j. D j = p j for tasks with fixed duration (i.e., excepting recharging tasks).
Expression (11) represents a generic objective function. Constraint (12) sets the decision variable w j for all tasks, except recharge tasks, to be equal to 1, indicating that these tasks are required. Constraint (13) forces recharging tasks to be used in lexicographic order, breaking some of the symmetry in the model. Constraints (14) and (15) ensure that the start times of the tasks adhere to the user and task schedules where T represents all time points t in 0 ≤ t ≤ H and T j represents the time points during which task j can be scheduled to start. Constraint (16) sets the duration of fixed-length tasks (bingo games and reminders) to be equal to their defined processing time. Constraint (17) ensures that bingo tasks start after the corresponding reminders are executed, and (18) enforces a sequential relationship between a pair of tasks j, k where k immediately follows j. Constraints (19) and (20) ensure that the sequencing variable z jk across all pairs of tasks is constrained properly to w j . Constraint (21) links y jt to s j . Constraint (22) constrains the energy level of the robot at the end of task k to depend on its own energy consumption, as well as the energy consumption (and travel) of the task before it, j. Constraints (23) through (25) 
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CP Model:
The CP model is defined by Eqns. (33) to (47). The parameters used are the same as for the MIP model, presented above. The model uses optional interval variables [23] , defined similarly to those used in Problem #1: {⊥} ∪ {[f, g)|f, g ∈ Z, f ≤ g}, with the addition of ⊥, a special value that indicates that the variable is not present in the solution. We introduce an optional interval variable a j for each task j ∈ A, where each of these is defined by a start time, end time, and processing time.
The cumulative function, e_level, represents the battery level of the robot over time. The variables j represent the energy consumption of task j, and θ j represents the total energy consumption of task j including robot travel to its location. Eq. (33) represents the generic objective function for the minimization problem. Constraint (34) is the NoOverlap global constraint, as defined previously, where there are n internal variables and Δ is the matrix of transition times, δ jk , between all pairs of these variables. In constraint (35) we make use of the F orbidExtent global constraint to ensure that none of the tasks for a user conflict with the timetable of that user. F orbidExtent(a j , F ) prevents an interval variable a j from overlapping a time point t where F (t), an integer step function, is equal to 0 [23] . In our case, individual user calendars, calendar u , detail the t values for which F (t) = 0.
In constraint (36) we constrain the start of a bingo game to be after the end of the reminders associated with that bingo game. Constraint (37) sets the length of all interval variables (not including recharging tasks) to be equal to the processing time of the associated task. Constraint (38) sets the domain for the length of the charging tasks to be between zero and an upper bound defined as maximum battery capacity divided by the recharge rate of the robot. Constraint (39) ensures that each recharging task is used in the proper order.
Constraints (40) through (42) set the energy consumption of task j to be proportional to its duration and consumption parameter. We note that a recharging task has a negative energy consumption. Expression (43) constrains θ j to be equivalent to the base energy consumption of the task, j , plus additional energy consumption for robot travel to the location of task j from the preceding task. To accomplish this, we use the function preLoc(a j ) that returns the location of the task directly before a j in the solution sequence. Constraint (44) represents a step function constraint on the robot energy level to adjust the robot energy level as each task is completed. The StepAtStart is a cumulative function expression, representing the individual contribution of an interval variable to a cumulative value [23] . In our model, each time an interval variable a j is executed, it has an instantaneous impact of energy decrease, θ j , on the cumulative value, e_level, at its start time.
Expression (45) constrains the start time of all interval tasks to be within the allotted time horizon and Expression (46) uses P resenceOf to establish recharging tasks as optional. P resenceOf (a j ) represents whether an interval variable a j is present in the solution, and thus, whether the constraints should apply to it [23] . If it is decided that P resenceOf (a j ) = 0, then the task is not present, and thus, not constrained or constraining. Eq. (47) sets bounds for the energy level to be between the maximum and minimum battery levels.
Recall that each of these global constraints represents a relationship amongst a set of variables and encapsulates an inference algorithm that, during search, remove values from the variable domains when it can be inferred that the value no longer satisfies the global constraint.
C. Existing Techniques
In our previous work [11] , we used the Planning Domain Definition Language (PDDL), the standard problem definition language in AI planning [30] , to define the domain and problem instances. Space limitations prevent a full presentation of the PDDL model here (see Louie et al. [11] ). We used OPTIC [31] , a forward-chaining partial order temporal planner, to generate a feasible plan. OPTIC was tested on five scenarios that varied in the number of users and bingo activity requests.
V. IMPLEMENTATION
In this section we present simulation results for both task planning problems. We define algorithm performance based on computational run-time and solution quality, quantified by the optimality gap of the produced plan. Given the need for a robot to plan in a real environment, the time taken to solve a problem is particularly important. It is often the case that quickly-found, high-quality solutions are more valuable than optimal solutions found more slowly. Therefore, one of our primary interests is in the evaluation of the trade-off between solution quality and algorithm run-time.
All methods are implemented in C++ on a hexacore machine with a Xeon processor and 12GB of RAM running Linux. We use the IBM ILOG CPLEX 12.6.2 Optimization Studio singlethreaded for all simulations. The CPLEX Optimization Studio includes multiple solvers. In particular, our MIP models are solved with the CPLEX MIP solver while the CP models are solved with CPLEX CP Optimizer, a wholly different solver.
Problem #1 is simulated using a random instance generation method developed in C++, similar to that described by Mudrova and Hawes [10] . Problem #2 is simulated using the scenarios of Louie et al. [11] . We produce plans with our methods and then implement them in an example retirement home facility with ROS Visualization [32] . As a proof of concept, we also implement the task plan resulting from the CP model for Scenario 1 on the mobile robot Tangy, using OpenSlam's (openslam.org) GMapping to create our environment map via simultaneous localization and mapping (SLAM). Table I shows the mean relative error (MRE) of the best solution found by the given technique at the run-time corresponding to the column. For example, the performance of CP for P 40, the set of five problem instances with 40 tasks, at the run-time 0.01 seconds is calculated as follows:
A. Robot Task Planning Problem #1 -Simulation Results
where F ⊆ P 40 is the set of instances in P 40 with feasible solutions at 0.01 seconds using CP, c(CP, p, 0.01) is the best solution found by CP in problem instance p at 0.01 seconds, and c * (p) is the optimal solution, if known, or the best known lower bound for instance p found by running MIP with an 18,000 second time-out. A value of '-' indicates that the technique failed to find a feasible plan for all five instances at that runtime. MRE values with a ' †' are calculated from the subset of instances for which the method found a feasible plan at the corresponding run-time. The '# Inf.' column represents the number of instances for which no feasible plan was found after 100 seconds of run-time for a technique. Bolded values indicate the technique found the most feasible plans at the corresponding run-time with ties decided by the lowest MRE.
Overall, the results indicate that CP very quickly finds high quality solutions without sacrificing completeness. CP outperforms all approaches at each run-time, except P160 at 0.01 seconds where TSIA is able to find a solution for a single instance. Due to its heuristic ordering, TSIA cannot improve upon initial feasible solutions, nor does it find any solutions for the largest problems and a portion of medium-sized problems. The DUTS method, as a MIP model very similar to our own proposed technique, is overall slightly outperformed by our MIP model for these instances.
B. Robot Task Planning Problem #2 -Simulation Results
Following Louie et al., we evaluate the performance of our models on our second task planning problem as a feasibility problem (i.e., no objective function) in a realistic environment. The problem differs from that solved by Louie et al. as we revised the parameter values to provide better estimates for battery capacities, consumption rates and robot location transition times. We use run-time as our performance metric and enforce a 10-minute time limit on all experiments.
In Table II , the CP and MIP models produce feasible plans much faster than OPTIC. CP is able to generate feasible plans three orders of magnitude faster than OPTIC and roughly two orders of magnitude faster than MIP. The use of a feasibility problem favours OPTIC over the optimization techniques given the relative focus on optimization versus feasibility in the respective literatures. Our experiments with various objective functions (not shown) indicate that OPTIC cannot typically improve its initial feasible solution while both CP and MIP are able to find improving solutions.
Due to the extended nature of these full-day task planning problems, we use ROS Visualizer to conduct experiments on Scenarios 1-5 to ensure the plans being generated are implementable based on robot and user constraints. These experiments involve simulating the robot and the users within an example retirement home facility layout as seen in Figure 1 . We ran the simulation on all scenarios with the plans produced by the CP technique.
The top of Figure 1 illustrates the layout of the facility, the users (red) and the robot (green). This image, captured during simulation, depicts a bingo game reminder in a user's personal room. The lower portion of the figure represents the robot and user timetables and identifies the plan progress as it is executed. Table III presents the results of our implementation of the CP-produced plans within the simulated environment; we experiment with all five scenarios. After some small adjustments to account for user movement within the environment, we achieved nearly a 100% success rate on the proper command/activity from the robot for reminder, bingo game and recharge activities. The success rate is defined as the number of correct activity actions implemented by the robot over the total commands received by the robot from the planner. Two reminder tasks failed to execute properly due to an insufficient transition time allotted for the robot to arrive at its planned reminder location.
As a proof of concept, we conducted a real environment test with the social robot Tangy. We successfully implemented Scenario 1 using a plan produced by CP. The real environment test consisted of robot navigation, four bingo reminders and a bingo game activity. In Figure 2 we can see the social robot Tangy involved in a user reminder and autonomously navigating out of their personal room. These experiments, both simulated and real-world, are significant as they verify the utility and feasibility of our task planning methods in realistic environments, while considering real implementation situations.
VI. CONCLUSION
We investigated modeling and solving two mobile robot task planning problems with existing optimization formalisms: mixed-integer programming (MIP) and constraint programming (CP). The first problem requires a robot to plan a set of tasks, each with different temporal constraints. The second problem requires a robot to plan tasks while considering physical limitations, including battery level, as well as the timetables of multiple human users.
We compare the performance of these scheduling techniques to those in the literature. Constraint programming provides the best results by a substantial margin, indicating that the inference-based search of CP is superior to the relaxation-based MIP techniques for the problems studied. This will not always be the case; determining problem characteristics that favor one approach over the other is an active pursuit in the optimization literature (e.g., [33] ). We also implemented the plans for the second problem in simulated and real environments on the social robot Tangy.
We believe that optimization-based techniques are a promising technology for mobile robot task planning problems. The flexibility of the "model-and-solve" paradigm eliminates the need for algorithmic development while exploiting the ongoing advances in these technologies. A primary direction for our future work is to understand the scale and complexity of robot task planning problems that these approaches can solve "off-the-shelf", without sophisticated techniques such as problem-specific decompositions (e.g., [16] , [34] ).
