Herein, the authors examine the presence of internal resonance in aeroelastic structures, and illustrate the pathologies that internal resonance may have on these systems. These studies consider an aeroelastic model which possesses nonlinear aerodynamic loads such as those that arise from aerodynamic stall. Analyses of the equations of motion representing a physical aeroelastic structure are presented. The aerodynamics are in quasi-steady form and implement stall effects which introduce strong cubic nonlinearities into the equations of motion. These nonlinearities lead to a 3:1 internal resonance. = natural frequency of plunge degree-offreedom for coupled system ω α = natural frequency of pitch degree-offreedom for coupled system ω ηy = natural frequency of η y degree-of-freedom for transformed system ω ηα = natural frequency of η α degree-of-freedom for transformed system
= natural frequency of plunge degree-offreedom for coupled system ω α = natural frequency of pitch degree-offreedom for coupled system ω ηy = natural frequency of η y degree-of-freedom for transformed system ω ηα = natural frequency of η α degree-of-freedom for transformed system Introduction Aeroelasticity is the study of the interaction of aerodynamic, structural and inertial forces on a structure. Typically, linear approximations of the governing equations of structural dynamics and aerodynamics are used to examine the aeroelastic behavior. Yet, nonlinear effects are shown to be important considerations in representing aeroelastic systems 1 .
Analytical studies of systems with structural nonlinearities --such as those found with high aspect ratio wings or helicopter rotor systems --have been addressed by many researchers [2] [3] [4] [5] [6] [7] [8] . Hauenstein et al. 2 conducted experiments and analyses on systems with piecewise and freeplay nonlinearities to examine chaos in aeroelastic systems. Chaotic response was predicted by Price, Alighanbari and Lee 3, 4 and Zhao and Yang 5 for continuous hardening stiffness in incompressible flow. They determined that chaos occurred for certain elastic axis positions when the velocity was greater than the linear flutter speed.
Tang and Dowell 9, 10 have reported experimental studies of systems with continuous nonlinear stiffness behavior.
The experimental and analytical efforts of O'Neil et al. 11, 12 used a model with continuous nonlinear structural stiffness effects, and these efforts represented a progression of the recent experimental research in piecewise linear models. The effect of nonlinear stiffness was investigated, and the results examined the presence of limit cycle oscillations (LCOs) in aeroelastic systems. The theoretical model used in O'Neil's research is a basis for the equations of motion presented herein.
The results obtained from an aeroelastic experiment conducted by Cole 13 are a motivation for the research presented herein. Cole obtained flutter predictions using computational methods based on linear theory; however, an unexpected response occurred during wind tunnel tests conducted to identify the aeroelastic stability of a new wing configuration. The dynamic pressures measured for aeroelastic flutter were much lower than linear analysis had predicted. The natural frequency of the second bending mode of the wind tunnel model was slightly more than twice the natural frequency of the first torsional mode.
However, the aeroelastic frequencies depend on the aerodynamic loads and, as a consequence, the system's frequencies are tuned as the freestream velocity changes. In Cole's experiments, a 2:1 internal resonance may have been reached as the frequencies passed through a 2:1 ratio of the aeroelastic frequencies. As will be discussed, the integer relationship is a necessary, but not sufficient, condition for internal resonance.
In an attempt to explain Cole's results, Oh, Nayfeh, and Mook 14 developed an experiment to examine the structural dynamic behavior of Cole's configuration in the absence of aerodynamic loads. Although the structure was excited by a shaker rather than by aerodynamic forces as in Cole's experiments, they showed that an antisymmetric vibration mode of a cantilever plate could be excited by a 2:1 internal resonance, and would give the signature of an instability.
Nayfeh and Balachandran 15, 16 pointed out that physical systems are inherently nonlinear, and that these nonlinearities lead to phenomena not described by linear representations. For example, multivalued amplitudes that lead to jump phenomena, limit cycles, modal interactions, and various types of resonances (internal and super/subharmonic) may result.
Sources of 3 American Institute of Aeronautics and Astronautics nonlinearities include inertial (due to the location of concentrated or distributed masses), aerodynamic (due to unsteady sources, stall, or large oscillations leading to flow separation), and structural (as a result of damping mechanisms, large deflections, or partial loss of structural or control integrity). Herein, we will focus on nonlinearities that result from aerodynamic stall.
Internal resonances (IR) 17 occur as a result of nonlinearities that couple modes of motion (not apparent in the linearized model) that lead to an exchange of energy between the modes of the system as the natural frequencies become integer multiples ("commensurable"). IR is characterized by periodic amplitude modulation, and the amount of energy that is exchanged depends on the type of nonlinearity and the relationship of the linear natural frequencies. Bajaj et al. 20 emphasized the importance of IR because it provides a means for the modes of the system to interact in a sufficiently strong manner, thereby influencing the overall response of the system.
Nayfeh and Balachandran
16 examined several studies of IR. Although an integer natural frequency ratio does not guarantee IR, it does form a necessary condition. Parametric excitation of a twodegree-of-freedom system with quadratic nonlinearities in the presence of IR was studied by Nayfeh 18 . When the higher mode was excited by a principle parametric resonance, the amplitude, regardless of the excitation, was constant. The IR excited the lower mode. As the amplitude of the excitation increased, the amplitude of the lower mode increased.
Hopf and Poincare-type bifurcations that led to amplitude and phase modulated motions were exhibited.
An analysis of strongly nonlinear autonomous vibrating systems with many degrees-offreedom in which IR may occur was addressed by Cheung and Xu 19 . An averaging method using generalized harmonic functions was implemented to obtain an approximate solution to the equations. The equations described coupled generalized van der Pol nonlinear oscillators. The approximate solutions were compared to the results of the numerical integration obtained from a fourth-order RungeKutta method. The approximation obtained with the method of averaging proved to be valid in the comparison with the numerical integration results.
Bajaj et al. 20 analyzed several two-degreeof-freedom systems with cubic nonlinearities subjected to external harmonic excitation. To obtain a first-order approximation to the solution of the equations of motion, the method of averaging was used. The resulting nonlinear modal amplitudes from the approximation were compared with the time response of the original equations obtained by direct time integration. The comparison showed that the averaged equations may possess limit cycles which suggest the existence of an integral manifold in the response of the original two-degree-offreedom system. The associated limit cycle solutions were difficult to obtain, except for the case with the Hopf bifurcation which was associated with a steady state solution. In addition, the solutions showed that in the presence of an external excitation, the IR gave rise to coupling between the modes, leading to nonlinear periodic, almost periodic, and chaotic amplitude modulated motions.
Many authors have outlined a methodology to analyze IR, however two specific examples worth noting are from Tuer, Duquette and Golnaraghi 21 and Nayfeh and Mook 17 . In the first example, Tuer et al. applied an IR control technique to suppress the vibrations of a flexible cantilevered beam. The twodegree-of-freedom system consisted of a controller that introduced quadratic nonlinearities into the otherwise linear system. The original equations of motion were coupled through the inertia matrix and the nonlinearities. The equations of motion were written in a form that explicitly separated the linear and nonlinear portions, and included the damping (although linear) with the nonlinear terms. Then the equations were decoupled using a similarity transformation, and the method of multiple scales was applied. In using this perturbation technique, the overall system was considered dominantly linear with a nonlinear expression superimposed. They showed that the approach provided conclusive results even for large values of the scaling factor used to perturb the nonlinear and damping terms. The system of equations studied by Tuer et al. were similar to the aeroelastic model investigated herein because the original equations were coupled through the mass matrix and, after the transformation, the equations were coupled only through the damping and nonlinear terms. The nonlinearities of the aeroelastic system addressed herein are different than Tuer's example because they are cubic and result from the aerodynamics.
The second example that illustrated IR was Nayfeh and Mook's 17 investigation of the free oscillations for a system having cubic nonlinearities. Similar to Tuer et al. , they perturbed the damping terms to balance the effect of the nonlinearity; American Institute of Aeronautics and Astronautics consequently, both the nonlinear and damping terms appeared in the same perturbation equation. This system was simpler than the case studied by Tuer because the linear terms were uncoupled initially. As a result, a similarity transformation was not necessary. However, the cubic nonlinearities were more complicated than Tuer's example. Just as Tuer, the method of multiple scales was applied to the equations and the solvability conditions were used to find the nonlinear modal amplitudes. Both examples illustrated that during the resonance, the nonlinear modal amplitudes exchanged energy back and forth over time, even in the presence of damping.
THEORY
The equations of motion for this model (Figures 1 and 2) were developed by O'Neil 12 as : 
where the summations represent structural nonlinearities. In O'Neil, L(t) and M(t) were represented by unsteady aerodynamics based on Theodorsen's theory, a continuous nonlinear stiffness was implemented, and the damping was treated as a combination of coulomb and viscous types. For the current analysis, the stiffness is constant. Typically, flutter analysis requires a comprehensive unsteady aerodynamic model. However, for low reduced frequencies, such as those considered by these and related studies 22, 23 , the unsteady aerodynamics are approximated by a quasisteady form of the aerodynamic equations 24 . Thus,
where
in which α eff is the effective angle of attack.
Furthermore, a stall model is introduced to represent nonlinear aerodynamic loads. The stall model is developed from wind tunnel measurements 25 of the NACA 0012. A cubic approximation for the lift coefficient of the form
is used in which c 3 is a nonlinear parameter associated with the stall. Combining the aerodynamic model with the equations of motion yields Nonlinear analyses leads to some rather unwieldy equations (the reader is referred to Gilliatt 26 ), thus, to facilitate examination of the possible existence of internal resonance, the aeroelastic axis and the center of mass are collocated at a = 0.5 (the three-quarter chord). The resulting equations are The procedure for analyzing internal resonance outlined by Tuer et al. 21 and Nayfeh and Mook 17 is implemented. The linear and nonlinear terms are separated, with the nonlinear and damping terms placed on the right hand side, thus 
Hence, 6 American Institute of Aeronautics and Astronautics ( ) Equation (15) is scaled using the method of multiple scales. A new independent variable T n is introduced and the derivatives with respect to time, t, become expansions in terms of partial derivatives with respect to T n such that ( ) Equations (24) and (25) are substituted into the right hand side of Eqs. (22) and (23) . The resulting equations are too large to present herein but are fully developed in Gilliatt 26 . To reveal the importance of these developments, C 1 and C 2 are assumed to be constant for the moment, thus Unfortunately, C 1 and C 2 are not constants, but rather they are functions of T 2 . To determine C 1 7 American Institute of Aeronautics and Astronautics (T 2 ) and C 2 (T 2 ), a resonant case is specified and the terms which make the expansions in Eqs. (18) and (19) nonperiodic and / or nonconvergent are eliminated. The zeroth-order system is often homogeneous and the higher-order systems are inhomogeneous which may lead to secular terms. These inhomogeneous systems may not have a solution unless solvability conditions are satisfied. To solve for the particular solution, the expressions which produce secular and small-divisor terms are eliminated.
Resonant Case II
Gilliatt 24 examines several cases in detail. Herein, we consider the case where Consequently, the equations are separated into real and imaginary parts. From the real portion we obtain, 0 sin + ' ) ( 
RESULTS
The implementation of a quasi-steady aerodynamic stall model rather than a continuous nonlinearity has introduced a sensitivity to initial conditions which O'Neil et al. 11, 12 did not observe. In order to reduce the difficulties associated with this sensitivity, a parametric excitation (a continuous, time-dependent excitation) is included. Results are shown for a parametric excitation applied to one degree-of-freedom.
An important part of investigating internal resonance in a system with cubic nonlinearities is the interactions that occur between the modes when the linear natural frequencies pass through a ratio of either 3ω α : ω y or ω α : 3ω y . With the parameters defined by the physical system of O'Neil, a ω α : 3ω y ratio of the frequencies is possible. System parameters are modified to allow a 3ω α : ω y ratio of aeroelastic frequencies.
For this analysis, two configurations are investigated in which the stiffness and system mass are modified to achieve ratios of 3:1, 2:1, and 1:1 (for ω α : ω y ) as the freestream velocity increases. For both configurations, the elastic axis location is a = -0.66 and m T is 10 kg. A harmonic excitation is given in the plunge degree-of-freedom. A harmonic excitation in the pitch degree-of-freedom was also examined, and the trends provide redundant information.
The aeroelastic frequencies are found such that, as the freestream velocity increases, the frequencies pass through the ratios of 3:1, 2:1, and 1:1. Since the nonlinearities in the equations of motion are cubic, we expect an internal resonance, if it exists, to occur around a 3:1 ratio of aeroelastic frequencies. A range of harmonic forcings are applied. By forcing the system in one degree-offreedom, we wish to excite the second degree-offreedom, via internal resonance, through the cubic nonlinearities. Transient conditions due to the initial conditions are eliminated and the effect of internal resonance should appear as an increase in amplitude of the LCOs. These cases show that a response detected in the nonlinear solution does not appear in the linear results. The data shows oscillations that quickly increase without bound.
Initially, it appears that internal resonance may be the cause of the growing oscillations since this occurs at ratios of approximately 3:1. However, it is important to note that at zero freestream velocity, the natural frequencies are near a 3:1 ratio and the change in the aeroelastic frequencies is small for low freestream velocities. Thus, it is possible that the response is the classic case of forced resonance for linear systems.
To examine this possibility, a second case is examined. For this configuration, stiffness characteristics are selected to permit the ratio of the frequencies greater than 4:1 at zero velocity. Consequently, the ω α frequency is more sensitive to the freestream velocity and the 3:1 ratio occurs at a higher freestream velocity. Figure 3 shows that a 3:1 ratio occurs at U ≈ 11.5 m/s where ω y ≈ 24.3 rad/s and ω α ≈ 8 rad/s. Since the important portion of the analysis is at the lower velocities, U < 14 m/s is examined. The results in Figure 4 show that LCO amplitudes become extremely large. As the system is forced at the higher frequency, the response reaches infinity for low velocities. Yet, at the ratio of 3:1, the amplitude of the LCOs is not growing. If internal resonance is present, an increase in LCO amplitude would be expected. Thus, we surmise that the unbounded growth in oscillations is indeed a result of forced resonance due to an excitation at the natural frequency. 9 American Institute of Aeronautics and Astronautics In the analytical investigation, we explore the effects of changing parameters such as the stiffness, mass, and elastic axis location. The experimental approach ( Figure 2 ) described by O'Neil permits tests at the same conditions. Although the equations of motion contain strong nonlinearities, the response is highly sensitive to system parameters. It is expected that the presence of internal resonance is dependent upon the system parameters. Thus, we further simplify the model to eliminate some of the nonlinearities and yet, we still retain the aerodynamic nonlinearity. To this end, we collocate the elastic axis and the center of mass at a = 0.5. Several nonlinear terms are eliminated and the mass matrix becomes diagonalized. The cases provided by Nayfeh and Mook 17 and Tuer et al. 21 study internal resonance for cases in which the mass and stiffness matrices are diagonalized.
The parameters chosen for these simulations allow for ω ηy to pass through 3ω ηα , 2ω ηα and 1ω ηα as shown in The governing equations are integrated using a fourth-order Runge-Kutta scheme. As the freestream velocity increases, the η α response remains in a LCO approximately equal to the initial condition. Internal resonance is found in the η y response presented in Figure 6 . For the flow velocity at which the aeroelastic frequencies are at a ratio of 3:1, the root mean square (RMS) amplitude of the higher mode grows to at least an order of magnitude higher than velocities not near this ratio. In addition, near the coalescence of the aeroelastic frequencies, the response approaches infinity as expected for classical flutter. The time responses at U = 11 and 13 m/s ( Figure 7) show a comparison of the amplitude near the 3:1 ratio and at a nonresonant ratio. The η y response is modulating, but the η α response (not shown) remains in a limit cycle for both ratios.
When the linear equations are examined, the η y response near the 3:1 ratio is not effected. The oscillations in both degrees-of-freedom damp out and the η y amplitude is negligible. In addition, the linearized equations show that the RMS amplitude approaches infinity only as the flutter velocity is reached. The results confirm that the growth in RMS amplitude is a result of the nonlinearities having an effect on the system when the aeroelastic frequencies are in a ratio of 3:1. The results are transformed back into the physical coordinates using the modal transformation Eq. (13) 
CONCLUSIONS
The authors examine internal resonances in aeroelastic systems. Several cases are reviewed. In one case, a parametric response is applied to one degree-of-freedom for two configurations. The parameters for both configurations are chosen such that the integer frequency ratios of 3:1, 2:1, and 1:1 are achieved as the freestream velocity is increased. In the first configuration, it appears that internal resonance is occurring since the response grows unbounded near 3:1 rather than remaining in a limit cycle oscillation as it does at velocities away from 3:1. However, the second configuration reveals that a primary resonance is excited rather than an internal resonance. As the aeroelastic frequencies pass through 3:1, the limit cycle amplitude is decreasing from the excitation of the primary resonance. In addition, if the forcing frequency is equal to the lower of the two aeroelastic frequencies, internal resonance does not appear to occur .
By collocating the elastic axis and the center of mass of the wing at the three-quarter chord, the number of nonlinearities is significantly reduced and facilitates analysis of internal resonance in this system. The equations are transformed into a nonphysical coordinate system that uncouples both the mass and stiffness matrices. An initial condition is given to the lower mode, and no parametric excitation is applied. The lower mode response is a constant amplitude oscillation approximately equal to the initial condition. The higher mode response is a modulating oscillation. When the aeroelastic frequency ratio of 3:1 occurs as a consequence of the aerodynamic effects, the RMS of the modulations reaches a maximum. The RMS diminishes as the velocity is further increased. As expected, when the linear flutter velocity is reached, the RMS amplitude reaches its highest value. Although a modulation in both degrees-of-freedom is not evident, the response (relationship) that occurs is an indication of internal resonance.
The method of multiple scales is applied to the equations in which the damping and nonlinear terms have been perturbed, and the resulting solvability conditions are solved for the modal amplitude equations for both the 3:1 and 1:3 cases. The simulations reveal responses similar to observations by Nayfeh and Mook 17 for systems that contained cubic nonlinearities.
However, the sensitivity to parameters significantly effects the type of response. The choice of parameters may not provide a maximum exchange of energy between the two modes; yet a case is examined in which internal resonance occurs. It is expected that the responses differ widely depending on the choice of system parameters.
Although it has been understood for some time that a rich collection of nonlinear response regimes may be observed in the study of aerodynamic flutter, a quantitative study of the governing equations introduces new challenges. The complicated nature of the nonlinearities, the sensitivity to system parameters, and the inclusion of aerodynamics make this a difficult and unique study. However, the presence of internal resonance in this system suggests a significant number of interesting pathologies for future investigations of aeroelastic systems.
