form a weak * -complete system in Y . The spectral synthesis of a subspace of Y that is closed and invariant with respect to M * z (or, simply, z * -invariant) is the process of reconstructing it, starting with these root vectors. If J ⊂ Y is a finite-dimensional z * -invariant subspace, then the classical Kronecker theorem states that J is the linear span of the root vectors k (n) λ contained in J . For z-invariant subspaces in X, this means that if I ⊂ X is a z-invariant subspace of finite codimension, then there exists a function v : D → Z + (a divisor of I ) such that v(λ) = 0 only for finitely many λ ∈ D, and
This observation gives rise to the classical notions of a zero-based (or divisorial) z-invariant subspace and a synthesizable z * -invariant subspace. For any function v : D → Z + (a divisor function), the z-invariant subspace I v generated by v is defined as in formula (1) . For any z-invariant subspace I ⊂ X, the divisor v I of I is defined as v I (λ) := max n ∈ N : ∀f ∈ I, ∀k = 0, 1, . . . , n − 1, f (k) (λ) = 0 .
(We agree that the maximum of the empty set is zero.) Here N stands for the set of positive integers. A z-invariant subspace I ⊂ X is said to be zero-based if I = I v I . In this case, if v I (λ) = 0 only for finitely many λ ∈ D, then I is said to be finitely zero-based.
A z * -invariant subspace J ⊂ Y is said to be synthesizable in some topology if
where the symbol denotes the closure of the linear span. It is easy to check that a z-invariant subspace I ⊂ X is zero-based if and only if its annihilator I ⊥ ⊂ Y is synthesizable in the weak * topology of Y .
It is well known that there exist z-invariant subspaces that are not zero-based (and, consequently, nonsynthesizable z * -invariant subspaces). The classical example is given by the subspace H p in the Hardy space H p , where is an inner function with nontrivial singular part. This means that the procedure of forming the closure of the linear span of root vectors is too rigid to yield all z * -invariant subspaces, so that one needs another, more flexible, procedure of their reconstruction by root vectors; possibly, this procedure could be applicable to all z * -invariant subspaces.
Such a procedure, called approximate spectral synthesis, was suggested by Nikolskii in 1978 [21] . His idea was to use not only the operation of closure of the linear span but also the passage to the limit in order to obtain an arbitrary z * -invariant subspace. To describe this procedure in more precise terms, we recall the notion of the lower limit of a sequence of subspaces in a Banach space. If (E n ) n≥1 is a sequence of subspaces in a Banach space X, then the lower limit E of this sequence is defined as E = lim n→∞ E n := x ∈ X : ∃x n ∈ E n : x = lim n→∞ x n = x ∈ X : lim n→∞ dist(x, E n ) = 0 .
It is easy to verify that the lower limit of an arbitrary sequence of subspaces is always closed, and if each E n is invariant with respect to a certain bounded linear operator T ∈ L(X), then E is also T -invariant.
The following definitions describe different versions of approximate spectral synthesis, that is, synthesis via forming linear spans and passing to the lower limit.
Definition 1.
A z * -invariant subspace J ⊂ Y is said to admit weak approximate spectral synthesis if there exists a sequence J n of z * -invariant subspaces such that dim J n < +∞ and J = lim n→∞ J n .
Definition 2.
A z-invariant subspace I ⊂ X is said to admit weak approximate spectral cosynthesis if there exists a sequence (I n ) n≥1 of z-invariant subspaces such that dim(X/I n ) < +∞ and I = lim n→∞ I n .
Definition 3.
A z * -invariant subspace J ⊂ Y is said to admit strong approximate spectral synthesis if there exists a sequence (J n ) n≥1 of z * -invariant subspaces such that dim J n < ∞, J = lim n→∞ J n , and J ⊥ = lim n→∞ (J n ) ⊥ .
Definition 4.
A z-invariant subspace I ⊂ X is said to admit strong approximate spectral cosynthesis if there exists a sequence I n of z-invariant subspaces such that dim(X/I n ) < +∞, I = lim n→∞ I n , and I ⊥ = lim n→∞ I ⊥ n . Here E ⊥ denotes the preannihilator of a subspace E ⊂ Y in the space X. Obviously, if J ⊂ Y is weak * -closed, then J admits strong approximate spectral synthesis if and only if I = J ⊥ admits strong approximate spectral cosynthesis, and a z-invariant subspace I ⊂ X admits strong approximate spectral cosynthesis if and only if I ⊥ admits strong approximate spectral synthesis. However, for weak approximate spectral synthesis and cosynthesis, the similar property fails, as we see later. (The main reason is that the relation E = lim n→∞ E n only implies the inclusion E ⊥ ⊃ lim n→∞ E ⊥ n , but not the equality.) Note that the supplementary condition J n ⊂ J n+1 in Definition 1 (and I n ⊃ I n+1 in Definition 2) implies that J is synthesizable (correspondingly, that I is zero-based).
In [21] , Nikolskii proposed the following conjecture.
Conjecture 1. Any weak * -closed z * -invariant subspace of Y admits weak approximate spectral synthesis.
In the case where X is the Hardy space H 2 , this fact was proved by Douglas, Shapiro, and Shields [6] . In this context, it is easy to verify that any z * -invariant subspace also admits strong approximate spectral synthesis. This result is based on the famous Beurling theorem, which states that any z-invariant subspace in H 2 is of the form H 2 , with some inner function , and on approximation of inner functions by finite Blaschke products.
The calculation of lower limits of z * -invariant subspaces is closely related to problems of rational approximation. Indeed, suppose that Y is identified with a space of functions analytic in D in such a way that the duality between X and Y is determined by the Cauchy pairing
wheref (n) andĝ(n) are the Taylor coefficients of the functions f and g, and the infinite sum on the right is understood in an appropriate sense. In this case, the functionals k (n) λ correspond to the functions
and if v : D → Z + is a divisor such that v(λ) = 0 only for λ belonging to some finite set ⊂ D, then the annihilator I ⊥ v ⊂ Y is the collection of rational functions r having poles of order at most v(λ) at the points 1/λ, λ ∈ \ {0} and such that the function zr(z) has a pole of order at most v(0) at infinity. Therefore, the problem of calculating lim n→∞ (I v n ) ⊥ for a sequence of divisors (v n ) n≥1 is equivalent to the problem of describing those functions in Y that can be obtained as limits of rational functions with preassigned poles determined by the divisors v n . For the weighted L p spaces on T, rational approximation with preassigned poles was studied by Tumarkin [29] - [31] and Katsnelson [17] , [18] . In [10] , Gribov and Nikolskii calculated the lower limits lim n→∞ ( n H 2 ) ⊥ in H 2 for arbitrary sequences of inner functions ( n ) n≥1 (see also [22, Chapter 2] ).
In the study of rational approximation with preassigned poles, the notion of the capacity of a divisor of poles is important. (The divisor of poles of a rational function r is the function v : C → Z + such that v(λ) = v ≥ 1 if r has a pole of order v at λ, and v(λ) = 0 otherwise.) As shown in [17] , [18] , and [29] - [31] , for the Hardy spaces and the weighted L p spaces on T, the following capacity is of importance:
where D − = C \ D, and v : D − → Z + is the divisor of poles. In this case, the calculation of the lower limits lim n→∞ (I v n ) ⊥ depends on the behaviour of the capacities cap(v n ). Different notions of capacity related to arbitrary spaces Y were introduced in [10] . In what follows, we use the following version of the definition:
where v (λ) = v(1/λ), and I v ⊂ X is defined by formula (1). In [10] , it was proved that, for any sequence of divisors v n :
By duality, we immediately obtain
Thus, estimates of capacities related to Y are equivalent to certain qualitative versions of uniqueness theorems for the functions in X. Another problem associated with weak approximate spectral synthesis and rational approximation is that of describing the noncyclic vectors for the operator M * z in the space Y . With respect to the Cauchy pairing, M * z is the operator S * of the backward shift:
For the Hardy space H 2 , S * -noncyclic vectors were described by Douglas, Shapiro, and Shields in [6] . They obtained two versions of the description: in terms of pseudocontinuations and in terms of rational approximation. The latter description reads as follows: An element f ∈ H 2 is noncyclic for the backward shift if and only if f = lim n→∞ r n and sup n≥1 cap(v n ) < +∞, where r n are rational functions with poles in D − and v n is the divisor of the poles of r n . A similar description of S * -noncyclic vectors in the general situation is a weaker version of Conjecture 1 (which was also suggested as a problem in [21] ).
Conjecture 2.
A function f ∈ Y is noncyclic for S * if and only if f = lim n→∞ r n and sup n≥1 Cap Y v n < +∞, where r n are rational functions with poles in D − and v n is the divisor of the poles of r n .
The "if" part of Conjecture 2 easily follows from the definition of the capacity Cap Y (see [21] or [22, Chapter 2] ). The "only if" part is a consequence of Conjecture 1. Indeed, if f ∈ Y is S * -noncyclic, then we can form the z * -invariant subspace
We then take an approximation J = lim n→∞ J n with dim J n < +∞, and we choose some λ satisfying |λ| ≤ 1/2 and a subsequence (n k ) k≥1 such that
Finally, we write f = lim k→∞ r n k , r n k ∈ J n k . Our aim in the present paper is to study the problems related to approximate spectral (co)synthesis in the case where X is the Bergman space. The first simple observation pertaining to this situation (this observation appeared in [23] as a referee comment) concerns weak approximate spectral cosynthesis. Suppose that X satisfies the additional condition (the division property)
Definition 5. A z-invariant subspace I ⊂ X is said to be of index 1 if dim(I /zI ) = 1. Sometimes this property of I is called the codimension-1 property.
As shown in [24, Lemma 3.1], under condition (3) the index-1 property of I is equivalent to the property similar to (3):
for some λ such that v I (λ) = 0. Obviously, this property holds for any zero-based subspace. Moreover, it is stable under passage to the lower limit. Indeed, suppose that I = lim n→∞ I n , where I n are z-invariant subspaces with dim(I n /zI n ) = 1. If v I (λ) = 0, then there exists g ∈ I with g(λ) = 0 and g n ∈ I n such that g = lim n→∞ g n . If f ∈ I and f (λ) = 0, we choose f n ∈ I n such that f = lim n→∞ f n ; we have
(The continuity of division by z − λ follows from the closed graph theorem.) Therefore, under condition (3), any z-invariant subspace in X admitting weak approximate spectral cosynthesis is of index 1. It is well known (see [3] ) that in all radial weighted Bergman spaces L 2 a (D, w dm 2 ) (consisting of functions analytic and square area-integrable with a radial weight w in the unit disk), there exist z-invariant subspaces I for which dim(I/zI ) > 1. (For any n ∈ N ∪ {∞}, it is possible to find a z-invariant subspace I with dim(I/zI ) = n.) Therefore, weak approximate spectral cosynthesis (and, a fortiori, strong approximate spectral synthesis and cosynthesis) is not always possible in Bergman spaces.
However, it turns out that in the unweighted Bergman space L 2 a , the index-1 property is the only obstruction for approximate spectral cosynthesis (weak and even strong), and for weak approximate spectral synthesis there are no obstructions. These facts comprise the following two theorems, which are the principal results of this paper. 
The discussion after Conjecture 2 and Theorem 2 results in the following consequence that describes S * -noncyclic vectors in D in terms of rational approximation. The hard-analysis basis for the proofs of Theorems 1 and 2 consists of, first, an estimate of weighted Bergman reproducing kernels away from the diagonal, given by Proposition 2 in §3, and, second, an approximation theorem for extremal (Bergmaninner) functions in terms of finitely zero-based extremal functions (finite zero divisors), given by Theorem 1B in §2.
In §2 we also show that Theorem 2 is an easy consequence of Theorem 1. The main difficulty lies in the proof of Theorem 1. This proof is based on the concept of an extremal function introduced by Hedenmalm in [12] . A function ϕ ∈ L 2 a (D, dm 2 ) is said to be extremal (or Bergman-inner) if ϕ = 1 and ϕ ⊥ z n ϕ for any n ≥ 1. The extremal functions may be regarded as analogs of the inner functions for the Bergman spaces. They turned out to be very important for the inner-outer factorization (in the sense of Bergman spaces) and for the study of the structure of z-invariant subspaces (see [1] , [7] , [8] , [12] , and [26] ). For any z-invariant subspace I ⊂ L 2 a , the elements of I zI having unit norm are extremal functions; in addition, if dim I zI = 1, then there exists a unique extremal function ϕ I ∈ I zI such that ϕ 
The function ϕ I is called the extremal function for the subspace I . In the case where I is zero-based (I = I v ), the function ϕ I is also called a canonical zero divisor, because it may serve as a canonical factor (responsible for zeros) in the factorization of functions from I v (see [12] ). One of the principal results of [1] states that if I ⊂ L 2 a is a z-invariant subspace of index 1, then I is generated (and, hence, uniquely determined) by the extremal function ϕ I ; that is,
This fact allows us to prove Theorem 1 with the help of the technique of extremal functions and to split the proof into two independent steps (as done in the case of the theorem by Douglas, Shapiro, and Shields for the Hardy space; see [22, Chapter 2] for such an approach). In the first step, we show that pointwise convergence of extremal functions implies the lower limit relations for z-invariant subspaces generated by these functions and for their annihilators. This is done in §3, where we also calculate the lower limits of z-invariant subspaces and their annihilators in the general situation. An important point in justifying the passage from convergence of extremal functions to the approximation of corresponding z-invariant subspaces is an estimate of weighted Bergman reproducing kernels, given by Proposition 2.
The second step consists in approximating an arbitrary extremal function by extremal functions generating finitely zero-based z-invariant subspaces (i.e., by Bergman spaces analogs of finite Blaschke products or by canonical finite zero divisors in the case of the unweighted Bergman space). This is done in §4, where we completely describe the class of functions that can be approximated by such finitely zero-based extremal functions in the radial weighted Bergman spaces. In some sense, we obtain a Bergman spaces analog of the Carathéodory-Schur theorem stating that any function in the unit ball of H ∞ (D) is a pointwise limit of finite Blaschke products.
Finally, §5 is devoted to some more questions and observations concerning approximate spectral synthesis and cosynthesis in Bergman spaces.
For a special class of z-invariant subspaces in L p a , weak approximate spectral cosynthesis was studied by Korenblum in [20] . He proved that κ-Beurling-type zinvariant subspaces in L p a generated by the singular measures supported by Carleson sets admit weak approximate spectral cosynthesis (see [15] and [20] for precise definitions). However, the examples of functions invertible but noncyclic in the Bergman spaces due to Borichev and Hedenmalm (see [5] ) show that κ-Beurling-type invariant subspaces do not exhaust all invariant subspaces of index 1, so that the results of Korenblum (for the space L 2 a ) do not cover Theorem 1 in full generality.
Preliminary observations.
Suppose that X and Y are as above. For any subset M ⊂ X, we denote by [M] the smallest z-invariant subspace containing M; that is,
If M consists of a single element f , we simply write [f ] to denote the cyclic zinvariant subspace generated by f . It is easy to see that every cyclic z-invariant subspace is of index 1 (see, e.g., [24, Corollary 3.3] ).
The following proposition shows that Theorem 2 is a consequence of Theorem 1. Proof. Let J ⊂ Y be a weak * -closed z * -invariant subspace. Then I = J ⊥ ⊂ X is a z-invariant subspace in X, and J = I ⊥ . Since the space X is separable (because so is its dual Y ), we can choose a sequence (f n ) n≥1 that is contained and dense in I . If
By assumption, for each n ≥ 1, we have
It remains to use the following general lemma.
Lemma 1. Suppose that Y is a separable Banach space and
Proof. We choose a sequence (y m ) m≥1 contained and dense in n≥1 J n . Since for any m, n ≥ 1 we have
Let m ∈ N and N ≥ m. By the choice of k n , the inequality
holds for any n ≥ N and l ≥ 1. For each n = 1, . . . , N − 1, the same inequality holds for all indices l ∈ N except for a finite number of them, because
Hence, the inequality (4) holds for all pairs (n, l) but a finite number of them, whence
This means that
So, we have the inclusion
On the other hand, if y ∈ lim j →∞ J (j ) , then
which proves the converse inclusion and accomplishes the proof of Proposition 1.
Before proving Theorem 1, we note that if X is a Hilbert space, then for a z-invariant subspace I , strong approximate spectral cosynthesis is equivalent to approximation of the orthogonal projection to I by orthogonal projections to finitely zero-based subspaces I n . We have the following lemma.
Lemma 2. Suppose that X is a Hilbert space and E and (E n ) n≥1 are closed subspaces of X. The following statements are equivalent:
(i) P E n → P E in weak operator topology, where P E n and P E are the operators of orthogonal projections to E n and E, respectively;
then f = w-lim n→∞ P E n f (the limit in the weak topology of X). Since P E n f ≤ f , we have f = lim n→∞ P E n f in the norm and,
for arbitrary subspaces E n ⊂ X, we arrive at (ii).
(2) (ii) ⇒ (i). For any f ∈ H , we have
As n → ∞, the first summand tends to zero because E = lim n→∞ E n , and so does the second because
a be a z-invariant subspace of index 1, and let ϕ I be the extremal function for I . We recall that, by the theorem of Aleman, Richter, and Sundberg [1] , we have
Theorem 1 is a compilation of the following two independent theorems. The proofs of Theorems 1A and 1B are presented in §3 and §4, respectively. Theorems 1A and 1B are analogs for the Bergman space of some results leading to the strong approximate spectral synthesis in the Hardy space H 2 . The Hardy space version of Theorem 1A follows easily from the results of [10] . The approximation of the inner functions by finite Blaschke products is a consequence of the Carathéodory-Schur theorem mentioned above (or of the Frostman theorem stating that if θ is an inner function, then (θ − µ)/(1 −μθ) is a Blaschke product for all µ ∈ D \ E, where E is an exceptional set of zero logarithmic capacity).
Lower limits of z-and z
f the closure of the polynomials in the space L 2 (D, |f | 2 dm 2 ); · f stands for the norm in this space. (The notation · without indices denotes the norm in L 2 a .) It is easy to check that
ϕ for the extremal functions ϕ was obtained in [1] . Fixing an extremal function ϕ ∈ L 2 a , consider a function defined as follows:
where (z, λ) is the Green function for the bilaplacian in D,
It is well known that (z, λ) is nonnegative everywhere; thus, is also nonnegative. The function may be viewed as the solution of the following boundary value problem:
Here T = ∂D = {ζ ∈ C : |ζ | = 1}, and is the operator ∂ 2 /(∂z ∂z), that is, one quarter of the usual Laplacian. For more information about boundary value problems of type (5), see [1] , [7] , [8] , [12] , and [19] . Proposition 4.5 in [1] states that A 2 ϕ consists of the functions f analytic in D for which
The space A 2 ϕ is contained in L 2 a , and the norm in A 2 ϕ is given by the formula
or, equivalently,
From this identity we see that the extremal functions in the Bergman space are expansive multipliers, that is, ϕp 2 ≥ p 2 for any polynomial p. For the first time, this property of extremal functions was discovered by Hedenmalm in [12] . For an extremal function ϕ ∈ L 2 a , let K ϕ denote the reproducing kernel of the space A 2 ϕ . From the definition of an extremal function it follows that for any polynomial p,
This means that
The following estimate is crucial for further considerations.
Proposition 2. There exists a constant B(λ)continuously depending only on λ∈D such that for any extremal function ϕ, the following inequality holds for any z, λ ∈ D:
Proof. For any n ∈ Z + , we put I n := [z n ϕ]. Clearly, I n ⊃ I n+1 and n≥1 I n = {0}. Hence, we have the decomposition
Obviously, I n+1 = zI n and, since I n is cyclic, dim(I n I n+1 ) = 1.
If ϕ n is the extremal function for I n , then I n I n+1 is the linear span of ϕ n ; therefore, the system {ϕ n } n≥0 is an orthonormal basis for [ϕ] . Since multiplication by ϕ is a unitary map from A 2 ϕ to [ϕ], we see that the system {ϕ n /ϕ} n≥0 is an orthonormal basis for A 2 ϕ . Hence,
The desired estimate (7) follows from this decomposition and the two following independent estimates of ϕ n /ϕ.
Proof. We note that
a . (This can be checked, e.g., by using the expression for the norm in L 2 a in terms of the Taylor coefficients.) Furthermore, we have
We show that the function g n is a multiplier from H 2 to L 2 a with multiplier norm not exceeding
The last inequality holds, since any extremal function in L 2 a is a contractive multiplier from H 2 to L 2 a (see [12] ). From estimates of multipliers between Bergman spaces proved in [28] , it follows that
which implies (9).
Estimate 2. We have
Proof. Since ϕ is an extremal function, we have ϕ ⊥ [z n ϕ], whence
. . , n, we put
and
Obviously, |γ k | ≤ 1, which yields
Taking the above identities and the choice of r into account, we see that for any harmonic polynomial q,
Now, we can perform the standard calculation used in different forms in [7] , [8] , [12] , and [19] for deducing the expansive multiplier property of the extremal functions in the Bergman spaces. In brief, we consider the following boundary value problem in D:
Since is orthogonal to the harmonic polynomials in D, we have ∂ /∂n| T = 0 (in an appropriate sense), and can be expressed by the integral formula
Now, the application of the Green formula leads to the identity
which holds for any h ∈ C (2) 
Observe that, when applying the Cauchy-Schwarz-Bunyakovskii inequality, we used the positivity of the Green function (z, λ). Taking identity (6) into account, we can rewrite the last inequality as follows:
By continuity, this inequality holds for any
Here the left-hand side is at least
while the right-hand side is at most
Therefore,
This shows that the function ϕ n /ϕ is a multiplier of L 2 a with multiplier norm not exceeding (n+1)(n+2). But it is well known (see [28] ) that the space of multipliers of L 2 a coincides with H ∞ (D) with the equality of norms, which yields the desired estimate. Substituting estimates (9) and (10) in (8), we arrive at estimate (7) from Proposition 2 with the constant
Remark. Estimate 2 answers [13, problem 4.2] in the affirmative. Using the modified arguments of the proof of Estimate 2, Hedenmalm (see [14] ) recently obtained a better off-diagonal estimate for weighted reproducing kernels:
We need the reproducing kernels K ϕ for the study of orthogonal projections to the cyclic z-invariant subspaces [ϕ] , as the following lemma shows.
a , then the orthogonal projection P [ϕ] is given by the integral formula
Proof. For any λ ∈ D, the kernel ϕ , and the reproducing property of K ϕ implies that
Proof of Theorem 1A. Suppose that ϕ n and ϕ are extremal functions in L 2 a such that ϕ n → ϕ weakly. Then ϕ n → ϕ in the norm, since ϕ n = ϕ = 1. Show that
by Proposition 2. The reproducing properties of K ϕ n and K ϕ lead to relations
Hence,
and, by Proposition 2,
The pointwise convergence of the reproducing kernels K ϕ n to K ϕ implies the limit relation
in the weak topology of L 2 a for any fixed λ ∈ D. Indeed, we have pointwise convergence in (13) , and it suffices to check uniform boundedness of norms. We have
and the norm K ϕ n (·, λ) ϕ n is the norm of the functional f → f (λ) in the space
From (12) and (13), it follows immediately that
for any fixed f ∈ L 2 a and any λ ∈ D, which is equivalent to the convergence P [ϕ n ] → P [ϕ] in the weak operator topology. This completes the proof of Theorem 1A.
The following proposition establishes a fact that, in view of Lemma 2, is converse to Theorem 1A. Proof. The proof is a slight modification of that given in [20] 
The relation f (0)= 0 is impossible (since ϕ(0)> 0 and one can write ϕ= lim n→∞ ϕ n h n with h n ∈A 2 ϕ n , h n ϕ n →1); thus, f = 1 and f = ϕ. It follows that w-lim n→∞ ϕ n = ϕ, so that lim n→∞ ϕ n = ϕ in the norm.
Now we pass to calculations of lower limits of cyclic z-invariant subspaces [ϕ n ]
and their annihilators in the case where the behaviour of the extremal functions ϕ n is arbitrary. First, we consider two particular cases, namely, w-lim n→∞ ϕ n = 0 and w-lim n→∞ ϕ n = ψ = 0. n . We have the decomposition (see (8) )
By Lemma 3, we can write
It suffices to show that w-lim n→∞ ϕ (k) n = 0 for any k ≥ 0, or, equivalently, lim n→∞ ϕ (k) n (z) = 0 pointwise in D. But lim n→∞ ϕ n (z) = 0 pointwise by assumption, and |ϕ 
for any positive harmonic function h. The functions ψ satisfying (14) for any positive harmonic h are called subextremal functions. In §4 it is shown that any subextremal function is a pointwise limit of some sequence of extremal functions. Let P z (ζ ) = (1 − |z| 2 )/(|1 −ζ z| 2 ) be the Poisson kernel for the disc D, and let ᏼ denote the operator of harmonic extension of functions from the boundary T = ∂D inside the disc D,
is the normalized Lebesgue measure on T). We consider ᏼ as an operator acting from C(T) to C(D). For the conjugate operator ᏼ * : M(D) → M(T) (M denotes the space of finite Borel measures), it is easy to verify the following properties:
(
is identified with a subspace of M).
Indeed, in order to verify (i), we take a nonnegative Borel measure µ ∈ M + (D) and an arbitrary nonnegative function f ∈ C(T); then
T). On the other hand, any ν ∈ M(T) may be viewed as an element of M(D), and we have
ᏼ * ν = ν, which shows that ᏼ * M + (D) = M + (T).
To prove (ii), we consider the rotation operators R θ defined on the Borel measures µ ∈ M(D) (or M(T)) by the formula
(E is a Borel subset of D, and e −iθ E = {e −iθ z : z ∈ E}.) It is well known that a measure ν ∈ M(T) is absolutely continuous with respect to the Lebesgue measure dm 1 
if and only if lim θ →0 ν −R θ ν = 0. (The norm is taken in M(T).)
On the other hand, a simple calculation shows that the operators ᏼ * and R θ commute:
The converse inclusion is a consequence of the relations
a is extremal if and only if ᏼ * (|ϕ| 2 dm 2 ) = dm 1 , and ψ is subextremal if and only if ᏼ * (|ψ| 2 dm 2 ) = h dm 1 , where h ∈ L 1 (T) and 0 ≤ h ≤ 1.
We need the following technical lemma. 
of M(D).
(ii) For any l ≥ 0,
the norm of M(T). (iii) If the functions x, x n ∈ H ∞ (D) are such that x = w * -lim n→∞ x n (the limit is taken in the weak
* topology of H ∞ ), then lim n→∞ D z l x n |ϕ n | 2 dm 2 = D z l x |ψ| 2 dm 2 + T z l x dν, l = 0, 1, . . . .
(In the second term, x means the boundary function; the integral is well defined because dν is absolutely continuous with respect to dm
for some sequence (n k ) k≥1 . We show that dλ = |ψ| 2 dm 2 + dν. Since ϕ n (z) → ψ(z) uniformly on the compact subsets of D, for any Borel subset E of D we have
Hence, it suffices to show that
for any Borel subset F ⊂ T. Indeed, for any h ∈ C(T) we can write
(ii) The weak * convergence
follows immediately from (i). To see that we have norm convergence, it suffices to observe that both sides of the above limit relation are positive elements of L 1 (T) and to use the following simple fact from the integration theory: If (ᐄ, µ) is a space with measure, x n and x are nonnegative integrable functions on ᐄ such that x n → x in measure, and
§26]). (iii) Consider the following operators on the space H ∞ (D):
(the operator of taking the de la Vallée-Poussin means), and
Then, by properties of the de la Vallée-Poussin means, U l ≤ 3, V l ≤ 4, and
and by (ii), we have
because we can convert the integrals over D into integrals over T by the use of ᏼ * . Proof. By Lemma 4(i), w * -lim n→∞ (|ϕ n | 2 dm 2 ) = |ψ| 2 dm 2 +dν ψ =: dµ ψ , where
Consider the Hilbert space P 2 ψ , which is the closure of the analytic polynomials in L 2 (D, dµ ψ ) . Since ψ ≡ 0, the point evaluation functionals f → f (λ) are bounded in P 2 ψ for λ ∈ D, which allows us to consider the reproducing kernel
then the function k(·, λ) possesses the reproducing property
Indeed, the reproducing property of K n shows that
and it remains to apply Lemma 4(iii). By Proposition 2, the convergence K n → K ψ is uniform on the compact subsets of D × D, and |K ψ (z, λ)| ≤ B(λ) for any λ ∈ D.
The operator M z is bounded away from zero in the space P 2 ψ ; hence, z m P 2 ψ is the closed subspace of P 2 ψ given as As in the proofs of Propositions 2 and 4, we can write the decomposition
pointwise in D (and, by Estimate 2 from the proof of Proposition 2, in the weak * topology of H ∞ ).
For m = 0, we have
Suppose that we have already proved (15) for m = 0, . . . , m 0 − 1. Then, uniformly on the compact subsets of D × D,
We have 
in the weak topology of L 2 a . Consider the operators T n ,T ψ , and T ψ defined as follows:
which is a contradiction. This means that in this case we have lim n→∞ [ϕ n ] = {0}. Proposition 5 is proved.
The following theorem describes the lower limits of cyclic z-invariant subspaces and of their annihilators in the general case where the behaviour of extremal functions ϕ n is arbitrary.
Consider the set of weak limits of subsequences of this sequence, that is,
Then the following hold:
(ii) If consists only of extremal functions, then
Proof. The proof is based on the following general fact proved in [10] .
Lemma 5. Suppose that Q n , n ≥ 1, are orthogonal projections in a Hilbert space H . Consider the set {Q n } , consisting of the limit points of the sequence (Q n ) n≥1 in the weak operator topology. Then
In our case, we take Q n = P [ϕ n ] . The set {Q n } coincides with the set {T ψ } ψ∈ .
(Here T ψ is defined as in the proof of Proposition 5.) Indeed, for ψ ∈ , the inclusion T ψ ∈ {Q n } follows from the proof of For the proof see, for example, [22, Chapter 2] . Theorem 1B is a particular case of a more general fact, namely, Theorem 5, which is a Bergman spaces version of the Carathéodory-Schur theorem.
A positive finite measure µ ∈ M + (D) is said to be radial if R θ µ = µ for any θ ∈ R. Obviously, any radial measure can be written in the form dµ 0 (r 2 ) × (dϕ/2π) (r and ϕ are the polar coordinates) for some µ 0 ∈ M + ([0, 1)) . In what follows, we deal with a fixed radial measure µ ∈ M + (D), dµ = dµ 0 (r 2 ) × (dϕ/2π), satisfying the following two conditions:
The radial weighted Bergman space L 2 a (D, dµ) consists of functions analytic in D for which
This space is supplied with the natural norm induced from L 2 (D, dµ). The condition (18) immediately implies the continuity of the point evaluation functionals for the points in D and the completeness of L 2 a (D, dµ). If we introduce the moments
of the measure µ 0 , then the norm in L 2 a (D, dµ) is given by the formula
In what follows, we need the following properties of the moment sequence (w n ) n≥0 :
is equivalent to the fact that µ(D) = 1; property (ii) is well known; properties (iii) and (iv) are consequences of (18); and (v) follows from (ii), (iv), and the fact that w k → 0 as k → ∞. Indeed, for k ≤ n, (ii) implies that
Fixing k, letting n → ∞, and using (iv), we obtain It is easy to check that ϕ is extremal if and only if
for any bounded harmonic function h, or, in other words,
, the extremal function for I is defined as the solution of the following extremal problem:
where
is a finitely zero-based z-invariant subspace. The finitely zero-based extremal functions are Bergman spaces analogs of the finite Blaschke products. We avoid the term zero divisor in this general situation, because, in general, zero-based extremal functions fail to be good canonical factors in factorization of functions in radial weighted Bergman spaces (see [16] ).
for any positive harmonic function h.
Clearly, this condition is equivalent to the identity ᏼ * (|ψ| 2 dµ) = gdm 1 , where g ∈ L 1 (T) and 0 ≤ g ≤ 1 on T. For a function ψ ∈ H ∞ , the property ψ H ∞ ≤ 1 is equivalent to
for any positive h ∈ L 1 (T). Therefore, the subextremal functions may be viewed as Bergman spaces analogs of the functions from the unit ball of H ∞ . 
which means that ϕp 2 ≤ p 2 H 2 . The question as to whether or not any contractive multiplier from
Proof of Theorem 5. The "if" part of the theorem follows immediately from Fatou's lemma. The "only if" part is less trivial. First, from Definition 7, we see that the set of subextremal functions is convex, rotation invariant, and closed in the weak topology of L 2 a (D, dµ). Therefore, for any subextremal function ψ, the Fejér integral
is also a subextremal function.
Here
is the Fejér kernel. Since ψ N → ψ pointwise in D, it suffices to prove the "only if" implication of Theorem 5 in the case where ψ is a polynomial. Moreover, without loss of generality, we may assume that there exists a positive δ such that
for any positive harmonic polynomial h. Also, we assume that ψ(0) > 0. So, we have a polynomial ψ satisfying (19) and such that
it is easy to verify that
Inequality ( 
on T. Moreover, since 1 − g(ζ ) ≥ δ on T, we have
everywhere in D. Now, we put
and I n = [p n ]. Let ϕ n be the extremal function for I n . If we show that ϕ n are finitely zero-based and that ψ = lim n→∞ ϕ n pointwise in D, the theorem will be proved. The crucial limit relation ψ = lim n→∞ ϕ n is based on the choice of G and p n . The polynomials p n turn out to be "almost extremal," which means that the sequences (z l p n , p n ) l≥0 are "almost" δ-sequences. In a sense, the larger is the parameter n, the more "independent" are the terms ψ and G(z)(z n / √ w n ). Combined with the choice of G, this implies that ᏼ * |p n | 2 is close to 1. Therefore, ϕ n is close to p n and, hence, to ψ. Making these arguments precise requires some technical work. It follows from the next lemma that ϕ n are finitely zero-based extremal functions. 
Proof. For each n ≥ 1, let r n be a number in (0, 1) such that
For any k ≥ 0, we have
This results in the desired inequality (22) .
Proof. In view of (22) , it suffices to observe that the logarithmic convexity of the sequence (w n ) n≥0 implies the inequality
The above corollary shows that · n is equivalent to the standard norm in L 2 a (D, dµ).
n denote the space L 2 a (D, dµ) supplied with the norm · n . It is easy to see that I n = p n B 2 n and that multiplication by p n is a unitary map from B 2 n to I n . We write ϕ n = p n q n with some function q n ∈ B 2 n . The function ϕ n is the solution of the extremal problem
Therefore, q n is the solution of the problem
n , q n ≤ 1 , which means that q n can be expressed by the reproducing kernel k n of B 2 n :
Thus, we have the identity
showing that the desired relation ϕ n (z) → ψ(z) follows from the pointwise limit relation lim n→∞ k n (z, 0) = 1. 
and it remains to employ Corollary 1.
The following very simple lemma is needed for further calculations. 
Proof. Since q is a polynomial, (M * z ) l q = 0 for all sufficiently large l. Hence, in the sum on the right, only finitely many terms differ from zero, and both sides of the above identity are continuous with respect to f ∈ L 2 a (D, dµ). But, if f is a polynomial, this identity is obvious. Now we fix λ ∈ D. The reproducing property of k n implies that
By Lemma 9, we have
Using Lemmas 7 and 8, we arrive at the estimate
which implies (in view of (24) and (25)) that
Finally, properties (iv) and (v) of the moments w n show that the right-hand side vanishes as n → ∞, which accomplishes the proof of Theorem 5.
Concluding remarks.
In the introduction, we already discussed the relationship between the calculation of the lower limits of z * -invariant subspaces and rational approximation with preassigned poles. The results of §3 show that, for the study of such rational approximation in the Dirichlet space D, we need a good knowledge of the behaviour of extremal functions in the Bergman space L 2 a ; in particular, we need to know the relationship between the divisor functions v : D → Z + and the extremal functions for the corresponding z-invariant subspaces I v .
Estimates for the capacities, related to D, of the divisors of poles of rational functions are a particular aspect of this general question. As formula (2) shows, these estimates are equivalent to some qualitative versions of the uniqueness theorems for functions in L 2 a . Recent results of Seip [25] about the zero sets of functions in weighted Bergman spaces show that, for such uniqueness theorems, the Korenblum-type density characteristics are important. In the particular case of the unweighted Bergman space L 2 a , we can reformulate Seip's results in terms of divisors of poles and their Dirichlet space capacities. With any finite subset F ⊂ T, we associate a domain G F in D − ,
and the Carleson characteristic of F ,
Here dist is the normalized angular distance on T: 
where the supremum is taken over all finite subsets F ⊂ T. Similarly, for positive β and p, we can define
As usual, for α > 0, we denote by A −α the space of functions f analytic in the disk D and satisfying
Moreover, for α > 0 and C > 0, we introduce the spaceÃ Proposition 1 in [25] shows that any L 2 a -zero set is also a zero set for the functions in A −1/2 . Combined with the necessary condition for A −α zero sets (see [25, Theorem 1, the necessity part]) or, more precisely, its proof, this leads to the relation (which holds for any p > 2)
Here, the sign "≺" means that if, for some sequence (v n ) n≥1 of divisors, the left-hand side of the relation tends to infinity, then so does the right-hand side. On the other hand, for any C > 1/2, we have the embeddingÃ Thus, we see that the capacity Cap D v admits estimates from above and from below in terms of the Korenblum-type density characteristics of v, which differ only by terms of order of logκ(F ).
A natural question concerning approximate spectral synthesis in the Bergman spaces is the case of weighted spaces. Theorem 5 shows that an important step in the proofs of Theorems 1 and 2, the approximation of extremal functions by finitely zero-based ones, can be performed in any radial weighted Bergman space. However, in §3, for the proof of Theorem 1A, we needed several special facts related to the unweighted space L 2 a , namely, the positivity of the Green function for the bilaplacian 2 in D (this property was used for estimating the reproducing kernels K ϕ in Proposition 2) and the theorem of Aleman, Richter, and Sundberg [1] stating that I = [ϕ I ] if dim(I zI ) = 1. The analysis of the proof of that theorem shows that the positivity of the same Green function (together with some other properties of it) is also important in this case. In the case of the weighted Bergman spaces L 2 a (D, wdm 2 ), one has to work with the weighted biharmonic operators 1 w instead of the bilaplacian, and the positivity of the corresponding Green function w comes into play. For the radial and logarithmically subharmonic weight functions w, the positivity of w was proved in [27] . Apparently, in this case, theorems analogous to the theorem of Aleman, Richter, and Sundberg and Theorem 1A hold as well, and, consequently, there are analogs of our main Theorems 1 and 2. However, for arbitrary radial weight function w, the corresponding Green function w may fail to be nonnegative everywhere, as shown by the counterexample of Hedenmalm and Zhu [16] . In this case, the study of approximate spectral synthesis requires a different approach.
Finally, there is one more problem worth mentioning, which is related to approximate spectral synthesis in the Bergman space. Suppose we have two embedded z-invariant subspaces I ⊂ I ⊂ L 2 a (or two embedded z * -invariant subspaces J ⊂ J ⊂ (L 2 a ) * ). What can be said about the simultaneous weak or strong approximate spectral cosynthesis (or synthesis) of these two subspaces? This problem is of particular interest, since it is closely related to the famous invariant subspace problem. It is known, from the theory of dual algebras, that the lattice of z-invariant subspaces in L 2 a is so rich that any strict contraction T in an abstract separable Hilbert space H is unitary equivalent to a compression of M z in L 2 a , that is, to an operator of the form
P (I I ) M z | (I I )
for some z-invariant subspaces I ⊂ I ⊂ L 2 a (see [3] ). A similar property holds for the operator M * z and the lattice of z * -invariant subspaces. In particular, the abstract invariant subspace problem is equivalent to the following problem on z * -invariant subspaces: Is it true that, for any two z * -invariant subspaces J ⊂ J ⊂ (L 2 a ) * with dim J /J = +∞, there exists a z * -invariant subspace J between J and J coinciding with neither J nor J ?
Suppose that we have simultaneous weak approximate spectral synthesis for J and J by embedded z * -invariant subspaces, that is, there exist z * -invariant subspaces J n ⊂ J n ⊂ (L 2 a ) * such that dim J n < ∞, dim J n < ∞ and J = lim n→∞ J n , J = lim n→∞ J n . Then we can apply arguments going back to the proofs of the theorems of Aronszajn and Smith [2] and Bernstein and Robinson [4] on the existence of nontrivial invariant subspaces for the compact and polynomially compact operators. First, application of the Schur theorem on the triangle form of a finite matrix shows that, for each n, there exists a chain J n = J (1) n ⊂ J (2) n ⊂ · · · ⊂ J 
