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Abstract 
A new type of nested case-control sampling is presented in which the sampled risk 
sets include the failure and random samples from strata defined by covariate infor-
mation on all cohort subjects. This sampling may be non-representative in that the 
proportion sampled from each stratum need not be representative of the entire risk set. 
Asymptotic relative efficiency comparisons indicate that this type of sampling has supe-
rior efficiency to simple nested case-control sampling in situations of practical interest. 
A simple extension of the method is given which allows for non-representative sam-
pling of ~ures. Analysis of stratified sampled data may be performed using standard 
conditional logistic likelihood software which allows for an "offset" in the model. 
1 Introduction 
Epidemiologic cohort studies of a rare disease require many subjects and/ or long follow up 
periods in order to accumulate enough diseased subjects to have sufficient power to explore 
the variation in rates across various factors of interest. But, because they are large studies, 
collecting high quality covariate information on each subject is an expensive task. Thus, 
often only enough information is collected on the full cohort to allow one to draw a simple 
nested case-control sample (Thomas, 1977; Oakes, 1981) in which each diseased "case" 
is matched to a random sample of "controls" from those at risk at the case failure time. 
Additional detailed covariate information is then gathered for subjects in this sample to 
perform a proper analysis of the data. But, suppose there is additional information known 
for a significant portion of the cohort. For example, suppose exposure information has been 
gathered for all members of the cohort and it is desired to collect additional information 
on a sample of the cohort in order to assess the role of potential confounders or to study 
interactions of the exposure with other risk factors. Another possibility is that a crude 
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measure of exposure has been gathered for most of the cohort members and researchers 
wish to collect more precise exposure data on a much smaller sample of the cohort. 
In drawing a nested case-control sample only the at-risk status of the cohort members is 
used. It is easy to imagine that incorporating other covariate information into the sampling 
process might lead to a more informative sample. This concept has been discussed in the 
context of grouped data situations and logistic regression in White (1982), Breslow and 
Cain {1988), Cain and Breslow (1988), Weinberg and Wacholder (1990) and Weinberg 
and Sandler {1991). Here, we develop methods for "stratified" sampling of controls in 
a modification of simple nested case-control sampling from a cohort. As it is often the 
situation that there are a relatively small number of cases, we will assume for the time 
being, that all cases are to be used and that sampling is of the risk sets at the failure times 
in the cohort. We discuss non-representive sampling of cases in Section 5. 
We assume the Cox proportional hazards model (Cox, 1972) where the intensity for a 
subject with vector of covariates Z(t) and censoring indicator Y(t) at timet may be given 
as 
.\(t) = Y(t).\0(t) exp{,B~Z(t)}. (1) 
Lett; be the jth ordered failure time and i; be the index of the failure at timet;. At t; 
a sampled risk set 'R.( t;) of size m, with m -1 controls and 1 case, is drawn as follows: Each 
person in the risk set, including the case, is classified into one of, say, L sampling strata. 
This classification cannot be based on case-control status. More precisely, if someone other 
than the actual case had been the case, it would not have resulted in a change in the way 
classification is done. Then 'R.(t;) is to consist of mz > 0 subjects from the nz(t;) at risk 
individuals in stratum I where the mz are chosen in advance and do not need to reflect the 
representation of stratum I in the full risk set. When actually performing the sampling, one 
randomly samples, without replacement, mz controls from stratum I except for the case's 
stratum froni which one samples only mz - 1 controls. The case is always included in the 
sample so that there are a total of mz from stratum I. Let A~e( t;) be the sampling stratum 
for subject kat timet; and w~e(t;) = nA~o(t;)(t;)/mA~o(t;)· Then, as will be shown in Section 
3, the partial likelihood for the sampled data set is given by 
.C(.B) = IJ [ exp{,B'Zi;(t;)}wi;(t;) ]· 
t; E~ee?i(t;) exp{,B'Z~e(t;)}w~e(t;) (2) 
This has the form of the usual "conditional logistic" likelihood where the contribution 
of a subject from stratum I is weighted by the inverse of the proportion in the sampled 
risk set from stratum I. The partial likelihood {2) has "basic likelihood properties" by 
which we mean that expectation of the score evaluated at ,80 equals zero, and the expected 
information matrix at .Bo equals the covariance matrix of the the score. Standard conditional 
logistic regression fitting algorithms may be used simply by including a subject's log weight, 
logwi(t;), as an "offset" in the model. This feature is currently available in many software 
packages. 
As an example, consider a cohort in which a dichotomous exposure is known for all at 
risk subjects at each failure time. Additional information is to be collected on a sample 
and might include precise exposure measurements, confounder data, and other known or 
potential exposure information. In 1:1 matched stratified sampling, each exposed case is 
matched to a control randomly selected from those subjects who were at risk and unexposed 
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at the case's failure time. Similarly, each unexposed case is matched to an exposed control. 
Analysis of the sampled data is performed using (2) with wi(t;) the number of exposed at 
risk at the failure time if subject i is exposed at the failure time or the number of unexposed 
if i is unexposed. 
An appealing feature of this method is that the full cohort information about the 
sampling stratification variable is summarized into the sample in the following sense. H 
the only covariates in the model are functions of the A;(t), it may be easily shown that 
(2) is the full cohort partial likelihood. Also, we note that there is no requirement that 
the sampling strata be included in the model as covariates for model comparison statistics, 
such as the likelihood ratio test between nested models, to be valid. 
2 Notation and specification of the model 
In this section we define a model for stratified nested case-control sampling. We fix through-
out a time interval [0, T], and following the counting process formulation of the Cox model 
as given by Andersen and Gill (1982), we let Ni, Yi, and Zi be the counting, censoring, 
and covariate processes for the ith subject, i = 1, ... , n. Moreover, we let Ai, which 
may be a function of Zi, be the sampling stratum indicators with Ai(t) E {1, ... , L}. At 
time t the risk set is 'R(t) = {i : Yi(t) = 1}, and the number of individuals at risk is 
n(t) = I'R(t)l = EYi(t). As is usual, we assume that there is a non-decreasing family of 
u-algebras (1it)te[O,T] such that the Ni are adapted to (1-tt) and the Yi, Zi, and Ai are pre-
dictable with respect to (1it)· 1it is the "cohort history" including failure time, censoring, 
and covariate information up to time t. 
The (1-tt)-intensity process Ai of Ni is given heuristically by 
~(t)dt = pr{dNi(t) = 111-lt-}, (3) 
where dNi(t) = Ni{(t + dt)-}- Ni(t-) is the increment of Ni over the small time interval 
[t, t + dt). Assuming censoring to be independent Ai is by (1) given by 
).i(t) = Yi(t)).o(t)exp{,B~Zi(t)}. (4) 
We write 'Rz(t) = {i : Yi(t) = 1,Ai(t) = l} for the subset of 'R(t) which belongs to 
stratum l, and let nz(t) = I'Rz(t)l be the number of individuals in this stratum at time 
t. Then if a subject, say i, fails at time t, mz controls are randomly sampled without 
replacement from 'Rz(t) except for the failure's stratum 'RA;(t)(t) from which mA;(t)- 1 are 
sampled from the nA;(t)(t)- 1 non-failures. We let 'R.(t) denote the sampled risk set at 
t were a failure to occur at that time. This will consist of the failing individual together 
with its sampled set of controls. As a technical point, the number of controls could also 
depend on time. Specifically, if nz(t) < mz for some l we would sample all individuals in 
this stratum but, for simplicity of exposition, we will assume below that the numbers of 
subjects sampled from each stratum do not depend on t. We introduce 
'P(t) = {r C 'R(t): lrn'Rz(t)l = mz,l = l, ... ,L}, 
and 'Pi(t) = {r E 'P(t) : i E r}. Then 'P(t) is the collection of all possible sets that may 
actually be used as sampled risk sets were a failure to occur at timet, while 'Pi(t) is the col-
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lection of all possible sets if subject i is the failure. Note that there are C(t)mAi(t)fnAi(t)(t) 
sets in 'Pi(t) where 
C(t) = IT (nz(t)). 
l=l mz 
We let :Ft- contain information about all observed events in the cohort as well as about the 
sampling of controls in [0, t). Thus :Ft- is 'H.t- augmented with the sampling information. 
Then we have 
(5) 
where t1Ni(t) = Ni(t)- Ni(t-) is the increment of Ni at t, and Wi(t) = nAi(t)(t)fmA.;(t)· 
For each set r E p(m), where p(m) is the set of all subsets of {1, 2, ... , n} of size 
m = E mz, we define N(i,r)(t) as the number of times in [0, t] the ith individual fails and, 
at the same time, the sampled risk set equals r. Moreover, we assume that the sampling 
is independent in the sense that the additional knowledge of which individuals have been 
sampled as controls before any time t do not alter the intensities of failures at t. Thus 
pr{ dNi(t) = 11 :Ft-} = pr{ dNi(t) = 11 'H.t-}· Informally therefore, by (3) and (5), the 
intensity process A(i,r) of the counting process N(i,r) is given by 
A(i,r)(t)dt = pr{dN(i,r)(t) = 11 :Ft-} = pr{dNi(t) = 1, 'R.(t) = r I :Ft-} 
= pr{dNi(t) = 11 :Ft-} X pr{'R.(t) = r I tl.Ni(t) = l,:Ft-} 
= Ai(t)dt C(t)-1wi(t)I{r E 'Pi(t)}. 
These heuristics, combined with ( 4), imply that the counting processes N(i,r), for r E p(m) 
and i E r, have intensity processes 
(6) 
A formal treatment is given by Borgan et al. (1992). By standard counting process theory 
(e.g. Andersen et al., 1992, Section II.4.1) it then follows that the 
(7) 
are local square integrable martingales. Their predictable variation processes are given as 
while their predictable covariation processes are 
(M(i,r) 1 M(j,s)}(t) = 0 
for (i,r) :f: (j,s). 
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(8) 
(9) 
3 The partial likelihood and its basic likelihood properties 
To derive the partial likelihood (2), we :first introduce 
Nr(t) = I:; N(i,r)(t) (10) 
iEr 
for the process counting the number of times the sampled risk set equals r in [0, t], and 
note that its intensity process, by (6), is 
.\r(t) = I:; .\o(t) exp{,8~Zj(t)}C(t)-1 wj(t)I{r E 'Pj(t)}. 
jEr 
Then we factorise the intensity processes A(i,r)' not as just above (6), but as 
A(i,r)(t) = Ar(t)n-t(i I r), 
where, by (6) and (11), 
( • 1 ) exp{,B&z.(t)}wi(t) 
1rt t r = { 1 )} ( ) Ejer exp ,80 Zj(t Wj t 
(11) 
(12) 
Note that (12) has the interpretation of the conditional probability of the ith individual 
failing at t, given :Ft- and that there is a failure among individuals in the set r at t. The 
partial likelihood (2) is then obtained by multiplying together conditional probabilities of 
the form ( 12) for each failure time and sampled risk set. 
We will show that (2) has basic likelihood properties, i.e. that the score vector has 
expectation zero, and that its covariance matrix equals the expected information matrix. 
To this end vy-e note that (2) may may be written as £(,8, T), where 
[ {,B'Z ( )} ( ) l AN(i,r)(u) C(,B,t) = IT IT IT exp i u Wi u 
uE[O,t) rE'P(u) iEr Ejerexp{,B'Zj{u}}wj(u) 
We introduce the notation 
s£-rl(,B, t) =I:; Zj(t)~h exp{,B'Zj(t}}wj(t) (13) 
jEr 
for;= 0, 1, 2, where for a vector a, a®0 = 1, a®1 =a and a®2 = aa', and let 
(14) 
and 
(2)( ) Sr ,B,t ®2 Vr(,B, t) = (O) - Er(,B, t) . 
Sr (,8, t) 
(15) 
Then, apart from a constant term, 
logC(,B,t) = 1t I:; I:; [.a'zi(u) -log{S£0l(,B,u)}] dN(i,r)(u). 
0 rE'P(u) iEr 
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Differentiation with respect to {3 in the usual way then yields the "score vector process" 
U({3, t) = :{3log.C({3, t) =lot L L {Zi(u)- Er(f3, u)} dN(i,r)(u), 
0 rE'P(u) iEr 
(16) 
and the "information matrix process" 
a2 r 
I({3,t) =- o{32 log.C({3,t) = Jo L Vr(f3,u)dNr(u). 
0 rE'P(u) 
(17) 
Using (6), (7), (13) and (14) it is seen that the score process, evaluated at the true 
parameter vector {30 , equals 
U(f3o,t)= lot L 2:{Zi(u)-Er(f3o,u)}dM(i,r)(u), 
0 rE'P(u) iEr 
(18) 
i.e. it is a vector valued stochastic integral, and therefore a local square integrable martin-
gale. In particular, the expected score is zero provided that the expectation exists. 
The predictable variation process of (18) is, by (6)-(9) and (13)-(15), 
(U(f3o, · ))(t) = Lt L L {Zi(u)- Er(f3o,u)}~2 A(i,r)(u)du 
0 rE'P(u) iEr 
lot L Vr(f3o,u)S~0>(f3o,u)C(u)-1Ao(u)du. 
rE'P(u) 
Moreover, (17) evaluated at {30 may be written as 
I(f3o,t}= lot L Vr(f3o,u)Ar(u)du+ lot L Vr(f3o,u)dMr(u), 
rE'P(u) rE'P(u) 
where, by (10) and (11), the 
Mr(t) = Nr(t) -lot Ar(u)du 
are local square integrable martingales. Therefore, by (11), (13) and (19), 
I(f3o,t) = (U(f3o, · ))(t) +lot L Vr(f3o,u)dMr(u). 
0 re'P(u) 
(19) 
Thus the observed information equals the predictable variation of the score plus a local 
square integrable martingale. In particular, by taking expectations, assuming that they 
exist, it follows that the expected information matrix equals the covariance matrix of the 
score. 
Let P be the maximum partial likelihood estimator obtained by maximizing {2). From 
the above results it then follows by a Taylor series expansion in the usual way (see Bergan 
et al., 1992, for details) that, under appropriate conditions, vn (P- f3o) converges in 
distribution to a multivariate normal random variable with mean zero and covariance matrix 
_E-l described in Bergan et al. (1992). Moreover the asymptotic information matrix .E may 
be obtained as the limit in probability of 1/n times (19). 
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4 Asymptotic relative efficiencies 
This section presents a large sample comparison of simple and stratified nested case-control 
sampling when there is a binary "exposure" variable Z1, assumed to be known for the full co-
hort and which will serve as the sampling stratification variable, and a binary "confounder" 
variable Z2 to be collected for the sampled subjects. For the simple nested case-control 
design, sampled risk sets of size m consist of the failure and m - 1 controls randomly 
sampled without regard to exposure status. For the stratified sample, m 0 unexposed, with 
Z1 = O, and m1 exposed, with Z1 = 1, subjects are sampled, with mo + m1 = m. In a 
model analogous to that considered by Breslow and Cain (1988) for two stage sampling for 
unconditional logistic models, let the intensity process for an individual with covariates Z1 
and z2 be specified as 
(20) 
c.f. {4). 
We assume that the joint exposure-confounder probability distribution for those at risk 
remain constant over time. Subjects in the cohort are assumed to arise as independent 
and identically distributed realizations from the covariate and censoring distributions with 
failure time distributions determined by the associated hazard functions. We note that, 
under this assumption, asymptotic relative efficiencies do not depend on the failure rate 
(Goldstein and Langholz, 1992, Example 6.3b ). We are interested in comparing the vari-
ances of 131 after controlling for the effect of Z2 for the two sampling designs. It is also of 
interest to compare the variances of 13s for a model with an interaction term Z1 Z2{33 added 
in (20), assuming that f3s = 0. The strategy we used was to compute the 3 X 3 asymptotic 
information matrix :E for the interaction model. The variance of 131 controlling for Z2 in 
the model (20) is then obtained as the (1, 1) th entry after inverting the upper left 2 x 2 
part of :E. The variance of 133 is given as the (3, 3) th entry in :E-1. The general formulas 
for asymptotic variance for the two designs are found in Borgan et al. (1992, Section 7). 
Confounding between Z1 and Z2 was measured by the population odds ratio 
fJ = pr(Z1 = 1, Z2 = 1)pr(Z1 = O, Z2 = 0). 
pr(Z1 = 1, Z2 = O)pr(Z1 = 0, Z2 = 1) 
Table 1 gives asymptotic relative efficiencies of the "balanced" stratified design, i.e., 
mo = mt, relative to simple nested case-control sampling. These are given for pr(Z1(t) = 
1) = 0.05 and pr(Z2(t) = 1) = 0.3 and various values of m, exp(/31), exp(/32) and 0. In 
every case, stratification results in substantial gains in efficiency for estimating {31 after 
controlling for Z2, and for the estimation of {33 • For 1:1 matching, there are large losses 
of efficiency for estimating {32 after controlling for Z1 but, since Z2 is a confounder in the 
model, a precise estimate of its effect is not important. We also computed the asymptotic 
relative efficiencies of the balanced design compared to the stratified sample with optimal 
mo and m1 form= 4 or 8. For all combinations of parameters used in Table 1, the there 
was very little difference between the balanced and optimal designs. 
We also considered the situation where the observed relative risk for exposure is ex-
plained by the confounder. In this situation, {31 = 0 and {32 was chosen to yield a a marginal 
relative risk for exposure of exp(f3i) = 1.5 or 2 when full cohort data is used to estimate {31 
without Z2 in the model. The results for balanced stratified sampling are given in Table 2. 
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Table 1: Asymptotic relative efficiencies of stratified versus simple nested case-control 
sampling when the exposure relative risk exp(,B1) is 2 or 4 4 • 
(a) exp(,Bl) = 2 
1:1 matching (m = 2) 1:3 matching (m = 4) 
ef32 8 pl p2 Ps pl p2 Ps 
0.2 0.2 2.65 0.45 1.56 1.73 0.83 1.17 
0.2 0.5 2.75 0.45 1.54 1.72 0.84 1.17 
0.2 1.0 2.83 0.45 1.53 1.71 0.85 1.18 
0.2 2.0 2.86 0.45 1.53 1.68 0.86 1.20 
0.2 5.0 2.63 0.43 1.51 1.59 0.87 1.22 
1.0 0.2 2.46 0.25 2.35 1.58 0.75 1.54 
1.0 0.5 2.75 0.30 2.24 1.60 0.77 1.52 
1.0 1.0 2.86 0.35 2.16 1.61 0.79 1.50 
1.0 2.0 2.73 0.38 2.04 1.60 0.80 1.48 
1.0 5.0 2.23 0.37 1.76 1.54 0.80 1.43 
5.0 0.2 2.56 0.26 3.30 1.55 0.67 2.02 
5.0 0.5 2.85 0.35 2.95 1.71 0.71 1.92 
5.0 1.0 2.80 0.42 2.61 1.80 0.73 1.83 
5.0 2.0 2.58 0.46 2.19 1.82 0.74 1.71 
5.0 5.0 2.24 0.49 1.66 1.78 0.74 1.51 
(b) exp(,Bl) = 4 
1:1 matching (m = 2) 1:3 matching (m = 4) 
e_f32 8 pl p2 Ps pl p2 Ps 
0.2 0.2 4.06 0.70 1.97 2.23 0.90 1.31 
0.2 0.5 4.15 0.71 1.97 2.23 0.92 1.32 
0.2 1.0 4.20 0.71 1.98 2.21 0.94 1.33 
0.2 2.0 4.13 0.72 2.00 2.16 0.96 1.36 
0.2 5.0 3.63 0.70 1.99 2.02 0.99 1.40 
1.0 0.2 3.75 0.44 3.42 2.01 0.82 1.94 
1.0 0.5 4.19 0.54 3.25 2.07 0.87 1.90 
1.0 1.0 4.35 0.62 3.13 2.09 0.90 1.86 
1.0 2.0 4.15 0.67 2.95 2.06 0.93 1.80 
1.0 5.0 3.41 0.65 2.52 1.93 0.92 1.69 
5.0 0.2 3.46 0.43 4.62 1.89 0.77 2.66 
5.0 0.5 3.99 0.58 4.12 2.14 0.84 2.45 
5.0 1.0 4.07 0.69 3.61 2.26 0.87 2.24 
5.0 2.0 3.88 0.76 2.94 2.29 0.89 1.95 
5.0 5.0 3.47 0.80 2.02 2.23 0.89 1.51 
"For mo = m1 and pr(Z1 = 1) = 0.05 and pr(Z2 = 1) = 0.30. 
Efficiencies for fit and Jk based on fitting the model with no 
interaction term 'Z1Z2'· 
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Table 2: Asymptotic relative efficiencies of stratified versus simple nested case-control 
sampling when there is a marginal relative risk for exposure exp(,Bi) of 1.5 or 2.0 but 
exp(,Bt) = 1 after controlling for confounding G. 
(a) exp(,Bi) = 1.5 
1:1 matching (m = 2) 1:3 matching (m = 4) 
ef32 (J lit li2 lis lit ~ lis 
36.7 2.0 1.91 0.62 1.18 1.55 0.77 1.01 
3.7 4.0 1.54 0.25 1.35 1.45 0.66 1.40 
2.8 6.0 1.39 0.22 1.22 1.40 0.67 1.35 
2.5 8.0 1.28 0.21 1.13 1.38 0.67 1.33 
2.3 10.0 1.21 0.20 1.07 1.36 0.67 1.31 
(b) exp(,Bi) = 2 
1:1 matching ( m = 2) 1:3 matching (m = 4) 
ef32 (J lit li2 lis lit ~ lis 
22.8 4.0 1.79 0.60 1.03 1.53 0.76 1.04 
8.1 6.0 1.54 0.35 1.18 1.51 0.66 1.33 
6.0 8.0 1.42 0.30 1.14 1.48 0.66 1.34 
5.1 10.0 1.35 0.28 1.09 1.46 0.65 1.33 
.. See footnote to Table 1. 
Once again stratified sampling offers considerable efficiency advantage for estimation of the 
exposure effect· after controlling for the confounder. 
These asymptotic relative efficiency calculations compare the two designs with compa-
rable matching ratios. However, the number of distinct subjects in the sample, often the 
relevant determinant of the cost of the sampled study (Langholz and Thomas, 1991), is 
different for the two designs. H this is the case, the relative efficiencies underestimate the 
advantage of the stratified design since the stratified design requires a smaller proportion 
of the cohort than does the standard. This is because in the stratified design the exposed 
subjects have a higher chance of appearing in multiple sampled risk sets than with the 
simple design. The difference in the proportion sampled increases with decreasing proba-
bility of exposure, increasing disease probability, and increasing matching ratio. Thus, if 
the relevant measure of sample size is the number of distinct subjects, the actual relative 
efficiencies may be substantually higher than suggested in the tables. 
5 Non-representative sampling of cases 
H the disease of interest is rare, as is often the situation in epidemiologic studies, all cases 
will be used in the sampled data set. But, occasionally, especially if there are many cases 
available and few of them are "exposed," some type of non-representative sampling of the 
cases may be desirable. This, of course, would be done before sampling controls since 
sampled risk sets are uninformative about ,80 if there is no case. Stratified sampling in 
which a fixed number of cases is picked from each sampling stratum, as we have described 
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for the controls, cannot be accomodated by our methodology because the total number of 
cases in each sampling stratum for the entire study period is not in :Ft- for t < r. We 
propose an approximation to this type of sampling in which the decision to include a case is 
determined by a Bernulli trial with probability depending on the sampling stratum of the 
case and chosen to yield the desired proportions of cases from each stratum. A stratified 
sample of the controls is picked as before for each included case. 
A simple generalization of the hazard model (6) is required to accomodate this type 
of sampling. If a failure were to occur at time t, let B(t) indicate whether that failure 
would be included in the sample and Pi(t) be the probability of inclusion if subject i was 
that failure. Typically, the Pi(t) will take on a small number of values depending upon 
subject i's sampling stratum but, in the development that follows, it is not required. We 
now redefine :Ft- to additionally include the case sampling information in [0, t). Analogous 
to (5) 
pr{'R(t) = r, B(t) = b I LlNi(t) = 1,:Ft-} = 
pr{'R(t) = r I LlNi(t) = 1, B(t) = b,.1t-} X pr{B(t) = bl LlNi(t) = 1,:Ft-}. 
The first probability is as in (5) if b = 1 and I(r = { i}) if b = 0. The second probability is 
Pi(t) or 1- Pi(t) forb= 0, 1, respectively. We define N(i,r,b)(t), for r E p(m) U {i}, i E r, 
and b = 0, 1, as the number of times in [0, t] a failure of the ith individual is not included, 
respectively included, in the sample and the sampled risk set equals r. Then the counting 
processes N(i,r,b) have intensity processes 
A(i,r,b)(t) = Yi(t)Ao(t) exp{,8~Zi(t)}C(t)-1 wi(t)pi(t)I{r E 'Pi(t), b = 1} 
+ Yi(t)Ao(t)exp{,8~Zi(t)}{1- Pi(t)}I(r = {i},b = 0). 
The partial likelihood may be derived as in (10) - (12) with 
( •1 1) _ ex:p{,B~Zi(t)}wi(t)pi(t) 
1rt 'r, - :E;erex:p{,B~Z;(t)}w;(t)p;(t) 
ifr E 'Pi(t) and 7rt(ilr,O) = 1 ifr = {i}. 
Thus, letting F denote the set of failure times for the sampled failures, the partial 
likelihood for the data may be written in standard notation as 
(21) 
The basic likelihood properties are derived in a manner analogous to Section 3 using that 
are local square integrable martingales. 
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6 Discussion 
We have developed stratified sampling assuming the simple Cox model (1). The methods 
easily generalize to accomodate multiple population strata with a different baseline hazard 
for each stratum. In this case, stratifed sampling would be performed within population 
stratum. Also, the exponential form of the relative risk may be replaced by r{.8bZ(t)} for 
a general relative risk function r(·) with r(O) = 1. Further, the expressions apply without 
change to multiple event data. 
The stratified sampling itself is more flexible than may be interpreted by our presen-
tation. We have discussed stratification based on a subject's absolute exposure measure. 
Another valid method is to define sampling strata based on quantiles of the exposure values 
of at risk subjects. Stratification might also be based on determinants of cost of collecting 
data. For example, in an occupational cohort of a particular factory, many cohort members 
may have ceased employment at the factory during the follow up period. The sampling 
strata could be based on employment status and designed to over-sample those who are 
still employed since it is easy to contact them. This cannot be done based on present 
employment status but must be based on employment status at the time of disease being 
considered so the benefit of this strategy will depend upon how recently the cases of disease 
generally occurred. 
It may well be the situation that the sampling stratum indicator A summarizes a 
continuous or multilevel covariate Z1 , which is available on the full cohort, into L sampling 
strata categories. As mentioned in Section 1, models fitted using the stratified sample which 
are based just on functions of A retain the full cohort information about A. However, since 
they are more precise, one would typically use the actual values of Zit ( t;) when analyzing 
the stratified sampled data, and the information will be less than that of the full cohort 
because of the grouping used to define the sampling strata. The question then arises of 
how to form the sampling strata groupings so as to retain as much information as possible 
about Z1 given that the other covariates are not known. Let (cl_1(t;),cl(t;)] be non-
overlapping intervals with co(t;) = -oo, cL(t;) = oo and the sampling strata be defined 
by 'R.l(t;) = {i E 'R.(t;) : Cl-t(t;) < Zit(t;) ~ cz(t;)}. We conjecture that a good strategy 
is to set L = m and choose the cl(t;) so that the conditional probability of disease, based 
only on Z1 , is 1/m in each interval. This depends, of course, on how Zt is modelled and, 
assuming for example a trend model, may be approximated by choosing the cl( t;) such that 
Ese~(t;)exp{,8Zst{f;)}I{cl-t(t;) < Zit(t;) ~ cl(t;)} 
- ~ 1/m. Ese~t;) exp{.t3Zit(t; )} 
This strategy did appear to be best in a preliminary empirical investigation of the m = 2 
situation but further work is needed to determine if it generally near optimal. 
We have assumed that sampling strata are known for all cohort subjects at the time 
when the sampling is performed. In many situations, the sampling strata may be available 
for a portion of the cohort but missing for the rest. Suppose, for ease of exposition, that 
the sampling strata are based on a dichotomous exposure covariate with the probability 
of exposure small and that most of the missing values could be filled in for the sampled 
data. H the number of subjects missing exposure data is small, they could be included 
with the unexposed forming an "unexposed or missing information" sampling stratum. H 
there is a large number of such subjects, they could form another sampling stratum and 
a design with three strata could be considered. In either situation, exposure status would 
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be ascertained for those sampled individuals with missing exposure and this would be used 
in the analysis of the sampled data. The weight associated with such subjects would not 
depend on their final exposure status but would reflect the sampling stratum from which 
they were picked. 
Stratified sampling may also be possible when it is not possible to identify all subjects 
at risk but it is only possible to insure that controls can be randomly sampled from the 
sampling strata that make up the risk set at a given failure time. This would be the situation 
in a stratified population based age-matched case-control study. Note that the nz(t;) may 
be replaced by ?rz(t;) = nz(t;)/n(t;) or by 1rz(t;)j1r1(t;) in the weights without changing the 
partial likelihood (2). This suggests that if the proportion or ratio of proportions of the 
population in each sampling stratum is known as a function of time, these methods may 
be applied. 
Finally, if the ?rz(t;) are not known, they could be estimated from a sample of the 
population. This could be done in a number of ways. One is to do a survey of the population 
and estimate the 1rz( t;) from this sample. Another is to use a two-stage sampling procedure, 
analogous to that of Breslow and Cain (1988). In this method a "first stage" sample, a 
random sample of potential "controls" without regard to sampling strata is picked for each 
case. The sampling stratum of each subject in the first stage sample is determined and the 
"second stage" stratified sample is then picked. The ?rz(t;) would be estimated from the 
first stage sample. Further work is needed to assess the validity of these approaches and 
to develope variance adjustment methods to account for the additional variation resulting 
from the estimation of the weights. 
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