The cosmological star formation rate in the combined Chandra Deep Fields North and South is derived from our X-Ray Luminosity Function for Galaxies in these Deep Fields. Mild evolution is seen up to redshift order unity with SFR ∼ (1 + z) 2.7 . This is the first directly observed normal star-forming galaxy X-ray luminosity function (XLF) at cosmologically interesting redshifts (z>0). This provides the most direct measure yet of the X-ray derived cosmic star-formation history of the Universe. We make use of Bayesian statistical methods to classify the galaxies and the two types of AGN, finding the most useful discriminators to be the X-ray luminosity, X-ray hardness ratio, and X-ray to optical flux ratio. There is some residual AGN contamination in the sample at the bright end of the luminosity function. Incompleteness slightly flattens the XLF at the faint end of the luminosity function.
There have been many recent studies of star formation in galaxies and of the star formation history of the universe derived from data in the radio, IR, and optical (Lilly et al. 1996; Madau et al. 1998; Rowan-Robinson et al. 1997; Haarsma et al. 2000; Cole et al. 2001; Baldry et al. 2002; Teplitz et al. 2003) . In the range from the present epoch to redshifts of order unity, recent critical compilations and discussions of Sullivan et al. (2001) , Hopkins et al. (2003) , Sullivan et al. (2004) and Hogg (2004) show that the results from the multi-waveband data have a dispersion of 1-2 orders of magnitude in the comoving cosmic star formation density . As noted by these authors, there are important physical corrections that need to be made to go from the observations in a particular band to the cosmic star formation rate which include physical understanding of the dust extinction, the Initial Mass function (IMF), and stellar population models. Reasonable interpretations of the current observations in this redshift range have been presented that argue, on the one hand, that there is a steep decline in the star formation rate to the present epoch Hogg (2004) or, on the other, that the cosmic star formation density has a shallow decline in the same redshift range Wilson, Cowie, Barger & Burke (2002) . Therefore it is important to utilize all wavebands to study this phenomenon from different aspects and with different selection effects. The X-ray band has now just opened up to detailed studies of star formation in galaxies at cosmological distances.
Hitherto, even deep X-ray surveys studied only the cosmological populations of evolving active galaxies and quasars. X-ray studies of individual nearby galaxies were performed and the underlying hot gas and stellar x-ray source components analyzed (Fabbiano 1989 ). However, the deep 1-2 Megasecond surveys in the Chandra Deep Field South and North, respectively, now show a major cosmological population (in the range from present day to redshifts of order unity) of X-ray emitting normal star forming galaxies at faint flux levels. Stacking analysis allows one to extend the x-ray properties studied to even larger redshift ranges .
Some notable results on star-forming galaxies have already been derived in deep X-ray survey work. In the Chandra Deep Field-North (hereafter CDF-N) it has been found that the faint 15µm population, composed primarily of luminous infrared starburst galaxies (e.g. Chary & Elbaz (2001) ) are associated with X-ray-detected emission-line galaxies . Chandra and XMM-Newton stacking analyses of relatively quiescent (non-starburst) galaxies have constrained the evolution of X-ray emission with respect to optical emission to at most a factor of 2-3 (e.g., Hornschemeier et al. 2002; Georgakakis et al. 2003) . Studies of the quiescent population of galaxies has also provided some initial constraints on the evolution of starformation in the Universe ( SFR ∼ (1 + z) k for z << 1 where k < 3; Georgakakis et al. 2003) .
We now discuss some relevant details of the X-ray observations. We derive X-ray Luminosity Functions and the corresponding cosmological star formation history using X-ray data from the 2 Ms and 1 Ms exposures of the CDF-N and Chandra Deep Field South (hereafter CDF-S). This analysis requires the extreme depth of the CDF surveys as non-active galaxies arise in appreciable numbers at extremely faint X-ray fluxes; the fraction of X-ray sources that are normal and starforming galaxies rises sharply below 0.5-2 keV fluxes of ≈ 1 × 10 −15 erg cm −2 s −1 (e.g., Figure 6 of Hornschemeier et al. 2003 , ; see also the fluctuation analysis results of Miyaji & Griffiths 2002) .
The luminosity functions for galaxies in the radio, optical and infrared have been studied extensively (c.f. Tresse et al. (2002) for a recent discussion). Prior to this work, the X-ray luminosity function for normal galaxies was estimated from the optical galaxy luminosity function by Georgantopoulus, Basilakos & Plionis (1999) . Schmidt, Boller & Voges (1996) reported on a galaxy XLF derived in the local (v < 500 km s −1 ) Universe as well, however their sample does include some fairly active galaxies (e.g., Cen A) and does not appear to be an entirely clean normal/star-forming galaxy luminosity function. Our work seeks to construct a relatively clean normal star-forming galaxy luminosity function, and possesses the great advantage of doing this at cosmologically interesting distances (our two luminosity functions have median redshifts z ≈ 0.3 and z ≈ 0.8).
We may thus study the evolution of X-ray emission from galaxies with respect to cosmologically varying quantities such as the global star-formation density of the Universe. Our galaxy XLFs have their own set of selection effects that we discuss later but they can add to the overall picture of the physics of galaxy evolution. For example, it is obvious that corrections for obscuration will not be as important here as in the analysis of Hα Luminosity functions discussed in detail below.
We expect correlations between the various classic cosmological indicators of star formation (Hα, IR, radio) and our X-ray studies. In general, the fluxes we measure in the respective wavebands associated with the different methods are all ultimately connected with the evolution and death and transfiguration of massive stars. For example, the radiative luminosity of OB stars, the mechanical energy input from supernovae and the accretion power of high mass X-ray binaries (HMXBs) are all ultimately derived from massive stars. It is therefore not surprising that tight correlations have been found empirically between the X-ray flux, the radio flux and the IR continuum. The most recent careful analysis in the local Universe is from Ranalli, Comastri & Setti (2003) which is discussed in detail below. Interestingly, the correlations appear to hold for at least the radio and X-ray bands at high redshift Bauer et al. (2002) ; Grimm, Gilfanov & Sunyaev (2003) . We use these latest empirically derived correlations betwen radio, IR, and Xray star formation indicators as the central relations that allow us to infer star formation rates from the X-ray data on galaxies in the Chandra Deep Fields North and South. In addition, it is useful to also consider theoretical studies on the cosmic X-ray evolution of galaxies which have been presented by Cavaliere, Giacconi & Menci (2000) , Ptak et al. (2001) and .
Observations of detailed X-ray stellar populations in individual nearby galaxies have been carried out by Zezas & Fabbiano (2002) , Kilgard et al. (2002) and Colbert et al. (2003) . Using archival Chandra data on 32 galaxies in the nearby Universe, Colbert et al. (2003) have established that the X-ray emission from accreting binaries in galaxies is correlated with the current level of star formation in their host galaxies. This relation appears to be both macroscopic in that the entire Xray point source luminosity of galaxies scales with starformation rate and microscopic in that the slope of the X-ray binary luminosity function within galaxies correlates with star formation.
In our studies, much care has gone into accurately selecting the population of normal star forming galaxies. Contamination by AGNs is a potentially serious problem. We have a multi-parameter probability space for the selection of the normal star forming galaxies and we have therefore used Bayesian methods to classify the galaxies and the two types of AGN. The most useful discriminators are the X-ray luminosity and Xray hardness ratio as well as the optical to X-ray ratios. AGN contamination is most serious at the bright end of the luminosity function. Our analysis is a step towards a fully modern statistical Monte Carlo Markov-Chain study but we need to have a better idea of the overall structure of the probability space before we undertake this (c.f. Hobson, Bridle and Lahav (2002) and Hobson & McLachlan (2003) ). Our analysis assumes, as a first step, that the priors are Gaussian and we show that this is a reasonable and useful assumption.
These studies of the cosmological evolution of normal star forming galaxies in the x-ray bands are the first of many detailed studies that can be undertaken with future missions such as XEUS. Here we have made a start on the basic luminosity functions and cosmic star formation histories.
The organization of this Paper is as follows: in section 2 we describe the data acquisition, the selection of the galaxy sample and the processing of the data. Section 3 presents the derivation of the galaxy XLF. In Section 4, we carefully compare the galaxy XLF derived here with the IR LF using the recent empirically derived analysis from Ranalli, Comastri & Setti (2003) (hereafter RCS) . A similar procedure is undertaken for comparison with the HαLF. We also give the derived cosmic star formation rates from the XLF. In section 5 we discuss the implications of our results and the potential consequences for future missions. In section 6 we give our four principal conclusions. Throughout this paper, if not explicitly stated otherwise, we use H 0 = 70 km s −1 Mpc −1 , Ω m = 0.3 and Ω Λ = 0.7.
2. DATA ACQUISITION, SELECTION OF GALAXIES, AND
DATA REDUCTION

Data Acquisition CDF-S
From October 1999 to Dec 2000, 11 individual exposures of the CDF-S were performed with the Chandra ACIS instrument, resulting in a 1 Ms exposure. The sensitivity of this deep exposure has reached flux limits of 5.5×10 −17 erg cm −2 s −1 in the soft band (0.5-2 keV) and 4.5×10 −16 erg cm −2 s −1 in the hard band (2-10 keV). At these flux levels, > 80% of the cosmic X-ray background in both bands is resolved. A total of 346 sources has been detected (Rosati et al. 2002; Giacconi et al. 2002) ; the X-ray data reduction, source detection, and X-ray source catalog can be found in Giacconi et al. (2002) . The optical spectroscopic follow-up observations were obtained using FORS1/FORS2 on the VLT for the possible optical counterparts of 238 X-ray sources, yielding spectroscopic redshifts for 141 X-ray sources. The optical spectra and the redshifts are presented in Szokoly et al. (2004) . Zheng et al., in preparation, have used the ten near-UV, optical, and near-infrared bands to estimate photometric redshifts for 342 (99%) of the CDF-S sources, making detailed comparison with the spectroscopic redshifts. In some cases, the optical spectroscopic redshifts of Szokoly et al. were not highly confident and Zheng et al. was able to place a better redshift constraint using the multiwavelength SED of the sources. We therefore used those redshifts of Zheng et al. which we consider to supercede those of Szokoly et al.
CDF-N
From November 1999 to February 2002, 20 individual exposures of the CDF-N were performed by the Chandra ACIS instrument, resulting in a 2 Ms exposure. In the central parts of the CDF-N the sensitivity reaches 2.5 × 10 −17 erg cm −2 s −1 in the 0.5-2 keV band and 1.4 × 10 −16 erg cm −2 s −1 in the 2-8 keV band. the 1 Ms survey; 503 sources were detected in the 2 Ms data, and the X-ray data reduction, source detection, and X-ray source catalog can be found in Alexander et al. (2003) . The optical spectroscopic and photometric follow-up observations were obtained using Keck and Subaru (Barger et al. , 2003 . Spectroscopic redshifts have been obtained for 284 of CDF-N X-ray sources; using the multiwavelength photometric data, photometric redshifts were obtained for an additional 78 sources Barger et al. (2003) . We use these 362 redshifts in our study. Note that although the overall completeness is roughly 71%, including the photometric redshifts, the spectroscopic completeness alone for R ≤ 24 is 87%. The optical and near-infrared photometry, spectroscopic redshifts, and photometric redshifts are presented in Barger et al. (2003) .
Galaxy Selection
In our study it is essential to classify galaxies correctly. We have employed two different galaxy classification techniques. The first method uses standard optical classification for sources with high-quality optical spectra. The second approach utilizes a multi-parameter Bayesian analysis.
We have chosen to construct XLFs in the 0.5-2 keV band since for moderately obscured AGN with significant star formation present, the soft band is dominated by star forming processes (Ptak et al. 1999; Levenson, Weaver, & Heckman 2001; Terashima et al. 2002) .
Optical Spectroscopic Classification
Very few galaxies have optical spectra with good enough signal-to-noise to allow classifications based on emission-line flux ratios. Therefore, it is essential that we develop a classification scheme which is not dependent (or overly dependent) upon optical spectroscopic classification. However, there is important optical spectroscopic information contained within the spectra. For the CDF-S spectra with sufficient signal-to-noise, we have used the diagnostic diagrams of Rola, Terlevich & Terlevich (1997) in a manner similiar to Kewley et al. (2002) . Where only one or two emission lines are present, we classify the objects as AGN if broad features or high ionization lines were present and galaxies otherwise. Note that the classifications in most of the optical spectroscopic follow-up work in the Chandra Deep Fields, e.g., Szokoly et al. (2004) , are based upon both X-ray (luminosities and hardness ratios) and optical properties. We do not consider the X-ray properties in classifying these galaxies as we are using them to construct our X-ray prior.
There are 29 galaxies whose emission-line ratios are consistent with starbursts and/or normal galaxies rather than AGN. We further exluded two of these sources since they were found at off-axis angle in excess of 8' where the spectroscopic completeness considerably worsens relative to the center of the survey (Szokoly et al. 2004 ). This is thus our "spectroscopic CDF-S sample" with a total of 27 galaxies. Note that we do not classify an analogous "spectroscopic CDF-N sample" as those optical spectra are not available, and also are generally not flux calibrated (Barger et al. 2003) , which would prevent line ratios from being calculated. Multi-parameter Classification: (f x /f R ), HR, L X Even with optical classification there is still the risk of AGN contamination, particularly for type-2 AGN where the AGN may be obscured and/or the spectral aperture encompasses the entire galaxy (e.g., Moran, Filippenko & Chornok 2002) . Therefore, we used a second selection approach based on the statistical properties of the sources.
For this statistical analysis we concentrated on the CDF-S multiwavelength data since again we had access to the optical spectra of potential counterparts, and could therefore most reliably identify control sets of galaxies and AGN. We investigated the distributions of the X-ray hardness ratios and 1.4 GHz, K-band, Rband and soft X-ray luminosities and inferred that a good discriminator between AGN and galaxies was based on the X-ray/optical luminosity ratio, the X-ray hardness ratio and X-ray luminosity as had been found previously (Hasinger 2003 , and references therein). The ratios L X /L 1.4 GH and L X /L K also show promise and will be explored in future work.
In Figure 1 we plot the hardness ratio vs soft band Xray luminosity of all CDF-S sources with good spectroscopic redshifts and classifications. Different symbols are used for the various optical spectroscopic classifications (type 1 AGN, hereafter AGN1; type 2 AGN; hereafter AGN2 and normal galaxies). It is evident that the AGN1 and galaxies have similar hardness ratios and AGN1 have significantly higher X-ray luminosities. AGN2 span a larger range in X-ray luminosity than AGN1 and on average have harder spectra than AGN1 and galaxies. Both of these effects are expected since AGN2 are generally Xray-obscured sources. A brief synopsis of the technique follows.
In most cases the errors on the hardness ratios are large for sources in the galaxy regime as there were often only a few X-ray counts (i.e., log L X < 42 and HR < 0) and, in fact, many sources in this regime only have upper-limits for HR. Our selection approach takes into account the errors on the hardness ratios and the parent distribution properties discussed above. This approach is described in Appendix A, and we also restricted our sample to sources with redshifts ≤ 1.2 (since the redshift estimates for the sources become increasingly uncertain at higher redshifts and our two redshift bins should be of comparable size). This resulted in 74 CDF-S and 136 CDF-N sources being classified as galaxies. In Figure 2 we show the redshift distribution for the (Bayesian) galaxy sample.
LUMINOSITY FUNCTIONS
The standard method of constructing binned luminosity functions discussed in Page & Carrera (2000) was used in this paper to calculate the soft Xray luminosity function for normal galaxies (see also Schmidt 1968; Miyaji, Hasinger & Schmidt 2000 . For each redshift and X-ray luminosity bin, the source density, φ, can be estimated from φ ∼ N (
where N is the number of sources in the bin, L min and L max are the minimum and maximum X-ray luminosities of each bin, and dV c /dz is the total comoving volume per redshift interval, dz, that the CDF surveys can reach at each luminosity L. For a given luminosity L X , z min (L) is the minimum redshift of the bin and z max (L) is the highest redshift possible for a source of luminosity L for it to remain in the redshift bin. The variance of the source densities can also be estimated from δφ ∼ δN ( Lmax Lmin zmax(L) zmin (dV /dz)dzdL) −1 where δN is the 1σ Poisson error for the number of sources in each bin (Kraft, Burrows, & Nousek 1991; Gehrels 1986 ). The XLF derived from the Bayesian sample is shown in Figure 3 and the spectroscopic CDF-S sample XLF is shown in Figure 4 .
In the case of the spectroscopic CDF-S sample we also made an approximate correction for spectroscopic com- Takeuchi, Yashikawa, & Ishii (2003) converted to the 0.5-2.0 keV bandpass using the L 60µm /X-ray correlation (based on the galaxy sample given in Ranalli et al. [2003] ). The left panel shows the 60µm LF model based on the full IRAS PSCz sample while right panels shows the LF based on the "warm" galaxy sample (with S 100µm /F 60µm < 2.1). The X-ray data in both plots are identical, and evidently the warm galaxy LF more closely matches the XLF at each redshift. The XLF was computed with redshifts z < 0.5 and z > 0.5. Also plotted (as open circles) is the local XLF derived in Schmidt, Boller, & Voges (1996) , corrected for the factor of ∼ 3 overdensity of galaxies locally (see text). Curves are plotted for z=0 and the mean redshifts of the two XLF samples (z = 0.27,z = 0.79), with the z>0 curves being calculated assuming (1+z) 2.7 evolution. The dashed curves show the (minor) effect of including an estimate of X-ray k-corrections when converting from FIR to X-ray 0.5-2.0 keV luminosities. The y axis units are log (Mpc − 3 dex −1 ).
pleteness. We used the mean log F X /F opt value for galaxies (-1.7 as discussed in the Appedix) to compute the range in R magnitude corresponding to each XLF bin, and took the fraction of redshifts in that interval (using all sources in Szokoly et al. (2004) , restricted to a maximum off-axis angle of 8') as an estimate of the completeness. Often in the higher luminosity bins there were not a large enough number of sources for the fraction to be computed accurately however we found that the completeness when R< 23 was consistently ∼ 90%, and therefore we fixed the completeness at 90% whenever the entire higher R range for that bin was < 23. This procedure only significantly impacted the first point of each XLF, with completenesses of 43% and 73% for the z<0.5 and z>0.5 XLFs, respectively.
X-ray Luminosity Function Evolution Form of the X-ray Luminosity Function
To describe the evolution of the X-ray luminosity in more detail it is useful to use a functional form for the XLFs we have obtained above. It is then easy to test simple models for evolution of the XLFs such as pure luminosity evolution (PLE). The choice of the appropriate functional fit should, if possible, have a solid basis in physical understanding and in empirical observational correlation. After trying various forms we chose to use the lognormal distribution. The infrared luminosity function of galaxies (IRLF) is well fit by this distribution. In addition, the IRLF is known to be directly proportional to the star-formation rate (Kennicutt 1998) . We established that this form of the distribution is a reasonable fit to our XLF data. Then, to give the XLF a more physical basis, we predict the XLF from the IRLF based on the Ranalli, Comastri & Setti (2003) correlations between IR and X-ray fluxes as discussed below.
IRLF comparison
We use the 60 µm luminosity function of Takeuchi, Yashikawa, & Ishii (2003) , which assumes the same functional form for the IRLF as Saunders et al. (1990) , but includes several improvements.
Additionally, Takeuchi, Yashikawa, & Ishii (2003) adopt the same cosmology used here, allowing for direct comparison. We first have to convert to the IRLF to appropriate units to match the XLF. The luminosity function conversions were calculated using (Georgantopoulus, Basilakos & Plionis 1999; Avni & Tannenbaum 1986) :
is the probability distribution for observing L X for a given L IR , which we take to be a Gaussian, giving
We calculated the convolution given in eq. 2 numerically with the dispersion of σ = 0.3, consistent with the dispersion in the soft X-ray / L 60µm correlation.
In Figures 3 and 4 we show the 60 µm luminosity function of Takeuchi, Yashikawa, & Ishii (2003), which assumes the same functional form for the IRLF as Saunders et al. (1990) . In Figure 3 we plot the 60 µm LF from Takeuchi, Yashikawa, & Ishii (2003) converted to the 0.5-2.0 keV bandpass using log L 0.5−2.0 keV = L 60µm − 3.65 (based on the sample galaxy sample and X-ray data as given in Ranalli et al. [2003] ).
The XLF figures also show the effect of including pure luminosity evolution of the form (1 + z) 2.7 (see §4) for the mean redshifts in each redshift bin (similar to the IR evolution 3 ± 1 observed in Saunders et al. (1990) ), and k-correcting the X-ray luminosities derived from the IR, i.e., all XLF points are based on luminosities computed without k-corrections, equivalent to assuming a flat spectrum with an energy index of ∼ 1, while the IRLF curves where adjusted as discussed below. We assumed a canonical SED (shown in Figure 5 ; see Ptak et al. 1999) with a soft thermal plasma component (kT = 0.7 keV and 0.1 solar abundances), representing hot gas possibly associated with superwinds, and an absorbed powerlaw component representing the X-ray binary emission (N H = 10 22 cm −2 and an energy index of 0.8). The contribution of the hot gas is softer than the binaries but the total effect is to give a flat SED. with SFR. The 0.5-2.0 keV/2.0-10.0 keV ratio was varied with 0.5-2.0 keV luminosity as observed in RCS (going from ∼ 1.7 at L X = 10 39 ergs s −1 to ∼ 0.3 at L X = 10 42 ergs s −1 , derived from the L 0.5−2.0 keV and L 2−10 keV / FIR correlations). Therefore the typical case is in fact consistent with an effective 0.5-10 keV energy index of ∼ 1.0, or a νF ν slope of 0.
As a consistency check, we computed the hardness ratios corresponding to these model spectra. The model HRs ranged from −0.8 < HR < −0.3 which can be contrasted with the observed HR ∼< −0.5 although for the vast majority of our sources there was no significant detection in the hard band. In addition, when the observed hard/soft X-ray luminosity ratios are correlated with soft X-ray luminosities in RCS, the scatter is very large and there is no obvious trend as implied by the correlations with FIR. However, since our assumed models are relatively flat, the k-corrections are minor as can be seen in Figure 3 . Takeuchi, Yashikawa, & Ishii (2003) note that the 60 µm LF binned from the full IRAS PSCz sample differs from the LFs derived from "warm" and "cool" galaxy samples, where "warm" is defined as S 100µm /S 60µm < 2.1. This flux ratio corresponds to a temperature of ∼ 25K. In Figure 3 we show both the full and warm galaxy sample LFs and evidently the XLF is better matched the warm XLF. The XLF is mostly sampling L > L * galaxies, and therefore this is due the brightend LF slope being flatter (σ = 0.625 as compared to σ = 0.724 in the log-normal LF parameterization used here). This may be due to the fact that the galaxies in our sample have relatively high implied star formation rates (see below) which results in high dust temperatures, however we note that AGN activity will also result in higher dust temperatures and X-ray luminosities (Miley, Neugebauer & Soifer 1985) .
Radio LF Comparison
The local radio luminosity function is in excellent agreement with the FIR luminosity function (Condon, Cotton & Broderick 2002) , and therefore the z=0 FIR model LF is equivalent to the local radio 1.4 Ghz LF. This is not surprising considering the tight FIR/1.4 Ghz correlation.
Hα Luminosity Function Comparison
The Hα luminosity is a traditional tracer of the massive star-formation rate in galaxies (Kennicutt 1983) . The Balmer line strengths are proportional to the number of ionizing photons from young massive stars embedded in HII regions (Zanstra 1927 ). Since the Balmer lines lie in the red part of the visible spectrum they are not as hypersensitive to dust as is the UV continuum. Unlike the FIR, Hα can be observed to high-redshift. The Hα LF is found to evolve by up to an order of magnitude by z = 1 (Glazebrook et al. 1999; Yan et al. 1999; Hopkins, Connolly, & Szalay 2000) . Here we compare the XLF to the Hα LF since X-rays also are primarily sensitive to the massive star formation rate.
We converted the older Hα LFs to the now standard cosmology adopted for this paper in the following way. Hα luminosity functions were calculated assuming q 0 = 0.5 and Ω Λ = 0, with various values for H 0 . Converting for differences in H 0 is straightforward. However, the cosmological constant introduces a redshift-dependence to the luminosity function translation. One should return to the original data and recalculate the luminosity function but this requires the measured flux values, the redshifts, and detailed knowledge of the sensitivity which are generally not published with the luminosity functions. As a zeroth-order correction we evaluate the differences in comoving volume and luminosity distance at the median redshift for each luminosity function, and make the appropriate bulk shifts. We may then compare the Hα luminosity functions with our XLF. For example, the Hopkins, Connolly, & Szalay (2000) Hα LF has a median redshift of z = 1.3. The luminosity distance (D L ) for an Ω M = 0.3, Ω Λ = 0.7, H 0 = 70km s −1 Mpc −1 Universe is 46% larger for z = 1.3 than for the q 0 = 0.5, H 0 = 75 km s −1 Mpc −1 cosmology of Hopkins, Connolly, & Szalay (2000) . We thus shift their Hα LF by a factor of 2.13 to higher luminosity. The differential comoving volume (dV c /dz) at z = 1.3 is 3.82 times larger for our cosmology, thus the Hopkins, Connolly, & Szalay (2000) Hα LF normalization must be shifted down by this factor. However, these shifts will not allow for cosmologydependent changes in the shape of the luminosity function (due to the variance in the median redshift of the various bins). Since we have all the required data for the XLF, we thus also calculate our XLF in a [q 0 = 0.5,Ω Λ = 0,H 0 = 70km s −1 Mpc −1 ] cosmology to ensure that inferred differences in luminosity functions are not just artifacts of our zeroth-order cosmology correction.
In Figure 6 we show Hα luminosity functions covering the full redshift range of interest (z ≈ 0-1.3), for both the Ω Λ = 0.7 and Ω Λ = 0 cosmologies. At lower redshift, the comparison Hα LFs include the work of Gallego et al. (1995) using the Universidad Complutense de Madrid (UCM) survey for emission-line objects (z < 0.045) and the work of Tresse, & Maddox (1998) using the Canada-France Redshift Survey (CFRS; median z ≈ 0.2). At higher redshift, Hα shifts into the observed near-infrared; the comparison sample at z ≈ 0.7 is the VLT ISAACobserved sample of Tresse et al. (2002) . The extinction corrections in Tresse et al. (2002) are not as reliable as the lower-redshift data due to the difficult of measuring Hβ in the NIR spectra. Finally, at even higher redshift, there are two Hubble Space Telescope Near Infrared Camera (NICMOS) studies: Yan et al. (1999) and Hopkins, Connolly, & Szalay (2000) . These two studies have median z ≈ 1.3 and are not extinction-corrected.
In Figure 6 , the Schechter function fits to the Hα LFs from Gallego et al. (1995) , Tresse, & Maddox (1998) , Hopkins, Connolly, & Szalay (2000) , and Tresse et al. (2002) are shown.
Note that the results of Yan et al. (1999) are consistent with those given in Hopkins, Connolly, & Szalay (2000) and were included in the Schechter function fits in Hopkins, Connolly, & Szalay (2000) .
The Hα luminosities are converted to a SFR function by multiplying the Hα luminosities by 7.9 × 10 −42 M ⊙ yr −1 ergs −1 s (Kennicutt 1998 ). The XLF based on the combined CDF-S + CDF-N Bayes-selected sample shown in Figure  3 was converted by multiplying the X-ray luminosities by 2.2 × 10 −40 M ⊙ yr −1 ergs −1 s (RCS). Note that the extinction-corrected z ∼ 0.7 Hα LF overlaps with the uncorrected z ∼ 1.3 LF, implying that the extinction correction (a factor of ∼ 2) is of the same order as the evolution in the Hα LF between these redshifts.
The most striking feature of the XLF / Hα LF comparison is that the two sets of luminosity functions have different shapes, and more specifically different brightend slopes. As with the FIR comparison the XLF data prefer a flatter bright-end slope than is the case in the Hα Schecter function fits. The bright-end of the Schechter (2000) included the Hα data from Yan et al. (1999) in their fits. The Hα data are listed in the legend in order of increasing redshift; the z < 0.5 data and curves are plotted in blue and the z > 0.5 data and curves are plotted in red. The curves are plotted only at the range in luminosity (and hence SFR) over which the fits were performed. The left panel shows the X-ray luminosity function calculated for the cosmology H 0 = 70 km s −1 Mpc −1 , Ωm = 0.3 and Ω Λ = 0.7, and the published Hα values were converted from the cosmologies used (H 0 = 50 km s −1 Mpc −1 , q 0 = 0.5 in most cases) by scaling the luminosities by D 2 L and the normalization by dVc/dz −1 evaluated at the mean redshift of each survey (see text for details). The right panel shows the XLF rebinned for a cosmology of H 0 = 70 km s −1 Mpc −1 and q 0 = 0.5, in which case the published Hα LFs are simply rescaled by H −2 0 in luminosity and H 3 0 in normalization. Both cases are shown here since the cosmology correction applied in the first case is only an approximation (out of necessity). Hopkins, Connolly, & Szalay (2000) gave two Hα LFs based on a "conservative" sample where the Hα emission was securely measured and a sample in which less secure Hα line identifications were also considered (i.e., the "true" Hα LF at this redshift is between these two extremes).
function is an exponential cut-off, and therefore the only "tuning" that can be done to fit the bright end of the LF is adjusting L * . Accordingly the closest agreement in shape between the X-ray and HαLFs is with the Hopkins et al. "conservative" Schechter fit, which had the largest value of L * . However, note that the shape of the Hα LF fits should only be considered to be representative since the Schechter function fit parameters are not usually well constrained (and in addition are often correlated; see Hopkins et al. 2000) . The relevance of the form of the luminosity functions is discussed below.
Towards a Physical Understanding of the Luminosity Functions associated with Massive Star
Formation Indicators. The galaxy luminosity functions for cosmic star formation indicators have either: (I) a Schechter distribution or (II) a lognormal distribution and we discuss each of them in turn below.
Schechter Distribution
. The Schechter distribution was derived to fit the luminosity function for normal galaxies. It is associated with the hierarchical build up of luminous baryonic mass, in dark matter potential wells, to form the luminous galaxy distribution function. It is obvious that if: (1) the initial stellar mass function(IMF) is approximately universal;
(2) the (massive) star formation rate per unit luminosity is roughly constant and (3) the Hα is not significantly obscured by dust then the HαLF should roughly reflect the parent Schechter LF of the galaxies.
Lognormal Distribution
Lognormal distributions are associated with physical systems that depend on many random multiplicative processes (and many associated random multiplicative probability distributions). A good example is the complex physics leading to relatively simple and robust probability density functions in a multi-phase,turbulent selfgravitating system (Wada & Norman 2001) . It is not surprising a lognormal distribution results for complex star forming systems with,for example, either:(1) reprocessing of the radiation by dust into the IR,to make the IRLF or;(2) evolutionary processes of massive stars in binaries accreting matter to produce the X-rays of the XLF. One way to think of this is to imagine, for example in the x-ray binary emission case, all the time ordered processes that a piece of matter undergoes on its way to emit an X-ray photon from accretion processes onto compact objects in binary systems. Subsequently, the photon may also be reprocessed on its way to the observer. To make this argument more explicit let us assume that the Schechter function discussed above for the HαLF is dependent on the variable X(SHα) given by:
where the four x(i) functions on the right are related to star formation, the IMF, the cosmological parameters including Ω m , and the baryonic fraction respectively. This schematic model is meant to indicate that the HαLF depends on a few variables.
The physics behind the production of X-ray luminosity are more complicated. For example for the X-ray luminosity variable X(xray) we could write: X(xray) = X(SHα) x(binary) x(compact) x(high mass)
x (accretion) x(metallicity) x(HI)... = N i=1 x(i) where here the, N, x(i) functions on the right side depend not only on the four x(i) variables that we have included in our schematic representation of the Schecter Hα LF but on a total of, N, x(i) functions describing the formation of binaries, compact objects in the binaries, high mass companions, physics of accretion, metallicity and HI column ... respectively. Here, the point is that the production of X-rays depends on many more variables, N >> 1, in an approximately multiplicative fashion. Consequently, the natural distribution for large N multiplicative variables is the lognormal.
Similar ideas apply to the IRLF where, again, we can write:
x(i) where again we have, in addition to the basic Schecter variables, additional x function variables describing the physics of dust, radiative transfer, supernovae destruction and formation of grains, the molecular environment, the triggering of star formation by mergers and interactions and other dynamical instabilities (such as bars, and oval distortions).. respectively.
In summary, our argument is that the lognormal distributions, such as the IRLF, XLF and RadioLF are functions of many complicated physical processes, as discussed above, and the Schechter type functions, such as the HαLF and the K-band LF depend on relatively simple and relatively few processes.
Future Work
Detailed models could be developed using the ideas discussed above but with more attention to the detailed physical processes. Possibly, the lognormal distributions may be associated more with starbursting normal galaxies rather than normal quiescent galaxies. It is likely that starbursting events are triggered in some way, by external galaxy merging and interactions or by internal dynamical instabilities such as bar formation. The random nature of such triggering processes may naturally lead to the type of multiplicative probability chain that would produce lognormal distributions. The more normal star formation mode may be reflected by the Hα. It would then be very interesting that normal modes and the triggered modes contribute very roughly the same amount of the cosmic SFR. For a detailed discussion of the merits of Hα versus IR star formation rate indicators see Kewley et al. (2002) .
COSMIC STAR FORMATION HISTORY
In Figure 7 we show the cosmic star formation history taken from Tresse et al. (2002) , with X-ray points added at z=0.27 and z=0.79 based on the combined CDF-N+S Bayes sample. We chose the Bayes sample since the XLF is in better agreement with the FIR prediction (see below). We computed the X-ray luminosity density by integrating Φ(logL)LdlogL and rescaling by 2.2× 10 −40 M ⊙ yr −1 erg s −1 (RCS). This resulted in SFR density estimates of 2.0×10 −2 and 6.0×10 −2 M ⊙ yr −1 Mpc −3 at two redshifts.
Note that the integration of an LF tends to be dominated by the contribution of the LF near L * . Here we primarily only sample galaxies brighter than L * , and therefore this estimate is a lower limit to the true SFR. However we also integrated the rescaled FIR LF (the curves in Figure 3b including k-corrections) at those redshifts, resulting in SFR = 0.022 and 0.055 M ⊙ yr −1 Mpc −3 . The two approaches resulted in consistent SFR estimates however the errors are large on the XLF data points, particularly on the lowest luminosity points which dominate the luminosity density sum. Therefore, we estimated the error on the SFR by summing the upper and lower error bounds on the XLF data points. This resulted in errors in log SFR of ∼ 0.16 and ∼ 0.31 at z=0.27 and 0.79, respectively. In this figure the SFR density estimates from Tresse et al. (2002) were corrected to h = 0.7, Ω λ = 0.7, Ω M = 0.3.
The X-ray SFR points are consistent with an evolution of the SFR for 0 < z < 1 of SFR ∝ (1 + z) 2.7 (i.e., an increase by a factor of ∼ 2.5 in SFR density between z ∼ 0.3 and z ∼ 0.8). The Tresse et al. SFR history plot includes UV and extinction-corrected Hα values. The z ∼ 0.3 XLF SFR estimate is more consistent with the Hα SFR estimate and the z ∼ 0.8 XLF SFR estimate is intermediate between the Hα and UV SFR values. However since the error on the z ∼ 0.8 XLF SFR is large it is consistent with either the UV or Hα SFR. We also plotted the z ∼ 0 SFR predicted from the Saunders et al. (1990) 60 µm LF (solid line) with an evolution of (1+z) 3 , as well as the 60 µm SFR predicted by integrating the 60 µm LF in Takeuchi, Yashikawa, & Ishii (2003, dotted line) . In both cases the 60 µm/SFR conversion of 2.6 × 10 −10 M ⊙ yr −1 [L 60 /L ⊙ ] −1 (where L 60 /L ⊙ is the 60 µm luminosity in solar units) from Rowan-Robinson et al. (1997) was used.
The Takeuchi, Yashikawa, & Ishii (2003) 60 µm LF has a somewhat steeper faint-end slope, which resulted in a factor of ∼ 2 larger luminosity density.
DISCUSSION
Our studies have focused on establishing the X-ray derived cosmic star formation rate and the normal starforming galaxy X-ray Luminosity functions up to redshifts of order unity. Mild evolution is seen. The results presented here open up a new waveband for such star formation studies with the significant advantage that obscuration effects are not present. The Bayesian techniques developed in this paper for the galaxy selection have a wide range of applicability for further such studies. We now discuss important aspects of our results in more detail below. Tresse et al. (2002) , including the X-ray points for z=0.27 and z=0.79 from this work. The X-ray points are shown with black filled squares. The triangles represent the Hα SFR values from Gallego et al. (1995) at z ∼ 0, Gronwall (1999) at z∼ 0.05, and Hopkins, Connolly, & Szalay (2000) at z∼ 1.3. The empty square represents the UV-selected Hα Pascual et al. (2001) value at z∼ 0.24. The filled circles show the SFR densities from Tresse et al. (2002) . The star gives the UV-selected z=0.15 SFR density from Sullivan et al. (2000) . The open circles give 2800Å CFRS points from Lilly et al. (1996) , without dust correction. We also plot the SFR history based on the 60 µm LF luminosity density at z ∼ 0, including (1+z) 3 evolution. The 60 µm luminosity density was computed from Saunders et al. (1990, solid line) and Takeuchi, Yashikawa, & Ishii (2003, dotted line) .
Normal Star-Forming Galaxy X-ray Luminosity Functions
We have derived the first X-ray galaxy luminosity functions at the redshifts of ∼ 0.3 and ∼ 0.7. The highluminosity bins for both the z<0.5 and z>0.5 Bayesian sample XLFs tend to be flatter than the predictions based on rescaling the FIR LF, although there is better agreement when the XLF is compared to the "warm" galaxy FIR LF rather than the full PSCz sample FIR LF. This implies that there is some AGN contamination in the sample. The spectroscopic CDF-S sample XLF also appears to be somewhat flat, which may indicate that absorbed and/or low-luminosity AGN are being missed in the optical spectra, although the small num-ber of galaxies in that sample results in large statistical errors. Near IR spectra may be more revealing (e.g., Veilleux, Sanders & Kim 1999) . This overall agreement with the FIR prediction suggests that X-rays may be a useful tool for discriminating AGN2 and galaxies in surveys, due to the ability of X-rays to penetrate columns of 10 22−23 cm −2 as typically observed in Compton-thin AGN2. Finally, log L X < 40.5 bin from the Bayesian z < 0.5 XLF is most consistent with the local (full sample) FIR LF and the z=0 XLF from Schmidt, Boller, & Voges (1996) , implying no evolution. However the mean redshift of galaxies with log L X < 40.5 is only 0.16, implying evolution only on the order of ∼ 50% in luminosity.
Star Formation Rates from X-ray Studies
Detailed physical modeling of the X-ray emission from galaxies and its application in measuring cosmic star formation history has been considered recently by Cavaliere, Giacconi & Menci (2000) for the hot gas component, and Ptak et al. (2001) for the X-ray binary component, and for high mass binaries by Grimm, Gilfanov & Sunyaev (2003) . The spectral energy distribution (SED) for starburst galaxies has been modeled by Persic & Rephaeli (2002) . The potentially dominant contribution from Ultra-Luminous X-ray point sources (ULXs) has been analyzed in a recent paper by Colbert et al. (2003) .
The physical reason for the correlation of both hard and soft X-ray luminosity with SFR is worth studying because it seems to constrain the overall physics of massive star formation and evolution. One possibility is that the (accretion-powered) core-collapse supernovae provide the hot 1 keV component and the accretion-powered high-mass X-ray binaries dominating the point source contribution (Grimm, Gilfanov & Sunyaev 2003) . However, the detailed physics of how the relative branching ratios to SNe and to HMXBs for the evolution of the massive star population can conspire to produce the flat SED is not yet clear. We argue below that not only must the single star IMF be fixed but the bivariate binary star IMF(M 1 , M 2 ) must also be approximately constant. For a flat SED, what is required is that the massive stars ending in Type II SNe powering the 1 keV hot gas component of the ISM and the HMXBs for the evolution of massive stars in binaries must be giving approximately equal energy per octave. Detailed studies of nearby galaxies and detailed population synthesis models help significantly (Zezas & Fabbiano 2002; Georgantopoulos, Zensas & Ward 2003; Swartz et al. 2003; Colbert et al. 2003; Sipior et al. 2003) . In general, the X-ray luminosity of a galaxy can be related to the mass of the galaxy, M and its star formation rate, SF R by :
where the η's are linear efficiency factors. The first term is due to the old low mass X-ray binary population(LMXBs) and the second term is due to the high mass binaries (HMXBs) and the hot gas powered by SNe. In the Chandra band (0.3-8 keV), the X-ray pointsource luminosity is proportional to the mass and SFR with coefficients η M = 1.3 × 10 29 ergs s −1 M −1 ⊙ and η * = 0.7 × 10 39 ergs s −1 (M ⊙ yr −1 ) −1 (Colbert et al. 2003) . In the soft band (0.5-2.0 keV) the star formation dominates for galaxies with L X 10 39 ergs s −1 (as indicated in X-ray observations of the composite emission of starburst galaxies; Dahlem, Weaver & Heckman (1998); Ptak et al. (1999) ). It was, therefore, not surprising that Ranalli, Comastri & Setti (2003) found that the soft X-ray luminosity of starburst galaxies is proportional to the SFR alone, specifically with η M ∼ 0 and η * = 4.5 × 10 39 ergs s −1 (M ⊙ yr −1 ) −1 .
The extinction-corrected Hα star formation history and the X-ray star formation history formally agree within the errors, although the X-ray SFR values are lower than the Hα SFR values. This is probably due in part to the different sample selection and the different corrections applied to calculate the SFR. The revision to the 60 µm LF given in Takeuchi, Yashikawa, & Ishii (2003) resulted in a factor of ∼ 2 increase in the 60 luminosity density relative to the value given in Saunders et al. (1990) . It is likely that future work on both the Hα LF and XLF will similarly result in adjustments to the SFR estimates.
The recent comprehensive study of Cohen (2003) using spectroscopy of the [OII]3727Å line emitted by galaxies found in the 2 Ms exposure of the CDF-N shows that the L X -SFR rate is similar locally and at redshifts of order unity, which is consistent with what we assume here.
The basic ingredients of a workable model are fairly clear:
(1)Constant IMF(M 1 , M 2 ). A constant two-parameter IMF(B(M 1 , M 2 ),S(M 1 ))for binary stars(B) and single stars(S) as a function of M 1 and M 2 . This is probably an important implication of the work of Ranalli, Comastri & Setti (2003) and if the general consistency here between the x-ray star formation results and the star formation indicators.
(2)Normal Stellar Evolution and Binary Star Evolution.
Straightforward stellar evolution and binary evolution to produce roughly constant branching ratios for highmass X-ray binaries (HMXB) and core collapse SNeII. This is probably satisfied since we expect no surprises in stellar evolution and binary evolution .
(3)Consistent ISM properties. It is also necessary to have at least very roughly constant properties for the interstellar medium(ISM). Over the whole galaxy ensemble, no large variations in the properties of the ISM including: dust-to-gas ratio, grain properties, metallicity, dense molecular environments and galactic winds. However, the dispersion of ISM properties from galaxy-to-galaxy is known to be large. For example, there are large well-known variations in the grain properties in the LMC, the SMC and the Galaxy.
(4)Consistent Dynamical Properties. The population of normal starbursting galaxies we are studying can have additional dynamical and environmental constraints due to the amount of merging, interactions, barred driven inflow... The first two points (1,2) give a way to understand the rough correlations and the last two points (3, 4) give the dispersion and the overall lognormal shape to the radio, IR and X-ray LFs.
The star formation history derived from the Xray data using the empirically derived relation between X-ray luminosity and star formation rate from Ranalli, Comastri & Setti (2003) is in rough agreement with other methods although, as discussed by Hogg (2004) there is a large dispersion in the results.
Hidden Active Galactic Nuclei
An important issue is whether the X-ray emission from our galaxies could be due to central AGNs hidden in faint Type 2 Seyfert nuclei lurking in the center of our galaxies Moran, Filippenko & Chornok (2002) . This is not likely because Seyfert 2s have a hard spectrum with hardness ratio HR > 0, whereas the galaxies in our sample have softer spectra.
A key advantage to using soft X-ray luminosities to estimate the X-ray galaxy luminosity function and the SFR is that the soft band tends to be dominated by starburst emission regardless of whether an obscured AGN is present (see, e.g., Turner et al. 1997; Levenson, Weaver, & Heckman 2001) . This assists us in discerning galaxies from AGN2.
Implications for Future X-ray Missions
Our cosmological star formation studies, extending up to z ≈ 1, require the combination of 1-2 Msec Chandra exposures and high-quality optical spectroscopic coverage from large-aperture ground-based telescopes such as VLT and Keck. There is, however, a wealth of information on galaxy evolution available through current ground-based wide-field optical surveys (e.g., 2dF and SDSS) that is still relatively underutilized. The small fields of view of Chandra and XM M -N ewton make X-ray studies of these wide-field galaxy surveys quiet difficult (but see e.g., Georgakakis et al. 2003 , for an example of one high-quality statistical study of 2dF galaxies with XM M -N ewton). Deeper widefield X-ray surveys would also be complementary to the deep wide-field ultraviolet imaging surveys of GALEX. The GALEX surveys, currently underway, are probing star formation from z = 0 − 2, overlapping with the work we present here. Possible future wide-field X-ray telescopes include the Wide Field X-ray Telescope (WFXT) Burrows, Burg & Giacconi (1992) and its successors WAXS/WFXT (Chincarini et al. 1998 ) and DUET (Jahoda et al. 2003) .
X-ray studies of galaxies may be extended to truly extreme redshifts when high-sensitivity X-ray telescopes such as XEUS (Parmar et al. 2003 ) commence operation. XEUS may achieve sensitivities as faint as 4 × 10 −18 erg cm −1 and at this level galaxies will dominate the X-ray source number counts. This sensitivity will allow for the detection of star-forming galaxies to great distances (z > 5) and will allow for the probing of X-ray emission from star formation to the very epoch of galaxy formation in the early Universe.
CONCLUSIONS
There are five main conclusions of this work. 1. We have established the X-ray luminosity functions of galaxies in the Chandra deep Fields North and South. These XLFs have a lognormal distribution. The XLFs are completely consistent with both the infra-red lumi-nosity functions (IRLFs) and the GHz radio luminosity functions(RLFs), which both have lognormal distributions.
2. The evolution of the XLFs is consistent with a pure luminosity evolution(PLE) of ∼ (1 + z) 2.7 .The more robust integral of the XLFs can be transformed to an xray derived cosmic star formation history. This cosmic star formation rate (SFR) is consistent with the (mild) evolution in SFR ∝ (1 + z) 2.7 . In general, the overall SFR estimates in the range of redshift from unity to the present epoch show a wide scatter although there is a general trend of mild evolution consistent with the above. To reduce the scatter and better understand the evolution of the SFR in this redshift range one needs in the future:(1) more sensitive wide area studies such as the GALEX mission (2) extensive multi-band studies; the XLFs and X-ray derived SFRs now bring in a new waveband here and (3) deeper physical understanding of the star formation indicators.
3. The HαLFs have the form of the Schechter luminosity function which fits the galaxy luminosity functions in J and K. The H α distribution is quite different from the the lognormal distributions for the XLF, IRLF and RLF discussed above. A detailed physical understanding is not yet available.
4. The X-ray derived star formation history gives an interesting constraint on the IMF. The X-ray emission in the Chandra band is most likely due to binary stars. The overall consistency and correlations between single star effects and binary star effects in different wavebands indicate that the bivariate IMF(M 1 , M 2 ) must be universally constant, at least at the high mass end, since the X-ray observations may be measuring directly the binary star formation history of the Universe.
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APPENDIX
BAYESIAN STATISTICAL ANALYSIS
For many of the sources in our sample both the X-ray and optical information is limited. Classifying a source based simply on "sharp" cuts in parameter space, such as log L X < 42 ergs s −1 and X-ray hardness HR < −0.2, does not take into account the errors in the measured quantities and the fact that the parent distribution (i.e., real galaxies in the Universe) are not so sharply delineated. Here we remedy this situation by using a Bayesian statistical approach. Specifically, we assume parent distribution models for measured parameters, θ, and then compute the conditional probability, P M , of measuring the observed values of the parameters (D) by integrating over the parent distributions for a given model M. Specifically, θ = {HR, log L X , log F X /F opt }, where HR is the X-ray hardness ratio, F X is the 0.5-2.0 keV luminosity, and log F X /F opt is the X-ray/optical flux ratio. log F X /F opt is given by log 10 (F 0.5−2.0 keV − R/2.5 − R 0 , where R 0 = 5.5 for CDF-N sources (Hornschemeier et al. 2003 ) and R 0 = 5.7 for CDF-S sources (Szokoly et al. 2004) . P M is given by P M = p M (θ|D)dθ, with p M (θ|D) = p M (θ)p(D|θ)/p(D) (A1) p(D|θ)/p(D) is the probability of observing a given set of parameter values D when the expected (i.e., parent) values are θ, which is simply the likelihood function for the data. In this analysis we assume that the errors on each parameter Note. -The Number column lists the number of sources of the given type with a detection in the hard band / the total number of sources of that type. Sources with upper-limits on the hardness ratio (i.e., without hard band detections) were excluded when computing the mean and standard deviation of HR. are reasonably approximately Gaussian, and defer the treatment of the more general likelihood functions for future work. p M is the prior, or parent population probability distribution for a sources of type M. We further assume that the parent distributions of the parameters are also reasonably approximated by a Gaussian, with the mean and standard deviations of the Gaussian set to the observed values for the parameter (see below). p M should be normalized by the relative number of sources of a given type that would be detected in the 0.5-2.0 keV bandpass. However, since these numbers are not known precisely and the relative number of sources used in the statistical analysis below are approximately equal, we set this term to unity here. Therefore P M is given by
Hereθ i and σ i are the parent distribution mean and standard deviation for the ith parameter, while x i and ∆x i are the measured value and error for that parameter. For more discussion of Bayesian methods used in model testing, see Hobson & McLachlan (2003) and references therein. Applying these methods to our sample, we have chosen Gaussian parent distribution functions whose mean and standard deviations (σ) are derived from the subset of X-ray sources which have high-quality optical spectroscopic identifications (Szokoly et al. 2004) 13 . We further require that the sources have constrained hardness ratios (relevant mostly for the galaxies, which were X-ray faint) when computing the mean and standard deviation of the hardness ratios. The histograms of the observed parameters are shown in Figures A8-A10 . The Gaussian parameters are shown in Table A1 and the corresponding Gaussian curve is also plotted in Figures A8-A10.
Using these assumed models, the observed errors on HR, and an assumed error of 0.25 on log L X and log F X /F opt , we computed the probability of each source being a galaxy, an AGN1 and an AGN2. Note that the errors on HR were also taken to be Gaussian, using the larger of the upper and lower error estimates (derived using Lyons 1991; Kraft, Burrows, & Nousek 1991, ; see discussion in Alexander et al. 2003) . A source is classified as a given type when the computed probability for that type is the greatest. As a check, we summarize in Table A2 the results for the sources with high-quality classifications (i.e., those used to produce the parent distribution models as discussed above). Of course in general a control sample is necessary to properly assess the performance of a classification procedure, however our sample is too small to allow for this approach. However in future work this test will be performed with other data sets (most notably using GOODS data). As would be expected, nearly all of the false galaxy identifications were AGN2 and vice-versa.
GALAXY SAMPLE
In Table B3 we give the identification numbers (as given in Giacconi et al. 2002 and Alexander et al. 2003) , redshift and log L X values for the galaxies in the Bayesian-selected sample. The sources that are also in the spectroscopic CDF-S sample are marked. There are also 3 additional sources in the spectroscopic CDF-S sample that were not selected as galaxies by the Bayesian analysis, which have IDs 49, 242, and 519, redshifts 0.53, 1.03, and 1.03, and log L X values 42.3, 42.3, and 41.9. As might be expected, these were the spectroscopic CDF-S sample galaxies with the highest L X values. 
