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Abstract
We consider both the vertex and the edge versions of three graph partitioning problems. These
problems are dominating set, list-q-coloring with costs (xed number of colors q) and chromatic
number. They are all known to be NP-hard in general. We show that all these problems (except
edge-coloring) can be solved in polynomial time on graphs with clique-width bounded by some
constant k, if the k-expression of the input graph is also given. In particular, we present the
rst polynomial algorithms (on these classes) for chromatic number, edge-dominating set and
list-q-coloring with costs (xed number of colors q, both vertex and edge versions). For the
two list-q-coloring problems with costs, we even have linear algorithms. Since these classes of
graphs include classes like P4-sparse graphs, distance hereditary graphs and graphs with bounded
treewidth, our algorithms also apply to these graphs.
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1. Introduction
The notion of the clique-width of graphs was rst introduced by Courcelle et al.
[4]. The clique-width of a graph G, denoted by cwd(G), is dened as the minimum
number of labels needed to construct G, using the four graph operations: creation of a
new vertex v with label i (denoted i(v)), disjoint union (⊕), connecting vertices with
specied labels () and renaming labels (). The construction of a graph G using the
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above four operation is represented by an algebraic expression called a k-expression
where k is the number of labels used in the expression. More details are given in
Section 2.
For example, cographs are exactly the graphs of clique-width at most 2, and trees
have clique-width at most 3 [7]. Distance hereditary graphs have clique-width at most
3 [15]. P4-sparse and P4-tidy graphs have clique-width at most 4 [5]. The (q; q − 4)
graphs for q¿ 4 and (q; q − 3) graphs for q¿ 7 have clique-width at most q [5,23].
For denitions of these graph classes see the above references. For example, a (q; t)
graph is a graph in which every subgraph induced by q vertices contains at most t
induced P4’s.
Graphs of clique-width at most 3 can be recognized (and the 3-expressions dening
them can be obtained) in O(n2m) time, where n and m denote the number of vertices
and edges of the input graph, respectively [2].
One of the central open question concerning clique-width is determining the com-
plexity of recognizing (and constructing the k-expressions of) graphs of clique-width at
most k, for xed k¿ 4. This is why, when considering eIcient solutions to problems
restricted to a class of graphs C of clique-width at most k, one has to assume that
the k-expression dening the input graph is also given. However, for all classes of
graphs mentioned above (cographs, distance hereditary graphs, (q; q− 3) graphs, etc.),
the k-expression dening them can be found in linear time. Therefore, for these classes
of graphs, we do not need to assume that the k-expression dening the input graph is
given as part of the input.
Clique-width is “more powerful” than tree-width. Indeed, if a class of graphs is
of bounded tree-width then it is also of bounded clique-width [7], while the con-
verse is not true (e.g. the cliques). Therefore, polynomial time algorithms on classes
of graphs of bounded clique-width are more general than similar results on classes
of graphs of bounded treewidth. In this paper, we present in particular new
such algorithms for chromatic number, list-edge-q-coloring and edge-dominating
set.
Let C be a class of graphs of clique-width at most some xed k. There are two
classes of problems within which all problems can be solved in polynomial time on C
when a k-expression dening the input graph is given. The rst such class, denoted as
MS1 problems, consists of problems which can be dened by Monadic Second Order
Logic formulas using quantiers on vertices but not on edges. Courcelle et al. showed
that all MS1 problems can be solved in linear time on every class of graphs C of
clique-width at most k, assuming that a k-expression dening the input graph is also
given. For details, see [5,6].
A second such class, denoted as IDq-partition problems, is a variant of a class
of problems introduced, and studied with respect to classes of graphs of bounded
treewidth, by Telle and Proskurowski in [25] (denoted Dq-partition problems). We
now dene IDq-partition problems as presented in [14].
An interval degree constraint matrix IDq is a q × q matrix where each element
is a set of consecutive integers (perhaps only one integer). For a graph G = (U; A)
and an assignment ’ of a subset of {1; : : : ; q} to each vertex, a feasible IDq-partition
of G is a partition (U1; : : : ; Uq) of U such that, for every vertex u∈Ui,
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we have
|N (u) ∩ Uj| ∈ IDq[i; j] and i∈’(u)
with 16 i; j6 q, where N (u) is the set of neighbors of u in G.
Assume we are given an interval degree constraint matrix IDq, an assignment ’,
and a set S of constraints on the cardinalities of the subsets (that is, constraints on the
|Ui|’s). This set S must be checkable in polynomial time for any feasible IDq-partition.
We are interested in determining the existence of a feasible IDq-partition of an input
graph G that satises S. These decision problems are called IDq-partition problems.
For more details, see [14].
For xed q, IDq-partition problems can be solved in polynomial time on every class
of graphs C of clique-width at most k, assuming that the k-expression dening the
input graph is also given [14].
Note that the IDq-partition problems for xed q and MS1 problems are incomparable
in the sense that there are problems which are IDq-partitions for xed q and presumed
not to be MS1 (e.g. the n-dominating set problem when n is part of the input, as
dened in [11,12]) and vice versa (e.g. the xed achromatic number problem, [GT5]
in [13]).
In this paper, we consider both the vertex and the edge versions of three par-
titioning problems, restricted to classes of graphs of bounded clique-width. These
problems (dened more precisely in the corresponding sections) are dominating set,
list-q-coloring with costs (xed number of colors q) and chromatic number. Notice
that for all three problems, an instance of the edge version with input a graph G can
be seen as an instance of the vertex version with input the line graph of G, L(G).
But if C is a class of graphs of bounded clique-width, the class L(C) of the line
graphs of the graphs in C may not be of bounded clique-width. For example, the class
of line graphs of cliques is not of bounded clique-width (cf. [3]). Moreover, using
the technique presented in [23] it can be shown that for every clique Kn of size n,
cwd(L(Kn))¿ n=24. It is therefore useful to study the edge versions of these partition-
ing problems, their tractability not being a consequence of the tractability of the vertex
versions.
In the next paragraphs we will assume that the input of the mentioned algorithms
is always a graph G of clique-width at most some constant k, together with a
k-expression dening G. The number of vertices of G is represented
by n.
The rst problem we consider in this paper is the dominating set problem. The vertex
version is both an MS1 problem and an ID2-partition problem. It therefore can be solved
in linear time by [5,14]. In Section 4 we present a new linear time (O(24kk2n)) algo-
rithm for this problem, which is then used in Section 7 to solve the edge-dominating set
problem. The linear time algorithm of [5,6] for this problem involves large constants
depending on k and the size of the MS1 formula ’ used to dene the problem. No
bound on these constants as a function of k and ’ is stated in [5]. The constant for the
linear algorithm in [14] is O(32
2k+4
). Our new algorithm for this problem use constants
depending just on k bounded by O(24kk2) and is practical for small values of k (e.g. for
k6 6). For the edge version of the dominating set problem, no polynomial time algo-
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rithm was known. In Section 7, we present such an algorithm, based on the algorithm of
Section 4.
The second problem considered is list-q-coloring with costs and a xed number
of colors q. The vertex version is presumed to be neither an IDq-partition problem
nor an MS1 problem. It generalizes both the list-q-coloring problem [10,26] and the
general optimum cost chromatic partition problem (GOCCP, [17]) with xed num-
ber of colors (see Section 5 for details). Similarly, the edge version generalizes the
list-edge-q-coloring [9,8]. Both the edge and the vertex versions of the list-q-coloring
with costs (xed q) problem had unknown complexity; in Sections 5 and 8 we provide
a linear time algorithm for each.
The last problem tackled is the chromatic number problem. This problem is a
Dq(IDq)-partition problem when q is a part of the input (i.e., q is not xed), and
therefore the problem does not fall in the class of problems studied in [14], and
is not an MS1 problem (cf. [22]). In the case of bounded clique-width, no polyno-
mial time algorithm for this problem was known. In Section 6, we present the rst
such algorithm. Notice that, unless P = NP, there is no general scheme to solve all
IDq-partition problems when q is part of the input in polynomial time on classes
of graphs of bounded clique-width. Indeed, list-coloring when the number of colors
is part of the input (i.e., is not xed) is such a problem, and is NP-complete on
cographs [18]. Unfortunately, we were not able to solve the edge version of this prob-
lem, called the chromatic index problem. When considering this problem on graphs of
clique-width at most k, one has to solve in particular the case k =2. This corresponds
to the chromatic index problem on cographs, whose complexity is a long-standing open
question [1].
As mentioned earlier, there are some classes of graphs for which a k-expression can
be found in linear time. Therefore, a corollary of our results is that the edge-dominating
set problem and the list edge-q-coloring problem (with xed q) can be solved in
polynomial time when restricted to the classes of P4-sparse graphs, distance hereditary
graphs, and (q′; q′ − 3)-graphs for xed q′¿ 7. To the best of our knowledge, these
are the rst polynomial time algorithms for these problems.
A notion similar to clique-width is the notion of k-NLC graphs [27]. A k-NLC graph
can be dened by an algebraic expression, denoted as a k-NLC-expression, based on
certain graph operations using k vertex labels (for details see [27]). Given a graph
G with a k-expression dening it, one can construct a k-NLC-expression dening G
in linear time [19]. Similarly, given a k labeled graph G with a k-NLC-expression
dening it, one can construct a 2k-expression dening G in linear time [19]. There-
fore, all the algorithms presented in this paper can be applied also to the class of
k-NLC graphs, assuming that the k-NLC-expression dening the input graph is
given.
Before presenting our algorithms, we introduce our notations in Section 2 and de-
scribe in Section 3 the general scheme which is common to all of them. The vertex
versions of the problems considered are solved in Sections 4–6. The edge-dominating
set and the list-edge-q-coloring with costs problems are presented in Sections 7 and 8,
respectively. We conclude with some nal remarks in Section 9. An extended abstract
of this paper was presented in [20].
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2. Notation
The graphs we consider in this paper are undirected and loop-free. For a labeled
graph H = (V; E) with labels in {1; : : : ; k} we denote by P! the set of vertices labeled
by !, with 16 !6 k. To simplify the notation, we let PB denote ∪"∈B P" for B a
subset of K = {1; : : : ; k}.
We now give more details on the denition of clique-width presented above. The
clique-width of a graph G, denoted by cwd(G), is dened as the minimum number of
labels needed to construct G, using the four graph operations: creation of a new vertex
v with label i (denoted i(v)), disjoint union (⊕), connecting vertices with specied
labels () and renaming labels (). The operation i; j (i 
= j) adds all edges (that are
not already present) between every vertex of label i and every vertex of label j. The
operation i→j renames all vertices of label i with label j. An expression built from
the above four operations using k labels is called a k-expression. Each k-expression t
uniquely denes a labeled graph val(t) where the labels are integers 1; : : : ; k associated
with the vertices and each vertex has exactly one label. We say that a k-expression t
denes a graph G if G is equal to the graph obtained from the labeled graph val(t)
after removing its labels. The clique-width of a graph G is equal to the minimum k
such that there exists a k-expression dening G.
Example 1. Fig. 1 illustrates a graph G of clique-width equal to 3. The 3-expression
t presented in Fig. 2 denes the graph G of Fig. 1. Note that the labeled graph val(t)
can be obtained from the graph G by adding label 1 to vertices a; d; e and h, label
2 to vertices b and f and label 3 to vertices c and g. The 3-expression t shows that
G is of clique-width 6 3. Since G has an induced P4 and cographs (the graphs with
no induced P4’s) are exactly the graphs of clique-width 6 2 [7], it follows that the
clique-width of G is exactly 3.
Fig. 1. A graph G of clique-width equal to 3. t1 = 3→2(2;3(1;2(1(a) ⊕ 2(b)) ⊕ 1;3(1(e) ⊕
3(f)))) t2 = 2→3(2;3(1;2(1(d)⊕ 2(c))⊕ 1;3(1(h)⊕ 3(g)))) t = 2;3(t1 ⊕ t2)
Fig. 2. A 3-expression dening the graph of Fig. 1.
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For a k-expression t dening a graph G, we denote by tree(t) the parse tree con-
structed from t in the usual way. The leaves of this tree are the vertices of G with
their initial labels, and the internal nodes correspond to the operations of t and can be
either binary corresponding to ⊕, or unary corresponding to  or .
3. The general scheme
The general technique used here for obtaining the algorithms mentioned in the in-
troduction is similar to the one used in [5,14] for obtaining the algorithms for the MS1
and IDq-partitions for xed q, respectively. In particular the k-expression t dening a
graph G is represented as a tree denoted tree(t) (as dened in Section 2). This tree is
traversed from bottom to top using dynamic programming and keeping the necessary
information to solve the problem on G based on the information kept on the subtrees
of tree(t). The diIculty is to nd the information to keep on behalf of each problem,
which happens to be quite diPerent for each of the considered problems.
In each of these algorithms the input is a graph G together with a k-expression t
dening G. Although G is not labeled we will consider G as the labeled graph dened
by t (i.e., G = val(t)).
All the algorithms will traverse tree(t) from bottom to top while constructing at
each step the labeled graph H corresponding to a subtree of tree(t) scanned so far and
keeping some information (usually a set of matrices) corresponding to H denoted by
F(H). Finally, when the scan of tree(t) will be nished, we will obtain the labeled
graph G and the corresponding set F(G). The nal solution to the problem will be
determined from the set F(G). Therefore, in each algorithm we show how the sets
F(H) are handled by the three operations ⊕,  and , and how the solution to the
problem is given by F(G). A complexity analysis will provide the polynomiality of
the algorithm.
In summary, in each of the sections below, we begin with a short introduction to
the considered problem and then present the following points:
1. The information to keep and the exact composition of the sets F(H);
2. How the nal solution is determined on the basis of F(G) (where G is the input
graph);
3. How to determine F(H) on the basis of F(H1) and F(H2) when H = H1 ⊕ H2;
4. How to determine F(H) on the basis of F(H1) when H = 1;2(H1) (in order to
simplify the notation, and without loss of generality, we will assume that the 
operation is applied between all the vertices of H labeled 1 and all the vertices
of H labeled 2);
5. How to determine F(H) on the basis of F(H1) when H = 1→2(H1) (same as-
sumption as for );
6. The complexity analysis.
Notice that we will not detail how the set F(H) is determined when H is a single vertex
H=!(w), since this will always be straightforward. Each section is then concluded with
a theorem (proven by points 1–6) indicating that the problem has a polynomial solution
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on the class of graphs of clique-width at most k, assuming that the k-expression is
given as input.
Concerning the k-expressions given as input, we will make the assumption that their
sizes are bounded by k2n (where n is the number of vertices of the input graph). Such
an assumption is necessary since innitely many diPerent k-expressions can dene the
same graph. Indeed, a k-expression can contain arbitrarily many sequences of useless
operations, like 1;2(3→4(1;2(4→3(: : :)))) for example. But every k-expression t can
be transformed into another one t′ such that between any two consecutive ⊕ operations
in tree(t′), there is just a sequence of  operations followed by a sequence of 
operations. If such a k-expression t′ does not contain any redundant operations, there
are at most 2k(k − 1)=2¡k2 operations between two consecutive ⊕. Moreover, since
each ⊕ operation increases the size of the graph, such a k-expression has size at most
k2n for a graph with n vertices. Our assumption on the sizes of the k-expressions given
as input is hence reasonable, since large k-expressions that cannot be transformed into
a k-expression of the above form in time O(k2n) contain a lot of redundancies.
Note that it is easy to keep the information of the sets P! 16 !6 k while traversing
tree(t) in time linear in the size of the tree. Hence we shall assume that the algorithms
presented in the following sections can use this information when needed.
4. The dominating set problem
The dominating set problem consists in determining the minimum size of a set D
of vertices in a graph G = (U; A) such that each vertex outside of D has a neighbor
in D. This problem can be expressed as an MS1 problem and is therefore known to
be solvable in linear time on graphs with bounded clique-width. But, as explained in
Section 1, we consider it as useful to give an explicit algorithm, in particular since the
algorithm of Section 7 will be based on it.
Let H=(V; E) be a labeled graph of clique-width at most k. We dene the following
array:
DH [Bd;Bu;Bn]
=min{|D|: D ⊆ PBu ; D dominates PBd ; and |D ∩ P"|¿ 1 ∀"∈Bn}
for Bd, Bu and Bn subsets of {1; : : : ; k}. If such a set D does not exist, we set
DH [Bd;Bu;Bn] to ∞. In particular, in the remainder of this section we will no longer
consider the case Bn * Bu since the corresponding entries are always equal to ∞.
Hence, DH [Bd;Bu;Bn] represents the size of the smallest set D that dominates PBd ,
using only vertices from PBu and with at least one vertex in P" for each "∈Bn (the
“necessary vertices”).
For this problem, the set F(H) will simply consist of this matrix DH . Since this is
a one-element set, we will not mention F(H) and always directly speak of DH .
The answer to the dominating set problem is given by DG[K; K; ∅]. This settles point
2 in the list of Section 3, and we now proceed to point 3.
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4.1. H = H1 ⊕ H2
The graph H being the disjoint union of H1 and H2, vertices of H1 (resp. H2) can
only be dominated by other vertices of H1 (resp. H2). But the “necessary vertices” can
be taken either from H1 or H2. Therefore, we have
DH [Bd;Bu;Bn] = min
B′n⊆Bn
(DH1 [Bd;Bu;B
′
n] + DH2 [Bd;Bu;Bn \B′n])
for Bd, Bu and Bn subsets of K .
4.2. H = 1;2(H1)
Since edges are only added between vertices in P1 and vertices in P2, nothing is
modied if we do not have one of the two labels 1 and 2 in Bd and the other one in
Bu, and hence
DH [Bd;Bu;Bn] = DH1 [Bd;Bu;Bn]
in this case. It remains to consider the following seven cases:
1. 1 belongs to Bu but not to Bd, and 2 belongs to Bd but not to Bu;
2. 1 belongs to Bu but not to Bd, and 2 belongs to Bd and to Bu;
3. 1 belongs to Bu and to Bd, and 2 belongs to Bd but not to Bu;
4. both 1 and 2 belong to Bu and to Bd;
5. 1 belongs to Bu and to Bd, and 2 belongs to Bu but not to Bd;
6. 1 belongs to Bd but not to Bu, and 2 belongs to Bd and to Bu;
7. 1 belongs to Bd but not to Bu, and 2 belongs to Bu but not to Bd.
For the rst three cases, we know that the optimal set D giving DH [Bd;Bu;Bn] either
does not contain a vertex in P1 (and thus 1 can be removed from Bu) or it does
(and the vertices in P2 are dominated by such a vertex). We do not need to take into
account the presence of a vertex of P2 in D, since the new edges cannot be used by
a vertex in P2 to dominate further vertices (because either 2 does not belong to Bu
(cases 1 and 3) or 1 does not belong to Bd (case 2)). This is why for each of the
rst three cases we have
DH [Bd;Bu;Bn] = min(DH1 [Bd;Bu \ {1};Bn]; DH1 [Bd \ {2};Bu;Bn ∪ {1}]):
Notice that in the particular case when 1 belongs to Bn, the term DH1 [Bd;Bu\{1};Bn]
is equal to innity, because Bn is not a subset of Bu \ {1}.
For the fourth case, where both 1 and 2 belong to Bd and to Bu, we use a similar
argument. Now we take into account all four combinations: D contains neither a vertex
of P1 nor a vertex of P2, D contains a vertex of P1 (resp. P2) but not a vertex of
P2 (resp. P1), and D contains both a vertex of P1 and a vertex of P2. Hence, for the
fourth case we have
DH [Bd;Bu;Bn]
=min(DH1 [Bd;Bu \ {1; 2};Bn]; DH1 [Bd \ {2};Bu \ {2};Bn ∪ {1}];
DH1 [Bd \ {1};Bu \ {1};Bn ∪ {2}]; DH1 [Bd \ {1; 2};Bu;Bn ∪ {1; 2}]):
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Cases 5, 6 and 7 are the symmetric (by replacing the roles of labels 1 and 2) of
cases 2, 3 and 1, respectively. Hence for cases 5, 6 and 7 we have
DH [Bd;Bu;Bn] = min(DH1 [Bd;Bu \ {2};Bn]; DH1 [Bd \ {1};Bu;Bn ∪ {2}]):
4.3. H = 1→2(H1)
As before, we will only consider the cases when Bn ⊆ Bu. Since there are no
vertices labeled 1 in H , we have
DH [Bd;Bu;Bn] =∞
whenever 1 belongs to Bn. So we now consider the case when 1 is not in Bn. We
rst compute the entries of DH in the situation where 1 is not in Bd ∪Bu. Depending
on whether 2 belongs to Bd and=or Bu (or neither), we have four cases to consider.
• If 2 is not in Bd ∪Bu, we have
DH [Bd;Bu;Bn] = DH1 [Bd;Bu;Bn]
since neither 1 nor 2 are involved in this term.
• If 2 is in Bu but not in Bd, then the optimal set D can also contain vertices that
were labeled 1 in H1. Moreover, if D has to contain a vertex labeled 2 in H , this
vertex was either labeled 1 or 2 in H1. Therefore, we have
DH [Bd;Bu;Bn]
=min(DH1 [Bd;Bu ∪ {1};Bn]; DH1 [Bd;Bu ∪ {1}; (Bn \ {2}) ∪ {1}]):
Notice that if 2 does not belong to Bn, the minimum will always be reached by
the rst term.
• If 2 is both in Bu and Bd, both P1 and P2 have to be dominated in H1. Therefore,
we have a similar formula, simply also adding 1 to Bd:
DH [Bd;Bu;Bn]
=min ( DH1 [Bd ∪ {1};Bu ∪ {1};Bn];
DH1 [Bd ∪ {1};Bu ∪ {1}; (Bn \ {2}) ∪ {1}]):
• Finally, if 2 is in Bd but not in Bu, we again have to dominate both P1 and P2
in H1:
DH [Bd;Bu;Bn] = DH1 [Bd ∪ {1};Bu;Bn]:
Finally, we compute the entries of DH corresponding to the situation where 1 is in
Bd ∪Bu (but not in Bn), based on the entries of DH already computed. Since there
are no vertices labeled 1 in H , we have
DH [Bd;Bu;Bn] = DH [Bd \ {1};Bu \ {1};Bn]:
(Notice that the right-hand side refers to H , not to H1.)
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4.4. Complexity analysis
For every graph H , the matrix DH has 23k entries. If H consists of just one vertex,
DH can clearly be initialized in O(23k) time. When H = H1 ⊕ H2, each entry of DH
can be determined by taking the minimum among at most 2k sums. Therefore, the
⊕ operation does not take more than O(24k) time. The complexity of the  and 
operations can be bounded by O(23k), since in both cases each entry of DH can be
found in constant time.
Since the given k-expression of G consists of at most k2n operations (where n is the
number of vertices of G), the overall complexity of the construction of DG is bounded
by O(24kk2n) = O(n) since k is considered as a constant.
Theorem 1. The dominating set problem can be solved in O(24kk2n) time on classes
of graphs of clique-width at most some constant k assuming a k-expression de7ning
the input graph is given.
5. The list-q-coloring problem with costs
An input of this problem is a graph G=(U; A), a set ’(u) ⊆ {1; : : : ; q} of available
colors for each vertex u in U , and a cost function W indicating the cost wu; i implied
by assigning color i to vertex u for each u in U and each i in {1; : : : ; q}. We represent
such an input by G = (U; A; ’;W ). As usual, a q-coloring (or simply coloring) of
G = (U; A; ’;W ) is a partition (U1; : : : ; Uq) of U such that no two adjacent vertices
are in a same subset Ui. Such a q-coloring is called feasible if for every vertex u in
Ui we have i belonging to ’(u). The cost w(U1; : : : ; Uq) of a feasible q-coloring is
dened as the total cost implied by assigning the colors to the vertices:
w(U1; : : : ; Uq) =
q∑
i=1
∑
u∈Ui
wu; i:
The list-q-coloring problem with costs consists in determining the minimum cost of a
feasible q-coloring of G (or answering −∞ if no feasible q-coloring of G exists). The
total number of colors q is considered here to be a constant.
This problem is presumed to be neither a Dq-partition (because of W ) nor an MS1
problem and it generalizes two problems already studied in the literature. The rst of
those is the standard list-q-coloring problem, obtained when all costs wu; i are equal (to
0 for example); this is both an IDq-partition and an MS1 problem. It is known that
this problem is NP-complete for cographs when the number of colors is part of the
input [18].
The second special case of our problem is the general optimum cost chromatic par-
tition problem (GOCCP) with xed number of colors, obtained when all sets ’(u) are
equal to {1; : : : ; q}. GOCCP has been introduced and studied in [17], based on the op-
timum cost chromatic partition problem (OCCP) introduced by [24]. When the number
of colors q is part of the input, this problem is polynomial for graphs with bounded
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treewidth, but is NP-complete for cographs [17]. It is therefore also NP-complete for
graphs with bounded clique-width. We will now show how to solve this problem in
linear time on graphs with bounded clique-width (and decomposition given) when the
number of colors is xed.
Consider a labeled graph H=(V; E; ’;W ) and a feasible q-coloring V=(V1; : : : ; Vq).
We associate a matrix IV with V, dened as follows for 16 !6 k and 16 i6 q:
IV[!; i] =
{
1 if P! ∩ Vi is not empty;
0 otherwise:
For a labeled graph H = (V; E; ’;W ), a matrix I will be called admissible if there
exists a feasible q-coloring V = (V1; : : : ; Vq) such that I = IV. Notice that several
feasible q-colorings can give the same matrix, although their costs may be diPerent.
We therefore associate a ‘cost’ wI with each admissible matrix I , representing the
minimum cost of a feasible q-coloring giving I :
wI = min
V:I=IV
w(V):
The set F(H) consists of all admissible matrices I , together with their cost wI .
The answer to the list-q-coloring problem with costs will be the minimum value of
wI over all admissible matrices I in F(G) (or −∞ if F(G) is empty).
5.1. H = H1 ⊕ H2
For each matrix I1 ∈F(H1) and each matrix I2 ∈F(H2), we put the following matrix
I in F(H). Since H is simply the disjoint union of H1 and H2, the new matrix is
obtained by applying the logical operator OR to I1 and I2:
• I [!; i] = I1[!; i] OR I2[!; i]
for 16 !6 k and 16 i6 q. Its cost is wI = wI1 + wI2 .
Notice that it can happen that a matrix I thus constructed is already contained in
F(H), but maybe with a diPerent cost w′I . In this case, we keep in F(H) only one
copy of this I and associate with it the cost min(wI ; w′I ).
5.2. H = 1;2(H1)
Since there is an edge between every vertex of P1 and every vertex of P2 in H , a
feasible list-q-coloring of H1 remains a feasible list-q-coloring of H if and only if there
is no color that is used both in P1 and in P2. Therefore, for each matrix I ∈F(H1),
we put the same matrix I in F(H) if and only if
I [1; i] · I [2; i] = 0 i = 1; : : : ; q:
Its cost wI is not modied.
5.3. H = 1→2(H1)
For each matrix I1 ∈F(H1), we put the following matrix I in F(H):
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• I [1; i] = 0 since there are no vertices labeled 1 in H ;
• I [2; i] = I1[1; i] OR I1[2; i] since the new set P2 consists of the vertices formerly
labeled 1 or 2;
• I [!; i] = I1[!; i] if 36 !6 k (no changes here);
for 16 i6 q. Its cost is wI = wI1 .
As for the ⊕ operation, it can occur that a matrix I thus constructed is already
contained in F(H), but maybe with a diPerent cost w′I . In this case again, we keep in
F(H) only one copy of this I and associate with it the cost min(wI ; w′I ).
5.4. Complexity analysis
An admissible matrix I has qk entries, each of them can take two diPerent values.
Its cost can take only one value (the minimum one). Therefore, we have |F(H)|6 2qk
for every graph H .
Since there are at most q possible colors for a vertex, F(H) can be constructed
in O(q2k) time when H consists of one vertex. When H = H1 ⊕ H2, for each pair
of matrices I1 and I2, I can be determined in qk operations; since |F(Hi)|6 2qk , the
⊕ operation can be done in at most 22qkqk time. Similarly, bounds for the  and 
operations are O(2qkq) and O(2qkqk) respectively. Finally, the overall complexity of the
construction of F(G) is bounded by O(22qkqk3n) =O(n) since q and k are considered
as constants.
Theorem 2. The list-q-coloring problem with costs and 7xed q can be solved in
O(22qkqk3n) time on classes of graphs of clique-width at most some constant k as-
suming a k-expression de7ning the input graph is given.
6. The chromatic number problem
As a corollary of Theorem 2, we have the (already known) result that the q-coloring
problem without costs with xed q can be solved in linear time on the class of graphs
of clique-width 6 k, assuming the k-expression dening the input graph is also given.
A natural question is the complexity of the coloring problem with the number of colors
part of the input on this class of graphs. We will show in this section that this problem
is solvable in polynomial time.
Consider a labeled graph H = (V; E) and a coloring c of H . We denote by CcB the
set of colors appearing in P" for every " in B and not appearing in any P. for .
outside of B. We then associate an array Nc with c, dened as follows:
Nc[B] = |CcB|
for all subsets B of K . Hence, the total number of colors used in c is∑
B⊆K
Nc[B]:
For a labeled graph H=(V; E), a matrix N will be called admissible if there exists a
coloring c such that N =Nc. In this case we say also that the coloring c is represented
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by the matrix N . Notice that an admissible matrix N can represent several colorings
of H , but all these colorings use the same number of colors. The set of all admissible
matrices are grouped in the set F(H).
The chromatic number of the input graph G will then be determined by
/(G) = min
N∈F(G)
∑
B⊆K
N [B]:
We rst consider the  and  operations, which are shorter and easier to explain
than the ⊕ operation.
6.1. H = 1;2(H1)
Since there is an edge between every vertex of P1 and every vertex of P2 in H , a
coloring of H1 remains a coloring of H if and only if there is no color that is used
both in P1 and in P2. This can be checked by the following condition:
N [B] = 0 ∀{1; 2} ⊆ B ⊆ K:
Therefore, for each matrix N ∈F(H1), we put the same matrix N in F(H) if and only
if this condition is fullled.
6.2. H = 1→2(H1)
For each matrix N1 ∈F(H1), we put the following matrix N in F(H):
• if 1 belongs to B, N [B] = 0 since there are no vertices labeled 1 in H ;
• if 1 does not belong to B:
◦ if 2 does not belong to B, we have N [B]=N1[B] since nothing changed for
the other labels;
◦ if 2 belongs to B, we want to take into account the colors that, in H1, appeared
in P1 but not in P2, the colors that appeared in P2 but not in P1, and the
colors that appeared in both P1 and P2 (always referring to H1). Therefore
we have
N [B] = N1[(B \ {2}) ∪ {1}] + N1[B] + N1[B ∪ {1}]:
We now come to the more complex part.
6.3. H = H1 ⊕ H2
We now x two matrices N1 in F(H1) and N2 in F(H2) and will explain what
matrices will be put in F(H) on behalf of these two matrices. This process has then
to be applied to every pair (N1; N2) in F(H1)× F(H2).
We rst introduce more notions and notations. If d (resp. e) is a coloring of H1
(resp. H2), we denote by d ⊕ e the corresponding coloring of H = H1 ⊕ H2. We call
merge the operation of identifying (by renaming) a color .1 occurring in d to a color
.2 occurring in e. This last color will be called a merged color, and the merge is
represented by the ordered pair (.1; .2). A set of merges (that is, of ordered pairs) M
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is said to be good if no color is involved in more than one merge of this set (we
assume that only colors appearing in d⊕ e are used by M).
Together with N1 and N2, let us consider a set S of non-negative integers sB1 ;B2
satisfying
∑
B2⊆K
sB1 ;B26N1[B1] ∀B1 ⊆ K
and
∑
B1⊆K
sB1 ;B26N2[B2] ∀B2 ⊆ K:
Notice that the numbers sB1 ;B2 are zero if B1 or B2 is empty. Let d and e be two
colorings represented by N1 and N2, and using disjoint sets of colors; a good set of
merges M is said to be represented by S if the number of merges in M which merge
a color of CdB1 into a color of C
e
B2
is equal to sB1 ;B2 , for all B1;B2 subsets of K .
We nally dene the following function fB for every B ⊆ K :
fB(N1; N2; S)
= N2[B]−
∑
B1⊆K
sB1 ;B + N1[B]−
∑
B2⊆K
sB;B2 +
∑
B1⊆B
∑
B2⊆B s:t:
B1∪B2=B
sB1 ;B2 :
Explanations that will help to understand this formula will be given in the proof of
the following key lemma.
Lemma 1. Let d and e be colorings of H1 and H2; using disjoint sets of colors and
represented by N1 ∈F(H1) and N2 ∈F(H2); respectively. Let M be a good set of
merges; represented by S. Denote by c the coloring of H obtained from d ⊕ e by
performing all merges of M . Then
|CcB|= fB(N1; N2; S) ∀B ⊆ K
Proof. Let c1 (resp. c2) be the coloring of H1 (resp. H2) induced by c. We have c2=e;
but not c1 = d if M is not empty. Consider a color i of c. If i is a color of c1 (resp.
c2); we denote by B1(i) (resp. B2(i)) the unique set B ⊆ K such that i belongs to
Cc1B (resp. C
c2
B). If i is not a color of c1 (resp. c2); we set B1(i)= ∅ (resp. B2(i)= ∅).
Notice that:
• i is a merged color if and only if both B1(i) and B2(i) are not empty;
• a color i belongs to CcB with B=B1(i) ∪B2(i).
We now count how many colors belong to CcB. A color i is in C
c
B if and only if
B=B1(i) ∪B2(i). We therefore consider the following three cases.
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B1(i) = ∅: therefore i is not a merged color and is in CeB. There are N2[B] colors
in CeB, and
∑
B1⊆K sB1 ;B among them are merged colors. Therefore there are
N2[B]−
∑
B1⊆K
sB1 ;B
colors belonging to CcB due to this case.
B2(i) = ∅: this is the symmetric to the previous case; hence there are
N1[B]−
∑
B2⊆K
sB;B2
colors belonging to CcB due to this case.
B1(i) ⊆ B and B2(i) ⊆ B, both not empty: therefore i is a merged color. For given
B1 and B2 with B1 ∪ B2 = B, there are sB1 ;B2 merged colors belonging to CcB. So,
the total contribution of this case to CcB is∑
B1⊆B
∑
B2⊆B s:t:
B1∪B2=B
sB1 ;B2 :
Hence the total number of colors in CcB is
N2[B]−
∑
B1⊆K
sB1 ;B + N1[B]−
∑
B2⊆K
sB;B2 +
∑
B1⊆B
∑
B2⊆B s:t:
B1∪B2=B
sB1 ;B2
which is indeed equal to fB(N1; N2; S).
For each triple (N1; N2; S), we now dene a matrix N (N1; N2; S) as follows: its entry
corresponding to B is equal to fB(N1; N2; S). The next lemma will show that the set
F(H) is obtained by considering all triples (N1; N2; S).
Lemma 2. N belongs to F(H) if and only if there exists a triple (N1; N2; S) such that
N = N (N1; N2; S).
Proof. Let us begin with the ‘if’ direction. We have to show that there exists a coloring
c of H represented by N . Let d (resp. e) be a coloring represented by N1 (resp. N2).
By renaming some colors; we can assume that d and e use disjoint sets of colors. Let
us now construct a good set of merges M as follows.
• Set M = ∅.
• Consider all colors used by d and e as unmarked.
• For each positive sB1 ;B2 ; choose sB1 ;B2 pairs of unmarked colors in CdB1 × CeB2 ;◦ for each such pair (i; j); put into M the operation that consists in merging i
into j;
◦ mark all these chosen colors.
Since we have∑
B2⊆K
sB1 ;B26N1[B1] ∀B1 ⊆ K and
∑
B1⊆K
sB1 ;B26N2[B2] ∀B2 ⊆ K
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there are enough colors in each CdB1 and C
e
B2
to do this construction. Moreover; we
have that M is represented by S. The coloring c we are looking for is the coloring
obtained from d ⊕ e by applying all the merges in M . Indeed; by Lemma 1; the
entry of N =N (N1; N2; S) corresponding to B is fB(N1; N2; S)= |CcB|; and therefore N
represents c.
For the reverse direction, let us dene the triple (N1; N2; S) as follows. Since N is
in F(H), it represents some coloring c of H . The restriction of c on H1 (resp. H2) is
denoted by c1 (resp. c2). We set N1 (resp. N2) to be the matrix representing c1 (resp.
c2). We now modify the coloring c1 and construct M as follows.
• Set M = ∅, set d= c1 and e = c2.
• For each color i in d that occurs also in e:
◦ choose some new color i′ not occurring in d or e;
◦ change d by renaming color i to color i′;
◦ put into M the operation that consists in merging i′ into i.
Let S be the set of integers representing the good set of merges M . By construction, d
and e now use disjoint sets of colors. Moreover, c is the coloring obtained from d⊕ e
by applying all the merges in M . According to Lemma 1, we thus have fB(N1; N2; S)=
|CcB|. Hence the matrix N representing c is equal to the matrix N (N1; N2; S).
Let us now summarize the construction of F(H) for the ⊕ operation:
• set F(H) to the empty set;
• for each pair (N1; N2) in F(H1)× F(H2):
◦ for each assignment S of values to the various sB1;B2 satisfying the mentioned
conditions:
- construct N = N (N1; N2; S);
- add N to F(H) (if it is not already in the set);
According to Lemma 2, this construction gives us F(H).
6.4. Complexity analysis
If nH is the number of vertices in H , each entry of N can take values between 0
and nH . Since there are 2k such entries, we have
|F(H)|6 (nH + 1)2k :
When H consists of one vertex, F(H) is initialized in O(2k) time. In the  operation,
2k−2 conditions have to be checked for every element of F(H1); since |F(H1)|6 (n+
1)2
k
(where n is the number of vertices in G), this operation can be done in O(2k−2n2
k
)
time. Similarly, the  operation can be performed in O(2kn2
k
) time.
For the ⊕ operation, the calculation of one entry of a matrix N (N1; N2; S) does
not need more than O(22k+1) time, yielding a total time bound for the whole ma-
trix of O(23k+1). This has to be done for every possible assignment of values to the
sB1;B2 (at most (n + 1)
22k such assignments, because of the conditions and the fact
that Ni[B]6 nH ) and for every pair of matrices (N1; N2) (at most (n + 1)2
k+1
such
pairs). Hence the total complexity of an ⊕ operation is bounded by O(23k+1n22k+1).
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The last step (the determination of /(G)) can be performed in O(2kn2
k
) time. Finally,
the overall complexity of the construction of F(G) is bounded by O(23k+1k2n2
2k+1+1).
Theorem 3. The chromatic number problem can be solved in O(23k+1k2n2
2k+1+1) time
on classes of graphs of clique-width at most some constant k assuming a k-expression
de7ning the input graph is given.
7. The edge-dominating set problem
The edge-dominating set problem consists in determining the minimum size of a set
D of edges in a graph G = (U; A) such that each edge outside of D has a common
endpoint with an edge in D.
Let t be a k-expression dening a graph G (i.e., G = val(t)). We say that t is
irredundant if and only if for every sub-expression !;"(t′) of t no vertex labeled ! in
val(t′) is adjacent to a vertex labeled " in val(t′). In other words, t is irredundant if
and only if whenever we apply an !;" operation in the process of constructing G using
the expression t, we add all the edges between the vertices labeled ! and the vertices
labeled " (i.e., all these edges are new). In [7] it was shown that every k-expression
t dening a graph G can be transformed into an irredundant k-expression t′ dening
G in time linear in the size of t.
Hence, we shall assume below that the k-expression dening the input graph G is ir-
redundant. (Notice that we need this assumption only for handling the edge-dominating
set problem.)
Consider a labeled graph H = (V; E) of clique-width at most k. Let Q ⊆ E. We
denote by XQ the set of all vertices of H which are not incident to any edge in Q.
For 16 !; "6 k, we denote by Q!;" the set of all edges of Q having one endpoint in
P! and the other endpoint in P".
With a set of edges Q ⊆ E and a set of vertices S ⊆ XQ we now associate a
quadruple of arrays (AQ;S ; BQ;S ; CQ;S ; DQ;S) dened as follows.
• For 16 !6 k, AQ;S [!] = |XQ ∩ P!|; BQ;S [!] = |S ∩ P!|.
• For 16 !; "6 k, CQ;S [!; "] = |Q!;"|.
• Let H ′ denote the subgraph of H induced by S. For Bd, Bu and Bn subsets of
K ,
DQ;S [Bd;Bu;Bn] = DH ′ [Bd;Bu;Bn]:
Recall that DH ′ [Bd;Bu;Bn] was dened in Section 4 as the size of the smallest
set D that dominates PBd in H
′, using only vertices of H ′ which are in PBu and
with at least one vertex of H ′ which is in P" for each "∈Bn.
For a labeled graph H = (V; E), we say that a pair (Q; S) realizes the quadruple
(A; B; C; D) in H if and only if Q ⊆ E(H), S ⊆ XQ, A = AQ;S , B = BQ;S , C = CQ;S
and D = DQ;S . We say that the quadruple (A; B; C; D) is admissible in H if and only
if there exists a pair (Q; S) realizing (A; B; C; D) in H . Note that there may be more
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than one pair which realizes the same admissible quadruple in H . The set F(H) is
composed of all admissible quadruples.
A set of edges Q ⊆ E(G) is an edge-dominating set in G if and only if XQ is
an independent set. XQ is an independent set if and only if the size of a minimum
dominating set in G[XQ] equals |XQ|. Hence the size of a minimum dominating set in
G, denoted by edom(G), is given by
edom(G) =min

12
k∑
!=1
k∑
"=1
C[!; "] :
(A; B; C; D)∈F(G) and A= B and D[K; K; ∅] =
k∑
!=1
A[!]
}
:
7.1. H = H1 ⊕ H2
For each quadruple (A1; B1; C1; D1)∈F(H1) and each quadruple (A2; B2; C2; D2)∈
F(H2), we put the following quadruple (A; B; C; D) in F(H).
• For 16 !6 k, A[!] = A1[!] + A2[!]; B[!] = B1[!] + B2[!].
• For 16 !; "6 k, C[!; "] = C1[!; "] + C2[!; "].
• D is updated similarly to DH in Section 4. For Bd, Bu and Bn subsets of K ,
D[Bd;Bu;Bn] = min
B′n⊆Bn
(D1[Bd;Bu;B′n] + D2[Bd;Bu;Bn \B′n]):
Before considering the  operation, we describe the  operation.
7.2. H = 1→2(H1)
For each quadruple (A1; B1; C1; D1)∈F(H1), we put the following quadruple (A; B; C;
D) in F(H):
• A[1] = 0, B[1] = 0, and for 16 !6 k, C[1; !] = C[!; 1] = 0, since there are no
vertices labeled 1 in H ;
• A[2] = A1[1] + A1[2], B[2] = B1[1] + B1[2], C[2; 2] =C1[1; 1] +C1[1; 2] +C1[2; 2]
and for 36 !6 k, C[!; 2] = C[2; !] = C1[1; !] + C1[2; !], since the new set P2
consists of the vertices formerly labeled 1 or 2;
• for 36 !; "6 k, C[!; "] = C1[!; "] (no changes here);
• D is obtained from D1 in the same way in which DH is obtained from DH1 in
Section 4.
7.3. H = 1;2(H1)
We rst present the construction of F(H) and then prove its correctness.
For each quadruple (A1; B1; C1; D1)∈F(H1), and for every ve integers m1; l1; l2; l3; l4
satisfying the following conditions:
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Fig. 3. Illustration for the proof about the  operation.
• l16A1[1]− B1[1]; l26A1[2]− B1[2]; l36 |P1| − A1[1]; l46 |P2| − A1[2];
• l1 + l36m1; l2 + l46m1;
• m16 (l1 + l3)(l2 + l4);
we put the following quadruple (A; B; C; D) in F(H):
• A[1] = A1[1]− l1; A[2] = A1[2]− l2;
• for 36 !6 k, A[!] = A1[!];
• for 16 !6 k, B[!] = B1[!];
• C[1; 2] = C[2; 1] = m1;
• for 16 !; "6 k, such that {!; "} 
= {1; 2}, C[!; "] = C1[!; "];
• D is obtained from D1 in the same way in which DH is obtained from DH1 in
Section 4.
Note that the quadruple (A; B; C; D) dened by the above construction is uniquely
determined by the choice of the quadruple (A1; B1; C1; D1)∈F(H1) and the ve integers
m1; l1; l2; l3; l4 satisfying the above conditions. In the following text we shall say that
the quadruple (A; B; C; D) dened above corresponds to the quadruple (A1; B1; C1; D1)
and the integers m1; l1; l2; l3; l4.
To prove the correctness of the construction of F(H) we will rst show that ev-
ery quadruple (A; B; C; D) obtained by this construction belongs to F(H). In other
words we will show that for a quadruple (A; B; C; D) corresponding to the quadru-
ple (A1; B1; C1; D1)∈F(H1) and the integers m1; l1; l2; l3; l4, there exists a pair (Q; S)
realizing (A; B; C; D) in H .
Since (A1; B1; C1; D1)∈F(H1), we know that there exists (Q1; S1) realizing (A1; B1;
C1; D1) in H1. At the beginning of this section, we assumed that the k-expression is
irredundant, and therefore there are no edges between the vertices labeled 1 and the
vertices labeled 2 in H1. Since the integers m1; l1; l2; l3; l4 satisfy the above condi-
tions, we can construct a set Q2 of m1 edges such that every edge in Q2 has one
endpoint labeled 1 and the other endpoint labeled 2 and the following conditions hold
(see Fig. 3):
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• no vertex in S1 is incident to an edge in Q2;
• exactly l1 (resp. l2) vertices of XQ1 ∩ P1 (resp. of XQ1 ∩ P2) are incident to an
edge in Q2;
• exactly l3 (resp. l4) vertices of P1 − XQ1 (resp. of P2 − XQ1 ) are incident to an
edge in Q2.
The claim now follows since the pair (Q1 ∪ Q2; S1) realizes (A; B; C; D) in H .
Finally, we will show that every admissible quadruple will be put in F(H) by the
above construction. Let (A; B; C; D) be an admissible quadruple. Hence there exists
a pair (Q; S) realizing (A; B; C; D). Let Q2 be the set of all edges in Q having one
endpoint labeled 1 and the other endpoint labeled 2. Let Q1=Q−Q2 and let m1= |Q2|.
Let l1 (resp. l2) be the number of vertices in XQ1 ∩ P1 (resp. in XQ1 ∩ P2) incident
to an edge in Q2. Let l3 (resp. l4) be the number of vertices in P1 − XQ1 (resp. of
P2 − XQ1 ) incident to an edge in Q2. Let (A1; B1; C1; D1) be the quadruple realized
by (Q1; S) in H1. The claim now follows since the quadruple (A; B; C; D) corresponds
to the quadruple (A1; B1; C1; D1)∈F(H1) and the integers m1; l1; l2; l3; l4, and therefore
will be put in F(H) by the above construction.
7.4. Complexity analysis
Notice that in a quadruple (A; B; C; D), the value of D is uniquely dened by the
values of A, B and C. Therefore, if G has n vertices and m edges, |F(H)| can be
bounded by O(n2kmk
2
).
The initialization of F(H) for one-vertex graphs takes no more than O(2k+k2+23k)
time, which can be bounded by O(23k+1). The complexity of the  operation can be
bounded by O(n2kmk
2
23k+1). The ⊕ operation takes at most O(n4km2k224k+1) time.
Since the integers l1; l2; l3; l4 can take values between 0 and n, and m1 is at most m, a
time bound for the  operation is given by O(n2k+4mk
2+123k+1). The last step (deter-
mining the size of the minimum dominating set) can be performed in O(n2kmk
2
(2k +
k2)) time. So, the overall complexity of the construction of F(G) is bounded by
O(24k+1k2n4k+1m2k
2
).
Theorem 4. The edge-dominating set problem can be solved in O(24k+1k2n4k+1m2k
2
)
time on classes of graphs of clique-width at most some constant k assuming a
k-expression de7ning the input graph is given.
8. The list-edge-q-coloring problem with costs
In this section, we will consider the edge version of the list-q-coloring problem with
costs of Section 5. An input of this problem is a graph G = (U; A), a set ’(a) ⊆
{1; : : : ; q} of available colors for each edge a in A, and a cost function W indicating
the cost wa; i implied by assigning color i to edge a for each a in A and each i in
{1; : : : ; q}. We represent such an input by G = (U; A; ’;W ). Similarly to Section 5, a
feasible edge-q-coloring (or simply a feasible edge-coloring) of G = (U; A; ’;W ) is a
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partition (A1; : : : ; Aq) of A such that no two adjacent edges are in a same subset Ai, and
such that for every edge a in Ai we have i belonging to ’(a). The cost w(A1; : : : ; Aq)
of a feasible edge-q-coloring is dened as the total cost implied by assigning the colors
to the edges:
w(A1; : : : ; Aq) =
q∑
i=1
∑
a∈Ai
wa; i:
The list-edge-q-coloring problem with costs consists in determining the minimum cost
of a feasible edge-q-coloring of G. The total number of colors q is considered here as
a constant. This problem generalizes the list-edge-q-coloring problem [9,8] since the
latter can be thought of as the problem with all costs equal. For the number of colors
part of the input, this problem is NP-complete on cliques [21].
A rst observation concerns the maximum degree 6(G) in G. Clearly, if 6(G)¿q
there does not exist any feasible edge-q-coloring of G (independently of ’), and the
problem is solved. We can therefore assume that 6(G)6 q.
Consider a labeled graph H = (V; E; ’;W ), with 6(H)6 q, and a feasible edge-
coloring E=(E1; : : : ; Eq). Let us assume that the vertices within a set P! are numbered
from 1 to |P!|, for !=1; : : : ; k, and that the edges incident to a vertex v are numbered
from 1 to the degree of v. We now associate a matrix IE with E, dened as follows
for 16 !6 k, 16 i; j66(G).
• if |P!|66(G), i6 |P!| and j is at most the degree of the ith vertex of P! in H ,
then we set IE[!; i; j] equal to the color of the jth edge of the ith vertex of P!;
• otherwise, we set IE[!; i; j] to 0.
The reason why we do not keep any information about the colors of the edges
around the vertices in P! when |P!|¿6(G) is the following. If there are more than
6(G) vertices in some P!1 , we know that we are not going to perform an !1 ;!2 oper-
ation. Otherwise, after this operation, the degree of each vertex in P!2 will be at least
|P!1 |¿6(G), a contradiction. And the only way to have a reduction in the size of a
set P!1 is to perform a !1→!2 operation, in which case P!1 becomes empty and we
also have IE[!1; i; j] = 0 for 16 i; j66(G).
For a labeled graph H = (V; E; ’;W ), a matrix I will be called admissible if there
exists a feasible edge-q-coloring E=(E1; : : : ; Eq) such that I=IE. Again, several feasible
edge-colorings can give the same matrix. We therefore associate a ‘cost’ wI with
each admissible matrix I , representing the minimum cost of a feasible edge-q-coloring
giving I :
wI = min
E:I=IE
w(E):
The set F(H) consists of all admissible matrices I , together with their cost wI .
The answer to the list-edge-q-coloring problem with costs will be the minimum value
of wI over all admissible matrices I in F(G).
Since we will make a frequent use of the cardinalities of the various P!’s, we will
use the notation P!, P1! and P
2
! to represent the vertices labeled ! in H , H1 and H2
respectively.
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8.1. H = H1 ⊕ H2
For each matrix I1 ∈F(H1) and each matrix I2 ∈F(H2), we put the following matrix
I in F(H). Since the new size of P! is the sum of the sizes of P1! and P
2
! , we rst
check whether |P!|¿6(G). If so, we set I [!; i; j]=0 for 16 i; j66(G). If not, we set
• I [!; i; j] = I1[!; i; j] for 16 i6 |P1! | and 16 j66(G);
• I [!; |P1! |+ i; j] = I2[!; i; j] for 16 i6 |P2! | and 16 j66(G),
and we increment the number associated with each vertex of P2! by |P1! |;
• I [!; i; j] = 0 otherwise.
In this way, we consider the set P! in H as consisting rst of the vertices of P1! (in
the same order as they were in H1) and then of the vertices of P2! (in the same order
as they were in H2).
The cost associated with this matrix I is wI = wI1 + wI2 . If I already belongs to
F(H), with a cost w′I , we keep in F(H) only one copy of this I and associate with it
the cost min(wI ; w′I ).
8.2. H = 1;2(H1)
As seen previously, if this  operation is performed, it means that P1 and P2 have
at most 6(G) vertices (notice that P!=P1!). Therefore, at most 6(G)
2 edges are added
to H1 to obtain H . For a xed matrix I1 in F(H1), we consider a feasible assignment
of colors to these new edges (satisfying both the edge-coloring constraints and the
constraints of available colors ’). We then construct a matrix I to be put in F(H) as
follows.
• I [!; i; j]=I1[!; i; j] for 36 !6 k and 16 i; j66(G) (nothing changes for vertices
outside P1 ∪ P2);
• I [!; i; j] = I1[!; i; j] for ! = 1; 2, 16 i6 |P!| and 16 j6dH1 (i), where dH1 (i)
is the degree of the ith vertex of P! in H1 (nothing changes for the previously
present edges);
• after having extended the numbering of the edges around each vertex of P1∪P2 to
the new edges, we store the color of each new edge in the corresponding entries
of I ;
• all remaining entries are 0 (they concern non-existing edges or non-existing ver-
tices).
The cost wI of this matrix is wI1 plus the cost of the assignment of colors to the new
edges. If I already belongs to F(H), with a cost w′I , we keep in F(H) only one copy
of this I and associate with it the cost min(wI ; w′I ).
This process has to be done for each matrix I1 in F(H1) and each feasible assignment
of colors to the new edges.
8.3. H = 1→2(H1)
We will do very similar manipulations to those done for the ⊕ operation. For each
matrix I1 ∈F(H1), we put the following matrix I in F(H).
• I [1; i; j] = 0 for 16 i; j66(G) (no vertices labeled 1 in H);
D. Kobler, U. Rotics / Discrete Applied Mathematics 126 (2003) 197–221 219
• if |P11 | + |P12 |¿6(G), then I [2; i; j] = 0 for 16 i; j66(G) (we no longer need
to record the information about P2 = P11 ∪ P12 which has become too big for an 
operation);
• if |P11 |+ |P12 |66(G):
◦ I [2; i; j] = I1[1; i; j] for 16 i6 |P11 | and 16 j66(G);
◦ I [2; |P11 |+ i; j] = I2[2; i; j] for 16 i6 |P12 | and 16 j66(G),
and we increment the number associated with each vertex of P12 in H1 by
|P11 |;
◦ I [2; i; j] = 0 otherwise.
In this way, we consider the set P2 in H as consisting rst of the vertices of P11
(in the same order as they were in H1) and then of the vertices of P12 (in the
same order as they were in H1).
• I [!; i; j] = I1[!; i; j] for 36 !6 k and 16 i; j66(G).
The cost wI of this matrix is wI1 . Again, if I already belongs to F(H), with a cost w
′
I ,
we keep in F(H) only one copy of this I and associate with it the cost min(wI ; w′I ).
8.4. Complexity analysis
An admissible matrix I has k6(G)2 entries, each of them can take q diPerent
values. Its cost can take only one value (the minimum one). Therefore, we have
|F(H)|6 qk6(G)2 .
When H has only one vertex, F(H) can be initialized in k6(G)2 time. A ⊕ oper-
ation can be performed in O(kq2k6(G)
2
6(G)2) time. A straightforward bound for an 
operation is O(k6(G)2 · q6(G)2 · qk6(G)2), since there are at most q6(G)2 assignments of
colors to the new edges. The  operation can be bounded by O(k6(G)2 · qk6(G)2)
Since 6(G)6 q, we obtain an overall complexity of the algorithm of at most
O(q2kq
2+2k3n). Since k and q are considered as constants, we have a linear algorithm.
Theorem 5. The list-edge-q-coloring problem with costs and 7xed q can be solved
in O(q2kq
2+2k3n) time on classes of graphs of clique-width at most some constant k
assuming a k-expression de7ning the input graph is given.
9. Final remarks
As mentioned in the introduction, we studied combinatorial problems with both the
vertex-partitioning and the edge-partitioning perspectives. Hence, Section 4 relates to
Section 7, and Section 5 relates to Section 8. In relation to Section 6, it remains to
consider the chromatic index problem (edge-coloring with the number of colors part
of the input). It is known that the minimum number of colors needed to edge-color
a graph with maximum degree 6 is either 6 or 6 + 1, but deciding which value is
optimal is NP-complete when restricted to cubic graphs [16]. The complexity of the
chromatic index problem restricted to cographs is still open.
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Another open question which can be considered is whether there exists a linear
algorithm for the edge-dominating set problem.
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