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Abstract
Friction is one of the physical phenomena, which maybe is one of the greatest chal-
lenges to the scientific and industrial communities and has a direct linkage to energy
efficiency and environmental cleanliness of all moving mechanical systems. In every-
day life, one rarely thinks about friction or appreciates its importance, but there is
no doubt that it is a major cause of energy loss. Hence, the prospect of further un-
derstanding and reducing friction in engineering systems has real-life and economic
implications for not only preserving our limited energy resources, but also in saving
our planet from hazardous emissions for generations to come.
On the macroscopic scale, the da Vinci-Amonton laws are common knowledge (1. fric-
tion is independent of the apparent contact area, 2. friction is proportional to the
normal load and 3. friction is independent of velocity). With the invention of the
Atomic Force Microscope in 1986, a modern field of tribology developed which made
it possible to investigate friction on the microscopic scale. Experiments with small
contacts have shown that the abovementioned empirical laws are not always correct.
Reasons may be related to a larger surface-to-volume ratio and the greater impor-
tance of adhesion, surface chemistry and surface structure. By these means, a better
understanding of the phenomenon of friction is required, to learn how to quantify
and eventually how to control friction.
The central topic of this thesis concerns friction on the atomic scale. With the
Friction Force Microscope, that is operated in ultra high vacuum and at room tem-
perature, the friction of a single asperity contact between a sharp probing tip and
a flat surface has been investigated. This is in contrast to the friction between
two bodies on the macroscopic scale, where the contact is formed by a multitude
of asperities. This single asperity is dragged over the surface by a support. While
the support is moving with constant velocity, the tip apex itself typically exhibits
a stick-slip motion, where the tip periodically sticks in a potential well, until the
pulling force is high enough to overcome the static force and to induce a slip event,
where the tip jumps into an adjacent potential well. The stick-slip process has
been studied and analysed profoundly by experiments and numerical calculations
xiii
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by means of the tip motion on the surface lattice, also with respect of the limit cases
of the superlubricity regimes.
The influence of the applied load on the stick-slip motion was experimentally and
numerically investigated and indicates that the friction force is decreasing when
reducing the load, until the load reaches a critical threshold, below which the system
enters the superlubricity regime. Numerical calculations indicate that a reduction
in load enlarges the stability regions, where the tip apex position is in a potential
well, and thus facilitates the tip to follow a trajectory with lower energy barriers.
The effect of mechanical actuation of the cantilever on friction has also been analysed
experimentally and numerically. Numerical model calculations have been performed
in two dimensions based on an integrator solving the Newton equation of motion.
For the actuation in normal direction, the stability regions are shown to periodically
expand and contract, and similar to a decreasing load allows the tip trajectory to
explore regions on the potential energy surface with lower energy barriers. Mechani-
cal actuation of the cantilever in normal direction was already shown experimentally
by others to reduce the friction, an actuation of the torsional vibration mode is now
demonstrated to also reduce the friction force.
The influence of the temperature on the stick-slip motion is investigated numerically
by implementing Brownian motion of the tip apex, and indicates that the thermal
noise allows the tip apex to overcome an energy barrier on the potential energy
surface slightly earlier compared to the case at zero temperature and thus reduces
the friction force. An increasing temperature is shown to decrease friction until a
critical temperature is reached, above which the system enters the superlubricity
regime, similar to the load and actuation dependence of friction.
The tip trajectory has been analysed in detail by numerical and analytical calcu-
lations with subject to the scan direction and offset, which allows to describe and
quantify the angular dependence of static and kinetic friction for square and hexag-
onal lattice symmetries. Since the tip trajectory is not directly accessible in exper-
iments, a method has been introduced which combines the horizontal and vertical
deflections to determine the tip path also in experiments. Hence, several aspects
of the stick-slip process were analysed thoroughly, which give new insight and an
improved understanding of the friction on the atomic scale.
The second important topic of the thesis concerns resonance frequencies of a can-
tilever in contact. The contact resonance frequency depends on several parameters
such as load, contact area, material properties of the tip apex and sample material,
and can be measured and tracked in the experiment. The first mode of the normal
and torsional contact resonance frequencies indicate a maximum when the contact
is not stressed in the lateral direction. The contact resonance frequencies are de-
creasing shortly before a slip event, around which the contact resonances drop to its
initial values, but can not be accurately followed, owing to the finite phase locked
loop response time. Thus, the contact resonances may be used as an indicator of
a forthcoming slip event. Such a behaviour might also be relevant for macro-slip
events, such as earthquakes, where early warning systems are still missing. The
contact resonance technique also appears to be sensitive to atomic defects. Atomic
defects are detected for the normal and torsional modes, which are not clearly de-
tected in the lateral force or in the vertical deflection channels. Additional excitation
of the sliding system at the contact resonance reduces the friction and gives further
xiv
informations about the mechanical properties of the asperity contact and the sample
material. Since the contact resonance frequency of the normal and torsional mode
oscillations are tracked simultaneously to the lateral force, a contact resonance map
is generated in addition to the friction force map, which is presented on the atomic
scale for the first time.
In summary, several aspects of friction, especially the stick-slip process, and con-
tact dynamics, including the contact resonance frequencies, have been thoroughly
investigated on the atomic scale.
xv

Preface
The domain of this thesis concerns the field of tribology. The name tribology arises
from the greek word tribos, which means friction, and is the science of friction,
abrasion, wear and lubrication of interacting surfaces which move relatively to each
other. This field of research and application is relatively young and is based on
the interdisciplinary collaboration of physicists, chemists and engineers. In the last
decades, tribology has increased in prosperity. This development is a consequence of
the increasing complexity and refinement of technology in several areas, for instance
in transport, space travel, robotics or medical technology, and also the demands
in security and reliability. The advances in tribology are facilitated by technical
instruments with increasing precision for the analysis and handling of materials, for
instance the Electron Microscope, Atomic Force Microscope, X-ray radiation, laser,
plasma, ion and neutron irradiation.
The instrument used for the experiments in this thesis is a Friction Force Microscope,
which is basically an Atomic Force Microscope capable of measuring lateral forces.
The ability to measure forces on the atomic scale makes it an ideal tool to study
tribology on the microscopic area. The microscope was planned and built at the
university of Basel and is considered to be of very high standard. The microscope is
well damped and operated in ultra high vacuum, with a pressure comparable to the
pressure in aerospace, which is at the limit of what is technically feasible. Comparing
to the current technical standard, the experiments performed on this microscope
are of clearly improved quality. Hence, having these conditions the experimental
investigations presented within this thesis could be performed with high accuracy
and excellent quality.
The central part of the thesis concerns the dynamics of the tip apex, which is dragged
by a cantilever over the atomically flat surface. The tip motion is investigated pro-
foundly in the stick-slip regime, as well as in the different superlubricity regimes. The
experiments are supported by numerical and analytical calculations, which assist in
explaining the experimental data and offer valuable clues about the behaviour of the
tip apex. Furthermore, the Friction Force Microscope is combined with the contact
resonance technique, which gives additional information about contact dynamics
and includes the possibility of determining mechanical properties. This Contact
xvii
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Resonance Atomic Force Microscopy is in principle not new, but is for the first time
applied successfully on the atomic scale.
In Chapter 1 an introduction is given to Atomic Force Microscopy, describing the Mi-
croscope from a historical point of view and the development up to the present. The
specific experimental setup is then described in Chapter 2 together with the sample
and cantilever preparation and the calibration. Chapter 3 concerns the atomic scale
friction, in particular the phenomenon of stick-slip. The tip dynamics are analysed
in the superlubricity regime and systematically investigated with numerical model
calculations. The discussion about the stick-slip process is then extended to super-
structures and the occurrence of multiple slips. In Chapter 4 the contact resonance
technique, also known as Contact Resonance Atomic Force Microscopy, is studied
for the flexural mode. This technique is adapted on the atomic scale yields in an im-
proved understanding of the contact mechanics. Chapter 5 is focused on the contact
resonance technique for the torsional vibration mode, which is also applied to the
atomic scale. For both, the flexural and torsional mode, the possibility of detecting
surface defects is examined. In Chapter 6 the static and kinetic friction are discussed
in dependence on the scanning direction. A profound analysis using numerical and
analytical calculations is performed and compared to experimental data. The code
for the numerical calculations is attached in the Appendix.
xviii
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Chapter 1
Introduction to Atomic Force
Microscopy
Durch unser Wissen unterscheiden wir uns nur
wenig, in unserer grenzenlosen Unwissenheit aber
sind wir alle gleich.
Karl Raimund Popper
1.1 Historical Introduction
The magnification of the vertical surface features of an object, those features leaving
the horizontal plane and extending in the vertical direction, have historically been
measured by a stylus profiler, which was invented by Schmalz in 1928 [1]. This
stylus profiler utilised an optical lever arm to monitor the motion of a sharp probing
tip mounted at the end of a cantilever. The magnified profile of the surface was
generated by recording the motion of the stylus on photographic paper. More than
50 years later, the origin of the Scanning Probe Microscope (SPM) began with
the development of the Scanning Tunneling Microscope (STM) in 1982 by Binnig
and Rohrer [2]. For the first time it was possible to observe single atoms on a flat
metallic surface in real space. Only one year later Binnig et al. presented the atomic
structure of the Si(111) reconstruction [3]. For their pioneering achievement, Binnig
and Rohrer were awarded with the Nobel Price in 1986. During the following years
many spectacular high resolution images of metallic and semi-conducting surfaces
were published. However, STM is based on the measurement of the tunneling current
and is thus limited to electrically conducting samples. Motivated by the atomic
forces that start to act at the tunneling distance [4], Binnig initiated the development
of a microscope that uses those forces as a detection signal. A functional prototype
of a Atomic Force Microscope (AFM) was built together with Quate and Gerber,
and presented in 1986 [5]. In contrast to STM, the AFM technique allowed also to
image insulating samples. It was in 1987 when Binnig et al. succeeded in obtaining
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the lattice image of a graphite surface [6]. After that, AFM was believed to be an
atomic resolution microscope even in ambient atmosphere, i.e. not only in UHV.
It was also in 1987 when Mate et al. discovered that an AFM can be used for the
detection of friction, i.e. as a Friction Force Microscope (FFM), to obtain lateral
force images with lattice periodicity [7]. In 1990, Meyer and Amer managed to image
the lattice of the NaCl(001)surface in UHV [8]. After that, AFM got widely accepted
and believed to be a microscope with atomic resolution under certain conditions. In
the following two decades, both AFM and FFM became a standard technique that
is widely used in industry, and appear nowadays in many modified variations.
1.2 Atomic Force Microscopy
Using an AFM, interaction forces can be measured down to the piconewton range.
The force sensor consists of a microfabricated cantilever [9] with a sharp tip at-
tached to its end (for more details see Section 2.2). The bending and twisting of
the cantilever are detected as a measure of the normal and lateral forces acting on
the tip. AFM is used for all kind of surfaces, in contrast to STM which is restricted
to electrically conducting samples. There are several other members in the AFM
family, which measure other quantities as electric [10] and magnetic [11] properties
of surfaces, friction forces [7] and contact potentials [12]. Beside imaging surfaces,
AFM has the opportunity to manipulate atoms or molecules in a controlled way [13]
and also to perform various types of spectroscopy [14]. The development of these
new types of microscopes made it possible to study all kinds of phenomena on the
nanometer scale, and a vast progress in nanoscience has been achieved.
The basic principle of not only AFM but all scanning probe microscopes (SPM) is
the sharp tip, which scans the surface along a raster using a feedback controller to
adjust the distance to the surface. The interaction forces are then recorded at every
point of the raster and used for the feedback loop, which results in an image of the
surface topography. Note, that in STM the topography of the surface is actually
a map of constant density of states, whereas in AFM the situation is even more
complex as the image arises from an interplay of several forces. However, the mea-
sured surface of a homogeneous surface is actually a good approximation of the real
topography. Because the interaction forces between the probing tip and the surface
has a near-field component, imaging the surface well beyond the resolution limit of
far-field techniques as SEM or LM is feasible. Since the resolution of AFM is not
restricted by the wavelength of light or electrons, the resolution is only limited by
the geometry of the probing tip.
An AFM may be operated in static mode or dynamic mode, and in contact mode
or non-contact mode. In the dynamic mode, the cantilever is excited by mechanical
actuation at a resonance frequency, or at several resonance freuquency simultane-
ously, whereas in static mode, the cantilever is not excited at all. In non-contact
mode, the dynamic mode is the most common, i.e. non-contact atomic force mi-
croscopy (NC-AFM), whereas in contact mode, both the static and dynamic modes
are commonly used.
2
1.3 Friction Force Microscopy
The friction laws on the nanoscale differ drastically from those of macroscopic fric-
tion. For instance, the friction force between two macroscopically bodies in contact
has been known since Coulomb to be independent of their relative velocity. In
contrast, friction measurements on the nanoscale show non-trivial velocity depen-
dence [15]. With the introduction of the first friction measurement technique on
the atomic scale using AFM by Mate et al. in 1987, known as FFM or lateral
force microscopy (LFM) based on AFM, a new branch of science known as tribology
emerged. FFM provides a single asperity contact, in contrast to a multitude of mi-
crocontacts in macroscopic friction, and thereby enables fundamental understanding
of tribological phenomena at nanoscales. The aim is to study tribological porperties
like friction, wear, adhesion and lubrication on the nanoscale.
While the probing tip is in contact with the sample surface, FFM monitors the tor-
sion of the cantilever as the sample is laterally displaced. Typically, the deformation
of the cantilever, i.e. the vertical bending due to normal forces and the torsional
bending due to lateral forces, is simultaneously recorded by a four-quadrant photo-
diode (see Section 2.2). The image obtained from the vertical deflection is commonly
called ”AFM” image, whereas the image obtained by tracking the torsional motion
of the cantilever is known as ”FFM” image. Naively, this dual force imaging is triv-
ial to implement, but if the preparation is not carefully performed, great difficulties
arise when analyising the data [16]. For instance, there is always a crosstalk or
coupling between the normal and lateral response of the cantilever. And because
the ratio between the torsional and normal spring constant is usually high, in the
case of rectangular contact cantilevers in the order of ≈ 100 , resulting in a rela-
tively small frictional force signal. Other effects like the misalignment of the system
or the position of the laser spot on the cantilver have also be taken into account.
Nevertheless, the force calibration using rectangular cantilevers (see Section 2.3) is
nowadays widely accepted.
The lateral force measured on a well-defined surfaces can exhibit atomic-scale fea-
tures. Usually, a sawtooth-like pattern is observed, with the periodicity of the
surface lattice. This phenomenon is called stick-slip. While the contact is locked in
a stable position, the lateral force increases until it is strong enough to initiate a slip
to the next stable position on the surface. Furthermore, when the scan direction is
reversed, the lateral force exhibits a hysteresis. The energy dissipated can then be
directly calculated from the area enclosed by the friction force loop. Understand-
ing the underlying mechanisms and the controlled reduction of the friction forces,
and thus on the reduction of the energy dissipation is a central matter of modern
tribology on the nanoscale. Several techniques can be used to achieve the friction
reduction in FFM. For instance, the load is reduced or the system is actuated using
electrical or mechanical actuation. The latter technique is part of this work and
is used not only to enter low friction regimes, but also to allow for gentle imaging
without wear (see Section 3.8) and to obtain additional information, namely the
contact resonances. Actuation and tracking of these contact resonances allow the
FFM to be combined with the so-called contact resonance atomic force microscopy
(CR-AFM).
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Chapter 2
Experimental Setup
Wohin Denken ohne Experimentieren fu¨hrt, hat
uns das Mittelalter gezeigt; aber dieses
Jahrhundert la¨sst uns sehen, wohin
Experimentieren ohne Denken fu¨hrt.
Arthur Schopenhauer
2.1 The Ultrahigh Vacuum System
The experimental results presented in this thesis were performed using the home-
built AFM, that is based on a prototype built in 1993 [17]. It is located in an UHV
system [18], which is devided into three different chambers, as illustrated in Fig. 2.1.
The lock chamber is connected to a turbo pump which allows to pump down to
a pressure of < 8× 10−8 mbar. The quick release fastener flange provides a fast
tip and sample introduction. The lock chamber is connected to the preparation
chamber where the main turbomolecular pump is connected to. There are several
devices installed to enable tip and sample preparations. A molecular evaporator is
used for deposition of alkali halide films (NaCl, KBr) on copper. The evaporation
rates can be calibrated using the quartz micro balance. The manipulator contains
of a resistive heater and an electron-beam heater. The resistive heater is used to get
rid of water molecules and dust, whereas the latter is used for the preparation of
metallic samples by Ar-sputtering using the sputter gun and annealing cycles. To
cleave the ionic crystals in UHV, an in-situ cleaving knife is used. In addition to the
main turbo pump, the preparation chamber is evacuated by a ion getter pump and
a titanium sublimation pump. If necessarey, a mass spectrometer may be installed
to detect impurities or to find a leak in the UHV system.
The main part of the analysis chamber is the hombe-built AFM operated at room
temperature, which will be described in the next section in more detail. Beside the
AFM, the analysis chamber contains an electron gun and screen for Low-Energy
Electron Diffraction (LEED) and Auger Electron Spectroscopy (AES), as well as
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Figure 2.1: UHV system equipped with (1) AFM, (2) valves separating the three
chambers, (3) LEED/AES, (4) pressure gauge, (5) XPS, (6) sputter gun,
(7) mass spectrometer, (8) manipulator with heater, (9) titanium sub-
limation pump, (10) wobble stick and (11) a molecular evaporator with
three Knudsen cells.
an X-ray Photoelectron Spectroscopy device (XPS). LEED is used to determine the
crystalline structure of a surface, while AES provides information about the chemical
composition of the sample. In the case of alkali halides and HOPG, the electron gun
of the LEED is also used for the sample preparation. A short exposition of the
NaCl(001) and HOPG surfaces to the electron beam creates straight-edged pits of
one monolayer depth, as was shown earlier on KBr(001) [19–21]. These step edges
are of interest for the friction measurement (see Section 3.8).
When evacuating the UHV system, first the rotary prevacuum and turbomolecular
pumps are engaged. After a certain time, a pressure of 10−9 mbar is reached by
only the turbomolecular pump. The residual gas contains mostly of water sticking
to the walls of the chamber. After a bakeout of the whole system, most of the water
is evaporated and pumped out. At this point, the ion getter pumps and titanium
sublimation pumps are engaged to reach a base pressure in the low 10−10 mbar
regime. During measurements the system is usually pumped by the ion getter pumps
and titanium sublimation pumps, whereas the turbomolecular pumps are switched
off to avoid mechanical vibrations. Inside the UHV system, the tips and samples
are transferred using a system of manipulators and wobble stick.
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2.2 The Atomic Force Microscope
The home-built AFM is based on a prototype built in 1993 [17] and is operated at
room temperature. It is mounted on a stage which is suspended by four springs
and damped by an eddy current damping system in order to decouple it from ex-
ternal vibrations. An image of the AFM is presented in Fig. 2.2. The deflection
of the cantilever is detected by the optical beam deflection method [22], which is
illustrated in Fig. 2.3 and allows to measure the normal and lateral bending of the
lever simultaneously. The light of a superluminescent diode [23] is coupled into a
gold coated glass fiber and introduced into UHV via a swagelock-feedthrough filled
with teflon [24].
The light beam is then focussed by a lens system at controllable distance and guided
over a first motorised mirror (hidden in Fig. 2.2) to the backside of the cantilever.
The beam reflected at the cantilever is then guided over a second motorised mir-
ror to the position sensitive four-quadrant diode. Both mirrors are accessible by
piezo motors. The signal of the quadrant diode is directly amplified in UHV which
guarantees a better signal to noise ratio with a bandwith of 3 MHz. The sample
holder is mounted on a piezo tube, which performs the scan movement while the
tip remains at a fixed position. The piezo tube allows a scan area of about 1 µm2
as well as adjustment of the tip-sample distance of about 700 nm. Therefore the
beam-lever system remains fixed during scanning of the sample. The piezo tube
itself is attached to a sledge which can be moved in two dimensions by three piezo
stacks for the coarse approach.
The cantilever is glued on the cantilever holder, that is mounted on a piezo crystal
in order to excite the cantilever for non-contact and also contact-resonance measure-
ments. In addition, the AFM may also be operated as an STM using the tunneling
preamplifier with switchable resistor between 10−8 → 10−10 Ohm. A bias voltage
can be applied to either the tip or the sample in order to compensate the contact
potential difference or for STM measurements.
2.3 Calibrations
The calibration procedure of the cantilever is one of the essential steps of FFM
experiments. An accurate characterization is thus necessary for each cantilever.
And the manufacturer’s data are usually not accurate enough and may lead to
errors of up to a factor 10 . Hence, each cantilever has to be characterised. The
dimensions of the cantilever are either measured with Scanning Electron Microscopy
(SEM) or Light Microscopy (LM). The relevant parameters determined this way are
the length L, the width w, the position of the tip on the cantilever and the tip
height h. Because the thickness t is small compared to the other dimensions and is
not determined accurately enough using SEM, it is determined by the fundamental
resonance frequency in the normal direction f01 = ω
0
1/2pi of the free cantilever [25]
t =
2
√
12pi
1.8751042
√
ρ
E
f01L
2, (2.1)
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Figure 2.2: Picture of the home-built AFM during maintenance work.
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Figure 2.3: The light of a superluminescent diode is reflected at the front of the
cantilever and fed into a four-quadrant diode. The sample is moved by
a piezo tube, wheras the cantilever system remains fixed.
where ρ is the densitiy of the cantilever (for silicon: ρ = 2328.3 kg/m3) and E the
elasticity modulus (for silicon: E = 1.69e11 N/m2) [26]. In Eq. (2.1) the cantilever is
considered as a beam only, neglecting the tip. When these parameters are known, the
normal spring constant knorm and the torsional spring constant ktors for a rectangular
cantilever are given by [27,28]
knorm =
Ewt3
4L3
and ktors =
Gwt3
3h2L
, (2.2)
where G is the shear modulus (for silicon: G = 6.8e10 N/m). For the beam deflec-
tion type SPM (see Fig. 2.3), the sensitivity of the photodetector sz [m/V] is deter-
mined by the z-spectroscopy, i.e. by measureing the force versus distance curve, as
illustrated in Fig. 2.4. Force-distance curves should be performed before and after
experiments to exclude changes of sz due to variations in the intensity of the laser
or the laser beam position on the cantilever. Here, the elastic deformation of the
tip and the sample are assumed to be negligible compared to the bending of the
cantilever.
Thus the movement of the z-piezo zp is equal to the cantilever deflection zc. The
normal force FN and lateral force FL are a function of the differential signal from
the photo diode in normal direction UA−B and lateral direction UC−D, respectively,
namely [28]
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Figure 2.4: A force-distance curve, i.e. z-spectroscopy, measured on an atomically
flat NaCl(001). The slope of deflection versus distance corresponds to
the inverse of the sensitivity in z-direction sz and is used to determine
the normal force (load).
FN = knormszUA−B (2.3)
FL =
3
2
ktors
h
L
szUC−D. (2.4)
In the ideal case, when the laser beam on the position-sensing four-quadrant diode
is circularly shaped, sz is identical for both the vertical and horizontal direction, as
assumed in Eq. (2.4). However, as the laser beam is more elliptical, the sensitivities
have to be adjusted by a factor [29]. In addition it is important to position the
laser beam right above the probing tip, else the calibrations in Eq. (2.4) need to be
adjusted [28] and the signal-to-noise ratio is decreased.
2.4 Properties and Preparation of the Cantilevers
The cantilevers used in the experiments are commercial, microfabricated, rectangu-
lar cantilevers [9] with integrated tips as a force sensor. Nowadays most cantilevers
are produced in a microfabrication process using established methods from the semi-
conductor industries. The material of choice is highly n-doped silicon, which avoids
charging and allows combined AFM-STM measurements. The tips are produced by
etching processes and have a pyramidal shape. In order to obtain atomic resolution
images, the tip apex should be as sharp as possible. The typical tip radius of the
P-CONT cantilevers (see Fig. 2.5) used in this work is less than 7 nm [9], and the
dimensions are given in Table 2.1.
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Cantilever P-CONT
Dimensions
Length 470 µm ±2 µm
Length from chip to tip 445 µm ±2 µm
Width 45 µm ±2 µm
Thickness 1.787 µm ±0.078 µm
Spring Constants
knorm 0.123 N/m ±0.015 N/m
ktors 78.2 N/m ±9.7 N/m
Free Resonances
Normal Resonance Frequency 11203 Hz ±507 Hz
Torsional Resonance Frequency 200448 Hz ±9125 Hz
Table 2.1: Dimensions and properties of the contact mode P-CONT cantilevers used
in the experiments.
The P-CONT cantilevers have a spring constant in the order of knorm = 0.123 N/m
for the normal bending and ktors = 78.2 N/m for the torsion. The stiffnesses slightly
change from tip to tip (even from the same waver) because the thickness of the
cantilevers are varying, which has a major influence on the spring constants and
also on the resonance frequencies. The normal spring constant is that low, that
the tip jumps into contact as soon as the attractive forces are high enough. Also
cantilevers with a reflective coating (P-CONTR) [9] have been tested, which causes
more light to be reflected and thus lead to an improved sum signal. However, the
reflective coating have a less distinct contact resonance peak, i.e. a much lower Q-
factor, and are therefore disadvantageous for the contact resonance measurements.
The cantilevers are glued onto a tip holder [18] which guarantees a correct optical
path in the system. After the transfer of the cantilver into the UHV, they are heated
to a temperature of 120 ◦C for at least one hour in order to remove the water film
and contaminants. However, the cantilevers are not sputtered, i.e. the native oxide
layer is not removed.
2.5 Sample Preparation
Under atmospheric conditions, the sample is covered by all kinds of particles and
adsorbates, which form an adlayer. Even though for the most part it is water, the
chemical composition and geometrical structure of these adlayers are usually not
well defined. The samples exposed to atmospheric pressure are complex and hinder
a clear analysis of the underlying surface structure. Also the controlled adsorption
of another material is hindered. In UHV there are several techniques for the prepa-
ration of clean and well defined surfaces. Brittle materials, such as alkali halides,
are prepared by cleaving. A proper cleaving can only be achieved in certain crystal-
lographic direction.
Most of the experiments which are presented in the following chapters are mainly
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Figure 2.5: Scanning electron microscopy image of a rectangular silicon cantilever
of type P-CONT with a magnification of (a) 216×, (b) 250×, (c) 2000×
and (d) 5000×.
performed on alkali halides, namely on sodium chloride (NaCl), potassium bromide
(KBr) and a mixed crystal (NaCl90Br10) containing 90 % chloride and 10 % bro-
mide. The ratio is not always homogenously distributed and may exhibit more than
10 % bromide on the surface. These alkali halides are used as a model system for
fundamental research in friction due to their simple structure and their reproducible
preparation by cleaving. When the insulating ionic crystal is cleaved, the crystal
and especially the region below the cleaved surface are plastically deformed due to
the large stress of the cleaving process [30]. For this reason the crystal surface is
usually charged after cleaving. These residual charges on the surface make it difficult
to image the surface by SPM. One possibility is to apply a bias voltage between the
tip and surface while measuring in order to reduce the electrostatic forces, but often
the maximal applicable voltage of the system is not enough. The other possibility
is to heat the crystal in UHV to around 120 ◦C, which normally reduces drastically
the surface charges and still preserves the stoichiometry of the crystal. In addition,
heating the crystal in UHV to even higher temperatures of around 300 ◦C to 400 ◦C
results in a smoothing of the cleavage steps. Beside cleaving the crystal in UHV,
it is also possible to cleave in air and immediately introduce the sample into the
vacuum chamber. This resulted in less surfaces charges compared to the cleavage in
UHV, but possibly to lower terrace width, which are typically between 50 nm and
150 nm.
For metal surfaces, sputtering and annealing cycles are the most common and versa-
tile cleaning technique. By the bombardment with noble gas ions, the contaminants
and also the topmost atomic layer of the crystal can be sputtered off. The subse-
quent annealing is necessary to remove embedded and adsorbed noble gas atoms as
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well as to recover the surface structure. As a side effect further impurities from the
bulk segregate to the surface while annealing. Thus the sputtering-annealing cycle
has to be repeated several times [31]. In the case of Cu(001), several cycles of 20
minutes argon-ion sputtering using E = 1 keV followed by 20 minutes annealing at
450 ◦C are required.
The deposition of thin films of alkali halides is performed using the Knudsen cell.
For the deposition of NaCl, the Knudsen cell is heated to 320 ◦C and the sample,
i.e. Cu(001), to around 80 ◦C to facilitate the formation of islands. The evaporation
rate of the Knudsen cell is determined using a quartz balance, and the thickness
of the deposited material, i.e. the number of monolayers, is then controlled via the
evaporation time.
A further possible treatment for alkali halides and also for HOPG is the electron
bombardement. In order to obtain pits in the surface with monoatomic depth, the
sample is exposed for several seconds to the electron beam generated by LEED [21].
The electrons with an energy of E = 1 keV form excited colour centres inside the
top layers of the crystal which diffuse to the surface and leave the sample, forming
stoichiometric pits [19]. However, this radiation process, which is mainly performed
to create step edges, is a quite intuitive process.
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Chapter 3
Atomic-Scale Friction on Alkali
Halides and HOPG
Der Verstand scho¨pft seine Gesetze nicht aus der
Natur, sondern schreibt sie dieser vor.
Immanuel Kant
3.1 Introduction
Only one year after the invention of AFM by Binnig et al. in 1986 [5], Mate et al.
discovered that an AFM can be used for the detection of friction, i.e. as a FFM, to ob-
tain lateral force images [7]. The lateral force measured on a well-defined surface may
exhibit atomic-scale features. Usually, a sawtooth-like pattern is observed, which
shows the periodicity of the surface lattice. This phenomenon is called stick-slip.
This chapter is focussing on a detailed discussion about this stick-slip phenomenon.
Numerical and analytical calculations are performed and compared to experimental
data [32], which give an improved understanding of the frictional behaviour on the
nanoscale and the motion and dynamics of the tip apex. The tip movement is also
traced back from the experiment, resulting in a tip trajectory on the calculated sur-
face corrugation potential. Furthermore, the discussion of stick-slip is expanded to
the multiple slip phenomenon, which also contain information about the damping of
the lateral motion of the tip apex [33] and the limiting case, where the stick-slip goes
over into a smooth sliding on the surface corrugation potential. The smooth sliding
is related to the ultra low friction regime, i.e. the ”supberlubricity” state, and may
be achieved by different mechanisms, which are studied in detail by experimental
data as well as by numerical and analytical calculations.
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Figure 3.1: Raw data of lateral force maps for (a) the forward direction and (b)
backward direction measured on KBr(001) using a load of 2.9 nN. (c)
Profiles of the forward direction (black) and backward direction (red),
which both point out the steep initial sticking stage before the first slip
occurs. The area enclosed by the two profiles corresponds to the dissi-
pation energy that is lost during the scan.
3.2 Atomic Scale Stick-Slip
A consequence of firstly, that the kinetic friction is decreasing with the sliding speed,
and secondly that the static friction is higher than the kinetic friction, is the phe-
nomenon of stick-slip. Instead of sliding at a constant speed, the sliding occurs as a
sequence of sticking phases and slipping events. This stick-slip can manifest itself as
an undesirable squealing noise, for example at a squeaky door hinge or the squeak
of the chalk on a blackboard. In some cases, the stick-slip may also be intended, for
instance when bowing the strings of a violin, which produces a musical tone. The
stick-slip phenomenon not only exists on the macroscale, but also on the atomic
scale. The process of stick-slip on the atomic scale can be readily observed using an
AFM. Fig. 3.1(a,b) shows the lateral force maps for the forward and backward direc-
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Figure 3.2: Negative force from the cantilever deflection, where k is the spring con-
stant and x the tip displacement, and the friction force for two sample
positions (black solid and red dashed lines) as the sample moves from
left to right. The position of the tip on the surface is stable when the
forces acting on the tip are balanced, as indicated by the intersection
of the plots. When the surface is moved with respect to the tip, a slip
occurs when the derivative of the frictional force at the intersection point
is equal to the spring constant k.
tion. The experiment was performed on KBr(001) surface cleaved in UHV. Taking
the profiles for the forward and backward direction results in a so-called friction
loop, which is presented in Fig. 3.1(c). The AFM tip is sliding over the surface with
a periodically stick-slip behaviour. The backward direction (red profile) exhibits
stick-slip with the periodicity of the unit cell of KBr(001), whereas the lateral force
profile for the forward direction (black) shows a stick-slip behaviour with more slip
events. This refers to the tip jumping from one unit cell to an adjacent one by a
zig-zag movement (for more details see Section 6.2). Note that the first slip event
occurs when the lateral force acting on the tip exerts the static friction force, and
therefore for the ”initial sticking stage” is longer compared to the subsequent stick-
ing stages. The area inclosed by the friction loop is referred to the energy dissipated
during the scan.
The stick-slip process occurs when the spring constant of the cantilever along the
scan direction is smaller than the spatial derivative of the friction force that the tip
experiences when sliding over the surface. If the tip is sliding over a crystal surface
with a periodic surface structure due to the crystal lattice, the tip experiences a
lateral force with the same periodicity as the surface lattice. And when the slope
of the decreasing part of the periodic force is bigger than the spring constant of the
cantilever, the tip can slip to the next stable position, which is illustrated in Fig. 3.2.
Even though the lateral force map exhibit the atomic corrugation pattern, this
does not imply that the tip produces lateral force maps with atomic resolution.
In other words, the tip apex usually consists of several atoms or even hundreds of
atoms at a blunt tip. The normal contact stiffness kcont,norm = 17.65 N/m from
the experiment in Fig. 3.1 can be used to approximately estimate a small contact
diameter of kcont,norm/E∗eff = 0.7 nm (cylinder on flat [34]), where an effective Young
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Figure 3.3: (a) Raw data of a lateral force map (5 nm×5 nm) measured on a Cu(111)
surface using a load of 1.0 nN. The irregularities in the surface lattice
indicate defects in the copper. (b) The lateral force map (2 nm× 2 nm)
clearly shows the atomic corrugation of the soft metal surface, which can
only be measured under low load condition (zoom of (a)). (c) The profile
taken from (a) exhibits the stick-slip motion with the atomic periodicity.
modulus E∗eff = 24.7 GPa was assumed (for more details see Section 4.2). The
effective Young modulus is given by
1
E∗eff
=
1− ν2KBr
EKBr
+
1− ν2Si
ESi
, (3.1)
which takes into account the bulk Young moduli of NaCl (E∗KBr = 26.87 GPa) and
Si (E∗Si = 189.7 GPa), as well as the Poisson ratios νKBr = 0.20 and νSi = 0.33 . The
estimated contact diameter states that the tip apex would consist of only oxidised
silicon, the pattern of the lateral force map would hardly show the surface lattice
of KBr(001). More likely, the tip apex consists of a flake of KBr that was picked
up during scanning. By this means, the structure of the tip apex is commensurate
with the structure of the surface lattice, and enables imaging the atomic corrugation
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Figure 3.4: Raw data of lateral force maps (5 nm×1.5 nm) measured on NaCl(001).
(a,b) Forward and backward scans using a load of 4.9 nN. (d,e) Forward
and backward scans using a load of 0.3 nN using the same cantilever. (c)
Profiles taken along the scan line from (a) and (b). The average friction
force is 〈FL〉 = 250 pN and the profiles clearly exhibit a friction loop. (f)
Profiles taken along the scan line from (d) and (e). The average friction
force of 〈FL〉 = 54 pN is much smaller, which implies that the friction
loop is vanishing and the system is in the superlubricity regime.
pattern of the surface even without atomic resolution [7, 35–37]. Note that in the
case of KBr, only one sort of atom is observed in the experiment, depending on the
ionic kind of the furthermost atom of the tip apex [38].
Stick-slip and lateral force maps on soft metals like copper on the atomic scale are
difficult to produce. The strong adhesion, chemical reactions and the soft contact
make it complicate to properly image these surfaces. On copper, only the Cu(111)
could be imaged [39], whereas other orientations of Cu were problematic. In Fig. 3.3
a lateral force measurement on Cu(111) is shown with enhanced resolution. The
copper surface exhibits defects or impurities, which are only measured using a sharp
tip and low load condition. The load of 1.0 nN allows to scan in the ultra low friction
regime, in which wear and tip changes are reduced or even suppressed. A typical
feature of scanning in the ultra low friction regime is that the initial sticking stage
and the average lateral force of 32 pN are very small. Here, the lateral force indicates
that the tip sticks behind the moving cantilever until the lateral force is high enough
to induce a slip event, after which the tip is again preceeding the cantilever position.
For more details of the ultra low friction regime see Chapter 4.
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3.3 Transition from Stick-Slip to Superlubricity
An ultra low friction regime has been predicted by Sokoloff in 1984 for incommen-
surate sliding systems [40]. This phenomenon of ultra low friction has been named
superlubricity by Hirano et al. [41], who first observed reduced friction as the sliding
surfaces become incommensurate. The term superlubricity is something of a mis-
nomer, because the resistance to motion is never completely absent in experiments,
as it is for other ”super” effects in physics, for instance in superconductivitiy or su-
perfluidity. In other words, the lateral force FL 6= is not zero but the mean friction
〈FL〉 vanishes. Sometimes, the superlubricity state due to the incommensurability
is stated as structural superlubricity. However, since the tip sizes are considerably
small and the fact that often a commensurate flake is picked up during scanning,
the so-called ”structural superlubricity” is not discussed within this thesis.
Beside the structural superlubricity, there are various ultra low friction regimes that
have different origins (see also Section 3.4). In 2004 Socoliuc et al. demonstrated
that the tip motion can enter in a superlubricity regime if the applied load is below
a critical threshold [42]. Above the critical threshold the dependence of the friction
force is nearly linear to the applied load on the contact. However, recent measure-
ments on NaCl(001) indicate, that this dependence is not linear at all loads, but
is also influenced when multiple slips start to initiate, which is in contradiction to
literature. In Fig. 3.4(a,b) the friction measured on NaCl(001) is shown for a load
of 4.9 nN, which is clearly above the critical threshold. The common stick-slip be-
haviour with a distinct frictionloop is observed, as indicated in the profile Fig. 3.4(c).
Using the same cantilever, the load is then reduced to 0.2 nN in Fig. 3.4(d,e), where
the friction loop is vanishing (Fig. 3.4(f)) and the average friction force is slightly
above the detection limit (〈FL〉 = 54 pN). This superlubricity regime is also stated
as the ”static superlubricity” and can be applied straight-forward in the experiment,
provided that the contact area is small enough, and facilitates scanning the surface
without tip changes, plastic deformation or wear. For the theoretical explanation
see Section 3.4.
The actuation of the contact in the normal direction, due to excitation of the first
flexural contact resonance, was demonstrated by Socoliuc et al. to be another possi-
bility to reduce friction and even enter a superlubricity regime [43]. Since the friction
is active reduced by external mechanical excitation, where energy is dissipated, this
state is also referred to ”dynamic superlubricity”. For the theoretical discussion see
Section 3.4. Similar to the static superlubricity, the dynamic superlubricity regime
is achieved, if the controlled actuation of the system exceeds a critical threshold.
This result is reproduced on KBr(001) and NaCl(001) but is not shown here.
Theoretical calculations of Tshiprut et al. in 2007 predict indirectly, that the reduc-
tion of friction may also be achieved by the actuation of the lateral mode, i.e. the
torsional vibration of the cantilever [44], which could not be demonstrated experi-
mentally up to now. In contrast to the normal actuation, where flexural vibration
of the cantilever and tip cause an oscillation of the corrugation potential energy,
the torsional actuation, i.e. the lateral vibrations, acts as an (inplane) harmonic
force along the scan direction. In Fig. 3.5 the dependence of the friction force on
the torsional actuation is shown for a measurement on NaCl(001) using a load of
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Figure 3.5: The average friction force is measured on a flat terrace of NaCl(001) using
a load of 0.3 nN. The lateral force is averaged over the scan range without
taking into account the initial steep sticking stage. The torsional contact
resonance is tracked by a PLL using constant excitation. The curve
clearly demonstrates that the torsional actuation reduces the friction
while scanning.
0.3 nN and a constant excitation of the torsional contact resonance tracked by the
PLL. The data points clearly show that the average friction force 〈FL〉 is reduced
when the cantilever is excited torsionally. Similar to the normal actuation, the sys-
tem enters the ultra low friction regime, which may be referred again to dynamic
superlubricity, even though the experimentally determined average friction force is
not equal to zero, but is below the detection limit. Hence, the normal and torsional
actuation can both be used to reduce friction and wear on the nanoscale.
3.4 2D Simulations based on the Prandtl-Tomlinson Model
Macroscopic friction between solids is well known to be both of high practical impor-
tance and of notorious difficulty regarding its theoretical understanding. Technical
solutions, such as bearings or liquid lubricants can reduce friction at macroscopic
dimensions. But in the microscopic range, for instance in micro- or nanoelectrome-
chanical systems (MEMS/NEMS) other approaches and ideas are required. The
study of friction reduction of a single contact has gained relevance in the field of
nano-technology. Friction at the atomic range is ideally explored by friction force
microscopy (FFM), in which a tip apex consisting of only a few atoms is dragged
across a solid surface [7, 17, 45–47]. Theoretically, atomic scale friction in the ab-
sence of wear, plastic deformation and impurities, can be interpreted using simple
ball-and-spring models as the Prandtl-Tomlinson model [48, 49]. An overview of
the field of computer simulations and theoretical modelling of friction, lubrication
and wear has been recently given by Szlufarska et al. [50]. There are several ways to
reduce friction. First, when the normal load acting on the tip decreases below a crit-
ical threshold, the characteristic stick-slip motion is suppressed and sliding occurs
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Figure 3.6: Potential energy surface of (a) NaCl and (b) HOPG with a sidelength of
1.2 nm. The unit cell parameter is 0.564 nm for NaCl and 0.246 nm ×
0.426 nm for HOPG. In NaCl only one sort of atom is visible, depending
on the tip apex. HOPG has a trigonal lattice because only the potential
minima are detected (in the experiment).
smoothly without abrupt jumps and dissipation while the contact is maintained.
This transition was observed on ionic crystals in ultra high vacuum (UHV) [42].
Second, ultra low friction is achieved while dragging two crystal surfaces out of reg-
istry against each other [37, 51, 52], which is not discussed in this section. Third,
an actuation of the system at well defined frequencies facilitates the reduction of
friction as well. For instance, an excitation of the cantilever in normal direction at
the contact resonance frequency leads again to a remarkable reduction in friction
and dissipation, as shown on ionic crystals, mica and HOPG [43, 53]. The concept
of ultra low friction is often referred to superlubricity [54]. Unfortunately, the first
technique to achieve ”static” superlubricity cannot easily be applied in practical
situations, because it requires detecting and maintaining very small and constant
loads, and in addition, a switching between the usual state and the superlubric-
ity state is not feasible. Hence, the latter technique is more promising, because
higher loads are allowed and a switching between the usual dissipative state and
the ”dynamic” superlubricity state is possible. In this section, an extension of the
theoretical model is reported, which describes the different types of superlubricity
for different substrates in two-dimensions including thermal effects.
The system is described in terms of a simple model which is essentially a two-
dimensional Prandtl-Tomlinson model [48,49] for one asperity. The surface is mod-
elled as a rigid lattice with square periodicity in the case of NaCl and trigonal peri-
odicity in the case of HOPG. The tip is handled as a point-mass, that is coupled to
a support (”chip of the cantilever”) by springs in the x- and y-directions. Via these
springs, the tip is dragged over the periodic lattice. The interaction of the tip with
the atomic surface of NaCl is described by an adiabatic potential VNaCl(~rtip) [55],
which corresponds to the first term of the two-dimensional Fourier series and has
the form
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Figure 3.7: Contour plot of the potential VNaCl,HOPG(x, y) for (a) NaCl with E0 =
1 eV and (b) HOPG with E0 = 0.5 eV. The horizontal dashed line
indicates the scanning line with (a) ysup = 0.2 a and (b) ysup = 0.4 a.
Grey regions correspond to λ1,2>0 . A superposition of the grey regions
with the tip trajectory (red), where ∂V/∂y = 0 , leads to the analytical
stick-slip motion of the tip, and is in very good agreement with the
numerical solution at 0 K (black points connected by lines).
VNaCl(x, y) = −E02 cos(
2pi
a
x) cos(
2pi
a
y), (3.2)
where a = 0.564 nm and (x, y) is the tip position. In the case of HOPG the inter-
action potential between tip and surface is described very similar to the potential
used by Verhoeven et al. [51],
VHOPG(x, y) = −E04.5[2 cos(
2pi
a
x) cos(
2pi
a
√
3
y) + cos(
4pi
a
√
3
y)], (3.3)
with a = 0.246 nm determined by the unit cell parameters of the HOPG surface.
Furthermore, both lattices (see Fig. 3.6) can be rotated by a simple coordinate
transformation, whereas the [100]-direction is defined as 0 degree in both NaCl and
HOPG. An example of a HOPG surface rotated by ϕ = 15◦ is shown in Fig. 3.8 (for
more details of rotated systems see Chapter 6 which concerns the angular dependence
of friction). It has to be mentioned that in the case of NaCl, only one sort of
atom is observed in the experiment, depending on the ionic kind of the furthermost
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atom of the tip apex [38]. In the case of HOPG, only the ”hollow” sites of the
hexagonal carbon rings are imaged (which represent the potential minima), and not
the profile of the maxima of the interaction potential (i.e. the positions of the carbon
atoms). This leads to a three-fold symmetry with a distance of 0.246 nm between the
minima [56]. Both VNaCl(~rtip) and VHOPG(~rtip) represent the shape of the periodic
lattice, and have to be multiplied by a constant in order to obtain the corrugation
potential amplitude E0. The amplitude E0 is related to the tip-sample interaction
and thus to the externally applied load in the experiment, and is assumed to obey
a linear dependence with respect to the load. This assumption is valid only for the
repulsive regime and as long as no deformation occurs, which is usually the case for
experiments in the low-nN range. The total potential energy including the elastic
energy stored in the springs is given by
V (~rtip, ~rsup) = VNaCl,HOPG(~rtip) +
1
2
k(|~rtip − ~rsup|)2, (3.4)
where ~rtip = (x, y) is the position of the tip and ~rsup = (xsup, ysup) is the position
of the (microscope) support, and k = kx−eff = ky−eff = 2 N/m is the elastic spring
constant in x- and y-direction, whereas the scanning direction is defined as the
x-axis.
Two effective springs are used in the simulations, one for the x-direction and the
other for the y-direction. Each of these effective springs represents the effect of
several springs that are coupled in series. According to Carpick et al. [57] the
effective spring constant is the reciprocal sum of the single spring constants,
keff =
(
1
klateral
+
1
kcontact
)−1
, (3.5)
where klateral is the lateral spring constant of the cantilever, and kcontact is the
lateral contact stiffness that describes the elastic deformation of the tip apex and
the surface in contact at a given load. According to independent measurements
on different systems [42, 43, 46, 58] the lateral contact stiffness kcontact is the softest
spring and thus essential and decisive for keff . The lateral spring constant klateral is
in general different for the x- and y-direction. The x-direction, which is the scan
direction in the experiment, is perpendicular to the cantilever. Again, two springs
contribute to the lateral spring of the cantilever: The torsion of the cantilever with
its torsional spring constant ktors, and the in plane bending of the cantilever with
the bending spring constant kbend. The torsional spring constant of a rectangular
cantilever is [28]
ktors =
Gwt3
3h2l
, (3.6)
where G is the shear modulus, w the width, t the thickness, l the length of the
cantilever and h the tip height. The bending spring constant is [59]
kbend =
Etw3
4l3
, (3.7)
where E is the elasticity modulus of the cantilever. The torsional and bending spring
constants are then combined to give the lateral spring constant in the x-direction [59]
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Figure 3.8: Contour plot of the rotated potential VHOPG(x, y) for E0 = 1 eV indi-
cating that both potentials can readily be rotated to study also friction
in dependence on the scan direction. The black lines indicate the scan
line (support path). The shaded areas denote the stability domains of
the tip motion. Inside those areas the computed tip trajectories (thick
blue points) essentially coincide with the loci where forces balance in
the quasistatic limit (continuous red curve) . Thin blue lines connect
the initial and final tip positions in the course of slips between adjacent
domains. The scan line and trajectory is shown for ϕ = 15◦ and zero
initial offset.
kx−lateral =
(
1
kx−tors
+
1
kx−bend
)−1
. (3.8)
With typical cantilevers used in the experiment (Nanosensors, type: PPP-CONT),
a value of kx−lateral ≈ 25 N/m is estimated. It is well known that the effective spring
constant kx−eff in x-direction can be extracted from the slope of the sticking part in
the stick-slip curve [42]. Due to the reciprocal addition of the spring constants (see
equation (3.5)), the effective spring constant keff is dominated by the weakest spring.
Usually a relatively low effective spring constant is found in the experiment, of the
order of kx−eff ≈ 2 N/m [38], which is considerably lower than the lateral spring
constant kx−lateral itself. Hence the effective spring constant kx−eff in x-direction is
primarily determined by the lateral contact stiffness, which is kx−contact ≈ 2.2 N/m
for the values above. However the lateral contact stiffness depends strongly on
the contact size and hence can vary significantly between tips with differing apex
radii. In the simulation the spring constant for the x-direction is kept constant at
kx−eff = 2 N/m.
The determination of the spring constant in y-direction is more difficult than for
the x-direction. In principle, the equation (3.5) is also valid for the y-direction, but
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it is difficult to quantitatively analyze stick-slip motion in parallel to the cantilever
in the experiment [60]. Therefore an effective spring constant ky−eff can only be
approximately estimated. The contact stiffness kcontact is assumed to be equal in
both directions, and the lateral spring constant ky−lateral of the cantilever is given
by [59]
ky−lateral =
Ewt3
12h2l
. (3.9)
Inserting the experimental values, ky−lateral ≈ 25 N/m is obtained. It is remarkable
that the lateral spring constant for both the x-direction and y-direction are in the
same range. Because the effective spring constant ky−eff is not known from the
experiment, this parameter is varied in the simulations.
The lateral force acting on the support is simply given by the Hooke’s law
FL = −k(xsup − x). (3.10)
In FFM experiments, the lateral force FL is measured only in the scanning direction.
Therefore only the force acting on the support in x-direction is considered as the
friction force. In this section, two different methods are applied to determine the tip
motion and the lateral force. In the first method, the equation of motion of the tip
at finite temperatures is solved, assigning a finite mass to the tip and introducing a
viscous force hindering the tip motion. In the second method, analytical expressions
are determined in the so-called ”quasi-static” limit, where the tip motion is quite
slow. The results of the numerical simulations have been analyzed and converted
into images by means of the WSxM software [61].
The dynamics of the tip on the surface at finite temperatures can be described by
the Langevin equation [62–64]
m
d2x
dt2
+mγ
dx
dt
+
∂V (~rtip, ~rsup)
∂x
= ξ(t). (3.11)
The effective mass of the tip is assumed to be m = 10−12 kg. Since there is no exper-
imental estimate for the effective mass of the tip that corresponds to the stiffness of
the tip, m was varied by several orders of magnitude for the simulation, but found to
have no significant influence on the key results presented in this paper. Because the
mass of the cantilever is many orders of magnitude larger than the mass of the tip,
the thermal effects on the cantilever may be neglected. The Langevin equation for
the y-direction is defined in the same manner. In addition to the Newton equation
of motion, a term ξ(t) is added which represents the Brownian motion of the tip.
ξ(t) is a Gaussian distributed random noise satisfying the fluctuation-dissipation
theorem
< ξ(t)ξ(t′) >= 2mγkBTδ(t− t′), (3.12)
where the angular brackets denote the mean, kB is the Boltzmann constant, δ(t− t′)
the delta function, and γ the damping coefficient of the tip movement. The tem-
perature in the simulation is controlled and set to room temperature via ξ(t). The
Langevin equation is solved with an integration algorithm. A commonly used inte-
grator for ”Brownian dynamics” simulations is used, that is referred to the Ermak
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Figure 3.9: Calculated lateral force map of NaCl (forward scan direction) for differ-
ent spring constants in y-direction, (a) ky−eff = 1 N/m, (b) ky−eff =
2 N/m and (c) ky−eff = 10 N/m, whereas the spring constant in x-
direction kx−eff = 2 N/m is retained. The movement of the tip is heav-
ily damped, thus an overshooting or jump over two lattice constants is
avoided and the stick-slip behaviour is sustained. The lateral force maps
reveal different patterns, however a good agreement with experiment is
only achieved when kx−eff ≈ ky−eff . The amplitude of the corrugation
potential is E0 = 1 eV.
algorithm [65]. This algorithm is an attempt to treat properly both the stochastic
and dynamic elements of the Langevin equation. At low values of the damping
coefficient γ, the dynamical aspects dominate, and the Newtonian mechanics re-
cover as γ → 0 . The damping coefficient γ is set to 10 times the critical damping
γcritical = 2
√
k/m. An overdamped motion of the apex is typical for nanoscale sys-
tems and avoids oscillations of the tip. Hence the overdamped system is always in an
adiabatic state, as it is assumed in the quasistatic Tomlinson model [66]. Following
the conditions of the experiment, the simulation is performed at room tempera-
ture and for a constant scan velocity of v = 25 nm/s. An appropriate time step of
∆t = 10−7 s is used for the support movement to achieve reasonable computation
time without introducing artefacts.
At low temperature, the equation of motion of the tip can be solved analytically in
a quasi-static limit corresponding to very low tip velocities, and is only suitable at
very low temperatures. In such a case, the tip resides most of the time in the min-
ima of the potential energy landscape V (~rtip, ~rsup) (see equation (3.4)) and ”jumps”
from one minimum into an adjacent minimum when the driving force exerted by
the support overcomes a critical threshold [67]. In the minimum positions the con-
dition ∇V (~rtip, ~rsup) = 0 has to be satisfied. Substituting ~rsup = (vt, ysup), where
v is the velocity of the support and ysup is a constant, one can easily see that the
tip trajectory is defined by the condition ∂V/∂y = 0 , whereas ∂V/∂x = 0 gives
the time dependence of the tip coordinates. Using equation (3.4) in the condition
∂V/∂y = 0 , one gets
E0pi
a
cos(
2pi
a
x) sin(
2pi
a
y) + k(y − ysup) = 0 (3.13)
for the tip trajectory on NaCl and
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8E0pi
9
√
3a
(cos(
2pi
a
x) sin(
2pi
a
√
3
y) + sin(
4pi
a
√
3
y)) + k(y − ysup) = 0 (3.14)
on HOPG, respectively. Examples for these tip trajectories on NaCl and HOPG
are shown in Fig. 3.7. However the tip can only reside at points where the system
is in stable equilibrium. In order to define these positions, the Hessian matrix
H = (∂2V/∂xi∂xj) of the total potential is evaluated and its two eigenvalues λ1,2
are determined [55,68]. These eigenvalues have the form
λNaCl1,2 = k +
2E0pi2
a2
cos(
2pi
a
x±2pi
a
y) (3.15)
in the case of NaCl and
λHOPG1,2 = k +
16E0pi2
27a2
(
2 cos(
2pi
a
x) cos(
2pi
a
√
3
y)
+ cos(
4pi
a
√
3
y)±(cos2(2pi
a
x) cos2(
2pi
a
√
3
y)
+ cos2(
4pi
a
√
3
y) + 3 sin2(
2pi
a
x) sin2(
2pi
a
√
3
y)
−2 cos(2pi
a
x) cos(
2pi
a
√
3
y) cos(
4pi
a
√
3
y)
)1/2)
(3.16)
for HOPG. The equilibrium is stable in the regions defined by the conditions λ1,2>0 .
The stability regions corresponding to the potentials (3.2) and (3.3) are shown in
Fig. 3.7 as well. When either λ1<0 or λ2<0 , the stability is lost and the tip sud-
denly jumps.
The analytical description of the tip movement has been compared to numerical
solutions of equation (3.11) at 0 K. In the stability regions, a very good agreement
between analytical and numerical results is observed (see Fig. 3.7). When the bor-
ders of these regions are reached, the numerical results suggest that the tip follows
a straight line until it reaches the next stable position defined by the curves (3.13)
or (3.14). Note that numerical simulations of the tip trajectory on graphite have
already been shown by Fusco et al. [69], however they were not compared to analyt-
ical expressions.
Lateral force maps computed for three different ratios of the x- and y- spring con-
stants are shown in Fig. 3.9. The obtained stick-slip patterns all show the expected
lattice periodicity, but are qualitatively different. As illustrated in Fig. 3.9(a), if
the spring constant in y-direction is lower than the spring constant in x-direction
(kx−eff > ky−eff), stripes appear perpendicular to the scan direction, which are not
observed in the experiments [53]. If the spring constant in y-direction is significantly
higher than the spring constant in x-direction (kx−eff << ky−eff), the friction pattern
in each unit cell (see Fig. 3.9(c)) is distinctly different from that observed in the ex-
periment. Only if the spring constants are chosen in the same range (kx−eff ≈ ky−eff ,
see Fig. 3.9(b)), the rhombus shaped patterns observed on NaCl [53] as well as on
KBr [70, 71] are reproduced. A similar dependence on the ratio between the spring
28
Figure 3.10: Average friction force F¯L for NaCl versus amplitude E0 of the corruga-
tion potential. The amplitude E0 increases with the externally applied
load in the experiment and shows a linear relation to the average fric-
tion force F¯L. However below a critical threshold of E0, the linear
relation goes over into an ultra low friction state where the average
friction force F¯L ≈ 0 . In two-dimensions the tip avoids passing the
maximum of the corrugation potential, which leads to a zig-zag move-
ment and thus the average friction force F¯L is lowered compared to a
one-dimensional simulation.
constants for the x- and y-direction is found in the case of HOPG, as demonstrated
in earlier atomistic simulations [72].
The conclusion is that the effective spring constants keff for the x- and the y-direction
are in the same range. As shown above, the lateral spring constants klateral for both
directions are also in the same range. This implies that the contact stiffness is
isotropic (kx−contact ≈ ky−contact). This result might be expected for a symmetric
tip, but it was not demonstrated before, last but not least because the relevant
parameters cannot be measured with a conventional FFM. Another important con-
clusion is that the lateral force patterns hitherto observed on cleaved alkali halides
cannot be satisfactorily explained by a one-dimensional Prandtl-Tomlinson model.
The maximum absolute value of the lateral force is proportional to the amplitude
E0 of the corrugation potential [42] and can therefore be experimentally determined
from maps like those shown in Fig. 3.9. The amplitude E0 depends on the mean
tip-sample distance, which can in turn be controlled by the applied load in actual
experiments. A linear dependence has been found between E0 and the mean nor-
mal force in experiments on NaCl [42] and HOPG [73] in a limited ”soft contact”
range, where no wear or plastic deformation occur. The average friction force F¯L
is calculated over a reduced scan area, so that the longer initial stick component
of each scan line is removed, because it does not contribute to the average friction
force corresponding to periodic stick-slip events. A linear dependence of the average
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friction force F¯L on the amplitude E0 is only obtained at relatively high values of E0,
as shown in Fig. 3.10. When E0 falls below a critical threshold, the system enters
into an ultra low friction regime, where the average friction force practically van-
ishes (F¯L ≈ 0 ). Both features, the linear dependence of the average friction force at
high loads and the appearance of an ultra low friction state at loads below a critical
threshold, were observed on NaCl in UHV [42]. In the experiment, friction could not
be detected in the ultra low friction regime because of an insufficient signal-to-noise
ratio. In the simulation the average friction force F¯L is not equal to zero, but is in
the piconewton range. This value is consistent with the assumed parameters, i.e.
F¯L = −mγv = −0.7 pN. (3.17)
Finite damping always implies a net energy loss. However, the jump instabilities,
which give the dominant contribution to the observed dissipation under stick-slip
conditions, disappear in the superlubricity regime.
A comparision was performed to a one-dimensional simulation along a line with
maximal corrugation. Fig. 3.10 indicates that the absolute value of the average
friction force F¯L is lowered in two-dimensions, because the tip avoids passing the
maxima of the corrugation potential due to a zig-zag movement [55, 72]. A notice-
able consequence is that the one-dimensional Prandtl-Tomlinson model parameters
extracted from fits to scan lines showing maximum lateral force variations actually
describe the potential profile along the corresponding zig-zag path rather than along
the scan line per se.
By increasing the temperature the probability for the tip to jump into an allowed
adjacent minima is enhanced [15, 45]. This leads to an earlier jump of the tip
compared to lower temperatures, even though the energy barrier between the two
minima remains finite. Above a critical temperature Tcritical the thermally activated
jumps thus reduce the average friction force. Below the critical temperature Tcritical,
the average friction force approaches F¯L = −mγv, and falls below the detection limit
in the experiments. Due to the thermal effect that causes the reduction of friction,
this kind of superlubricity has been called thermolubricity [74]. In Fig. 3.11 the
computed average friction force F¯L is plotted for NaCl as a function of temperature
for different E0. The reduction of friction shows a non-linear dependence on the
temperature. According to activation rate theory [15, 63, 75], the absolute value of
the average friction force F¯L deviates from its maximum value |F¯c| at T = 0 , with
a correction of the form [15]
F¯c − F¯L ∝ T 2/3ln2/3
(
cT
v
)
, (3.18)
where T is the temperature and c is a constant depending on other parameters.
Below a critical temperature Tcritical, which is proportional to the potential ampli-
tude E0, the analytical formula is in good agreement with the calculation (see fits in
Fig. 3.11). Note that at ambient pressure NaCl has a melting temperature of 1074 K,
which is far below the upper limit of 2000 K in the simulation. Atomic scale friction
on NaCl close to the melting temperature was also explored by Zykova-Timan et
al. [76] by molecular dynamics simulations at high scan velocity of 50 m/s. Never-
theless, the model is not restricted to NaCl, but is also applicable to other substrates
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Figure 3.11: Temperature dependence of the average friction force F¯L for NaCl for
different corrugation amplitudes E0. Above a critical temperature
Tcritical, which depends on E0, the system passes into the thermolu-
bricity regime, where the average friction force F¯L ≈ 0 . The activation
rate theory is in good agreement at lower temperatures (fitting curves)
but cannot be applied to the thermolubricity regime, where the average
friction force nearly vanishes.
which have much higher melting temperatures. For instance HOPG, which has a
melting temperature of 3400 K, reveals the same dependence on the temperature.
Even though the temperature only influences the tip movement in this model, the
thermal activation of the substrate should also be considered. The velocity depen-
dence [15] of the average friction force F¯L is not systematically investigated in this
section, but is essential for the discussion of thermolubricity [58,74,77]. The follow-
ing simulations are performed at room temperature in order to satisfy the conditions
of most experiments.
An efficient way to ”switch” friction on and off at the atomic scale is achieved by
exciting mechanical resonances of the sliding system perpendicular to the contact
plane. This was demonstrated on several surfaces as NaCl [43,53], KBr [43], mica [53]
and HOPG [53]. When the cantilever is excited in the normal direction, while the
tip is still in contact with the surface, the distance between the tip and the sample
slightly oscillates. The fundamental assumption is that the corrugation potential E0
oscillates with the frequency of actuation. Therefore the energy barrier between ad-
jacent minima in the potential energy landscape is also oscillating. The momentary
lowering of the energy barrier allows the tip to move earlier to the adjacent minima
compared to the case without actuation. Thus the atomic stick-slip curve can evolve
into smooth sliding over the surface. As in the original simulation [43], the corru-
gation amplitude E0 in equation (3.2) and (3.3) is replaced by a time dependent
amplitude E(t)
31
3 Atomic-Scale Friction on Alkali Halides and HOPG
Figure 3.12: (a) Calculated lateral force map on NaCl using E0 = 2 eV (forward scan
direction). In the upper part of the image is α = 0 , whereas in the lower
part actuation with α = 0.9 is switched on. Typical line scans (black:
forward, red: backward) on NaCl, (c) without actuation showing a
friction loop, (d) with actuation showing no hysteresis. (b),(e) and (f)
are the analog lateral force map, line scan profiles without and with
actuation for HOPG using E0 = 1 eV.
E(t) = E0(1 + αcos(2pift+ φ)). (3.19)
The parameter α is assumed to be proportional to the strength of actuation ampli-
tude in the experiment. Thus α = 0 corresponds to the quasi-static case without
actuation and α = 1 to the maximum theoretically allowed actuation. The actua-
tion frequency f corresponds to the flexural resonance frequency in contact in the
experiment, but in the simulation an actuation frequency of f = 2000 Hz is used to
keep reasonable computation times. The inertia and damping of the nanotip have a
small effect in the adiabatic limit, where the forces acting on the tip are in balance
at almost every instant. This leads to the following criteria [43]: ftip >> f and
fΓ << 4pif2tip, where ftip =
√
k/m/(2pi) is the resonance frequency of the tip and
Γ = γ/m is the damping rate of the tip. The additional criterion f >> v/a ensures
that the tip experiences the minimum corrugation many times within a lattice con-
stant. A change in the actuation frequency f leads to a change in the number of
minimum corrugations experienced by the tip within a lattice constant, but as long
as the abovementioned conditions are fullfilled, there is little influence on the main
result. Furthermore, as long as the actuation frequency f is not a multiple of the
so-called washboard frequency v/a, the phase shift φ has no influence, which is the
case in the simulation.
The effect of the time-dependent corrugation potential amplitude on the tip motion
is illustrated for NaCl and HOPG in Fig. 3.13. In this case, the expressions for the
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Figure 3.13: Tip paths at T = 0 K on (a) NaCl with E0 = 1 eV and (b) HOPG
with E0 = 0.5 eV in the case of actuation with α = 0.9 . The support
paths with (a) ysup = 0.2 a and (b) ysup = 0.4 a are indicated as dashed
lines. The stability regions for E+0 are mapped dark grey, while the
corresponding stability regions for E−0 cover the whole image (light
grey). Analytic tip trajectories for the extreme cases E+0 are plotted
as blue lines, for E−0 as red lines, respectively. Between these lines, the
numerically calculated tip path (black dots) spatially oscillates and thus
jumps are supressed. For visualization reasons, the actuation frequency
is lowered to f = 500 Hz.
tip trajectories (equation (3.13) and (3.14)) and eigenvalues (equation (3.15) and
(3.16)) have to be modified by replacing E0 with E(t). For visualization purposes,
only the extreme values E+0 = E0(1 + α ) and E
−
0 = E0(1− α ) are considered.
As in the one-dimensional case [42], dynamic superlubricity is reached as soon as
2 E−0 pi
2/ka2 < 1. In this case, the stability regions cover periodically the entire
potential energy surface, allowing the tip to enter the stability region of an adjacent
minima. Hence, the non-adiabatic jumps of the tip are suppressed and thus also
the energy dissipation. The oscillating potential energy surface leads to a spatial
oscillation of the tip path, which is envelopped by the curves ∂V (E+0 )/∂y = 0 and
∂V (E−0 )/∂y = 0 . If finite temperature effects are taken into account, these well
defined tip paths get delocalized by thermal fluctuations. For sake of simplicity only
the tip paths at T = 0 K are shown in Fig. 3.13.
Several simulations have been performed with different actuation amplitudes α and
corrugation amplitudes E0. To reveal the differing features of the simulations with
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and without actuation, it is appropriate to switch on and off the actuation while
generating an image. In Fig. 3.12 the results for NaCl and HOPG are presented.
E0 = 2 eV for NaCl and E0 = 1 eV for HOPG are assumed and actuation with
α = 0.9 is switched on in the lower half of the image. The number of pixels in
both direction is set to 300, which is comparable to experiments, where typically
256 ×256 pixels are recorded. An increase in the number of pixels has no influence
on the main result, apart from increasing the computation time. The line scan in
the forward direction (black) and backward direction (red) without actuation (upper
half) exhibits the well-known stick-slip behaviour that also causes a hysteresis loop
(Fig. 3.12(c,e)). The enclosed area of this hysteresis loop is equal to the energy
that is lost during one scan cycle due to friction. Beyond the line where actuation
is switched on, the profile changes dramatically. Instead of stick-slip, the lateral
force indicates continuous sliding on the surface. The forward and backward line
scans are overlapping and thus the hysteresis loop disappears (Fig. 3.12(d,f)). This
suppression of friction and of the associated energy dissipation is in agreement with
the experiments, and can be called dynamic superlubricity. Furthermore the results
show that the more realistic two-dimensional Prandtl-Tomlinson model can account
for the observed effects.
Next, the effect of varying actuation amplitude between α = 0 and α = 1 is
analysed for several corrugation amplitudes E0. The average friction force F¯L shows
a linear dependence on the actuation strength (see Fig. 3.14) until α approaches a
critical value αcritical, where the system enters into the superlubricity regime. This
behaviour resembles the temperature dependence, where the system enters into the
thermolubricity regime above a critical temperature Tcritical. The value of αcritical
strongly depends on the corrugation potential amplitude E0. A smaller corrugation
amplitude E0, that can be adjusted by the load in the experiment, requires a weaker
actuation to enter the superlubricity regime. In the extreme case of αcritical = 0 ,
the system is already in the superlubricity regime even without actuation. In this
case, the dynamic superlubricity state is superposed by the static superlubricity
state, because the corrugation amplitude E0 is below the critical threshold. In
addition thermally activated jumps of the tip occur and reduce the average friction
force at room temperature. This situation is presented in Fig. 3.14 for NaCl with a
corrugation amplitude E0 = 0.5 eV.
In conclusion, three different types of ultra low friction regimes are analysed nu-
merically with an extended two-dimensional Prandtl-Tomlinson model. First, the
load dependence of friction reveals an ultra low friction regime when the normal
load acting on the tip decreases below a critical threshold, as shown experimen-
tally by Socoliuc et al. [42]. The characteristic stick-slip motion is suppressed and
sliding occurs smoothly and without abrupt jumps. This type of friction regime is
often referred to static superlubricity. Second, the temperature dependence predicts
an ultra low friction regime when the temperature reaches a critical temperature.
In that case, thermally activated jumps of the tip occur. The development of the
sticking part is prevented by an early jump to the adjacent minima. This type of
friction reduction is called thermolubricity [74] but was not shown experimentally
up to now. Third, an externally applied actuation of the system facilitates the re-
duction of friction. For instance, an actuation of the cantilever in normal direction
at the contact resonance frequency leads to an ultra low friction regime, as shown
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Figure 3.14: Average friction forces F¯L for three different corrugation amplitudes E0
on NaCl as a function of normalised actuation amplitude α. For larger
corrugation amplitudes E0, a stronger actuation is required to enter
the superlubricity regime. For sufficiently small corrugation potential
amplitudes (E0 = 0.5 eV), the system is already in the superlubricity
regime independent of actuation.
by Socoliuc et al. [43, 53]. Because an externally applied actuation is required, this
type of ultra low friction regime is referred to dynamic superlubricity. In all three
cases, the simulation reveals that the average friction forces are not equal to zero
in the ultra low friction regime, but they are found to be in the piconewton range.
Hence they are below the experimental detection limit of the FFM.
These new calculations are capable of describing the ultra low friction regimes orig-
inated from different mechanisms of friction reduction, and are in good agreement
with the experiments. The recently introduced mechanism of dynamic superlubricity
has been discussed in details. The calculations have shown how the tip trajectories,
which are analytically and numerically estimated in the model cases of NaCl and
HOPG, are modified by the external actuation. Here the tip oscillations smooth the
jumps between adjacent minima, ”opening the gate” to the superlubricity regime.
Compared to the one-dimensional models presented so far, all three effects of fric-
tion reduction appear slightly enhanced in two-dimensions. This result is important,
since it allows extending the one-dimensional formalism with only minor modifica-
tions. Future theoretical and experimental investigations should clarify how this
picture is modified when larger and multiple contact areas, formed by more realistic
adjoining surfaces, are taken into consideration.
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3.5 Extension of the Numerical Model to Superstruc-
tures
In this section, recent friction measurements on ordered superstructures performed
by atomic force microscopy are reviewed. In particular, ultrathin KBr films on
NaCl(001) and Cu(111) surfaces, single and bilayer graphene on SiC(0001), and the
herringbone reconstruction of Au(111) are considered. Atomically resolved friction
images of these systems show periodic features spanning across several unit cells.
Although the physical mechanisms responsible for the formation of these super-
structures are quite different, the experimental results can be interpreted within the
same phenomenological framework. A comparison between experiments and mod-
elling shows that, in the cases of KBr films on NaCl(001) and of graphene films, the
tip-surface interaction is well-described by a potential with the periodicity of the
substrate which is modulated or, respectively, superimposed with a potential with
the symmetry of the superstructure.
Atomic force microscopy (AFM) is an invaluable technique to investigate friction
forces on the nanometer scale [26]. When the probing tip of an AFM slides on a
flat crystal surface in a clean environment such as an ultra-high vacuum, and the
tip is sufficiently sharp, stick-slip motion across the unit cells of the sample can be
easily observed [50]. Atomic stick-slip appears in time as a sawtooth signal reflecting
the torsional deformation of the cantilever holding the tip. The periodicity of the
stick-slip pattern usually corresponds to the unit cell of the surface lattice, although
tip jumps of a few lattice constants can be detected [33, 78]. The cantilever torsion
can be readily quantified if the AFM is equipped with a four-quadrant photodector.
In such a case, the instrument can be operated as a friction force microscope (FFM).
It is important to note that atomic stick-slip can be recognised also with blunt tips
or even when sample material is worn off and transferred to the tip apex [79]. The
only requirement in such cases is that a commensurable contact between tip and
surface is established. This can be achieved via a reorganization of the atomic layers
transferred from sample to tip [80] or via sudden rotations of flakes picked up from
the substrate in the case of layered materials [52]. If a commensurate contact is
not formed, a regime of ultralow friction, so-called ”structural lubricity”, may be
observed [37,81]. Ultralow friction can also be experienced with sharp tips, provided
that the normal load is reduced below a certain ”superlubric” threshold [42,82].
Topography and friction maps of atomically flat crystal surfaces are necessarily con-
voluted with the atomic structure of the tip apex. This makes the resolution limits
of AFM in contact mode quite difficult to determine, and friction imaging a complex
process to model. A better understanding could be gained by imaging atomic-scale
impurities or nanostructures. However, although atomic defects can be revealed in
non-contact AFM (NC-AFM) [83], and even in contact when mechanical resonances
are tracked [84], this is usually not the case in lateral force images of flat surfaces.
Larger structures formed by annealing or irradiating materials like alkali halides are
neither good candidates to test the ultimate resolution of FFM, since step edges and
corner sites are prone to be worn off, due to the lower coordination of the atoms
at these sites [85]. More stable patterns, eventually formed by different materials,
are desirable. In this context, quite interesting structures can be realised by the
heteroepitaxial growth of thin films. For instance, it is well-established that Moire´
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patterns can be observed by STM on ultrathin alkali halide films on metal single
crystals [86,87]. Superstructures can also be observed when a thin film is grown on
a reconstructed surface. This is the case of graphene on SiC, as also demonstrated
by STM [88–90]. However, whether the superstructure observed by STM has an
influence on mechanical properties like friction on the adsorbate films cannot be
revealed by STM alone.
The goal of this section is to discuss recent studies that demonstrated the observa-
tion of ordered superstructures on atomically flat substrates by FFM and revealed
tribological properties of these structures down to the atomic scale. In particular,
attention is focussed on thin alkali halide films deposited on single crystals of an-
other alkali halide or a metal surface, on graphene overlayers formed on SiC(0001),
and on the herringbone reconstruction of Au(111).
Experimental results are reproduced modelling the tip-surface interaction with phe-
nomenological potentials, which extend the classical Prandtl-Tomlinson model used
to interpret friction on atomically flat surfaces [48, 49] to the superstructures. The
importance of these studies goes beyond understanding the mechanisms and testing
the resolution limits of FFM. The investigation of the KBr/NaCl(001) system, for
instance, clearly revealed how both the periodicity of the overlayers and the super-
periodicity of the ”buried” KBr/NaCl interface have a comparable influence on the
motion of the tip sliding on the top of the composite system.
One should mention that atomically ordered superstructures were observed by AFM
also on other systems without friction maps. In the past decade hexagonal super-
structures were discerned in intercalation compounds of the layered MnPS3 and
associated to protruding sulfur atoms [91]. Incommensurate superstructures were
recognised on insulating layered material and attributed to a phase transition in the
perovskite structure of the crystal [92], and also on conducting surfaces, where they
were related to charged density waves [93].
Since the lattice constants of NaCl (0.564 nm) and KBr (0.660 nm) are almost in a
ratio 6:7, a significant rearrangement of the ions at the interface is expected when
one of the two alkali halides is deposited on the second one. Recent NC-AFM
studies pointed out important differences between NaCl/KBr(001) and the ”recip-
rocal” system, i.e. KBr/NaCl(001) [95]. In the first case the ionic bonds are allowed
a considerable relaxation and the overlayer stretches over the substrate to match
its lattice structure. This is not the case when KBr is deposited on NaCl, and a
”rumpling” of the interface is energetically preferred to a compression of the K-Br
bonds. The latter effect can be easily understood observing that ions with the same
sign overlap with a periodicity of 7 NaCl lattice constants so that the Coulomb
repulsion increases the corrugation of the interface at the locations of these ions.
The deformation of the interface will also affect the growth of KBr thin films up
to a few monolayers, as suggested by Monte Carlo simulations [96]. While a single
KBr layer could not be recognised in NC-AFM measurements, the rumpling was
observed on 2 and 3 monolayer thick islands. The ions in the KBr top layer or-
ganised in a square superstructure whose unit cell covered 7 × 7 unit cells of the
substrate. The apparent corrugation of the superstructure in NC-AFM topographies
was about 0.12 nm on 2 monolayer and 0.11 nm on 3 monolayer thick islands [95].
The rumpling effect has been recently recognised also in topographies acquired in
contact mode (not shown), and clear evidence of atomic stick-slip was given by the
37
3 Atomic-Scale Friction on Alkali Halides and HOPG
Figure 3.15: Friction force maps experimentally acquired on (a) KBr/NaCl(001)
(adapted from [94]), (b) KBr/Cu(111), (c) Graphene/SiC(0001), and
(d) the herringbone reconstruction of Au(111). Ordered superstruc-
tures can be recognised in all systems. Cross sections taken along one
of the principal crystallographic directions of the substrates are shown
on the right side of the images.
corresponding friction maps (Fig. 3.15(a)). Compared to the regular stick-slip on
bulk-truncated KBr(001) surfaces, the stick-slip ampitude on 2 ML KBr/NaCl(001)
is modulated with the periodicity of the superstructure and the offset oscillates with
the same period.
The modulation of the friction force is reduced on 3 ML films, where the KBr/NaCl
interface has clearly less influence. If the normal load is lowered below a certain
threshold (close to the cantilever jump-off) regular stick-slip is observed. In the
section profiles in Fig. 3.15(a) a slight variation of the slope can be also recognised.
This slope is essentially associated with the lateral stiffness of the contact region
[42], so that the question arises whether this quantity, rather than the tip-surface
interaction, is more influenced by the superstructure.
In the case of KBr growing on Cu(111) the ratio between Cu (0.361 nm) and KBr
lattice constants is slightly larger than 6 :11 , which also results in the formation of
regular superstructures. Since a rumpling effect caused by the repulsion of similar
ionic species is excluded, the structuring will be essentially caused by the compres-
sion of K-Br bonds. The presence of a square pattern with a periodicity of 3.96 nm
was revealed in NC-AFM topographies on 2 , 3 and 4 monolayer thick films [38]. A
slight corrugation of about 30 pm was also measured, which is in the same range of
the atomic corrugation of the lattice. Friction force images acquired on the same
system also show a very weak spatial modulation (Fig. 3.15(b)). The values of the
friction force and lateral contact stiffness recorded on the KBr film are in the same
range of bulk-truncated KBr(001) surfaces.
The presence of a 6 × 6 superstructure on 1 monolayer and 2 monolayer thick
graphene films grown on SiC(0001) using thermal decomposition under atmospheric
pressure was recently revealed by NC-AFM [97]. This superstructure of graphene is
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Figure 3.16: Tip-surface interaction potentials corresponding (a) to the expression
(3.20) and (b) to the expression (3.22) introduced in the text. The
parameters α and β are both set equal to 0.7 . In (b) the superpotential
Vsup is rotated by 30◦ with respect to the normal potential Vlat.
following the 6 × 6 reconstruction of the substrate surface, a carbon-rich interface
layer which develops in the thermal decomposition process. Atomically resolved fric-
tion maps show that the superstructure also appears as a modulation in the lateral
force (Fig. 3.15(c)). However, compared to the films formed by KBr on NaCl(001)
and Cu(111), a remarkable difference can be noticed. Whereas KBr films show an
amplitude modulation of the friction force, the graphene layers present a periodic
variation in the offset of the stick-slip pattern. Furthermore, the superstructure is
maintained in the superlubric regime, which sets on at relatively high loads (around
40 nN).
Finally, recent FFM measurements are presented on the well-known herringbone
reconstruction of the Au(111) surface [98]. Fig. 3.15(d) shows a lateral force map
acquired at low load (in the nN range) on a flat area of this surface. The signature
of the herringbone reconstruction is given by periodic shifts in the atomic rows,
one of which is highlighted by the section. These shifts reflect a change of stacking
across the surface, which does not allow extracting the modulation of stick-slip as
it was done for the superstructures presented so far. On reconstructed Au(111) the
average value of the friction force remained below the noise level for normal loads
up to 3.8 nN [99]. Above this value, friction suddenly increased and wear set on.
Atomic friction on flat surfaces is well-interpreted by the Prandtl-Tominson model
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[48,49] (or by its extension known as Frenkel-Kontorova-Tomlinson model in the case
of extended contact areas [100]). In the Tomlinson model the probing tip is approx-
imated by a point mass m which is laterally driven by an elastic spring (with spring
constant k) across a potential V (x, y), describing the chemical interaction between
the tip apex and the surface lattice. Here, this model is extended to the ordered
superstructures discussed above. The most striking observation in the experimental
results is the different response of KBr films on NaCl(001) and graphene. On KBr
films both amplitude and offset of stick-slip are modulated, whereas on graphene
only the offset of the stick-slip oscillates with the periodicity of the superstructure.
Both behaviors can be well-reproduced if the tip-surface interaction potential V (x, y)
is written as a combination of two potentials: Vlat(x, y), with the periodicity of the
top layer, and Vsup(x, y), with the periodicity of the superstructure. If one limits the
analysis to the first Fourier components of V and Vsup, these potentials can both be
written as superpositions of two (for square symmetries) or three plain waves (for
hexagonal symmetries) eik · r, where the wave vector k and the radius r are oriented
parallel to the substrate surface. These waves are tilted with respect to one another
by 90◦ in the case of KBr films and by 60◦ in the case of graphene. Introducing the
spatial periodicity a of the atomic lattice and the periodicity b of the superstructure,
the wave numbers for the potentials Vlat and Vsup are 2pi/a and 2pi/b, respectively.
Good agreement with the experimental results is found when introducing the fol-
lowing assumptions.
(a) In the case of KBr/NaCl(001) the amplitude of the potential Vlat is assumed to
be modulated by the ”superpotential” Vsup
V (x, y) = Vlat
(
1 + α
2Vsup
E0
)
, (3.20)
where E0 is the corrugation amplitude of the potential Vlat and the parameter α gives
the strength of the modulation effect. Since the substrate has a square symmetry,
the potential Vlat can be written in the form
Vlat(x, y) = −E02 cos
2pix
a
cos
2piy
a
. (3.21)
The potential Vsup has also the form Eq. (3.21), with the lattice constant a replaced
by the period b of the superstructure. The interaction potential (3.20) is shown in
Fig. 3.16(a).
(b) In the case of graphene, the experimental results are better reproduced by a
superposition of two potentials Vlat and Vsup:
V (x, y) = Vlat + βR̂Vsup, (3.22)
where the parameter β gives the ratio between the amplitudes of the superperiodic
potential Vsup and the atomic potential Vlat and the operator R̂ describes a possible
rotation of the coordinate system. Due to the hexagonal symmetry of the system,
the potential Vlat takes now the form
Vlat(x, y) = −E04.5
(
2 cos
2pix
a
cos
2piy
a
√
3
+ cos
4piy
a
√
3
)
, (3.23)
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Figure 3.17: Simulated friction maps corresponding to the potentials in Fig. 3.16.
The values of scan speed, tip mass, and damping coefficient are v =
25 nm/s, m = 10−12 kg and γ = 10γcr, respectively.
and similarly Vsup (with the length a replaced by b). Fig. 3.16(b) shows a possible
interaction potential V (x, y) with the form of Eq. (3.22).
The equations of motion of the tip, with its support moving at a speed v in the
x-direction, have consequently been solved in the two cases (a) and (b). Since
the experiments were performed at room temperature, a noise term is introduced
satisfying the fluctuation-dissipation theorem, and a damping term −mγ(vx, vy), as
usual in this kind of calculations [32]. The latter term guarantees the occurrence of
atomic stick-slip provided that the parameters k, m and γ satisfy the relation γ 
γcr = 2
√
k/m, i.e. that the oscillations of the tip, immediately after jumping, are
overdamped [101]. Fig. 3.17 shows numerical results obtained using the assumptions
(a) and (b) respectively. In this figure, the lateral force Fx = k(vt− x), as recorded
along the fast scan direction, is mapped as a function of the support coordinates, as
in the experiments. A satisfying agreement with the experimental data was obtained
using the values (a) E0 = 1 eV, k = 2 N/m, and α = 0.7 for the KBr film and (b)
E0 = 2 eV, k = 4.7 N/m, and β = 0.7 for graphene. In the last case, the AFM
data could be matched only after rotating the potential Vsup by 30◦ with respect
to Vlat. Note that the rotation by 30◦ between the graphene lattice and the 6 × 6
reconstruction was observed using STM and LEED [88].
With the choice of potential Eq. (3.20) the tip-surface interaction is implicitly as-
sumed to enhance in the troughs of the superstructure. When the load is lowered or
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α decreases this effect is reduced till the interaction gets confined within the unit cell
of the superstructure when α = 0 . Another possibility is that the lateral stiffness
rather than the interaction potential is spatially modulated. However, calculations
performed under this hypothesis (shown in the 1D case [94]) are inconsistent with
the experimental observations. This result gives a strong indication the KBr/NaCl
interface plays an important role in determining the frictional response on the top
layer. On the other side, it is difficult to rationalise the good matching between
the assumption (b) and the frictional maps acquired on graphene. One can only
postulate that the modulated offset of the lateral force originates from the fact that
the substrate surface undergoes a significant reconstruction during the growth of the
graphene film. The much smaller modulated offset which is observed for KBr on
NaCl(001) in addition to the amplitude modulation is well reproduced in the sim-
ulations in Fig. 3.17(b) based on the model potential (3.20). The simulations were
repeated for various parameters and found that in general a modulation of the lateral
force amplitude occurs only for model potential of type (3.20), i.e. with a modulated
amplitude of the atomic potential. In conclusion, there is a fundamental difference
between the effective lateral potentials on the KBr and the graphene films. While
for the KBr films the amplitude of the lateral atomic potential is modulated by the
superstructure, it is not modulated but periodically offset in the case of graphene.
The origin of this difference is not clear at this time, and explanation will probably
require a simulation with realistic atomic potentials.
The reproduction of the frictional response of the reconstructed Au(111) surface is
not attempted by periodically shifting the atomic rows. Here, one can only suggest
that the tilt in the lateral force curve in Fig. 3.15(d) is caused by the facetting
of the Au(111) surface due to the herringbone reconstruction. Furthermore, it is
likely to emphasise the details of the structure resolved in Fig. 3.15(d). As shown
by the arrow, the shift in the herringbone reconstruction can be localised within
the spatial limit of a lattice constant. Similarly, Fig. 3.15(a) shows stable defects
at well-defined atomic locations. Since these defects differ in both shape and size,
they are not simply mirroring the atomic arrangement at the tip apex. This gives
an answer to the question about the resolution limits of FFM which was stated
above. Friction force microscopy is shown here to approach atomic resolution, pro-
vided that the probing tip is very sharp and one operates at very low loads close
to the superlubric regime [42]. There are indeed indications that the corrugation of
the superstructure as observed in lateral force maps becomes smaller (and defects
disappear) using blunter tips.
In conclusion, four recent examples of frictional imaging on atomically ordered su-
perstructures are discussed. Two of them (KBr on NaCl(001) and graphene on
SiC(0001)) could be well reproduced invoking the Prandtl-Tomlinson model and us-
ing appropriate combinations of two periodic potentials to describe the tip-surface
interaction. The amplitude of the atomic potential is modulated by the super-
structure in the case of KBr films on NaCl(001), whereas the two potentials are
superimposed and rotated in the case of graphene films. The form of the first po-
tential is traced back to the rumpling of the buried KBr/NaCl interface, whereas
more detailed theoretical investigations should clarify the physical mechanisms re-
sponsible for the shape of the second potential. The friction maps presented in this
section also demonstrate the atomic scale resolution capabilities of FFM.
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Frictional investigations on superstructures may be extended beyond the few ex-
amples discussed in this section. A regular arrangement of ion impurities resulting
in the so-called Suzuki phase was recently recognised by Barth and Henry on al-
kali halide surfaces [102]. Another noticeable system are boron nitride nanomeshes,
whose structure seems to be quite resistant to external sollicitations [103]. Quasicrys-
tals are also attracting considerable interest in nanotribology [104] and it would be
quite intriguing although challenging to determine whether superstructures can be
grown on them and resolved by friction force microscopy.
3.6 Multiple Slips in Atomic-Scale Friction
The occurrence of multiple jumps in 2D atomic-scale friction measurements is used
to quantify the viscous damping accompanying the stick-slip motion of a sharp tip in
contact with a NaCl(001) surface. Multiple slips are observed without apparent wear
for normal forces between 13 nN and 91 nN. For scans parallel to [100] directions,
the tip jumps between minima of the substrate corrugation potential in a zig-zag
fashion. An algorithm is applied to determine histograms of lateral force jumps
which characterize multiple slips. The same algorithm is used to classify multiple
slips occurring in calculated lateral force maps. Comparisons between simulations
and experiments indicate that the nanometer-sized contact is underdamped at in-
termediate loads (13 nN - 26 nN) and becomes slightly overdamped at higher loads.
The proposed procedure is a novel way to estimate the lateral contact damping
which plays an important role in the interpretation of measurements of the velocity
and temperature dependence of friction, of slip duration, and of the reduction of
friction by applied perpendicular or parallel oscillations.
Since the invention of the friction force microscope (FFM) [7], stickslip movement
was found to be characteristic for a sharp tip at the end of a cantilever which is moved
perpendicular to its axis in soft contact with an atomically flat surface. Since the
periodicity of the observed sawtooth-like lateral force pattern often corresponds to
the spacing between adjacent unit cells, such experimental observations were readily
associated with atomic stickslip motion, where the tip slips between energetically
favored neighboring lattice sites [7,105]. Each slip is accompanied by a jump in the
lateral force FL at the corresponding position xs of the cantilever support.
The 1D Prandtl-Tomlinson model [48, 49] has often been used to interpret such
atomic-scale friction phenomena. A particle representing the tip is dragged by an
elastic spring of stiffness keff connected to a support moving at a constant velocity v
over a sinusoidal potential of peak-to-peak amplitude E0 and period a representing
the surface. Note that keff accounts for the combined torsion of the cantilever and
the contact shear. In contrast to earlier assumptions [101], recent atomic-scale FFM
measurements on alkali halide surfaces at loads in the few nN range have shown
that keff ≈ 1 N/m is typically dominated by the lateral contact stiffness, so that the
entities which are most deflected during each stick stage are the contacting atoms at
the tip apex and at the sample surface rather than the cantilever [42, 106]. Atoms
further away are also deflected sideways, albeit less because more atoms take up
the stresses generated in the contact region. The net shear displacements in that
region, in opposite directions at the apex and at the surface, can in principle exceed
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Figure 3.18: Variation of the total energy E during a slip event versus the instanta-
neous tip coordinate x (in units of the corrugation amplitude E0 and
the lattice constant a) calculated for two values of the damping ratio:
γ/γc = 1 (dashed blue curve) and γ/γc = 0.8 (dotted red curve). The
potential energy U (solid black line) at the onset of the slip is shown
for comparison. For the assumed value η = 12.8 , slips of up to 4 a are
in principle allowed [78], but only a and 2 a slips are realised in the two
illustrated cases.
several lattice spacings but still remain elastic. During each slip, the energy stored
in the preceding stick stage is released and carried away from the contact. In the
wearless regime realized at low loads, the stressed atoms return to their respective
equilibrium positions on time scales which are long compared to typical periods
of lattice vibrations, but almost instantaneously compared to the time required to
scan over a surface unit cell. Actually, FFM experiments suggest that transfer of the
softer material initially occurs until a regular stickslip pattern is observed. This is
confirmed by simulations on ionic crystals which show that the tip apex then adopts
a ”self-limited structure” at a given load [80]. As long as this structure remains
relatively sharp, the tip deforms more than the sample, hence contributes more to
the slip distance and to the accompanying energy dissipation. Asserting that the tip
slips, as is often done for the sake of exposition, therefore also has a physical basis.
Within the Prandtl-Tomlinson model, slips over more than one lattice spacing a
can in principle occur for a sufficiently strong corrugation amplitude E0 and/or a
sufficiently low keff . In the quasi-static limit, the number of minima in the total
potential energy determines the possible landing points of the tip after a slip. The
Prandtl-Tomlinson parameter η = 22E0/keffa2 can distinguish regimes where the tip
is sliding smoothly (η < 1), executes stickslip motion with single slips (1 < η < 4.6)
or, possibly exhibits double slips (4.6 < η < 7.79) or even bigger multiple slips
(η > 7.79). Whereas a few authors focused attention on the occurrence of single
versus double slips as a function of additional parameters (contact damping, support
velocity, temperature) [107–109], Medyanik et al. [78] derived the abovementioned
η threshold values from a simple analytic criterion. Most studies, however, assumed
that the tip slips to the adjacent available energy minimum once the current min-
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Figure 3.19: Schematic illustration of the path of the tip while scanning along the
[100] direction of a rocksalt (001) surface. The tip jumps from one
minima to the next one in a zig-zag fashion in steps of a/2, which
is the distance between two consecutive minima of the 2D corrugation
potential projected on the scan direction. Whether the Na+- or the Cl−-
sublattice correspond to the potential minima depends on the unknown
nature and structure of the tip apex [71]
imum disappears as the support is slowly pulled past a critical position xsc (mod
a). This is justified if lateral contact vibrations are overdamped, owing to coupling
to substrate (and/or tip) excitations, so that the energy released in each jump is
dissipated quicker than the tip would cross a lattice spacing in the absence of damp-
ing. This inelastic coupling increases with decreasing tip-sample distance, just as for
atoms or molecules adsorbed with different bond strengths on a clean surface [110].
One therefore expects the contact damping to increase with applied load, at least for
dry friction of sub-nanometersized single-asperity contacts. Effects due to interface
incommensurability, roughness, defects, or adsorbed species, which are especially
relevant in wider area contacts [106, 111] are then likely not so important. Recent
FFM measurements on graphite showed transitions from single to double and to
triple slips with increasing load, in agreement with the abovementioned threshold
η values [78]. This is qualitatively in accordance with the near independence of
keff and the linear dependence of E0 on the applied load previously measured on
NaCl(001) in ultra-high vacuum (UHV) [42]. However, it is by no means obvious
whether the increase in η with load should dominate over the expected increase in
γ, as seems required to explain the transitions in question.
In dynamic extensions of the Tomlinson model [101,107,108,112], an effective tip or
contact mass m and damping coefficient γ are introduced in the equation of motion
for the tip in contact, thus making the prediction of multiple slips more realistic.
Since some fraction of the tip kinetic energy is lost during each jump due to non-
zero damping, not all energy minima can be reached. Thus, the number of possible
slips calculated from η alone must be considered as an upper limit which may be
achieved in the strongly underdamped case. In the opposite case, multiple jumps
become suppressed, as mentioned earlier. Thus, the occurrence of multiple slips and
the lateral contact damping are intimately connected. This study provides a novel
way to estimate γ relative to a critical value which distinguishes overdamped from
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underdamped contacts. The lateral contact damping plays an important role in the
interpretation of FFM measurements of the velocity and temperature dependence
of friction [63, 75], of slip duration [113], and of the reduction of friction by applied
perpendicular [32,43] or parallel oscillations [44].
Direct estimates of γ have so far been obtained in a few situations where a vis-
cous contribution to the average friction proportional to the support velocity could
be detected. Thus, Bilas et al. [114] found γ ≈ 10−5 kg/s ∼ 5 γc for an FFM
tip scanning on NbSe2 in air by comparing measured velocity-dependent friction
curves with simulated ones. The damping was attributed to viscous drag by ad-
sorbed water. At low scan velocities and loads, regular single slips were observed,
consistent with overdamping. Yabing et al. [115] estimated γ ≈ 5× 10−6 kg/s for
a voltage-dependent contribution to the friction of oxidized highly n-doped GaAs
forward-biased by means of a platinum-coated tip in UHV conditions. They as-
sociated the small excess friction with electric coupling to slowly relaxing trapped
charges in the oxide. Reinsta¨dtler et al. [116] obtained γ ≈ 10−6 kg/s from the
measured quality factor in air of the torsional resonance of a cantilever in contact
with an oxidized silicon sample driven by ultrasonic shear waves under ambient con-
ditions. The contact was described by a lateral stiffness and damping coefficient,
but zero inertial mass.
In all those cases, the contacts had estimated radii of several nanometers and there-
fore encompassed many atoms. The measured load dependence of the average fric-
tion, assumed proportional to the contact area was well described by continuum
elasticity models. The proportionality constant (shear strength) roughly plays the
same role as the slope of E0 versus load, although no site-dependent corrugation po-
tential enters such models. Their applicability has recently been questioned on the
basis of large-scale atomistic simulations [111] which reveal that multiple contacts
are formed and broken even for nominal contact radii of several nanometers.
An absolute determination of contact damping from atomically resolved FFM mea-
surements appears impossible because scan velocities are orders of magnitude lower
than those required to directly detect the viscous friction force −γv. The interpreta-
tion of such measurements relies on uncertain assumptions about the contact mass
or the angular frequency ωx =
√
keff/m of lateral contact vibrations, the damping
rate Γ = γ/m or the ratio Γ/Γc, Γc = 2ωx being the critical damping rate. In partic-
ular, identifying m with the mass of the whole tip, ωx with the torsional resonances
frequency of the cantilever in contact or Γ with the full width at half-maximum
of the corresponding spectral peak is unfortunately not justified for atomic-scale
contacts [113].
In order to illustrate how damped dynamics determines the landing point of the
tip, in Fig. 3.18 the potential profile U(x) (surface corrugation + energy stored in
the spring) at the onset of a slip is displayed together with the variation of the
tip (kinetic + potential) energy during the slip event for two values of the relative
damping γ/γc. For the sake of simplicity, the calculations are performed within the
1D Prandtl-Tomlinson model without thermal activation.
During the preceding stick stage, the tip is located in a potential minimum satisfying
the mechanical equilibrium condition dU/dx = 0 . This adiabatic approximation
holds as long as the support velocity v is low so that slips occur much faster than
the time to move over one lattice spacing a. The slip is initiated at the tip position
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Figure 3.20: Room temperature histograms of force jumps calculated for η = 12.8
for two representative values of the relative damping. The upper his-
togram shows the distribution for γ = 1.0 γc where only single and
double slips are identified. The lower histogram is the result of a simu-
lation with γ = 0.8 γc where triple and quadruple slips are manifested.
xc where in addition the equilibrium becomes unstable, i.e. d2U/dx2 = 0 . For the
chosen value η = 12.8 , the instability occurs at xc/a = 0.2645 when the support
is at xsc/a = 2.2934 . In both cases shown, the tip executes oscillations, i.e. its
dynamics is underdamped in the potential well where it is trapped. A particular
well is selected if the energy reduced by damping during the initial tip swing drops
below the nearest blocking potential maximum. The damping range allowing double
slips and the corresponding values for larger multiple slips are therefore determined
by the overall potential landscape. Nevertheless, referring those values to the critical
damping γc = 2
√
keffm defined by the oscillation frequency of the harmonic spring
potential is justified not only by computational convenience, but also by the physics
of the problem. Indeed, multiple slips can only occur for relatively high values of
η. On the one hand, the spring extension just before a slip is then (xsc − xc) ≈
piE0/(keffa) [42], and contributes almost exclusively to the stored potential energy.
On the other hand, the potential energy after completion of a slip to the lowest well
(around x = xsc) is nearly −E0/2. Therefore, the energy released and dissipated
during such a slip is approximately
∆Emax ∼ keff(xsc − xc)
2
2
+
E0
2
=
(η
2
+ 1
) E0
2
, (3.24)
hence is dominated by the first, harmonic spring term. For η = 12.8 , Eq. (3.24)
predicts ∆Emax = 3.7E0, which is remarkably close to the calculated value for the
double slip illustrated in Fig. 3.18. In accordance with this conclusion, this figure,
and similar plots for other values of γ/γc (data not shown), illustrates that during
most of the ”slip time”, the modulation of the total potential by the surface corru-
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Figure 3.21: Experimental lateral force trace taken at 91 nN normal load showing
different types of jumps within one scan line.
gation has a relatively small influence on the ”total energy trajectory” which ends
up in the lowest well. Thus, although for large η the curvatures at the minima of the
corrugation potential are higher than keff , the critical damping for the energetically
most favorable slips is largely determined by keff . Note finally that at a finite tem-
perature slips can be prematurely activated over the energy barrier which vanishes
when xs = xsc [45, 63, 75]. As a consequence of the underlying probability distri-
bution of initial tip positions and velocities, slips of different lengths can randomly
occur along single scan lines around the abovementioned η threshold values in the
underdamped case. This has been observed in previous simulations [107–109] and
experiments [78], as well as in this section (see Fig. 3.21).
In this section, room temperature lateral force measurements are presented and
analysed, that were performed over a NaCl(001) substrate in UHV for a wider range
of applied loads than hitherto studied [42]. As shown in that study, the amplitude of
the tip-sample corrugation potential is a linear function of the applied load. One can
therefore control the parameter η, which can in turn be experimentally determined
from η = 2piFmaxL /(kexpa)− 1, where FmaxL is the maximal lateral force experienced
by the tip, a = 0.564 nm is the lattice constant of NaCl, kexp is the slope of the
stick part of the lateral force versus support displacement, itself connected to the
effective stiffness via keff =
η+1
η kexp [42, 106].
As illustrated in Fig. 3.19, for scans along 〈100〉 directions parallel to the (001)
cleavage surface of rocksalt-type crystals, previous FFM simulations in two dimen-
sions [32, 112], as well as those discussed below, show that the tip slips over saddle
points connecting adjacent minima of the corrugation potential, at least for η val-
ues not close to 1 . As a consequence, the double and quadruple slips illustrated
in Fig. 3.19 correspond to the single and double slips discussed above. A sorting
algorithm was applied to both experimental and computed lateral force data in or-
der to classify slip events according to the magnitude ∆FL of particular jumps and
thus to distinguish among single, double, triple, or quadruple slips. The dynamic
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2D Prandtl-Tomlinson model used to interpret the experimental room temperature
data is based on coupled Langevin equations for the x and y tip coordinates, namely
m
d2x
dt2
+ γ
dx
dt
+
∂Uint(x, y)
∂x
= ζ(t), (3.25)
and similarly for y, where m is the effective mass of the tip in contact, γ its lat-
eral damping coefficient, and ζ(t) a stochastic term proportional to γ according to
the fluctuationdissipation theorem [63, 75]. In accordance with the discussion of
Eq. (3.24), critical damping is defined by γc = 2
√
keffmtip. Referring γ to γc makes
the analysis independent of the effective mass, which is not accurately known. For
computational convenience, the mass of the tip apex is set to m = 10−12 kg. This
choice enables efficient computations on a computer with a time step which allows
a fine sampling of the fast tip motion during slips.
The interaction potential Uint(x, y) is represented by the lowest Fourier component
of the rocksalt lattice for the corrugation part and by an isotropic harmonic spring
term, as recently justified by a comparison of calculated and measured lateral force
maps on the same system [32]
Uint(x, y) = −E02
[
cos
(
2pi
a
x
)
cos
(
2pi
a
y
)]
+
1
2
keff(x− xs)2, (3.26)
where xs = vt the position of the support uniformly scanned along a [100] scan
line specified by y. These coupled equations were solved numerically using the
Ermak algorithm [65]. Two-dimensional lateral force maps were generated [32] using
realistic parameters (v, E0, keff , T ) corresponding to previous measurements on the
same system [42]. Simulations were done for a range of damping coefficients on
both sides of γc. By comparing the resulting histograms of ∆FL from experiment
and theory, an estimation of γ/γc can be made for different loads, an aspect barely
discussed in the literature, although it is quite important in the field of nanotribology.
The (001) surface of an in situ cleaved NaCl crystal was used as the sample. To
remove surface charges created during the cleavage process, the crystal was heated
up to 100◦C for 30 min in UHV. Rectangular silicon cantilevers with spring constants
of knorm = 0.097 N/m for normal bending and kT = 64 N/m for torsion were used.
Normal loads varying between 13 nN and 91 nN were applied to the cantilever, which
was scanned at a velocity of 13 nm/s parallel to the [100] direction of the surface.
Above this range, wear processes set in. All normal forces are defined with respect
to the unbent cantilever (i.e. without adding adhesion forces).
As in previous 2D simulations of scans along the [100] direction [112], the tip exhibits
regular zig-zag slips between adjacent corrugation energy minima in the overdamped
case. In the underdamped case, multiple jumps of the type sketched in Fig. 3.19
appeared as η was successively increased, although no sharp threshold values could
be identified at room temperature. The force variation during a n-tuple jump is
then given by n× a/2× keff . Note that for all values of η > 1, double slips occurred
when the path of the support is very close to the atomic rows. As abovementioned,
they correspond to single slips by a in the 1D Prandtl-Tomlinson model. If the time
resolution of the calculated friction maps is rather low, it is not possible to distinguish
between two very fast consecutive a/2 jumps and a direct jump by a. For a realistic
comparison, the same time and spatial resolutions were set in both experiment and
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simulations. However, the resulting artifacts do not affect the general conclusions.
By adjusting the damping γ in the range of 0.1 γc - 10 γc, an upper limit for the
damping can be estimated. For η = 12.8 , the calculated histograms which show
the onset of multiple slips are shown in Fig. 3.20. Solutions of Eqs. (3.25,3.26)
for fixed xs (i.e. assuming that support motion during a slip can be neglected) only
depend on the dimensionless parameters η, E0/kBT , and Γ/ωx, ωx being the angular
frequency of some characteristic vibration of the model. With the choice ωx =√
keff/m and the definition Γc = 2ωx appropriate for a damped harmonic oscillator,
energetically most favored multiple jumps for a given η appear in distributions like
those shown in Fig. 3.20 once γ becomes slightly undercritical. This consequence
of the abovementioned discussion provides a simple criterion to estimate the ratio
γ/γc from jump histograms obtained from FFM measurements.
Fig. 3.21 shows an example of the coexistence of different force jumps ∆FL in an
experimental scan. For the five values of the normal load that have been thoroughly
analysed, namely 13 , 26 , 39 , 78 , and 91 nN, the corresponding values of keff only
varied in the range between 5.2 N/m and 5.9 N/m. This is consistent with a contact
encompassing just a few atoms. The amplitude E0 of the corrugation potential
was extracted from the measured maximum lateral force FmaxL versus load [42] and
subsequently increased by 25 % in order to roughly account for thermal activation
which lowers the value of FmaxL [32,63,75]. Experimental histograms of force jumps
are shown in Fig. 3.22. For the lowest loads, η = 5.6 and η = 7.1 , mostly single slips
with a small number of double slips occur. For higher loads, triple and quadruple
slips could also be identified. Owing to the significant amount of instrumental noise
in the experimental data, the histograms do not exhibit separated peaks like in
Fig. 3.20, but rather a continuous distribution extending to higher ∆FL at higher
loads.
From a systematic visual comparison of experimental and simulated scans and his-
tograms of ∆FL, the following conclusions concerning the relative damping can be
drawn for the last three plots in Fig. 3.22. When η = 8.2 : γ < 0.3 γc, when
η = 12.8 : γ < 1.0 γc, and when η = 14.5 : γ < 1.5 γc. The successive appearance
of higher multiple slips with increasing load can therefore be used to quantitatively
estimate the ratio γ/γc in the range where an atomic-scale contact can be main-
tained without wear. Recalling that the load dependence of the critical damping
γc, which in this model only comes from keff , is practically negligible, these conclu-
sions imply that the load dependence of the lateral contact damping is weaker than
that of the surface corrugation amplitude E0, at least for the system under study.
More generally, the lateral vibrations of an atomic-scale or nanometer-size contact
with a clean crystal surface is not necessarily overdamped as often assumed. Upon
increasing the load at room temperature, smooth crossovers from an underdamped
regime to a critical damped state and finally to a slightly overdamped regime have
been observed before wear sets in, previously on cleaved graphite [78], and now on
the NaCl(001) surface.
Note finally that no systematic excitation of cantilever oscillations has been observed
right after a lateral force jump, although several resonances of the cantilever in con-
tact lie within the 3 MHz cutoff of the recording electronics [113]. This is expected
if the effective mass of the contact is orders of magnitudes smaller than the masses
of the tip as a whole and of the cantilever [43,58]. The motion of the contact being
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Figure 3.22: From top to bottom: Room temperature histograms of force jumps
obtained from measured lateral force maps for increasing loads corre-
sponding to η = 5.6, 7.1, 8.2, 12.8, 14.5 . At the lower loads, only single
and double slips could be revealed, whereas at higher loads, genuine
multiple slips were identified.
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Figure 3.23: (a) Force components which act on the tip apex of the cantilever. Fx,
Fy and Fz are defined as the force accross the cantilever (fast scan direc-
tion), along the cantilever (slow scan direction) and normal to the can-
tilever, respectively. (b) Fx causes a torsion of the cantilever due to the
displacement in the x-direction and is detected in the horizontal deflec-
tion channel. (c) Fz causes the displacement in the z-direction and also
a deflection of the cantilever due to the z-direction displacement, and
is detected in the vertical deflection channel. (d) Fy causes a deflection
of the cantilever due to the y-direction displacement, which is referred
to the buckling, but does not induce the z-direction displacement.
much faster than the mechanical resonance modes of the cantilever in contact, no
such modes can be effectively excited. Since the signals arising from the bending and
torsion of the cantilever are filtered above the 3 MHz cutoff, the actual dynamics of
the tip cannot be followed. It can nevertheless manifest itself at temperatures such
that thermal activation induces frequent random contact slips over the time scale
of cantilever torsional oscillations [58]. It is then necessary to consider the coupled
dynamics of the contact and the cantilever [101, 113]. Whether the contact motion
is underdamped [117] or overdamped [118] is then also of concern. Because multiple
slips occur for relatively large values of η, hence E0, the dynamics of the cantilever
has been neglected in this study.
3.7 Determination of the Tip Trajectory
In FFM measurements, the lateral force is measured as a function of the torque of
the cantilever. Beside the torque of the cantilever, there is also a vertical deflection
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Figure 3.24: (a) Horizontal deflection image measured on KBr deposited on Cu(111)
and (b) the vertical deflection image. Profiles for the (c) horizontal
deflection and (d) vertical deflection were taken along the fast scan
direction from (a,b). Note that the forces in the vertical deflection
image were calibrated by adjusting the jumps in the profile to half the
lattice constant of KBr (see text). (e) Reconstructed tip trajectory
superposed on the calculated surface corrugation potential.
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of the cantilever, especially in constant height measurements. Both, the torque and
the vertical deflection, not only represent the dynanmics of the cantilever, but also
reflect the motion of the tip apex itself. By this means, the motion of the tip apex,
i.e. the position of the tip apex as a function of time, may be reconstructed using
the horizontal deflection signal and the vertical deflection signal. In this section, a
method is presented for the tip trajectory reconstruction based on a conventional
FFM measurement.
As usual, the horizontal deflection image needs to be offset corrected, because the
laser spot on the four-quadrant diode is not always well centered. The offset is deter-
mined by summing up the values of the forward and backward image and dividing by
two. The same procedure is repeated for the vertical deflection channel. The lateral
forces are then calibrated as described in Section (2.3). The force calibration in the
case of the vertical deflection is more complex. A profile of the vertical deflection ex-
hibits regular jumps in direction of the slow-scan direction (see Fig. 3.24(d)). These
major jumps are attributed to the buckling of the cantilever [47,119,120] and are ad-
justed to half of the lattice constant a = 0.66 nm for KBr, i.e. ∆Fvertical[mV] ≡ a/2,
and thus converted to nm. The multiplication of the values now in [nm] with the
spring constant then results in Fvertical[nN] as shown in Fig. 3.24(b,d) for the image
and profile. Here, the spring constant was assumed to be isotropic, as demonstrated
recently by computer simulations [32]. The spring constant k = 1.8 N/m determined
for the horizontal direction in the usual way is now also applied to tip motion in the
slow-scan direction. The position of the tip r = (xtip, ytip) as a function of time t
can then be determined with
xtip = Fx/k + vxt
ytip = Fy/k + y0, (3.27)
where vx is the cantilever velocity in the fast scan direction, and y0 is the offset
according to a individual line profile in the slow-scan direction. However, the actual
offset (x0, y0) can not be calculated, but is adjusted arbitrary to fit on the potential
minima of the potential, which is underlayered in Fig. 3.24(e). In addition, the path
of the support, i.e. the cantilever motion, is added as a dashed line by using the
same offset as for the tip trajectory and an angle determined by the lateral force
map in Fig. 3.24(a).
In Fig. 3.24(e) the positions of the tip trajectory are connected by red lines, which
illustrates nicely the zig-zag path of the tip movement, while the cantilever itself
is moving straight along the dashed black line. The underlying surface corrugation
potential is calculated using
VKBr(x, y) = −E02 cos(
2pi
a
x) cos(
2pi
a
y), (3.28)
where the amplitude of the corrugation potential E0 is of arbitrary units and the
maxima correspond to white and the minima to black colour. The positions of the
tip apex do not perfectly fit into the minima during the whole scan profile, but most
of the time the tip trajectory follows quite well the minima around the cantilever
path. The deviations from a perfect path through only minima arise from different
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Figure 3.25: Calculated tip trajectory for KBr(001) based on the Prandtl-Tomlinson
model at room temperature. The tip always resides in a minima until
the pulling force is high enough to induce a jump into an adjacent
minima.
effects in the experimet, for instance thermal effects, and the fact that the tip apex
does not consist of only one atom.
A computer simulation based on the Prandtl-Tomlinson model using the parameters
from the experiment with η = 11.8 was performed. A typical tip trajectory is illus-
trated in Fig. 3.25. Here, the tip apex always resides in potential minima and passes
minor potential barriers, i.e. a saddle point, when jumping into an adjacent minima.
Morita et al. [47,60] also investigated the tip trajectory based on experimental data
similar to the profiles and images in Fig. 3.24, and combined the images to give a tip
position map. However, they did not examine the tip trajectory of one scan profile,
but performed model calculations based on the principle of so-called ”stick-points”.
However, the idea of the stick-points is obselete because even at zero temperature it
is more a broad region on the corrugation potential surface (stability region), where
the tip apex is allowed to reside (for more details see Chapter 6). The experimental
and numerical results presented here are now focussing on the implicit tip trajectory.
The numerical calculation nicely support the experimental determined tip motion of
a scan line, even though the experimental tip path reconstruction is not everywhere
commensurate with the surface lattice.
A further step could be to combine the tip trajectories of all san lines to give an
image of the minima of the surface lattice, similar to the tip position map [60]. This
method could give rise to have a better insight into and help to develop a potential
energy surface also for more complex systems [121], where analytical and numerical
potentials are highly demanded. A better understanding of the tip movement during
scaning could also improve the comprehension of damping and energy dissipation
on the atomic scale.
55
3 Atomic-Scale Friction on Alkali Halides and HOPG
3.8 Step Edge on NaCl(001)
Measuring the friction forces acting on a nano-object (such as an atomically sharp
tip) sliding across a well-defined obstacle (such as a monoatomic step edge) is
quite important for a better understanding of mechanical processes occurring on
the nanoscale. A common observation in the few experimental studies on this
topic [122–126] is the enhancement of friction at the step edge, which has been
attributed to the presence of a Schwo¨bel barrier [124]. Compared to a flat terrace,
where the nanotip performs regular atomic stick-slip across the surface lattice, the
higher number of chemical bonds formed at the bottom of step edges increases the
magnitude of the lateral force required to detach the tip. In the investigations re-
ported so far, friction was found to increase when the step is crossed either upwards
or downwards, although the load dependence of friction is not the same in the two
cases [126]. However, the studies reported so far were performed on large length
scales (in the micrometer range), with no atomic resolution along the scan direc-
tion. This would be quite important to gain further insight into the mechanical
properties of tiny objects.
Different AFM tips are to scan cleavage step edges on NaCl(001) surfaces in UHV.
When the tip climbs up an edge, the latter always acts as an obstacle, increasing
the friction force experienced by the tip. However, when the tip crosses the edge
downwards, two different tendencies are observed. Blunt tips are still pinned —
and friction consequently increases — at the step edge as before. Atomically sharp
tips, in contrast, easily slip into the bottom of the edge, thus experiencing a pos-
itive friction force, i.e. a force which is parallel to the direction of motion. These
results cannot be simply interpreted within the standard models commonly used to
reproduce friction measurements on atomically flat surfaces.
The measurements were performed using a a home-built AFM setup with a base
pressure of about 10−10 mbar [17]. The NaCl(001) surfaces were cleaved in UHV,
annealed at 150 ◦C to remove surface charges. A commercial cantilever with normal
resonance frequency fnorm = 10.8 kHz and stiffness knorm = 0.117 N/m was used
(Nanosensors, PPP-CONT). The lateral force FL was detected using a four quadrant
photodiode, which is sensitive to the cantilever torsion. The method discussed in
Ref. [127] was used to calibrate the normal and lateral forces. Apart from static
measurements, normal and torsional vibrations of the cantilevers are also excited
by means of mechanically coupled piezo-elements. This allows to reduce and even
‘tune’ friction while scanning [43, 128] and may influence the resolution of the step
edge.
Fig. 3.26 (a-b) shows a topography and the corresponding friction image acquired
on a 15 × 15 nm2 area across a step edge. The normal force was kept constant at
the value Fnorm = −0.2 nN (attractive regime). As shown by the arrow, some kink
sites are present along the step. The most noticeable feature is the atomic resolution
of the step edge. This is clearly revealed by the profile in Fig. 3.26(c), where the
surface height drops of 0.22 nm (slightly less than half lattice constant a = 0.564 nm)
within 0.28 nm. Furthermore, the change of contrast in both images suggest that
the tip apex has a width of two lattice constants in the fast scan direction. Since the
measurements were performed after some days of cleaving the NaCl surface, many
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Figure 3.26: a) Topography image and (b) the corresponding lateral force image of
15 × 15 nm2 acquired on NaCl(001) using a load of −0.2 nN. A few
kink sites are indicated in (a) by the white arrow and the circle in (b)
points out a defect that the tip size is in the order of twice the lattice
constant of NaCl. Profiles are taken along the black line for (c) the
topography and (d) lateral force for the forward scan direction (black
lines). Red profiles represent the backward scan directions (images not
shown).
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Figure 3.27: (a) Topography and (b) lateral force images using the same sample,
cantilever and imaging conditions as in Fig. 3.26. However, after pro-
longed scanning at high load, the tip sharpness is considerably reduced.
Profiles are taken along the black line for (c) the topography and (d)
the lateral force (black curves). Red profiles represent the backward
scan directions (images not shown). Note that the lateral force is in-
creased at the step edge for both, the step-up direction (black) and the
step-down direction (red), which is reflected in the friction loop.
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atomic defects are present. As shown by the circle in Fig. 3.26(b), the defects always
appear as squares with side length 2a, meaning that the tip end has a width of at
least two lattice constants also in the slow scan direction. The lateral force profiles
for the forward and backward scans are overlapping. For the scan in step-up direction
(red) the lateral force is increased at the step edge as expected. In contrast to this,
the lateral force for the step-down direction (black) exhibits a positive value when
crossing the edge, meaning that the tip temporarily overtakes the cantilever. Here,
the friction loop is very small, i.e. the measurement is performed in the ultra-low
friction regime.
Although the images like those presented in Fig. 3.26 have been reproduced with
several cantilevers, they still represent an exception rather than the rule. Fig. 3.27
shows a topography and a friction map across another step edge, acquired with the
same tip after repeated scanning with high loads in different regions on the NaCl
sample. The horizontal traces clearly indicate the presence of abrasion wear, which
contaminates the tip and increases the size of the contact area between tip and
surface. The friction profiles in the two directions change also considerably. Friction
is now enhanced in both directions when the tip crosses the step edge. Images taken
with other blunt tips present similar features. In order to improve the resolution of
these images, the normal and torsional resonance of the cantilever were tried to excite
while scanning. Although friction is significantly reduced by normal excitations, as
in previous experimental work [53], this did not result in better resolution.
Friction on atomically flat terraces is well-explained by the Prandt-Tomlinson (PT)
model [129]. Essentially, a point mass representing the tip apex is driven by one
or more lateral springs (with effective spring constant keff) across a periodic energy
landscape representing the tip-surface interaction potential. In an attempt to extend
the PT model to the step edge, the electrostatic surface potential across the step
edge is first calculated (Fig. 3.28(a)), a point mass is placed at a distance d = 0.4 nm
from the surface (Fig. 3.28(b)) and the lateral force FL is calculated which acts on
the tip when it is laterally driven by a spring (Fig. 3.28(c)). However, a qualitative
agreement with the experimental results is only observed when the tip climbs up the
step edge (Fig. 3.28(c), black line). In the opposite direction, the friction reduction
was enabled by introduceing additional hypotheses. For instance, if the feedback
gain is too low, the separation between tip and surface will increase, leading to a
decrease in friction. This is shown by the red line in Fig. 3.28(c), corresponding
to the tip pathway described by the red curve in Fig. 3.28(b). Despite of that, it
was not possible to reverse the sign of the lateral force, as in the experiment. This
strongly suggest that in presence of step edges the PT model with a single-atom tip
is too naive.
An alternatie approach to the electrostatically calculated potential is the heuristic
Prandtl-Tomlinson approach using modified potentials for the step-up and step-
down directions. The tip-surface interaction potential is assumed to increase for the
tip apex hitting the step edge from the direction of the lower terrace, and to decrease
for the tip apex moving downwards from the direction of the higher terrace, which
is described by the one-dimensional corrugation potential
V±(x) = C cos
(2pi
a
x
)[
1±Ae− (x−D)
2
2B2
]
, (3.29)
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Figure 3.28: (a) Electrostatic potential map in the step edge region. (b) Tip path for
the step-up (black) and step-down direction (red) with the correspond-
ing variation of the electrostatic potential. The tip-surface distance over
the terraces is z = 0.4 nm. (c) Profiles of the lateral forces calculated
in the static approximation for the trajectories shown in (b). Note that
for the sharp tip the lateral force is reduced at the step edge for the
step-down direction. In addition there is a slight shift in the maxima
of the lateral force profiles due to the torsion of the cantilever and the
topography loop, as indicated also in the experiments.
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Figure 3.29: Calculated corrugation potential amplitudes and lateral friction forces
on a step edge for (a) the step-up scan direction and (b) step-down
scan direction. The calculation is based on the assumption that the
tip apex feels a strong interaction when hitting the step edge from the
lower terrace, whereas the interaction potential is reduced when the tip
apex is sliding down to the lower terrace, as indicated by the hysteresis
in topography in experiment. The higher corrugation potential in (a)
leads to an increase in lateral force when scanning in step-up direc-
tion. Contrairy to this the reduced corrugation potential in (b) lowers
the lateral force and the tip apex overcomes the cantilever and jumps
in forward direction. Note that the positive sign of the lateral forces
correspond to higher friction.
where A and B correspond to the weight and width of the Gaussian, which describes
the increase and decrease of the corrugation potential at the step edge. C corre-
sponds to the corrugation potential amplitude and D is the displacement of the step
edge. In Fig. 3.29 the corrugation potentials and lateral forces are shown for (a) the
step-up and (b) step-down scan directions using A = 0.7 , B = 0.5 a, C = 0.4 eV and
D = 8.5 a. Note that both scans are from left to right and positive values of the lat-
eral force correspond to higher friction. The increased tip-surface interaction leads
to higher lateral forces at the step edge, whereas a decrease of the interaction poten-
tial at the step edge leads to reduced lateral forces. This is in qualtitative agreement
with the experiment using a sharp tip. Nevertheless, a more detailed model will be
required, eventually on the basis of molecular dynamics simulations, to give further
insight into the tip dynamics at the step edge. Furthermore, the model calculations
described above are not capable of elastically deform the step edge itself, i.e. the
sample material, which is indicated in the experiments by the fact that the unit cells
appear to be larger at the step edge than on the terraces. This deformation of the
step edge seems likely to have an influence on friction measurements and may be
analysed using a more detailed calculation in future.
The tip used in Fig. 3.26 was terminated by a square area with side length 2a. Based
on simple geometry considerations, it is reasonable that the tip crosses that the step
with a double jump, as shown in Fig. 3.30. This is confirmed by the bright stripe
parallel to the step edge in Fig. 3.26(b), the width of which is 2a. In such a way, the
tip overtakes the cantilever, and experiences positive friction after jumping. When
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Figure 3.30: Simple model representing (a) the sharp tip and (b) the blunt tip. In (a)
the tip overcomes the electrostatic barrier by overtaking the cantilever
as indicated by the experiment and calculation. In the case of (b) the
blunt tip the electrostatic forces act on both the upper and the lower
terrace, which manifests in the overall enhanced attractive behaviour
of the step edge and the increased lateral force for the step-down scan.
For sake of simplicity, the fact that each unit cell is formed by two ions
is ignored.
the tip is blunt, a ”clean” jump like in Fig. 3.30 cannot occur. Quite reasonably,
the crossing of the step edge occurs via by the formation and rupture of several ionic
bonds. Local deformations and redistribution of the atoms at the tip apex cannot be
excluded. Altogether, the edge will act as a pinning center for the tip motion, with
an almost symmetric behavior of the lateral force in the two directions (upwards
and downwards).
To sum up, the lateral force was measured across step edges using a commercial
AFM tip in a sharp and a blunt condition. In the first case, a well-defined stick-
slip motion is observed at the step edge, with a jump length corresponding to the
tip width. The configuration of tip and cantilever with respect to the surface are
quite similar while scanning up and down the step edge. This leads to overlapping
lateral force profiles and indicates that the lateral force is reduced at the step edge
when scanning step-down, which is contradicting to experimental results performed
on larger scales [126]. The sharpness of the tip facilitates scanning the step edge
without occurrence of the Schwo¨bel-Barrier. Contrary to this a blunt tip acts as
a pinning center, where the lateral force is increased for the step-up direction as
reported in previous experimental studies. In such case, only atomistic simulations
[71] can reproduce the complex behavior of the tip apex, which is subject to localized
deformations and to the formation of multiple ionic bonds with the surface atoms
in the step region.
3.9 Conclusions
The probing tip of a FFM scanning on a flat surface is sticking in a potential well
until the pulling force is high enough to overcome the static force and to induce a
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jump to an adjacent potential minima. This phenomenon is called stick-slip and is
discussed in detail for a sharp tip scanning on flat surfaces like alkali halides and
HOPG. Experimental results indicate that the tip apex consists of only a few atoms,
which allows nearly atomic resolution in the lateral force maps as well as in the to-
pography. Since the experiments are performed in UHV and the home-built FFM
is properly damped and operated at excellent conditions, the obtained friction force
images are of superior quality.
Numerical calculations are performed for a point mass dragged over a two-dimensional
corrugation potential surface [32]. The dynamics are calculated using an extended
Velocity Verlet algorithm, which is an integrator for the solution of the Langevin
equation and comprises temperature effects. The use of a point mass is an appro-
priate assumption due to the experimental results which show that the tip apex
consists of only a few atoms and the fact that the numerical results are in good
agreement with experimental data. The transition from stick-slip to the smooth
sliding of the tip over the surface in the ultra low friction regime is analysed. The
numerical calculations support an improved understanding of three superlubricity
states, namely the static superlubricity, dynamic superlubricity and thermolubric-
ity. The static and dynamic superlubricity regimes are investigated numerically and
experimentally, whereas the thermolubricity could not be demonstrated experimen-
tally.
The code of the numerical model calculations is adapted to the fine superstructure
which are observed in experiments in literature [130]. Different origins of rum-
pling effects which distort the surface planarity are all successfully attributed to a
modulation of the corrugation potential, which are in good agreement with experi-
mental data. In addition, the numerical calculations are also compared to stick-slip
measurements at higher loads, where multiple slips occur. A comparison with the
calculation also gives a further insight into mechanical properties as contact stiffness
and dynamical properties of the sliding system as the damping coefficient, which is
usually hard to determine experimentally [33].
The motion of the tip apex is analysed in detail numerically to improve the under-
standing of the stick-slip motion and effects of friction reduction. In experiments,
the vertical and horizontal deflections give no direct insight into the motion of the
tip apex itself. Here, an attempt is done to approach the tip motion from the exper-
imental side. A combination of the vertical and horizontal deflections then result in
a back-calculated trajectory of the tip. A superposition of the trajectory with the
calculated surface lattice indicates that this approach is very promising.
To conclude, the stick-slip motion of the tip apex has been experimentally and nu-
merically analysed profoundly in the case of normal friction and ultra low friction.
The comparisons of experimental and numerical data give good agreement and result
in an improved understanding of the tip dynamics in contact-AFM.
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Chapter 4
Flexural Contact Resonance
Atomic Force Microscopy
Glattes Eis, ein Paradies fu¨r den, der gut zu
tanzen weiss.
Friedrich Nietzsche
4.1 Introduction
In order to decrease the length scale in promising technological applications, instru-
ments and techniques are being developed that are capable of characterising material
mechanical properties with sub-micron spatial resolution. For instance, information
about local mechanical properties of heterogenous materials such as elastic mod-
ulus, adhesion and friction is desirable. This demand is partly motivated by the
increasingly common practice of integrating several materials, sometimes with very
different properties, into a single device or structure. Therefore, a determination of
the ”average” properties of a sample is no longer sufficient. Instead, quantitative
measurements and imaging techniques able to visualize the spatial distribution of
properties are necessary, ultimately with nanoscale lateral resolution.
One instrument which can provide both the desired imaging capability and spa-
tial resolution is the AFM [5]. Since the seminal work by Albrecht et al. [131],
frequency demodulation detection has become a well-established technique in NC-
AFM, which can in particular be used to obtain atomically resolved images of
surfaces in UHV [132]. The detection of cantilever resonance characteristics has
also emerged as the basis of techniques such as contact resonance atomic force mi-
croscopy (CR-AFM) including atomic force acoustic microscopy (AFAM) [133] and
ultrasonic force microscopy (UFM) [134] as special cases as well as other AFM re-
lated techniques such as heterodyne force microscopy (HFM) [135], passive overtone
microscopy [136], resonant difference-frequency atomic force ultrasonic microscopy
(RDF-AFUM) [137]. Although termed ”atomic”, these techniques have actually
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been applied to probe surfaces and subsurface properties composite and/or struc-
tured materials on lateral scales of several up to typically hundreds of nanometers.
In the same context Yamanaka et al. [138] were the first to use a phase-locked-loop
(PLL) to track fundamental resonance frequency in contact while scanning. The
more widespread method relies on the acquisition of the frequency spectrum of the
cantilever in order to detect a number of contact resonance frequencies at each scan
point [139–144]. Despite impressive advances in instrumentation and data process-
ing [145], the latter method has the disadvantage that measurements of spectra are
time-consuming.
Here, as state of the art NC-AFM, a PLL is used to both track and actuate the first
flexural resonance frequency of a cantilever bearing a sharp AFM tip which executes
stick-slip motion matching the lattice periodicity on an atomically flat crystal surface
in UHV at room temperature. Variations of the contact resonance frequency during
the stick stage in each atomic unit cell of the surface lattice are reliably detected,
which represents a quite significant improvement in lateral resolution compared to
previous contact resonance mapping. Furthermore, an enhanced sensitivity of the
contact resonance to atomic scale defects is observed. More precisely, the variation
of the resonance frequency in a particular unit cell is clearly distinct from its vari-
ation in the surrounding lattice sites, whereas the lateral force signal barely reveals
specific features at this location. ”True atomic resolution” of point defects within
the limitations of conventional contact AFM and friction force microscopy (FFM)
has seldom been observed, first by Ohnesorge et al. [146].
Several phenomenological models have been proposed to estimate the normal and
lateral contact stiffness from the observed contact resonance frequencies for suffi-
ciently small oscillation amplitudes [140, 145, 147]. They differ in the number of
springs and dashpots, but have in common that each linear element accounts for a
particular type of deformation (elastic or viscous, normal or lateral). Such deforma-
tions, which decay away from the contact region into the sample and the tip apex
are inevitable. It is also important to take the cantilever inclination into account
because it leads to a coupling of normal and lateral tip motion [140,142]. Here, these
procedures are applied for the first time to a sharp tip contacting an alkali halide
(001) surface on the atomic scale. It is shown that the resulting normal contact
stiffness determined experimentally on the atomic scale is significantly smaller than
in experiments on larger scales [139–144]. However, these experiments have been
performed using either much higher loads and/or adhesion forces, which lead to a
noticeably larger contact area and thus to a higher stiffness of the larger adjacent
deformed region. Moreover, the contact stiffness and the diameter of the contact
area have previously been estimated using continuum mechanics. Extensive com-
parisons between experiments and atomistic simulations have recently shown that
although estimates based on continuum mechanics often yields reasonable values for
high loads, they become questionable for nanometer-sized contacts, as demonstrated
by sophisticated atomistic simulations [50,111,148,149].
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4.2 Atomic Scale Experiments on NaCl(001)
Cleaved alkali halide crystals are well-known model systems for studying friction
on the atomic scale [42, 45, 151, 152]. The measurements have been performed on a
NaCl(001) surface, which exhibits atomic scale stick-slip up to loads of tens of nN.
The high intrinsic Q-factor (> 3× 105 ) of the cantilever (Nanosensors, PPP-CONT)
drops as soon as the contact is formed (< 5× 102 ) whereas the fundamental flexu-
ral resonance frequency increases, as predicted by elastic beam theory [153]. Time-
averaged variations of the lateral force F and of the flexural resonance frequency f1
were simultaneously recorded in scans parallel to the [100]-symmetry direction. The
measurements have been analyzed by means of the WSxM software [61]. Mechan-
ical excitation of the cantilever at the contact resonance has to be performed in a
careful way. Large excitation amplitudes have to be avoided in order not to deform
the contact zone nonlinearly or in a destructive manner or to modify the conditions
of atomic scale stick-slip. Nevertheless, the excitation must be strong enough to
yield a deflection signal well above the noise within the measurement bandwidth.
These requirements are easily met by the in-house designed UHV AFM [17] and
a PLL-based detection electronics (Nanonis OC4) which can accurately track res-
onance frequency changes across the surface. In addition, the use of sufficiently
small amplitudes avoids distortions of the contact resonance peak [154], also due
to nonlinear effects, which may impede proper tracking of the contact resonance.
The calibration of the oscillating deflection signal is nontrivial. Indeed, if the con-
tact resonance frequency is strongly shifted away from its value out of contact, the
cantilever end is nearly pinned, so that its oscillatory deflection profile considerably
deviates from the commonly assumed quasistatic deflection profile [139, 153]. The
measured time-dependent optical beam deflection is still proportional to the force on
the tip, but the dynamic calibration constant is different from the quasistatic one.
The amplitude of the oscillating force approximately estimated by assuming that
the cantilever end is pinned, as described in the Appendix of Ref. [53], was 0.6 nN,
i.e. much lower than in previous experiments which showed a significant reduction
of friction by applied perpendicular actuation [43, 53]. Compared to the average
static normal force of 2.9 nN and the small adhesion force of −0.9 nN, this small
oscillating force ensures that in the present experiments the tip-sample normal force
can be represented by a linear spring with effective stiffness kcont,norm [153].
The interpretation of the contact frequency data is inspired by previous work on
AFAM and UFM [140, 145], which relates the contact frequency to the normal and
lateral contact stiffnesses. Taking into account that the cantilever is inclined by an
angle α = 15◦ with respect to the sample surface and that the tip is offset from the
cantilever end (Fig. 4.1(a)), the contact stiffness in the normal direction kcont,norm
is determined using the linear model [150]:
kcont,norm
knorm
=
−B±√B2 − 4AC
6A
. (4.1)
The quantities A, B and C in Eq. (4.1) can be expressed in terms of the cantilever
dimensions, the wave number x1 of the lowest flexural mode, and the lateral contact
stiffness kcont,lat:
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Figure 4.1: (a) The linear contact-resonance model used for rectangular cantilever
with length L, width w, thickness t, and tip with height h located at
L1 < L [150]. The remaining distance to the end of the cantilever is L2.
The cantilever is tilted with respect to the sample by an angle α. The
tip is coupled to the sample by linear springs kcont,norm and kcont,lat. The
normal contact stiffness kcont,norm is determined from (b) the flexural
contact resonance frequency f1, whereas the lateral contact stiffness is
determined using either (c) the slope of the sticking part of the lateral
force or (d) the torsional contact resonance frequency t1. The resonance
frequencies are determined from the positions of the corresponding peaks
in measured thermally excited spectra [113].
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A =
(
kcont,lat
kcont,norm
)(
h
L1
)2
(1− cos(xnL1) cosh(xnL1))
×(1 + cos(xnL2) cosh(xnL2)), (4.2)
B = B1 +B2 +B3, (4.3)
C = 2(xnL1)4(1 + cos(xnL) cosh(xnL)), (4.4)
with [155]
B1 =
(
h
L1
)2
(xnL1)3
(
sin2(α) +
kcont,lat
kcont,norm
cos2(α)
)
×[(1 + cos(xnL2) cosh(xnL2))(sin(xnL1) cosh(xnL1)
+ cos(xnL1) sinh(xnL1))− (1− cos(xnL1) cosh(xnL1))
×(sin(xnL2) cosh(xnL2) + cos(xnL2) sinh(xnL2))], (4.5)
B2 = 2
(
h
L1
)
(xnL1)2
[( kcont,lat
kcont,norm
− 1) cos(α) sin(α)]
×[(1 + cos(xnL2) cosh(xnL2)) sin(xnL1) sinh(xnL1)
+(1− cos(xnL1) cosh(xnL1)) sin(xnL2) sinh(xnL2)], (4.6)
B3 = (xnL1)
(
cos2(α) +
kcont,lat
kcont,norm
sin2(α)
)
×[(1 + cos(xnL2) cosh(xnL2))(sin(xnL1) cosh(xnL1)
− cos(xnL1) sinh(xnL1))− (1− cos(xnL1) cosh(xnL1))
×(sin(xnL2) cosh(xnL2)− cos(xnL2) sinh(xnL2))]. (4.7)
The cantilever used in the experiment has a length L = 470 µm, a width w = 45 µm,
and a thickness t = 1.64 µm determined from the free resonance frequency f01 of the
first mode [28]. The tip height is h = 13 µm, and the tip is located at L1 = 445 µm.
Using elastic beam theory, spring constants of knorm = 0.095 N/m for the flexural
and ktors = 59.4 N/m for torsional deflections are estimated [59]. The wave number
x1 is given by
x1L = x01L
√
f1
f01
, (4.8)
where f1 is the resonance frequency of the fundamental normal mode in contact, f01
is the resonance frequency out of contact, and x01L = 1.875 [153].
The stiffness kcont,lat is assumed to be isotropic, as suggested by a recent comparison
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Figure 4.2: Raw data of (a) the flexural contact resonance map and (b) lateral force
map measured simultaneously on NaCl(001). The contact resonance
frequency map is used to calculate the normal contact stiffness kcont,norm.
(c)-(f) Profiles along the indicated scan line show the contact resonance
(blue), the lateral force (black), the calculated contact stiffness (red)
and phase (green), which all exhibit patterns consistent with atomic
scale stick-slip motion. As indicated by the black arrows, the contact
resonance and thus the contact stiffness show a local decrease, indicating
an atomic defect, with no equivalent feature in the lateral force or in
the vertical deflection (not shown). Load = 2.9 nN, normal oscillation
amplitude = 50 pm.
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between computer simulations of atomic scale friction [32] and in-house measure-
ments on alkali halides [53]. This hypothesis allows us to use two different methods
to estimate kcont,lat (see Fig. 4.1). One possibility is to extract kcont,lat from the slope
kexp of the stick segments of the lateral force, taking into account the correction due
to the tip-surface corrugation potential, namely [42]
1
kexp
=
1
keff
(
1 +
1
η
)
, (4.9)
η being the ratio of the lateral ”interaction stiffness” at the bottom of each potential
well where the tip sticks and of the effective stiffness of the cantilever in contact
keff [57, 156]
1
keff
=
1
ktors
+
1
kcont,lat
. (4.10)
The parameter η can be experimentally determined from kexp, the maximum lateral
force Fmax and the lattice constant (0.564 nm for NaCl) [42], as
η =
2piFmax
kexpa
− 1. (4.11)
Eq. (4.11) follows if a cosine corrugation potential is assumed [48, 49], which was
shown to describe well wearless stick-slip friction on alkali halide (001) surfaces at
low loads [42].
Alternatively, kcont,lat can be estimated from the measured torsional resonance of
the cantilever in contact [157]:
kcont,lat
ktors
= − y1L cos(y1L)
sin(y1L1) cos(y1L2)
. (4.12)
The wave number y1 of the first torsional mode is directly related to the torsional
resonance frequencies in contact t1 and out of contact t01 by
y1L =
pi
2
t1
t01
. (4.13)
Note that in contrast to previous work [139, 150, 158] keff is not dominated by the
torsional spring constant of the cantilever, but rather by the lateral contact stiffness,
which is much weaker for the low loads (< 5 nN) used in the present experiments.
From the slope of the stick-slip curve in Fig. 4.1(c) and Eq. (4.9,4.10)a lateral contact
stiffness kcont,lat = 5.55 N/m is estimated. This value differs only by 7 % from the
lateral contact stiffness kcont,lat = 5.18 N/m determined from Eq. (4.12).
Figs. 4.2(a) and (c) show a contact resonance map acquired on NaCl(001) in con-
stant height mode and the corresponding line profile (load = 2.9 nN, force modula-
tion 0.6 nN). The profile of the phase in Fig. 4.2(f) shows that that phase errors are
small during the stick stages, so that the PLL then tracks the frequency changes.
As already mentioned, the average value of the resonance frequency in contact, f1,
is much higher than the resonance frequency f01 = 10.2 kHz of the free cantilever
and is closer to the flexural resonance of the pinned cantilever rather than to the
fundamental resonance out of contact. This is a necessary condition for the appli-
cability of the adopted amplitude calibration procedure. The corresponding lateral
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force map (Fig. 4.2(b)) shows that the AFM tip periodically sticks in a minimum
of the surface potential, until the lateral force becomes high enough to induce a
sudden jump into the next minimum [48]. From the slope of the stick-slip curve
in Fig. 4.2(d) and Eq. (4.9,4.10) a lateral contact stiffness kcont,lat = 1.58 N/m is
estimated. The average value of the normal contact stiffness kcont,norm = 11.44 N/m
determined from Eqs. (4.1-4.7) (see profile in Fig. 4.2(e)) is much higher than the
cantilever spring constant knorm = 0.095 N/m for the normal mode. This reflects
the fact that the cantilever deflection is much stronger than the deformation of the
contact region in the normal direction. The opposite situation is observed in the slid-
ing direction, where the lateral deformation of the contact region prevails over the
cantilever torsion. The value of the lateral contact stiffness is roughly in agreement
with previous measurements [42] on NaCl(001) using loads < 5 nN.
The value of the normal contact stiffness is about a factor of 2− 8 larger than the
lateral contact stiffness. On different materials (epoxy matrix and carbon fibers
[139], WC-C cermet [140], granular Au films [144], polymers [159], metal alloys
[160]) much higher values of the normal contact stiffness have been estimated using
similar techniques on larger scales. This is likely related to the larger contact areas
characterizing these experiments, none of which were performed on the atomic scale.
As revealed by recent atomistic simulations [50,111,149], values of the lateral contact
stiffness can already differ quite strongly from continuum mechanics models for
contact diameters of a few nanometers. Nevertheless, the normal contact stiffness is
rather close to predictions of such simple continuum models. In this case, the value
of the normal contact stiffness kcont,norm = 10.46 N/m can be used to approximately
estimate a small contact diameter of kcont,norm/E∗eff = 0.3 nm (cylinder on flat [34]),
where an effective Young modulus E∗eff = 34.8 GPa was assumed. The effective
Young modulus is given by
1
E∗eff
=
1− ν2NaCl
ENaCl
+
1− ν2Si
ESi
, (4.14)
which takes into account the bulk Young moduli of NaCl (E∗NaCl = 42.7 GPa) and
Si (E∗Si = 189.7 GPa), as well as the Poisson ratios νNaCl = 0.25 and νSi = 0.33 .
This contact diameter is in reasonable agreement with the observed resolution of
atomic scale defects, thus confirming that the normal contact stiffness provides ad-
equate estimate of the average contact size. The variation of the contact resonance
frequency relative to f1 across each unit cell are small (0.2 %), which means that
the contact size is rather constant during the stick stages.
In order to further understand the normal stiffness variation across the unit cell, the
profiles in Figs. 4.2(c) and (d) are compared. The maximum value of the contact
resonance frequency approximately corresponds to the perpendicular alignment of
the tip, where the lateral force is zero. In this situation of minimum lateral stress,
presumably the largest normal contact stiffness kcont,norm is established. As the lat-
eral stress increases, this stiffness is slightly reduced in a non-linear fashion, a result
not expected from continuum mechanics, which clearly demonstrates the nonlinear
but still elastic behavior of these small contacts. Qualitatively, the normal restoring
force on the tip apex is maximal in the configuration with no applied lateral stress.
In contrast, the binding of the nanotip in the stressed case is weaker, and the normal
stiffness is consequently lower, for those configurations which are close to the lateral
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slip instability of the tip. It is important to note that the flexural resonance fre-
quency decreases shortly before each slip event, around which the contact resonance
drops to its initial value but cannot be accurately followed, owing to the finite PLL
response time (> 1 ms). Hence, the contact resonance may be used as an indicator
of a forthcoming slip event. Such a behavior might also be relevant for macro-slip
events, such as earth quakes [161], where early warning systems are still missing. At
present, it is beyond the scope of this paper to make reliable predictions whether
this technique can be extended to larger scales.
The technique of measuring contact resonances using the PLL technique also ap-
pears to be more sensitive to atomic defects than conventional FFM. As shown in
Figs. 4.2(a) and (c) the resonance frequency f1 is reduced at one well-defined loca-
tion on the crystal surface (indicated by black arrows), suggesting the presence of
a vacancy or chemical impurity, perhaps at a subsurface site. Note that the corre-
sponding lateral force map (Fig. 4.2(b)) and vertical deflection image (not shown)
barely reveal specific features at this location.
4.3 KBr film on Cu(111)
The flexural contact resonance technique can be used to detect and determine a
substrate material. However, this works for unknown materials only if there exists
a reference measurement with the same cantilever. Buf if the substrate consisting
of different chemical compositions is known, the contact resonance can readily de-
termine the composition of the substrate, whereas the topography image does not
contain any information about the chemical composition nor does the lateral force
image always show a distict difference between the friction forces measured on dif-
ferent materials. Fig. 4.3 shows a measurement on Cu(111) with evaporated KBr
islands. The island consist of at least a double layer of KBr and also higher island
are observed. The mid part of the contact resonance map consists of bare copper,
which is not covered by KBr. The flexural contact resonance is noticably higher on
copper than on KBr, which manifests in the bright mid part of the measurement,
and makes it possible to identify the different materials by the contatct resonance
frequency. In the topography image, the different materials can not be distinguished
(image not shown), only structure features like the rectangular island allow to sug-
gest the substrate material. The lateral force shows a minor difference of the friction
behaviour on the different materials (see Fig. 4.3(b)). However the determination of
the chemical composition by a lateral force measurement is more difficult because
the difference in friction is less distinct as in the contact resonance frequency.
In principle, the CR-AFM technique is already demonstrated on large scales for the
flexural [139, 140, 142–144, 154, 162] and torsional modes [157, 159, 163]. However,
flexural CR-AFM is now shown for the first time on double layer film, and together
with the results from Section 4.2 gives evidence that it is possible to determine the
chemical composition of structures on the atomic scale.
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Figure 4.3: (a) Raw data of the flexural contact resonance map measured without
actuation and using a load = 3.9 nN. Profiles are taken along the black
line for (b) the friction force, (c) the flexural contact resonance and (d)
the phase. The contact resonance map clearly shows Cu in the mid, and
the evaporated KBr film on the left and right side. The main KBr film
consists of a double layer, but also higher islands are visible on the left
side. (b) While the friction force only slightly increases on Cu(111), as
indicated by the dashed lines, (c) the flexural contact resonance distinctly
increases on Cu. (d) The phase demonstrates that the PLL reasonably
tracks the contact resonance, apart from the right side where it is also
difficult to measure the lateral force. In the contact resonance map
the different substrate materials are readily distinguished, wheras the
difference in lateral force is less pronounced.
4.4 Conclusions
In conclusion, atomic scale friction studies are extended by applying a dynamical
method, where the normal contact frequency is simultaneously tracked by a PLL.
Due to the excellent signal-to-noise ratio of the instrumental setup, small excitation
amplitudes compatible with a linear elastic model of the contact can be used. Varia-
tions of the normal contact frequency are compared with the lateral force variations
during atomic stick-slip events. The normal contact frequency and the deduced
normal contact stiffness reach maximum values when the contact is not stressed in
the lateral direction. A decrease in the normal contact frequency is then followed
by a lateral slip of the contact, which may be used as an indicator for predicting a
forthcoming slip event even in situations where stick-slip motion is no longer peri-
odic. The technique also reveals atomic defects, which are not clearly detected in the
lateral force or in the vertical deflection. Atomic scale contact resonance imaging
is also promising for the study of heterogeneous surfaces on the nanoscale. Besides
nano-structures, subsurface defects might be easier to detect than in conventional
FFM. An application of the PLL technique to torsional resonances would also be of
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great benefit to study material properties on the nanoscale.
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Chapter 5
Torsional Contact Resonance
Atomic Force Microscopy
Jede Lo¨sung eines Problems ist ein neues
Problem.
Johann Wolfgang von Goethe
5.1 Introduction
The frictional forces experienced by a sharp tip sliding on a solid surface are ul-
timately related to the stiffness and the resonance frequencies of the contacting
region. While frequency detection is well-established in non-contact atomic force
microscopy, where atomically resolved images of several crystal surfaces are readily
obtained in ultra-high vacuum (UHV) [132], recent contact resonance atomic force
microscopy (CR-AFM) measurement using the flexural contact resonance frequency
has shown to be capable to detect atomically resolved images of NaCl(001) [84]. In
this Chapter, CR-AFM is applied to the first torsional mode on KBr(001) on the
atomic scale and show that this technique is also sensitive to atomic defects. In
addition, a coupled spring model is derived, which is combined with the Tomlinson
model [32] to be compared to the experiment and to explain the behaviour of the
torsional contact resonance during the slip stages.
5.2 Atomic Scale Experiments on KBr(001)
Cleaved alkali halide crystals are well-known model systems for studying friction on
the atomic scale [42, 45, 151, 152]. The measurements have been performed on an
KBr(001) surface, which exhibits atomic-scale stick-slip up to loads of tens of nN.
The high intrinsic Q factor (> 2× 104 ) for the first torsional mode of the cantilever
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drops as soon as the contact is formed (< 2× 102 ) whereas the fundamental tor-
sional resonance frequency increases slightly. Time-averaged variations of the lateral
force F and of the torsional resonance frequency t1 were simultaneously recorded
in scans parallel to the [100]-symmetry direction. The measurements have been
analyzed by means of the WSxM software [61]. The home built Friction Force Mi-
croscope (FFM) is operated at room temperature, which means that the torsional
contact resonance frequency is thermally actuated. The quality of the resonance
peak is high enough to be tracked by the PLL based detection electronics (Nano-
nis OC4). This is in contrast to the detection of the normal contact resonance [84]
where mechanical excitation using constant amplitude was used to facilitate the nor-
mal contact resonance to be tracked. Exactly the opposite behaviour is observed,
when using mechanical excitation the noise increases and makes it difficult for the
PLL to track the signal. The calibration of the torsional oscillation amplitude is
non-trivial and is not discussed within this Section. However, this is not necessary
because the cantilever is not actuated and the thermal noise amplitude is in the pN
range.
Fig. 5.2(a) and (b) show a torsional contact resonance map acquired on KBr(001)
in constant height mode and the corresponding line profile (Load = 1.1 nN). The
profile of the phase in Fig. 5.2(e) shows that the phase errors are small during the
stick stages, which means that the PLL reasonably tracks the frequency changes.
The corresponding lateral force map (Fig. 5.2(b)) shows that the AFM tip period-
ically sticks in a minimum of the surface potential, until the lateral force becomes
high enough to induce a sudden jump into the next minimum [48]. From the slope
of the stick-slip curve in Fig. 5.2(d) a lateral contact stiffness kcont,lat = 3.80 N/m is
estimated. Alternatively, the lateral contact stiffness can be determined using the
torsional resonance method [157], which gives kcont,lat = 3.47 N/m and deviates 8%
from the lateral contact stiffness estimated by the slope of the stick stages. The value
of the lateral contact stiffness is in agreement with previous measurements [38, 70]
on KBr(001) using loads < 5 nN.
The torsional contact resonance shows to be sensitive to atomic-scale defects, as indi-
cated in Fig. 5.2(a) and (c) by black arrows, suggesting the presence of a vacancy or
chemical impurity. Note that the torsional contact resonance frequency is lowered at
this well defined position, whereas the corresponding lateral force map (Fig. 5.2(b))
and vertical deflection image (not shown) barely reveal specific features at this loca-
tion. The value of the normal contact stiffness kcont,norm = 10.64 N/m can be used to
approximately estimate a small contact radius of kcont,norm/(2Eeff) = 0.16 nm (cylin-
der on flat [34]), where an effective Young modulus Eeff = 33.6 GPa was assumed.
The effective Young modulus is given by
1
Eeff
=
1− ν2KBr
EKBr
+
1− ν2Si
ESi
, (5.1)
which takes into account the bulk Young moduli of KBr (EKBr = 26.8 GPa) and Si
(ESi = 189.7 GPa), as well as the Poisson ratios νKBr = 0.28 and νSi = 0.33 . This
contact radius is in reasonable agreement with the observed resolution of atomic-
scale defects, thus confirming that the normal contact stiffness provides an adequate
estimate of the average contact size.
In order to further understand the torsional contact resonance variation across the
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Figure 5.1: The contact resonance model using two coupled springs is used to explain
the behaviour of the torsional contact resonance frequency around a slip
event. A tip with tip height ht is tilted during the friction measurement
by an angle θT. The position of the tip xT due to the torsion of the
cantilever is then slightly shifted from the cantilever position xC. The
flexible tip apex is spring coupled to the tip motion, which leads to a shift
of the tip apex position xt from the tip position xT. Around this statical
tip apex position xt, the tip apex is oscillating with high frequency (see
text).
unit cell, the profiles in Fig. 5.2(c) and (d) are compared with the calculated profiles
in Fig. 5.3. The calculation was performed using the same spring constant, load
and similar scan velocity as used in the experiment. Because the simulation was
performed at zero temperature, slightly higher lateral forces were obtained. A tip
mass of M = 5.1× 10−11 kg was used to obtain the values for the torsional contact
resonance as in the experiment. In addition, only points where the tip had double or
less of the scan velocity of the cantilever are shown in Fig. 5.3, for clarity and to focus
on the characteristic behaviour of the torsional contact resonance around the slip
position. In the coupled-spring model, the torsional contact resonance approaches
zero at the critical tip position xcrit, and then immediately increases again. In
principle, at xcrit there is no contact resonance anymore. However, in the experiment
the PLL can not track the contact resonance fast enough, which leads to a fast
decrease followed by a fast increase. Hence, around the slip events, the torsional
contact resonances is not good enough to be trusted, as also indicated by a higher
phase error (see Fig. 5.2(e)). The important and characteristic feature is that the
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contact resonance is decreasing before the slip event, which in principle may be used
as an indicator of a forthcoming slip event. Such a behavior might also be relevant for
macro-slip events, such as earthquakes [161], where early warning systems are still
missing. At present, it is beyond the scope of this paper to make reliable predictions
whether this technique can be extended to larger scales.
5.3 Contact Resonance Model
A contact resonance model is developed to explain the behaviour of the torsional
contact resonance around the slip stages. The model is basically a two-spring model
with corrugation, as is illustrated in Fig. 5.1. One spring kT describes the torsion
of the cantilever using a bulk tip mass M , which position xT is then slightly shifted
from the cantilever support xC. The bulk tip is coupled by a second spring kt to the
tip apex which is coupled to the support and leads to a tip apex position xt which
is again different from the bulk tip position xT. In the equilibrium position of the
quasi-static limit, the forces acting on these two springs are
kT(xT − xC) = kt(xt − xT) = ∂U
∂xt
, (5.2)
where U is the interaction potential between the tip apex and the periodic surface.
As a first approximation the potential U has a sinusoidal profile as [42]
U(xt) = −E02 cos
(
2pi
a
xt
)
, (5.3)
where a is the lattice constant (a = 0.660 nm for KBr) and E0 is the amplitude of
the corrugation potential. The amplitude E0 is related to the tip-sample interaction
(and thus to the externally applied load) in the experiment and is assumed to obey
a linear dependence with respect to the load. Combining Eqs. (5.2)and (5.3) and
using the relation for the effective spring constant [156] 1/keff = 1/kT + 1/kt gives
keff(xt − xC) = piE0
a
sin(
2pi
a
xt). (5.4)
The dynamics of the tip apex is described by the Newton equation of motion
mx¨t + γtx˙t + kt(xt − xT) = − ∂U
∂xt
, (5.5)
where mx¨t is the total force, γtx˙t the damping, kt(xt − xT) the restoring force and
∂U/∂xt the force caused by the potential. Eq. (5.5) is coupled by the restoring force
kt(xt − xT) to the equation of motion of the bulk tip
Mx¨T + γTx˙T + kTxT − kt(xt − xT) = 0. (5.6)
When assuming that the system performs only small torsional oscillations, the coor-
dinates xt,T can be split up into a ”slow” quasi-static part xt,T and a ”fast” dynamic
part x˜t,T as xt,T = xt,T + x˜t,T.
In the equations of motions the coordinates are then split up into a quasi-static
and a dynamic part as described above. Since the dynamic part of the tip apex
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Figure 5.2: Raw data of (a) the torsional contact resonance map and (b) lateral
force map measured simultaneously on KBr(001). (c)-(e) Profiles along
the indicated scan line show the contact resonance (red), the lateral
force (black) and phase (blue), which all exhibit patterns consistent with
atomic-scale stick-slip motion. As indicated by black arrows, the tor-
sional contact resonance exhibits a local decrease, indicating an atomic
defect, with no equivalent feature in the lateral force or in the vertical
deflection (not shown). Load = 1.1 nN.
and bulk tip are assumed to behave in a periodic fashion, they can be described
by harmonic oscillations. A Fourier-Transformation is performed where only the
real part is considered of the dynamic motions which leads to Re(xt,T) ∝ xt,Te−iωt.
The quasi-static motions are not considered because they are not harmonic and
consequently their Fourier-Transform do not result in a frequency. The equation of
motion for the tip apex is then described as
[−mω2 − iωtγt + kt]x˜t − ktx˜T = −ηkeff x˜t cos
(
2pi
a
xt
)
(5.7)
and for the bulk tip as
[−Mω2 − iωγT + kT + kt]x˜T = ktx˜t, (5.8)
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using the friction parameter η = 2pi2E0/keffa2 in consistency with literature [42].
Note that the frequency ω =
√
kT/M of the bulk tip oscillations is much lower than
the frequency ωt =
√
kt/m of the tip apex with respect to the fixed cantilever. This
allows to neglect mω2t in Eq. (5.7) which leads to
[−iωγt + kt + ηkeff cos
(
2pi
a
xt
)
]x˜t ≈ ktx˜T. (5.9)
Solving Eq. (5.9) for ktx˜t and substituting into Eq. (5.8) gives
[−Mω2 − iωγT + kT + kt]x˜T
=
ktx˜T
−iωγt
kt
+ 1 +
ηkT
kt + ktT
cos
(
2pi
a
xt
) , (5.10)
The denominator of Eq. (5.10) is expanded to the first order of (ωγt)/kt:
[−Mω2 − iωγT + kT + kt]x˜T = ktx˜T
D − iωγt
kt
=
ktx˜T
D
(
1 + i
ωγt
ktD
)
=
ktx˜T
D
+ i
ωγt
D2
x˜T, (5.11)
where the function D(xT) is defined as
D = 1 +
ηkT
kt + kT
cos
(
2pi
a
xt
)
. (5.12)
Eq. (5.11) is then rewritten as
0 = (−Mω2 − iωγT,eff + kT,eff)x˜T, (5.13)
where the effective spring constant kT,eff of the bulk tip is defined as
kT,eff = kT + kt(1− 1
D
) (5.14)
and the damping coefficient γT,eff is defined as
γT,eff = γT +
γT
D2
. (5.15)
Since the resonance frequency ωT,eff of the bulk tip is related to the effective spring
constant of the contact by ωT,eff =
√
kT,eff/M , the torsional contact resonance can be
determined at each tip position xt. To combine the calculation of the torsional con-
tact resonance with the lateral friction force, a one-dimensional Prandtl-Tomlinson
model [48, 49] at zero temperature is used, which was shown to accurately describe
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Figure 5.3: Calculated (a) torsional contact resonance using the coupled-spring
model and (b) lateral force using the Prandtl-Tomlinson model [32]. The
contact resonance is decreasing shortly before the slip event. Points dur-
ing the fast slip event (> 50 nm/s), where the contact resonance instantly
approaches 0 Hz, are not shown to point out the behaviour of the contact
resonance before a slip event, which is the main message of the coupled
spring calculation.
lateral friction measurements on alkali halides [32]. Hence, the torsional contact
resonance t1 can be calculated in parallel to the friction force F .
5.4 Experiments on Mixed Alkali Halide Crystal
In CR-AFM based on the first flexural mode, active actuation of the cantilever
at the contact resonance frequency enhances the amplitude of the oscillation and
facilitates tracking the resonace frequency by the PLL. In Section 5.2 the CR-AFM
is investigated using the first torsional mode without any mechanical excitation of
the system. Even though the torsional actuation reduces the friction as successfully
demonstrated in Section 3.3, tracking the broad resonance peak is not more facile for
the PLL, as one might expect based on the results of the flexural CR-AFM. Many
experiments have been performed on several alkali halides using torsional actuation.
In gereral the quality of the tracked torsional contact resonance is not enhanced by
the mechanical actuation of the contact. Since the experiments are performed in low
friction regime and together with the reduced friction due to the torsional actuation,
the torsional CR-AFM in this Section are referred to the ultra low friction regime.
Similar to the torsional contact resonance map, the quality of the lateral force map is
typically not improved. However a torsional CR-AFM measurement shall be shown
in this Section, which is of minor quality compared to the experiment in Section 5.2,
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but contains additional information and effects and also exhibits analogies to the
flexural contact reasonance experiments in Chapter 4.
In Fig. 5.4 a torsional CR-AFM experiment on a mixed crystal is shown. The anions
of the NaCl(90 %)Br(10 %) crystal consist of 90 % chloride and 10 % bromide ions.
However, the different anions are not homogenously distributed over the crystal,
which may be caused by the crystallisation process and/or the annealing process of
the sample preparation which may have an influence on the migration of the bromide
ions, i.e. the ratio of chloride to bromide is noticably below 9 : 1. The adhesion force
of 0.7 nN is relatively small and indicates that the tip apex is in good condition
and the phase is within ±5◦ showing that the PLL reasonably tracks the contact
resonance frequency, except during the slip events where the phase error is increased
(see Fig. 5.4(e)). The amplitude is controlled to a fix arbitrary value, and in contrast
to the flexural oscillation amplitude, there exists no amplitude calibration for the
torsional oscillation in contact mode. The arbitrary amplitude is reasonably con-
trolled apart from the slip events, around which the measured amplitude is decreased
because the PLL hardly tracks the correct resonance frequency. Interestingly the ex-
citation is increasing not only at the slip event, where the phase error increases and
the measured amplitude decreases, but exhibits a broadened peak. The result that
the excitation is increased around the slip event is well reproduced and indicates that
more energy is required to maintain the constant amplitude, i.e. the energy mostly
dissipates during the slip event. In principle, the result that the energy dissipates
mainly during the slip stage in the atomic scale stick-slip process, is known. But
this experiment illustrates this phenomenon from the perspective of a damped oscil-
lator sliding on an atomically corrugated surface potential. Even though the energy
dissipation is not yet quantitatively analysed, i.e. to determine the energy loss per
oscillation cycle, this result support the atomic scale stick-slip investigations from
Chapter 3 and gives a direct and new evidence that the energy dissipates mostly in
the slip event and not in the sticking phase.
The mixed crystal provides the possibilty to analyse the torsional contact resonance
as a function of the different chemical elements, which also differ in size and in prin-
ciple also in the resonance frequency. The basic requirement is that the tip apex is
sufficiently small to be able to differentiate between the chloride and bromide ions.
Since the contact diameter is typically in the order of a few atoms of even larger,
the contact resonance and lateral force map are consequently influenced by neigh-
boring atoms. However, a general tendency is observed concerning the torsional
contact resonance during the sticking phase, during which the resonance frequency
is reaching its maximum values. On larger atom sites, which are likely attributed to
the bromide ions, the torsional contact resonance is slightly increased compared to
the smaller atom sites that are referred to the chloride ions. The deviation in the
resonance frequency is relatively small (in the order of ≈ 25 Hz), but the tendency at
least is observed. These qualitative results may be supported by further experiments
using extremely sharp tips giving a more detailed and quantitative analysis.
5.5 Conclusions
In conclusion, the atomic-scale CR-AFM method is extended to the torsional mode,
which was recently shown for the first flexural mode. The PLL was able to track
84
Figure 5.4: Raw data of (a) the torsional contact resonance map and (b) lateral force
map measured simultaneously on NaCl(90 %)Br(10 %). (c)-(g) Profiles
along the indicated scan line show the contact resonance (red), lateral
force (black), phase (blue), amplitude (green) and excitation (orange),
which all exhibit patterns consistent with atomic-scale stick-slip motion.
The measurement was performed using torsional actuation in constant
amplitude mode using a load = −0.6 nN (attractive regime). Both,
the torsional contact resonance and lateral force maps indicate atoms
with different dimensions and the torsional contact resonance is slightly
increased on atom sites with bigger dimensions, that are most probably
referred to the bromide ions.
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the thermally excited torsional contact resonance, i.e. without any mechanical exci-
tation. Experiments using mechanical actuation for the first torsional mode result
in minor quality of both, the torsional contact resonance and lateral force signal.
The torsional contact frequency reaches maximum values around positions where
the tip is perpendicular to the surface. When the tip is tilted the torsional contact
frequency is decreasing up to the slip stage, around which it reaches a minimum.
The behaviour of this resonance frequency drop before a slip event is explained using
a coupled spring model combined with the Prandtl-Tomlinson model, which are in
agreement with the experimental data. The fact, that the torsional contact reso-
nance is followed by a slip event may also be used as an indicator to predict a forth-
coming slip event, even in situations where stick-slip motion is no longer periodic. In
addition, the torsional CR-AFM also appears to be sensitive to atomic-scale defects,
whereas the simultaneously detected lateral force barely revealed any feature. The
torsional CR-AFM technique is promising to study nanostructures, heterogeneous
surfaces and maybe also subsurface structures. The integration of a PLL into con-
ventional FFM makes it possible to upgrade any FFM to CR-AFM, which allows
to analyse material properties down to the nanoscale in parallel. The application of
torsional CR-AFM to more complex systems than single crystals would be of great
benefit to emphasise not only the potential but also the limits of AFM.
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Chapter 6
Angular Dependence of Static
and Kinetic Friction
Ich behaupte aber, dass in jeder besonderen
Naturlehre nur so viel eigentlich Wissenschaft
angetroffen werden ko¨nne, als darin Mathematik
anzutreffen ist.
Immanuel Kant
6.1 Introduction
A dependence of friction on the sliding direction (friction anisotropy) has been ex-
perimentally established even on high symmetry crystal surfaces. In a pioneering
study with a scratch apparatus, Bowden and co-workers reported a significantly
higher friction along 〈100〉 directions on diamond, MgO, and LiF compared to 〈110〉
directions, which was attributed to enhanced surface damage along the former high-
symmetry directions [164]. A similar trend was observed more recently by friction
force microscopy (FFM) on the (001) cleavage surface of several alkali halide crystals,
and attributed to the enhanced corrugation of the tip-surface interaction potential
along 〈100〉 directions [151, 165]. A sinusoidal dependence of friction on the sliding
angle was revealed in early investigations on diamond [166]. On the hexagonal cleav-
age plane of highly oriented pyrolitic graphite (HOPG), a remarkable suppression of
friction (often called superlubricity) sometimes observed if the sample was rotated
away from directions differing by 60◦ was attributed to the sliding of a graphite
flake attached to the probing tip and incommensurately oriented with respect to the
sample [37]. It is important to distinguish such effects which depend on this misfit
angle from the dependence on the sliding or scan angle ϕ with respect to a particular
high-symmetry axis on the sample surface. Special anisotropy effects reported on
less symmetric samples with specific preferred directions are not considered here.
Only a few theoretical simulations, mostly based on the two-dimensional Prandtl-
Tomlinson (2D-PT) model [48, 49] or the Frenkel-Kontorova-Tomlinson (2D-FKT)
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model recently reviewed by Braun [167], have dealt with friction in particular off-
symmetry directions [56,68] or with friction anisotropy [66,168]. In the former model
the tip is represented by a single particle, whereas in the latter a flake picked up
by the tip, or the sliding counterpiece, is represented by a periodic array of par-
ticles connected by lateral springs. In both models the particle(s) interact with a
2D sinusoidal potential representing the sample surface, and are connected by sep-
arate spring(s) to a support which is scanned at a constant velocity v parallel to
the surface. The PT model is recovered in the absence of the lateral springs or in
the limit of hard ones for matching sample and flake lattices (zero misfit). Broad
maxima of the average lateral force in the scan direction (kinetic friction) around
angles corresponding to 〈100〉 directions on (001) cleavage surfaces of rocksalt-type
crystals and cusp-like minima along 〈110〉 directions were found in the latter limit for
square lattices [66]. For the force required to initiate sliding (static friction), how-
ever, cusp-like maxima and broad minima were found along the above-mentioned
directions in an equivalent 2D-FK model (zero misfit, lateral force directly applied to
the support) [169]. For finite misfit angles, friction, both kinetic and static, becomes
much lower, as expected from canceling contributions from particles trapped at var-
ious positions in different minima of the corrugation potential, especially for misfits
approaching incommensurability [66]. A similar behavior of the computed kinetic
friction between a rigid flake and a corrugated surface potential, both having the
graphene structure, was obtained by Verhoeven et al. [168], except that the sharp
maxima around zero misfit angles differing by 60◦ had a angular finite width equal
to the flake diameter in units of the lattice constant. For zero misfit they found
a dependence of the kinetic friction on scan angle with broad maxima along direc-
tions of maximum corrugation and with sharper minima along symmetry directions
halfway in between. They could thus interpret the experimental results from the
same group on HOPG [37,73].
These pioneering experiments were conducted with a complex dedicated instrument
designed to independently detect force components acting on the tip in three or-
thogonal directions. In conventional FFM setups, however, only the torsional and
flexural deflections of the cantilever with a tip at its end are monitored. Whereas
torsion is caused by the lateral force component perpendicular to the cantilever
axis, flexure is due to the component perpendicular to the scanned surface, as well
as to the bending moment exerted by the lateral component parallel to the can-
tilever axis [59]. This third component typically dominates the flexural deflection in
FFM measurements on atomically flat surfaces for applied normal loads of tens of
nanonewtons, and thus distorts the ”apparent topography” [170]. Such observations
motivated Fujisawa and coworkers [47, 105] to reconstruct the 2D trajectory of the
tip apex from lattice-resolved FFM measurements of both deflections.
The goal, however, is to understand the 2D motion of a sharp tip as a function of scan
angle at normal forces in the nanonewton range, by focusing on the (001) surface of
alkali halide crystals where atomic-scale contacts can be realized [42, 113]. Results
can then be quantitatively compared to computations based on the PT model as-
suming zero misfit, without [42] or with [32, 171] thermal effects included. Because
the interpretation of the flexural signal becomes ambiguous at low normal forces,
the dependence of friction on scan angle is most reliably studied via the torsional
deflection while scanning perpendicular to the cantilever axis and incorporating a
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rotatable sample holder in a conventional FFM setup. Having such measurements
in mind, for the first time analytical formulas are derived describing the angular de-
pendence of static and kinetic friction in the case of an atomically sharp tip slowly
pulled by an elastic spring across a surface lattice with square symmetry whose cor-
rugation is represented by its lowest 2D Fourier component [172].
The predicted dependencies exhibit the above-mentioned features computed using
2D-FKT models for zero misfit [66,169] and are interpreted in terms of the 2D mo-
tion of the tip apex, as revealed by numerical simulations. In particular, the origin
of the cusps at the maxima of the static friction and the minima of the kinetic fric-
tion is clarified. Moreover, the offset between the first scan line and the potential
minimum in the unit cell where it is started is shown to cause a spread of possible
static friction values, although it has no effect on the kinetic friction. The determi-
nation of the corrugation amplitude is also reexamined, which was introduced earlier
on the basis of a comparison of lateral force profiles with 1D simulations [42]. The
predicted 〈100〉 / 〈110〉 ratio agrees well with those measured on the (001) surface
of alkali halides with similar cation and anion radii [151, 165]. Finally, the present
model is proposed to provide a useful benchmark to detect deviations in friction
anisotropy due to hitherto neglected higher components of the lateral tip-sample
interaction potential.
6.2 Numerical and Analytical Calculations
As in previous simulations of FFM on alkali halide (001) surfaces, which considered
scans in high-symmetry directions [107, 108, 112], the motion of the sharp FFM tip
is described within the 2D-PT model. The system is represented by a point mass m
elastically coupled to a rigid support by a spring of stiffness k. Comparisons between
dry friction experiments in ultrahigh vacuum and numerical simulations on alkali
halide surfaces have shown that for normal forces in the wearless nanonewton range,
the spring constant k is dominated by the lateral stiffness of the contact region
rather than by the torsion of the cantilever [42,113] and is essentially isotropic [32].
Furthermore, the nearly constant and low value of k ∼ 1− 2 N/m indicated that
the contact is of atomic size. The elastic potential experienced by the FFM tip is
expressed as
Vel(x, y; t) =
k
2
[
(x− x0 − vxt)2 + (y − y0 − vyt)2
]
, (6.1)
where (x, y) are the coordinates of the tip apex, (x0, y0) those of the support at time
t = 0, and (vx, vy) the components of the scan velocity along the x and y axes. The
scan direction is defined by the polar angle ϕ = arctan(vy/vx). The total potential
experienced by the tip apex,
Vtot(x, y; t) = Vint(x, y) + Vel(x, y; t), (6.2)
involves in addition the tip-sample interaction potential Vint which, for simplicity, is
limited to its first 2D Fourier component compatible with square symmetry
Vint(x, y) = −E02
(
cos
2pix
a
+ cos
2piy
a
)
. (6.3)
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Figure 6.1: 1.0 × 1.0 nm2 Contour plots of the tip-surface interaction Vint on
NaCl(001). The dashed lines indicate the scan line (support path), as-
suming an initial vertical offset of 0.1 nm from the minimum at the origin.
The shaded areas denote the stability domains of the tip motion. Inside
those areas the computed tip trajectories (thick blue points) essentially
coincide with the loci where forces balance in the quasistatic limit (con-
tinuous red curve) . Thin blue lines connect the initial and final tip
positions in the course of slips between adjacent domains, whereas black
arrows point towards the corresponding support positions. Scan lines
and trajectories are shown for η = 5 (a-c) and η = 1.5 (d-f), for ϕ = 0◦
(left), which corresponds to the [110] direction, ϕ = −22.5◦ (center) and
ϕ = −45◦ (right), which corresponds to the [100] direction.
The total potential is then separable, i.e. x and y become decoupled. The quantity
E0 is the load-dependent corrugation of the tip-surface potential. The strength of
the interaction energy Vint relative to the elastic energy Vel stored in the spring is
quantified by the parameter η = 2pi2E0/ka2. This parameter was used in previous
1D treatments to define the transition from atomic stick-slip (η > 1) to a superlubric
(η < 1) regime of motion [42,82]. In view of the lattice periodicity, the offset (x0, y0)
can be chosen to lie within the unit cell in which the first scan line is started. Indeed,
in a real FFM experiment the corrugation of Vint switches on as the tip first comes
into contact with the sample at a preset (x0, y0) support position.
Neglecting thermal effects, the tip motion is described by Newton’s equation
m
d2r
dt2
+mΓ
dr
dt
+∇Vtot = 0, (6.4)
where r ≡ (x, y) and Γ is the damping rate. Since alkali halides have been extensively
studied by FFM [42,113,151,165], the (001) surface of rocksalt is chosen as a model
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Figure 6.2: Top: Computed dependence of the lateral force exerted by the spring
for η = 5 projected on the scan direction for ϕ = −22.5◦ starting at
x0 = y0 = 0 . Bottom: Corresponding force components versus support
displacement (for the chosen direction Fy is negative, so that −Fy is
plotted together with Fx). Because the assumed interaction potential
is separable, both components exhibit periodic stick-slip patterns only
differing by horizontal stretches proportional to the velocity components
vx, vy.
system for testing the predictions. The unit cell of NaCl contains two different ionic
species, but only a pattern showing the lattice periodicity is usually imaged in FFM.
Note that the [100] and [010] directions are rotated by ∓45◦ with respect to the x
and y axes and that the usual lattice constant (a1 = 0.564 nm) corresponds
√
2a in
this notation. For comparison with the analytic results valid in the limit of vanish-
ing temperature T and scan velocity, numerical simulations were performed using
the velocity Verlet algorithm [65] adapted to include the damping term in Eq. (6.4)
using a time step ∆t = 10−7 s and the parameters: k = 2 N/m, v = 25 nm/s,
Γ = 2.8 × 106 s−1, m = 10−12 kg [32]. This choice enables efficient computations
on a PC while allowing an adequate sampling of the fast tip motion during slips.
Moreover, the damping is close to critical damping, which ensures that all slips oc-
cur between adjacent unit cells [32]. Most numerical results illustrated here refer to
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E0 = 0.5 eV; the parameter η is then close to 5 , in accordance with FFM measure-
ments with well-developed stick-slip friction without wear on NaCl(001) [42]. A few
Langevin simulations were also performed at room temperature in order to comple-
ment the previous study of 2D effects [32] which was restricted to scans parallel to
[100].
Fig. 6.1 illustrates portions of computed tip trajectories corresponding to three scan
directions for η = 5 (a-c) and η = 1.5 (d-f) and a given finite initial offset. Starting
from the corresponding equilibrium position in the closest-lying minimum of the
interaction potential Vint, the tip slowly moves along a continuous trajectory until
it reaches the boundary of the surrounding stability domain, then suddenly slips
into an adjacent minimum. The lateral force Fc exerted by the spring just before
a particular slip is proportional to the corresponding vector depicted as a black ar-
row in Fig. 6.1. While slipping, the tip avoids the maxima of the potential Vint.
This leads to a distinct zig-zag trajectory, except along 〈110〉 directions, as shown
in Fig. 6.1(a). This zig-zag behavior, which is characteristic of 2D friction, was
first inferred by Fujisawa et al. from lattice-resolved FFM measurements, most of
which were performed along [100] and [010] directions [47,105] on the basal plane of
hexagonal crystals (mica, graphite, MoS2). The simple model which they proposed
(tip stick points at the centers of adjacent unit cells) appeared to explain their re-
sults, but later the same group recognized that the 2D-PT model [112,173]provided
a better description of their observations [60]. In the simulations, as a consequence
of the separability of Vtot(x, y; t), the tip trajectory is straight in 〈110〉 directions,
but coincides with the scan line only if the offset y0 vanishes. For arbitrary scan
directions ϕ between ±45◦, as shown in Fig. 6.1(b), successive slips along x are
interrupted by y slips towards the support path once a certain transverse force is
reached. For higher η, y slips merely succeed in maintaining the tip trajectory at a
certain average distance from the scan line. This deviation changes sign when the
scan direction is reversed. Indeed, between slips during the backward scan, the tip
sticks on segments of the quasistatic equilibrium part of the red curve on the other
side of the scan line. This causes a hysteresis loop in space, besides the well-known
hysteresis in the lateral force, which leads to energy dissipation, i.e. net average fric-
tion. Note that the back-bending parts of the red curve lie outside stability domains
and are therefore inaccessible. For scans parallel to a symmetry direction, no back
bends occur, and backward scan tip trajectories are mirror images of forward ones
with respect to the perpendicular symmetry axis. For scans along 〈100〉 directions,
as illustrated in Fig. 6.1(c), and noticed by others [47,107,112], each x slip is followed
by a y slip of the same magnitude. For smaller values of η > 1, the overall behavior
is similar, but the stability domains are larger, so that the slips become shorter, as
illustrated in Figs. 6.1(d-f), and the tip trajectory deviates less from the scan line.
The force measured in conventional FFM is given by the projection of the force
F = (Fx, Fy) along the scan direction:
Fscan = Fx cosϕ+ Fy sinϕ. (6.5)
This quantity is plotted in the top half of Fig. 6.2 for a scan oriented as in Fig. 6.1(b)
but with zero initial offset, i.e. starting from a potential minimum. The profile of
Fscan is aperiodic, but the individual components Fx,y exhibit similar sawtooth pat-
terns with periods avx/v, avy/v, respectively. Each jump in Fscan coincides with a
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jump in Fx or Fy at the location of the support where an x or y slip occurs. The
long-time averages 〈Fx〉 and | 〈Fy〉 | are therefore equal and the angular dependence
of 〈Fscan〉 (the kinetic friction defined as the average friction force along the scan di-
rection) solely arises from the explicit ϕ-dependence in Eq. (6.5). The critical value
of Fscan corresponding to the position of the first slip defines the static friction Fstat
for a particular initial offset. For the assumed η = 5 , this value is slightly below
the first maximum of Fscan but, as shown below, the deviation becomes appreciable
if η → 1 .
For scans between 〈110〉 and 〈100〉 directions, the values of Fscan at the positions of
the following slips define static friction values for different offsets, as can be seen in
Fig. 6.1(e). Indeed, points on scan line segments within successively traversed unit
cells may be considered as possible offsets for scans started there. However, as seen
in Fig. 6.1(b), already for η = 5 the tip can stick in side minima centered in unit
cells which are not traversed by the scan line. According to the physically moti-
vated definition of possible offsets, such metastable locations cannot be considered
as commonly realized starting tip positions. A unique offset in each traversed cell
can nevertheless be specified as the location where Fscan = 0. Such locations along
the scan line can be found by extrapolating each preceding stick segment down to
0 as approximately indicated by the dotted straight line in Fig. 6.2. For a general
scan direction vy/vx = tanϕ is an irrational number, and all possible offset values
are therefore sampled along an infinitely long scan line. In the simulations, a suf-
ficiently dense discrete sampling is achieved by scanning over several hundred unit
cells. For scan angles approaching 〈110〉 or 〈100〉 directions, parallel to which the
tip trajectories and force variations become periodic, such a dense sampling would
require extremely long scans, however.
The preceding discussion implies that 〈Fscan〉 is independent of any initial offset,
whereas Fstat is not, hence covers a finite range, except for scans along 〈110〉 for
which Fscan = Fx, as illustrated in Fig. 6.3. Together with the analytic expressions
derived below these conclusions constitute the two main results of this Chapter.
The curves describing the tip trajectories (Fig. 6.1) and the angle dependence of
kinetic and static friction (Fig. 6.3) can be analytically determined. If the scan
velocity is sufficiently small (quasistatic limit) the tip stays in a slowly evolving lo-
cal minimum of the potential Vtot during each stick stage, but rapidly slips to an
adjacent minimum whenever the local equilibrium becomes marginally stable [48,49].
For the assumed separable potential, the necessary condition for a minimum,∇Vtot =
0 as a function of the support displacement vt leads to decoupled equations for x
and y components, namely
Fx = x0 + vxt− x = η sinx
Fy = y0 + vyt− y = η sin y. (6.6)
In Eq. (6.6) and the following ones reduced units are adopted such that every length
must be multiplied by a/(2pi) and every force by ka/(2pi). Eliminating t one obtains
an analytical expression for the locus of points where the elastic and interaction
forces balance, i.e.
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y − y0 + η sin y
x− x0 + η sinx =
vy
vx
≡ tanϕ, (6.7)
which generalizes to arbitrary offsets the expression used earlier [32]. Those loci are
plotted as continuous red curves in Fig. 6.1, whereby only the branch lying near the
support path is accessible if the tip dynamics is overdamped or critically damped,
as assumed here. The tip equilibrium is stable if the conditions λ1,2 > 0 are sat-
isfied, λ1,2 being the eigenvalues of the Hessian matrix H = ∂2Vtot/∂xi∂xj, as first
emphasized by Gyalog et al. [68]. For the separable potential the stability domains
form an infinite array of square areas defined by the relations cosx > −1 /η and
cos y > −1 /η. These areas surround minima of the potential Vint(x, y), but merge
together and cover the entire x-y plane when η ≤ 1 . When this transition to su-
perlubricity occurs, the above-mentioned locus no longer exhibits back bends and
coincides with a unique and reversible tip trajectory which wiggles slightly around
the scan line, as suggested by the apparent changes between Figs. 6.1 (a-c) and (d-f).
Taking the time derivative of Eq. (6.6), one notices that in the quasistatic approxi-
mation the tip velocity is given by
x˙ = vx/(1 + η cosx)
y˙ = vy/(1 + η cos y) (6.8)
so that its x component appears to diverge when x reaches the stability boundary
xc = arccos(−1/η), and similarly for y. The quasistatic hypothesis must therefore
break down before either boundary is reached. Numerical and analytical computa-
tions in the 1D case have shown that at low scan speed v the tip velocity actually
exhibits a peak beyond xc, which sharpens and moves towards xc as v → 0 [107,114].
Thus, one can assume that the tip velocity component perpendicular to the stability
boundary is much higher than v. As illustrated in Fig. 6.1 by the thin blue lines,
the numerical simulations indeed show that the direction of tip motion remains es-
sentially unchanged during slips. If η > 1 the tip trajectory therefore consists of
continuous segments (thick blue points) essentially coinciding with the red curve in-
side stability domains and of straight segments (thin blue lines) during slips between
adjacent domains.
The dependence of the kinetic friction on the scan angle follows from the earlier
discussion of Fig. 6.2. For symmetry reasons only the range −45◦ < ϕ < 45◦ needs
to be considered. Due to the absence of cross terms in the equations for Fx and Fy,
their long-time average magnitudes are the same and equal to the average in 1D,
i.e. 〈Fx〉 =| 〈Fy〉 |= g(η), where the function g(η) has previously been computed
assuming slips between adjacent stability domains [42]. It can also be approximated
by rather accurate asymptotic expansions for small η−1 or 1/η first derived by
Helman et al. [174]. Thus, the average force acting on the tip apex is always oriented
at an angle of ϕ = 45◦ with respect to the x axis. The kinetic friction measured in
FFM is obtained by projecting this force along the scan direction:
Fkin = g(η)(cosϕ+ | sinϕ |). (6.9)
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Figure 6.3: Angular dependence of the kinetic friction force 〈F 〉 (black dots) and
of the static friction force Fstat (red rectangles) for a scan starting at
a minimum of the potential Vint corresponding to FFM measurements
on NaCl(001) for η = 5 . The points obtained from simulations are in
good agreement with analytic expression plotted as continuous lines. For
finite initial offset, Fstat ranges between the red triangles pointing up and
down which correspond to calculated minimum and maximum values.
This expression clearly exhibits a cusp at ϕ = 0 and, as shown by the continuous
black curve in Fig. 6.3, agrees well with points obtained from the simulations. Phys-
ically the cusp arises because the tip trajectory suddenly flips to the other side of
the support path when ϕ changes sign.
Next, expressions are derived for the static friction. For −45◦ < ϕ < 45◦ the
first force jump occurs along the x direction when x = arccos(−1/η). Since the
first Eq. (6.6) is also satisfied, this jump occurs at the critical time tcx such that
x0 + vxtcx = xcs(η),
xcs(η) =
√
η2 − 1 + arccos (−1/η) (6.10)
being the x-coordinate of the support when x = xc. The x component of the
elastic force acting on the tip is then Fcx =
√
η2 − 1, as in the 1D case [67]. The
corresponding y coordinate of the tip satisfies the second Eq. (6.6), which becomes
Fcy = η sin yc = y0 + vytcx − yc. (6.11)
Substituting the expression for tcx into Eq. (6.11) one obtains a relation which
implicitly defines Fcy as a function of the scan angle and the initial offset x0, y0.
A simple expression is obtained in the limit η  1 : then xcs(η) ' η, so that
Fcy ' η tanϕ, whereas Fcx ' η. In this limit, Eq. (6.5) leads to
Fstat = η
√
1 + tan2 ϕ = η/ cosϕ, (6.12)
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Figure 6.4: Numerically calculated maps for force components (a) parallel and (b)
perpendicular to the [100] scan direction when η = 5 . Profiles (c,d)
are taken along the scan lines marked (c,d) in map (a) and show that
the subsidiary maximum, which appears in general scan lines like (d),
disappears for scan lines like (c) which go over corners of the unit cells.
independent of the offset. Although Eq. (6.12) was derived assuming that η  1 , it
is in excellent agreement with the values obtained from the simulations performed
for η = 5 if the initial offset is zero. This is shown by the continuous line (red)
passing through the squares shown in Fig. 6.3. However, finite offsets lead to a
significant spread of realizable Fstat values. The maximum and minimum values as
a function of ϕ derived below are indicated by the triangles pointing up and down,
respectively. When η →∞ the two limit curves ”coalesce” onto the curve described
by Eq. (6.12). However, the spread shrinks ∼ 1 /η, so that the convergence is quite
slow. Eq. (6.12) was stated without proof by Wang et al. [169] and shown to agree
with their numerical simulations for a 2D-FK model in the particular case of zero
misfit between two identical square arrays. This is not surprising for two reasons:
(i) those simulations were performed by directly applying a force to the top array,
(ii) before Fstat is reached, the lateral springs connecting the particles trapped in
adjacent unit cells are not stretched for zero misfit, so that Fstat depends only on
E0 and ϕ.
Analytic expressions for the limiting values Fmax and Fmin of Fstat can be derived
by substituting the appropriate values Fcx and Fcy into Eq. (6.5), which becomes
Fstat =
√
η2 − 1 cosϕ+ η sin yc sinϕ (6.13)
where, according to Eq. (6.11), yc satisfies
η sin yc + yc = y0 + (xcs − x0) tanϕ. (6.14)
The scan line being specified by
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ys = y0 + (xs − x0) tanϕ, (6.15)
x0 and y0 can be replaced by suitable values along the scan line in any traversed
unit cell, as stated at the end of the preceding section.
When the support crosses the stability boundary at xcs, the force Fcy cannot exceed
η. This may occur if yc = pi/2. Since the right-hand side of Eq. (6.14) increases
with y0 and decreases with x0, this will happen provided that
tanϕ >
η − pi/2
xcs + pi
, (6.16)
This inequality becomes an equality if in addition y0 = −x0 = pi, i.e. if the scan
starts at the left corner of a unit cell in Fig. 6.1. This occurs when ϕ = 19.26◦ for
η = 5 , and for ϕ→ 45◦ if η →∞. If condition (6.16) is satisfied
Fmax =
√
η2 − 1 cosϕ+ η sinϕ, (6.17)
which corresponds to the empty triangles pointing down in Fig. 6.3. For smaller
angles the maximum value of Fstat is reached when y0 = −x0 → pi and Fmax is given
by Eq. (6.13) together with Eq. (6.14) which becomes
η sin yc + yc = pi + (xcs + pi) tanϕ. (6.18)
The corresponding Fmax values are plotted as full triangles pointing down in Fig. 6.3.
On the other hand, the force Fcy cannot be less than −η. This may occur if yc =
−pi/2 . By analogy with the preceding discussion, this will happen provided that
tanϕ <
−η + pi/2
xcs − pi . (6.19)
If the condition (6.19) is satisfied,
Fmin =
√
η2 − 1 cosϕ− η sinϕ. (6.20)
Otherwise, the minimum value is reached when x0 = −y0 → pi, i.e. if the scan starts
at the right corner of a unit cell in Fig. 6.1. Fmin is then given by Eq. (6.13) together
with
η sin yc + yc = −pi + (xcs − pi) tanϕ. (6.21)
For η = 5 , condition (6.19) cannot be satisfied, and the Fmin values corresponding
to Eq. (6.21) are plotted as full triangles pointing up in Fig. 6.3.
At first sight it is surprising that Fmax coincides with the zero offset value of Fstat
for ϕ → ±45◦, i.e. for scans along the equivalent 〈100〉 and 〈010〉 directions. This
happens because those directions are singular in several respects. As illustrated
in Fig. 6.4, jumps in the lateral force components (a) parallel and (b) orthogonal
to the [100] direction generate maps which reflect the underlying surface lattice.
Only the parallel component F100 is detected in conventional FFM, and the map in
Fig. 6.4(a) resembles lattice-resolved maps recorded on flat (001) terraces of alkali
halides [42,47,113], apart from streaks near the cell boundaries attributed to instru-
mental noise and thermally activated stochastic jumps. The profile of F100 along
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scan line (c) which passes right over minima and maxima of Vint shown in Fig. 6.4(c)
exhibits a simple sawtooth pattern with the period of the standard lattice constant
a1 =
√
2a. The F100 peaks of strength
√
2η are close to Fmax for ϕ = ±45◦ in
Fig. 6.3, as expected for η = 5 , but there is no indication of Fmin, although the scan
line also passes over the left and right corners of the traversed unit cells. However,
as first noticed by Ho¨lscher et al. on NaF(001) [112], another peak appears in F100
[Fig. 6.4(d)] along all scan lines with a finite offset y010 precisely where they cross
the cell boundaries on the right. This peak disappears as y010 → 0, but becomes
as high as first peak when y010 = pi/2, i.e. halfway between scan lines passing over
minima and maxima, thus producing a sawtooth pattern with period a1/2. The
evolution of the F100 profile is intimately related to subtle changes in zig-zag tip
trajectories like that in Fig. 6.1(c). The ”stick times” in the cells centered further
form the scan line gradually increase until they become equal to those in the other
traversed cells for y010 = pi/2 [33,112]. If 0 < y010 < −pi/2, the zig-zag pattern flips
to the other side of the y010 = 0 scan line, and this discrete change is responsible for
the finite slope of Fstat as ϕ→ ±45◦ in Fig. 6.3.
At this juncture it is appropriate to re-examine the measurements of Fujisawa et
al. in the light of subsequent simulations and insights gained in the meantime.
Their data on NaF(001), especially those discussed in their review [47], are partic-
ularly interesting because they were intentionally recorded using normal forces in
the nanonewton range in order to realize an atomic-sized contact. At first sight, it
seems gratifying that the magnitude of the observed jumps in the measured deflec-
tion signals agrees so well with predictions from their simple ”stick-point” model.
This is, however, a consequence of the calibration procedure (illustrated in Fig. 4
of their review) and of the essentially linear dependence of the measured Fscan in
the stick stages. In this case, kexp ≈ k in this notation, so that, e.g., for a zero
offset scan along [100], the jump in the deflection signal which accompanies a slip
to an adjacent unit cell must be close to the change in the same signal induced by
a lateral displacement of the support by one lattice constant. The magnitude of
F100 is, however, seriously overestimated, if one assumes as Fujisawa et al., that k
is determined by the lateral stiffness of the cantilever rather than by that of the
contact, which is typically smaller at low normal forces. This became apparent only
much later [42].
Additional simulations including thermal fluctuations show that the singularities of
zero-offset [100] scans become smeared at RT. Physically this happens because the
tip trajectories then consist of noisy stick stages interrupted by x and y slips which
occur on both sides of the scan line such that the corresponding average proportions
gradually change from 1 : 1 to 1 : 0 as the offset is increased along [010].
The [100]-directed zero-offset scans described above are also of particular interest
because the corresponding F100 profile versus the support displacement vt exhibits
the strongest variation, i.e. the largest signal-to-noise ratio. They have therefore
been used to determine the parameters E0 and k from the measured maximum
value Fmax100 and from the slope kexp of the stick segments [42]. However, this iden-
tification assumed that the 1D-PT model can be applied to analyze such scans [42].
The connection between the 1D and 2D-PT models can be made explicit by ex-
pressing the interaction potential in terms of the coordinates x1 = (x+ y)/
√
2 and
y1 = (x− y)/
√
2 along the [100] and [010] principal symmetry axes. Recalling that
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a1 = a
√
2, one finds
Vint = −E0 cos
(
2pix1
a1
)
cos
(
2piy1
a1
)
. (6.22)
In previous publications which addressed different aspects of the 2D model [32,33],
the factor in front of Eq. (6.22) was instead defined as E0/2. In order to avoid
confusion this former E0 is henceforth denoted as E0,old. For the scans in question
y1 = 0, so that
Vint = −E0,old2 cos
(
2pix1
a1
)
, (6.23)
just as in the 1D model.
Note that because E0,old/a21 = E0/a
2, the parameter η is the same in both models.
Switching back to real units, in the 1D model [42]
Fmax100 = piE0,old/a1 =
(
ka1
2pi
)
η, (6.24)
kexp =
kη
1 + η
. (6.25)
In the 2D model, Eqs. (6.5) and (6.6) imply that for the ϕ = −45◦ zero offset scan
y = −x, and
F100 =
Fx − Fy√
2
=
k√
2
η
1 + η
2vxt =
η
1 + η
kvt (6.26)
for small vt, so that Eq. (6.25) is satisfied. Moreover, the maximum value of F100 is
reached when x = a/4; therefore
Fmax100 =
√
2
(
ka
2pi
)
η, (6.27)
which agrees with Eq. (6.24).
The 1D analysis of [100]-directed zero offset scans is therefore justified, at least if
E0 is sufficiently large compared to kBT .
The temperature-dependent reduction in 〈F100〉 was computed earlier for E0,old = 1 ,
2 and 4 eV [32] and found to fit well the (T ln(T/v))2/3 dependence predicted by
the rate theory of ramped creep [63], except near the superlubric transition. Thus,
at RT, Fmax100 is reduced by factors of 0.50 , 0.68 and 0.81 for E0 = 0.5 , 1 and
2 eV, respectively. For the smallest of those values, which corresponds to η = 5 , the
computed dependence of 〈F100〉 during stick stages is essentially linear, as shown in
Fig. 6.4(c), so that
Fmax100 ≈ 〈F100〉+ kexpa1/2 (6.28)
is essentially subject to the same temperature-dependent reduction as 〈F100〉. The
previously mentioned FFM measurements on NaCl(001) extended up to a nomi-
nal E0,old slightly above 0.5 eV (obtained from Fmax100 by applying Eq. (6.24) which
is valid for T → 0 ). In view of the 50 % room temperature reduction in 〈F100〉,
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the true T → 0 values of E0,old and η should be 1.0 eV and 7.9 ± 1.2 (assuming
k ≈ 1.3 ± 0.2 N/m, according to Fig. 6.3(d) of Ref. [ [42]]).
If η ≤ pi, deviations from Eq. (6.28) become significant even for T → 0 . Moreover,
according to extensive 1D simulations [117,118], the temperature-dependent reduc-
tion in 〈F100〉 is stronger in a significantly wider range of E0/(kBT ) than predicted
by the single-spring model adopted here and in Ref. [ [32]]. This extended ”thermol-
ubricity” arises in two-spring PT models in which the lateral stiffness and dynamics
of the cantilever and tip apex are treated separately. In the range in question, the
motion of the cantilever is averaged over rapid thermally activated jumps of the tip
apex between two accessible wells of Vtot which become equivalent when xs = a1/4.
The intervening energy barrier is then
∆E ≈ 3
2
E0
(η − 1)2
η2
(6.29)
to lowest order in an expansion about that support position [118], and thus also de-
pends on E0 via η and gradually increases above the superlubricity threshold. When
the contact stiffness is much smaller than the cantilever stiffness, a rather abrupt
crossover is predicted between the ”thermolubricity” range and the range where the
single-spring model and Eq. (6.28) case become valid [117]. In particular, a further
analysis of the room temperature NaCl(001) data [42] showed that ”thermolubric-
ity” extends up to Fmax100 ≈ 0.25 nN [171], i.e. about midway inside the range covered
by the data. Above this value, the true E0 and η can be reliably estimated using
the computationally much less expensive one-spring model.
In that range, compared to 1D simulations [63], 2D simulations revealed [32] an
additional, nearly constant reduction in 〈F100〉 by only a factor of 0.9 . This is
consistent with the effective 1D character of fluctuations which induce thermally
activated slips slightly before the tip reaches the boundary of a stability domain.
Indeed, according to multidimensional rate theory [175], such fluctuations preferen-
tially occur along the eigenvector (soft mode) corresponding to the eigenvalue of the
Hessian which vanishes at the boundary. The large difference between 1D and 2D
simulations claimed in Ref [ [107]] arises because the authors defined friction as the
average of the magnitude |F| of the lateral force. The common definition in terms
of the projection of F along the scan direction is however, preferable because this
component alone contributes to the work done by the support which is ultimately
converted into heat if irreversible slips occur.
The ability of the assumed model potential Vint to describe angle-dependent FFM
measurements on (001) surfaces of cubic crystals, in particular alkali halides, can be
most straightforwardly tested by comparing the measured ratio 〈F100〉 / 〈F110〉 of the
kinetic friction along the indicated directions with the prediction of Eq. (6.9), namely√
2. Using simulations which included thermal effects [32], it was checked that al-
though both 〈F100〉 and 〈F110〉 are significantly reduced at RT, their ratio remains
close to
√
2. This observation is consistent with the above-mentioned directional
character of thermal fluctuations near stability boundaries. Thus, a comparison of
the T → 0 prediction with room temperature measurements seems justified, at least
in the range where the single-spring model applies.
Namai and Shindo [151] found that the ratio measured on five rocksalt-type crystals
increases from about 1.4 for KCl to nearly 2.4 for LiF. They also noticed that
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this trend parallels the increase in the ratio r−/r+ of the anion and cation radii
which changes from 1.35 for KCl to 2.1 for LiF. Their FFM measurements were
performed under ambient conditions at a relatively high load of 23 nN, which likely
led to a multi-atom contact since the surface lattice could not be imaged. The
averages 〈F100〉 and 〈F110〉 measured at low relative humidity were, however, con-
stant and thus considered representative. The remarkable agreement between the
ratio 〈F100〉 / 〈F110〉 predicted by the model potential and the above-mentioned ratio
measured on KCl may be fortuitous. Nevertheless the above-mentioned deviation
from
√
2 makes physical sense because the curvatures near the saddle points and
the minima of Vint are expected to increasingly differ for ionic crystals with larger
r−/r+ ratios. Indeed, in contact measurements on ionic crystals, the modulation of
the surface topography at constant normal force, which is simultaneously recorded
together with the lateral force Fscan in FFM, is mainly determined by the difference
between anion and cation radii.
In order to take this difference into account, it is necessary to at least include the
next Fourier component of Vint(x, y), namely [68],
− E1
2
[
cos
(
2pi(x+ y)
a
)
+ cos
(
2pi(x− y)
a
)]
= −E1 cos
(
2pix
a
)
cos
(
2piy
a
)
. (6.30)
When this expression is added to Eq. (6.3), and E1/E0 > 0 , the curvature at the
minima is higher than at the maxima, which can therefore be associated with the
smaller, recessed cations and the larger, protruding anions, respectively. Because the
resulting potential is no longer separable, the stability boundaries become curved [68]
and an analytic treatment becomes complicated. Leaving a systematic investigation
for the future, note that the present work provides valuable insights into atomic-scale
phenomena responsible for the angular dependence of friction forces on a represen-
tative class of high-symmetry surfaces, as well as useful benchmark for recognizing
deviations from the simple separable 2D-PT model. For instance, E1 should not only
affect the ratio 〈F100〉 / 〈F110〉, but also modify the angle and offset dependence of
kinetic and static friction. Indeed, a comparison of the tip trajectories in Fig. 6.1(b)
with those Fig. 6.1(a) and 6.1(c) shows that for moderate values of η, scans in off-
symmetry directions force the tip to explore the profile of Vint(x, y) further away
from minima and saddle points. Comparison with FFM images measured with the
same tip in different directions might thus provide independent estimates of E1 and,
possibly, of higher Fourier components of Vint(x, y). The proposed means of charac-
terizing the tip-sample interaction in the contact range is particularly interesting in
view of impressive progress in (x, z) or (x, y, z) mapping of the tip-sample interac-
tion in the attractive force range using techniques developed in non-contact atomic
force microscopy [176–179].
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6.3 Conclusion
The angular dependence of the static and kinetic friction forces acting on a particle
pulled by an elastic spring and interacting with a separable model potential with
square symmetry is derived and validated by numerical simulations and analytical
equations. The simulations provide detailed detailed insights into the atomic-scale
origin of the angular dependence. Comparisons with friction force microscopy mea-
surements show that the model is applicable to (001) surfaces of ionic crystals with
comparable cation and anion radii. Furthermore, this Chapter provides a useful
framework for identifying deviations in the angle dependence which could reveal
atomic-scale details of tip-sample interactions in the contact range. Further ex-
tensions, including ordered surfaces with different symmetries and more complex
unit cells, anisotropic springs, thermal effects and larger contact areas are conceiv-
able. Investigations along those lines would certainly improve the understanding of
fundamental friction phenomena on the nanoscale.
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Chapter 7
Conclusion and Outlook
Die Wissenschaft fa¨ngt eigentlich erst da an
interessant zu werden, wo sie aufho¨rt.
Justus von Liebig
7.1 Conclusion
This work on the atomic scale friction using AFM sheds new insight into the field
of nano-tribology. The phenomenon of the stick-slip has been investigated on the
atomic scale for a sharp tip scanning on a flat surface. The ideal instrument to
analyse atomic scale stick-slip in this thesis is a home-built FFM, which is operated
in UHV and allows very precise and high-quality measurements. The experimen-
tal results indicate that the tip apex consists of only a few atoms, allowing nearly
atomic resolution in lateral force maps as well as in topography maps. Since the
focus is directed to fundamental questions of friction between a single asperity and a
flat, the choice of the substrate material is secondary and thus restricted to sample
materials which are well known and require a common preparation procedure, such
as sodium chloride, potassium bromide, copper and graphite. Compared to more
complex surface structures, the mentioned surfaces also comprise the possibility to
describe the surface corrugation potential analytically in two dimensions. These
corrugation potentials have then been used to study the friction numerically with
the Prandtl-Tomlinson model (programmed in C++), which was for the first time
extended to two dimensions. This allowed to study not only the stick-slip process
as observed in experiments in the lateral force channel, but also to explore the dy-
namics of the tip apex in a two dimensional fashion. Although the lateral deflection
channel in a FFM experiment contains only the torsion of the cantilever, an ap-
proach has been accomplished where the horizontal deflection channel is combined
with the vertical deflection to reveal the tip trajectory. Merging together the ex-
perimental data with the analytical corrugation surface potential indicates that the
tip apex preferably resides in minima of the corrugation potential surface, until the
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pulling force is high enough to overcome the static friction and to induce a slip into
an adjacent minima. The dynamics of the tip apex was systematically investigated
with numerical simulations using several variable parameters as load, scan direction,
strength of actuation and others. The classical Velocity Verlet algorithm was ex-
tended to thermal effects, which allowed to approach experimental conditions and
analyse the temperature dependence of friction. The calculations have shown that
the friction is decreasing at increasing temperature and that the results are in good
agreement with literature.
The tip dynamics have been investigated experimentally and numerically for the
limit cases, where the average lateral friction force is approaching to zero, i.e. where
the friction loop of the forward and backward direction is vanishing. The ultra low
friction regime, often referred to superlubricity, may be attributed to different phys-
ical origins. Experiments on alkali halide and numerical calculations indicated that
below a critical threshold of the applied load, the system enters the superlubricity
regime (static superlubricity), where the normal stick-slip motion goes over into a
smooth sliding of the tip on the surface. Another possibility to reduce friction is
to mechanically actuate the cantilever in contact at its contact resonance frequency,
either the flexural or the torsional contact resonance frequency. Experimental data
from literature indicate that the system enters the superlubricity regime (dynamic
superlubricity) when the flexural actuation reaches a critical threshold. Systematical
investigations by means of numerical simulations clarified the origin of the dynamic
superlubricity and referred the actuation to a corrugation potential surface that is
oscillating and reduces temporarily the energy barriers between adjacent minima.
Based on the tip motion, the calculations improved the understanding of the under-
lying mechanism in dynamic superlubricity. In the case of the torsional mode, it was
shown for the first time that torsional actuation of the cantilever reduces friction,
and below a critical threshold the system entered again the dynamic superlubricity
regime. However, numerical calculations of the friction reduction due to torsional ac-
tuation are still missing. The friction reduction due to thermal actuation, i.e. when
increasing the temperature, also led to a superlubricity state (thermolubricity) if
the temperature reaches a critical threshold. Experimentally, the thermolubricity
state could never be proved, but was also predicted by numerical calculations. The
increased temperature led to thermal jumps of the tip before the system reached
the top of the energy barrier, and thus the slip to the adjacent minima was induced
earlier compared to low or zero temperature. While the tip apex was pulled by the
cantilever over the surface, the tip apex was jumping forward and also backward from
potential minima to other minima and thus reduced the kinetic friction force. The
detailed numerical calculations improved the understanding of the above-mentioned
ultra low friction states, even though only for a very sharp tip scanning on a flat
surface.
Analytical formulas have been derived to describe and study the angular dependence
of friction on surfaces with square symmetry, and have been validated by numeri-
cal simulations. A comparison with FFM experiments from literature showed that
the model calculations are applicable to (001) surfaces of ionic crystals with com-
parable cation and anion radii. The calculations provided a useful framework for
identifying deviations in the angular dependence which may reveal atomic scale de-
tails of tip-sample interactions in the contact range. The numerical calculation have
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also been adapted to the hexagonal symmetry of graphite, which demonstrates that
the study of angular dependence can be expanded also to more complex surface
potentials. A modified version of these numerical simulations for the angular de-
pendence has also been used to investigate the effect of superstructures determined
in experiments. Four recent examples of frictional imaging on atomically ordered
superstructures were discussed. Two of them, i.e. KBr films on NaCl(001) and
graphene on SiC(0001), have been well reproduced by means of the numerical sim-
ulations using appropriate combinations of two periodic potentials to describe the
tip-surface interaction. The amplitude of the atomic potential was modulated by
the superstructure potential in the case of KBr films on NaCl(001), whereas the two
potentials were superimposed and rotated in the case of graphene films. The form
of the first potential was traced back to the rumpling of the buried KBr/NaCl in-
terfaces, whereas more detailed theoretical investigations should clarify the physical
mechanisms responsible for the shape of the graphene superstructure. The exper-
imental and numerical friction maps presented also demonstrated the atomic scale
resolution capabilities of FFM.
The friction studies on the atomic scale have been extended by applying a dynamical
method, where the first normal and/or the first torsional contact resonance frequency
is simultaneously tracked by a phase-locked-loop. This technique is often referred
to contact resonance atomic force microscopy (CR-AFM) and exists on large scales,
but has now for the first time been applied on the atomic scale. Due to the excellent
signal-to-noise ratio of the instrumental setup, small normal excitation amplitudes
(in the picometer range) compatible with a linear elastic model of the contact could
be used. The variations of the normal contact resonance frequency were compared
with the lateral force variations during the atomic stick-slip events. The contact
frequency and the deduced normal contact stiffness, which agreed well with the con-
tact stiffness deduced from the slope of the sticking phase, reach maximum values
when the contact is not stressed in the lateral direction. A decrease in the normal
contact resonance is then followed by a lateral slip of the contact, which may be
used as an indicator for predicting a forthcoming slip event even in situations where
stick-slip motion is no longer periodic. The contact resonance frequency of the first
torsional mode revealed the same behaviour, but with much smaller frequency shifts.
The CR-AFM technique also revealed atomic defects, for both the normal and tor-
sional mode, which were not clearly detected in the lateral force or in the vertical
deflection. Since a FFM can easily be upgraded to CR-AFM by the integration of
only a phase-locked-loop, the combined CR-FFM is a very powerful technique to
study friction on the atomic scale together with contact mechanics. The possibility
of reducing friction due to mechanical actuation of the contact as described above
also allows to perform measurements with reduced plastic deformation, wear or tip
change.
To conclude, the work presented within this thesis concerns the modern field of
tribology. Many fundamental questions regarding the stick-slip motion and tip dy-
namics have been studied by means of the combination of FFM experiments and
theoretical model calculations. In addition the contact resonance technique has
been adapted to the atomic scale for the first time and combined with FFM. This
CR-FFM is a potent and precise technique which contains the potential to actively
control and measure friction and offers new possibilities in exploring friction on the
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atomic scale.
106
7.2 Outlook
The phenomenon of stick-slip has been profoundly investigated on the atomic scale
between a tip apex ideally consisting of a few atoms and a flat surface. This model
system of a single asperity essentially needs to be extended to a multiple asper-
ity contact, as an intermediate step, to further improve the tribologic behaviour
of macroscopic contacts. Thus, the commonly used expression of a bottom-up ap-
proach, as often used in physics, biology or nano-sciences, also finds its way into
the modern field of tribology. Also the discussion about the energy dissipation is of
major importance, and is only marginally studied within this thesis. Many questions
arise, i.e. what are the mechanisms causing the energy dissipation and into which
form of energy does the dissipated energy transform. This thesis responds to several
fundamental questions, but simultaneously poses many new questions, i.e. the issue
of energy dissipation in the superlubricity regime or the plastic deformation of the
contact region in the sticking and slipping stages.
The effect that the energy dissipation is dependent on the direction was examined
for a few materials only. The code of the numerical simulations contains the possi-
bility to be adapted to other surface potentials, and in the new experimental setup,
a rotatable sample holder will be integrated which facilitates angular dependence
measurements. These studies may then be expanded to more complex materials
and surface structures. An interesting area of research are new materials as the
molecular crystal compound, which exhibit a different energy dissipation pattern for
the forward and backward scan direction. The work about the angular dependence
presented in this thesis provides an insight into this field of tribology and at the
same time raises new questions and problems.
The contact resonance technique is now adapted to the atomic scale. The simul-
taneous measurement of the flexural and/or torsional contact resonance frequency
with the lateral force leads to the new term Contact Resonance Friction Force Mi-
croscopy (CR-FFM). Even though experimental and theoretical results are in good
agreement and support an improved understanding, the systematic investigation
and application of this technique within this thesis poses various possibilities and
many questions. For instance, CR-FFM extended to higher harmonics of the contact
resonance frequencies or a combination of different resonance frequencies measured
simultaneously, may lead to an advanced sensing of the surface structure or even
improve the control of friction. The application of CR-FFM is also promising for
more complex surface structures, and includes the capability to identify the chemical
composition of the substrate material, which can potentially find its application in
material or surface sciences. And the capability of CR-FFM in detecting buried lay-
ers or interfaces opens up several possibilities in analysing layered materials, whose
properties gains increased attention in industry, for instance in surface coating de-
velopment or in semiconductor industry.
The control of friction and decrease or avoiding of wear is not only an interesting
topic of tribology but also of major importance in many branches in industry. Re-
ducing the wear and abrasion could potentially increase the life time of machines and
products, which implies a invaluable economic profit. The work presented in this
thesis is limited to a single asperity system on the microscopic scale but represents
another step toward an improved understanding of friction reduction and wear. The
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active reduction of friction as presented on the atomic scale presumably will lead to
new difficulties when applying it to macroscopic systems and will also raise many
new questions.
Hence, this thesis responds to fundamental questions in tribology on the atomic
scale, meliorates the knowledge of contact dynamics in single asperity systems and
simultaneously raises many new questions for prospective research.
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Chapter 8
Appendix
Eine gute Theorie ist das Praktischste, was es
gibt.
Gustav Robert Kirchhoff
The code of the numerical calculations is presented below. The programme is writ-
ten in C++ using the DevC++ compiler (version 4.9.9.2) and is in principal an
extension of the Prandtl-Tomlinson model to two dimensions and the introduction
of temperature effects. The integrator of the Langevin equation is a Velocity Verlet
algorithm that is extended to temperature effects. Comments are given after // or
between /* and */ (blue). For the different sample materials, the surface corruga-
tion potential and its derivatives are changed and also some parameters and output
options, whereas the main part of the programme remains identical.
/*============================================*/
/*============================================*/
/*============================================*/
//
// Pascal Steiner - 13.09.2010
//
/*============================================*/
/*============================================*/
/*============================================*/
// Libraries:
#include <stdio.h>
#include <cmath>
#include <sys/time.h>
/*============================================*/
/*============================================*/
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/*============================================*/
// Parameters:
// Number of steps of Ermak algorithm at one support position
#define nstep 1
// Lenght of array ”rvec” = 2*nstep
#define length 2
// Side length of the scan area - will be the same length in x- and y-direction
double sidelength;
// Number of points to be written out into the scan file
int resolution;
// Stepsize in y-direction = Sidelength / resolution
double ystep;
// Numerical coefficient in x-direction
double c0a;
// Numerical coefficient in y-direction
double c0b;
// Numerical coefficient in x-direction
double c1a;
// Numerical coefficient in y-direction
double c1b;
// Numerical coefficient in x-direction
double c2a;
// Numerical coefficient in y-direction
double c2b;
// Critical damping constant of the tip in x-direction
double dampca;
// Critical damping constant of the tip in y-direction
double dampcb;
// Damping constant in x-direction in units of the critical damping for calculat-
ing numerical coefficient
double dampa;
// Damping constant in y-direction in units of the critical damping for calculat-
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ing numerical coefficient
double dampb;
// Damping rate in x-direction
double gammaa;
// Damping rate in y-direction
double gammab;
// Auxiliary number to calculate noise in x-direction
double aux1a;
// Auxiliary number to calculate noise in y-direction
double aux1b;
// Auxiliary number to calculate noise in x-direction
double aux3a;
// Auxiliary number to calculate noise in y-direction
double aux3b;
// Auxiliary number to calculate noise in x-direction
double aux4a;
// Auxiliary number to calculate noise in y-direction
double aux4b;
// Variance of the position of the noise in x-direction
double corxxa;
// Variance of the position of the noise in y-direction
double corxxb;
// Variance of the velocity of the noise in x-direction
double corvva;
// Variance of the velocity of the noise in x-direction
double corvvb;
// Correlation coefficient*sqrt(corxxa)*sqrt(corvva) in x-direction
double corxva;
// Correlation coefficient*sqrt(corxxa)*sqrt(corvva) in y-direction
double corxvb;
// Corrugation Potential from peak to peak - E0(t) is now a function of time
double E0;
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// Corrugation Potential in [eV], just for printing out into info.dat
double E0eV;
// Condition number that depends on time and modulates E0 - -1 < conod <
+1
double cond;
// Normalised amplitude of the corrugated potential caused by the actuation - 0
< alpha < 1
double alpha;
// Normal frequency of the cantilever, that effects the cond
double freq;
// Tip oscillation frequency in x-direction for the calculation of the Conditions 2
and 3
double freq tipa;
// Tip oscillation frequency in y-direction for the calculation of the Conditions 2
and 3
double freq tipb;
// Phase of the cos() of the condition number in degree
double phase;
// Phase of the cos() of the condition number in rad
double phaserad;
// Torsional spring constant of the cantilever
double k clT;
// Spring constant of the Tip in N/m x-direction
double k tipa;
// Spring constant of the Tip in N/m y-direction
double k tipb;
// Time step of the simulation
double dt;
// Time
double t;
// Temperature * Boltzmann constant (room temperature simulation)
double temper;
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// Mass of the tip
double m tip;
// Lattice constant used for the potential (is SQRT(2) smaller than the real lat-
tice constant cc due to the form of the potential)
double aa;
// Real lattice constant [m] - according Ashcroft
double cc;
// Parameter to describe Friction at maximal corrugation potential; if eta > 1,
then stick-slip
double eta;
// Scan velocity in x-direction
double veloa;
// Scan velocity in y-direction
double velob;
// Tip velocity in x-direction
double vx;
// Tip velocity in y-direction
double vy;
// Derivative of the potential energy surface in x-direction
double derivpotx = 0.0;
// Derivative of the potential energy surface in y-direction
double derivpoty = 0.0;
// Tip acceleration in x-direction
double ax;
// Tip acceleration in y-direction
double ay;
// Support position in x-direction
double supportx;
// Support position in y-direction
double supporty;
// Start position of support in x-direction
double startx;
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// Start position of support in y-direction
double starty;
// End position of support in x-direction
double endx;
// Tip position in x-direction
double xx;
// Tip position in y-direction
double yy;
// What is the scan direction? 1 = positive x-direction, 0 = negative x-direction
int direction;
// Parameter used for the graphite potential, 0.246 nm is the unit cell parame-
ter
double a1;
// Parameter used for the graphite potential, 0.426 nm is the unit cell parame-
ter
double a2;
// Force acting on tip in x-direction
double forcetot;
// Change in force during scan in x-direction
double forcex;
// Change in force during scan in y-direction
double forcey;
// Noise of position in x-direction
double xnoisea[nstep];
// Noise of velocity in x-direction
double vnoisea[nstep];
// Noise of position in y-direction
double xnoiseb[nstep];
// Noise of velocity in y-direction
double vnoiseb[nstep];
// Counter for printing out data
int ls, ks, is;
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// Counter for function ”scan”
int js;
// Counter
int i, ia;
// Print out data at every #printstep step
double printstep;
// Rounded integer of printstep
int printatstep;
// Definition of idum for function ran2
long idum;
// Definition of seed (initial value for the iteration of ran2)
long seed;
// Declaration of the function ran2
float ran2(long *idum);
// Error Warning Parameter for print out, if conidtions 1 to 3 are not fullfilled
double error1, error2, error3, error4, error5;
// Is the thermal noise on?
char *thermnoise;
// Is the actuation on?
char *actuation;
// Parameter to control the thermal noise: 0 = off and 1 = on
int thermnoisepara;
// Parameter to control the actuation: 0 = off and 1 = on
int actuationpara;
// Potential as a function of x and y, will be written out
double potent;
// Rotation angle in degree, used to determine beta (rad)
double angle;
// Potential for KBr can be rotated around the origin by the angle beta
double beta;
// Used to calculate the potential faster
double fac1, fac2;
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// Used to calculate the force on the rotated potential
double fac3, fac4, fac5, fac6;
// Parameter used to indicate, how far the programme is
double fac7, fac8, fac9, fac10;
// Test variables
double test5,test6,test7;
// Graphite with superstructure
double d1,d2,d3,d4,d5,d6;
// Graphite with superstructure
double d1x,d1y,d2x,d2y;
// Graphite with superstructure
double d3x,d3y,d4x,d4y;
// Graphite with superstructure
double d5x,d5y,d6x,d6y;
// Graphite with superstructure
double double bb,delta,omega;
/*============================================*/
/*============================================*/
/*============================================*/
// Files:
// Parameters of the scan
FILE *info;
// Write out the potential while forward scanning (file to be analysed with WsXm)
FILE *potential;
// Friction force for the forward scan (file to be analysed with WsXm)
FILE *xforce;
// Friction force for the backward scan (file to be analysed with WsXm)
FILE *xforceback;
// File in which any observables can be written out for purpose of control
FILE *control;
// Write out position information of either the tip or the support
FILE *position;
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/*============================================*/
/*============================================*/
/*============================================*/
// Functions:
// Auxiliary parameters for Ermak algorithm
void aux(void);
// Scan function
void scan(void);
// Generates noise for position and velocity in x- and y-direction
void gennoise(void);
/*============================================*/
/*============================================*/
/*============================================*/
// Start of the programme:
int main()
{
/*============================================*/
// Open files:
info = fopen(”info.dat”,”w”);
potential = fopen(”potential.txt”,”w”);
xforce = fopen(”xforce.txt”,”w”);
xforceback = fopen(”xforceback.txt”,”w”);
control = fopen(”control.txt”,”w”);
position = fopen(”position.dat”,”w”);
/*============================================*/
// Writing header of files:
fprintf(xforce,”WSxM file copyright Nanotec Electronica\nWSxM ASCII XYZ file
\nX[m]\tY[m]\tZ[N]\n\n”);
fprintf(xforceback,”WSxM file copyright Nanotec Electronica\nWSxM ASCII XYZ
file\nX[m]\tY[m]\tZ[N]\n\n”);
fprintf(potential,”WSxM file copyright Nanotec Electronica\nWSxM ASCII XYZ
file\nX[m]\tY[m]\tZ[J]\n\n”);
fprintf(control,”WSxM file copyright Nanotec Electronica\nWSxM ASCII XYZ file
\nX[m]\tY[m]\tZ[N]\n\n”);
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/*============================================*/
// Definition and calculation of parameters:
// Parameter to control the thermal noise: 0 = off and 1 = on
thermnoisepara = 1;
// Info: Thermal effects on the cantilever are neglected
// Parameter to control the actuation: 0 = off and 1 = on
actuationpara = 0;
// Side length of the scan area - will be the same length in x- and y-direction
sidelength = 6e-9;
// Number of points to be written out into the scan file (integer!)
resolution = 256;
// Scan velocity in x-direction (support is moved)
veloa = 25.0e-9;
// Time step of the simulation
dt = 1e-7;
// Print out data every ”printstep” steps
printstep = (sidelength / (veloa * dt * resolution));
// Rounded down integer of printstep
printatstep= (int) floor (printstep);
// Step length in y-direction
ystep = sidelength / resolution;
// Spring constant of the tip apex in N/m x-direction (here for graphite)
k tipa = 4.7;
// Spring constant of the tip apex in N/m y-direction (here for graphite)
k tipb = 4.7;
// Rotation angle [degree] - used for angle dependence calculations or to repro-
duce experimental data
angle = 0.0;
// Rotation angle of KBr around the origin [rad]
beta = angle * 2.0 * M PI / 360.0;
// Rotation angle the superstructure
omega = 30.0 * 2.0 * M PI / 360.0;
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// Temperature * Boltzmann constant (room temperature simulation)
temper = 298 * 1.38e-23;
// Mass of the tip
m tip = 1e-12;
// One real lattice constant of graphite (unit cell: 0.246 nm x 0.426 nm)
aa = 0.246e-9;
// Parameter used for the graphite potential, 0.246 nm is the unit cell parame-
ter
a1 = 2.0 * M PI / 0.246e-9;
// Parameter used for the graphite potential, 0.426 nm is the unit cell parame-
ter
a2 = 2.0 * M PI / 0.426e-9;
// Alternatively for NaCl: Real lattice constant [m] of NaCl
cc = 0.564e-9;
Alternatively for NaCl: // Lattice constant used for the potential of NaCl, not equal
to the real lattice constant aa, due to the form of the potential
aa = cc / sqrt(2.0);
// Periodicity of superstructure on graphite
bb = 1.8e-9;
// Strength of superstructure on graphite
delta = 0.7;
// Friction parameter, determined from experiment
eta = 5;
// Critical damping constant of the tip in x-direction
dampca = 2.0 * sqrt(k tipa / m tip);
// Critical damping constant of the tip in y-direction
dampcb = 2.0 * sqrt(k tipb / m tip);
// Damping constant in x-direction in units of the critical damping for calculat-
ing numerical coefficients
dampa = 10.0 * dampca;
// Damping constant in y-direction in units of the critical damping for calculat-
ing numerical coefficients
dampb = 10.0 * dampcb;
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// Damping rate in x-direction
gammaa = dampa / m tip;
// Damping rate in y-direction
gammab = dampb / m tip;
// Initial value for the iteration of ran2, determined by system time
seed = time(NULL);
// Enposition of support in x-direction (scan distance in x-direction)
endx = sidelength;
// Initialisation of position in x-direction
supportx = 0.0;
// Initialisation of position in y-direction
supporty = 0.0;
// Start position in x-direction
startx = supportx;
// Start position in y-diretion
starty = supporty;
// Tip position in x-direction
xx = supportx;
// Tip position in y-direction
yy = supporty;
// Initial tip velocity in x-direction
vx = 0.0;
// Initial tip velocity in y-direction
vy = 0.0;
// Initial tip acceleration in x-direction
ax = 0.0;
// Initial tip acceleration in y-direction
ay = 0.0;
// Derivative of the potential energy surface in x-direction
derivpotx = 0.0;
// Derivative of the potential energy surface in y-direction
derivpoty = 0.0;
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// Starting time
t = 0.0;
// Initial force acting on tip in x-direction
forcetot = 0.0;
// Initial change in force during scan in x-direction
forcex = 0.0;
// Initial scan directin is the positive x-direction
direction = 1;
// Initialise noise
for ( ia = 0 ; ia < nstep ; ia ++ )
{
// Initial noise of position in x-direction
xnoisea[ia] = 0.0;
// Initial noise of position in y-direction
xnoiseb[ia] = 0.0;
// Initial noise of velocity in x-direction
vnoisea[ia] = 0.0;
// Initial noise of velocity in y-direction
vnoiseb[ia] = 0.0;
}
// Counter for printing out data in output
ks = 0;
// Counter for printing out data in output
ls = 0;
// Counter for printing out data in output
is = 0;
// Counter for printing out data in output
is = 0;
// Corrugation potential in [J]
E0 = (eta * aa * aa * k tipa) / (2 * M PI * M PI);
// Corrugation potential in [eV]
E0eV = E0 / 1.602176e-19;
// Normalised amplitude of the corrugated potential caused by the actuation: 0
< alpha < 1
alpha = 0.9;
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// Normal frequency of the cantilever, that effects the cond
freq = 2000;
// Phase of cos() of the condition number in [deg] (no influence if actuation is
on)
phase = 60.0;
// Phase of cos() of the condition number in [rad] (no influence if actuation is
on)
phaserad = phase * 2.0 * M PI / 360.0;
// Initialisation of the condition number for the modulated potential due to normal
actuation of the cantilever
cond = 1.0;
// Tip oscillation frequency in x-direction
freq tipa =(sqrt(k tipa / m tip) / (2.0 * M PI));
// Tip oscillation frequency in y-direction
freq tipb =(sqrt(k tipb / m tip) / (2.0 * M PI));
// Initialisation, thermal noise is turned off (do not change!)
thermnoise = ”OFF”;
// Initialisation, actuation is turned off (do not change!)
actuation = ”OFF”;
// Damping constant in x-direction in units of the critical damping for calculat-
ing numerical coefficient
fac10 = dampa / dampca;
/*============================================*/
/*============================================*/
/*============================================*/
// Print out warning if the 3 following conditions are not fulfilled:
// Condition 1: The nanotip experiences (”feels”) many times Emin whithin a
lattice constant
if ( freq < ( 20.0 * veloa / a1 ) )
{
fprintf(info, ”#### WARNING: The condition 1: freq >> veloa / aa is not full-
filled! #### \n \n”);
error1 = freq / (veloa / aa);
fprintf(info, ”#### WARNING: The condition 1: freq / (veloa / aa) = %f \n \n”,
error1);
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}// Condition 2: An adiabatic approximation, in which inertia and damping of the
nanotip are neglected and the forces on the tip are in balance at every instant, leads
to this criteria (= adiabatic condition )
if ( freq tipa < 100.0 * freq )
{
fprintf(info, ”#### WARNING: The condition 2: freq tipa >> freq is not fullfilled
in x-direction! #### \n \n”);
error2 = freq tipa / freq;
fprintf(info, ”#### WARNING: The condition 2: freq tipa / freq = %f \n \n”,
error2);
}
if ( freq tipb < 100.0 * freq )
{
fprintf(info, ”#### WARNING: The condition 2: freq tipb >> freq is not fullfilled
in y-direction! #### \n \n”);
error3 = freq tipb / freq;
fprintf(info, ”#### WARNING: The condition 2: freq tipb / freq = %f \n \n”,
error3);
}
// Condition 3: An adiabatic approximation, in which inertia and damping of the
nanotip are neglected and the forces on the tip are in balance at every instant, leads
to this criteria ( = adiabatic condition )
if ( ( freq * gammaa ) > ( 1e34 * 4.0 * M PI * M PI * freq tipa * freq tipa )
)
{
fprintf(info, ”#### WARNING: The condition 3: freq * gammaa << 4 * M Pi2
* freq tipa2 is not fullfilled for x-direction! #### \n \n”);
error4 = freq * gammaa / 4.0 * M PI * M PI * freq tipa * freq tipa;
fprintf(info, ”#### WARNING: The condition 3: freq * gammaa / (4 * M Pi2 *
freq tipa2) = %e \n \n”, error4);
}
if ( ( freq * gammaa ) > ( 1e34 * 4.0 * M PI * M PI * freq tipb * freq tipb ) )
{
fprintf(info, ”#### WARNING: The condition 3: freq * gammaa << 4 * M Pi2
* freq tipb2 is not fullfilled for y-direction! #### \n \n”);
error5 = freq * gammab / 4.0 * M PI * M PI * freq tipb * freq tipb;
fprintf(info, ”#### WARNING: The condition 3: freq * gammab / (4 * M Pi2 *
freq tipb2) = %e \n \n”, error5);
}
/*============================================*/
/*============================================*/
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/*============================================*/
// Print out parameters into info.dat:
fprintf(info, ”=========> PARAMETERS <========\n \n \n”);
fprintf(info, ”sidelength = %.2e [m]\n \n”, sidelength);
fprintf(info, ”eta = %.2f []\n \n”, eta);
fprintf(info, ”E0 = %.2e [J]\n \n”, E0);
fprintf(info, ”E0eV = %.2f [eV]\n \n”, E0eV);
fprintf(info, ”dt = %.2e [s]\n \n”, dt);
fprintf(info, ”aa = %.2e [m]\n \n”, aa);
fprintf(info, ”bb = %.2e [m]\n \n”, bb);
fprintf(info, ”delta = %.1f []\n \n”, delta);
fprintf(info, ”angle = %.1f [deg]\n \n”, angle);
fprintf(info, ”m tip = %.2e [kg]\n \n”, m tip);
fprintf(info, ”alpha = %.2f []\n \n”, alpha);
fprintf(info, ”freq = %.0f [Hz]\n \n”, freq);
fprintf(info, ”k tipa = %.2f [N/m]\n \n”, k tipa);
fprintf(info, ”k tipb = %.2f [N/m]\n \n”, k tipb);
fprintf(info, ”veloa = %.2e [m/s]\n \n”, veloa);
fprintf(info, ”damp/dampca = %.2f []\n \n”, fac10);
fprintf(info, ”dampca = %.0f [1/s]\n \n”, dampca);
fprintf(info, ”dampcb = %.0f [1/s]\n \n”, dampcb);
fprintf(info, ”dampa = %.0f [1/s]\n \n”, dampa);
fprintf(info, ”dampb = %.0f [1/s]\n \n”, dampb);
fprintf(info, ”seed = %i []\n \n”, seed);
fprintf(info, ”freq tipa (w) = %.0f [Hz]\n \n”, freq tipa);
fprintf(info, ”freq tipb (w) = %.0f [Hz]\n \n”, freq tipb);
fprintf(info, ”printatstep = %i []\n \n”, printatstep);
fprintf(info, ”ystep = %.2e [m]\n \n”, ystep);
fprintf(info, ”resolution = %i []\n \n”, resolution);
/*============================================*/
/*============================================*/
/*============================================*/
// Parameters for Ermak algorithm are calculated:
aux();
/*============================================*/
/*============================================*/
/*============================================*/
// Initial scan:
//One scan forward is followed by one scan backward to initialise the system
// Counter for printing out data at every #printstep step
ks = 0;
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// Scanning until the sidelength is reached
while ( supportx < endx )
{
// Scanning forward (in positive x-direction)
direction = 1;
scan();
}
// Scanning backward
veloa = - veloa;
// Counter for printing out data at every #printstep step
ks = 0;
// Scanning until the sidelength is reached
while ( supportx > startx )
{
// Scanning backward (in negative x-direction)
direction = 0;
scan();
}
// Velocity is set again to positive to continue scanning in positive x-direction
veloa = - veloa ;
/*============================================*/
/*============================================*/
/*============================================*/
// Begin scanning:
// Scan until the end of the slow scan direction is reached
while ( supporty < sidelength )
{
// Counter for printing out data at every #printstep step
ks = 0;
// Counter for printing out data at every #printstep step
is = 0;
// Scanning until the sidelength is reached
while ( supportx < endx )
{
// Scanning forward (in positive x-direction)
direction = 1;
/*============================================*/
// Print out forward scan data:
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// Print out data every #printatstep steps
ks+=1;
ls = ks % printatstep;
if ( ls == 1 )
{
// The following fprintf() can be changed to write out any numbers
fprintf(potential, ”%e\t%e\t%e\n”, supportx, supporty, potent);
fprintf(xforce, ”%e\t%e\t%e\n”, supportx, supporty, forcex);
fprintf(control, ”%e%e\t%e\n”, supportx, supporty, vx);
fprintf(position, ”%e\t%e\t%e\t%e\n”, supportx, supporty, xx, yy);
}
// End print out forward scan data
/*============================================*/
scan()
}
// Inversion of the velocity in x-direction to scan backward
veloa = - veloa ;
/*============================================*/
// Start with the scan in backward direction:
// Counter for printing out data at every #printstep step
ks = 0;
// Scanning until the sidelength is reached
while ( supportx > startx )
{
// Scanning backward (in negative x-direction)
direction = 0;
/*============================================*/
// Print out backward scan data:
// Print out data every #printatstep steps
ks+= 1;
ls = ks % printatstep;
if ( ls == 1 )
{
// The following fprintf() can be changed to write out any numbers
fprintf(xforceback, ”%e\t%e\t%e\n”, supportx, supporty, forcex);
}
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// End print out backward scan data
/*============================================*/
scan();
}
// Velocity is set again to positive to continue scanning in positive x-direction
veloa = - veloa ;
// Move support position one step in y-direction
supporty += ystep;
// Print out to screen, to see the progress of the programme
fac7 = supporty * 1.0e9;
fac8 = sidelength * 1.0e9;
printf(”Scanning Progress: %.2f nm of %.2f nm\n”, fac7, fac8);
}
//End of scan
/*============================================*/
/*============================================*/
/*============================================*/
// Confirm that the programme exits normally
fprintf(info, ”The programme has finished properly.\n\n\n\n”);
// Close Files
fclose (info);
fclose (potential);
fclose (xforce);
fclose (xforceback);
fclose (control);
fclose (position);
// Close Programme
return 0;
}
//End of programme
/*============================================*/
/*============================================*/
/*============================================*/
/*============================================*/
/*============================================*/
/*============================================*/
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// Functions:
void aux(void)
{
c0a = exp(-1.0 * dampa * dt);
c1a = (1 - c0a) / (dampa * dt);
c2a = (1 - c1a) / (dampa * dt);
c0b = exp(-1.0 * dampb * dt);
c1b = (1 - c0b) / (dampb * dt);
c2b = (1 - c1b) / (dampb * dt);
corxxa = dt * dt * temper * (2.0 - ((3.0 - 4.0 * exp(-1.0 * dampa * dt) + exp(-2.0
* dampa * dt)) / (dampa * dt))) / (dampa * dt * m tip);
corvva = temper * (1.0 - exp(-2.0 * dampa * dt)) / m tip;
corxva = (dt * temper * (1.0 - exp(-1.0 * dampa * dt)) * (1.0 - exp(-1.0 * dampa *
dt))) / (dampa * dt * m tip);
corxxb = dt * dt * temper * (2.0 - ((3.0 - 4.0 * exp(-1.0 * dampb * dt) + exp(-2.0
* dampb * dt)) / (dampb * dt))) / (dampb * dt * m tip);
corvvb = temper * (1.0 - exp(-2.0 * dampb * dt)) / m tip;
corxvb = (dt * temper * (1.0 - exp(-1.0 * dampb * dt)) * (1.0 - exp(-1.0 * dampb
* dt))) / (dampb * dt * m tip);
aux1a = sqrt(corxxa);
aux3a = corxva / aux1a;
aux4a = sqrt(corvva - aux3a * aux3a);
aux1b = sqrt(corxxb);
aux3b = corxvb / aux1b;
aux4b = sqrt(corvvb - aux3b * aux3b);
fprintf(info, ”=====> COEFFICIENTS <=====\n \n \n”);
fprintf(info, ”c0a = %f \n”, c0a);
fprintf(info, ”c1a = %f \n”, c1a);
fprintf(info, ”c2a = %f \n”, c2a);
fprintf(info, ”c0b = %f \n”, c0b);
fprintf(info, ”c1b = %f \n”, c1b);
fprintf(info, ”c2b = %f \n”, c2b);
fprintf(info, ”aux1a = %f \n”, aux1a);
fprintf(info, ”aux3a = %f \n”, aux3a);
fprintf(info, ”aux4a = %f \n”, aux4a);
fprintf(info, ”aux1b = %f \n”, aux1b);
fprintf(info, ”aux3b = %f \n”, aux3b);
fprintf(info, ”aux4b = %f \n \n \n”, aux4b);
}
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/*============================================*/
void scan(void)
{
// If thermal noise is ON, calculate the noise
if ( thermnoisepara == 1 )
{
gennoise();
}
// Move support position in x-direction
supportx += veloa * dt;
for (js = 0 ; js < nstep ; js++)
{
// Actuation is OFF
if ( actuationpara == 0 )
{
cond = 1.0;
}
// Actuation is ON
if ( actuationpara == 1 )
{
cond = ( 1.0 + alpha * cos ( 2.0 * M PI * freq * t + phaserad ) );
actuation = ”ON”;
}
// Print out, if the Actuation ON or OFF
if ( t == 0 and js == 0 )
{
fprintf(info, ”=======> SYSTEM <=======\n \n \n”);
fprintf(info, ”The ACTUATION is turned %s. \n \n”, actuation);
}
// In the following part the potential, i.e. its derivatives are formulated. Note
that only one of the potentials, either NaCl or graphite may be used. Thus, one of
them has to be excluded when running the programme, and it is possible to change
this part for new potentials.
/*============================================*/
// NaCl (with rotation):
// Calculate Potential
potent = -E0 / 2.0 * cos(2.0 * M PI / cc * (supportx * cos(beta) - supporty *
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sin(beta))) * cos(2.0 * M PI / cc * (supportx * sin(beta) + supporty * cos(beta)));
// Calculate Derivativs
d1 = cos(2.0 * M PI / cc * (xx * cos(beta) - yy * sin(beta)));
d2 = cos(2.0 * M PI / cc * (xx * sin(beta) + yy * cos(beta)));
d1dx = -2.0 * M PI / cc * cos(beta) *sin(2.0 * M PI / cc * (xx * cos(beta) -
yy * sin(beta)));
d1dy = 2.0 * M PI / cc * sin(beta) *sin(2.0 * M PI / cc * (xx * cos(beta) - yy *
sin(beta)));
d2dx = -2.0 * M PI / cc * sin(beta) *sin(2.0 * M PI / cc * (xx * sin(beta) + yy *
cos(beta)));
d2dy = -2.0 * M PI / cc * cos(beta) *sin(2.0 * M PI / cc * (xx * sin(beta) + yy *
cos(beta)));
derivpotx = k tipa * (supportx - xx) + (E0 / 2.0 * cond * (d1dx * d2 + d1 *
d2dx));
derivpoty = k tipb * (supporty - yy) + (E0 / 2.0 * cond * (d1dy * d2 + d1 * d2dy));
/*============================================*/
// Graphite (with rotation of structure (beta) and superstructure (omega)):
// Calculate Potential
potent = -E0 / 4.5 * (2.0 * cos((2.0 * M PI / aa) * (supportx * cos(beta) - sup-
porty * sin(beta))) * cos((2.0 * M PI / (aa * sqrt(3))) * (supportx * sin(beta) +
supporty * cos(beta))) + cos((4.0 * M PI / (aa * sqrt(3))) * (supportx * sin(beta)
+ supporty * cos(beta)))) - E0 / 4.5 * delta * (2.0 * cos((2.0 * M PI / ) * (supportx
* cos(omega) - supporty * sin(omega))) * cos((2.0 * M PI / (bb * sqrt(3))) * (sup-
portx * sin(omega) + supporty * cos(omega))) + cos((4.0 * M PI / (bb * sqrt(3)))
* (supportx * sin(omega) + supporty * cos(omega))));
// Calculate Derivativs
d1 = 2.0 * cos((2.0 * M PI / aa) * (xx * cos(beta) - yy * sin(beta)));
d2 = cos((2.0 * M PI / (aa * sqrt(3))) * (xx * sin(beta) + yy * cos(beta)));
d3 = cos((4.0* M PI / (aa * sqrt(3))) * (xx * sin(beta) + yy * cos(beta)));
d4 = 2.0 * cos((2.0 * M PI / bb) * (xx * cos(omega) - yy * sin(omega)));
d5 = cos((2.0 * M PI / (bb*sqrt(3))) * (xx * sin(omega) + yy * cos(omega)));
d6 = cos((4.0 * M PI / (bb*sqrt(3))) * (xx * sin(omega) + yy * cos(omega)));
d1x = -2.0 * (2.0 * M PI / aa) * cos(beta) * sin((2.0 * M PI / aa) * (xx * cos(beta)
- yy * sin(beta)));
d1y = +2.0 * (2.0 * M PI / aa) * sin(beta) * sin((2.0 * M PI / aa) * (xx * cos(beta)
- yy * sin(beta)));
d2x = -(2.0 * M PI / (aa*sqrt(3))) * sin(beta) * sin((2.0 * M PI / (aa*sqrt(3))) *
(xx * sin(beta) + yy * cos(beta)));
d2y = -(2.0 * M PI / (aa*sqrt(3))) * cos(beta) * sin((2.0 * M PI / (aa*sqrt(3))) *
(xx * sin(beta) + yy * cos(beta)));
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d3x = -(4.0 * M PI / (aa*sqrt(3))) * sin(beta) * sin((4.0 * M PI / (aa*sqrt(3))) *
(xx * sin(beta) + yy * cos(beta)));
d3y = -(4.0 * M PI / (aa*sqrt(3))) * cos(beta) * sin((4.0 * M PI / (aa*sqrt(3))) *
(xx * sin(beta) + yy * cos(beta)));
d4x = -2.0 * (2.0 * M PI / bb) * cos(omega) * sin((2.0 * M PI / bb) * (xx *
cos(omega) - yy * sin(omega)));
d4y = +2.0 * (2.0 * M PI / bb) * sin(omega) * sin((2.0 * M PI / bb) * (xx *
cos(omega) - yy * sin(omega)));
d5x = -(2.0 * M PI / (bb*sqrt(3))) * sin(omega) * sin((2.0 * M PI / (bb*sqrt(3)))
* (xx * sin(omega) + yy * cos(omega)));
d5y = -(2.0 * M PI / (bb*sqrt(3))) * cos(omega) * sin((2.0 * M PI / (bb*sqrt(3)))
* (xx * sin(omega) + yy * cos(omega)));
d6x = -(4.0 * M PI / (bb*sqrt(3))) * sin(omega) * sin((4.0 * M PI / (bb*sqrt(3)))
* (xx * sin(omega) + yy * cos(omega)));
d6y = -(4.0 * M PI / (bb*sqrt(3))) * cos(omega) * sin((4.0 * M PI / (bb*sqrt(3)))
* (xx * sin(omega) + yy * cos(omega)));
derivpotx = k tipa * (supportx - xx) - (E0 * cond / 4.5 * (d1x * d2 + d1 * d2x +
d3x)) - (E0 * delta / 4.5 * (d4x * d5 + d4 * d5x + d6x));
derivpoty = k tipa * (supporty - yy) - (E0 * cond / 4.5 * (d1y * d2 + d1 * d2y +
d3y)) - (E0 * delta / 4.5 * (d4y * d5 + d4 * d5y + d6y));
/*============================================*/
// Integrator of the Langevin Equation:
// Force tip / Mass tip = Acceleration tip in x-direction
ax = derivpotx/m tip;
// Force tip / Mass tip = Acceleration tip in y-direction
ay = derivpoty/m tip;
// In the case when thermal noise is ON
if ( thermnoisepara == 1 )
{
thermnoise = ”ON”;
xx += c1a * dt * vx + c2a * dt * dt *ax + xnoisea[js];
yy += c1b * dt * vy + c2b * dt * dt * ay + xnoiseb[js];
vx = c0a * vx + c1a * dt * ax + vnoisea[js];
vy = c0b * vy + c1b * dt * ay + vnoiseb[js];
}
// In the case when thermal noise is OFF
if ( thermnoisepara == 0 )
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{
thermnoise = ”OFF”;
xx += c1a * dt * vx + c2a * dt * dt * ax;
yy += c1b * dt * vy + c2b * dt * dt * ay;
vx = c0a * vx + c1a * dt * ax;
vy = c0b * vy + c1b * dt * ay;
}
// Is the thermal noise off or on?
if ( t == 0 and js == 0 )
{
fprintf(info, ”The THERMAL NOISE is %s. \n \n”, thermnoise);
}
// Force acting on the tip in x-direction
forcex = -k tipa * (supportx - xx);
// Force acting on the tip in y-direction
forcey = -k tipb * (supporty - yy);
// Total force in scan direction
if ( forcex > 0.0 )
{
// Total friction force
forcetot = -sqrt(forcex * forcex + forcey * forcey);
}
// Total force not in scan direction
if ( forcex < 0.0 )
{
// Total friction force
forcetot = sqrt(forcex * forcex + forcey * forcey);
}
}
// Increase time by timestep dt
t += dt;
}
/*============================================*/
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void gennoise(void)
{
// Counters
int h,j, hb, jb, hc, hd;
// Array with gaussian distributed random numbers
double gauss[length];
double rvec[length];
// Noise for the x-direction
for (hc=0 ; hc < length ; hc++)
{
rvec[hc] = ran2(&seed);
}
for (h=0 ; h < nstep ; h++ )
{
gauss[2 * h] = sqrt(-2.0 * log(rvec[2 * h])) * cos(2 * M PI * rvec[2 * h + 1]);
gauss[2 * h + 1] = sqrt(-2.0 * log(rvec[2 * h])) * sin(2 * M PI * rvec[2 * h + 1]);
}
for (j=0 ; j < nstep ; j++ )
{
xnoisea[j] = aux1a * gauss[2 * j];
vnoisea[j] = aux3a * gauss[2 * j] + aux4a * gauss[2 * j + 1];
}
// Noise for the y-direction
for (hc=0 ; hc < length ; hc++)
{
rvec[hc] = ran2(&seed);
}
for (hb=0 ; hb < nstep ; hb++ )
{
gauss[2 * hb] = sqrt(-2.0 * log(rvec[2 * hb])) * cos(2 * M PI * rvec[2 * hb + 1]);
gauss[2 * hb + 1] = sqrt(-2.0 * log(rvec[2 * hb])) * sin(2 * M PI * rvec[2 * hb + 1]);
}
for (jb=0 ; jb < nstep ; jb++ )
{
xnoiseb[jb] = aux1b * gauss[2 * jb];
vnoiseb[jb] = aux3b * gauss[2 * jb] + aux4b * gauss[2 * jb + 1];
}
}
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// The following definitions are used for the random number generator ”ran2”.
Source: Numerical Recipes in C: The Art of Scientific Computing, ISBN 0-521-
43108-5 by Cambridge University Press (Period: more than 2e18)
#define IM1 2147483563
#define IM2 2147483399
#define AM (1.0/IM1)
#define IMM1 (IM1-1)
#define IA1 40014
#define IA2 40692
#define IQ1 53668
#define IQ2 52774
#define IR1 12211
#define IR2 3791
#define NTAB 32
#define NDIV (1+IMM1/NTAB)
#define EPS 1.2e-7
#define RNMX (1.0-EPS)
float ran2(long *idum)
{
int j;
long k;
static long idum2 = 123456789;
static long iy = 0;
static long iv[NTAB];
float temp;
if (*idum <= 0)
{
if (-(*idum) < 1) *idum = 1;
else *idum = -(*idum);
idum2=(*idum);
for (j = NTAB+7;j> = 0;j–)
{
k = (*idum) / IQ1;
*idum = IA1 * (*idum - k * IQ1) - k * IR1;
if (*idum < 0) *idum += IM1;
if (j < NTAB) iv[j] = *idum;
}
iy = iv[0];
}
k = (*idum) / IQ1;
*idum = IA1 * (*idum - k * IQ1) - k * IR1;
if (*idum < 0) *idum += IM1;
k = idum2 / IQ2;
idum2 = IA2 * (idum2 - k * IQ2) - k * IR2;
if (idum2 < 0) idum2 += IM2;
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j = iy / NDIV;
iy=iv[j]-idum2;
iv[j] = *idum;
if (iy < 1) iy += IMM1;
if ((temp = AM * iy) > RNMX) return RNMX;
else return temp;
}
#undef IM1
#undef IM2
#undef AM
#undef IMM1
#undef IA1
#undef IA2
#undef IQ1
#undef IQ2
#undef IR1
#undef IR2
#undef NTAB
#undef NDIV
#undef EPS
#undef RNMX
//End Functions
/*============================================*/
/*============================================*/
/*============================================*/
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