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Abstract
A new, improved split-step backward Euler (SSBE) method is introduced and an-
alyzed for stochastic differential delay equations(SDDEs) with generic variable delay.
The method is proved to be convergent in mean-square sense under conditions (As-
sumption 3.1) that the diffusion coefficient g(x, y) is globally Lipschitz in both x and y,
but the drift coefficient f(x, y) satisfies one-sided Lipschitz condition in x and globally
Lipschitz in y. Further, exponential mean-square stability of the proposed method is
investigated for SDDEs that have a negative one-sided Lipschitz constant. Our results
show that the method has the unconditional stability property in the sense that it can
well reproduce stability of underlying system, without any restrictions on stepsize h.
Numerical experiments and comparisons with existing methods for SDDEs illustrate
the computational efficiency of our method.
AMS subject classification: 60H35,65C20,65L20.
Key Words: split-step backward Euler method, strong convergence, one-sided
Lipschitz condition, exponential mean-square stability, mean-square linear stability
1 Introduction
In this paper we consider the numerical integration of autonomous stochastic differential
delay equations (SDDEs) in the Itoˆ’s sense
dx(t) = f(x(t), x(t− τ(t)))dt+ g(x(t), x(t− τ(t)))dw(t) (1.1)
with initial data x(t) = ψ(t), t ∈ [−τ, 0]. Here τ(t) is a delay term satisfying τ(t) ≥ 0 and
−τ := inf{t − τ(t) : t ≥ 0}, f : Rd × Rd −→ Rd, g : Rd × Rd −→ Rd×m. We assume that
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the initial data is independent of the Wiener measure driving the equations and w(t) is an
m-dimensional Wiener process defined on the complete probability space (Ω,F , {Ft}t≥0,P)
with a filtration {Ft}t≥0 satisfying the usual conditions (that is, it is increasing and right
continuous while F0 contains all P-null sets).
For a given constant stepsize h > 0, we propose a split-step backward Euler (SSBE)
method for SDDEs (1.1) as follows
y∗n = yn + hf(y
∗
n, y˜
∗
n), (1.2a)
yn+1 = y
∗
n + g(y
∗
n, y˜
∗
n)∆wn, (1.2b)
where ∆wn = w(tn+1)− w(tn) and for 0 ≤ µ < 1, 1 ≤ qn ∈ Z
+
y˜∗n =
{
ψ(tn − τ(tn)), tn − τ(tn) < 0,
µy∗n−qn+1 + (1− µ)y
∗
n−qn, 0 ≤ tn − τ(tn) ∈ [tn−qn, tn−qn+1).
(1.3)
For arbitrary stepsize h > 0, yn denotes the approximation of x(t) at time tn = nh, n =
0, 1 · · · . We remark that µ in (1.3) depends on how memory values are handled on non-grid
points. Generally there are two ways, the first is to use piecewise constant interpolation,
corresponding to µ ≡ 0, and the second to use piecewise linear interpolation. In later
development, we prefer to assume 0 ≤ µ < 1 to cover both cases. Also, we mention that
the scheme (1.2a)-(1.2b) here is quite different from the SSBE method in [23], which will be
explained at the end of this section.
In (1.2a)-(1.2b), y∗n serves as an intermediate stage value, and in order to continue the
process, we have to solve the implicit equation (1.2a) at every step to acquire y∗n. Existence
and uniqueness of solutions to the implicit equations (1.2a) will be discussed in section 4.
Here, we always assume that numerical solution of (1.2a) exists uniquely. And one can easily
check that y∗n, yn is Ftn-measurable.
The key aim in this work is to propose a new SSBE method for SDDEs with variable delay
and its convergence and stability in mean-square sense are investigated under a non-globally
Lipschitz condition. This situation has been investigated in [7, 8, 9, 10, 11, 13, 12, 24] for
stochastic differential equations (SDEs) without delay. For SDEs with delay, most of previous
work has been based on the more restrictive assumption that the coefficients f, g satisfies
global Lipschitz and linear growth conditions, see, for example, [1, 5, 15, 19, 23]. In [18], the
authors showed that the numerical solution produced by Euler-Maruyama (EM) method will
converge to the true solution of the SDDEs under the local Lipschitz condition. Note that
the proof of the convergence result in this paper is based on techniques used in [7, 18]. In [7],
by interpreting the implicit method SSBE as the EM applied to a modified SDE the authors
were able to get a strong convergence result. This paper, however, provides an alternative
way to get the convergence result for SSBE. That is, by giving a direct continuous-time
extension we accomplished the convergence proof for SSBE without considering the modified
SDDEs. Also, in deriving moment bounds of numerical solution, due to the delay term of
our SSBE, i.e., y˜∗n in (1.2a), y
∗
n cannot be explicitly dominated by yn as (3.25) in [7]. Starting
with a recurrence of y∗n given by substituting (1.2b) into (1.2a), we overcome this difficulty
and obtained the desired moment bounds. Note that a similar approach is adopted in the
stability analysis.
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Of course, the most important contribution of this work is to propose an improved SSBE
method for SDDEs and to verify its excellent stability property. In [23], the authors proposed
a SSBE method for a linear scalar SDDE with constant lag and its convergence and stability
are studied there. It is worth emphasizing that our proposed method is a modified version
of SSBE in [23]. The changes are in two aspects: firstly, we drop the stepsize restriction
h = τ
κ
, κ ∈ Z+ and allow for arbitrary stepsize h > 0; secondly and most importantly,
the scheme has been modified to a new one. To see this, the two methods are applied to
a linear scalar SDDE in section 5. One can observe that the second terms of f, g in the
scheme in [23] is the numerical solution yn−κ+1 (see (5.4) below). While the corresponding
terms in our scheme is the intermediate stage value y∗n−κ (see (5.3) below). Note that the
modifications of the method do not raise the strong order of the numerical solution, but
they indeed improve the stability of the method greatly. In fact, it is shown below that
our method can well replicate exponential mean-square stability of nonlinear test problem,
including the linear test equation as a special case, without any restrictions on stepsize h.
The convergence and stability results of SSBE can be regarded as an extension of those in
[7, 8] for SDEs without delay to variable delay case. This unconditional stability property
of (1.2a)-(1.2b) demonstrates that the proposed method is promising and will definitely be
effective in solving systems with stiffness in the drift term, where stability investigations are
particularly important.
This article is organized as follows. In next section, a general convergence result (Theorem
2.4) is established. In section 3, a convergence result is derived under a one-sided Lipschitz
condition (Assumption 3.1). Section 4 and 5 are devoted to exponential mean-square stability
property of the method. Numerical experiments are included in section 6.
2 The general convergence results
Throughout the paper, let | · | denote both the Euclidean norm in Rd and the trace norm(F-
norm) in Rd×m. As the standing hypotheses, we make the following assumption.
Assumption 2.1 The system (1.1) has a unique solution x(t) on [−τ, T ]. And the functions
f(x, y) and g(x, y) are both locally Lipschitz continuous in x and y, i.e., there exists a constant
LR such that
|f(x2, y2)− f(x1, y1)|
2 ∨ |g(x2, y2)− g(x1, y1)|
2 ≤ LR(|x2 − x1|
2 + |y2 − y1|
2), (2.1)
for all x1, x2, y1, y2 ∈ R
d with |x1| ∨ |x2| ∨ |y1| ∨ |y2| ≤ R.
Moreover, we assume that [18]
Assumption 2.2 ψ(t) is Ho¨lder continuous in mean-square with exponent 1/2, that is
E|ψ(t)− ψ(s)|2 ≤ η1|t− s|, (2.2)
and τ(t) is a continuous function satisfying
|τ(t)− τ(s)| ≤ η2|t− s|. (2.3)
3
In the following convergence analysis, we find it convenient to use continuous-time approxi-
mation solution. Hence we define continuous version y¯(t) as follows
y¯(t) :=
{
ψ(t), t ≤ 0,
yn + (t− tn)f(y
∗
n, y˜
∗
n) + g(y
∗
n, y˜
∗
n)∆wn(t), t ∈ [tn, tn+1), n ≥ 0,
(2.4)
where ∆wn(t) = w(t)− w(tn). For t ∈ [tn, tn+1) we can write it in integral form as follows
y¯(t) := y0 +
∫ t
0
f(y∗(s), y˜∗(s))ds+
∫ t
0
g(y∗(s), y˜∗(s))dws, (2.5)
where
y∗(s) :=
∞∑
n=0
1{tn≤s<tn+1}y
∗
n, y˜
∗(s) :=
∞∑
n=0
1{tn≤s<tn+1}y˜
∗
n. (2.6)
It is not hard to verify that y¯(tn) = yn, that is, y¯(t) coincides with the discrete solutions at
the grid-points.
In additional to the above two assumptions, we will need another one.
Assumption 2.3 The exact solution x(t) and its continuous-time approximation solution
y¯(t) have p-th moment bounds, that is, there exist constants p > 2, A > 0 such that
E
[
sup
0≤t≤T
|x(t)|p
]
∨ E
[
sup
0≤t≤T
|y¯(t)|p
]
≤ A. (2.7)
Now we state our convergence theorem here and give a sequence of lemmas that lead to
a proof.
Theorem 2.4 Under Assumptions 2.1,2.2,2.3, if the implicit equation (1.2a) admits a unique
solution, then the continuous-time approximate solution y¯(t) (2.4) will converge to the true
solution of (1.1) in the mean-square sense, i.e.,
E sup
0≤t≤T
|y¯(t)− x(t)|2 → 0, as h→ 0.
We need several lemmas to complete the proof of Theorem 2.4.
First, we will define three stopping times
ρR = inf{t ≥ 0 : |x(t)| ≥ R}, τR = inf{t ≥ 0 : |y¯(t)| ≥ R , or |y
∗(t)| ≥ R}, σR = ρR ∧ τR,
where as usual inf ∅ is set as ∞ (∅ denotes the empty set).
Lemma 2.5 Under Assumption 2.1, 2.2, there exist constants C1(R), C2(R) such that for
s ∈ [tn, tn+1) and h < 1
E1{s≤σR}|y¯(s)− y
∗(s)|2 ≤ C1(R)h, (2.8)
E1{s≤σR}|y¯(s− τ(s))− y˜
∗(s)|2 ≤ C2(R)h. (2.9)
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Proof. For s ∈ [tn, tn+1), by definition of y¯(s) and y
∗(s),
y¯(s)− y∗(s) = yn + (s− tn)f(y
∗
n, y˜
∗
n) + g(y
∗
n, y˜
∗
n)∆wn(s)− y
∗
n
= (s− tn+1)f(y
∗
n, y˜
∗
n) + g(y
∗
n, y˜
∗
n)∆wn(s). (2.10)
Noticing that for |x| ∨ |y| ≤ R
|f(x, y)|2 ≤ 2|f(x, y)− f(0, 0)|2 + 2|f(0, 0)|2
≤ KR(1 + |x|
2 + |y|2), (2.11)
with KR = 2max{LR, |f(0, 0)|}. Using linear growth condition of g and moment bounds in
(3.7), we have appropriate constant C1(R) so that
E1{s≤σR}|y¯(s)− y
∗(s)|2 ≤ 2KRh
2(1 + E|y∗n|
2 + E|y˜∗n|
2) + 2Kh(1 + E|y∗n|
2 + E|y˜∗n|
2)
≤ C1(R)h.
As for estimate (2.9), there are four cases as to the location of tn − τ(tn) and s− τ(s):
• 1) tn − τ(tn) < 0, s− τ(s) < 0,
• 2) tn − τ(tn) ≥ 0, s− τ(s) ≥ 0,
• 3) tn − τ(tn) < 0, s− τ(s) ≥ 0,
• 4) tn − τ(tn) ≥ 0, s− τ(s) < 0.
Noticing that the delay τ(s) satisfies Lipschitz condition (2.3), one sees that
|s− τ(s)− tn + τ(tn)| ≤ (η2 + 1)h. (2.12)
In the case 1), combining Ho¨lder continuity of initial data (2.2) and (2.12) gives the desired
assertion. In the case 2), without loss of generality, we assume s−τ(s) ∈ [ti, ti+1), tn−τ(tn) =
(1− µ)tj + µtj+1 ∈ [tj , tj+1), i > j ≥ 0. Thus we have from (1.2a) and (3.8) that
y¯(s− τ(s))− y˜∗(s) = yi + (s− τ(s)− ti)f(y
∗
i , y˜
∗
i ) + g(y
∗
i , y˜
∗
i )∆wi(s− τ(s))
−(1− µ)y∗j − µy
∗
j+1
= (s− τ(s)− ti+1)f(y
∗
i , y˜
∗
i ) + g(y
∗
i , y˜
∗
i )∆wi(s− τ(s))
+(1− µ)(y∗i − y
∗
j ) + µ(y
∗
i − y
∗
j+1)
= (s− τ(s)− ti+1)f(y
∗
i , y˜
∗
i ) + g(y
∗
i , y˜
∗
i )∆wi(s− τ(s))
+(1− µ)
i−1∑
k=j
[
hf(y∗k+1, y˜
∗
k+1) + g(y
∗
k, y˜
∗
k)∆wk
]
+µ
i−1∑
k=j+1
[
hf(y∗k+1, y˜
∗
k+1) + g(y
∗
k, y˜
∗
k)∆wk
]
, (2.13)
where as usual we define the second summation equals zero when i = j + 1. Noticing from
(2.12) that i−j ≤ η2+1, and combining local linear growth bound (2.11) for f , global linear
growth condition for g and moment bounds (3.7), we can derive from (2.13) that
E1{s≤σR}|y˜
∗(s)− y¯(s− τ(s))|2 ≤ C2(R)h.
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In the case 3) and 4), using an elementary inequality gives
E1{s≤σR}|y˜
∗(s)− y¯(s− τ(s))|2
≤2E1{s≤σR}|y˜
∗(s)− y¯(0)|2 + 2E1{s≤σR}|y¯(0)− y¯(s− τ(s))|
2.
Then combining this with results obtained in case 1) and 2) gives the required result, with
C2(R) a universal constant independent of h.
Lemma 2.6 Under Assumption 2.1, 2.2, for stepsize h < 1, there exists a constant CR such
that
E[ sup
0≤t≤T
|y¯(t ∧ σR)− x(t ∧ σR)|
2] ≤ CRh,
with CR dependent on R, but independent of h.
Proof. For simplicity, denote
e(t) := y¯(t)− x(t).
From (1.1) and (2.5), we have
E
[
sup
0≤s≤t
|e(s ∧ σR)|
2
]
= E
[
sup
0≤s≤t
|y¯(s ∧ σR)− x(s ∧ σR)|
2
]
= E
[
sup
0≤s≤t
∣∣∣∣
∫ s∧σR
0
f(y∗(r), y˜∗(r))− f(x(r), x(r − τ(r)))dr
+
∫ s∧σR
0
g(y∗(r), y˜∗(r))− g(x(r), x(r − τ(r)))dw(r)
∣∣∣∣
2
]
≤ 2TE
∫ t∧σR
0
|f(y∗(s), y˜∗(s))− f(x(s), x(s− τ(s)))|2 ds
+2E
[
sup
0≤s≤t
∣∣∣∣
∫ s∧σR
0
g(y∗(r), y˜∗(r))− g(x(r), x(r − τ(r)))dw(r)
∣∣∣∣
2
]
≤ 2(T + 4)LRE
∫ t∧σR
0
|y∗(s)− x(s)|2 + |y˜∗(s)− x(s− τ(s))|2ds, (2.14)
where Ho¨lder’s inequality and the Burkholder-Davis-Gundy inequality were used again. Us-
ing the elementary inequality |a+ b|2 ≤ 2|a|2 + 2|b|2, one computes from (2.14) that
E[ sup
0≤s≤t
|e(s ∧ σR)|
2]
≤ 4(T + 4)LRE
∫ t∧σR
0
|y∗(s)− y¯(s)|2 + |y¯(s)− x(s)|2ds
+4(T + 4)LRE
∫ t∧σR
0
|y˜∗(s)− y¯(s− τ(s))|2 + |y¯(s− τ(s))− x(s− τ(s))|2ds
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≤ 8(T + 4)LR
∫ t
0
E[ sup
0≤r≤s
|y¯(r ∧ σR)− x(r ∧ σR)|
2]ds
+4(T + 4)LRE
∫ t∧σR
0
|y∗(s)− y¯(s)|2ds
+4(T + 4)LRE
∫ t∧σR
0
|y˜∗(s)− y¯(s− τ(s))|2ds, (2.15)
where the fact was used that |y¯(s− τ(s))− x(s− τ(s))|2 ≤ sup
0≤r≤s
|y¯(r))− x(r)|2. By taking
Lemma 2.5 into account, we derive from (2.15) that, with suitable constants C˜R, C¯R
E[ sup
0≤s≤t
|e(s ∧ σR)|
2] ≤ 8(T + 4)LR
∫ t
0
E[ sup
0≤r≤s
|y¯(r ∧ σR)− x(r ∧ σR)|
2]ds
+4(T + 4)TLRC1(R)h+ 4(T + 4)TLRC2(R)h
= C˜R
∫ t
0
E[ sup
0≤r≤s
|e(r ∧ σR)|
2]ds+ C¯Rh. (2.16)
Hence continuous Gronwall inequality gives the assertion.
Proof of Theorem 2.4. Armed with Lemma 2.6 and Assumption 2.3, the result may be
proved using a similar approach to that in [7, Theorem 2.2] and [18, Theorem 2.1], where
under the local Lipschitz condition they showed the strong convergence of the EM method
for the SODEs and SDDEs, respectively.
Remark 2.7 Under the global Lipschitz condition and linear growth condition (cf [17]), we
can choose uniform constants C1(R), C2(R), CR in previous Lemma 2.5,2.6 to be independent
of R. Accordingly we can recover the strong order of 1/2 by deriving
E[ sup
0≤t≤T
|y¯(t)− x(t)|2] ≤ Ch,
where C is independent of R and h.
3 Convergence with a one-sided Lipschitz condition
In this section, we will give some sufficient conditions on equations (1.1) to promise a unique
global solution of SDDEs and a well-defined solution of the SSBE method. We make the
following assumptions on the SDDEs.
Assumption 3.1 The functions f(x, y) are continuously differentiable in both x and y, and
there exist constants γ1, γ2, γ3, γ4, such that ∀x, y, x1, x2, y1, y2 ∈ R
d
〈x2 − x1, f(x2, y)− f(x1, y)〉 ≤ γ1|x2 − x1|
2, (3.1)
|f(x, y2)− f(x, y1)| ≤ γ2|y2 − y1|, (3.2)
|g(x2, y2)− g(x1, y1)|
2 ≤ γ3|x2 − x1|
2 + γ4|y2 − y1|
2. (3.3)
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The inequalities (3.1),(3.2) indicate that the first argument x of f satisfies one-sided Lips-
chitz condition and the second satisfies global Lipschitz condition. It is worth noticing that
conditions of the same type as (3.1) and (3.2) have been exploited successfully in the anal-
ysis of numerical methods for deterministic delay differential equations (DDEs)(see [3] and
references therein). As for SDEs without delay, the conditions (3.1) and (3.3) has been used
in [7, 8, 9, 12, 24].
We compute from (3.1)-(3.3) that
〈x, f(x, y)〉 = 〈x, f(x, y)− f(0, y)〉+ 〈x, f(0, y)− f(0, 0)〉+ 〈x, f(0, 0)〉
≤ (γ1 + 1)|x|
2 +
1
2
γ2|y|
2 +
1
2
|f(0, 0)|2, (3.4)
|g(x, y)|2 ≤ 2|g(x, y)− g(0, 0)|2 + 2|g(0, 0)|2 ≤ 2γ3|x|
2 + 2γ4|y|
2 + 2|g(0, 0)|2. (3.5)
On choosing the constant K as
K = max
{
γ1 + 1, 2γ3,
1
2
γ2, 2γ4,
1
2
|f(0, 0)|2, 2|g(0, 0)|2
}
,
the following condition holds
xT f(x, y) ∨ |g(x, y)|2 ≤ K(1 + |x|2 + |y|2), ∀x, y ∈ Rd. (3.6)
In what follows we always assume that for ∀p > 0 the initial data satisfies
E‖ψ‖p := E sup
−τ≤s≤0
|ψ(s)|p <∞.
Theorem 3.2 Assume that Assumption 3.1 is fulfilled. Then there exists a unique global
solution x(t) to system (1.1). Morever, for any p ≥ 2, there exists constant C = C(p, T )
E
[
sup
0≤t≤T
|x(t)|p
]
≤ C(1 + E‖ψ‖p).
Proof. See the Appendix.
Lemma 3.3 Assume that f, g satisfy the condition (3.6) and h < 1 is sufficiently small ,
then for p ≥ 2 the following moment bounds hold
E
[
sup
0≤nh≤T
|y∗n|
2p
]
∨ E
[
sup
0≤t≤T
|y˜∗(t)|2p
]
∨ E
[
sup
0≤t≤T
|y¯(t)|2p
]
≤ A. (3.7)
Proof. Inserting (1.2b) into (1.2a) gives
y∗n = y
∗
n−1 + hf(y
∗
n, y˜
∗
n) + g(y
∗
n−1, y˜
∗
n−1)∆wn−1, n ≥ 1. (3.8)
Hence
|y∗n − hf(y
∗
n, y˜
∗
n)|
2 = |y∗n−1 + g(y
∗
n−1, y˜
∗
n−1)∆wn−1|
2.
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Expanding it and employing (3.6) yields
|y∗n|
2 − 2Kh(1 + |y∗n|
2 + |y˜∗n|
2) ≤ |y∗n−1|
2 + 2
〈
y∗n−1, g(y
∗
n−1, y˜
∗
n−1)∆wn−1
〉
+|g(y∗n−1, y˜
∗
n−1)∆wn−1|
2. (3.9)
By definition of y˜∗n, one obtains |y˜
∗
n|
2 ≤ |y∗n|
2+max0≤i≤n−1 |y
∗
i |
2+‖ψ‖2. Taking this inequality
into consideration and letting h < h0 < 1/(4K), we have from (3.9) that
(1− 4Kh)|y∗n|
2 ≤ |y∗n−1|
2 + 2Kh(1 + max
0≤i≤n−1
|y∗i |
2 + ‖ψ‖2)
+2
〈
y∗n−1, g(y
∗
n−1, y˜
∗
n−1)∆wn−1
〉
+ |g(y∗n−1, y˜
∗
n−1)∆wn−1|
2. (3.10)
Denoting α = 1/(1− 4Kh0), one computes that
|y∗n|
2 ≤ |y∗n−1|
2 + 6Kαh max
0≤i≤n−1
|y∗i |
2 + 2Kαh+ 2Kαh‖ψ‖2
+2α
〈
y∗n−1, g(y
∗
n−1, y˜
∗
n−1)∆wn−1
〉
+ α|g(y∗n−1, y˜
∗
n−1)∆wn−1|
2. (3.11)
By recursive calculation, we obtain
|y∗n|
2 ≤ |y∗0|
2 + 6Kαh
n−1∑
j=0
max
0≤i≤j
|y∗i |
2 + 2KαT + 2KαT‖ψ‖2
+2α
n−1∑
j=0
〈
y∗j , g(y
∗
j , y˜
∗
j )∆wj
〉
+ α
n−1∑
j=0
|g(y∗j , y˜
∗
j )∆wj|
2.
Raising both sides to the power p gives
|y∗n|
2p ≤ 5p−1
{
|y∗0|
2p + (6Kαh)pnp−1
n−1∑
j=0
max
0≤i≤j
|y∗i |
2p +
[
2KαT + 2KαT‖ψ‖2
]p
+(2α)p
[
n−1∑
j=0
〈
y∗j , g(y
∗
j , y˜
∗
j )∆wj
〉]p
+ αpnp−1
n−1∑
j=0
|g(y∗j , y˜
∗
j )∆wj |
2p
}
.
Thus
E max
1≤n≤M
|y∗n|
2p
≤ 5p−1
{
E|y∗0|
2p + (6Kα)pT p−1hE
M−1∑
j=0
max
0≤i≤j
|y∗i |
2p + E
(
2KαT + 2KαT‖ψ‖2
)p
+(2α)pE max
1≤n≤M
[
n−1∑
j=0
〈y∗j , g(y
∗
j , y˜
∗
j )∆wj〉
]p
+ αpMp−1E
M−1∑
j=0
|g(y∗j , y˜
∗
j )∆wj |
2p
}
. (3.12)
Here 1 ≤ M ≤ N , where N is the largest integer number such that Nh ≤ T . Now, using
the Burkholder-Davis-Gundy inequality (Theorem 1.7.3 in [17]) gives
E max
1≤n≤M
[
n−1∑
j=0
〈
y∗j , g(y
∗
j , y˜
∗
j )∆wj
〉]p
≤ CpE
[
M−1∑
j=0
|y∗j |
2|g(y∗j , y˜
∗
j )|
2h
]p/2
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≤ Cp(Kh)
p/2Mp/2−1E
[
M−1∑
j=0
|y∗j |
p
(
1 + |y∗j |
2 + |y˜∗j |
2
)p/2]
≤
1
2
CpK
p/2T p/2−1hE
[
M−1∑
j=0
(
|y∗j |
2p + 3p−1(1 + |y∗j |
2p + |y˜∗j |
2p)
)]
. (3.13)
Noticing that
E|y˜∗j |
2p ≤ E max
0≤i≤j
|y∗i |
2p + E‖ψ‖2p, (3.14)
inserting it into (3.13), we can find out appropriate constants C¯ = C¯(p,K, T ) such that
E max
0≤n≤M
[
n−1∑
j=0
〈
y∗j , g(y
∗
j , y˜
∗
j )∆wj
〉]p
≤ C¯h
M−1∑
j=0
E max
0≤i≤j
|y∗i |
2p + C¯(E‖ψ‖2p + 1). (3.15)
At the same time, noting the fact y∗n, y˜
∗
n ∈ Ftn and ∆wn is independent of Ftn, one can
compute that, with Cˆ = Cˆ(p, T ) a constant that may change line by line
E
M−1∑
j=0
|g(y∗j , y˜
∗
j )∆wj|
2p ≤
M−1∑
j=0
E|g(y∗j , y˜
∗
j )|
2p
E|∆wj |
2p
≤ Cˆhp
M−1∑
j=0
[
1 + E|y∗j |
2p + E|y˜∗j |
2p
]
≤ Cˆhp−1(E‖ψ‖2p + 1) + Cˆhp
M−1∑
j=0
E max
0≤i≤j
|y∗i |
2p. (3.16)
By definition (1.2a), one sees that
|y∗0 − hf(y
∗
0, y˜
∗
0)|
2 = |y0|
2.
Then using a similar approach used before, we can find out a constant c0 = c0(p,K) to
ensure that
E|y∗0|
2p < c0(E‖ψ‖
2p + 1) <∞. (3.17)
Inserting (3.15),(3.16) into (3.12) and considering (3.17) and h < 1 , we have, with suitable
constants C ′ = C ′(p,K, T ), C ′′ = C ′′(p,K, T )
E max
0≤n≤M
|y∗n|
2p ≤ E|y∗0|
2p + E max
1≤n≤M
|y∗n|
2p
≤ C ′(E‖ψ‖2p + 1) + C ′′h
M−1∑
j=0
E max
0≤i≤j
|y∗i |
2p. (3.18)
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Thus using the discrete-type Gronwall inequality, we derive from (3.18) that E
[
sup0≤nh≤T |y
∗
n|
2p
]
is bounded by a constant independent of N . Then by considering the elementary inequality
|µx+ (1− µ)y|2p ≤ µ|x|2p+ (1− µ)|y|2p, boundedness of E
[
sup0≤t≤T |y˜
∗(t)|2p
]
is immediate.
To bound E
[
sup0≤t≤T |y¯(t)|
2p
]
, we shall first bound E
[
sup0≤nh≤T |yn|
2p
]
. From (1.2b),
we have
E
[
sup
0≤nh≤T
|yn|
2p
]
≤ 22p−1
{
E
[
sup
0≤nh≤T
|y∗n|
2p
]
+ E
[
sup
0≤nh≤T
|g(y∗n, y˜
∗
n)∆wn|
2p
]}
≤ 22p−1
{
E
[
sup
0≤nh≤T
|y∗n|
2p
]
+ E
N∑
j=0
|g(y∗j , y˜
∗
j )∆wj|
2p
}
.
Now (3.16) and bound of E
[
sup0≤nh≤T |y
∗
n|
2p
]
gives the bound of E
[
sup0≤nh≤T |yn|
2p
]
.
To bound E
[
sup0≤t≤T |y¯(t)|
2p
]
, we denote by nt the integer for which t ∈ [tnt , tnt+1). By
definitions of (1.2a) and (2.4), for t ≥ 0,
y¯(t) = ynt + (t− tnt)f(y
∗
nt, y˜
∗
nt) + g(y
∗
nt, y˜
∗
nt)∆wnt(t)
= ynt + γ(y
∗
nt − ynt) + g(y
∗
nt, y˜
∗
nt)∆wnt(t)
= (1− γ)ynt + γy
∗
nt + g(y
∗
nt, y˜
∗
nt)∆wnt(t), (3.19)
where γ = (t− tnt)/h < 1. Thus
E
[
sup
0≤t≤T
|y¯(t)|2p
]
≤ 22p−1
{
γE
[
sup
0≤nh≤T
|y∗n|
2p
]
+ (1− γ)E
[
sup
0≤nh≤T
|yn|
2p
]
+E
[
sup
0≤t≤T
|g(y∗nt, y˜
∗
nt)∆wnt(t)|
2p
]}
. (3.20)
Using Doob’s martingale inequality [17, Theorem 1.3.8], we derive that
E
[
sup
0≤t≤T
|g(y∗nt, y˜
∗
nt)∆wnt(t)|
2p
]
≤
N∑
n=0
E
[
sup
0≤s≤h
|g(y∗n, y˜
∗
n)∆wn(s)|
2p
]
≤
(
2p
2p− 1
)2p N∑
n=0
E
[
|g(y∗n, y˜
∗
n)∆wn(h)|
2p
]
. (3.21)
Thus the last term in (3.20) is bounded by considering (3.16) and bounds of E[sup0≤nh≤T |y
∗
n|
2p],
E[sup0≤nh≤T |yn|
2p]. Now boundedness of E[sup0≤t≤T |y¯(t)|
2p] follows immediately.
Lemma 3.4 Under Assumption 3.1, if (γ1+γ2)h < 1, the implicit equation in (1.2a) admits
a unique solution.
Proof. Let f˜(c) := f(c, µc+(1−µ)b), then the implicit equation (1.2a) takes the form as
c = hf˜(c) + d = hf(c, µc+ (1− µ)b) + d,
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where at each step, 0 ≤ µ < 1, b, d are known. Observing that
〈c1 − c2, f˜(c1)− f˜(c2)〉 = 〈c1 − c2, f(c1, µc1 + (1− µ)b)− f(c2, µc1 + (1− µ)b)〉
+〈c1 − c2, f(c2, µc1 + (1− µ)b)− f(c2, µc2 + (1− µ)b)〉
≤ γ1|c1 − c2|
2 + µγ2|c1 − c2|
2
≤ (γ1 + γ2)|c1 − c2|
2,
the assertion follows immediately from Theorem 14.2 of [6].
Corollary 3.5 Under Assumption 2.2,3.1, if (γ1 + γ2)h < 1, then the numerical solution
produced by (1.2a)-(1.2b) is well-defined and will converge to the true solution in the mean-
square sense, i.e.,
E sup
0≤t≤T
|y¯(t)− x(t)|2 → 0, as h→ 0.
Proof. Noticing that Assumption 3.1 implies Assumptions 2.1,2.3 by Theorem 3.2 and
Lemma 3.3, and taking Lemma 3.4 into consideration, the result follows directly from The-
orem 2.4.
Remark 3.6 We remark that the problem class satisfying condition (2.3) includes plenty of
important models. In particular, stochastic pantograph differential equations (see, e.g., [5])
with τ(t) = (1− q)t, 0 < q < 1 and SDDEs with constant lag fall into this class and therefore
corresponding convergence results follow immediately.
4 Mean-square stability with bounded delay
In this section, we will investigate how SSBE shares exponential mean-square stability of
general nonlinear systems. In deterministic case, nonlinear stability analysis of numerical
methods are carried on under a one-sided Lipschitz condition. This phenomenon has been
well studied in the deterministic case ([3, 6] and references therein) and stochastic case
without delay [7, 8, 9, 12, 24]. In what follows, we choose the test problem satisfying
conditions (3.1)-(3.3). Moreover, we assume that variable delay is bounded , that is, there
exists τ > 0, for 1 ≤ κ ∈ Z+, 0 ≤ δ < 1
0 ≤ τ(t) ≤ τ, τ = (κ− δ)h. (4.1)
We remark that this assumption does not impose additional restrictions on the stepsize h
and admits arbitrary large h on choosing κ = 1 and 0 ≤ δ < 1 close to 1. To begin with,
we shall first give a sufficient condition for exponential mean-square stability of analytical
solution to underlying problem.
Theorem 4.1 Under the conditions (3.1),(3.2),(3.3) and (4.1), and with γ1, γ2, γ3, γ4 obey-
ing
β := 2γ1 + 2γ2 + γ3 + γ4 < 0, (4.2)
any two solutions x(t;ψ) and y(t;φ) with E‖ψ‖2 <∞ and E‖φ‖2 <∞ satisfy
E|x(t)− y(t)|2 ≤ E‖φ− ψ‖2 exp{−ν+t},
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where ν+ ∈ (0,−β] is the zero of L(ν) = ν + β1 + β2 exp{ντ}, with β1 = 2γ1 + γ2+ γ3, β2 =
γ2 + γ4.
Proof. By Itoˆ formula, we have
E|x(t + δ)− y(t+ δ)|2 − E|x(t)− y(t)|2
=
∫ t+δ
t
2E〈x(s)− y(s), f(x(s), x(s− τ(s)))− f(y(s), y(s− τ(s)))〉ds
+
∫ t+δ
t
E|g(x(s), x(s− τ(s)))− g(y(s), y(s− τ(s)))|2ds
≤ (2γ1 + γ3)
∫ t+δ
t
E|x(s)− y(s)|2ds+ γ4
∫ t+δ
t
E|x(s− τ(s))− y(s− τ(s))|2ds
+2
∫ t+δ
t
E〈x(s)− y(s), f(y(s), x(s− τ(s)))− f(y(s), y(s− τ(s)))〉ds
≤ β1
∫ t+δ
t
E|x(s)− y(s)|2ds+ β2
∫ t+δ
t
sup
r∈[s−τ,s]
E|x(r)− y(r)|2ds. (4.3)
Letting u(t) = E|x(t)− y(t)|2 and noticing that u(t) exists for t ≥ −τ and is continuous, we
derive from (4.3) that
D+u(t) ≤ β1u(t) + β2 sup
s∈[t−τ,t]
u(s),
where the upper Dini derivative D+u(t) is defined as
D+u(t) := lim sup
δ→0+
u(t+ δ)− u(t)
δ
.
Using Theorem 7 in [2] leads to the desired result.
Based on this stability result, we are going to investigate stability of the numerical
method.
Theorem 4.2 Under the conditions (3.1),(3.2),(3.3) and (4.1), if β < 0, then for all h > 0,
any two solutions Xn, Yn produced by SSBE (1.2a)-(1.2b) with E‖ψ‖
2 <∞ and E‖φ‖2 <∞
satisfy
E|Xn − Yn|
2 ≤ E‖φ− ψ‖2 exp{−ν+h nh}, as n→∞,
where ν+h > 0 is defined as
ν+h =
1
2(κ+ 1)h
ln
(
1− 2hγ1 − hγ2
1 + hγ2 + hγ3 + hγ4
)
> 0. (4.4)
Proof. Under β < 0, the first part is an immediate result from Lemma 3.4. For the
second part, in order to state conveniently, we introduce some notations
W ∗n = X
∗
n − Y
∗
n , ∆f
∗
n = f(X
∗
n, X˜
∗
n)− f(Y
∗
n , Y˜
∗
n ), ∆g
∗
n = g(X
∗
n, X˜
∗
n)− g(Y
∗
n , Y˜
∗
n ). (4.5)
From (3.8), we have
W ∗n =W
∗
n−1 + h∆f
∗
n +∆g
∗
n−1∆wn−1. (4.6)
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Thus
|W ∗n − h∆f
∗
n|
2 = |W ∗n−1|
2 + 2〈W ∗n−1,∆g
∗
n−1∆wn−1〉+ |∆g
∗
n−1∆wn−1|
2.
Taking expectation and using (3.3) yields
E|W ∗n |
2 − 2hE〈W ∗n ,∆f
∗
n〉 ≤ (1 + hγ3)E|W
∗
n−1|
2 + hγ4E|X˜
∗
n−1 − Y˜
∗
n−1|
2. (4.7)
Now using the Cauchy-Schwarz inequality and conditions (3.1)-(3.2), we have
2E〈W ∗n ,∆f
∗
n〉 = 2E〈W
∗
n , f(X
∗
n, X˜
∗
n)− f(Y
∗
n , X˜
∗
n)〉
+2E〈W ∗n , f(Y
∗
n , X˜
∗
n)− f(Y
∗
n , Y˜
∗
n )〉
≤ 2γ1E|W
∗
n |
2 + 2γ2E|W
∗
n ||X˜
∗
n − Y˜
∗
n |
≤ (2γ1 + γ2)E|W
∗
n |
2 + γ2E|X˜
∗
n − Y˜
∗
n |
2.
Inserting it into (4.7) gives
(1− 2hγ1 − hγ2)E|X
∗
n − Y
∗
n |
2 ≤ (1 + hγ3)E|X
∗
n−1 − Y
∗
n−1|
2
+hγ4E|X˜
∗
n−1 − Y˜
∗
n−1|
2 + hγ2E|X˜
∗
n − Y˜
∗
n |
2. (4.8)
Here we have to consider which approach is chosen to treat memory values on non-grid
points, piecewise constant interpolation (µ ≡ 0) or piecewise linear interpolation. In the
latter case, let us consider two possible cases:
• If τ(tn) = µ˜h, 0 ≤ µ˜ < 1, then
E|X˜∗n − Y˜
∗
n |
2 = E|µ˜X˜∗n−1 + (1− µ˜)X˜
∗
n − µ˜Y˜
∗
n−1 − (1− µ˜)Y˜
∗
n |
2
≤ µ˜E|X˜∗n−1 − Y˜
∗
n−1|
2 + (1− µ˜)E|X˜∗n − Y˜
∗
n |
2.
(4.9)
Inserting (4.9), we derive from (4.8) that
[1− 2hγ1 − (2− µ˜)hγ2]E|X
∗
n − Y
∗
n |
2
≤ (1 + hγ3 + µ˜hγ2)E|X
∗
n−1 − Y
∗
n−1|
2 + hγ4E|X˜
∗
n−1 − Y˜
∗
n−1|
2.
Hence using the fact β < 0 in (4.2) gives
E|X∗n − Y
∗
n |
2 ≤
1 + hγ3 + µ˜hγ2 + hγ4
1− 2hγ1 − (2− µ˜)hγ2
max
n−κ−1≤i≤n−1
E|X∗i − Y
∗
i |
2
≤
1 + hγ2 + hγ3 + hγ4
1− 2hγ1 − hγ2
max
n−κ−1≤i≤n−1
E|X∗i − Y
∗
i |
2. (4.10)
• If τ(tn) ≥ h, it follows from (4.8) and β < 0 that
E|X∗n − Y
∗
n |
2 ≤
1 + hγ2 + hγ3 + hγ4
1− 2hγ1 − hγ2
max
n−κ−1≤i≤n−1
E|X∗i − Y
∗
i |
2. (4.11)
Therefore, it is always true that inequality (4.11) holds for piecewise linear interpolation
case. Obviously (4.11) also stands in piecewise constant interpolation case.
Further, from (1.2a) one sees
|X∗0 − Y
∗
0 − h(f(X
∗
0 , X˜
∗
0 )− f(Y
∗
0 , Y˜
∗
0 ))|
2 = |X0 − Y0|
2.
Using a similar approach as before, one can derive
E|X∗0 − Y
∗
0 |
2 ≤
1 + hγ2
1− 2hγ1 − hγ2
E‖ψ − φ‖2 ≤ E‖ψ − φ‖2. (4.12)
Denote
βh :=
1 + hγ2 + hγ3 + hγ4
1− 2hγ1 − hγ2
. (4.13)
Noticing that β < 0, one can readily derive 0 < βh < 1, we can deduce from (4.11) and
(4.12) that
E|X∗n−1 − Y
∗
n−1|
2 ≤ β
⌊n−2
κ+1
⌋+1
h E‖ψ − φ‖
2 ≤ β
n−2
κ+1
h E‖ψ − φ‖
2.
Here ⌊x⌋ denotes the greatest integer less than or equal to x.
Finally from (1.2b), we have for large n such that γ3+γ4
n
+ n−κ−2
nh(κ+1)
ln βh <
lnβh
2(κ+1)h
E|Xn − Yn|
2 ≤ (1 + hγ3)E|X
∗
n−1 − Y
∗
n−1|
2 + hγ4E|X˜
∗
n−1 − Y˜
∗
n−1|
2
≤ (1 + hγ3)β
n−2
κ+1
h E‖ψ − φ‖
2 + hγ4β
n−κ−2
κ+1
h E‖ψ − φ‖
2
≤ e(γ3+γ4)hβ
n−κ−2
κ+1
h E‖ψ − φ‖
2
≤ E‖φ− ψ‖2 exp{−ν+h nh}, (4.14)
where ν+h is defined as in (4.4).
The stability result indicates that the method (1.2a)-(1.2b) can well reproduce long-time
stability of the continuous system satisfying conditions stated in Theorem 4.1. Note that the
exponential mean-square stability under non-global Lipschitz conditions has been studied in
[8] in the case of nonlinear SDEs without delay. The preceding results can be regarded as
an extension of those in [8] to delay case.
5 Mean-square linear stability
Although the main focus of this work is on nonlinear SDDEs, in this section we show that
the SSBE (1.2a)-(1.2b) has a very desirable linear stability property. Hence, we consider the
scalar, linear test equation [15, 23] given by
dx(t) = (ax(t) + bx(t− τ))dt+ (cx(t) + dx(t− τ))dw(t). (5.1)
Note that (5.1) is a special case of (1.1) with τ(t) = τ , and satisfies conditions (3.1)-(3.3)
with
γ1 = a, γ2 = |b|, γ3 = c
2 + |cd|, γ4 = d
2 + |cd|.
By Theorem 4.1, (5.1) is mean-square stable if
a < −|b| −
1
2
(|c|+ |d|)2. (5.2)
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For constraint stepsize h = τ/κ, 1 ≤ κ ∈ Z+, i.e., δ = 0 in (4.1), the SSBE proposed in our
work applied to (5.1) produces{
y∗n = yn + h[ay
∗
n + by
∗
n−κ],
yn+1 = y
∗
n + [cy
∗
n + dy
∗
n−κ]∆wn.
(5.3)
In [23], the authors constructed a different SSBE for the linear test equation (5.1) and their
method applied to (5.1) reads{
z∗n = zn + h[az
∗
n + bzn−κ+1],
zn+1 = z
∗
n + [cz
∗
n + dzn−κ+1]∆wn.
(5.4)
The stability results there [23, Theorem 4.1] indicate that under (5.2) the method (5.4) can
only preserve mean-square stability of (5.1) with stepsize restrictions, but the new scheme
(5.3) exhibits a better stability property.
Corollary 5.1 For the linear equation (5.1), if (5.2) holds, then the SSBE (5.3) is mean-
square stable for any stepsize h = τ/κ, 1 ≤ κ ∈ Z+.
Proof. The assertion readily follows from Theorem 4.2.
Apparently, the SSBE (5.3) achieves an advantage over (5.4) in stability property that
the SSBE (5.3) is able to inherit stability of (5.1) for any stepsize h = τ/κ, 1 ≤ κ ∈ Z+. If
one drops the stepsize restriction h = τ
κ
, κ ∈ Z+ and allow for arbitrary stepsize h > 0, one
can arrive at a sharper stability result from Theorem 4.2.
Corollary 5.2 For the linear equation (5.1), if (5.2) holds, then the SSBE(1.2a)-(1.2b) is
mean-square stable for any stepsize h > 0.
6 Numerical experiments
In this section we give several numerical examples to illustrate intuitively the strong conver-
gence and the mean-square stability obtained in previous sections.
6.1 A linear example
The first test equation is a linear Itoˆ SDDE{
dx(t) = (ax(t) + bx(t− 1))dt+ (cx(t) + dx(t− 1))dw(t),
x(t) = 0.5, t ∈ [−1, 0].
(6.1)
Denoting y
(i)
N as the numerical approximation to x
(i)(tN ) at end point tN in the i-th simulation
of all M simulations, we approximate means of absolute errors ǫ as
ǫ =
1
M
M∑
i=1
|y
(i)
N − y
(i)(tN)|.
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Figure 1: log ǫ with tN = 1 versus log h for Example I (left) and Example II (right).
Table 1: Numerical results for Example II and III with tN = 8.
Example II Example III
h EM SSBE (5.4) SSBE (5.3) EM SSBE (5.4) SSBE (5.3)
2−7 0.0008 0.0011 0.0008 0.0014 0.0020 0.0014
2−6 0.0013 0.0016 0.0013 0.0025 0.0036 0.0023
2−5 0.0021 0.0029 0.0019 0.0058 0.0070 0.0035
2−4 0.0034 0.0058 0.0027 0.2744 0.0157 0.0053
2−3 0.0086 0.0148 0.0038 6.1598e+010 0.0628 0.0078
In our experiments, we use the SSBE (5.3) to compute an ”exact solution” with small stepsize
h = 2−12 and M = 5000. We choose two sets of parameters as follows
• Example I: a = −2, b = 1, c = d = 0.5;
• Example II: a = −6, b = 3, c = d = 1.
• Example III: a = −20, b = 12, c = 2, d = 1.
In Figure 1, computational errors ǫ versus stepsize h on a log-log scale are plotted and
dashed lines of slope one half are added. One can clearly see that SSBE (5.3) for linear
test equation (6.1) is convergent and has strong order of 1/2. In Table 1, computational
errors ǫ with tN = 8 are presented for the well-known Euler-Maruyama method [18], the
SSBE method (5.4) and the improved SSBE method (5.3) in this paper. There one can find
that the improved SSBE method (5.3) has the best accuracy among the three methods. In
particular, for Example III with stiffness in drift term (i.e., a = −20), when the moderate
stepsize h = 1/8 was used, the Euler-Maruyama method becomes unstable and the two SSBE
methods still remain stable, but with the improved SSBE (5.3) producing better result.
To compare stability property of the improved SSBE and SSBE in [23], simulations by
SSBE (5.3) and (5.4) are both depicted in Figure 2, 3. There solutions produced by (5.3)
and (5.4) are plotted in solid line and dashed line, respectively. As is shown in the figures,
methods (5.3) and (5.4) exhibit different stability behavior. One can observe from Figure
2 that (5.3) for Example II is mean-square stable for h = 1, 1/2, 1/3, 1/4. But (5.4) is
unstable for h = 1, 1/2. For Example III, the improved SSBE (5.3) is always stable for
h = 1, 1/4, 1/6, 1/10, but (5.4) becomes stable when the stepsize h decreases to h = 1/10.
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The numerical results demonstrate that the scheme (5.3) has a greater advantage in mean-
square stability than (5.4).
0 20 40 60 80 100
10−25
10−20
10−15
10−10
10−5
100
105
1010
1015
t
n
E|y
n|2 ,
 E
|z n|
2  
0 10 20 30 40 50
10−20
10−15
10−10
10−5
100
105
t
n
E|y
n|2 ,
 E
|z n|
2  
0 5 10 15 20 25 30
10−12
10−10
10−8
10−6
10−4
10−2
100
102
t
n
E|y
n|2 ,
 E
|z n|
2  
0 5 10 15 20 25
10−10
10−8
10−6
10−4
10−2
100
t
n
E|y
n|2 ,
 E
|z n|
2  
Figure 2: Simulations for (6.1) with a = −6, b = 3, c = d = 1. Upper left: h = 1, upper
right: h = 1/2, lower left: h = 1/3, lower right: h = 1/4.
6.2 A nonlinear example
Consider a nonlinear SDDE with a time-varying delay as follows{
dx(t) = [−4x(t)− 3x3(t) + x(t− τ(t))] dt+ [x(t) + x(t− τ(t))] dw(t), t > 0,
x(t) = 1, t ∈ [−1, 0],
(6.2)
where τ(t) = 1
1+t2
. Obviously, equation (6.2) satisfies conditions (3.1)-(3.3) in Assumption
3.1, with γ1 = −4, γ2 = 1, γ3 = γ4 = 2. Thus 2γ1 + 2γ2 + γ3 + γ4 = −2 < 0 and the
problem is exponentially mean-square stable. As is shown in Figure 4, the SSBE (5.3) can
well reproduce stability for quite large stepsize h = 1, 2, 5. This is consistent with our result
established in Theorem 4.2.
Appendix
Proof of Theorem 3.2. Since both f and g are locally Lipschitz continuous, Theorem 3.2.2
of [16] shows that there is a unique maximal local solution x(t) on t ∈ [[0, ρ∞[[, where the
stopping time ρR = inf{t ≥ 0 : |x(t)| ≥ R}. By Itoˆ’s formula we obtain that for t ≥ 0
|x(t ∧ ρR)|
2 = |ψ(0)|2 + 2
∫ t∧ρR
0
x(s)Tf(x(s), x(s− τ(s)))ds
+2
∫ t∧ρR
0
x(s)Tg(x(s), x(s− τ(s)))dws +
∫ t∧ρR
0
|g(x(s), x(s− τ(s)))|2ds
18
0 20 40 60 80 100
10−30
10−20
10−10
100
1010
1020
1030
1040
1050
t
n
E|y
n|2 ,
 E
|z n|
2  
0 5 10 15 20 25
10−10
10−8
10−6
10−4
10−2
100
102
104
t
n
E|y
n|2 ,
 E
|z n|
2  
0 2 4 6 8 10 12 14 16
10−6
10−5
10−4
10−3
10−2
10−1
100
101
t
n
E|y
n|2 ,
 E
|z n|
2  
0 2 4 6 8 10
10−4
10−3
10−2
10−1
100
t
n
E|y
n|2 ,
 E
|z n|
2  
Figure 3: Simulations for (6.1) with a = −20, b = 12, c = 2, d = 1. Upper left: h = 1, upper
right: h = 1/4, lower left: h = 1/6, lower right: h = 1/10.
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Figure 4: Simulations for (6.2) by SSBE (5.3) using various stepsizes.
19
≤ |ψ(0)|2 + 3K
∫ t∧ρR
0
(1 + |x(s)|2 + |x(s− τ(s))|2)ds
+2
∫ t∧ρR
0
x(s)Tg(x(s), x(s− τ(s)))dws, (6.3)
where the condition (3.6) was used. Thus
sup
0≤s≤t
|x(s ∧ ρR)|
2 ≤ |ψ(0)|2 + 3K
∫ t
0
(1 + 2 sup
0≤r≤s
|x(r ∧ ρR)|
2 + ‖ψ‖2)ds
+2 sup
0≤s≤t
∫ s∧ρR
0
x(r)Tg(x(r), x(r − τ(r)))dwr. (6.4)
Now, raising both sides of (6.4) to the power p/2 and using Ho¨lder’s inequality yield
sup
0≤s≤t
|x(s ∧ ρR)|
p ≤ 3p/2−1 {|ψ(0)|p
+(3K)p/2(3T )p/2−1
∫ t
0
(1 + 2p/2 sup
0≤r≤s
|x(r ∧ ρR)|
p + ‖ψ‖p)ds
+2p/2 sup
0≤s≤t
∣∣∣∣
∫ s∧ρR
0
x(r)Tg(x(r), x(r − τ(r)))dwr
∣∣∣∣
p/2
}
. (6.5)
By the Burkholder-Davis-Gundy inequality [17], one computes that, with c1 = c1(p, T ),
E
[
sup
0≤s≤t
|x(s ∧ ρR)|
p
]
≤ c1
{
1 + E‖ψ‖p +
∫ t
0
E sup
0≤r≤s
|x(r ∧ ρR)|
pds
+E
[∫ t∧ρR
0
|x(s)|2|g(x(s), x(s− τ(s)))|2ds
]p/4}
. (6.6)
Next, by an elementary inequality,
E
[∫ t∧ρR
0
|x(s)|2|g(x(s), x(s− τ(s)))|2ds
]p/4
≤ E
[
sup
0≤s≤t
|x(s ∧ ρR)|
2
∫ t∧ρR
0
|g(x(s), x(s− τ(s)))|2ds
]p/4
≤
1
2c1
E
[
sup
0≤s≤t
|x(s ∧ ρR)|
p
]
+
c1
2
T p/2−1E
∫ t∧ρR
0
|g(x(s), x(s− τ(s)))|pds
≤
1
2c1
E
[
sup
0≤s≤t
|x(s ∧ ρR)|
p
]
+
c1
2
(3T )p/2−1Kp/2
∫ t
0
(1 + E sup
0≤r≤s
|x(r ∧ ρR)|
p + E‖ψ‖p)ds.
Inserting it into (6.6), for proper constants c2, c3 we have that
E sup
0≤s≤t
|x(s ∧ ρR)|
p ≤ c2(1 + E‖ψ‖
p) + c3
∫ t
0
E sup
0≤r≤s
|x(r ∧ ρR)|
pds.
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The Gronwall inequality gives
E sup
0≤s≤T
|x(s ∧ ρR)|
p ≤ c2(1 + E‖ψ‖
p)ec3T . (6.7)
This implies
RpP{ρR ≤ T} ≤ c2(1 + E‖ψ‖
p)ec3T .
Letting R →∞ leads to
lim
R→∞
P{ρR ≤ T} = 0.
Since T > 0 is arbitrary, we must have ρR →∞ a.s. and hence ρ∞ = ∞ a.s. The existence
and uniqueness of the global solution is justified. Finally, the desired moment bound follows
from (6.7) by letting R→∞ and setting C = c2e
c3T .
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