Abstract. We study the limiting behavior of an optimal control problem for a linear elliptic equation subject to control and state constraints. Each constituent of the mathematical description of such an optimal control problem may depend on a small parameter ε. We study the limit of this problem when ε → 0 in the framework of variational S-convergence which generalizes the concept of Γ-convergence. We also introduce the notion of G * -convergence generalizing the concept of G-convergence to operators with constraints. We show convergence of the sequence of optimal control problems and identify its limit. We then apply the theory to an elliptic problem on a perforated domain.
Introduction
The aim of this paper is to study the homogenization of an optimal control problem with control and state constraints. Each component of the mathematical model of such an optimal control problem may depend on a small parameter ε (e.g. each component may contain rapidly oscillating coefficients).
Let Ω be a bounded open set in R n . We define the optimal control problem as follows:
−div (A ε ∇y) = b ε u + f ε in Ω (1.1) The purpose of this paper is to study the limiting behavior of problem (1.2) -(1.4) as ε → 0. A similar problem but one without state constraints has been studied by Kesavan and Saint Jean Paulin [7] . In contrast to the approch in [7] , we stay with the optimal control problem in the original sense and look for its homogenized limit, for which we establish a solution then. The method of choice, therefore, is the so-called "direct approch" which is based on the concept of variational S-convergence [10 -13, 15] . But before introducing the formal concept for the homogenization process via S-convergence we note that the optimal control problem (1. where by Ξ ε we denote the set of all admissible pairs, i.e.
Let us remark that we shall differentiate between the notations inf x∈A F (x) and inf x∈A F (x) . In particular, inf x∈A F (x) means the infimum of F on the set A. By inf x∈A F (x) we mean the constrained minimization problem as an object that is defined by the pair (F ; A).
We may now return to the main question of our paper. Our aim is to study the limiting behavior of the optimal control problem (1.1) -(1.4) as ε → 0. The homogenization of (1.1) -(1.4) consists in studying the limit properties of the sequence (1.5). As follows from the concept of variational S-convergence, under some natural assumptions there exists a so-called absolute variational S-limit of the sequence (1.5) denoted by inf (u,y)∈µ−LmΞ ε µ-lm a (I ε | Ξ ε )(u, y) (1.6) where µ is some topology for the basic space L
2
(Ω) × H 1 0 (Ω), µ-Lm Ξ ε is the topological limit of {Ξ ε } ε∈(0,ε 0 ] in Kuratowski's sense [19] , µ-lm a (I ε | Ξ ε ) : τ -Lm Ξ ε → R is the absolute S-limit of the sequence {I ε : Ξ ε → R} ε∈(0,ε 0 ] .
We emphazise that each of the functionals I ε : Ξ ε → R has its individual domain. This is a principal difference between the concept of S-limit and the of theory of Γ-convergence [4] . Note, however, that under some canonical assumptions S-convergence reduces to Γ-convergence [14] .
Let us briefly describe the main result of this paper. In Section 2 we recall the principal results of S-convergence and variational S-convergence which will be used in the sequel.
The topological convergence of the graph restrictions (i.e. restrictions of graphs of linear continuous operators A ε to some admissible sets) is discussed in Section 3. We study this problem for a wide class of control and state constraints. We have shown Further, in Section 4 we give the application of the above mentioned concept to the homogenization of optimal control problems. We study the existence of the strong Shomogenized problem, recover its mathematical description and establish its variational properties. More precisely, let µ be the topology for the "control-state" space L (Ω). In Section 5 we obtain sufficient conditions of identifiability of the limit set µ-Lm Ξ ε . In particular, under some natural assumptions, the representation
will be obtained where A * is the G * -limit of {A ε } ε∈(0,ε 0 ] , f 0 is the weak limit in H Under more general assumption than in [7] we show that the representation In the last section, Section 8, we give the application of our results to the Shomogenization of an optimal control problem on perforated domain.
In closing this section we would like to note that the concept pusued in this paper and the results obtained are different form those of Kesavan and Saint Jean Paulin [7 -9] . Moreover, our results of homogenization of optimal control problems on perforated domains differ from their results (see Section 8) . They differ in the fact that the state equation for homogenized control object by the method [9] has another form, namely
whereas the S-homogenization of similar problem gives
This discrepancy, in our opinion, can be explained in the fact that we stay with the optimal control problem in the original sense and look for the homogenized optimal control problem for which we finally obtain a solution. In contrast to this the approach in [7 -9] is concerned with the homogenization of the optimality system with respect to the parameter ε and, hence, the convergence of the optimal pairs (u 0 ε , y 0 ε ) was obtained. It is,however, not obvious from their analysis to which optimal control problem the limit of optimal pairs (u 
Definitions and axiliary results
Let us start with a brief discussion of the formalism of variational S-convergence. Let (X, τ ) be a Banach space endowed with the weak topology τ , and let {F ε : X ε → R} ε∈(0,ε 0 ] be a family of functionals, where R = R ∪ {+∞} is the half-extended set of real numbers. Here {X ε ⊆ X} ε∈(0,ε 0 ] is a collection of sets with E = (0, ε 0 ] an index space and H is a filter on E. Its lower topological limit, also called the limit inferior, is the set
and its upper topological limit, also called the limit superior, is the set
where H is the family of subsets of E = (0, ε 0 ] that meet all sets H in H. If τ -Li X ε = τ -Ls X ε , this set, denoted as τ -Lm X ε , is the (Painleve-Kuratowski) topological limit of the collection {X ε ⊆ X} ε∈(0,ε 0 ] .
It will be convenient to have at our disposal the following equivalent expressions for S-Homogenization of an Optimal Control Problem 399 the lower and upper topological limit of sets:
where N (x) denotes a system of neighborhoods at x.
where ρ is the product topology of X × R.
If there exist a set A and a functional F :
and we say that the sequence {F
The techniques of S-convergence and the basic topological properties of S-limits are disscussed more detail in [10, 12 -14] . We state some results from [14] that we will use below.
Assume that (X, τ ) is a separable Banach space and that the sequence of functionals {F ε : X ε → R} ε∈(0,ε 0 ] is τ -equicoercive, i.e. for every t ∈ R there exists a τ -compact set K t ⊆ X such that
where τ is the σ(X, X * )-weak topology for X. It is easy to see that {F ε : X ε → R} ε∈(0,ε 0 ] is τ -equicoercive if and only if there exists a lower τ -semicontinuous and lower τ -semicompact functional Ψ : X → R such that 
and only if the following conditions hold:
(i) For every x ∈ X 0 , H ∈ H , and for every sequence {y ε } ε∈H τ -converging to x we have y ε ∈ X ε for every ε ∈ H and F (x) ≤ lim inf H ε→0 F ε (y ε ).
(ii) For every x ∈ X 0 and index set H ∈ H there exists a sequence {y ε } ε∈H such that y ε τ −→x, y ε ∈ X ε for all ε ∈ H, and
It is easy to see that each of the functionals F ε : X ε → R can be associated with some constrained minimization problem inf x∈X ε F ε (x) , i.e there is a one-to-one correspondence between the set of such functionals and the elements of the following sequence
(2.1)
The S-lower and S-upper variational limits of sequence (2.1) are defined by
respectively. If for the sequence of functionals {F
is called the absolute variational S-limit of sequence (2.1).
Note that if all the minimization problems in (2.1) correspond to a single optimal control problem, then problem (2.2) is called the strong S-homogenized optimal control problem. 
(Ω))} ε∈(0,ε 0 ] is uniformly coercive and uniformly bounded, i.e. there exist two constants λ 0 and λ 1 
As is well known (see [21, 22] ), the family of operators
is compact with respect to G-convergence, i.e. there exists a coercive bounded operator
(Ω) such that 
Here the matrix A 0 is the so-called H-limit of the sequence {A ε } ε∈(0,ε 0 ] . However, many authors (see, e.g., [21, 22] ) define a sequence of operators
(Ω). But it is easy to prove that the last definition of G-convergence is equivalent to that we use in (3.1).
As we study the state equation
under the state-and control-constraints
instead of the graphs gr (A ε ) we have to consider their restrictions
where by Q ε we denote the images of the sets
Therefore we would like to have sufficient conditions under which the topological limit of the restricted graphs with respect to the τ
can be recovered. However, in the general case, this turns out to be impossible because by the properties of topological limits in the Kuratowski sense we have the inclusion
or if there is not a single sequence of admissible pairs
there is some closed subset, which is called a "hole". The domain Ω ε is defined by removing the holes T ε i from Ω, that is
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Let U ε be the closure in H −1
(Ω) of the set of all functions u ∈ C ∞ (Ω) with supp u contained in Ω ε such that u > 0 in Ω ε . We denote by χ ε the characteristic function of the perforated domain Ω ε and we shall assume that the following conditions are fulfilled:
In this case (3.7) holds. Indeed, suppose the converse. Then there are a sequence {u ε } ε∈H , where H ∈ H such that u ε ∈ U ε for every ε ∈ H and {u ε } converges strongly in H
(Ω). This, however, is impossible as, with any element
and passing to the limit (using the strong convergence of u ε to u * and the weak- * convergence of χ ε g to χ 0 g for the term on the right-hand side), we get
(Ω), which is not generally true (except when u * = 0) if χ 0 ≡ 1. Hence (3.7) holds.
Hence, in the general case we are not able to study the convergence of the graph restrictions {gr (A ε )| Q ε ×K ε } ε→0 with respect to the τ -topology. Consequently, one should then work with a weaker topology on H (Ω) and the weak topology for H 1 0 (Ω). We introduce the following hypotheses:
there is a real reflexive separable Banach space Y ε with norm · ε and a continuous linear mapping
. Now we introduce the following concept. (Ω) be a coercive operator. We say that the sequence of operators
Remark 3.1. We note that the G * -limit of the operators A ε is defined in terms of the τ -topology. Moreover, if we put
(Ω) and ε ∈ (0, ε 0 ], then Q ε = Q ε and each of the graph prototypes Gr (A ε ) coincides with the corresponding graph gr (A ε ). Then Definition 3.3 reduces to the well known definition of G-convergence.
Proposition 3.1. Suppose that the for the original constrained state equation there is a coordinated collection of Banach spaces {Y
ε } ε∈(0,ε 0 ] . Let A * ∈ L H 1 0 (Ω); H −1 (Ω) be a coercive operator, A ε ∈ L H 1 0 (Ω); H −1 (Ω) ε∈(0,ε 0 ] be a G *
-compact set of uniformly bounded and uniformly coercive operators. Then the sequence
and the "only if" part of the statement is proved. Let us prove the "if" part. Suppose that A
(Ω). Consequently, for A * there exists an invertible bounded operator A
Theorem 3.1. Let the following assumptions hold:
is a sequence of uniformly coercive and uniformly bounded operators.
(ii) 
(see, e.g., [6] ). We denote by µ the topology associated with the metric d on H 1 0 (Ω). This topology has a countable base.
Since the topology s H −1 × µ has a countable base, by Kuratowski's compactness theorem [19] , there exists a subsequence {Gr (A ε )} ε∈H , with H ∈ H , convergeing to a set
We proceed to prove C = τ -Lm Gr (A ε ). To this end we show
Firstly, let us verify (3.8). Suppose (f, y) ∈ τ -Ls Gr (A ε ). Then there exist an index set H ∈ H and a sequence {( f ε , y ε )} ε∈ H converging to (f, y) in the topology τ such that ( f ε , y ε ) ∈ Gr (A ε ) for every ε ∈ H. Since (1) implies (2), we see that ( f ε , y ε ) converges to (f, y) with respect to the topology s
As for (3.9), let (f, y) ∈ C. Then there exists a sequence
(Ω),
(Ω) as well. Then the equivalence between conditions (1) and (2) yields weak convergence of {y ε } to y. Hence, {( f ε , y ε )} ε∈(0,ε 0 ] converges to (f, y) in the τ -topology, which implies (3.9).
Finally, we prove the existence of an invertible linear bounded operator A * :
(Ω) with C = gr (A * ). Using Proposition 3.1, we see that there exists a linear operator
. Then by analogy with [17] (see Proposition 1.7) it can be proved that there is a constant α > 0 such that the inequalities
(Ω). Therefore from (3.10) -(3.11) we deduce that for any
Consequently, the operator C * is invertible, i.e. we may set A * = C −1 * . Moreover, we obtain for the operator A * the properties of boundedness and coerciveness taking arbitrary y ∈ H 1 0 (Ω) and substituting f = A * y into (3.12) -(3.13). The theorem is proved 406 P. Kogut and G. Leugering Now we are in the position to state the main result of this section. 
Theorem 3.2. Suppose that the following conditions hold true:
Then there exist a subsequence {ε} ε∈ H , where H ∈ H , and a coercive bounded
. (3.14)
For the proof we need the following result (see [16] ).
Lemma 3.1. Let (X, τ ) be a locally convex vector space, let {W ε } and {R ε } be sequences of τ -closed convex subsets of X for which the following conditions hold:
Then for the sequence of subsets {W
Proof of Theorem 3.2. In accordance with Lemma 3.1 we need to verify conditions (a) -(c) for the sets W ε = Gr (A ε ) and R ε = Q ε × K ε , where Q ε are defined in Definition 3.1. Condition (a) follows immediately from the uniformly regular property of the original control object, that is from supposition (iv). Since the sequence of operators {A ε } ε∈(0,ε 0 ] is compact with respect to G * -convergence and the strong topology for H −1
(Ω) has a countable base, by the Kuratowski compactness theorem [19] 
(Ω), and a coercive bounded operator
Therefore condition (b) of Lemma 3.1 holds. Finally, condition (c) is obvious from (iv). Hence, by Lemma 3.1 we have
This implies (3.14)
Remark 3.2. We stress that as follows from Remark 3.1 the concept of G * -convergence may be viewed as a generalization of the well known notion of the operator G-convergence. However, even though the sequence of uniformly coercive and uniformly bounded operators
(Ω) ε∈(0,ε 0 ] is compact with respect to the G-convergence, the topological limit of the graph restrictions
in the τ -topology may not be recovered in the terms of the G-limit operator. However, if we asume that for the for control object (3.3) -(3.4) there exists a sequence of admissible
Therefore, if we put
(Ω) and take the operators P ε and R + ε to be the identities, by Theorem 3.2 we obtain
i.e. the topological limit of graph restrictions {gr
are multi-valued, one might suspect that the topological limit of the graph prototypes may depend on the choice of sequences { f ε } ε∈(0,ε 0 ] . This, however, does not turn out to be true. Indeed, suppose that for some sequence
Then for sequences of corresponding solutions
we have y (Ω). For every ε ∈ (0, ε 0 ] we put:
Since P ε is a linear continuous operator, the conjugate operator P *
(Ω)) be the extension operator defined for every 
(Ω). Therefore, in view of Kovalevsky's theorem (see [18] ) we deduce that for the G * -limit operator A * the representation
holds where A 0 is the G-limit of {A ε } ε∈(0,ε 0 ] in the usual sense, and the operator
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Setting of the homogenization problem
Let Ω be a bounded open set in R n with Lipschitz boundary. We define the optimal control problem as follows:
In the sequel we impose the following asumptions: (Ω) such that there exists a non-empty topological limit (
(Ω) and a family of closed subsets
(Ω)} ε∈(0,ε 0 ] is compact with respect to the weak topol- (Ω) such that
(Ω)) in the uniform operator topology i.e. lim (Ω) are defined as
We are now in the position to apply the procedure of S-homogenization to the optimal control problem (4.1) -(4.4). Recall that our approach is based on the following representation
of the optimal control problem.
We shall consider the homogenization of the optimal control problem (4.1) -(4.4) with respect to the µ-topology for L 2 (Ω)×H 1 0 (Ω) by passing to the limit in the sequence (4.5). Namely, the µ-topology is the most natural one for the homogenization procedure in our case. Indeed, the sequence of optimal pairs {(u .4) is bounded and hence we may assume that it is compact with respect to this topology. Therefore, thanks to Theorem 2.3, each of the cluster points of this sequence in the µ-topology will be a minimizer for S-homogenized problem as well.
We also note that by virtue of condition (h) the sequence of cost functionals {I ε : Ξ ε → R} ε∈(0,ε 0 ] is µ-equicoercive, and by property (j) there exists a non-empty lower topological limit for the sequence of sets of admissible pairs {Ξ ε } ε∈(0,ε 0 ] in the µ-topology, i.e. µ-Li Ξ ε = ∅. Therefore, Theorems 2.2 and 2.3 immediately give the following result. 
In order to recover the strong S-homogenized problem (4.5) we shall use the following result. (i) For every x ∈ E there exist an index set H ∈ H and a sequence {x ε } ε∈ H converging to x in X such that x ε ∈ E ε for every ε ∈ H.
(ii) If H is any index set of H , {x ε } ε∈H is a sequence converging to x in X such that x ε ∈ E ε for every ε ∈ H, then x ∈ E.
The topological limit of the set of admissible solutions
We begin this subsection with the following result.
Lemma 5.1. If assumptions (a) -(l) hold true, then
where f 0 is a limit of { f ε } in the strong topology of H −1
(Ω) and Q ε are convex closed subsets defined by (Ω) such that
P. Kogut and G. Leugering
Therefore, by property (l), B ε v * ε + f ε ∈ Q ε for every ε ∈ H. At the same time we have
Hence,
(Ω).
On the other hand, if H is any index set of H and {g ε ∈ Q ε } ε∈ H is a sequence converging to g in the strong topology of H −1
(Ω), then there is a sequence of control prototypes {v ε ∈ U ε } ε∈ H such that g ε = B ε v ε + f ε for every ε ∈ H. Since the sequence
(Ω) and the operators B ε are compact with respect to the uniform operator topology, it follows the the sequence {v ε } ε∈H is bounded as well. Hence we may assume that there is an where
(Ω) is the G * -limit of the sequence of operators {A ε } in the sense of Definition 3.3.
Proof. First of all we note that by the standing assumptions there is some sequence of admissible pair 
Consequently, by Lemma 5.1 and condition (e) we have
i.e. all assumptions on Theorem 3.2 hold true. Therefore, for the topological limit of prototype graph restrictions Gr (A ε )| Q ε ×K ε representation (3.14) holds.
Let ( u * , y * ) be any pair of X. Then, by Lemma 5.1,
where the sets Q ε are defined in (5.2). Using Theorem 3.2 we deduce that
Here A * is the G * -limit of the operators sequence {A ε } ε∈(0,ε 0 ] . Then in accordance with Theorem 3.2 we obtain
Therefore, by the properties of topological limits (see Lemmas 4.1 and 5.1) there exist an index set H ∈ H and sequences
Thus for the pair ( u * , y * ) we have found the index set H ∈ H and constructed a sequence {( u ε , y ε )} ε∈ H such that
i.e. condition (i) of Lemma 4.4 holds. Now we consider any index set H of H . Let {( u ε , y ε )} ε∈ H be a sequence µ-converging to some pair (u, y) such that ( u ε , y ε ) ∈ Ξ ε for every ε ∈ H. We have to show that (u, y) ∈ X. Indeed, in this case there exists a sequence of prototypes
Consequently,
and by virtue of Theorem 3.2 we have
we have the inclusion (u, y) ∈ X. Thus, using Lemma 4.1, we deduce that the set X is the topological limit of the sequence of admissible pairs sets {Ξ ε } ε∈(0,ε 0 ] . This completes the proof Remark 5.1. It is easily shown that we are able to omit the assumptions of this theorem with respect to existence some µ-converging sequence of admissible pair for the original optimal control problem (4.1) -(4.4). Indeed, thanks to the uniformly coerciveness property of the cost functionals I ε the sequence of optimal pairs is bounded. Hence we may assume that this sequence is compact in the µ-topology.
On the explicit representation of the absolute S-limit of the cost functional
In this section we shall prove that, under some reasonable assumptions, there exist
To this end we inroduce the following concept. (Ω) to g the conditions
hold where
ε g ε and y 0 = A * g. Now we establish the following result.
Then, under conditions (a) -(l) and A
where the matrix N depends only on {N ε } ε∈(0,ε 0 ] and {A ε } ε∈(0,ε 0 ] and N is given by formula (6.9) below.
Proof. First of all we define the functions in
Under our assumptions, it is easy to see that ψ ε H 1 0 (Ω) ≤ C, where the constant C is independent of ε.
Let ϕ ∈ D(Ω) be an arbitrary function. Here by D(Ω) we denote the space of all smooth real valued functions on Ω which are compactly supported in Ω. Let ζ ε ∈ Y ε be functions such that ϕψ ε = P ε ζ ε for every ε ∈ (0, ε 0 ]. Then by property (A3) we have
, where the value of F ∈ H 
We may now pass to the limit in (6.6) as ε → 0, since each of the term in the righthand side is a product of two sequences, one converging weakly and the other strongly in L
2
(Ω). Thus by property (e) we have
P. Kogut and G. Leugering
Note also that, since
by definition of the strong G * -limit (see [21] ), we have
. Now, using (6.4) and (6.7) we obtain
Since ∇ψ 0 is a homogeneous function with respect to ∇y 0 it follows that we may write the previous expression as 8) where
Here by w-lim ε→0 we denote the weak- * limit in [L
Finally, note that (6.8) is true for every sequence {(u ε , y ε )} ε∈(0,ε 0 ] satisfying (6.3). Consequently, the matrix
with respect to the weak topology for L 
Proof. Indeed, for every µ-converging sequence of admissible pairs
Therefore by virtue of Lemma 6.1 and Theorem 2.1 the proof of formula (6.10) is trivial
(Ω). Then, by the properties of S-limits, for the functional
dx holds. However, in the general case we have only the estimate
This from the basic properties of S-limits. Indeed, by definition of S-limit we have
we are done.
Corollary 6.2 (The one-dimensional periodic case).
Let
where a(·) and q(·) are periodic functions on [0, 1] . Then, under the conditions of Theorem 6.1,
, where (u, y) is an arbitrary pair of µ-Lm Ξ ε . Then the functions u ε , y ε , and ψ ε satisfy the equations
By d ε we denote the expression
Then, using (6.9), we obtain
is the H-limit of a x ε ψ is a weak limit of {ψ ε } in H 1 0 (c, d). In order to find the limit of {d ε } ε∈(0,ε 0 ] we note that there exists a constant γ 0 > 0 such that
Let η be the strong limit of the sequence a
where η = a 0 dy dx , by the definition of the H-limit. Now we can pass to the limit as ε → 0 in the relationship
Using (6.12) -(6.15) we get
Substituting d 0 into (6.11) we obtain
We can further proceed as in Theorem 6.1
Identification of the strongly S-homogenized optimal control problem and its variational properties
We now apply the procedure of S-homogenization to the optimal control problem (1.1) -(1.4). We shall assume that the conditions (a) -(l) from Section 4 hold. Recall that our approch is based on representation (4.5) of the original optimal control problem. Note that the family of cost functionals {I ε : Ξ ε → R} ε∈(0,ε 0 ] is equicoercive in the µ-topology. Therefore, by virtue of the compactness theorem for absolute variational S-convergence in Banach spaces (see Theorem 3.3) we obtain the following result. 
is the absolute variational S-limit in the µ-topology.
Remark 7.1. By properties of the S-limit we know that the functional µ-lm a (I ε | Ξ ε ) is µ-lower semicontinuous and µ-coercive. Since the topological limit (in the Kuratowski
(Ω), it follows that the set of solutions of (7.1) is non-empty and µ-compact. Now for the identification of the minimization problem (7.1) we can use Theorems 5.1 and 6.1. 
Further note that, since the sets U ε × K ε are convex µ-closed, the optimal control problem (4.1) -(4.4) is uniformly regular (i.e. ∅ = Ξ ε ⊂ U ε × K ε ), the functionals I ε are strictly convex and µ-coercive, it follows easily that [20] for every ε ∈ (0, ε 0 ] there exists a unique solution (u 
where (u (Ω). Then the original optimal control problem (4.1) − (4.4) reduces to the problem that was considered by Kesavan and Saint Jean Paulin in [7] . Since in this case {R + ε P * ε } are identity operators it follows that
and
A ε −→ A 0 in the sense of H-convergence [21] .
An additional point to emphasize is that by Remark 6.1 we have
Thus under assumptions (a) -(l) the S-homogenized optimal control problem has the representation
In addition, by virtue of Theorem 7.3 we have the following variational properties for the sequence of optimal pairs {(u
where (u 0 , y 0 ) is the optimal pair for the above-mentioned S-homogenized problem.
Homogenization of an optimal control problem on a perforated domain
In this section we consider the application of the procedure of S-homogenization and the results of previous sections to an optimal control problem on a perforated domain. Our example deals with a non-classical situation in homogenization theory of optimal control problems. Let Ω be a bounded open set of R and
This means that we removed from Ω small balls of radius r ε whose centers are the nodes of a lattice in R 2 with cell size 2ε. (Ω) and consider the following optimal comtrol problem in Ω:
where χ ε is the characteristic function of the perforated domain Ω ε , K ε is the closure in H (Ω ε ). We define the operators P ε and R + ε as in Example 3.2. Note that for the control constraints the epresentation
holds. Thus, J ε = χ ε and for the prototypes of control functions u there are not any
(Ω). Moreover, for the sequence of sets {U ε × K ε } there exists topological limit in the µ-topology
As for the limit of the operators {J ε } in the weak operator topology we have J ε → J 0 = χ 0 , where χ 0 is the weal- * limit point in L ∞ (Ω) of {χ ε }. Besides Cioranescu and Saint Jean Paulin [3] have shown that, when Ω is perforated periodically, χ 0 will be a positive constant, i.e. J 0 is invertible operator.
Finally, since R
(Ω), it follows that we may rewrite the original optimal control problem (8.1) -(8.4) in another form
Thus, it is easy to see that all conditions (a) -(l) for problem (8.1) -(8.4) hold true. However, in order to apply Theorem 7.2 we note that in our case we may omit the assumption about the existence of the strong G * -limit for operator −∆ in (8.5), because we shall not use the result of Lemma 6.1.
We may define the structure of the G * -limit operator A * for our control object (8.5) -(8.6) by (see Proposition 3.1)
(Ω), by virtue of [2: Theorem 1.2] (see also [5] ), the solutions y ε ( u) of (8.5) -(8.6) satisfy
where y( u) is the unique solution of
Finally, it is easy to see that
where u is some prototype of the original control u. Then we have u = χ
Thus have proved the following result (see Theorem 7.2). . Given a sequence of parameters ε ∈ (0, ε 0 ] which tends to zero, we perforate the domain Ω be "holes paramertrized by ε". Mathematically speaking, we consider a family of closed subsets S ε ⊂ Ω and set Ω ε = Ω \ S ε , which we call the perforated domain. We denote by χ ε the characteristic function of the domain Ω ε .
We define the constituents of the optimal control problem (4.1) -(4.4) as follows:
(Ω) for all ε ∈ (0, ε 0 ].
(Ω)| u = χ ε u for all u ∈ U , for every ε ∈ (0, ε 0 ], where U = {u ∈ L In addition to these assumptions, following Kesavan and Saint Jean Paulin [9] , we assume that the following conditions hold: (Ω). As for the existence of the topological limit for the sets {K ε } ε∈(0,ε 0 ] we have the following result.
Remark 8.1. It is obvious that we can consider the optimal control problem (8.19) -(8.23) as a prototype of Kesavan and Saint Jean Paulin's problem on a perforated domain [9] . At the same time this problem can be reduced to their original problem if ∇P ε z ε = 0 a.e. in int (S ε ) and (P * ε g)| Ω ε = g for all g ∈ H −1 (Ω). Remark 8.2. As for the strong G * -convergence of {A ε } to the operator A * we note that this can also be proved by the results in [1] after some minor modifications. Namely, for every g ∈ H −1
(Ω), the solution z ε ∈ Y ε of problem (8.14) satisfies 
