Abstract-This paper describes an approach to system identification based on compressive sensing and demonstrates its efficacy on a challenging classical benchmark single-input, multiple output (SIMO) mechanical system consisting of an inverted pendulum on a cart. The differential equations describing the system dynamics are to be determined from measurements of the system's input-output behavior. These equations are assumed to consist of the superposition, with unknown weights, of a small number of terms drawn from a large library of nonlinear terms. Under this assumption, compressed sensing allows the constituent library elements and their corresponding weights to be identified by decomposing a time-series signal of the system's outputs into a sparse superposition of corresponding time-series signals produced by the library components.
I. INTRODUCTION
System Identification aims at devising a mathematical relationship between the sets of inputs and outputs of a system. System identification for nonlinear systems is well recognized to be a challenging problem, and the most effective methods usually rely on strong assumptions; e.g., that the system is operating near equilibrium. Techniques for representation and identification of nonlinear systems often entail series approximations, such as Volterra or Wiener series [1] - [3] , which are frequently justified on the basis of Stone-Weierstrass arguments [13] .
In recent years, compressed sensing has gained significant amount of research interest due to the prevalence of sparsity and compressibility encountered in signals and systems across many application regimes [4] - [9] . Compressed sensing enables accurate reconstruction of signals that are sparse in a particular basis from a small number of linear measurements, provided certain criteria are satisfied by the measurement process. The number of samples needed can be considerably smaller than suggested by the Shannon sampling theorem based on the bandwidth of the signal. The one-dimensional subspaces into which the signal of interest is projected to form the measurements are most often chosen randomly (e.g., from realizations of Gaussian random vectors), but may also be deterministic in some settings. Optimization techniques are used to reconstruct the signal from the set of measurements.
This paper describes a method for nonlinear system identification that uses compressive sensing in a way that builds upon an idea introduced very recently by Wang et al. [10] .
A library of functions of the inputs and outputs of the system are generated using a power series expansion, and then the Basis Pursuit technique is used to obtain the correct weights of the these functions. The paper then proceeds to demonstrate this method with an inverted pendulum system operating well away from its equilibrium point. This system is a well-studied and challenging benchmark case, and the approach described is shown to be effective in accurately identifying the system from among a rich set of candidate system models.
The remainder of the paper is organized as follows. Section II describes the method for system identification, briefly as given in [10] and also with the extensions introduced here to enable its application to coupled nonlinear systems. Section III describes the application of this extended method to the SIMO inverted pendulum system. Section IV summarizes and discusses the results obtained.
II. METHODOLOGY FOR SYSTEM IDENTIFICATION
This section describes the methodology used to perform nonlinear system identification using compressive sensing. First, the technique proposed in [10] is summarized. Then some important limitations are pointed out that make this technique difficult to apply to complex dynamical systemsespecially those that exhibit coupled behavior. Subsequently, extensions to the original approach to address these limitations are introduced.
A. Problem Formulation
Many mechanical, electrical, chemical, biological, and other important systems are governed, or at least well modeled, by phenomena that cause their input and state variables to be related in constrained ways. In mechanical systems, for example, forces, positions, velocities, and accelerations are all related by ordinary differential equations of order no greater than two. It is also often the case that observation of, or prior knowledge about the behavior of, the system can suggest or impose relationships (possibly nonlinear) among the input and state variables. In such situations, it is possible to postulate a library of functions and derivatives of these variables that are candidates to appear in a differential equation describing the system dynamics.
The key assumption that enables the use of compressive sensing ideas is that the actual system is a weighted superposition of only a small number of the library elements.
With this assumption, the system identification problem becomes that of identifying which library elements are present, and with what weights, in the system based on observations of its inputs and outputs. To achieve this, corresponding time series segments from the system inputs and outputs and from all of the library elements are computed and form the entries of the sensing matrix G. The corresponding unknown weights are then calculated by sparse reconstruction using optimization techniques such as the Basis Pursuit Method.
B. Existing Method
Consider a nonlinear dynamical system that can be represented by the equationẋ = F (x) where
T is the state vector. In [10] , it is proposed that the k th component of F (x) can be expanded as a truncated power series, yielding
The values n 1 , . . . , n m determining the truncation of the expansion are chosen in advance based on consideration of the system, as will be illustrated in Section III for the inverted pendulum system. With this representation, the problem of system identification amounts to determining the coefficient vector a = [a j ] l1,l2···lm from the measured data. This data consists of time series of samples of the state taken at time instants t 1 , · · · , t w . With this formulation,
where
Now this can be written as a familiar system of linear equations as:
. . .
Thus we construct the matrix G from the power series expansion where the columns denote the various terms of the power series and the rows denote the time series evaluations of these terms at a particular time instant, t k .
C. The System Identification Technique
Given this background we see two main drawbacks of such a scheme: Firstly, most dynamic systems especially mechanical systems always have a forcing input or excitation term u (e.g. the force which drives the cart in the inverted pendulum system) and the generalized system equation is represented asẋ = F (x, u). Secondly, for coupled systems, we cannot represent F (x, u) as in Equation 1. To explain this, we will consider the following Ordinary Differential Equations describing the behavior of the inverted pendulum system , the details of which will be covered in Section III. Converting these two ODEs to a standard representationẋ = F (x, u).
T is:
x 2 = 1.29u − 0.0645x 2 + 0.0257x 4 cos x 3 + 3.477 sin x 3 cos x 3 − 0.1774x 2 4 sin x 3 1 − cos 2 x 3 (7)
x 3 = x 4 (8)
Therefore, due to the denominator terms inẋ 2 andẋ 4 , several non-linear terms will be needed to represent the state space equation using a power series. Due to this, the assumption of the weights of library terms being a sparse vector will no longer hold true. After establishing these two main drawbacks, we realize that the methodology of Wang et al. needs considerable modification in order to be applied to reconstruct the differential equations of the Inverted Pendulum system. We take a different approach to solve this problem. We first lay the groundwork by some preliminary inferences based on a priori knowledge. 1) Since it's a mechanical system, the ODE will have maximum order of 2. This is a reasonable assumption considering that the main physical quantities involved are displacement, velocity and acceleration.
2) There will be two ODE's to describe the system completely. This also is reasonable considering there are two motions in space: the motion of the cart and the motion of the pendulum. 3) Since it is a system exhibiting oscillatory behavior the power series expansion will have sinusoids of θ along with the polynomial terms.
Considering these inferences we now develop our library of basis functions and the terms involved in the power series expansion. They are as follows:
where y is the displacement of the cart, θ is the angle between the pendulum and the vertical in degrees and F is the force applied to the cart or the excitation signal. We construct the library using the following power series:
[ay] l 1 ,l 2 ..l 9 y l 1ẏ l 2ÿ l 3 θ l 4θ l 5θ l 6 sin l 7 θ cos l 8 θF
We truncate the series at P = 2.
In the Φ matrix, we have to eliminate the column representing the termÿ from equation (11) and the termθ from equation (12) for obvious reasons. After eliminating these columns, we obtain two sensing matrices: Φ y used in equation (11) and Φ θ used in equation (12) . Thus we get the linear system of equations: Y 1 =ÿ = Φ y a y and Y 2 =θ = Φ θ a θ .
Using compressed sensing we now reconstruct the coefficient vectors a y and a θ . It is important to note that these coefficient vectors are sparse due to the fact that only a few terms amongst all the terms of the power series expansion in Φ will form the ODE forÿ andθ.
In order to get accurate reconstruction from these two systems of linear equations using compressed sensing, Φ y and Φ θ should satisfy the Restricted Isometry Property (RIP) [9] . We ensure this by normalizing the columns of Φ y and Φ θ by dividing each element in the column with the l 2 norm of the column as explained in [10] . Though it is combinatorially quite complex to verify that these normalized matrices satisfies the RIP, we can estimate its performance with great accuracy for a sufficient number of Monte Carlo trials. After conducting several combinatorial trials on the matrices it was found that,
To quantify these trials, the minimum, maximum and mean values are represented as shown in table I. These trials show that the mean of the δ k is very small and almost zero in both Φ y and Φ θ matrices. But some combination of K elements in the Φ y matrix may lead to difficulty in reconstruction due to their large δ k values as seen for the minimum and maximum case. But generally speaking, the Φ y and Φ θ matrices can satisfy the RIP with great probability for a small RIP constant δ k . We obtain the sparse reconstruction of these coefficient vectors using the Basis Pursuit technique as:
III. THE INVERTED PENDULUM ON A CART
To demonstrate the approach described above, it has been applied to the system identification problem for an inverted pendulum on a cart. This system has always been of research interest due to its non-linear, unstable and non-minimum phase dynamics. It also is an under-actuated system having more degrees of freedom than control inputs.
The Inverted Pendulum on a Cart is shown in Fig 1. This system consists of a rail on which a cart moves and a pendulum is hinged on the top of the cart. The cart and pendulum rod are constrained to move within a vertical plane. The cart acceleration acts as a torque on the free-moving pendulum to swing it up. The upright is an unstable equilibrium while the pendant position (θ = 0 0 ) is a stable equilibrium. A force F is applied to the cart which is the input to the system. The angle θ of the pendulum rod with the vertical is measured and is one of the outputs of the system, while the displacement of the cart y is the other output. Due to the Right Half Plane zeros of this system the typical inverse response is seen, where for the cart to move to the right, it must first move to the left and unbalance the pendulum in the correct direction. Also the cart rail has finite length, an additional constraint on the cart motion. The control objective is to swing up the pendulum to the upright position or the unstable equilibrium and stabilize it there by moving the cart back and forth on the rail.
The system parameters are documented in numerous references (e.g., [14] ). The parameters and their values in the experiments presented here are given in Table II .
A. Mathematical Model
Reference [14] gives the derivation of the mathematical model of this system. The equations of motion of cart and pendulum are inter-dependant, giving rise to the Coupled behavior of the system. Considering the parameters in Table  II , we get the following equations of motions: y = 1.2903F − 0.0645ẏ − 0.1774θ + 0.1774θ cos θ (13) θ = −0.1455θ − 19.6 sin θ − 2ÿ cos θ (14)
B. Simulating the System
We implement the ODEs in SIMULINK to simulate the behavior of the actual physical system. The purpose of this simulation is to obtain the time-series input-output measurements of the system which will be used in system identification.
The simulation diagram is shown in Figures 2 and 3 . Figure  2 shows the input and output block diagram of the system. Figure 3 shows the internal working of the model block. It is basically a representation of the ODEs of equations 13 and 14. The input (Force F ) is shown in red and primary and secondary outputs are shown in green. Since this system is highly non-linear and unstable, we use a stabilizing controller initially to stabilize the system in a range and then use a square signal to excite all possible output levels of both outputs of the system. This approach is explained in detail in [15] . Alternatively, we can also chose a series of randomly generated square waves as the stimulating input for the system, as shown in figure 4 . Such a square signal or the output of the stabilizing controller stimulates the model block and the primary outputs of pendulum angle and cart position are measured. Also secondary outputs like velocity and acceleration are derived from the primary outputs. Data is generated for 10,000 discrete samples taken at 0.1 KHz sampling frequency and the square input sequence is as shown in Figure 4 . The corresponding outputs generated is shown in Figures 5  and 6 . 
IV. RESULTS
The technique was tested for the data set obtained from simulation, by varying two main criteria: number of samples used for reconstruction and the initial condition. These two results are summarized by Figures 7, 8 and 9 . Figure 7 give the Mean Squared Error (MSE) between the original and reconstructed ODE plotted versus the subrate or the ratio of number of samples (M ), to the number of unknowns (N ) for the pendulum being initially at the 0 0 degree or the pendant position. Tables III and IV show the reconstruction results. The tables show only the values of non-zero reconstructed coefficients. All other coefficients were found to be zero or extremely small and ignored. It is seen that for different initial conditions, the technique is still able to obtain the accurate reconstructed equations, which indicates that the technique is highly robust in this respect. Note. This experiment was performed for the pendulum to be at pendant position and an initial force of -1 units given to the cart. The number of samples needed for accurate reconstruction were 375 and the number of unknown terms or the size of ay or a θ was 768. Therefore 49% samples were needed as compared to the unknowns. Note. This experiment was performed for the pendulum to be at 28 0 position and an initial force of -1 units given to the cart. The number of samples needed for accurate reconstruction were 350 and the number of terms to reconstruct or the size of ay or a θ was 768. Therefore 45% samples were needed as compared to the unknowns.
Also under 375 samples are sufficient for accurate reconstruction, which is a very important advantage over Neural Network system identification methods, which need large number of measurements for training.
V. CONCLUSION
This paper introduces a technique for system identification based on Compressed Sensing. Although based on a recent method of Wang et al., this technique provides significant extensions to the applicability of the approach and rectifies two main drawbacks of the method.
The technique is applied to the identification of an inverted pendulum system. In order to do this, the pendulum and cart system is simulated and the excitation signal is constructed based on a stabilizing controller or a random square wave sequence. The time-series input-output measurement data for this system is obtained from the simulation. The power series expansion is then formulated to include a library of functions and later compressed sensing approach is used to reconstruct the unknown weights of the power series expansion from the input-output data. This technique is highly robust considering that it can accurately reconstruct the ODE despite the different initial conditions of the system. It also can reconstruct the ODE using very few samples as compared to the unknowns to a great degree of accuracy.
This technique has a broad application potential, its success for the inverted pendulum problem is a promising start.
VI. FUTURE WORK

