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PRIME REGULAR HOPF ALGEBRAS OF GK-DIMENSION ONE
K.A. BROWN AND J.J. ZHANG
Abstract. This paper constitutes the first part of a program to classify all
affine prime regular Hopf algebras H of Gelfand-Kirillov dimension one over
an algebraically closed field of characteristic zero. We prove a number of
properties of such an algebra, list some classes of examples, and then prove
that - when the PI-degree of H is prime - our list contains all such algebras.
0. Introduction
0.1. Recent years have seen substantial progress in our understanding of (infinite
dimensional) noetherian Hopf algebras [BG1, LWZ, WZ1, BZ]. One noteworthy
aspect of this development has been the increasing role of homological algebra - for
example, it was shown in [WZ1] that every affine noetherian Hopf algebra satisfying
a polynomial identity is Auslander-Gorenstein and Cohen-Macaulay, and hence, by
[BZ, Lemma 6.1], is Artin-Schelter (AS) Gorenstein; see (1.2) for the definition of
the latter condition.
Recall that, by fundamental results of Small, Stafford and Warfield [SSW], a
semiprime affine algebra of GK-dimension one is a finite module over its center,
which is affine and hence noetherian. Given the homological developments men-
tioned above, it seems to us a feasible target to determine all prime affine Hopf
algebras of GK-dimension one. In this paper we begin the campaign by considering
the case where
H is an affine noetherian Hopf algebra over an algebraically closed
field k of characteristic 0, and H has GK-dimension one and is
prime and regular.
Throughout, we’ll say that H satisfies hypotheses (H) when the displayed condi-
tions are in force. Here, regular means that H has finite global dimension, say
d. In fact the Cohen-Macaulay property of H forces d = 1 here, so the objects of
study are hereditary noetherian prime rings.
0.2. Examples. By a basic result in the theory of algebraic groups [Hu, Theo-
rem 20.5], there are two commutative Hopf k−algebras which are domains of GK-
dimension one, namely k[x] and k[x±1], the coordinate rings of (k,+) and (k\{0},×)
respectively. Since these groups are abelian, their coordinate rings are cocommuta-
tive; if one retains the cocommutativity hypothesis, but drops commutativity, then
the only additional algebras satisfying (H) which enter the arena are the group
algebras kD of the infinite dihedral group (3.2), and the algebras which we call here
the cocommutative Taft algebras. These, discussed in (3.3), are skew group algebras
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of a finite cyclic group 〈g〉 of order n, acting on k[x], with gxg−1 = ξx, where ξ is
a primitive nth root of one in k.
For each n > 1 there is a finite collection of noncocommutative Taft algebras
H(n, t, ξ), also defined in (3.3), for ξ a primitive nth root of one in k. (Here, k can
be any field containing a primitive nth root of unity.) The algebras H(n, t, ξ) are
well known, being factor algebras of a Borel subalgebra of Uξ(sl(2, k)).
The above are not, however, the only examples of algebras satisfying (H). A
further class of examples was discovered by Liu [Liu] in 2006: these are built by
letting a skew primitive element y “of finite index of nilpotency n” act on k[x±1] by
setting yx = ξxy, and forming a “non-split” extension. Liu’s algebras are recovered
as a special case of a larger class of algebras in (3.4), where we show that his
construction can be extended to include Hopf algebras built over the group algebra
k(C∞ × Cb), where b is an arbitrary divisor of n.
In all the examples listed in this subsection, the PI-degree of the algebra is n,
(where, of course, n = 1 for the commutative algebras and n = 2 for kD).
0.3. Prime PI-degree. It may be that the only algebras H satisfying (H) are
those listed in (0.2), but we cannot prove this at present. However it is a corollary
of our main result that
if H satisfies (H) and the PI-degree n of H is prime, then H occurs in (0.2).
To give a more precise statement of our main result and some idea of its proof, we
must introduce some homological algebra.
0.4. Integral order and integral minor. A fundamental tool for the study of
algebras satisfying (H) is the homological integral
∫ l
H
defined in [LWZ]. This is
the one-dimensional k−vector space and H−bimodule Ext1H(k,H), where k here
denotes the trivial left H−module. Let π : H → k be the algebra map given by the
right structure of
∫ l
H
. As we recall in (2.1), π determines groups Glπ and G
r
π of left
and right winding automorphisms of H . In our setting, and indeed for any affine
Hopf algebra which is a finite module over its center,
n := |Glπ| = |G
r
π| <∞,
(Theorem 2.3(c)); the integer n is called the integral order of H , denoted io(H).
When H is commutative, π is - clearly - the counit ǫ, and so io(H) = 1. So,
speaking crudely, io(H) is a measure of the noncommutativity of H ; and indeed it
will become apparent from our results that, for H satisfying (H), io(H) = 1 only
if H is commutative. Notice also that, when H is cocommutative, Glπ = G
r
π; so we
can encode the “degree of cocommutativity” of H by means of the index
im(H) := |Glπ : G
l
π ∩G
r
π|,(0.4.1)
which we call the integral minor of H , (2.4). Thus, when H is cocommutative
im(H) = 1, and, paralleling the corresponding statement for io(H), it will follow
from results in §4 that, when H satisfies (H), im(H) = 1 only if H is cocommuta-
tive.
The connection between the integral order and noncommutativity is in fact more
far-reaching than indicated above. By results of [LWZ] recalled in §2, for any prime
regular affine PI Hopf k−algebra, the integral order is a lower bound for the PI-
degree; and
when H satisfies (H), io(H) = PI-deg(H).(0.4.2)
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In other words, for algebrasH satisfying (H) “the non-commutativity of the algebra
is entirely encoded by the integral
∫ l
H
.”
0.5. Main theorem. We can now state the main result of this paper:
Theorem. Let H be a Hopf algebra satisfying (H), and suppose that the integral
minor im(H) is either 1 or io(H). Then H is one of the algebras listed in (0.2).
In view of (0.4.2) and (0.4.1), the corollary stated in (0.3) follows.
It’s worth noting that all the algebras appearing in (0.2) are pointed. We do
not know whether this is true for all prime affine noetherian Hopf k-algebras of
GK-dimension one, nor whether there is a direct way to prove pointedness, without
proceeding first to list all the algebras.
The first steps in the proof of the theorem are valid in a much more general
setting: we show in §2, building mainly on work from [LWZ], that if a Hopf algebra
A has finite integral order n, where n is a unit in k, then A is strongly graded by
the cyclic group of order n, in two different ways, with identity components the
invariant algebras AG
l
pi and AG
r
pi . When A is in addition regular affine semiprime
and has GK-dimension one, these two invariant algebras, and their intersection, are
affine Dedekind domains (Theorem 2.5).
§4 covers the easy case of the main theorem, namely the case where the Hopf
algebra H satisfies (H) and im(H) = 1. Under these hypotheses, H0 := H
Glpi =
HG
r
pi and this Dedekind domain is a Hopf subalgebra of H . At this point a pivotal
dichotomy comes into play: H0 must either be k[x] - the primitive case; or H0 is
k[x±1] - the group-like case. When im(H) = 1 it’s not hard to show that in the
primitive case H is a cocommutative Taft algebra, and in the group-like case it’s
the group algebra of the dihedral group.
The proof of the case im(H) = io(H) of the main theorem occupies §5 and
§6. In §5 an analysis of algebras strongly graded by a finite abelian group, with
commutative component of degree 0, culminates in the conclusion that, ifH satisfies
(H) and io(H) = im(H), then the Dedekind domainH0 := H
Glpi∩HG
r
pi is the center
of H and is a Hopf subalgebra, whence it is either k[x] or k[x±1]. The dichotomy
mentioned in the previous paragraph therefore features again, and in §6 this is
exploited to show that only the algebras of §3 can occur. This is achieved by first
studying the finite dimensional Hopf algebra H/(ker ǫ ∩ H0)H , which we call the
twistor of H , and then lifting its structure to describe H itself.
Finally, in §7, we discuss a number of questions and conjectures arising from this
work.
1. General preparations
1.1. Standard notation. Throughout, k will denote an algebraically closed field.
Unless stated otherwise all vector spaces are over k, and an algebra or a ring A
always means a k-algebra with associative multiplication mA and with unit 1. All
A-modules will be by default left modules. Let Aop denote the opposite algebra of
A.
When A is a Hopf algebra we shall use the symbols ∆, ǫ and S respectively
for its coproduct, counit and antipode. The coproduct of a ∈ A will be denoted
by ∆(a) =
∑
a1 ⊗ a2. The dual Hopf algebra of A will be denoted by A
◦. For
background regarding Hopf algebras, see for example [Mo].
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1.2. Artin-Schelter condition. While our main interest is in Hopf algebras, the
following two key definitions apply more generally to any noetherian augmented k-
algebra - that is, a noetherian k−algebra A with a fixed augmentation ǫ : A −→ k.
Definition. Let (A, ǫ) be an augmented noetherian algebra.
(a) We shall say A has finite injective dimension if the injective dimensions of
AA and AA, injdimAA and injdimAA, are both finite. In this case these
integers are equal by [Za], and we write d for the common value. We say
A is regular if it has finite global dimension, gldimAA < ∞. Right global
dimension always equals left global dimension [We, Exercise 4.1.1]; and,
when finite, the global dimension equals the injective dimension.
(b) Write k for the trivial A-module A/ ker ǫ. Then A is Artin-Schelter Goren-
stein, which we usually abbreviate to AS-Gorenstein, if
(AS1) injdimAA = d <∞,
(AS2) dimk Ext
d
A(Ak,AA) = 1 and Ext
i
A(Ak,AA) = 0 for all i 6= d,
(AS3) the right A-module versions of (AS1,AS2) hold.
(c) If, further, gldimA = d, then A is called Artin-Schelter regular, usually
shortened to AS-regular.
1.3. Homological integrals. Here is the natural extension to augmented algebras
of a definition recently given in [LWZ] for Hopf algebras. This definition generalises
a familiar concept from the case of a finite dimensional Hopf algebra [Mo, Definition
2.1.1]).
Definition. Let (A, ǫ) be a noetherian augmented algebra, and suppose A is AS-
Gorenstein of injective dimension d. Any nonzero element of the one-dimensional
A−bimodule ExtdA(Ak,AA) is called a left homological integral of A. We denote
ExtdA(Ak,AA) by
∫ l
A
. Any nonzero element in ExtdAop(kA, AA) is called a right ho-
mological integral of A. We write
∫ r
A
= ExtdAop(kA, AA). Abusing language slightly,
we shall also call
∫ l
A
and
∫ r
A
the left and the right homological integrals of A respec-
tively. When no confusion as to the algebra in question seems likely, we’ll simply
write
∫ l
and
∫ r
respectively.
2. Classical Components
Although our primary goal is to classify affine prime regular Hopf k-algebras
of GK-dimension one, we give in this section some preliminary results in a more
general setting than is strictly needed for this classification, in the hope that some
of these ideas will prove useful in future work. Thus, throughout §2, A will be an
arbitrary Hopf k-algebra.
2.1. Hopf subalgebras associated to winding automorphisms. Given an al-
gebra homomorphism π : A → k, we write Ξlπ for the left winding automorphism
of A associated to π, namely,
Ξlπ(a) =
∑
π(a1)a2
for all a ∈ A; and we use Ξrπ for the right winding automorphism of A associated
to π, defined for a ∈ A by
Ξrπ(a) =
∑
a1π(a2).
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Fix now a set Π of algebra homomorphisms π from A to k. Let GlΠ [resp. G
r
Π] be
the subgroup of Autk−alg(A) generated by {Ξ
l
π : π ∈ Π} [resp. {Ξ
r
π : π ∈ Π}]. Set
GΠ := 〈G
l
Π, G
r
Π〉 ⊆ Autk−alg(A). (In applications, A will be AS-Gorenstein and we
will take Π = {π} with π the map A→ A/r. ann(
∫ l
).)
Let AΠ [resp. A
l
Π, A
r
Π] be the subalgebra of invariants A
GΠ [resp. AG
l
Π , AG
r
Π ].
When Π consists of a single map, Π = {π}, we’ll write Aπ, A
l
π , A
r
π, and Gπ , G
l
π,
Grπ, for these subalgebras of A and subgroups of Autk−alg(A).
The action of GlΠ is the restriction to the group-like elements 〈Π〉 ⊆ A
◦ of the
right hit action of A◦ on A; and correspondingly for GrΠ (see e.g. [Mo, 1.6.5 and
1.6.6]).
Proposition. Retain the above notation, and let π, π′ ∈ Π.
(a) AlΠ, A
r
Π and AΠ are subalgebras of A and AΠ = A
l
Π ∩ A
r
Π.
(b) If A is cocommutative, then AlΠ = A
r
Π = AΠ.
(c) (Ξlπ ⊗ IdA)∆ = ∆Ξ
l
π and (IdA ⊗ Ξ
r
π)∆ = ∆Ξ
r
π. Thus A
l
Π is a right coideal
subalgebra of A and ArΠ is a left coideal subalgebra of A.
(d) Ξlπ Ξ
r
π′ = Ξ
r
π′ Ξ
l
π. In particular, GΠ is abelian if and only if G
l
Π and G
r
Π
are abelian.
(e) Ξrπ S = S (Ξ
l
π)
−1. Consequently, S(AlΠ) ⊆ A
r
Π and S(A
r
Π) ⊆ A
l
Π.
(f) (IdA ⊗ Ξ
l
π)∆ = (Ξ
r
π ⊗ IdA)∆. Thus ∆(a) ∈ A ⊗ A
l
Π if and only if ∆(a) ∈
ArΠ ⊗A if and only if ∆(a) ∈ A
r
Π ⊗A
l
Π.
(g) Let A˜Π := {a ∈ A | ∆(a) ∈ AΠ ⊗AΠ}. Then A˜Π is also equal to
{a ∈ A | ∆(a) ∈ AlΠ ⊗A
l
Π},
{a ∈ A | ∆(a) ∈ ArΠ ⊗A
r
Π},
and
{a ∈ A | ∆(a) ∈ ArΠ ⊗A
l
Π}.
(h) A˜Π is a Hopf subalgebra of A. In fact, A˜Π is the largest Hopf subalgebra of
AlΠ, of A
r
Π and of AΠ. If A
l
Π = A
r
Π (and so in particular if A is cocommu-
tative), then A˜Π = AΠ.
Proof. (a,b) Clear.
(c) Let µ denote the multiplication map A⊗A −→ A. Since Ξlπ = µ(π⊗ IdA)∆,
(Ξlπ ⊗ IdA)∆ = (µ⊗ IdA)(π ⊗ IdA ⊗ IdA)(∆⊗ IdA)∆
= (µ⊗ IdA)(π ⊗ IdA ⊗ IdA)(IdA ⊗∆)∆
= (µ⊗ IdA)(Idk ⊗∆)(π ⊗ IdA)∆
= ∆Ξlπ .
Similarly, (IdA ⊗ Ξ
r
π)∆ = ∆Ξ
r
π. Let a ∈ A
l
Π. Then, for all π ∈ Π, Ξ
l
π(a) = a, and
hence
(Ξlπ ⊗ IdA)∆(a) = ∆Ξ
l
π(a) = ∆(a).
Thus ∆(a) ∈ AlΠ ⊗A and hence ∆(A
l
Π) ⊂ A
l
Π ⊗A. Similarly, ∆(A
r
Π) ⊂ A⊗A
r
Π.
(d) Clear.
(e) Note that (Ξlπ)
−1(a) =
∑
πS(a1)a2 for all a ∈ A. Hence, using [Mo, 1.5.10],
ΞrπS(a) =
∑
S(a2)πS(a1) = S(
∑
πS(a1)a2) = S(Ξ
l
π)
−1(a).
Thus S(AlΠ) ⊆ A
r
Π. Similarly, S(A
r
Π) ⊆ A
l
Π.
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(f) For a ∈ A,
(IdA ⊗ Ξ
l
π)∆(a) =
∑
a1 ⊗ π(a2)a3 =
∑
a1π(a2)⊗ a3 == (Ξ
r
π ⊗ IdA)∆(a),
proving the first statement. Now ∆(a) ∈ A⊗ AlΠ if and only if (IdA ⊗ Ξ
l
π)∆(a) =
∆(a) for all π ∈ Π. By the first assertion, this happens if and only if (Ξrπ ⊗
IdA)∆(a) = ∆(a), or, equivalently, ∆(a) ∈ A
r
Π ⊗A. Using the elementary remark
that, for subspaces A and B of a vector space C, the intersection of A ⊗ C and
C ⊗ B in C ⊗ C is A ⊗ B to combine these equivalent statements, one sees that
they occur precisely when ∆(a) ∈ ArΠ ⊗A
l
Π.
(g) Let B1 = {a ∈ A | ∆(a) ∈ A
l
Π ⊗ A
l
Π}, B2 = {a ∈ A | ∆(a) ∈ A
r
Π ⊗A
r
Π} and
B3 = {a ∈ A | ∆(a) ∈ A
r
Π ⊗A
l
Π}.
Clearly A˜Π is a subset of Bi for i = 1, 2, 3. By (f), B1 and B2 are subsets of B3.
It remains to show that B3 ⊂ A˜Π.
Suppose that a ∈ B3. Then ∆(a) =
∑
a1 ⊗ a2 for some a1 ∈ A
r
Π, a2 ∈ A
l
Π.
Consequently,
a =
∑
ǫ(a1)a2 =
∑
a1ǫ(a2) ∈ A
r
Π ∩ A
l
Π = AΠ.(2.1.1)
By (c),
∆(a) ∈ (A⊗ArΠ) ∩ (A
l
Π ⊗A) ∩ (A
r
Π ⊗A
l
Π) = AΠ ⊗AΠ.
Thus a ∈ A˜Π.
(h) If b ∈ A˜Π then b ∈ AΠ by (2.1.1).
Since AΠ is a subalgebra of A, A˜Π is also a subalgebra of A. Since S(AΠ) ⊆ AΠ,
S(A˜Π) ⊆ A˜Π. To prove A˜Π is a Hopf subalgebra it remains to show that A˜Π is a
subcoalgebra.
Let a ∈ A˜Π, so that ∆(a) =
∑
a1 ⊗ a2 ∈ AΠ ⊗ AΠ. Since ∆(AΠ) ⊂ A
l
Π ⊗ A
r
Π
and (IdA ⊗∆)∆(a) = (∆⊗ IdA)∆(a),
(IdA ⊗∆)∆(a) ∈ (A
l
Π ⊗A
r
Π ⊗AΠ) ∩ (AΠ ⊗A
l
Π ⊗A
r
Π) = AΠ ⊗AΠ ⊗AΠ.
Thus ∆(a1),∆(a2) ∈ AΠ ⊗AΠ. Therefore, a1, a2 ∈ A˜Π and A˜Π is a coalgebra.
The claims in the second sentence follow from the first part together with (g).
Suppose finally that AlΠ = A
r
Π. Then by part (c) AΠ = A
l
Π = A
r
Π is a sub-
coalgebra of A. Also by part (e), S(AΠ) ⊆ AΠ. Hence AΠ is a Hopf subalgebra of
A. Thus A˜Π = AΠ. 
Write G(A◦) for the group of all group-like elements in A◦. So G(A◦) is the
character group of A; that is, by definition, it is Homk-alg(A, k), furnished with the
convolution product ∗, [BG2, I.9.24]. We record the following obvious facts:
Lemma. Suppose 〈Π〉 is a finite abelian subgroup of G(A◦).
(a) GrΠ and G
l
Π are finite abelian groups, isomorphic to 〈Π〉.
(b) GΠ is a factor of the direct product of G
l
Π and G
r
Π, and in particular is
abelian of order at most |GlΠ|
2 = |〈Π〉|2.
(c) If the order |〈Π〉| is coprime to the characteristic p of k when p > 0, then
the character group ĜlΠ is isomorphic to G
l
Π.
Proof. (a) It is easy to check that the maps from G(A◦) to Autk−alg(A) given
by π 7→ Ξrπ and π 7→ Ξ
l
π are, respectively, a group monomorphism and a group
anti-monomorphism. Thus the assertion follows.
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(b) This is immediate from Proposition 2.1(d).
(c) This is standard. 
2.2. Strongly graded property. Recall our standing hypotheses for § 2. In ad-
dition we assume in this paragraph and for the remainder of this paper that S is
bijective; since this holds when A is semiprime or satisfies a polynomial identity
[Sk], it will be the case in the applications we have in mind. Moreover, we assume
in this paragraph that
〈Π〉 is a finite abelian subgroup of G(A◦),(2.2.1)
and that
|〈Π〉| is coprime to the characteristic p of k, when p > 0.(2.2.2)
It will be convenient to write ĜlΠ additively. For each χ ∈ Ĝ
l
Π, put
AlΠ,χ := {a ∈ A | g(a) = χ(g)a, ∀ g ∈ G
l
Π}.
Then A is a ĜlΠ-graded algebra: A = ⊕χ∈dGl
Π
AlΠ,χ. In particular A
l
Π,0 consists of the
GlΠ-invariants of A, which we denoted by A
l
Π in §2.1. Similarly, A is G
r
Π−graded,
with components ArΠ,χ for χ ∈ Ĝ
r
Π. The following is well-known:
Lemma. Let G be a finite abelian group acting faithfully and semisimply on an
algebra A, so A is Ĝ−graded, A = ⊕
χ∈ bG
Aχ. If, for any Aχ 6= 0 and Aχ′ 6= 0,
AχAχ′ 6= 0 (e.g., A is a Ĝ-graded domain), then Aχ 6= 0 for all χ ∈ Ĝ.
Proof. Let K = {χ ∈ Ĝ | Aχ 6= 0}. Since, for any Aχ 6= 0 and Aχ′ 6= 0, AχAχ′ 6= 0,
K is a finite subsemigroup of Ĝ, whence K is a subgroup of Ĝ. Since G acts
faithfully on A, L := {g ∈ G | χ(g) = 1, ∀χ ∈ K} is trivial. If K 6= Ĝ, then
L 6= {1}, yielding a contradiction. 
The next result is fundamental to our analysis. We have chosen to give a direct
proof, but see Remark (b) below for an alternative approach.
Proposition. Suppose (2.2.1) and (2.2.2).
(a) ∆(AlΠ,χ) ⊆ A
l
Π,χ ⊗A for all χ ∈ Ĝ
l
Π.
(b) A = ⊕
χ∈dGl
Π
AlΠ,χ is strongly Ĝ
l
Π-graded.
Proof. (a) The assertion is equivalent to the statement that (Ξlπ ⊗ IdA)∆(a) =
χ(Ξlπ)∆(a) for every a ∈ A
l
χ, which follows from Proposition 2.1(c).
(b) For this, it suffices to show that AlΠ,χA
l
Π,−χ = A
l
Π,0 for all χ ∈ Ĝ
l
Π. Since A
is ĜlΠ-graded, we only need to show that A
l
Π,χA contains 1 for all χ ∈ Ĝ
l
Π.
Let χ ∈ ĜlΠ and suppose there is 0 6= a ∈ A
l
Π,χ. By (a), ∆(a) =
∑
a1 ⊗ a2 with
a1 ∈ A
l
Π,χ. Since a =
∑
ǫ(a1)a2, there is a b ∈ A
l
Π,χ such that ǫ(b) 6= 0, and after
adjusting a we may assume that ǫ(b) = 1. Then ∆(b) =
∑
b1 ⊗ b2 with b1 ∈ A
l
Π,χ.
Therefore 1 = ǫ(b) =
∑
b1S(b2) ∈ A
l
Π,χA.
In the above paragraph, we have shown that A is strongly K-graded where
K = {χ ∈ ĜlΠ | AΠ,χ 6= 0}. As a consequence, if AΠ,χ 6= 0 and AΠ,χ′ 6= 0, then
AΠ,χAΠ,χ′ 6= 0. By Lemma 2.1(a), G
l
Π acts faithfully on A and by (2.2.2), G
l
Π acts
semisimply on A. Lemma 2.2 above says that K = ĜlΠ. 
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Remarks. (a) Of course the right-hand version of the proposition also holds.
(b) In fact the proposition can be deduced from standard results on Hopf-Galois
extensions, as follows. Suppose that π : H → H is an epimorphism of Hopf algebras,
with H finite dimensional. So H is a right H−comodule algebra via the map
φ := (1 ⊗ π) ◦ ∆ : H → H ⊗ H. Define B := HcoH = {b ∈ H : φ(b) = b ⊗ 1}.
Then the inclusion of algebras B ⊆ H is H−Galois by [Sc, Example 3.6] and [Mo,
Theorem 8.3.1]. We apply this with A = H and H = (kGlΠ)
∗ Then H is the
group algebra kĜlΠ by (2.2.1) and (2.2.2), and so A is strongly Ĝ
l
Π−graded by [Mo,
Theorem 8.1.7].
2.3. Classical components. At this point we need to recall and refine some def-
initions introduced in [LWZ, §7]; at the same time we take the opportunity to
simplify our notation.
Definition. Let A be an AS-Gorenstein Hopf algebra with bijective antipode, and
let π be the algebra homomorphism from A onto A/r. ann(
∫ l
A
), where
∫ l
A
denotes
the left integral of Definition 1.3.
(a) Alπ , A
r
π and Aπ are respectively called the left classical component, the right
classical component, and the classical component of A. These subalgebras
of A will respectively be denoted by Al0, A
r
0 and A0.
(b) The integral order io(A) of A is the order of π in the group G(A◦).
(c) The integral annihilator of A is the maximal Hopf ideal (see Remark (c)
below) contained in r.ann(
∫ l
A
). It is denoted by Jiq.
(d) The Hopf algebra A/Jiq is called the integral quotient of A, denoted by Aiq.
Remarks A. (a) In [LWZ, §7], Ar0 is called the classical component of A. But, as
we’ll see in Examples 3.2 and 3.4, Ar0 is not always a Hopf subalgebra of A. We’ll
provide evidence below in Theorems 4.1 and 5.2 that A0 may always be a normal
Hopf subalgebra of A when A is prime regular affine of GK-dimension one, so the
present definition seems more appropriate.
(b) By Lemma 2.1(a), io(A) = |Glπ| = |G
r
π|.
(c) It is easy to see that there is a unique largest Hopf ideal contained in any
(two-sided) ideal of a Hopf algebra, so Jiq is well-defined. Since the antipode S
is bijective, S(
∫ l
A
) =
∫ r
A
, and so the definitions of the integral annihilator (and
thus the integral quotient) are right-left symmetric: Jiq is the biggest Hopf ideal in
l.ann(
∫ r
A
). In a similar fashion one can check that the various classical components
can all equally well be defined using the left annihilator of the right integral.
(d) It will be convenient later (see Hypotheses (2.5)) to extend the use of the
notation Al0, A
r
0, A0 in Definition 2.3(a) to cases where the algebra homomorphism
π is not necessarily given by the left integral.
Let us now review some basic facts about how the above concepts behave in the
case of a Hopf algebra which is a finite module over its center. Recall that, if Z is an
Ore domain, then the rank of a Z-module M is defined to be the Q(Z)−dimension
of Q(Z) ⊗Z M , where Q(Z) is the quotient division ring of Z; the rank of a right
Z-module is defined analogously. Let R be any algebra. The PI-degree of R is
defined to be
PI-deg(R) = min{n | R →֒Mn(C) for some commutative ring C}
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(see [MR, Ch. 13]). If R is a prime PI ring with center Z, then the PI-degree of R
equals the square root of the rank of R over Z.
Part (b) below was previously known only under the extra hypothesis that A is
regular [LWZ, Lemma 5.3(g)].
Theorem. Let A be an affine Hopf k-algebra which is a finite module over its
center.
(a) A is noetherian, AS-Gorenstein and has a bijective antipode.
(b) The integral order io(A) := n of A is finite.
(c) If A is prime and Z(A) is integrally closed, then io(A) ≤ PI-deg(A). In
particular this holds if A is regular and prime.
(d) The integral quotient Aiq is isomorphic as a Hopf algebra to (kCn)
◦, the
Hopf dual of the group algebra of the cyclic group of order n.
(e) Jiq = ∩
n−1
i=0 ker((π)
i : A→ k).
(f) Suppose that A is regular of global dimension d, and that n is a unit in k.
Then Al0 and A
r
0 are both regular of global dimension d.
Proof. (a) The Artin-Tate Lemma [MR, 13.9.10] shows that A is noetherian. That
A is AS-Gorenstein is a special case of the main result of [WZ1]. Bijectivity of the
antipode is proved in [Sk].
(b) We’ll prove that io(A) is bounded above by the number of maximal ideals
of A whose intersection with Z(A) equals ker ǫ ∩ Z(A), which of course is finite
because A is a finite Z(A)−module.
By the definition of
∫ l
A
, ker ǫ ∩ Z(A) ⊆ r.ann(
∫ l
A
). Hence, by Muller’s theorem
[BG2, Theorem III.9.2], ker ǫ and r.ann(
∫ l
A
) belong to the same clique of maxspecA
(in the sense of [BG2, I.16.2], for example). This means that there is a positive
integer t and a set k = V0, . . . , Vt =
∫ l
A
of simple right A−modules such that, for
each j = 0, . . . , t− 1, either Ext1A(Vj+1, Vj) 6= 0 or Ext
1
A(Vj , Vj+1) 6= 0. Now, since∫ l
A
is a one-dimensional (right) A−module, it has an inverse in G(A◦), given in
fact by (S(
∫ l
A
))∗. Hence, the functor
∫ l
A
⊗− is an auto-equivalence of the category
of right A−modules. In particular ExtiA(M,N)
∼= ExtiA(
∫ l
A
⊗M,
∫ l
A
⊗N) for all
non-negative integers i and all right A−modules M and N. Applying this to the
above chain of Ext-groups, we deduce that (the annihilators of)
∫ l
A
⊗k ∼=
∫ l
A
and
(
∫ l
A
)⊗2 are in the same clique. That is, (
∫ l
A
)⊗2 is in the same clique as k. Repeating
this argument allows us to deduce that (
∫ l
A
)⊗m is in the clique of k for all non-
negative integers m. Now the finiteness of clique(ker ǫ) noted at the start of the
argument forces (
∫ l
A
)⊗r ∼= (
∫ l
A
)⊗s for non-negative integers r, s with r > s. Thus
(
∫ l
A
)⊗(r−s) ∼= k with r − s ≤ |clique(ker ǫ)|, as required.
(c) The extra hypotheses ensure that A equals its trace ring, so that
|clique(ker ǫ)| ≤ PI-deg(A)
by [Bra, Theorem 8]. When A is regular its center is integrally closed by [LWZ,
Lemma 5.3(b)].
(d),(e) These are special cases of [LWZ, Lemma 4.4(b),(c)].
(f) By the strong grading property, Proposition 2.2(b), Al0 is a direct summand
of A as left Al0−module. So, if V is any left A
l
0−module, then
projdimAl
0
(V ) ≤ projdimAl
0
(A⊗Al
0
V ) ≤ projdimA(A⊗Al
0
V ),
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where the second inequality holds because A is a projective left Al0−module. There-
fore gldim(Al0) ≤ d. However, since A is a finitely generated A
l
0−module, these
algebras have the same GK-dimension, and this is d thanks to the Cohen-Macaulay
property satisfied by A, [BG1, Theorem A]. Since Krull dimension equals GK-
dimension and is a lower bound for global dimension for noetherian rings which are
finite over their centers [GS], the result follows. 
Proposition. Let A be an AS-Gorenstein Hopf algebra with a bijective antipode.
Assume (2.2.2) for Π = {π}, where π : A→ A/r.ann(
∫ l
A
). Then
Jiq = (Jiq ∩ A
l
0)A = A(A
l
0 ∩ Jiq) = (ker ǫ ∩ A
l
0)A.
Proof. By Theorem 2.3(e), Jiq is stable under the action of G
l
π on A. Thus Jiq is
Ĝlπ-graded. The first two equalities therefore follow at once from strong grading,
Proposition 2.2(b). Moreover, since Jiq ⊆ ker ǫ, Jiq ⊆ (ker ǫ∩A
l
0)A. But the factors
by both these right ideals have k-dimension n, by Proposition 2.2(b) and Theorem
2.3(d), so equality follows. 
Remarks B. (a) The hypothesis (2.2.2) that p ∤ io(A) is necessary for the validity
of Proposition 2.2. For, let k have characteristic p > 0, and let A be the factor of the
enveloping algebra of the k−Lie algebra g = {kx⊕ky : [y, x] = x} by the Hopf ideal
〈yp−y〉. Continue to write x and y for the images of these elements in A. Then, by
[BZ, Lemma 6.3(c)], Ξπ(x) = x and Ξπ(y) = y − 1, so that G
l
π = G
r
π = 〈Ξπ〉
∼= Cp,
and Ar0 = A
l
0 = A0 = k[x]. Thus A =
⊕p−1
i=0 A0y
i, but this is not a strong group
grading. In fact A has no non-trivial Zp-grading that is a strong grading. Observe
also that this example is regular (and so hereditary): for by [LL] it’s enough to
check that the trivial A−module has finite projective dimension, and this follows
since it is a direct summand of the semisimple module A/Ax, which manifestly has
projective dimension one. Notice finally that Jiq = 〈x〉, so that Proposition 2.3
remains valid for this example. We do not know if (2.2.2) is actually needed for
Proposition 2.3, or for Theorem 2.3(f).
(b) Given the known examples, we ask:
Question: Under the hypotheses of Proposition 2.3, is the center Z(A) of A
contained in the classical component A0?
We shall show in Lemma 5.2 that this is the case when A is prime regular of
GK-dimension 1, but it may be that it is true much more generally.
(c) Of course the version of Proposition 2.3 with Ar0 replacing A
l
0 is also true.
(d) In fact (d) and (e) of Theorem 2.3 hold, with the proofs from [LWZ], in any
Hopf algebra with finite integral order.
(e) We do not know if all the parts of Theorem 2.3 remain valid if the hypotheses
are weakened to include all affine noetherian prime Hopf k-algebras which satisfy
a polynomial identity. We note here that the question is not vacuous, since not all
such algebras are finite modules over their centers. Thus the algebra U¯ constructed
in [GL] as the bosonisation of the enveloping algebra of a Lie superalgebra is such
an algebra, of GK-dimension 2, which is not a finite module over its center (as can
be most quickly confirmed by checking that the clique of the augmentation ideal is
infinite).
2.4. The integral minor. In addition to the integral order, our classification of
Hopf algebras of GK-dimension one will involve a second invariant, which - crudely
speaking - is a measure of the extent of left-right asymmetry between the right and
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left hit actions of π, the group-like element arising from the left integral. More
precisely, it measures the difference between Gπ and G
l
π ×G
r
π. The definition is as
follows.
Definition. Let A be a Hopf algebra and keep the notation and hypotheses of
Definition 2.3. Recall from 2.1 that Gπ is an abelian subgroup of Autk−alg(A)
generated by its subgroups Glπ and G
r
π. Suppose that the integral order io(A) is
finite; or, equivalently, that Gπ is a finite group. The integral minor of A is
im(A) := |Glπ/(G
l
π ∩G
r
π)|,
the intersection being taken as subgroups of Gπ.
In particular, im(A) = 1 if and only if Glπ = G
r
π, and this holds in particular
when A is cocommutative.
2.5. Classical components in GK-dimension one. In preparation for the work
on Hopf algebras of GK-dimension one which will occupy the rest of the paper, we
state here as our starting point what can immediately be written down about such
an algebra using the results in [LWZ] and the concepts introduced in this section.
Theorem. Let A be a semiprime affine Hopf k−algebra of GK-dimension one,
with π the homomorphism from A onto A/r.ann(
∫ l
A
).
(a) The integral order io(A) := n of A is finite.
(b) If (2.2.2) holds for Π = {π}, then A is strongly graded in two ways by the
cyclic group of order n, namely
A = ⊕
χ∈cGlpi
Alπ,χ and A = ⊕χ∈cGrpi
Arπ,χ.
(c) The injective dimension of A is one.
Suppose in addition for (d), (e) and (f) that A is regular; for (e) and (f),
assume also that it is prime, and for (f) assume also (2.2.2).
(d) A is hereditary.
(e) PI-deg(A) = n.
(f) Al0, A
r
0 and A0 are affine commutative Dedekind domains, with A
l
0
∼= Ar0.
Proof. By [SSW], A is noetherian and is a finite module over its center. Thus A
is AS-Gorenstein and Cohen-Macaulay, by [WZ1, Theorems 01. and 0.2(1)], so A
has a left integral and π is defined for A.
(a) follows from Theorem 2.3(b). (b) is immediate from Proposition 2.2. (c)
follows from [WZ1, Theorem 0.2(3)].
Suppose henceforth that A is regular. Then (c) immediately gives (d).
(e) That the PI-degree of A equals its integral order when A is prime and regular
is part of [LWZ, Theorem 7.1].
(f) That Al0 is an affine commutative domain is proved in [LWZ, Theorem 7.1];
that it is Dedekind now follows from Theorem 2.3(f). An isomorphism of the right
and left classical components is provided by the antipode, thanks to Proposition
2.1(e). Finally, A0 = (A
l
0)
Grpi = (Ar0)
Glpi by Proposition 2.1(d). Thus A0 is an affine
commutative domain, and since the fixed ring of an integrally closed commutative
domain under the action of a finite group is again integrally closed, it follows that
A0 is Dedekind. 
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Remark. The equality in (e) fails when any one of the hypotheses that A is prime,
regular, or has GK-dimension one, is dropped. To see the need for the prime
hypothesis, one can take A = CG where G is any direct product of a finite group
with an infinite cyclic group. In this case
∫ l
A
∼= k and so io(A) = 1. The regular
hypothesis fails in Case 2 of Example 3.2 in the next section; here, the integral
order is 1 but the PI-degree is 2. Finally, (e) fails for prime regular affine PI Hopf
algebras of GK-dimension ≥ 2, see [LWZ, Example 8.5]. Another example is the
enveloping algebra of sl(2, k) over a field k of positive characteristic p; in this case
H := U(sl(2, k)) is unimodular, that is
∫ l
H
∼= k, [BZ, Proposition 6.3(e)]. However
it is possible that the equality (e) holds for all regular affine PI Hopf domains of
GK-dimension 2.
At this point we can list all the hypotheses that we will use for our classification.
By the above theorem, given (a), (d) and (e) in the list below, the map π : H →
H/r.ann(
∫ l
H
) satisfies (b) and (c).
Hypotheses. (a) H is an affine, noetherian, prime, PI Hopf algebra;
(b) there is an algebra homomorphism π : H → k such that the order n of π in
G(H◦) is equal to the PI-degree of H ;
(c) the invariant subring H l0 under the action of the left winding automorphism
Ξlπ is a Dedekind domain;
(d) when p = char k > 0, then n is coprime to p;
(e) GKdimH = gldimH = 1.
We remark for future use that the analogues of Theorems 2.3 and 2.5 remain
valid (with the same proofs) for any map π satisfying the above hypotheses.
3. Examples
In this section we assemble some examples of prime affine Hopf k-algebras of
GK-dimension one. Note that we’ve already listed one such example in Remarks
2.3B(a).
3.1. Commutative examples. Recall [Hu, Theorem 20.5] that, over an alge-
braically closed field k, there are precisely two connected algebraic groups of di-
mension one. Therefore there are precisely two commutative k-affine domains of
GK-dimension one which admit a structure of Hopf algebra, namely A1 = k[X ] and
A2 = k[X
±1]. For A1, ǫ(X) = 0, S(X) = −X, and
∆(X) = X ⊗ 1 + 1⊗X.
For A2, ǫ(X) = 1, S(X) = X
−1, and
∆(X) = X ⊗X.
Commutativity implies that io(Aj) = im(Aj) = 1 for j = 1, 2. Of course A1 and
A2 are regular, in common with all commutative affine Hopf algebras which are
domains, [Wa, Theorem 11.6]. The following result is [LWZ, Theorem 0.2(c)], which
takes care of the case when io(H) = 1.
Proposition. Suppose H satisfies Hypotheses 2.5. If π : H → H/r.ann(
∫ l
H
) has
order 1 (or equivalently,
∫ l
H
∼= k as H-bimodule), then H is isomorphic as a Hopf
algebra to A1 or A2.
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3.2. Dihedral group algebra. Let D denote the infinite dihedral group 〈g, x|g2 =
1, gxg = x−1〉. The group algebra kD is an affine cocommutative Hopf algebra,
which is prime by [Pa, Theorem 4.2.10]. Being a skew group algebra of a finite
group over the Laurent polynomial algebra k[x±1], kD has GK-dimension one, [MR,
Proposition 8.2.9(iv)]. By [Pa, Theorem 10.3.13], kD is regular if and only if the
characteristic of k is different from 2. By cocommutativity,
im(kD) = 1.
Since it is a free module of rank 2 over k[x±1], kD ⊆ M2(k[x
±1]), so that
PI-deg(kD) ≤ 2. As the algebra is not commutative,
PI-deg(kD) = 2.
Either by direct calculation, or using [BZ, Lemma 6.6], one sees that, as a right
module, ∫ l
kD
∼= kD/〈x− 1, g + 1〉.(3.2.1)
Case 1: Suppose that the characteristic of k is not 2. It follows from (3.2.1) that
Glπ = G
r
π = {1, τ}
∼= C2, where τ(x) = x and τ(g) = −g. Thus the classical
components (necessarily equal on account of cocommutativity), are the elements
fixed by τ, namely
(kD)0 = (kD)
l
0 = (kD)
r
0 = k[x
±1].
Finally, io(kD) = 2, and Jiq = (x− 1)kD, so that (kD)iq = k〈g〉, the group algebra
of the cyclic group of order 2.
Case 2: Now let k have characteristic 2. Then (3.2.1) shows that kD is unimodular,
so Grπ = G
l
π = {1}. Thus io(kD) = 1, and the classical components all equal kD,
with Jiq equal to the augmentation ideal and (kD)iq = k.
3.3. Taft algebras. [LWZ, Examples 2.7, 7.3] Let n and t be integers with n
greater than 1, and coprime to the characteristic of k if the latter is positive, and
with 0 ≤ t ≤ n − 1. Fix a primitive root nth root ξ of 1 in k. Let H := H(n, t, ξ)
be the k-algebra generated by x and g subject to the relations
gn = 1, and xg = ξgx.
Then H is a Hopf algebra with coalgebra structure given by
∆(g) = g ⊗ g, ǫ(g) = 1, and ∆(x) = x⊗ gt + 1⊗ x, ǫ(x) = 0,
and with
S(g) = g−1 and S(x) = −xg−t.
Thus one can think of H(n, t, ξ) either as a (slightly generalised) factor of the
quantum Borel of sl(2, k) at an nth root of unity [BG2, I.3.1], or as a limit of a
family of finite dimensional Taft algebras, [Mo, 1.5.6].
Viewing H(n, t, ξ) as the skew group algebra k[x] ∗ 〈g〉 lets us see easily that it
is affine noetherian, prime, hereditary, and has GK-dimension one [LWZ]. An easy
calculation shows that Z(H) = k[xn], so that
PI-deg(H(n, t, ξ)) = n.
We leave to the reader the routine proof of the
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Proposition. Let n, n′, t, t′ be integers with n, n′ greater than 1, and coprime to
the characteristic of k if the latter is positive, and with 0 ≤ t, t′ ≤ n− 1. Let ξ and
η be two primitive nth roots of 1 and ξ′ a primitive n′th root of 1.
(a) As algebras, H(n, t, ξ) ∼= H(n′, t′, ξ′) if and only if n = n′.
(b) As bialgebras, H(n, t, ξ) ∼= H(n′, t′, ξ) if and only if n = n′ and t = t′.
(c) If ξ = ηv for some 1 ≤ v ≤ n − 1, then H(n, t, ξ) ∼= H(n, vt, η) as Hopf
algebras.
Recall that H = H(n, t, ξ). Using [BZ, Lemma 6.6] we find that∫ l
H
∼= H/〈x, g − ξ−1〉.
The corresponding homomorphism π yields left and right winding automorphisms
Ξrπ :
{
x 7→ ξ−tx
g 7→ ξ−1g
and Ξlπ :
{
x 7→ x
g 7→ ξ−1g,
so that Glπ = 〈Ξ
l
π〉 and G
r
π = 〈Ξ
r
π〉 have order n. Hence, as predicted by Theorem
2.5(e),
io(H(n, t, ξ)) = n.
The integral annihilator Jiq is ∩{〈x, g−ξ
i〉 : 0 ≤ i ≤ n−1}, which equals xH. Thus
Hiq = H/Jiq ∼= k〈g〉. As for the right and left classical components,
Hr0 = H
Grpi = k[xg−t], and H l0 = H
Glpi = k[x],
so one checks that, as predicted by Proposition 2.1(c), Hr0 is a left coideal subalgebra
of H and H l0 is a right coideal subalgebra.
Let m := n/ gcd(n, t). Then Glπ ∩ G
r
π = 〈(Ξ
l
π)
m〉, so that the integral minor of
H(n, t, ξ) is
im(H(n, t, ξ)) = m.(3.3.1)
This shows that Gπ ∼= Cn × Cm. Now the classical component
H0 = H
Gpi = H l0 ∩H
r
0 = k[x
m],
and since this is a Hopf subalgebra ofH we find that H˜0, the largest Hopf subalgebra
of the classical component, is H0 = k[x
m]. Note that
Z(H) = k[xn] ⊆ k[xm] = H˜0,
so that H˜0 is central if and only if the integral minor is n - that is, if and only if
gcd(n, t) = 1. Nevertheless, H˜0 can easily be checked to be normal in H , and to
be a maximal commutative Hopf subalgebra of H.
3.4. Generalised Liu algebras. We start with a presentation of generalised Liu
algebras that is convenient for the proof of some algebraic properties and then
convert it into another form in which the generators of the algebra are more rigid.
Both presentations are helpful in understanding these algebras.
Let n be an integer greater than 1, with n coprime to the characteristic p of k
if p > 0. Fix a primitive nth root θ of one in k. Let w be a positive integer with
gcd(n,w) := b ≥ 1. Write n = n′b, w = w′b. Define a k−algebra B with generators
h±1, f and y, and relations
hh−1 = h−1h = 1, f b = 1, hf = fh;
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yh = θhy;
yf = θn
′
fy;
yn − 1 + hnw
′
= 0.
We shall show that B admits a structure of Hopf algebra, but first we develop
some of its properties as a k−algebra. Start with the group algebra
A := k〈h±1, f〉 ∼= k(C∞ × Cb).
Let σ be the k−algebra automorphism of A defined by σ(h) = θh, σ(f) = θn
′
f,
and form the skew polynomial algebra
C := A[y;σ].
Since |σ| = n and A is commutative, C has PI-degree at most n. One easily confirms
that Aσ is the group algebra k〈x〉, where
x := hn
′
f−1,(3.4.1)
so that
Z(C) = k[x±1, yn].
Thus yn − 1 + xw ∈ Z(C), so that we can form
B := C/〈yn − 1 + xw〉.
Abusing notation, we continue to write h, f, y, x for the images of these elements
in B. Thus, in B,
yn = 1− xw = 1− hn
′w = 1− hnw
′
.(3.4.2)
So B has k−basis
{hif jyl : i ∈ Z, 0 ≤ j ≤ b− 1, 0 ≤ l ≤ n− 1}.(3.4.3)
This shows that
B is a finitely generated free (left and right) k〈h±1〉-module,(3.4.4)
which permits us to confirm firstly that
k〈h±1〉 \ {0} consists of regular elements of B,(3.4.5)
and hence, in view of (3.4.2),
y is not a zero divisor in B.(3.4.6)
Finally, it follows from (3.4.2) and (3.4.3) that
Z(B) = k[x±1].(3.4.7)
It’s clear from its construction that B is a noetherian algebra with GKdim(B) = 1.
We turn now to the coalgebra structure of B. For the counit, define
ǫ(f) = ǫ(h) = 1, ǫ(y) = 0;
trivially, this is an algebra homomorphism. For the coproduct, we propose to define
∆(h) = h⊗ h, ∆(f) = f ⊗ f,
∆(y) = y ⊗ g + 1⊗ y,
for a suitable choice of a group-like element g ∈ A = 〈h, f〉. Since g is group-like,
g = haf b for some integers a, b. Now we require
∆(y)n = ∆(yn) = ∆(1 − xw) = (1− xw)⊗ xw + 1⊗ (1− xw).
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Thus, by the q−binomial theorem [BG2, I.6.1], we require
gn = xw = hw
′n and σ(g) = ξg for a primitive nth root ξ of 1.(3.4.8)
The first of these constraints implies that g = hw
′
f i for some i, 0 ≤ i ≤ b− 1. Then
σ(g) = θw
′+n′ig so the second part of (3.4.8) requires that
gcd(n,w′ + n′i) = 1.(3.4.9)
By the elementary lemma at the end of this subsection, such a solution i = i0 to
(3.4.9) exists, and accordingly we set
g := hw
′
f i0(3.4.10)
in the definition of ∆(y). With these definitions it is routine to check that ∆ is an
algebra homomorphism, that it satisfies the coassociativity axioms, and that ǫ is a
counit. Finally, we define
S(h) = h−1, S(f) = f−1, S(y) = −yg−1
and check easily that this extends to an anti-automorphism of B satisfying the
antipode axiom.
We show next that the algebra B is also generated by x±1, g, y. Since gcd(w′ +
n′i0, n) = 1, there are integers u and v such that u(w
′ + n′i0) + vn = 1. Then we
calculate that
gu+vnx(ui0−vb(w
′−1)) = (hw
′
f i0)u+vn(hn
′
f−1)(ui0−vb(w
′−1)) = h.(3.4.11)
Hence h is generated by g and x±1, noting that g−1 = gn−1x−w. Since f = x−1hn
′
,
B is generated by y, g and x±1. Combining the above assertions, B is generated by
x±1, g, y, subject to the relations
yg = ξgy, yn = 1− xw = 1− gn
xy = yx, xg = gx
xx−1 = 1
(3.4.12)
where ξ = θw
′+n′i0 is a primitive nth root of 1. The coalgebra structure of B is
determined by the fact that x and g are group-like and y is (g, 1)-primitive. The
Hopf algebra structure of B is uniquely determined by these data and therefore B
is denoted by B(n,w, ξ).
Note that two different solutions i0 to (3.4.9) give distinct ξ := θ
w′+n′i0 and
different formulas of g in terms of h and f (3.4.10). And, replacing h by hf j for
some integer j satisfying gcd(1+ jn′, n) = 1 changes one i0 to another. This means
that two different choices of the pair (θ, i0) may yield the same Hopf algebra B.
One advantage of the second presentation of B (see (3.4.12)) is that the ordered
set {n,w, ξ, x, g} can be recovered uniquely by the Hopf algebra structure of B (see
(j) of the next theorem). In this first presentation, however, h (and θ) can not be
determined uniquely by the Hopf structure of B.
We are now ready to list the main properties of the algebras B = B(n,w, ξ):
Theorem. Let the k−algebra B = B(n,w, ξ) be defined as above. Assume that the
characteristic of k does not divide n.
(a) As a k−algebra, B is generated by y, h±1, f, with relations as stated at the
beginning of this section; and it is also generated by y, g and x±1, with
relations in (3.4.12).
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(b) B is an affine noetherian Hopf algebra of Gel’fand-Kirillov dimension 1,
with center k〈x±1〉.
(c) B is prime.
(d) PI-deg(B) = n.
(e) B has finite global dimension if and only if w is a unit in k. In this case,
gldimB = 1.
(f) io(B) = im(B) = n.
(g) The fixed subring BΞ
l
pi is k〈y, x±1〉; and BΞ
r
pi = k〈yg−1, x±1〉. Thus
B0 := B
Ξlpi ∩BΞ
r
pi = k[x±1] = Z(B).
(h) The group of group-like elements of B is 〈h, f〉, isomorphic to C∞ × Cb.
(i) If z ∈ B is a nonzero (a, 1)-primitive element for some group-like element
a 6= 1, then a = g and z ∈ ky + k(1− g).
(j) Let B(n¯, w¯, ξ¯) be another Hopf algebra of the same kind with generators
x¯±1, g¯, and y¯. If φ : B(n¯, w¯, ξ¯)→ B(n,w, ξ) is a Hopf algebra isomorphism,
then n = n¯, w = w¯, ξ = ξ¯ and φ(x¯) = x, φ(g¯) = g, φ(y¯) = ηy for some nth
root η of 1.
Proof. (a) and (b) are clear from the discussion above.
(c) In view of (3.4.5), to show that B is prime it suffices to prove that, if I is a
non-zero ideal of B, then
I ∩ k〈h±1〉 6= 0.(3.4.13)
So let α be a non-zero element of I. Using (3.4.3) we can uniquely write
α =
n−1∑
l=0
αly
l,
with αl ∈ k〈h
±1, f〉 and choose α so that the number of non-zero αl occurring is
as small as possible for non-zero elements of I. We assume for a contradiction that
this number is greater than one. Since yn = 1 − hnw
′
, we can multiply α on the
right by a suitable power of y to ensure that α0 6= 0. Now αh− hα ∈ I is non-zero
and has strictly smaller y-length than α, contradicting our choice of α. Therefore
I ∩ k〈h±1, f〉 6= 0.
Now θn
′
is a primitive bth root of 1 in k, so the b primitive idempotents
ej :=
1
b
b−1∑
i=0
θn
′jif i
form a k-basis of k〈f〉. Fix
0 6= β =
b−1∑
j=0
γjej ∈ I ∩ k〈h
±1, f〉.
There exists j such that 0 6= βej = γjej . That is, relabelling, there exists j with
0 ≤ j ≤ b− 1 and 0 6= γ ∈ k〈h±1〉 such that γej ∈ I. Notice now that ejy = yej−1.
It follows that, for all t = 0, . . . , b− 1,
I ∋ yn−tγejy
t = ynγtej−t = (1− h
nw′)γtej−t,
where 0 6= γt ∈ k〈h
±1〉. Multiplying these b non-zero elements of I on the left
by suitable elements of the commutative domain k〈h±1〉, we find that there exists
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0 6= c ∈ k〈h±1〉 such that cej−t ∈ I for all t = 0, . . . , b − 1. Adding these elements,
(3.4.13) follows.
(d) Since B is prime by (c) we can work in the simple artinian quotient ring
Q(B) of B. Now Q(Z(B)) = Z(Q(B)) = k(x), and we see from the definition
(3.4.1) of x and the k-basis (3.4.3) that
dimQ(Z)(Q(B)) = n
′bn = n2.
This proves (d).
(e) Suppose first that w is a unit in k. by [LL, Corollary 2.4] it suffices to prove
that the trivial B-module k has projective dimension 1. Noting (3.4.6) that y is a
normal regular element and setting D := B/yB, D has k−basis {hif j : 0 ≤ i ≤
nw′ − 1, 0 ≤ j ≤ b− 1}, so that
D ∼= k(Cn′w × Cb).(3.4.14)
it follows that the group algebra D of (3.4.14) is semisimple Artinian, so we have
that prdimB(k) = 1 as required.
Now suppose that p|w, so that p|w′. Suppose for a contradiction that B has
finite global dimension. It is clear from (3.4.4) that B is a free module over the
commutative algebra R := k〈h±n, y〉, and therefore, by restricting B-resolutions to
R-resolutions we deduce that R has finite global dimension. But from (3.4.2) we
see that, as a commutative k-algebra,
R ∼= k〈U±1, V : Uw
′
= 1− V n〉,
and the Jacobian Criterion shows that R is singular. Thus B also has infinite global
dimension.
(f) By [LWZ, Lemma 2.6], the left homological integral
∫ l
B
of B is the the 1-
dimensional right module B/〈y, h−θ−1, f−θ−n
′
〉. Hence the left and right winding
automorphisms associated to
∫ l
B
are
Ξlπ :

y 7→ y,
h 7→ θ−1h,
f 7→ θ−n
′
f
and Ξrπ :

y 7→ θ−(w
′+n′i0)y,
h 7→ θ−1h,
f 7→ θ−n
′
f.
Clearly these automorphisms have order n, whence io(B) = n. Moreover our choice
of i0 as a solution of (3.4.9) shows that G
l
π ∩G
r
π = {1}. This proves (f).
(g) This follows easily from the descriptions in (f) of the automorphisms.
(h) It’s clear that k〈h, f〉 is the biggest sub-Hopf algebra of B which is a group
algebra, so this follows from the linear independence of distinct group-like elements
[Sw, 3.2.1].
(i) By (3.4.3), z =
∑n−1
i=0 ziy
i where zi ∈ A := k〈x
±1, g〉 = k〈h±1, f〉. Pick r
such that zr 6= 0 and zi = 0 for all r < i ≤ n− 1. Hence
∆(z) =
r∑
i=0
∆(zi)∆(y
i) =
r∑
i=0
∆(zi)∆(y)
i
=
r∑
i=0
∆(zi)(y ⊗ g + 1⊗ y)
i
=
r∑
i=0
∆(zi)(
i∑
s=0
ys ⊗
(
i
s
)
ξ
gsyi−s).
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Since z is a (a, 1)-primitive,
∆(z) = z ⊗ a+ 1⊗ z = (
r∑
i=0
ziy
i)⊗ a+ 1⊗ (
r∑
i=0
ziy
i).
If r ≥ 2, by comparing the terms of y-degree (1, r − 1) in two expressions of ∆(z)
and using (3.4.3), we have
∆(zr)(y ⊗
(
r
1
)
ξ
g1yr−1) = 0,
which implies that ∆(zr) = 0, and hence zr = 0 after applying ǫ⊗ 1. This contra-
dicts the choice of r. Therefore z = z0 + z1y. By (a, 1)-primitiveness of z,
∆(z0) + ∆(z1)(y ⊗ g + 1⊗ y) = (z0 + z1y)⊗ a+ 1⊗ (z0 + z1y),
which implies that
∆(z0) = z0 ⊗ a+ 1⊗ z0, ∆(z1)(1 ⊗ g) = z1 ⊗ a, ∆(z1) = 1⊗ z1.
By using the coalgebra axioms several times, we obtain
z1 = c1, a = g, z0 = c2(1− g)
for some c1, c2 ∈ k, as desired.
(j) By (d) n = n¯. By (b), φ(x¯) is either x or x−1. Let z = φ(y¯) and a = φ(g¯).
Since y¯ is (g¯, 1)-primitive, z is (a, 1)-primitive. By (i), a = g and z = c1y+c2(1−g).
Since {y¯, g¯} are skew-commutative, so is the pair {z, a = g}. This implies that
c2 = 0. The relation y
n = 1− gn implies that c1 = η is an nth root of 1 and hence
φ(y¯) = ηy. By the relations in (3.4.12), we have
gn = φ(g¯n) = φ(1 − x¯w¯) = 1− x±w¯
and
gn = 1− xw.
This forces w = w¯ and φ(x¯) = x. Finally, ξ = ξ¯ follows from the first relation in
(3.4.12) and the facts that ηy = φ(y¯) and g = φ(g¯). 
Remarks. Suppose that gcd(n,w) = b = 1 in the above construction. Then
the group of group-like elements of B is 〈h〉, infinite cyclic, so B = k〈h, y〉 is a
Hopf algebra of the class constructed by Liu [Liu]. Indeed it’s clear that all of Liu’s
examples arise in this way, precisely as those algebras B(n,w, ξ) with gcd(n,w) = 1.
Here is the lemma needed to find a solution i to (3.4.9).
Lemma. Let n and w be positive integers with gcd(n,w) = b, and write n =
bn′, w = bw′. There exists i, 0 ≤ i ≤ b− 1, such that gcd(n,w′ + n′i) = 1.
Proof. Define i0 :=
∏
{p : p prime, p|b, p ∤ w′}, with i0 = 1 if there are no primes
in the indicated set. We claim that gcd(n,w′ + n′i0) = 1. Let q be a prime divisor
of n. If (i) q|n′ then q ∤ w′, so q ∤ (w′ + n′i0). Suppose (ii) that q ∤ n
′, so that q|b.
If q|w′, then q ∤ i0 and so q ∤ n
′i0. Therefore q ∤ (w
′ + n′i0). If q ∤ n
′, so that q|b,
but q ∤ w′, then q|i0, and hence q ∤ (w
′ + n′i0). Combining (i) and (ii) yields the
result. 
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4. Classification I: im(H) = 1
4.1. Primitive versus group-like. Having dealt in Proposition 3.1 with the case
where io(H) = 1, henceforth we shall always assume that
n := io(H) > 1.
We begin the classification proof by dealing first with the subclass of prime affine
regular Hopf algebras H of GK-dimension one for which
im(H) = 1.(4.1.1)
In fact, in a small (and, as we shall see eventually, purely formal) weakening of this
assumption, it will be convenient to assume that
there exists an algebra map π : H → k satisfying both Hypotheses
2.5 and the condition
|Glπ/(G
l
π ∩G
r
π)| = 1.(4.1.2)
Notice that (4.1.2) implies that Glπ = G
r
π and hence H
l
π = H
r
π = Hπ = H˜π,
the latter being a subHopf algebra of H , by Proposition 2.1(h). In particular,
cocommutative Hopf algebras satisfy (4.1.1) and (4.1.2); conversely, it follows from
the theorem we prove below that every Hopf algebra H satisfying Hypotheses 2.5
and (4.1.2) is cocommutative.
More precisely, we shall prove
Theorem. Suppose (H, π) satisfies Hypotheses 2.5 and (4.1.2). Then H is isomor-
phic as a Hopf algebra either to the Taft algebra H(n, 0, ξ) of Example 3.3, or to the
dihedral group algebra kD of Example 3.2. As a consequence, H is cocommutative
and satisfies (4.1.1).
The conclusion that cocommutativity follows from (4.1.2) is not valid when the
GK-dimension is bigger than one - for example U := Uǫ(sl2) is an affine regular
domain and a Hopf algebra, which is PI with GK-dimension 3. In this case, io(U) =
im(U) = 1, but U is not cocommutative. But we don’t seem to know what happens
in GK-dimension 2.
The dichotomy appearing in the following definition will feature heavily through-
out the rest of the paper.
Definition. Let H be a prime affine regular Hopf algebra of GK-dimension one.
Assume Hypotheses 2.5 and (4.1.2). By Proposition 2.1(h), together with Theorem
2.5(f) and Examples 3.1, Hπ is isomorphic as a Hopf algebra either to k[x] or to
k[x±1].
(a) H is called primitive if Hπ = k[x].
(b) H is called group-like if Hπ = k[x
±1].
We shall see from our final result that this definition is independent of the choices
of π under Hypotheses 2.5.
4.2. Primitive case.
Proposition. Suppose (H, π) satisfies Hypotheses 2.5 and (4.1.2). If H is prim-
itive, then H is isomorphic as a Hopf algebra to the Taft algebra H(n, 0, ξ) of
Example 3.3.
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Proof. Since Ĝlπ = Zn = {0, 1, · · · , n − 1}, we write H
l
π,i = H
l
i for all i ∈ Ĝ
l
π.
Similarly define Hri . By (4.1.2), we have
H l0 = H
l
π = H
r
π = H
r
0
which is also equal to H0 (and H˜0).
Since H is primitive, H0 = k[x] and it is a Hopf subalgebra by Proposition 2.1(h),
after a linear change of variable we may assume
∆(x) = x⊗ 1 + 1⊗ x, S(x) = −x and ǫ(x) = 0.
By Proposition 2.2, H = ⊕i∈ZnH
l
i , with each H
l
i an invertible module over H
l
0 =
k[x]. Hence, for each i, H li = uik[x] = k[x]vi for some ui, vi ∈ H
l
i . Fix α, δ ∈ k[x]
so that ui = αvi and vi = uiδ. Then k[x]ui ⊆ uik[x], so that ui = αuiδ = uiβδ for
some β ∈ k[x]. Thus δ is a unit of k[x] and so H li = uik[x] = k[x]ui. Now the strong
grading condition implies that uiu−i is a unit element in H
l
0 = k[x]. Hence each ui
is a unit element. Set g = u1. Then we may take ui := g
i for all i, 0 ≤ i < n, so
that H is generated as a k−algebra by x and g. Now gn equals a non-zero scalar
in H l0 = k[x], so, since k contains primitive nth roots thanks to Hypotheses 2.5(d),
we can adjust our choice of g if necessary so that gn = 1. This in turn forces ǫ(g)
to be an nth root of 1 in k, so, possibly after another adjustment, we can assume
that
ǫ(g) = 1.(4.2.1)
Fix i, 1 ≤ i ≤ n − 1. Since, by (4.1.2), Glπ = G
r
π, H
l
i = H
r
j for some j,
1 ≤ j ≤ n − 1. That is, there is a permutation i 7→ i′ of {1, . . . , n − 1} such that
H li = H
r
i′ .
In particular, by Proposition and Remark 2.2(a),
∆(g) ∈ (H l1 ⊗H) ∩ (H ⊗H
r
1′) = H
l
1 ⊗H
r
1′ = H
l
1 ⊗H
l
1.
So we can write
∆(g) = (g ⊗ g)q
for some q ∈ H0⊗H0 = k[x]⊗ k[x]. Since g is invertible, so is q, and so q ∈ k \ {0}.
Now (4.2.1) and the fact that mA ◦ (id ⊗ ǫ) ◦ ∆ = id force q = 1. Therefore g is
group-like, and so S(g) = g−1.
Now H l1 = k[x]g = gk[x], so conjugation by g yields an algebra automorphism
of k[x]. Thus there are a, b ∈ k with b 6= 0 such that
xg = g(a+ bx).
Applying ǫ to this shows that a = 0; and, since gn = 1, we have bn = 1. Therefore
H is a factor of the algebra C := k〈x, g : xg = bgx, gn = 1〉, and both algebras
are free of rank n over k[x]. Thus H = C, and primeness of H entails that b is a
primitive nth root of 1. This completes the proof. 
4.3. Group-like case.
Proposition. Suppose (H, π) satisfies Hypotheses 2.5 and (4.1.2). If H is group-
like, then H is isomorphic as a Hopf algebra to the dihedral group algebra kD of
Example 3.2.
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Proof. Since H is group-like, H0 = k[x
±1]. The first three paragraphs of the proof
of Proposition 4.2 apply mutatis mutandis to the group-like case. We find that,
after adjustments, there is an invertible element g ∈ H l1 with ε(g) = 1 such that
H li = g
ik[x±1] for i = 0, . . . , n− 1. Moreover, there exists j ∈ Z with
gn = xj .(4.3.1)
And there is a permutation i 7→ i′ of {1, . . . , n− 1} such that H li = H
r
i′ . As in the
previous subsection,
∆(g) = (g ⊗ g)q
for an invertible element q of H0 ⊗ H0. Applying the Hopf axioms as before, we
deduce that q = 1, so that g is a group-like element. Therefore H is generated as a
k−algebra by the two group-like elements g and x, so H is a group algebra. Now
it is easy to deduce that, if n 6= 0 then H ∼= kD is the only possibility, as in [LWZ,
Proposition 8.2(b)]. 
5. The center
This section is preparatory for §6, where we deal with the case im(H) = io(H)
of the classification.
5.1. Abelian strong gradings. We begin with some further analysis of an algebra
strongly graded by a finite abelian group, with commutative identity component,
a set-up we have been led to in §2.5. Recall that, if Z is an Ore domain, then the
rank of a Z-module M is defined to be the Q(Z)−dimension of Q(Z) ⊗Z M ; the
rank of a right Z-module is defined analogously. The PI-degree of an algebra R has
been recalled in (2.3).
Proposition. Let D be a k-algebra and G a finite abelian group acting faithfully
on D. Suppose that the order n of G is a unit in k, so that D is Ĝ−graded,
D = ⊕
χ∈ bG
Dχ.(5.1.1)
Assume that
(i) (5.1.1) is a strong grading, and
(ii) D0 is a commutative domain, with field of fractions Q0.
Then the following hold.
(a) D is a semiprime Goldie PI-algebra, with PI-deg(D) ≤ n. Every nonzero
homogeneous element is a regular element of D.
(b) There is an action of Ĝ on Q0. Denote the automorphism of Q0 corre-
sponding to χ ∈ Ĝ by κχ. Then, for every non-zero element x of Dχ,
xa = κχ(a)x(5.1.2)
for all a ∈ Q0. For all χ ∈ Ĝ, κχ(D0) ⊆ D0; that is, κχ restricts to an
automorphism of D0.
(c) Let K := {κχ | χ ∈ Ĝ} ⊆ Aut(D0). If L is a cyclic subgroup of the kernel
of the homomorphism κ : Ĝ→ K : χ 7→ κχ, then
PI-deg(D) ≤ |Ĝ/L|.
(d) Consider the following statements:
(1) PI-deg(D) = n.
(2) Ĝ acts faithfully on Q0.
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(3) Ĝ acts faithfully on Q0 and the center Z(D) ⊆ D0.
(4) D is prime.
Then (1), (2) and (3) are equivalent, and they imply (4). (4) does not imply
the others. When (1,2,3) hold,
Z(D) = {a ∈ D0|κχ(a) = a ∀χ ∈ Ĝ}.(5.1.3)
Proof. Thanks to hypotheses (i) and (ii) D is a torsion free module of finite rank
over a commutative ring, and so D is a PI-algebra. Since the nilpotent radical N of
D isG−invariant, it is Ĝ−graded. Therefore, by strong grading (i), N = (N∩D0)D,
so (ii) forces N = 0. We claim that
D is a right Goldie ring.(5.1.4)
For, being strongly graded, D is a projective (hence torsion-free) right D0−module.
Thus, as rightD0−module, D embeds in the finite dimensional Q(D0)−vector space
DQ(D0), and (5.1.4) follows easily. Therefore Goldie’s theorem [MR, Theorem
2.3.6] ensures that D has a semisimple artinian quotient ring Q. The G−action
on D extends to a G−action on Q, so that Q is a Ĝ-graded algebra containing D
as a graded subalgebra. Since D is strongly Ĝ-graded, so is Q, Q = ⊕
χ∈ bG
Qχ. In
particular, each non-zero element of Qχ is a unit, and no nonzero element of Dχ is
a zero divisor.
For each χ ∈ Ĝ, Dχ is an invertibleD0-module, soQ0Dχ = Q0uχ for any nonzero
element uχ ∈ Dχ. Thus Q0D = ⊕χ∈ bGQ0uχ is a finite dimensional left Q0-vector
space. Since right multiplication of this space by any non-zerodivisor of D induces
an invertible map, Q0D = Q. Similarly, DQ0 = Q. Therefore
Q = ⊕
χ∈ bG
Q0uχ = ⊕χ∈ bGuχQ0
as graded spaces. This also shows thatD0−{0} is an Ore set ofD and the associated
localization of D is Q. Thus we may assume whenever convenient in the rest of the
proof that D0 = Q0 is a field and D = Q is semisimple artinian.
(a) Since D is a subring of End(QQ0) = End(Q
⊕n
0 )
∼= Mn(Q0) where n = |Ĝ|,
PI-deg(D) ≤ n.
(b) For a ∈ Q0, define κχ(a) = uχau
−1
χ . Then κχ is an automorphism of Q0
independent of the choice of a nonzero element uχ ∈ Qχ = Q0uχ. The map
κ : χ→ κχ induces a surjective group homomorphism from Ĝ to K = {κχ | χ ∈ Ĝ}.
Let a ∈ D0 and χ ∈ Ĝ. From (5.1.2) with x in Dχ we see that
κχ(a)Dχ ⊆ Dχ.
Multiplying this inclusion on the right by D−χ and appealing to strong grading, we
deduce that κχ(a)D0 ⊆ D0. Thus κχ(a) ∈ D0 as claimed.
(c) Let L be any cyclic subgroup of the kernel of the map from Ĝ to K and let
χL be the generator of L. Let t be the order of P := Ĝ/L. For each coset w in P ,
set
Cw = ⊕χ∈wQχ.
Then D = ⊕w∈PCw, and C0 is the commutative subalgebra of D generated by Q0
and uχL . (Note that uχL commutes with Q0 because χL is in the kernel of Ĝ→ K.)
For each w ∈ P choose χ ∈ w and 0 6= uχ ∈ Qχ. Define uw := uχ, so that
D = ⊕w∈PCw = ⊕w∈PuwC0 = ⊕i∈PC0uw.
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ThereforeD is strongly P -graded and it is a subring of End(DC0)
∼= Mt(C0). Hence,
PI-deg(D) ≤ t.
(d) Suppose (1), that PI-deg(D) = n. Then (2) follows from (c). Suppose (2),
so that the map from Ĝ to K is an isomorphism. The center of D is Ĝ-graded, and
if 0 6= x ∈ Dχ ∩ Z(D) for some 0 6= χ ∈ Ĝ then (5.1.2) is contradicted. Therefore
Z(D) ⊆ Q0, and (5.1.3) is clear. Thus (2) implies (3).
Suppose now that (3) holds. Since K acts on Q0 faithfully,
Q0 = ⊕η∈ bK(Q0)η,
where, by Lemma 2.2, each (Q0)η 6= 0. By hypothesis (3) and (5.1.3), Z(Q) =
(Q0)0. Thus rankZ(Q)Q0 ≥ |K| = n. Since Q is strongly Ĝ-graded, rankQ0 Q = n.
Combining these we have n2 ≤ rankZ(Q)Q; thus, by (a) and the definition of the
PI-degree, PI-deg(D) = PI-deg(Q) = n, showing that (3) implies (1).
Assume now that (1), (2) and (3) hold. Then Z(D) ⊂ D0 is a domain. This
implies that D is prime.
Finally, take D = C[x±1] with the group G of order 2 acting by x 7→ −x, to see
that (4) does not imply (1). 
Corollary. Assume the hypotheses of Proposition 5.1 above and suppose that
PI-deg(D) = n = |G|.
Let K be a subgroup of Ĝ and B the subalgebra ⊕χ∈KDχ
(a) The restriction of the automorphisms in G to B induces a group homomor-
phism f : G→ Autk-alg(B) with image L such that L̂ = K.
(b) B is prime with PI-degree |K|.
Proof. (a) It is clear that G acts in B. Therefore L = G/kerf acts on B faithfully.
By the hypotheses of Proposition 5.1, |L| is a unit in k. Hence B = ⊕
χ∈bL
Bχ. Since
every character of L is a character of G, Bχ = Dχ and hence
B = ⊕
χ∈bL
Bχ = ⊕χ∈bLDχ.
By Lemma 2.2, each Dχ 6= 0 for all χ ∈ L̂. Thus K = L̂.
(b) Since L̂ = K is a subgroup of Ĝ, it acts on D0 faithfully. By Proposition
5.1(d) above, B is prime and PI-deg(B) = |K| = |L|. 
5.2. The center. We return for the remainder of §5 to the study of a prime affine
regular Hopf k−algebra A of GK-dimension one, with io(A) = n. We assume
Hypotheses 2.5(a,b,c,d) (but not (e)). We fix any algebra homomorphism π : A→ k
of order n = io(A) as in Hypotheses 2.5(a,b,c,d) and subgroups Glπ, G
r
π , Gπ of
Autk−alg(A), with corresponding fixed rings A
l
0, A
r
0 and A0, as in §2. There are
decompositions
A = ⊕
i∈cGlpi
Ali = ⊕i∈cGrpi
Ari ,
which are strong gradings thanks to Proposition 2.2. Let Ql0 and Q
r
0 denote the
fields Q(Al0) and Q(A
r
0) respectively, and let Q0 = Q(A0). As before, Q will denote
the simple artinian ring Q(A). We use κlχ and κ
r
χ to denote the automorphisms
associated to an element χ from Glπ or G
r
π respectively, as defined in (5.1.2). These
form subgroups K lπ := {κ
l
χ : χ ∈ G
l
π} and K
r
π := {κ
r
χ : χ ∈ G
r
π} of Aut(A
l
0)
and Aut(Ar0) respectively. We aim to compare the actions of two groups on A
l
0 -
first, since Grπ and G
l
π commute by Proposition 2.1(d), G
r
π acts on A
l
0. Denote by
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ρl the resulting map from Grπ to Aut(A
l
0), bearing in mind that ρ
l may not be a
monomorphism. The second group acting on Al0 is Ĝ
l
π, acting through the map
κl to K lπ as defined in Proposition 5.1(b). By Hypotheses 2.5(b) and Proposition
5.1(d), κl is an isomorphism. As we now show, these two group actions are closely
related. Let’s write
P lπ := 〈ρ
l(Grπ), κ
l(Glπ)〉 = 〈ρ
l(Grπ),K
l
π)〉 ⊆ Aut(A
l
0);
notice that we can (and will) mimic this set-up, starting instead from Ar0 and
obtaining a subgroup
P rπ := 〈ρ
r(Glπ), κ
r(Grπ)〉 = 〈ρ
r(Glπ),K
r
π)〉
of Aut(Ar0).
Lemma. Assume Hypotheses 2.5(a,b,c,d). Then Z(A) ⊆ A0.
Proof. By Hypotheses 2.5(b), PI-deg(A) = n, and so, by Proposition 5.1(d), Z(A) ⊂
Al0. Similarly, Z(A) ⊂ A
r
0. Since A0 = A
l
0 ∩ A
r
0, the assertion follows. 
Proposition. Assume Hypotheses 2.5(a,b,c,d). Retain the notation stated so far
in §5.2.
(a) P lπ is abelian, and in fact P
l
π = K
l
π.
(b) The following statements are equivalent:
(1) Glπ ∩G
r
π = {1}.
(2) |Gπ| = n
2.
(3) ρl(Grπ) = K
l
π = P
l
π.
(4) Z(A) = A0.
(5) ρr(Glπ) = K
r
π = P
r
π .
Proof. (a) Let χ ∈ Ĝlπ. Then for all a ∈ A
l
0 and all x ∈ A
l
χ \ {0},
(5.2.1) xa = κχ(a)x.
Since Glπ commutes with G
r
π, A
l
χ is G
r
π-stable. So we may take x in (5.2.1) to be
an eigenvector for Grπ , say g(x) = η(g)x for all g ∈ G
r
π. Applying g to (5.2.1) gives
η(g)xg(a) = g(κχ(a))η(g)x
for all a ∈ Al0. This proves that gκχ = κχg, and the first claim follows.
Suppose now for a contradiction that K lπ  P
l
π. Since n is a unit in k, so is |P
l
π|
by the first claim, and so
Ql0 = ⊕η∈cPpi(Q
l
0)η(5.2.2)
with each term (Ql0)η 6= 0 by Lemma 2.2. Now Z(A) ⊆ A0 ⊆ Q
l
0 by the above
lemma; moreover Z(A) is fixed by the actions of Grπ and K
l
π on Q
l
0, the former
because Z(A) ⊆ Ar0 = A
Grpi , the latter because K lπ acts by inner automorphisms
of Q(A). Thus, with respect to the decomposition (5.2.2), Z(A) ⊆ (Ql0)0. So
rankZ(A)(A
l
0) > n and therefore rankZ(A)(A) > n
2, contradicting the fact that
PI-deg(A) = n. Therefore P lπ = K
l
π.
(b) (1)⇔ (2) : This is clear from the definition of Gπ.
(2)⇒ (4) : Suppose that |Gπ| = n
2, so that
Gπ = G
l
π ×G
r
π,
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with this group of order n2 acting faithfully on A. Define Aij := A
l
i ∩ A
r
j , for
0 ≤ i, j ≤ n− 1, so, in particular, A00 = A0. Hence there is a decomposition
A = ⊕
(i,j)∈cGpi
Aij .(5.2.3)
Since (5.2.3) is a refinement of the strong grading A =
⊕n−1
i=0 A
l
i, for which the ho-
mogeneous elements are regular by Proposition 5.1(a), A is a Ĝπ−domain. There-
fore Lemma 2.2 applies, and we conclude that Aij 6= 0 for every (i, j) ∈ Ĝπ.
Therefore Aij is a torsion free Z(A)−module of rank at least one. However from
Hypotheses 2.5(b) and the definition of PI-degree, we know that rankZ(A)(A) = n
2.
Therefore rankZ(A)(A00) = 1. In other words, A00Q(Z(A)) = Q(Z(A)), so A00 is
central and the inclusion of Lemma 5.2 is an equality.
(4)⇒ (3) : Suppose that Z(A) = A0 = (A
l
0)
Grpi , so that Z(Q) = Q0 = (Q
l
0)
ρl(Grpi).
Now the Ĝrπ−grading of Q is strong, by Proposition 2.2 – equivalently, the non-
zero elements of each homogeneous component are units in Q. Using this equivalent
formulation it is immediately clear that Ql0 is strongly ρ
l(Grπ)−graded, so that
dimQ0(Q
l
0) = |ρ(G
r
π)|.(5.2.4)
However, since PI-deg(A) = n by Hypotheses 2.5(b),
n2 = dimZ(Q)(Q) = dimQl
0
(Q)(dimZ(Q)(Q
l
0)) = n. dimZ(Q)(Q
l
0) = n. dimQ0(Q
l
0).
Hence dimQ0(Q
l
0) = n, so (5.2.4) shows that ρ
l is a monomorphism, as required.
(3) ⇒ (1) : Suppose that ρl(Grπ) = K
l
π. Recall that K
l
π acts faithfully on Q
l
0,
by Proposition 5.1(d). Thus our hypothesis says that Grπ is acting faithfully on
Al0 = A
Glpi . It follows that Glπ ∩G
r
π = {1}.
(4)⇔ (5) : This follows from the equivalence of (4) and (3), since (4) is left-right
invariant.

Recall that A˜0 = A˜π is defined in Proposition 2.1(g).
Theorem. Assume Hypotheses 2.5(a,b,c,d). Suppose that the algebra homomor-
phism π in Hypotheses 2.5 satisfies the condition Glπ ∩G
r
π = {1}. Then A0 = A˜0 -
that is, A0 = Z(A) is a Hopf subalgebra of A.
Proof. By Proposition 5.2(b) above, Z(A) = A0. It remains to show that A0 is a
Hopf subalgebra of A. Let a ∈ Z(A). Since S(A0) = A0 by Proposition 2.1(e), we
need only to show that
∆(a) :=
∑
a1 ⊗ a2 ∈ Z(A)⊗ Z(A).(5.2.5)
There is a decomposition
A = ⊕(χ,η)∈cGpiAχη
where Aχη = A
l
χ ∩ A
r
η. The argument to prove (2) ⇒ (4) of Proposition 5.2(b)
shows that
Aχη 6= 0 ∀ χ ∈ Ĝlπ, η ∈ Ĝ
r
π.
Now fix η ∈ Ĝrπ, and let 0 6= x ∈ A0,η. By Proposition 2.1(c),
∆(x) ∈ Al0 ⊗A
r
η ⊆ Q
l
0 ⊗Q
r
η.(5.2.6)
For all x′ ∈ Arη and a
′ ∈ Ar0, the definition of κ
r
η in Proposition 5.1(b) yields
x′a′ = κrη(a
′)x′.(5.2.7)
HOPF ALGEBRAS OF GK-DIMENSION ONE 27
The left hand entries of ∆(a) and of ∆(x) are in the commutative ring Al0, and so
commute. Applying also (5.2.7) to the right hand entries of ∆(x), we find that
∆(x)∆(a) = (Id⊗ κrη)(∆(a))∆(x).(5.2.8)
Moreover, a ∈ Z(A) and ∆ is an algebra homomorphism, so that
∆(a)∆(x) = ∆(x)∆(a)(5.2.9)
Next, we claim that
∆(x) is a not a zerodivisor in A⊗A.(5.2.10)
In view of (5.2.6), it suffices to show that Qlχ⊗Q
r
η \ {0} consists of nonzerodivisors
in Q ⊗ Q. As in the proof of Proposition 5.1, Qlχ = Q
l
0uχ and Q
r
η = Q
r
0uη with
uχ and uη invertible in Q, so it is only necessary to show that the elements of
Ql0 ⊗ Q
r
0 \ {0} are not zero divisors in Q ⊗ Q. But Q
l
0 ⊗ Q
r
0 is a homogeneous
component of the strongly Ĝlπ × Ĝ
r
π-graded algebra Q ⊗ Q, whose homogeneous
components have the form Qlα ⊗ Q
r
β = (Q
l
0 ⊗ Q
r
0)(uα ⊗ uβ), with uα ⊗ uβ a unit.
Thus it suffices to show that Ql0⊗Q
r
0 is a commutative domain, which follows from
the fact that k is algebraically closed, [V]. This proves (5.2.10). With (5.2.8) and
(5.2.9), this implies that
∆(a) = (Id⊗ κrη)(∆(a)).(5.2.11)
Now all the a2 terms in (5.2.5) are in A
r
0 by Proposition 2.1(c). Thus it follows
from (5.2.11) that each a2 belongs to (A
r
0)
κrη . Allowing η to vary through Ĝrπ , we see
from (5.1.3) in Proposition 5.1(d) that all the terms a2 in (5.2.5) belong to Z(A).
By symmetry, all the a1 terms are in Z(A) also. This completes the proof. 
6. Classification II: im(H) = io(H) > 1
6.1. Hypotheses and the main theorem. We return in §6 to the main focus
of this paper, namely the structure of an affine prime regular Hopf algebra H
of GK-dimension one, over the algebraically closed field k. Recall the definitions
of the integral order of H , io(H), and the integral minor of H , im(H), in §2.3
and §2.4. As noted in Theorem 2.5, io(H) equals the PI degree of H , and so in
particular is finite, and im(H) is a positive integer dividing io(H). As in §4.1 it
will be convenient for later steps in the proof to weaken our hypotheses slightly;
namely, we’ll assume Hypotheses 2.5, with the homomorphism π of Hypotheses
2.5(b) satisfying the condition:
n := |Glπ| > 1 and G
l
π ∩G
r
π = {1}.(6.1.1)
The main result of this section, which we now state, shows that (6.1.1) is equivalent
to io(H) = im(H) :
Theorem. Suppose (H, π) satisfies Hypotheses 2.5 and (6.1.1). Then H is iso-
morphic as a Hopf algebra either to the Taft algebra H(n, t, ξ) of Example 3.3
with gcd(t, n) = 1, or the algebra B(n,w, ξ) in Example 3.4. As a consequence,
io(H) = im(H).
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6.2. Generators and relations. Fix a primitive nth root ζ of 1 in k, and define
χ ∈ Ĝlπ and η ∈ Ĝ
r
π by setting
χ(Ξlπ) := ζ and η(Ξ
r
π) = ζ.
Thus Ĝlπ = {χ
i | 0 ≤ i ≤ n− 1}, Ĝrπ = {η
i | 0 ≤ i ≤ n− 1}, and Ĝπ = {χ
iηj | 0 ≤
i, j ≤ n− 1}, so there are group gradings
H = ⊕
χi∈cGlpi
H li = ⊕ηj∈cGrpi
Hrj = ⊕0≤i,j≤n−1Hij ,(6.2.1)
where Hij = H
l
i ∩ H
r
j . The first two of these are strong gradings by Proposition
2.2. Since we are assuming (6.1.1), Proposition 5.2(b) and Theorem 5.2 confirm
that
Z(H) = H0 = H˜0 = H00.(6.2.2)
In particular, this is a Hopf subalgebra of H , and hence is either k[x] or k[x±1],
yielding the dichotomy - primitive or group-like - of Definition 4.1.
Note that the discussion in the proof of (2)⇒ (4) of Proposition 5.2(b) applies:
Each Hij is a torsion-free - and hence free - H0-module of rank 1. Fix a generator
uij of this free module, for i, j = 0, . . . , n − 1, with u00 = 1. Then part of (6.2.1)
can be rewritten as
H = ⊕0≤i,j≤n−1H0uij = ⊕0≤i,j≤n−1uijH0.(6.2.3)
The definitions ensure that
Ξlπ(uija) = ζ
iuija and Ξ
r
π(uija) = ζ
juija
for all a ∈ H0.
Next we refine the notation for the elements of the groups K lπ and K
r
π of (5.2).
Fix a nonzero element x ∈ H l1, and define κl to be the automorphism of H
l
0 defined
by
κl(a) = xax
−1, for all a ∈ H l0.
In view of Proposition (5.1)(b), for i = 1, . . . , n− 1 and for j = 0, . . . , n− 1,
κil(a) = uijau
−1
ij for all a ∈ H
l
0.(6.2.4)
Similarly, choosing any non-zero element t of Hr1 , κr is the automorphism of H
r
0
defined by κr(b) = tbt
−1 for all b ∈ Hr0 . Thus for i = 0, . . . , n − 1 and for j =
1, . . . , n− 1,
κjr(b) = uijbu
−1
ij for all b ∈ H
r
0 .(6.2.5)
Set K lπ = 〈κ
1
l 〉 = {κ
i
l : 0 ≤ i ≤ n − 1} and K
r
π = 〈κ
1
r〉 = {κ
j
r : 0 ≤ j ≤ n − 1},
subgroups of Aut(H l0) and Aut(H
r
0 ) respectively. By Proposition 5.2(b) K
l
π =
ρl(Grπ) and K
r
π = ρ
r(Glπ), (where here, of course, we are carrying over the notation
ρl, ρr from §5.2). This implies that each H0j (and each Q0j) is a K
l
π-eigenspace.
Thus there are nth roots of unity in k, ξl and ξr say, such that
κ1l (u01) = ξlu01, and κ
1
r(u10) = ξru10.
Since the actions of K lπ and K
r
π on H
l
0 and H
r
0 are faithful, by Proposition 5.1(d),
ξl and ξr are primitive nth roots of unity. Using (6.2.5) and (6.2.4),
u01u10 = κ
1
r(u10)u01 = ξru10u01 = ξrκ
1
l (u01)u10 = ξrξlu01u10.
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Thus ξr = ξ
−1
l . We set ξ := ξr. As ξ and ζ are primitive nth root of unity in k,
there are integers f and f ′, coprime to n and with 1 ≤ f, f ′ ≤ n − 1, such that
ξ = ζf and ζ = ξf
′
.
Lemma. Retain all the above hypotheses and notation. Let i, i′, j and j′ be integers
from {0, 1, . . . , n− 1}. Then
uijui′j′ = ξ
i′j−ij′ui′j′uij .
In particular, Hij commutes with Hi′j′ if and only if i
′j − ij′ ≡ 0 mod n.
Proof. We can pass to the simple Artinian quotient ring Q(H) of H by inverting
Z(H) \ {0} = H00 \ {0}. In this way we see that Q(H) = ⊕Qij is Ĝπ-graded .
Here, Ĝπ = Ĝlπ × Ĝ
r
π
∼= Zn × Zn, and this a strong grading, since each Qij is a
one-dimensional vector space over the field Q0 = Q(Z(H)), spanned by the unit uij
of Q(H). Working inside Q(H) and multiplying our original choices of the elements
uij by non-zero central elements as necessary, we may assume for the purposes of
the present calculation that uij = u
i
10u
j
01. Since the adjustments are central, this
will not affect the truth or otherwise of the commutation relations we are trying to
prove. Now
uijui′j′(ui′j′uij)
−1 = (u10)
i(u01)
j(u10)
i′(u01)
j′(u01)
−j(u10)
−i(u01)
−j′(u10)
−i′
= ξi
′j−ij′
r = ξ
i′j−ij′
as required. 
Proposition. Retain the above hypotheses and notation. Let i, j ∈ {0, 1, . . . , n−1}.
(a) Conjugation of Q(H) by uij restricts to an automorphism of H, namely
((Ξlπ)
j(Ξrπ)
−i)f . That is,
((Ξlπ)
j(Ξrπ)
−i)f (x) = uijxu
−1
ij
for all x ∈ H.
(b) (Ξlπ)
f (x) = u01xu
−1
01 and (Ξ
r
π)
f = u−110 xu10 for all x ∈ H.
(c) The element uij is normal in H.
Proof. (a) By (6.2.3), H = ⊕ijuijH0 and the center H0 is fixed by Ξl and Ξr. It
suffices therefore to show that
((Ξlπ)
j(Ξrπ)
−i)f (ui′j′ ) = uijui′j′u
−1
ij .
This follows from the above lemma.
(b,c) are special cases of (a). 
6.3. The ideal Jiq. Recall the definition in (2.3) of the integral annihilator Jiq,
and recall the comment which follows Hypotheses 2.5.
Lemma. Continue with the notations and hypotheses introduced so far in §6. Let
i, j ∈ {0, 1, . . . , n− 1},
(a) S(H li) = H
r
−i and S(Hij) = H−j,−i, (where the suffixes are interpreted
mod n).
(b) If i 6= j then ǫ(Hij) = 0.
(c) ǫ(uii) 6= 0.
(d) If i 6= j then Hij ⊆ Jiq.
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Proof. (a) By Proposition 2.1(e), S(Ξlπ)
−1 = ΞrπS, so that (Ξ
r
π)
−1S = SΞlπ. Bearing
in mind that S is injective, this implies that S(H li) = H
r
−i. The second claim follows
from the first, since Hij = H
l
i ∩H
r
j .
(b) Let i, j ∈ {0, 1, . . . , n − 1} and let x ∈ Hij . By Proposition 2.2(a) and its
right-hand version, ∆(x) ∈ H li ⊗H
r
j . Therefore, using (a),
ǫ(x) = mH ◦ (Id⊗ S) ◦∆(x) ∈ H
l
iH
l
−j = H
l
i−j .
Thus, if i 6= j, ǫ(x) ∈ H l0 ∩H
l
i−j = {0}.
(c) Suppose that i = j. By (b) and Proposition 2.2(a),
uii = mH ◦ (ǫ⊗ Id) ◦∆(uii) ∈ mH ◦ (ǫ ⊗ Id)(H
l
i ⊗H
r
i ) = ǫ(H
l
i)H
r
i .(6.3.1)
Since H li = ⊕jHij it follows from (6.3.1) and (b) that ǫ(Hii) 6= 0. But Hii = uiiH0,
so ǫ(uii) 6= 0.
(d) By (b), Hij ⊆ kerǫ. But Hij is G
l
π−invariant, so it follows that
Hij ⊆ ∩i≥0(Ξ
l
π)
i(kerǫ) = Jiq,
the equality being Theorem 2.3(e). 
6.4. The twistor. We shall approach the coalgebra and algebra structure of the
prime Hopf algebra H of GK-dimension one by first studying a finite dimensional
Hopf factor of H, as follows. By Theorem 5.2 H0 is a central Hopf subalgebra of
H . Hence there is an exact sequence of Hopf algebras
0→ H0 → H → Htw → 0,
where Htw is the Hopf algebra H/(ker ǫ ∩ H0)H . We call Htw the twistor of H .
Recall that, by (6.2.3), H is a free H0−module of rank n
2 on the basis {uij}.
Clearly, dimkHtw = n
2, with a basis {vij}0≤i,j≤n−1 where vij is the image in Htw
of the element uij for every pair (i, j). It will be convenient also to denote the ideal
(ker ǫ ∩H0)H of H by Jtw. Note that, by Proposition 2.3, Jtw ⊆ Jiq.
Examples. (a) Let H = H(n, t, ξ) be a Taft algebra as in §3.3, so io(H) = n. By
(3.3.1), im(H) = io(H) if and only if t is coprime to n. Replacing g by gt and ξ by
ξ′ := ξt, we may assume that t = 1. The twistor H(n, 1, ξ)tw of this Hopf algebra
is then
H(n, 1, ξ′)tw := k〈g, x〉/(x
n = 0, gn = 1, gx = ξ′xg),
with ∆(g) = g ⊗ g and ∆(x) = x⊗ g + 1⊗ x.
(b) Let B = B(n,w, ξ) be one of the examples from §3.4. As noted there,
B0 = k[x
±1], so that Btw = B/(x− 1)B and it follows at once that B(n,w, ξ)tw ∼=
H(n, 1, ξ)tw.
6.5. Coalgebra structure of Htw. The key to the coalgebra structure rests in the
comultiplication rules for the basis elements vij . Now v00 = 1 (because u00 = 1)
and, thanks to Lemma 6.3, after adjustment by suitable non-zero scalars we can
assume that, in H ,
ǫ(uij) = δij ,(6.5.1)
so that, in Htw,
ǫ(vij) = δij ,(6.5.2)
for all i, j = 0, 1, . . . , n− 1.
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Lemma. Continue with the notations and hypotheses of §6. The comultiplication
∆ in Htw satisfies the following properties.
(a) For i = 0, . . . , n− 1,
∆(vii) = vii ⊗ vii +
∑
s6=i
ciissvis ⊗ vsi,
with ciiss = c
ss
ii for all i 6= s.
(b) For i, j = 0, . . . , n− 1, with i 6= j,
∆(vij) = vii ⊗ vij + vij ⊗ vjj +
∑
s6=i,j
cijssvis ⊗ vsj
for scalars cijss satisfying the relations
cijttc
it
ss = c
ij
ssc
sj
tt
for all mutually distinct i, j, s, t in {0, . . . , n− 1}.
(c) For all mutually distinct i, s, t in {0, . . . , n− 1},
cttss = c
it
ssc
is
tt = c
ti
ssc
si
tt .
Proof. First, by Proposition 2.2(a) and the fact that uij ∈ Hij = H
l
i ∩ H
r
j , there
are elements cijst of k such that for all i, j = 0, . . . , n− 1,
∆(vij) =
∑
s,t
cijstvis ⊗ vtj .(6.5.3)
Fix i, consider (6.5.3) with j = i, and apply mH ◦ (Id⊗ ǫ) and mH ◦ (ǫ⊗ Id) to the
right hand side. Since the outcome in both cases is vii we deduce from (6.5.2) and
the linear independence over k of the vij that
∆(vii) = vii ⊗ vii +
∑
s,t6=i
ciistvis ⊗ vti.(6.5.4)
Similarly we have, for i 6= j,
∆(vij) = vii ⊗ vij + vij ⊗ vjj +
∑
s6=i,t6=j
cijstvis ⊗ vtj .(6.5.5)
Applying (Id⊗∆) and (∆⊗ Id) to (6.5.4) shows that
(Id⊗∆) ◦∆(vii) = vii ⊗ vii ⊗ vii +
∑
l,p6=i
ciilp(vii ⊗ vil ⊗ vpi)+∑
s,t6=i
ciistvis ⊗ (vtt ⊗ vti + vti ⊗ vii) +
∑
l 6=t,p6=i
∑
s,t6=i
ctilpc
ii
st(vis ⊗ vtl ⊗ vpi),
and
(∆⊗Id) ◦∆(vii) = vii ⊗ vii ⊗ vii +
∑
w,u6=i
ciiwu(viw ⊗ vui ⊗ vii)+∑
s,t6=i
ciist(vis ⊗ vss + vii ⊗ vis)⊗ vti +
∑
w 6=i,u6=s
∑
s,t6=i
ciswuc
ii
st(viw ⊗ vus ⊗ vti),
respectively. Using the above expressions and canceling out the equal terms from
the left-hand and right-hand sides of the equation
(Id⊗∆) ◦∆(vii) = (∆⊗ Id) ◦∆(vii)
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we obtain∑
s,t6=i
ciistvis ⊗ vtt ⊗ vti +
∑
l 6=t,p6=i
∑
s,t6=i
ctilpc
ii
stvis ⊗ vtl ⊗ vpi =(6.5.6)
∑
s,t6=i
ciistvis ⊗ vss ⊗ vti +
∑
w 6=i,u6=s
∑
s,t6=i
ciswuc
ii
stviw ⊗ vus ⊗ vti.
Comparing the terms with vis ⊗ vtt ⊗ vti, it follows that
ciist = 0(6.5.7)
for all s 6= t. Thus we have proved the first part of (a).
Substituting (6.5.7) into (6.5.6) and re-arranging the indices we have∑
l 6=w,p6=i
∑
w 6=i
cwilp c
ii
wwviw ⊗ vwl ⊗ vpi =
∑
w 6=i,u6=p
∑
p6=i
cipwuc
ii
ppviw ⊗ vup ⊗ vpi.
This implies that 
cwilp c
ii
ww = 0 p 6= l
cipwuc
ii
pp = 0 w 6= u
cwippc
ii
ww = c
ip
wwc
ii
pp.
In proving (b) and (c), let’s look first at the case when n = 2. Since v00 = 1,
c0011 = 0. If c
11
00 is nonzero, then c
01
wu = c
10
wu = 0 for w 6= u by the first two of the
above three equations, and so (6.5.5) becomes
∆(vij) = vii ⊗ vij + vij ⊗ vjj
for i 6= j. By comparing (Id ⊗ ∆) ◦∆(v01) with (∆ ⊗ Id) ◦∆(v01) we obtain that
c1100 = c
00
11 = 0, a contradiction. Hence in this case, thanks to (a), v11 is a group-like
element. By (6.5.5), we have
∆(v01) = v00 ⊗ v01 + v01 ⊗ v11 + c
01
10v01 ⊗ v01.
By comparing (Id ⊗∆) ◦ ∆(v01) with (∆ ⊗ Id) ◦∆(v01) again we obtain c
01
10 = 0.
Similarly, c1001 = 0. Thus, in view of (a) and these observations, we have proved that
v11 is a group-like element and that both v01 and v10 are skew primitive elements.
Therefore (a), (b) and (c) hold in the case n = 2.
We return now to the case where n > 2. Fix i and j with i 6= j. We proceed as in
the case i = j, between (6.5.5) and (6.5.7); since the arguments are similar we give
fewer details. Calculating the left-hand and the right-hand sides of the equation
(Id⊗∆) ◦∆(vij) = (∆⊗ Id) ◦∆(vij),
and canceling equal terms (where we omit the detailed expressions), we find that
(6.5.8)∑
s6=j
cjjssvij ⊗ vjs ⊗ vsj +
∑
s6=i,t6=j
cijstvis ⊗ (vtt ⊗ vtj +
∑
w 6=t,u6=j
ctjwuvtw ⊗ vuj)
=
∑
s6=i
ciissvis ⊗ vsi ⊗ vij +
∑
s6=i,t6=j
cijst(vis ⊗ vss +
∑
p6=i,l 6=s
cisplvip ⊗ vls)⊗ vtj .
By comparing the terms with vis⊗vtt⊗vtj , we see that c
ij
st = 0 for all s 6= t. Hence
the first claim in (b) follows. Substituting this into (6.5.8) and deleting the equal
terms on left and right, we have
(6.5.9)
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s6=j
cjjssvij ⊗ vjs ⊗ vsj +
∑
s6=i,j
cijssvis ⊗ (
∑
w 6=s,j
csjwwvsw ⊗ vwj)
=
∑
s6=i
ciissvis ⊗ vsi ⊗ vij +
∑
s6=i,j
cijss(
∑
p6=i,s
cisppvip ⊗ vps ⊗ vsj).
Comparing the term vij ⊗ vji ⊗ vij , it follows that
ciijj = c
jj
ii ,
proving the rest of (a).
Comparing terms vij ⊗ vjs ⊗ vsj for s 6= i, j yields
cjjss = c
ij
ssc
is
jj .
Comparing terms vis ⊗ vsi ⊗ vij for s 6= i, j we deduce
cijssc
sj
ii = c
ii
ss.
Combining the last two equations yields
cttss = c
it
ssc
is
tt = c
ti
ssc
si
tt(6.5.10)
for all distinct s, t, i. That is, (c) is proved. Finally, by comparing terms vis⊗vst⊗vtj
for distinct i, j, s, t, we obtain
cijssc
sj
tt = c
ij
ttc
it
ss,
which is the second part of (b). This completes the proof. 
6.6. Algebra and coalgebra structure of Htw.
Proposition. Keep all the notation introduced so far in §6. The following relations
hold in Htw.
(a) Let g = v11. Then g
n = 1 and for i = 0, 1, . . . , n− 1, vii = g
i.
(b) For all i, j = 0, 1, . . . , n− 1, with i 6= j, vnij = 0.
(c) For all i, j = 0, 1, . . . , n − 1, gvij = ξ
i−jvijg. In particular, gv10 = ξv10g
and gv01 = ξ
−1v01g.
(d) The element g is group-like in Htw. As a consequence
cttss = 0 and c
it
ssc
is
tt = c
ti
ssc
si
tt = 0
for all distinct s, t, i.
(e) We may extend the expressions for vii in (a) by defining vij := g
iv0(j−i) for
all i, j, where j − i is to be interpreted modulo n when i > j. Once this is
done, cijss = c
(i−t)(j−t)
(s−t)(s−t) for all i, j, s, t with i, j and s distinct.
(f) There exists t coprime to n, 1 ≤ t ≤ n− 1, such that k〈v0t〉 contains v0i for
all i = 0, 1, . . . , n− 1.
(g) As an algebra, Htw is isomorphic to the twistor H(n, 1, ξ
t)tw of the Taft
algebra, when we take the generators to be y = v0t and g = vtt.
Proof. (a) Since Htw is graded, g
n ∈ kv00 = k. By (6.5.2), ǫ(g
n) = 1n = 1. Hence
gn = 1. In particular, g is invertible. Both gi and vii are nonzero elements in the
1-dimensional space kvii. Then (6.5.2) shows that they are equal.
(b) Let i 6= j. Since Htw is graded, v
n
ij ∈ kv00 = k. The assertion follows from
(6.5.2).
(c) This follows at once from Lemma 6.2.
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(d) By Lemma 6.5(a)
∆(v11) = v11 ⊗ v11 +
∑
s6=i
c11ssv1s ⊗ vs1;
that is,
∆(g) = g ⊗ g + α
where α :=
∑
s6=i c
11
ssv1s ⊗ vs1 commutes with g ⊗ g by (c). Since g
n = 1, ∆(g)n =
1⊗ 1. This implies that
n∑
i=0
(
n
i
)
(g ⊗ g)n−iαi = 1⊗ 1
which is equivalent to
α
{
n(gn−1 ⊗ gn−1) +
n∑
i=2
(
n
i
)
(g ⊗ g)n−iαi−1
}
= 0.
Since β :=
∑n
i=2
(
n
i
)
(g ⊗ g)n−iαi−1 is nilpotent by (b) and Lemma 6.2, n(gn−1 ⊗
gn−1)+β is invertible. Hence α = 0, and g is group-like as claimed. Since vii = v
i
11
for i = 1, . . . , n− 1, these elements too are group-like. Hence the remaining claims
in (d) follow from Lemma 6.5(c).
(e) Since the proposed elements vij are non-zero and lie in the correct sub-
space, the first part is clear. The second part follows by using Lemma 6.5(b) and
the fact that ∆ is an algebra homomorphism to expand the equation ∆(vij) =
∆(gtv(i−t)(j−t)).
(f) Set B := (H l0 + Jtw)/Jtw. Then B = ⊕0≤i≤n−1kv0i. By (b) and Lemma 6.2,
B is a local ring with Jacobson radical
J = ⊕0<i≤n−1kv0i = (H
l
0 ∩ Jiq) + Jtw/Jtw.
However, B is a (finite dimensional) factor of H l0, which is a Dedekind domain by
Hypotheses 2.5(c). Thus B is a principal ideal ring, and so its radical J is generated
by the (unique) element v0t ∈ J \ J
2. By induction, J i = k(v0t)
i + J i+1 provided
J i 6= 0. Thus the k-subalgebra of B generated by v0t includes all v0i and therefore
equals B. That is, B = k[y]/(yn) where y := v0t. It is clear from the grading that
t must be coprime to n.
(g) By (e) and (f), Htw is generated by g and y. Our calculations so far show
that, as an algebra, Htw is a factor of the algebra
k〈g, y〉/〈yn = 0, gn = 1, gy = ξ−tyg〉.
But this latter algebra is isomorphic to H(n, 1, ξt)tw, and so comparing dimensions
we see that in fact the two algebras are isomorphic. 
Retain all the notation and hypotheses of §6. We can now completely describe
the twistor of H :
Theorem. Suppose (H, π) satisfies Hypotheses 2.5 and (6.1.1). There exists an
nth primitive root of 1, ξ, such that the twistor Htw of H is isomorphic as a Hopf
algebra to the twistor H(n, 1, ξ)tw of the Taft algebra H(n, 1, ξ), as described in
Examples 6.4. The basis elements {vij : 0 ≤ i, j ≤ n− 1} can be chosen to be
vij :=
{
giyj−i i ≤ j,
giyn+j−i, i > j.
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Proof. Let t be the integer determined by Proposition 6.6(f) and let t′ be an integer
such that t′ is the multiplicative inverse of t in Cn. We replace π by its t
′th power
π∗t
′
in G(H◦). It is clear that Hypotheses 2.5 and (6.1.1) hold for this new π.
Doing so allows us to assume that y = v01. Adjusting g accordingly, we continue
to take g = v11. By Proposition 6.6(g), Htw ∼= H(n, 1, ξ)tw as algebras. Since ǫ is
already determined by (6.5.2), and the antipode, being the inverse of the identity
map under convolution, is determined by the bialgebra structure, it remains only to
compare the coalgebra structures. By Proposition 6.6(d) ∆(g) = g⊗g, and Lemma
6.5(b) shows that
∆(y) = 1⊗ y + y ⊗ g +
∑
s6=0,1
c01ssv0s ⊗ vs1 = 1⊗ y + y ⊗ g + (y
2 ⊗ y2)f(6.6.1)
where f ∈ Htw ⊗Htw. The result will follow if we can show that
c01ss = 0 for all s > 1.(6.6.2)
Using (6.6.1) and the facts that yn = 0 and yg = ξtgy, we calculate that, for all
1 < j ≤ n− 1,
∆(yj) = 1⊗ yj + yj ⊗ gj + (
j−1∑
i=1
(
j
i
)
ξt
yi ⊗ giyj−i) + hj ,(6.6.3)
where the total y-degree of hj is greater than j+1. Since ξ
t is a primitive nth root
of unity, the coefficient
c0jii =
(
j
i
)
ξt
6= 0(6.6.4)
for all 1 ≤ i ≤ j − 1. It follows from the second equation in Proposition 6.6(d) that
c0ijj = 0
for all 0 < i < j, proving (6.6.2). It is now clear that the final adjustments to the
choice of basis {vij} can be made as proposed. 
6.7. Lifting the coalgebra structure. In the previous two subsections we have
shown that v11 is group-like and v01 is (v11, 1)-primitive. The goal of this section
is to show that u11 is group-like and u01 is (u11, 1)-primitive.
Recall from 6.2.2 that Z(H) = H0 is either k[x] or k[x
±1]. We shall use z to
denote x in the first case and x− 1 in the second case, so that
Jtw ∩H0 = ker ǫ ∩H0 = 〈z〉.
The following is clear:
Lemma. Suppose (H, π) satisfies Hypotheses 2.5 and (6.1.1).
(a) H/znH is finite dimensional for all n, and
⋂
n≥0 z
nH = {0}.
(b) H/zH = Htw.
(c) Htw/Jac(Htw) = Hiq = kZn where Jac(−) is the Jacobson radical.
By Proposition 2.2(a) and the fact that H0uij = Hij = H
l
i ∩ H
r
j , there are
elements Cijst of H0 ⊗H0 such that for all i, j = 0, . . . , n− 1,
∆(uij) =
∑
s,t
Cijstuis ⊗ utj.(6.7.1)
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Clearly, (ǫ ⊗ ǫ)(Cijst) = c
ij
st. For C
ij
st =
∑
ci ⊗ di ∈ H0 ⊗H0, let’s write [C
ij
st ]13 to
denote the element
∑
i ci ⊗ 1⊗ di ∈ H0 ⊗H0 ⊗H0.
Proposition. Suppose (H, π) satisfies Hypotheses 2.5 and (6.1.1).
(a) The element u11 of H is group-like. That is, C
11
11 = 1 and C
11
st = 0 for all
(s, t) 6= (1, 1). Furthermore, we may define uii := u
i
11 for all i = 1, · · · , n−1,
so that uii is group-like for all i = 1, . . . , n− 1.
(b) After a possible adjustment, u01 is a (u11, 1)-primitive; that is,
∆(u01) = 1⊗ u01 + u01 ⊗ u11.
Proof. Let Cijst be defined as in (6.7.1). We will repeat some of the computations
in (6.5) and (6.6) to prove the following preliminary steps towards (a) and (b):
[(∆⊗ 1)Cijst ][C
is
αβ ⊗ 1] = [(1⊗∆)C
ij
αβ ][1⊗ C
βj
st ](6.7.2)
for all i, j, s, t, α, β;
(ǫ ⊗ 1)Cijii = 1 and (1⊗ ǫ)C
ij
jj = 1(6.7.3)
for all i and j;
(ǫ⊗ 1)Cijst = 0 and (1⊗ ǫ)C
ij
st = 0(6.7.4)
for all i, j, s, t with s 6= t;
Cijst = 0(6.7.5)
for all i, j, s, t with s 6= t;
C11ss = 0 for all s 6= 1, so ∆(u11) = C
11
11u11 ⊗ u11.(6.7.6)
Proof of (6.7.2): Applying (∆⊗ 1) and (1⊗∆) to (6.7.1) we have
(∆⊗ 1)∆(uij) =
∑
[(∆⊗ 1)Cijst ][C
is
αβ ⊗ 1]uiα ⊗ uβs ⊗ utj ;
(1⊗∆)∆(uij) =
∑
[(1⊗∆)Cijαβ ][1⊗ C
βj
st ]uiα ⊗ uβs ⊗ utj.
Now (6.7.2) follows from the above equations and the fact that (∆ ⊗ 1) ◦ ∆ =
(1⊗∆) ◦∆.
Proof of (6.7.3): By definition and Lemma 6.5(a,b), (ǫ⊗ǫ)(Cijii ) = c
ij
ii = 1. Hence
w := (ǫ ⊗ 1)(Cijii ) is nonzero. Applying ǫ⊗ ǫ ⊗ 1 to (6.7.2) with α = β = s = t = i
and using the fact that (ǫ⊗ 1) ◦∆(c) = 1⊗ c, we obtain
[(1 ⊗ ǫ⊗ 1)(1⊗ Cijii )][((ǫ ⊗ ǫ)C
ii
ii )⊗ 1] = [(ǫ ⊗ 1⊗ 1)[C
ij
ii ]13][(ǫ⊗ ǫ⊗ 1)(1 ⊗ C
ij
ii )].
Since (ǫ ⊗ ǫ)Ciiii = c
ii
ii = 1, the above equation reduces to
1⊗ w = (1⊗ w)(1 ⊗ w),
and since H0 ⊗H0 ⊗H0 is a domain, w = 1. The second equation (1 ⊗ ǫ)C
ij
jj = 1
follows by symmetry.
Proof of (6.7.4): Applying 1⊗ ǫ⊗ ǫ to (6.7.2) with α = β = s 6= t, we find that
[(1⊗ 1⊗ ǫ)([Cijst ]13)][(1 ⊗ ǫ)(C
is
ss)⊗ 1] = [(1⊗ ǫ⊗ 1)(C
ij
ss ⊗ 1)][1⊗ (ǫ⊗ ǫ)(C
sj
st )].
By (6.7.3) (1 ⊗ ǫ)(Cisss) = 1 and by Lemma 6.5(a,b), (ǫ ⊗ ǫ)(C
sj
st ) = c
sj
st = 0, since
s 6= t. Therefore (1 ⊗ 1 ⊗ ǫ)([Cijst ]13) = 0; that is, (1 ⊗ ǫ)(C
ij
st) = 0 for all i, j, s, t
with s 6= t. This is the second equation in (6.7.4). The first one can be deduced
similarly.
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Proof of (6.7.5): Applying 1⊗ ǫ⊗ 1 to (6.7.2) with α 6= β = s = t, yields
[Cijss]13[(1 ⊗ ǫ)(C
is
αs)⊗ 1] = [C
ij
αs]13(1 ⊗ (ǫ⊗ 1)(C
sj
ss )).
Since (1⊗ǫ)(Cisαs) = 0 by (6.7.4) and (ǫ⊗1)(C
sj
ss ) = 1 by (6.7.3), we have [C
ij
αs]13 = 0.
This is equivalent to Cijαs = 0.
Proof of (6.7.6): By (6.7.5) ∆(u11) =
∑
sC
11
ss u1s ⊗ us1. Let ps = C
11
ss u1s ⊗ us1
and p =
∑
s ps. Thus each ps is homogeneous in H1s ⊗ Hs1 and so ps commutes
with ps′ for all s, s
′ by Lemma 6.2. Suppose that ps 6= 0 for some s 6= 1, and fix
m ≥ 1 such that the image of ps is non-zero in B := H/(z
m) ⊗ H/(zm), using
Lemma 6.7(a). To keep the notation within reasonable bounds we shall use the
same symbol in what follows for the images of elements in B, as for the elements
themselves in H ⊗ H. Since the image of C1111 in H/〈z〉 ⊗ H/〈z〉 = Htw ⊗ Htw is
1 ⊗ 1 by Proposition (6.6)(d), C1111 is invertible in B. On the other hand, for all
s 6= 1, the image of C11ss in Htw⊗Htw is 0 by Proposition 6.6(d), so the image in B
of C11ss is in the Jacobson radical J := Jac(B) for all s > 1. Let w be the maximum
integer such that C11ss ∈ J
w for all s 6= 1. Fix i, 1 ≤ i ≤ n− 1. Because un11 ∈ H0,
pn = ∆(un11) ∈ H0⊗H0. Considering H⊗H as a (Zn)
×4-graded algebra, the degree
(0, i, i, 0) part of pn is
npn−11 pi+1 + fi(ps)
where fi is a polynomial in {ps : 0 ≤ s ≤ n−1} whose total degree in p0, p2, . . . , pn−1
is at least two. But pn ∈ H0 ⊗H0, and so p
n is homogeneous of degree (0, 0, 0, 0).
It follows that npn−11 pi+1 + fi(ps) = 0 for all i = 1, . . . , n− 1. Therefore
npn−11 pi+1 = −fi ∈ J
2w;
that is,
pi+1 = (np
n−1
1 )
−1(−fi) ∈ J
2w,
for all i 6= 0. This is a contradiction to the definition of w. Therefore ps = 0 for all
s 6= 0. In other words, C11ss = 0 for all s 6= 1.
Now we are going to prove (a) and (b).
(a) Recall that ǫ(u11) = 1 and H0 is the center of H . By (6.7.5) and (6.7.6),
1 = ǫ(u11) = mH ◦(S⊗1)◦∆(u11) = mH [(S⊗1)(C
11
11 )(S(u11)⊗u11)] = fS(u11)u11
where f = mH ◦ (S ⊗ 1)(C
11
11 ). Hence u11 is invertible.
Since u11 is invertible, so is ∆(u11), and thus C
11
11 is invertible. Since C
11
11 ∈
H0 ⊗ H0, and H0 = k[x] or H0 = k[x
±1], there is a non-zero scalar a such that
C1111 = a in the first case or ax
i ⊗ xj in the second case. It follows from
(ǫ ⊗ 1)∆(u11) = u11 = (1⊗ ǫ)∆(u11)
that a = 1 in both cases and i = j = 0 in the second case. Thus C1111 = 1. The rest
of (a) is clear.
(b) We claim first that
∆(u01) = C
01
00u00 ⊗ u01 + C
01
11u01 ⊗ u11.(6.7.7)
If n = 2, (6.7.7) follows from (6.7.5). Suppose now that n > 2, and let i 6= j. Set
s = t 6= j and α = β = j in (6.7.2) to see that
[(∆⊗ 1)Cijss][C
is
jj ⊗ 1] = [(1 ⊗∆)C
ij
jj ][1⊗ C
jj
ss ],
and this is zero because Cjjss = 0 by (a). Since H0 ⊗H0 ⊗H0 is a domain, either
Cijss = 0 or C
is
jj = 0. However, by Proposition 6.6(e) and (6.6.4), C
ij
ss 6= 0 for all
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i < s < j. Therefore Cisjj = 0 for all i < s < j. In particular, C
01
jj = 0 for all j > 1,
so that (6.7.7) is proved.
Next we claim that
C0100 = C
01
11 = 1⊗ 1.(6.7.8)
Comparing (∆⊗ 1)∆(u01) with (1⊗∆)∆(u01) we obtain the following three equa-
tions:
(∆⊗ 1)C0100 = [(1⊗∆)C
01
00 ][1⊗ C
01
00 ];(6.7.9)
[(∆⊗ 1)C0111 ][C
01
00 ⊗ 1] = [(1⊗∆)C
01
00 ][1⊗ C
01
11 ];(6.7.10)
[(∆⊗ 1)C0111 ][C
01
11 ⊗ 1] = (1⊗∆)C
01
11 .(6.7.11)
Recall once again the dichotomy of (6.2.3): H0 is a central subHopf algebra,
either H0 = k[x] or H0 = k[x
±1]. For f ∈ H0 ⊗ H0 or f ∈ H0 ⊗ H0 ⊗ H0, write
d(f) and ∂(f) for the degree of f with respect to x ⊗ 1 and 1 ⊗ x respectively in
the first case, and with respect to x⊗ 1⊗ 1 and 1⊗ 1⊗x respectively in the second
case. Write C0100 =
∑
i,j aijx
i ⊗ xj where a00 = c
01
11 = 1.
Case 1 : Primitive case: Suppose that H0 = k[x], with x primitive. Now (6.7.9)
becomes∑
aij(x⊗ 1 + 1⊗ x)
i ⊗ xj = [
∑
aijx
i ⊗ (x ⊗ 1 + 1⊗ x)j ][
∑
aij1⊗ x
i ⊗ xj ].
It follows that ∂(C0100 ) = ∂(C
01
00 )+∂(C
01
00 ), so that ∂(C
01
00 ) = 0 and C
01
00 =
∑
i aix
i⊗1.
In this case, writing h :=
∑
i aix
i, (6.7.9) simplifies to
∆(h) = (h⊗ 1)(1⊗ h) = h⊗ h.
But the only group-like element in k[x] is 1, so that C0100 = 1. A similar argument
shows that C0111 = 1, and so (6.7.8) is true in the case H0 = k[x].
Case 2 : Group-like case: Suppose that H0 = k[x
±1], with x group-like. Since we
can switch x and x−1 we may assume that ∂(C0100 ) ≥ 0. In this case (6.7.9) becomes∑
aij(x ⊗ x)
i ⊗ xj = [
∑
aijx
i ⊗ (x ⊗ x)j ][
∑
aij1⊗ x
i ⊗ xj ].
Again ∂(f) = 2∂(f) and hence ∂(f) = 0. This says that there is no positive power of
x in the second component. Replacing x with x−1 we deduce that f =
∑
i aix
i ⊗ 1
and, as in the primitive case, h :=
∑
i aix
i is group-like. Therefore h = xi and
C0100 = x
i ⊗ 1. Replacing u01 by u01x
−i we have C0100 = 1. A similar argument
involving (6.7.11) implies that C0111 = x
s ⊗ 1. Then (6.7.10) forces s = 0 and the
proof of (6.7.8) is complete in this case also. 
Theorem. Suppose (H, π) satisfies Hypotheses 2.5 and (6.1.1). Retain all the
notations introduced so far in §6 for H ; so, in particular, H is a free H0−module
with basis of Glπ×G
r
π−eigenvectors {uij : 0 ≤ i, j ≤ n−1}, and after Proposition 6.7
u00 = 1, uii = u
i
11 is group-like for i = 1, . . . , n− 1, and u01 is (u11, 1)−primitive.
Then, after multiplying as necessary by units of H0, we can assume that uij =
ui11u
j−i
01 for all i < j, and uij = u
i
11u
n+j−i
01 for i > j. In particular, therefore,
∆(u0j) =
∑
s
(
j
s
)
ξt
u0s ⊗ usj
and Cijss = c
ij
ss1⊗ 1 for all i, j, s.
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Proof. Define u¯ij := u
i
11u
j−i
01 for i ≤ j and u¯ij := u
i
11u
n+j−i
01 for i > j. Thus, by
Proposition 6.7,
∆(u¯0j) =
∑
s
(
j
s
)
ξt
u¯0s ⊗ u¯sj .(6.7.12)
We show first that there are units fj ∈ H0 such that u¯0j = u0jfj for j =
0, . . . , n− 1. Since u¯0j ∈ H0j there are certainly fj ∈ H0 such that these equations
hold. Then
∆(u¯0j) = ∆(u0jfj) = (
∑
s
C0jssu0s ⊗ usj)∆(fj).(6.7.13)
As in the proof of (6.7.6), these expressions are Z4n−graded. Equating the degree
(0, 0, 0, j) parts of the two expressions (6.7.12) and (6.7.13) for ∆(u¯0j),
1⊗ fj = C
0j
00∆(fj) ∈ H0 ⊗H0.(6.7.14)
Comparing degrees ∂(−) in 1⊗ x in (6.7.14) gives
∂(1⊗ fj) = ∂(C
0j
00) + ∂(1⊗ fj),
since ∂(1⊗ fj) = ∂(∆(fj)) whether H0 is k[x] or k[x
±1]. Therefore C0j00 = h⊗ 1 for
some h ∈ H0, which is non-zero since (ǫ⊗ ǫ)(C
0j
00) = 1⊗ 1 by (6.6.3). Substituting
this in (6.7.14) and applying 1⊗ ǫ, we deduce that ǫ(fj) 6= 0 and then that fj is a
unit of H0.
Thus fj is either λj or λjx
lj , where λj ∈ k \ {0} and lj ∈ Z, depending on
whether H0 is k[x] or k[x
±1]. For each j = 0, . . . , n− 1, consider the image of the
equation
u¯0j = u
j
01 = u0jfj
in Htw, where it yields
vj01 = v0jε(fj) = v
j
01ε(fj),
in view of the final statement in Theorem (6.6). Hence
ε(fj) = 1,
so that λj = 1. Second, in the case where H0 = k[x
±1], we can now replace
u0j = u
j
01x
−lj by u0jx
lj = uj01, as required.
Now let j ≥ i ≥ 1, and consider u11u
j−i
01 ; since Hij = uijH0, we can write
ui11u
j−i
01 = uijfij
for some fij ∈ H0. Thus
H0(j−i) = u
j−i
01 H0 = u
−i
11uijfijH0,
so that fij must be a unit of H0. Therefore u
i
11u
j−i
01 H0 = Hij , so we can replace
our initial choice of uij with
uij := u
i
11u
j−i
01 ,
as claimed. A similar calculation applies when i > j. 
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6.8. Primitive case.
Proposition. Assume (H, π) satisfies Hypotheses 2.5 and (6.1.1). Suppose that H
is primitive - that is, the Hopf subalgebra H0 = Z(H) is a polynomial algebra k[x].
Then H is isomorphic as a Hopf algebra to the Taft algebra H(n, t, ξ) of Example
3.3 with gcd(t, n) = 1.
Proof. By Proposition 6.7, g := u11 is group-like and y := u01 is (g, 1)-primitive.
Since the only group-like in H0 is 1, g
n = 1. By Lemma (6.2) and the quantum
binomial theorem, yn is primitive. Up to a nonzero scalar the only primitive element
in H0 is x, so we may assume that y
n = x. It then follows that there is a Hopf
algebra homomorphism φ : H(n, t, ξ) → H . By Theorem 6.7, H is generated by g
and y, both in the image of φ, and hence φ is surjective. Since both H(n, t, ξ) and
H are prime of GK-dimension 1, φ is an isomorphism. 
6.9. Group-like case.
Proposition. Assume that (H, π) satisfies Hypotheses 2.5 and (6.1.1). Suppose
that H is group-like - that is, the Hopf subalgebra H0 = Z(H) is a Laurent poly-
nomial algebra k[x±1]. Then, for appropriate ξ and w, H is isomorphic as a Hopf
algebra to one of the algebras B(n,w, ξ) of Example 3.4.
Proof. By Proposition 6.7, g := u11 is group-like and y := u01 is (g, 1)-primitive,
and these elements together with x generate H as a k−algebra by Theorem 6.7. By
the Cn×Cn−grading of H , g
n is a group-like element in H0 = H00, and so there is
a w ≥ 0 such that gn = xw, (noting that we can replace x by x−1 if w is negative).
Suppose for a contradiction that w = 0. Then gn = 1 and hence yn is a primitive
element as in Proposition 6.8. But H0 has no primitive elements, so we have a
contradiction. Therefore we can assume that w > 0.
By Lemma 6.2, yg = ζagy where gcd(a, n) = 1. This implies that yn is a
(gn, 1)-primitive element in H0. Therefore, after dividing if necessary by a non-zero
scalar,
yn = 1− gn.
Therefore, in view of Theorem 3.4(c), there is a Hopf algebra homomorphism φ :
B(n, ξ, w, i0) → H given by φ : x → x, y → y, g → g where ξ = ζ
a. Since H
is generated by x±1, g, y, φ is surjective. However, both B and H are prime of
GK-dimension 1, so φ is an isomorphism. 
The Main theorem 0.5 follows from Theorem 4.1 and Propositions 6.8 and 6.9.
The statement in the abstract is an immediate consequence of the Main Theorem.
Corollary. Let k be an algebraically closed field of characteristic zero. Let H be
an affine prime regular Hopf algebra of Gelfand-Kirillov dimension one. If the PI-
degree of H is 1 or prime, then H is isomorphic to one of the examples listed in
§3.
Proof. Since n := io(H) is equal to the PI-degree of H , n is either 1 or prime. Since
im(H) is a divisor of io(H), im(H) must be either 1 or n. The result follows from
the Main Theorem. 
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7. Questions and conjectures
7.1. The most obvious question arising from this paper, one which we hope to
address in the future, is:
Question. Is Theorem 0.5 valid without the hypothesis that im(H) is 1 or io(H)?
7.2. The hypotheses - prime versus semiprime. Suppose H is a semiprime
regular Hopf algebra of GK-dimension 1 over an algebraically closed field k of
characteristic 0. By [BG1, Theorem A] H is a finite direct sum of prime algebras,
each of them having GK-dimension 1 because of the Cohen-Macaulay property. It
thus seems reasonable to ask:
Question. What are the Hopf algebras H which satisfy (H), but with prime weak-
ened to semiprime?
Of course, it may be easier to tackle this question first in the case where im(H)
is 1 or io(H).
Since H is a direct sum of prime rings, there is exactly one minimal prime ideal of
H - let’s call it P - contained in ker ǫ. It is shown in [LWZ, Theorem 6.5 and Lemma
5.5] that H := H/P is a Hopf algebra, and indeed satisfies all the hypotheses (H).
Moreover io(H) = io(H) and im(H) = im(H). It’s conjectured in [LWZ, remark
6.6] that there is a short exact sequence of Hopf algebras
0 −→ K −→ H −→ H −→ 0.
Here, K = HcoH , the coinvariant subalgebra, and K is conjecturally a normal finite
dimensional Hopf subalgebra of H ; if this is true, then it’s easy to see that K must
be semisimple artinian.
7.3. The hypotheses of the main theorem. (i) The characteristic of k: The
assumption that k has characteristic 0 is needed to ensure that io(H) is a unit. This
hypothesis is not a consequence of the others in (H), and without it the theorem
is false, as is shown by the example in Remarks (2.3) B(a). We can thus ask:
Question. What are the noetherian prime affine Hopf k-algebras H over an alge-
braically closed field k, with GKdimH = gldimH = 1?
(ii) The algebraic closure of k: When k is not algebraically closed there are in
general other 1-dimensional commutative Hopf k-domains, besides k[x] and k[x±1],
[LWZ, 8.3]. Therefore we ask:
Question. How should the main theorem be amended if k is not algebraically
closed?
(iii) Regularity of H : The non-regular generalised Liu algebras found in (3.4)
demonstrate that the remaining hypotheses in (H) do not imply that H has finite
global dimension. Here is another example.
Example. Let n, p0, p1, · · · , p2 be positive integers and q ∈ k
× with the following
properties:
(a) s ≥ 2 and 1 < p1 < p2 < · · · < ps;
(b) p0 | n and p0, p1, · · · , ps are pairwise relatively prime;
(c) q is a primitive ℓ-th root of unity, where ℓ = (n/p0)p1p2 · · · ps.
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Set mi = p
−1
i
∏s
j=1 pj for i = 1, · · · , s. Let A be the subalgebra of k[y] generated
by yi := y
mi for i = 1, · · · , s. The k-algebra automorphism of k[y] sending y 7→ qy
restricts to an algebra automorphism of A. There is a unique Hopf algebra structure
on the skew Laurent polynomial ring B = A[x±1;σ] such that x is group-like and
the yi are skew primitive, with
∆(yi) = yi ⊗ 1 + x
min ⊗ yi
for i = 1, · · · , s. It was checked in [GZ, Construction 1.2] that this is a Hopf PI
domain of GK-dimension two, and is denoted by B(n, p0, p1, · · · , ps, q).
The Hopf algebra B has infinite global dimension, therefore provides a negative
answer to [Bro, Question K] (see [GZ, Remark 1.6]).
Now let H be the quotient algebra B/(xℓ−1) where ℓ = (n/p0)p1p2 · · · ps. Since
group-like elements x±ℓ generate a central Hopf subalgebra of B, (xℓ− 1) is a Hopf
ideal and hence H is a quotient Hopf algebra of B.
We claim that H is prime of Gelfand-Kirillov dimension one, but not regular.
As an algebra H is a skew group ring A ∗ Z/(ℓ), whence is semiprime by [Mo,
Proposition 7.4.8(1)]. Since ℓ is the order of q, the center of H is k[yℓ] which is
a domain. Hence H is prime. Since A is not regular and A ∗ Z/(ℓ) is strongly
Z/(ℓ)-graded, A ∗ Z/(ℓ) is not regular. Finally GKdimH = GKdimA = 1.
Up to date, we do not know other examples of non-regular prime Hopf algebras
of GK-dimension one. Hence we should ask:
Question. What other Hopf algebras have to be included if the regularity hypoth-
esis is dropped from the main theorem?
7.4. GK-dimension greater than one. Beyond GK-dimension one, there is no
doubt that many classes of examples remain to be discovered. Of course not every
noetherian Hopf algebra of GK-dimension 2 satisfies a polynomial identity: consider
the enveloping algebra of the 2-dimensional non-abelian Lie algebra, over a field of
characteristic 0. A few new examples of noetherian Hopf algebras are given in [GZ].
However, simply because we don’t know many examples, we ask:
Question. Does every noetherian Hopf k−algebra of GK-dimension 2 satisfy a
polynomial identity if k has positive characteristic?
In arbitrary characteristic, one could start by considering the Hopf algebra case
of Small’s famous question
Question. Is every noetherian prime Hopf k−algebra of GK-dimension 2 either PI
or primitive?
Simply for completeness and to emphasis the fact that much remains to be
understood about the classical components, we restate the question from Remark
(2.3)B(b):
Question. If A is an AS-Gorenstein noetherian Hopf algebra with a bijective an-
tipode, is the center of A contained in its classical component?
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