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EXPLICIT ONE-STEP STRONG NUMERICAL METHODS OF ORDERS 2.0
AND 2.5 FOR ITO STOCHASTIC DIFFERENTIAL EQUATIONS, BASED ON
THE UNIFIED TAYLOR–ITO AND TAYLOR–STRATONOVICH EXPANSIONS
DMITRIY F. KUZNETSOV
Abstract. The article is devoted to explicit one-step numerical methods with strong orders
of convergence 2.0 and 2.5 for Ito stochastic differential equations with multidimensional
non-additive noise. We consider the numerical methods, based on the unified Taylor–Ito and
Taylor–Stratonovich expansions. For numerical modeling of iterated Ito and Stratonovich
stochastic integrals of multiplicities 1 to 5 we appling the method of multiple Fourier–
Legendre series, converging in the mean-square sense in the space L2([t, T ]
k), k = 1, . . . , 5.
The article is addressed to engineers who use numerical modeling in stochastic control and
for solving the non-linear filtering problem. The article will be interesting to scientists who
working in the field of numerical integration of stochastic differential equations.
1. Introduction
Let (Ω, F, P) be a complete probability space, let {Ft, t ∈ [0, T ]} be a nondecreasing right-continous
family of σ-subfields of F, and let f t be a standard m-dimensional Wiener stochastic process, which
is Ft-measurable for any t ∈ [0, T ].We assume that the components f (i)t (i = 1, . . . ,m) of this process
are independent. Consider an Ito stochastic differential equation in the integral form
(1) xt = x0 +
t∫
0
a(xτ , τ)dτ +
t∫
0
B(xτ , τ)dfτ , x0 = x(0, ω).
Here xt is some n-dimensional stochastic process satisfying to equation (1). The nonrandom functions
a : ℜn× [0, T ]→ ℜn, B : ℜn× [0, T ]→ ℜn×m guarantee the existence and uniqueness up to stochastic
equivalence of a solution of equation (1) [1]. The second integral on the right-hand side of (1) is
interpreted as an Ito stochastic integral. Let x0 be an n-dimensional random variable, which is F0-
measurable and M{|x0|2} < ∞ (M denotes a mathematical expectation). We assume that x0 and
ft − f0 are independent when t > 0.
It is well known [2]-[4] that Ito stochastic differential equations are adequate mathematical models
of dynamic systems under the influence of random disturbances. One of the effective approaches to
numerical integration of Ito stochastic differential equations is an approach based on Taylor–Ito and
Taylor–Stratonovich expansions [2]-[9]. The most important feature of such expansions is a presence
in them of the so-called iterated Ito and Stratonovich stochastic integrals, which play the key role
for solving the problem of numerical integration of Ito stochastic differential equations and have the
following form
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(2) J [ψ(k)]T,t =
T∫
t
ψk(tk) . . .
t2∫
t
ψ1(t1)dw
(i1)
t1 . . . dw
(ik)
tk ,
(3) J∗[ψ(k)]T,t =
∗∫
t
T
ψk(tk) . . .
∗∫
t
t2
ψ1(t1)dw
(i1)
t1 . . . dw
(ik)
tk ,
where every ψl(τ) (l = 1, . . . , k) is a continuous non-random function on [t, T ], w
(i)
τ = f
(i)
τ for
i = 1, . . . ,m and w
(0)
τ = τ, i1, . . . , ik = 0, 1, . . . ,m,∫
and
∗∫
denote Ito and Stratonovich stochastic integrals, respectively.
Note that ψl(τ) ≡ 1 (l = 1, . . . , k) and i1, . . . , ik = 0, 1, . . . ,m in [2]-[7] while ψl(τ) ≡ (t − τ)ql
(l = 1, . . . , k; q1, . . . , qk = 0, 1, 2, . . .) and i1, . . . , ik = 1, . . . ,m in [8], [9].
We want to mention in short that there are two main criteria of numerical methods convergence
for Ito stochastic differential equations: a strong or mean-square criterion and a weak criterion where
the subject of approximation is not the solution of Ito stochastic differential equation, simply stated,
but the distribution of Ito stochastic differential equation solution [2]. Both mentioned criteria are
independent, i.e. in general it is impossible to state that from execution of strong criterion follows
execution of weak criterion and vice versa. Each of two convergence criteria is oriented on solution of
specific classes of mathematical problems connected with stochastic differential equations.
Using the strong numerical methods, we may build sample pathes of Ito stochastic differential
equation numerically. These methods require the combined mean-square approximation for collections
of iterated Ito and Stratonovich stochastic integrals. Effective solution of this problem composes one of
the subjects of this article. The strong numerical methods are using when building new mathematical
models on the basis of Ito stochastic differential equations, when solving the filtering problem of signal
under the influence of random disturbance in various arrangements, when solving the stochastic
optimal control problem as well as the problem of testing procedures of evaluating parameters of
stochastic systems and other problems.
2. Explicit One-Step Strong Numerical Schemes of Orders 2.0 and 2.5, Based on the
Unified Taylor–Ito expansion
Consider the partition {τj}Nj=0 of the interval [0, T ] such that
0 = τ0 < . . . < τN = T, ∆N = max
0≤j≤N−1
∆τj , ∆τj = τj+1 − τj .
Let yτj
def
= yj , j = 0, 1, . . . , N be a time discrete approximation of the process xt, t ∈ [0, T ], which
is a solution of Ito stochastic differential equation (1).
Definiton 1 [2]. We will say that a time discrete approximation yj , j = 0, 1, . . . , N, corresponding
to the maximal step of discretization ∆N , converges strongly with order γ > 0 at time moment T to
the process xt, t ∈ [0, T ], if there exists a constant C > 0, which does not depend on ∆N , and a δ > 0
such that
M{|xT − yT |} ≤ C(∆N )γ
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for each ∆N ∈ (0, δ).
Consider explicit one-step strong numerical scheme of order 2.5, based on the so-called unified
Taylor–Ito expansion [10], [13]-[18]
yp+1 = yp +
m∑
i1=1
Bi1 Iˆ
(i1)
(0)τp+1,τp
+∆a+
m∑
i1,i2=1
Gi2Bi1 Iˆ
(i2i1)
(00)τp+1,τp
+
+
m∑
i1=1
(
Gi1a
(
∆Iˆ
(i1)
(0)τp+1,τp
+ Iˆ
(i1)
(1)τp+1,τp
)
− LBi1 Iˆ(i1)(1)τp+1,τp
)
+
+
m∑
i1,i2,i3=1
Gi3Gi2Bi1 Iˆ
(i3i2i1)
(000)τp+1,τp
+
∆2
2
La+
+
m∑
i1,i2=1
(
Gi2LBi1
(
Iˆ
(i2i1)
(10)τp+1,τp
− Iˆ(i2i1)(01)τp+1,τp
)
− LGi2Bi1 Iˆ(i2i1)(10)τp+1,τp+
+Gi2Gi1a
(
Iˆ
(i2i1)
(01)τp+1,τp
+∆Iˆ
(i2i1)
(00)τp+1,τp
))
+
+
m∑
i1,i2,i3,i4=1
Gi4Gi3Gi2Bi1 Iˆ
(i4i3i2i1)
(0000)τp+1,τp
+
∆3
6
LLa+
+
m∑
i1=1
(
Gi1La
(
1
2
Iˆ
(i1)
(2)τp+1,τp
+∆Iˆ
(i1)
(1)τp+1,τp
+
∆2
2
Iˆ
(i1)
(0)τp+1,τp
)
+
+
1
2
LLBi1 Iˆ
(i1)
(2)τp+1,τp
− LGi1a
(
Iˆ
(i1)
(2)τp+1,τp
+∆Iˆ
(i1)
(1)τp+1,τp
))
+
+
m∑
i1,i2,i3=1
(
Gi3LGi2Bi1
(
Iˆ
(i3i2i1)
(100)τp+1,τp
− Iˆ(i3i2i1)(010)τp+1,τp
)
+
+Gi3Gi2LBi1
(
Iˆ
(i3i2i1)
(010)τp+1,τp
− Iˆ(i3i2i1)(001)τp+1,τp
)
+
+Gi3Gi2Gi1a
(
∆Iˆ
(i3i2i1)
(000)τp+1,τp
+ Iˆ
(i3i2i1)
(001)τp+1,τp
)
−
−LGi3Gi2Bi1 Iˆ(i3i2i1)(100)τp+1,τp
)
+
(4) +
m∑
i1,i2,i3,i4,i5=1
Gi5Gi4Gi3Gi2Bi1 Iˆ
(i5i4i3i2i1)
(00000)τp+1,τp
,
where ∆ = T/N (N > 1) is a constant (for simplicity) integration step, τp = p∆ (p = 0, 1, . . . , N),
Iˆ
(i1...ik)
(l1...lk)s,t
denotes the approximation of iterated Ito stochastic integral of multiplicity k of the form
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(5) I
(i1...ik)
(l1...lk)s,t
=
s∫
t
(t− τk)lk . . .
τ2∫
t
(t− τ1)l1df (i1)τ1 . . . df (ik)τk ,
L =
∂
∂t
+
n∑
i=1
ai(x, t)
∂
∂xi
+
1
2
m∑
j=1
n∑
l,i=1
Blj(x, t)Bij(x, t)
∂2
∂xl∂xi
,
Gi =
n∑
j=1
Bji(x, t)
∂
∂xj
, i = 1, . . . ,m,
l1, . . . , lk = 0, 1, 2, i1, . . . , ik = 1, . . . ,m, k = 1, 2, . . . , 5, Bi and Bij are the ith column and the ijth
element of the matrix function B, ai is the ith element of the vector function a, xi is the ith element
of the column x, the functions
Bi1 , a, Gi2Bi1 , Gi1a, LBi1 , Gi3Gi2Bi1 , La, LLa, Gi2LBi1 ,
LGi2Bi1 , Gi2Gi1a, Gi4Gi3Gi2Bi1 , Gi1La, LLBi1 , LGi1a, Gi3LGi2Bi1 , Gi3Gi2LBi1 ,
Gi3Gi2Gi1a, LGi3Gi2Bi1 , Gi5Gi4Gi3Gi2Bi1
are calculated at the point (yp, p).
Under the standard conditions [2], [10] the numerical scheme (4) has a strong convergence of order
2.5. The major emphasis below will be placed on the approximation of the iterated Ito stochastic
integrals appearing in (4). Therefore, among the standard conditions, note the approximation condi-
tion of these integrals [2], [10], which has the form
(6) M
{(
I
(i1...ik)
(l1...lk)τp+1,τp
− Iˆ(i1...ik)(l1...lk)τp+1,τp
)2}
≤ C∆6,
where the constant C is independent of ∆.
Note that if we exclude from (4) the terms starting from the term ∆3LLa/6, then we have an
explicit one-step strong numerical scheme of order 2.0 [2], [10], [13]-[18].
Using the numerical scheme (4) or its modifications based on the Taylor–Ito expansion [7], the
implicit or multistep analogs of (4) can be constructed [2], [10], [13]-[18]. The set of the iterated Ito
stochastic integrals to be approximated for implementing these modifications is the same as for the
numerical scheme (4) itself. Interestingly, the truncated unified Taylor–Ito expansion (the foundation
of the numerical scheme (4)) contains 12 different types of iterated Ito stochastic integrals of form (5),
which cannot be interconnected by linear relations [10], [13]-[18]. The analogous Taylor–Ito expansion
[2], [7] contains 17 different types of iterated Ito stochastic integrals, part of which are interconnected
by linear relations and part of which have a higher multiplicity than the iterated Ito stochastic
integrals (5). This fact well explains the use of the numerical scheme (4).
One of the main problems arising in the implementation of the numerical scheme (4) is the joint
numerical modeling of the iterated Ito stochastic integrals figuring in (4). In the subsequent sections,
we will consider an efficient numerical modeling method for the iterated Ito stochastic integrals and
also demonstrate which stochastic integrals (Ito or Stratonovich) are preferable for numerical modeling
with a correct estimation of the mean-square approximation error.
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3. Method of Numerical Modeling for Iterated Ito Stochastic Integrals Based on
Genegalized Multiple Fourier Series. Direct Approach
An efficient numerical modeling method for the iterated Ito stochastic integrals based on generalized
multiple Fourier series was considered in [10]; also see [11]-[47]. This method rests on an important
result presented below.
Suppose that every ψl(τ) (l = 1, . . . , k) is a continuous non-random function on [t, T ].
Define the following function on a hypercube [t, T ]k
(7) K(t1, . . . , tk) =


ψ1(t1) . . . ψk(tk) for t1 < . . . < tk
0 otherwise
, t1, . . . , tk ∈ [t, T ], k ≥ 2,
and K(t1) ≡ ψ1(t1), t1 ∈ [t, T ].
Suppose that {φj(x)}∞j=0 is a complete orthonormal system of functions in the space L2([t, T ]).
The function K(t1, . . . , tk) is sectionally continuous in the hypercube [t, T ]
k. At this situation it is
well known that the generalized multiple Fourier series of K(t1, . . . , tk) ∈ L2([t, T ]k) is converging to
K(t1, . . . , tk) in the hypercube [t, T ]
k in the mean-square sense, i.e.
lim
p1,...,pk→∞
∥∥∥∥K(t1, . . . , tk)−
p1∑
j1=0
. . .
pk∑
jk=0
Cjk...j1
k∏
l=1
φjl(tl)
∥∥∥∥ = 0,
where
(8) Cjk...j1 =
∫
[t,T ]k
K(t1, . . . , tk)
k∏
l=1
φjl(tl)dt1 . . . dtk,
‖f‖ =

 ∫
[t,T ]k
f2(t1, . . . , tk)dt1 . . . dtk


1/2
.
Consider the partition {τj}Nj=0 of [t, T ] such that
(9) t = τ0 < . . . < τN = T, ∆N = max
0≤j≤N−1
∆τj → 0 if N →∞, ∆τj = τj+1 − τj .
Theorem 1 [10]-[29], [34]-[43], [45]-[47]. Suppose that every ψl(τ) (l = 1, . . . , k) is a continuous
non-random function on [t, T ] and {φj(x)}∞j=0 is a complete orthonormal system of continuous func-
tions in the space L2([t, T ]). Then
J [ψ(k)]T,t = l.i.m.
p1,...,pk→∞
p1∑
j1=0
. . .
pk∑
jk=0
Cjk...j1
(
k∏
l=1
ζ
(il)
jl
−
(10) − l.i.m.
N→∞
∑
(l1,...,lk)∈Gk
φj1(τl1)∆w
(i1)
τl1
. . . φjk(τlk)∆w
(ik)
τlk
)
,
where J [ψ(k)]T,t is defined by (2),
6 D.F. KUZNETSOV
Gk = Hk\Lk, Hk = {(l1, . . . , lk) : l1, . . . , lk = 0, 1, . . . , N − 1},
Lk = {(l1, . . . , lk) : l1, . . . , lk = 0, 1, . . . , N − 1; lg 6= lr (g 6= r); g, r = 1, . . . , k},
l.i.m. is a limit in the mean-square sense, i1, . . . , ik = 0, 1, . . . ,m,
(11) ζ
(i)
j =
T∫
t
φj(s)dw
(i)
s
are independent standard Gaussian random variables for various i or j (if i 6= 0), Cjk...j1 is the
Fourier coefficient (8), ∆w
(i)
τj = w
(i)
τj+1 −w(i)τj (i = 0, 1, . . . ,m), {τj}Nj=0 is a partition of the interval
[t, T ], which satisfies the condition (9).
It was shown in [16]-[21] that Theorem 1 is valid for convergence in the mean of degree 2n (n ∈ N).
Moreover, the complete orthonormal in L2([t, T ]) systems of Haar and Rademacher–Walsh functions
also can be applied in Theorem 1 [10]-[21]. The generalization of Theorem 1 for complete orthonormal
with weigth r(x) ≥ 0 system of functions in the space L2([t, T ]) can be found in [14], [46].
In order to evaluate the significance of Theorem 1 for practice we will demonstrate its transformed
particular cases for k = 1, . . . , 5 [10]-[29], [34]-[43], [45]-[47]
(12) J [ψ(1)]T,t = l.i.m.
p1→∞
p1∑
j1=0
Cj1ζ
(i1)
j1
,
(13) J [ψ(2)]T,t = l.i.m.
p1,p2→∞
p1∑
j1=0
p2∑
j2=0
Cj2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
− 1{i1=i2 6=0}1{j1=j2}
)
,
J [ψ(3)]T,t = l.i.m.
p1,...,p3→∞
p1∑
j1=0
p2∑
j2=0
p3∑
j3=0
Cj3j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
−
(14) − 1{i1=i2 6=0}1{j1=j2}ζ(i3)j3 − 1{i2=i3 6=0}1{j2=j3}ζ
(i1)
j1
− 1{i1=i3 6=0}1{j1=j3}ζ(i2)j2
)
,
J [ψ(4)]T,t = l.i.m.
p1,...,p4→∞
p1∑
j1=0
. . .
p4∑
j4=0
Cj4...j1
( 4∏
l=1
ζ
(il)
jl
−
−1{i1=i2 6=0}1{j1=j2}ζ(i3)j3 ζ
(i4)
j4
− 1{i1=i3 6=0}1{j1=j3}ζ(i2)j2 ζ
(i4)
j4
−
−1{i1=i4 6=0}1{j1=j4}ζ(i2)j2 ζ
(i3)
j3
− 1{i2=i3 6=0}1{j2=j3}ζ(i1)j1 ζ
(i4)
j4
−
−1{i2=i4 6=0}1{j2=j4}ζ(i1)j1 ζ
(i3)
j3
− 1{i3=i4 6=0}1{j3=j4}ζ(i1)j1 ζ
(i2)
j2
+
+1{i1=i2 6=0}1{j1=j2}1{i3=i4 6=0}1{j3=j4} + 1{i1=i3 6=0}1{j1=j3}1{i2=i4 6=0}1{j2=j4}+
(15) + 1{i1=i4 6=0}1{j1=j4}1{i2=i3 6=0}1{j2=j3}
)
,
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J [ψ(5)]T,t = l.i.m.
p1,...,p5→∞
p1∑
j1=0
. . .
p5∑
j5=0
Cj5...j1
(
5∏
l=1
ζ
(il)
jl
−
−1{i1=i2 6=0}1{j1=j2}ζ(i3)j3 ζ
(i4)
j4
ζ
(i5)
j5
− 1{i1=i3 6=0}1{j1=j3}ζ(i2)j2 ζ
(i4)
j4
ζ
(i5)
j5
−
−1{i1=i4 6=0}1{j1=j4}ζ(i2)j2 ζ
(i3)
j3
ζ
(i5)
j5
− 1{i1=i5 6=0}1{j1=j5}ζ(i2)j2 ζ
(i3)
j3
ζ
(i4)
j4
−
−1{i2=i3 6=0}1{j2=j3}ζ(i1)j1 ζ
(i4)
j4
ζ
(i5)
j5
− 1{i2=i4 6=0}1{j2=j4}ζ(i1)j1 ζ
(i3)
j3
ζ
(i5)
j5
−
−1{i2=i5 6=0}1{j2=j5}ζ(i1)j1 ζ
(i3)
j3
ζ
(i4)
j4
− 1{i3=i4 6=0}1{j3=j4}ζ(i1)j1 ζ
(i2)
j2
ζ
(i5)
j5
−
−1{i3=i5 6=0}1{j3=j5}ζ(i1)j1 ζ
(i2)
j2
ζ
(i4)
j4
− 1{i4=i5 6=0}1{j4=j5}ζ(i1)j1 ζ
(i2)
j2
ζ
(i3)
j3
+
+1{i1=i2 6=0}1{j1=j2}1{i3=i4 6=0}1{j3=j4}ζ
(i5)
j5
+ 1{i1=i2 6=0}1{j1=j2}1{i3=i5 6=0}1{j3=j5}ζ
(i4)
j4
+
+1{i1=i2 6=0}1{j1=j2}1{i4=i5 6=0}1{j4=j5}ζ
(i3)
j3
+ 1{i1=i3 6=0}1{j1=j3}1{i2=i4 6=0}1{j2=j4}ζ
(i5)
j5
+
+1{i1=i3 6=0}1{j1=j3}1{i2=i5 6=0}1{j2=j5}ζ
(i4)
j4
+ 1{i1=i3 6=0}1{j1=j3}1{i4=i5 6=0}1{j4=j5}ζ
(i2)
j2
+
+1{i1=i4 6=0}1{j1=j4}1{i2=i3 6=0}1{j2=j3}ζ
(i5)
j5
+ 1{i1=i4 6=0}1{j1=j4}1{i2=i5 6=0}1{j2=j5}ζ
(i3)
j3
+
+1{i1=i4 6=0}1{j1=j4}1{i3=i5 6=0}1{j3=j5}ζ
(i2)
j2
+ 1{i1=i5 6=0}1{j1=j5}1{i2=i3 6=0}1{j2=j3}ζ
(i4)
j4
+
+1{i1=i5 6=0}1{j1=j5}1{i2=i4 6=0}1{j2=j4}ζ
(i3)
j3
+ 1{i1=i5 6=0}1{j1=j5}1{i3=i4 6=0}1{j3=j4}ζ
(i2)
j2
+
+1{i2=i3 6=0}1{j2=j3}1{i4=i5 6=0}1{j4=j5}ζ
(i1)
j1
+ 1{i2=i4 6=0}1{j2=j4}1{i3=i5 6=0}1{j3=j5}ζ
(i1)
j1
+
(16) + 1{i2=i5 6=0}1{j2=j5}1{i3=i4 6=0}1{j3=j4}ζ
(i1)
j1
)
,
where 1A is the indicator of the set A.
Note that we will consider the case i1, . . . , i5 = 1, . . . ,m. This case corresponds to the numerical
method (4).
Note that, for the integrals J [ψ(k)]T,t of form (2), the mean-square approximation error can be
exactly calculated and efficiently estimated.
Let J [ψ(k)]qT,t be a prelimit expression in (10) for the case p1 = . . . = pk = q
J [ψ(k)]qT,t =
q∑
j1,...,jk=0
Cjk...j1
(
k∏
l=1
ζ
(il)
jl
−
(17) − l.i.m.
N→∞
∑
(l1,...,lk)∈Gk
φj1(τl1)∆w
(i1)
τl1
. . . φjk(τlk)∆w
(ik)
τlk
)
.
Let us denote
M
{(
J [ψ(k)]T,t − J [ψ(k)]qT,t
)2} def
= Eqk,
∫
[t,T ]k
K2(t1, . . . , tk)dt1 . . . dtk
def
= Ik.
In [13],[14], [36], [37] it was shown that
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(18) Eqk ≤ k!
(
Ik −
q∑
j1,...,jk=0
C2jk...j1
)
for the following two cases:
1. i1, . . . , ik = 1, . . . ,m and T − t ∈ (0,+∞),
2. i1, . . . , ik = 0, 1, . . . ,m and T − t ∈ (0, 1).
The value Eqk can be calculated exactly.
Theorem 2 [14], [22], [37]. Suppose that the conditions of Theorem 1 are satisfied. Then
(19) Eqk = Ik −
q∑
j1,...,jk=0
Cjk...j1M

J [ψ(k)]T,t
∑
(j1,...,jk)
T∫
t
φjk (tk) . . .
t2∫
t
φj1(t1)df
(i1)
t1 . . . df
(ik)
tk

 ,
where i1, . . . , ik = 1, . . . ,m; expression ∑
(j1,...,jk)
means the sum according to all possible permutations (j1, . . . , jk), at the same time if jr swapped with
jq in the permutation (j1, . . . , jk), then ir swapped with iq in the permutation (i1, . . . , ik); another
notations can be found in Theorem 1.
Note that
M

J [ψ(k)]T,t
T∫
t
φjk(tk) . . .
t2∫
t
φj1(t1)df
(i1)
t1 . . . df
(ik)
tk

 = Cjk...j1 .
Therefore, in a special case of pairwise different numbers i1, . . . , ik as well as for the case i1 =
. . . = ik from Theorem 2 it follows that [14], [22], [37]
(20) Eqk = Ik −
q∑
j1,...,jk=0
C2jk...j1 ,
Eqk = Ik −
q∑
j1,...,jk=0
Cjk ...j1
( ∑
(j1,...,jk)
Cjk ...j1
)
,
where ∑
(j1,...,jk)
is a sum according to all possible permutations (j1, . . . , jk).
Consider some examples [14], [22], [37] of application of Theorem 2 (i1, . . . , ik = 1, . . . ,m):
(21) Eq2 = I2 −
q∑
j1,j2=0
C2j2j1 −
p∑
j1,j2=0
Cj2j1Cj1j2 (i1 = i2),
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(22) Eq3 = I3 −
q∑
j3,j2,j1=0
C2j3j2j1 −
q∑
j3,j2,j1=0
Cj3j1j2Cj3j2j1 (i1 = i2 6= i3),
(23) Eq3 = I3 −
q∑
j3,j2,j1=0
C2j3j2j1 −
q∑
j3,j2,j1=0
Cj2j3j1Cj3j2j1 (i1 6= i2 = i3),
(24) Eq3 = I3 −
q∑
j3,j2,j1=0
C2j3j2j1 −
q∑
j3,j2,j1=0
Cj3j2j1Cj1j2j3 (i1 = i3 6= i2).
The values Eq4 and E
q
5 were calculated exaclty for all possible combinations of i1, . . . , i5 = 1, . . . ,m
in [14], [37].
Consider the approximations of the iterated Ito stochastic integrals that appear in the numerical
scheme (4) using Theorem 1 and a complete orthonormal system of Legendre polynomials in the
space L2([τp, τp+1]) (τp = p∆, N∆ = T, p = 0, 1, . . . , N) [10] (see also [11]-[45])
(25) I
(i1)
(0)τp+1,τp
=
√
∆ζ
(i1)
0 ,
(26) I
(i1i2)q
(00)τp+1,τp
=
∆
2
(
ζ
(i1)
0 ζ
(i2)
0 +
q∑
i=1
1√
4i2 − 1
(
ζ
(i1)
i−1 ζ
(i2)
i − ζ(i1)i ζ(i2)i−1
)
− 1{i1=i2}
)
,
(27) I
(i1)
(1)τp+1,τp
= −∆
3/2
2
(
ζ
(i1)
0 +
1√
3
ζ
(i1)
1
)
,
I
(i1i2i3)q
(000)τp+1,τp
=
q∑
j1,j2,j3=0
Cj3j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
− 1{i1=i2}1{j1=j2}ζ(i3)j3 −
(28) −1{i2=i3}1{j2=j3}ζ(i1)j1 − 1{i1=i3}1{j1=j3}ζ
(i2)
j2
)
,
I
(i1i2i3i4)q
(0000)τp+1,τp
=
q∑
j1,j2,j3,j4=0
Cj4j3j2j1
(
4∏
l=1
ζ
(il)
jl
−
−1{i1=i2}1{j1=j2}ζ(i3)j3 ζ
(i4)
j4
− 1{i1=i3}1{j1=j3}ζ(i2)j2 ζ
(i4)
j4
−
−1{i1=i4}1{j1=j4}ζ(i2)j2 ζ
(i3)
j3
− 1{i2=i3}1{j2=j3}ζ(i1)j1 ζ
(i4)
j4
−
−1{i2=i4}1{j2=j4}ζ(i1)j1 ζ
(i3)
j3
− 1{i3=i4}1{j3=j4}ζ(i1)j1 ζ
(i2)
j2
+
+1{i1=i2}1{j1=j2}1{i3=i4}1{j3=j4} + 1{i1=i3}1{j1=j3}1{i2=i4}1{j2=j4}+
(29) + 1{i1=i4}1{j1=j4}1{i2=i3}1{j2=j3}
)
,
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I
(i1i2)q
(01)τp+1,τp
= −∆
2
I
(i1i2)q
(00)τp+1,τp
− ∆
2
4
(
1√
3
ζ
(i1)
0 ζ
(i2)
1 +
(30) +
q∑
i=0
(
(i+ 2)ζ
(i1)
i ζ
(i2)
i+2 − (i + 1)ζ(i1)i+2 ζ(i2)i√
(2i+ 1)(2i+ 5)(2i+ 3)
− ζ
(i1)
i ζ
(i2)
i
(2i− 1)(2i+ 3)
))
,
I
(i1i2)q
(10)τp+1,τp
= −∆
2
I
(i1i2)q
(00)τp+1,τp
− ∆
2
4
(
1√
3
ζ
(i2)
0 ζ
(i1)
1 +
(31) +
q∑
i=0
(
(i+ 1)ζ
(i2)
i+2 ζ
(i1)
i − (i + 2)ζ(i2)i ζ(i1)i+2√
(2i+ 1)(2i+ 5)(2i+ 3)
+
ζ
(i1)
i ζ
(i2)
i
(2i− 1)(2i+ 3)
))
,
(32) I
(i1)
(2)τp+1,τp
=
∆5/2
3
(
ζ
(i1)
0 +
√
3
2
ζ
(i1)
1 +
1
2
√
5
ζ
(i1)
2
)
,
I
(i1i2i3)q
(001)τp+1,τp
=
q∑
j1,j2,j3=0
C001j3j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
− 1{i1=i2}1{j1=j2}ζ(i3)j3 −
(33) −1{i2=i3}1{j2=j3}ζ(i1)j1 − 1{i1=i3}1{j1=j3}ζ
(i2)
j2
)
,
I
(i1i2i3)q
(010)τp+1,τp
=
q∑
j1,j2,j3=0
C010j3j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
− 1{i1=i2}1{j1=j2}ζ(i3)j3 −
(34) −1{i2=i3}1{j2=j3}ζ(i1)j1 − 1{i1=i3}1{j1=j3}ζ
(i2)
j2
)
,
I
(i1i2i3)q
(100)τp+1,τp
=
q∑
j1,j2,j3=0
C100j3j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
− 1{i1=i2}1{j1=j2}ζ(i3)j3 −
(35) −1{i2=i3}1{j2=j3}ζ(i1)j1 − 1{i1=i3}1{j1=j3}ζ
(i2)
j2
)
,
I
(i1i2i3i4i5)q
(00000)τp+1,τp
=
q∑
j1,j2,j3,j4,j5=0
Cj5j4j3j2j1
(
5∏
l=1
ζ
(il)
jl
−
−1{j1=j2}1{i1=i2}ζ(i3)j3 ζ
(i4)
j4
ζ
(i5)
j5
− 1{j1=j3}1{i1=i3}ζ(i2)j2 ζ
(i4)
j4
ζ
(i5)
j5
−
−1{j1=j4}1{i1=i4}ζ(i2)j2 ζ
(i3)
j3
ζ
(i5)
j5
− 1{j1=j5}1{i1=i5}ζ(i2)j2 ζ
(i3)
j3
ζ
(i4)
j4
−
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−1{j2=j3}1{i2=i3}ζ(i1)j1 ζ
(i4)
j4
ζ
(i5)
j5
− 1{j2=j4}1{i2=i4}ζ(i1)j1 ζ
(i3)
j3
ζ
(i5)
j5
−
−1{j2=j5}1{i2=i5}ζ(i1)j1 ζ
(i3)
j3
ζ
(i4)
j4
− 1{j3=j4}1{i3=i4}ζ(i1)j1 ζ
(i2)
j2
ζ
(i5)
j5
−
−1{j3=j5}1{i3=i5}ζ(i1)j1 ζ
(i2)
j2
ζ
(i4)
j4
− 1{j4=j5}1{i4=i5}ζ(i1)j1 ζ
(i2)
j2
ζ
(i3)
j3
+
+1{j1=j2}1{i1=i2}1{j3=j4}1{i3=i4}ζ
(i5)
j5
+ 1{j1=j2}1{i1=i2}1{j3=j5}1{i3=i5}ζ
(i4)
j4
+
+1{j1=j2}1{i1=i2}1{j4=j5}1{i4=i5}ζ
(i3)
j3
+ 1{j1=j3}1{i1=i3}1{j2=j4}1{i2=i4}ζ
(i5)
j5
+
+1{j1=j3}1{i1=i3}1{j2=j5}1{i2=i5}ζ
(i4)
j4
+ 1{j1=j3}1{i1=i3}1{j4=j5}1{i4=i5}ζ
(i2)
j2
+
+1{j1=j4}1{i1=i4}1{j2=j3}1{i2=i3}ζ
(i5)
j5
+ 1{j1=j4}1{i1=i4}1{j2=j5}1{i2=i5}ζ
(i3)
j3
+
+1{j1=j4}1{i1=i4}1{j3=j5}1{i3=i5}ζ
(i2)
j2
+ 1{j1=j5}1{i1=i5}1{j2=j3}1{i2=i3}ζ
(i4)
j4
+
+1{j1=j5}1{i1=i5}1{j2=j4}1{i2=i4}ζ
(i3)
j3
+ 1{j1=j5}1{i1=i5}1{j3=j4}1{i3=i4}ζ
(i2)
j2
+
+1{j2=j3}1{i2=i3}1{j4=j5}1{i4=i5}ζ
(i1)
j1
+ 1{j2=j4}1{i2=i4}1{j3=j5}1{i3=i5}ζ
(i1)
j1
+
(36) + 1{j2=j5 6=0}1{i2=i5}1{j3=j4 6=0}1{i3=i4}ζ
(i1)
j1
)
,
where
Cj3j2j1 =
τp+1∫
τp
φj3(z)
z∫
τp
φj2(y)
y∫
τp
φj1 (x)dxdydz =
(37) =
√
(2j1 + 1)(2j2 + 1)(2j3 + 1)
8
∆3/2C¯j3j2j1 ,
Cj4j3j2j1 =
τp+1∫
τp
φj4 (u)
u∫
τp
φj3(z)
z∫
τp
φj2(y)
y∫
τp
φj1 (x)dxdydzdu =
(38) =
√
(2j1 + 1)(2j2 + 1)(2j3 + 1)(2j4 + 1)
16
∆2C¯j4j3j2j1 ,
C001j3j2j1 =
τp+1∫
τp
(τp − z)φj3(z)
z∫
τp
φj2(y)
y∫
τp
φj1(x)dxdydz =
(39) =
√
(2j1 + 1)(2j2 + 1)(2j3 + 1)
16
∆5/2C¯001j3j2j1 ,
C010j3j2j1 =
τp+1∫
τp
φj3(z)
z∫
τp
(τp − y)φj2 (y)
y∫
τp
φj1(x)dxdydz =
(40) =
√
(2j1 + 1)(2j2 + 1)(2j3 + 1)
16
∆5/2C¯010j3j2j1 ,
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C100j3j2j1 =
τp+1∫
τp
φj3(z)
z∫
τp
φj2(y)
y∫
τp
(τp − x)φj1 (x)dxdydz =
(41) =
√
(2j1 + 1)(2j2 + 1)(2j3 + 1)
16
∆5/2C¯100j3j2j1 ,
Cj5j4j3j2j1 =
τp+1∫
τp
φj5 (v)
v∫
τp
φj4 (u)
u∫
τp
φj3 (z)
z∫
τp
φj2 (y)
y∫
τp
φj1(x)dxdydzdudv =
(42) =
√
(2j1 + 1)(2j2 + 1)(2j3 + 1)(2j4 + 1)(2j5 + 1)
32
∆5/2C¯j5j4j3j2j1 ,
where
(43) C¯j3j2j1 =
1∫
−1
Pj3(z)
z∫
−1
Pj2(y)
y∫
−1
Pj1(x)dxdydz,
(44) C¯j4j3j2j1 =
1∫
−1
Pj4(u)
u∫
−1
Pj3(z)
z∫
−1
Pj2(y)
y∫
−1
Pj1(x)dxdydz,
(45) C¯100j3j2j1 = −
1∫
−1
Pj3(z)
z∫
−1
Pj2 (y)
y∫
−1
Pj1(x)(x + 1)dxdydz,
(46) C¯010j3j2j1 = −
1∫
−1
Pj3 (z)
z∫
−1
Pj2 (y)(y + 1)
y∫
−1
Pj1(x)dxdydz,
(47) C¯001j3j2j1 = −
1∫
−1
Pj3(z)(z + 1)
z∫
−1
Pj2(y)
y∫
−1
Pj1(x)dxdydz,
(48) C¯j5j4j3j2j1 =
1∫
−1
Pj5 (v)
v∫
−1
Pj4(u)
u∫
−1
Pj3(z)
z∫
−1
Pj2(y)
y∫
−1
Pj1(x)dxdydzdudv.
where Pi(x) (i = 0, 1, 2, . . .) is the Legendre polynomial and
φi(x) =
√
2i+ 1
∆
Pi
((
x− τp − ∆
2
)
2
∆
)
, i = 0, 1, 2, . . .
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Let us consider the exact relations and some estimates for the mean-square errors of approximations
of iterated Ito stochastic integrals.
Using Theorem 2 we obtain [12]-[21], [38], [45]
(49) M
{(
I
(i1i2)
(00)τp+1,τp
− I(i1i2)q(00)τp+1,τp
)2}
=
∆2
2
(
1
2
−
q∑
i=1
1
4i2 − 1
)
(i1 6= i2),
M
{(
I
(i1i2)
(10)τp+1,τp
− I(i1i2)q(10)τp+1,τp
)2}
= M
{(
I
(i1i2)
(01)τp+1,τp
− I(i1i2)q(01)τp+1,τp
)2}
=
(50) =
∆4
16
(
5
9
− 2
q∑
i=2
1
4i2 − 1 −
q∑
i=1
1
(2i− 1)2(2i+ 3)2 −
q∑
i=0
(i+ 2)2 + (i + 1)2
(2i+ 1)(2i+ 5)(2i+ 3)2
)
(i1 6= i2),
M
{(
I
(i1i1)
(10)τp+1,τp
− I(i1i1)q(10)τp+1,τp
)2}
= M
{(
I
(i1i1)
(01)τp+1,τp
− I(i1i1)q(01)τp+1,τp
)2}
=
(51) =
∆4
16
(
1
9
−
q∑
i=0
1
(2i+ 1)(2i+ 5)(2i+ 3)2
− 2
q∑
i=1
1
(2i− 1)2(2i+ 3)2
)
.
Using (20)–(24) we obtain
M
{(
I
(i1i2i3)
(000)τp+1,τp
− I(i1i2i3)q(000)τp+1,τp
)2}
=
∆3
6
−
q∑
j3,j2,j1=0
C2j3j2j1 (i1 6= i2, i1 6= i3, i2 6= i3),
M
{(
I
(i1i2i3)
(000)τp+1,τp
− I(i1i2i3)q(000)τp+1,τp
)2}
=
∆3
6
−
q∑
j3,j2,j1=0
C2j3j2j1 −
q∑
j3,j2,j1=0
Cj2j3j1Cj3j2j1 (i1 6= i2 = i3),
M
{(
I
(i1i2i3)
(000)τp+1,τp
− I(i1i2i3)q(000)τp+1,τp
)2}
=
∆3
6
−
q∑
j3,j2,j1=0
C2j3j2j1 −
q∑
j3,j2,j1=0
Cj3j2j1Cj1j2j3 (i1 = i3 6= i2),
M
{(
I
(i1i2i3)
(000)τp+1,τp
− I(i1i2i3)q(000)τp+1,τp
)2}
=
∆3
6
−
q∑
j3,j2,j1=0
C2j3j2j1 −
q∑
j3,j2,j1=0
Cj3j1j2Cj3j2j1 (i1 = i2 6= i3).
At the same time using the estimate (18) for i1, . . . , i5 = 1, . . . ,m we have
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(52) M
{(
I
(i1i2i3)
(000)τp+1,τp
− I(i1i2i3)q(000)τp+1,τp
)2}
≤ 6
(
∆3
6
−
q∑
j3,j2,j1=0
C2j3j2j1
)
,
(53) M
{(
I
(i1i2i3i4)
(0000)τp+1,τp
− I(i1i2i3i4)q(0000)τp+1,τp
)2}
≤ 24
(
∆4
24
−
q∑
j1,j2,j3,j4=0
C2j4j3j2j1
)
,
(54) M
{(
I
(i1i2i3)
(100)τp+1,τp
− I(i1i2i3)q(100)τp+1,τp
)2}
≤ 6
(
∆5
60
−
q∑
j1,j2,j3=0
(
C100j3j2j1
)2)
,
(55) M
{(
I
(i1i2i3)
(010)τp+1,τp
− I(i1i2i3)q(010)τp+1,τp
)2}
≤ 6
(
∆5
20
−
q∑
j1,j2,j3=0
(
C010j3j2j1
)2)
,
(56) M
{(
I
(i1i2i3)
(001)τp+1,τp
− I(i1i2i3)q(001)τp+1,τp
)2}
≤ 6
(
∆5
10
−
q∑
j1,j2,j3=0
(
C001j3j2j1
)2)
,
(57) M
{(
I
(i1i2i3i4i5)
(00000)τp+1,τp
− I(i1i2i3i4i5)q(00000)τp+1,τp
)2}
≤ 120

∆5
120
−
q∑
j1,j2,j3,j4,j5=0
C2j5i4i3i2j1

 .
The Fourier coefficients
C¯j3j2j1 , C¯j4j3j2j1 , C¯
001
j3j2j1 , C¯
010
j3j2j1 , C¯
100
j3j2j1 , C¯j5j4j3j2j1
can be exactly calculated using symbolic transformation packages like DERIVE. The exact values of
these Fourier coefficients calculated in DERIVE were presented in tabular form in the monographs
[10]-[21]. Note that the mendioned Fourier coefficients do not depend on the integration step τp+1−τp
of the numerical method, which can be variable.
Note that in [2]-[4], [49] the iterated stochastic integrals were approximated using the trigonometric
Fourier expansions of all components of a vector Wiener process. It is important to pay attention
that the number q must be the same for all approximations of iterated stochastic integrals from the
considered collection in the approcah from [2]-[4], [49] while the numbers q can be choosen different
for different stochastic integrals from the considred collection in the method based on Theorems 1
and 2.
On the basis of the presented expansions (25)–(36) of iterated Ito stochastic integrals we can
see that increasing of multiplicities of these integrals or degree indexes of their weight functions
leads to increasing of orders of smallness according to ∆ in the mean-square sense for iterated
stochastic integrals that lead to sharp decrease of member quantities (the numbers q) in expansions
of iterated Ito stochastic integrals, which are required for achieving the acceptable accuracy of
approximation. Generally speaking, the minimum values q that guarantee condition (6) for each
approximation (see (25)–(36)) are different and abruptly decreasing with growth of order of smallness
of the approximation of the iterated stochastic integral in the value ∆.
The detailed comparison of the method from [2]-[4] with the method based on Theorems 1 and 2
can be found in [26], [34].
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4. Approximation of Iterated Ito and Stratonovich Stochastic Integrals. Combined
Approach
In contrast to the iterated Ito stochastic integrals (2), the iterated Stratonovich stochastic integrals
(3) have simpler expansions (see Theorems 3–6) than (10) but the calculation (or estimation) of mean-
square approximation errors for the latter is a more difficult problem than for the former. We will
study this issue in details in this section.
As it turned out, Theorem 1 can be adapts for iterated Stratonovich stochastic integrals (3) at
least for multiplicities 2 to 5. Expansions of these iterated Stratonovich stochastic integrals turned
out simpler, than the appropriate expansions of iterated Ito stochastic integrals (2) from Theorem 1.
Appling this feature and standard relations between iterated Ito and Stratonovich stochastic integrals
we will get simpler expansions for iterated Ito stochastic integrals (2), than the expansions from the
previous section. However, as was mentioned above, the estimation of mean-square approximation
errors for the expansions from this section is a nontrivial problem.
Let us formulate some theorems for expansions of iterated Stratonovich stochastic integrals (3) of
multiplicities 2 to 5.
Theorem 3 [11]-[14], [19]-[21], [27], [30], [31], [35], [40], [42], [44]. Assume that the following
conditions are met:
1. The function ψ2(τ) is continuously differentiable at the interval [t, T ] and the function ψ1(τ) is
two times continuously differentiable at the interval [t, T ].
2. {φj(x)}∞j=0 is a complete orthonormal system of Legendre polynomials or system of trigonometric
functions in the space L2([t, T ]).
Then, the iterated Stratonovich stochastic integral of the second multiplicity
∗∫
t
T
ψ2(t2)
∗∫
t
t2
ψ1(t1)df
(i1)
t1 df
(i2)
t2 (i1, i2 = 1, . . . ,m)
is expanded into the converging in the mean-square sense double series
∗∫
t
T
ψ2(t2)
∗∫
t
t2
ψ1(t1)df
(i1)
t1 = l.i.m.p1,p2→∞
p1∑
j1=0
p2∑
j2=0
Cj2j1ζ
(i1)
j1
ζ
(i2)
j2
,
where
Cj2j1 =
T∫
t
ψ2(s2)φj2 (s2)
s2∫
t
ψ1(s1)φj1 (s1)ds1ds2,
another notations can be found in Theorem 1.
Theorem 4 [11]-[14], [19]-[21], [35], [40], [41]. Assume that {φj(x)}∞j=0 is a complete orthonormal
system of Legendre polynomials or trigonomertic functions in the space L2([t, T ]), the function ψ2(s)
is continuously differentiable at the interval [t, T ] and the functions ψ1(s), ψ3(s) are twice continuously
differentiable at the interval [t, T ].
Then, for the iterated Stratonovich stochastic integral of third multiplicity
∗∫
t
T
ψ3(t3)
∗∫
t
t3
ψ2(t2)
∗∫
t
t2
ψ1(t1)df
(i1)
t1 df
(i2)
t2 df
(i3)
t3 (i1, i2, i3 = 1, . . . ,m)
the following converging in the mean-square sense expansion
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(58)
∗∫
t
T
ψ3(t3)
∗∫
t
t3
ψ2(t2)
∗∫
t
t2
ψ1(t1)df
(i1)
t1 df
(i2)
t2 df
(i3)
t3 = l.i.m.q→∞
q∑
j1,j2,j3=0
Cj3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
is valid, where
Cj3j2j1 =
T∫
t
ψ3(s3)φj3 (s3)
s3∫
t
ψ2(s2)φj2 (s2)
s2∫
t
ψ1(s1)φj1 (s1)ds1ds2ds3,
another notations can be found in Theorem 1.
Theorem 5 [11]-[14], [19]-[21], [35], [40], [47]. Suppose that {φj(x)}∞j=0 is a complete orthonormal
system of Legendre polynomials or trigonometric functions in L2([t, T ]). Then, for the iterated Stra-
tonovich stochastic integrals of multiplicities 4 and 5
I
∗(i1i2i3i4)
(λ1λ2λ3λ4)T,t
=
∗∫
t
T ∗∫
t
t4 ∗∫
t
t3 ∗∫
t
t2
dw
(i1)
t1 dw
(i2)
t2 dw
(i3)
t3 dw
(i4)
t4 ,
I
∗(i1i2i3i4i5)
(λ1λ2λ3λ4λ5)T,t
=
∗∫
t
T ∗∫
t
t5 ∗∫
t
t4 ∗∫
t
t3 ∗∫
t
t2
dw
(i1)
t1 dw
(i2)
t2 dw
(i3)
t3 dw
(i4)
t4 dw
(i5)
t5
the following converging in the mean-square sense expansions
I
∗(i1i2i3i4)
(λ1λ2λ3λ4)T,t
= l.i.m.
q→∞
q∑
j1,j2,j3,j4=0
Cj4j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i4)
j4
,
(59) I
∗(i1i2i3i4i5)
(λ1λ2λ3λ4λ5)T,t
= l.i.m.
q→∞
q∑
j1,j2,j3,j4,j5=0
Cj5j4j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i4)
j4
ζ
(i5)
j5
are valid, where i1, i2, i3, i4, i5 = 0, 1, . . . ,m,
Cj4j3j2j1 =
T∫
t
φj4(t4)
t4∫
t
φj3(t3)
t3∫
t
φj2(t2)
t2∫
t
φj1(t1)dt1dt2dt3dt4,
Cj5j4j3j2j1 =
T∫
t
φj5(t5)
t5∫
t
φj4(t4)
t4∫
t
φj3(t3)
t3∫
t
φj2(t2)
t2∫
t
φj1(t1)dt1dt2dt3dt4dt5,
w
(i)
τ = f
(i)
τ (i = 1, . . . ,m) are independent standard Wiener processes and w
(0)
τ = τ, λl = 0 if il = 0
and λl = 1 if il = 1, . . . ,m (l = 1, . . . , 5).
Let us reformulate (with slight simplification) Theorems 3–5 as the following theorem.
Theorem 6. Assume {φj(x)}∞j=0 is a complete orthonormal system of Legendre polynomials or
trigonometric functions in L2([t, T ]). In addition, assume ψ2(s) is a continuously differentiable on the
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interval [t, T ] function while ψ1(s), ψ3(s) are twice continuously differentiable on the interval [t, T ]
functions. Then
(60) J∗[ψ(k)]T,t = l.i.m.
q→∞
q∑
j1,...,jk=0
Cjk...j1ζ
(i1)
j1
. . . ζ
(ik)
jk
,
where k = 2, 3, 4, 5. At that ψ1(s), . . . , ψk(s) ≡ 1 and i1, . . . , ik = 0, 1, . . . ,m in (60) for k = 4, 5 while
i1, . . . , ik = 1, . . . ,m in (60) for k = 2, 3; the other notations are the same as in Theorem 1.
Let us denote
(61) I
∗(i1...ik)
(l1...lk)T,t
=
∗∫
t
T
(t− tk)lk . . .
∗∫
t
t2
(t− t1)l1df (i1)t1 . . . df
(ik)
tk
,
where i1, . . . , ik = 1, . . . ,m, l1, . . . , lk = 0, 1, . . . .
Below we will consider the iterated Stratonovich stochastic integrals (61) as well as the iterated
Ito stochastic integrals I
(i1...ik)
(l1...lk)T,t
of form (5).
According to standard relations between iterated Ito and Stratonovich stochastic integrals and
according to Theorem 6 we obtain
I
(i1i2i3)
(000)τp+1,τp
= I
∗(i1i2i3)
(000)τp+1,τp
+ 1{i1=i2}
1
2
I
(i3)
(1)τp+1,τp
−
(62) − 1{i2=i3}
1
2
(
∆I
(i1)
(0)τp+1,τp
+ I
(i1)
(1)τp+1,τp
)
w. p. 1,
where
(63) I
∗(i1i2i3)
(000)τp+1,τp
= l.i.m.
q→∞
q∑
j1,j2,j3=0
Cj3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
(i1, i2, i3 = 1, . . . ,m),
where Cj3j2j1 is defined by (37), (43). From (62), (63), (25), (27) we obtain the following approximation
I
(i1i2i3)q
(000)τp+1,τp
=
q∑
j1,j2,j3=0
Cj3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
− 1
4
1{i1=i2}∆
3/2
(
ζ
(i3)
0 +
1√
3
ζ
(i3)
1
)
−
(64) − 1
4
1{i2=i3}∆
3/2
(
ζ
(i1)
0 −
1√
3
ζ
(i1)
1
)
.
For the case i1 = i2 = i3 it is comfortable to use the folowing well known relation
(65) I
(i1i1i1)
(000)τp+1,τp
=
1
6
∆3/2
((
ζ
(i1)
0
)3
− 3ζ(i1)0
)
w. p. 1.
Let us consider the iterated Ito stochastic integrals
I
(i3i2i1)
(100)τp+1,τp
, I
(i3i2i1)
(010)τp+1,τp
, I
(i3i2i1)
(001)τp+1,τp
.
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According to standard relations between iterated Ito and Stratonovich stochastic integrals as well
as according to Theorem 6 we obtain
I
(i1i2i3)
(001)τp+1,τp
= I
∗(i1i2i3)
(001)τp+1,τp
+
1
2
1{i1=i2}I
(i3)
(2)τp+1,τp
+
(66) +
1
4
1{i2=i3}
(
∆2I
(i1)
(0)τp+1,τp
− I(i1)(2)τp+1,τp
)
w. p. 1,
I
(i1i2i3)
(010)τp+1,τp
= I
∗(i1i2i3)
(010)τp+1,τp
+
1
4
1{i1=i2}I
(i3)
(2)τp+1,τp
+
(67) +
1
4
1{i2=i3}
(
∆2I
(i1
(0)τp+1,τp
− I(i1)(2)τp+1,τp
)
w. p. 1,
I
(i1i2i3)
(100)τp+1,τp
= I
∗(i1i2i3)
(100)τp+1,τp
+
1
4
1{i1=i2}I
(i3)
(2)τp+1,τp
−
(68) − 1
2
1{i2=i3}
(
I
(i1)
(2)τp+1,τp
+∆I
(i1)
(1)τp+1,τp
)
w. p. 1,
where
I
∗(i1i2i3)
(001)τp+1,τp
= l.i.m.
q→∞
q∑
j1,j2,j3=0
C001j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
,
I
∗(i1i2i3)
(010)τp+1,τp
= l.i.m.
q→∞
q∑
j1,j2,j3=0
C010j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
,
I
∗(i1i2i3)
(100)τp+1,τp
= l.i.m.
q→∞
q∑
j1,j2,j3=0
C100j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
,
where C001j3j2j1 , C
010
j3j2j1
, C100j3j2j1 are defined by (39)-(41), (45)-(47). From (66)–(68), (25), (27), (32) we
obtain the following approximations
I
(i1i2i3)q
(001)τp+1,τp
=
q∑
j1,j2,j3=0
C001j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
+
1
6
1{i1=i2}∆
5/2
(
ζ
(i3)
0 +
√
3
2
ζ
(i3)
1 +
1
2
√
5
ζ
(i3)
2
)
+
(69) +
1
12
1{i2=i3}∆
5/2
(
2ζ
(i1)
0 −
√
3
2
ζ
(i1)
1 −
1
2
√
5
ζ
(i1)
2
)
,
I
(i1i2i3)q
(010)τp+1,τp
=
q∑
j1,j2,j3=0
C010j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
+
1
12
1{i1=i2}∆
5/2
(
ζ
(i3)
0 +
√
3
2
ζ
(i3)
1 +
1
2
√
5
ζ
(i3)
2
)
+
(70) +
1
12
1{i2=i3}∆
5/2
(
2ζ
(i1)
0 −
√
3
2
ζ
(i1)
1 −
1
2
√
5
ζ
(i1)
2
)
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I
(i1i2i3)q
(100)τp+1,τp
=
q∑
j1,j2,j3=0
C100j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
+
1
12
1{i1=i2}∆
5/2
(
ζ
(i3)
0 +
√
3
2
ζ
(i3)
1 +
1
2
√
5
ζ
(i3)
2
)
+
(71) +
1
12
1{i2=i3}∆
5/2
(
ζ
(i1)
0 −
1√
5
ζ
(i1)
2
)
.
Let us consider the iterated Ito stochastic integral of multiplicity 4. According to standard relations
between iterated Ito and Stratonovich stochastic integrals as well as according to Theorem 6 we obtain
I
(i1i2i3i4)
(0000)τp+1,τp
= I
∗(i1i2i3i4)
(0000)τp+1,τp
+
1
2
1{i1=i2}I
(i3i4)
(10)τp+1,τp
−
−1
2
1{i2=i3}
(
I
(i1i4)
(10)τp+1,τp
− I(i1i4)(01)τp+1,τp
)
− 1
2
1{i3=i4}
(
∆I
(i1i2)
(00)τp+1,τp
+ I
(i1i2)
(01)τp+1,τp
)
−
(72) − 1
8
∆21{i1=i2}1{i3=i4} w. p. 1,
I
∗(i1i2i3i4)
(0000)τp+1,τp
= l.i.m.
q→∞
q∑
j1,j2,j3,j4=0
Cj4j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i4)
j4
,
I
(i1i2i3i4)q
(0000)τp+1,τp
=
q∑
j1,j2,j3,j4=0
Cj4j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i4)
j4
+
1
2
1{i1=i2}I
(i3i4)q
(10)τp+1,τp
−
−1
2
1{i2=i3}
(
I
(i1i4)q
(10)τp+1,τp
− I(i1i4)q(01)τp+1,τp
)
− 1
2
1{i3=i4}
(
∆I
(i1i2)q
(00)τp+1,τp
+ I
(i1i2)q
(01)τp+1,τp
)
−
−1
8
∆21{i1=i2}1{i3=i4},
where
I
(i1i2)q
(00)τp+1,τp
, I
(i1i2)q
(01)τp+1,τp
, I
(i1i2)q
(10)τp+1,τp
are determined by relations (26), (30), (31) while Cj4j3j2j1 is defined by (38), (44).
For the case i1 = i2 = i3 = i4 it is comfortable to use the folowing well known relation
I
(i1i1i1i1)
(0000)τp+1,τp
=
1
24
∆2
((
ζ
(i1)
0
)4
− 6
(
ζ
(i1)
0
)2
+ 3
)
w. p. 1.
Let us consider analogously the iterated Ito stochastic integral of fifth multiplicity with using of
Theorem 5
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I
(i1i2i3i4i5)
(00000)τp+1,τp
= I
∗(i1i2i3i4i5)
(00000)τp+1,τp
+
1
2
1{i1=i2}I
(i3i4i5)
(100)τp+1,τp
−
−1
2
1{i2=i3}
(
I
(i1i4i5)
(100)τp+1,τp
− I(i1i4i5)(010)τp+1,τp
)
− 1
2
1{i3=i4}
(
I
(i1i2i5)
(010)τp+1,τp
− I(i1i2i5)(001)τp+1,τp
)
−
−1
2
1{i4=i5}
(
∆I
(i1i2i3)
(000)τp+1,τp
+ I
(i1i2i3)
(001)τp+1,τp
)
− 1
8
1{i1=i2}1{i3=i4}I
(i5)
(2)τp+1,τp
−
−1
8
1{i2=i3}1{i4=i5}
(
∆2I
(i1)
(0)τp+1,τp
+ 2∆I
(i1)
(1)τp+1,τp
+ I
(i1)
(2)τp+1,τp
)
+
(73) − 1
8
1{i1=i2}1{i4=i5}
(
∆I
(i3)
(1)τp+1,τp
+ I
(i3)
(2)τp+1,τp
)
w. p. 1,
I
∗(i1i2i3i4i5)
(00000)τp+1,τp
= l.i.m.
q→∞
q∑
j1,j2,j3,j4,j5=0
Cj5j4j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i4)
j4
ζ
(i5)
j5
,
I
(i1i2i3i4i5)q
(00000)τp+1,τp
=
q∑
j1,j2,j3,j4,j5=0
Cj5j4j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i4)
j4
ζ
(i5)
j5
+
1
2
1{i1=i2}I
(i3i4i5)q
(100)τp+1,τp
−
−1
2
1{i2=i3}
(
I
(i1i4i5)q
(100)τp+1,τp
− I(i1i4i5)q(010)τp+1,τp
)
− 1
2
1{i3=i4}
(
I
(i1i2i5)q
(010)τp+1,τp
− I(i1i2i5)q(001)τp+1,τp
)
−
−1
2
1{i4=i5}
(
∆I
(i1i2i3)q
(000)τp+1,τp
+ I
(i1i2i3)q
(001)τp+1,τp
)
− 1
8
1{i1=i2}1{i3=i4}I
(i5)
(2)τp+1,τp
−
−1
8
1{i2=i3}1{i4=i5}
(
∆2I
(i1)
(0)τp+1,τp
+ 2∆I
(i1)
(1)τp+1,τp
+ I
(i1)
(2)τp+1,τp
)
+
−1
8
1{i1=i2}1{i4=i5}
(
∆I
(i3)
(1)τp+1,τp
+ I
(i3)
(2)τp+1,τp
)
,
where
I
(i1i2i3)q
(000)τp+1,τp
, I
(i1i2i3)q
(100)τp+1,τp
, I
(i1i2i3)q
(010)τp+1,τp
, I
(i1i2i3)q
(001)τp+1,τp
, I
(i1)
(0)τp+1,τp
, I
(i1)
(1)τp+1,τp
, I
(i1)
(2)τp+1,τp
are determined by (64), (69)–(71), (25), (27), (32) while Cj5j4j3j2j1 is defined by (42), (48).
For the case i1 = i2 = i3 = i4 = i5 it is comfortable to use the folowing well known relation
I
(i1i1i1i1i1)
(00000)τp+1,τp
=
1
120
∆5/2
((
ζ
(i1)
0
)5
− 10
(
ζ
(i1)
0
)3
∆+ 15ζ
(i1)
0 ∆
2
)
w. p. 1.
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Clearly, expansion (60) is simpler than expansion (10). However, the calculation of the mean-square
approximation error for expansion (60) turns out to be much more difficult than for expansion (10).
We will demonstrate this fact below.
The cases k = 1, 2 are actually not interesting: for k = 1, the Ito and Stratonovich stochastic
integrals of a smooth nonrandom function equal each other with w. p. 1; for k = 2, the Ito stochastic
integrals appearing in the numerical scheme (4) differ w. p. 1 from the corresponding Stratonovich
stochastic integrals by constant values by virtue of the standard relations between the Ito and
Stratonovich stochastic integrals. Consider the triple Stratonovich stochastic integral defined by
I
∗(i1i2i3)
(000)T,t =
∗T∫
t
∗t3∫
t
∗t2∫
t
df
(i1)
t1 df
(i2)
t2 df
(i3)
t3 (i1, i2, i3 = 1, . . . ,m).
In view of the standard relations between the Ito and Stratonovich stochastic integrals and also
Theorems 1 and 4 (k = 3), we obtain
M
{(
I
∗(i1i2i3)
(000)T,t − I
∗(i1i2i3)q
(000)T,t
)2}
=
= M
{(
I
(i1i2i3)
(000)T,t + 1{i1=i2}
1
2
T∫
t
τ∫
t
dsdf (i3)τ + 1{i2=i3}
1
2
T∫
t
τ∫
t
df (i1)s dτ − I∗(i1i2i3)q(000)T,t
)2}
=
= M
{(
I
(i1i2i3)
(000)T,t − I
(i1i2i3)q
(000)T,t + I
(i1i2i3)q
(000)T,t +
(74) + 1{i1=i2}
1
2
T∫
t
τ∫
t
dsdf (i3)τ + 1{i2=i3}
1
2
T∫
t
τ∫
t
df (i1)s dτ − I∗(i1i2i3)q(000)T,t
)2}
,
I
(i1i2i3)q
(000)T,t =
q∑
j1,j2,j3=0
Cj3j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
− 1{i1=i2}1{j1=j2}ζ(i3)j3 −
(75) −1{i2=i3}1{j2=j3}ζ(i1)j1 − 1{i1=i3}1{j1=j3}ζ
(i2)
j2
)
,
(76) I
∗(i1i2i3)q
(000)T,t =
q∑
j1,j2,j3=0
Cj3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
,
where I
(i1i2i3)q
(000)T,t is the approximation by formula (17) (see also (14)) with k = 3, and I
∗(i1i2i3)q
(000)T,t is the
approximation using Theorem 4.
Substituting (75) and (76) into (74) yields
M
{(
I
∗(i1i2i3)
(000)T,t − I
∗(i1i2i3)q
(000)T,t
)2}
=
= M
{(
I
(i1i2i3)
(000)T,t − I
(i1i2i3)q
(000)T,t +1{i1=i2}
(
1
2
T∫
t
τ∫
t
dsdf (i3)τ −
q∑
j1,j3=0
Cj3j1j1ζ
(i3)
j3
)
+
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+1{i2=i3}
(
1
2
T∫
t
τ∫
t
df (i1)s dτ −
q∑
j1,j3=0
Cj3j3j1ζ
(i1)
j1
)
−1{i1=i3}
q∑
j1,j2=0
Cj1j2j1ζ
(i2)
j2
)2}
≤
≤ 4
(
M
{(
I
(i1i2i3)
(000)T,t − I
(i1i2i3)q
(000)T,t
)2}
+1{i1=i2}F
(i3)
q +
(77) +1{i2=i3}G
(i1)
q + 1{i1=i3}H
(i2)
q
)
,
where
F (i3)q = M
{(
1
2
T∫
t
τ∫
t
dsdf (i3)τ −
q∑
j1,j3=0
Cj3j1j1ζ
(i3)
j3
)2}
,
G(i1)q = M
{(
1
2
T∫
t
τ∫
t
df (i1)s dτ −
q∑
j1,j3=0
Cj3j3j1ζ
(i1)
j1
)2}
,
H(i2)q = M
{(
q∑
j1,j2=0
Cj1j2j1ζ
(i2)
j2
)2}
.
In the cases of Legendre polynomials and trigonometric functions, we have the equalities
lim
q→∞
F (i3)q = 0, limq→∞
G(i1)q = 0, limq→∞
H(i2)q = 0.
(For details, see the proof of Theorem 4 in [11]-[14], [19]-[21], [35], [40], [41].)
However, in accordance with (77) the value
M
{(
I
∗(i1i2i3)
(000)T,t − I
∗(i1i2i3)q
(000)T,t
)2}
with a finite q can be estimated by
(78) 4M
{(
I
(i1i2i3)
(000)T,t − I
(i1i2i3)q
(000)T,t
)2}
,
and by three additional terms of a rather complex structure. The value (78) can be calculated exactly
using Theorem 2 or estimated using (18) for the case k = 3.
As is easily observed, this peculiarity will also apply to the iterated Stratonovich stochastic integrals
of multiplicities 4 and 5, with the only difference that the number of additional terms like F
(i3)
q , G
(i1)
q ,
and H
(i2)
q will be considerably higher and their structure will be more complicated. Therefore, the
payment for a relatively simple expansion of the iterated Stratonovich stochastic integrals (Theorem
6) in comparison with the iterated Ito stochastic integrals (Theorem 1) is a much more difficult
calculation or estimation procedure of their mean-square approximation errors.
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5. Explicit One-Step Strong Numerical Schemes of Orders 2.0 and 2.5, Based on the
Unified Taylor–Stratonovich expansion
Consider explicit one-step strong numerical scheme of order 2.5, based on the so-called unified
Taylor–Stratonovich expansion [10], [13]-[18]
yp+1 = yp +
m∑
i1=1
Bi1 Iˆ
∗(i1)
(0)τp+1,τp
+∆a¯+
m∑
i1,i2=1
Gi2Bi1 Iˆ
∗(i2i1)
(00)τp+1,τp
+
+
m∑
i1=1
(
Gi1 a¯
(
∆Iˆ
∗(i1)
(0)τp+1,τp
+ Iˆ
∗(i1)
(1)τp+1,τp
)
− L¯Bi1 Iˆ∗(i1)(1)τp+1,τp
)
+
+
m∑
i1,i2,i3=1
Gi3Gi2Bi1 Iˆ
∗(i3i2i1)
(000)τp+1,τp
+
∆2
2
L¯a¯+
+
m∑
i1,i2=1
(
Gi2 L¯Bi1
(
Iˆ
∗(i2i1)
(10)τp+1,τp
− Iˆ∗(i2i1)(01)τp+1,τp
)
− L¯Gi2Bi1 Iˆ∗(i2i1)(10)τp+1,τp+
+Gi2Gi1 a¯
(
Iˆ
∗(i2i1)
(01)τp+1,τp
+∆Iˆ
∗(i2i1)
(00)τp+1,τp
))
+
+
m∑
i1,i2,i3,i4=1
Gi4Gi3Gi2Bi1 Iˆ
∗(i4i3i2i1)
(0000)τp+1,τp
+
∆3
6
LLa+
+
m∑
i1=1
(
Gi1 L¯a¯
(
1
2
Iˆ
∗(i1)
(2)τp+1,τp
+∆Iˆ
∗(i1)
(1)τp+1,τp
+
∆2
2
Iˆ
∗(i1)
(0)τp+1,τp
)
+
+
1
2
L¯L¯Bi1 Iˆ
∗(i1)
(2)τp+1,τp
− LGi1 a¯
(
Iˆ
∗(i1)
(2)τp+1,τp
+∆Iˆ
∗(i1)
(1)τp+1,τp
))
+
+
m∑
i1,i2,i3=1
(
Gi3 L¯Gi2Bi1
(
Iˆ
∗(i3i2i1)
(100)τp+1,τp
− Iˆ∗(i3i2i1)(010)τp+1,τp
)
+
+Gi3Gi2 L¯Bi1
(
Iˆ
∗(i3i2i1)
(010)τp+1,τp
− Iˆ∗(i3i2i1)(001)τp+1,τp
)
+
+Gi3Gi2Gi1 a¯
(
∆Iˆ
∗(i3i2i1)
(000)τp+1,τp
+ Iˆ
∗(i3i2i1)
(001)τp+1,τp
)
−
−L¯Gi3Gi2Bi1 Iˆ∗(i3i2i1)(100)τp+1,τp
)
+
(79) +
m∑
i1,i2,i3,i4,i5=1
Gi5Gi4Gi3Gi2Bi1 Iˆ
∗(i5i4i3i2i1)
(00000)τp+1,τp
,
where ∆ = T/N (N > 1) is a constant (for simplicity) step of integration, τp = p∆ (p = 0, 1, . . . , N),
Iˆ
∗(i1...ik)
(l1...lk)s,t
is an approximation of iterated Stratonovich stochastic integral of form (61),
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a¯(x, t) = a(x, t) − 1
2
m∑
j=1
GjBj(x, t),
L¯ = L− 1
2
m∑
j=1
GjGj ,
L =
∂
∂t
+
n∑
i=1
ai(x, t)
∂
∂xi
+
1
2
m∑
j=1
n∑
l,i=1
Blj(x, t)Bij(x, t)
∂2
∂xl∂xi
,
Gi =
n∑
j=1
Bji(x, t)
∂
∂xj
, i = 1, . . . ,m,
l1, . . . , lk = 0, 1, 2, i1, . . . , ik = 1, . . . ,m, k = 1, 2, . . . , 5, Bi and Bij are the ith column and the ijth
element of the matrix function B, ai is the ith element of the vector function a, xi is the ith element
of the column x, the functions
Bi1 , a¯, Gi2Bi1 , Gi1 a¯, L¯Bi1 , Gi3Gi2Bi1 , L¯a¯, LLa, Gi2 L¯Bi1 ,
L¯Gi2Bi1 , Gi2Gi1 a¯, Gi4Gi3Gi2Bi1 , Gi1 L¯a¯, L¯L¯Bi1 , L¯Gi1 a¯, Gi3 L¯Gi2Bi1 , Gi3Gi2 L¯Bi1 ,
Gi3Gi2Gi1 a¯, L¯Gi3Gi2Bi1 , Gi5Gi4Gi3Gi2Bi1
are calculated at the point (yp, p).
Under the standard conditions [2], [10] the numerical scheme (79) has a strong convergence of
order 2.5. The major emphasis below will be placed on the approximation of the iterated Stratonovich
stochastic integrals appearing in (79). Therefore, among the standard conditions, note the approxi-
mation condition of these integrals [2], [10], which has the form
(80) M
{(
I
∗(i1...ik)
(l1...lk)τp+1,τp
− Iˆ∗(i1...ik)(l1...lk)τp+1,τp
)2}
≤ C∆6,
where the constant C is independent of ∆.
Note that if we exclude from (79) the terms starting from the term ∆3LLa/6, then we have an
explicit one-step strong numerical scheme of order 2.0 [2], [10], [13]-[18].
Using the numerical scheme (79) or its modifications based on the Taylor–Stratonovich expansion
[7], the implicit or multistep analogs of (79) can be constructed [2], [10], [13]-[18]. The set of the
iterated Stratonovich stochastic integrals to be approximated for implementing these modifications
is the same as for the numerical scheme (79) itself. Interestingly, the truncated unified Taylor–
Stratonovich expansion (the foundation of the numerical scheme (79)) contains 12 different types
of iterated Stratonovich stochastic integrals of form (61), which cannot be interconnected by linear
relations [10], [13]-[18]. The analogous Taylor–Stratonovich expansion [2], [7] contains 17 different
types of iterated Stratonovich stochastic integrals, part of which are interconnected by linear relations
and part of which have a higher multiplicity than the iterated Stratonovich stochastic integrals (61).
This fact well explains the use of the numerical scheme (79).
One of the main problems arising in the implementation of the numerical scheme (79) is the joint
numerical modeling of the iterated Stratonovich stochastic integrals figuring in (79). Let us consider
an efficient numerical modeling method for the iterated Stratonovich stochastic integrals based on
Theorem 6.
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Using Theorem 6 and multiple Fourier–Legendre series we obtain the following approximations of
iterated Stratonovich stochastic integrals from (79) [10]-[47]
(81) I
∗(i1)
(0)τp+1,τp
=
√
∆ζ
(i1)
0 ,
(82) I
∗(i1)
(1)τp+1,τp
= −∆
3/2
2
(
ζ
(i1)
0 +
1√
3
ζ
(i1)
1
)
,
(83) I
∗(i1)
(2)τp+1,τp
=
∆5/2
3
(
ζ
(i1)
0 +
√
3
2
ζ
(i1)
1 +
1
2
√
5
ζ
(i1)
2
)
,
(84) I
∗(i1i2)q
(00)τp+1,τp
=
∆
2
(
ζ
(i1)
0 ζ
(i2)
0 +
q∑
i=1
1√
4i2 − 1
(
ζ
(i1)
i−1 ζ
(i2)
i − ζ(i1)i ζ(i2)i−1
))
,
I
∗(i1i2)q
(01)τp+1,τp
= −∆
2
I
∗(i1i2)q
(00)τp+1,τp
− ∆
2
4
(
1√
3
ζ
(i1)
0 ζ
(i2)
1 +
(85) +
q∑
i=0
(
(i+ 2)ζ
(i1)
i ζ
(i2)
i+2 − (i + 1)ζ(i1)i+2 ζ(i2)i√
(2i+ 1)(2i+ 5)(2i+ 3)
− ζ
(i1)
i ζ
(i2)
i
(2i− 1)(2i+ 3)
))
,
I
∗(i1i2)q
(10)τp+1,τp
= −∆
2
I
∗(i1i2)q
(00)τp+1,τp
− ∆
2
4
(
1√
3
ζ
(i2)
0 ζ
(i1)
1 +
(86) +
q∑
i=0
(
(i+ 1)ζ
(i2)
i+2 ζ
(i1)
i − (i + 2)ζ(i2)i ζ(i1)i+2√
(2i+ 1)(2i+ 5)(2i+ 3)
+
ζ
(i1)
i ζ
(i2)
i
(2i− 1)(2i+ 3)
))
,
(87) I
∗(i1i2i3)q
(000)τp+1,τp
=
q∑
j1,j2,j3=0
Cj3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
,
(88) I
∗(i1i2i3)q
(100)τp+1,τp
=
q∑
j1,j2,j3=0
C100j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
,
(89) I
∗(i1i2i3)q
(010)τp+1,τp
=
q∑
j1,j2,j3=0
C010j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
,
(90) I
∗(i1i2i3)q
(001)τp+1,τp
=
q∑
j1,j2,j3=0
C001j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
,
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(91) I
∗(i1i2i3i4)q
(0000)τp+1,τp
=
q∑
j1,j2,j3,j4=0
Cj4j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i4)
j4
,
(92) I
∗(i1i2i3i4i5)q
(00000)τp+1,τp
=
q∑
j1,j2,j3,j4,j5=0
Cj5j4j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i4)
j4
ζ
(i5)
j5
,
where the Fourier–Legendre coefficients
Cj3j2j1 , C
100
j3j2j1 , C
010
j3j2j1 , C
001
j3j2j1 , Cj4j3j2j1 , Cj5j4j3j2j1
are determined by (37)–(42), (43)–(48).
On the basis of the presented expansions (see (81)–(92)) of iterated Stratonovich stochastic integrals
we can see that increasing of multiplicities of these integrals or degree indexes of their weight functions
leads to increasing of orders of smallness according to ∆ in the mean-square sense for iterated
stochastic integrals that lead to sharp decrease of member quantities (the numbers q) in expansions
of iterated Stratonovich stochastic integrals, which are required for achieving the acceptable accuracy
of approximation. Generally speaking, the minimum values q that guarantee condition (80) for each
approximation (81)–(92) are different and abruptly decreasing with growth of order of smallness of
the approximation of the iterated stochastic integral in the value ∆.
From Theorem 2 for the case i1 6= i2 we obtain
M
{(
I
∗(i1i2)
(00)τp+1,τp
− I∗(i1i2)q(00)τp+1,τp
)2}
=
∆2
2
∞∑
i=q+1
1
4i2 − 1 ≤
(93) ≤ ∆
2
2
∞∫
q
1
4x2 − 1dx = −
∆2
8
ln
∣∣∣∣1− 22q + 1
∣∣∣∣ ≤ C1∆2q ,
where constant C1 does not depends on ∆.
As was mentioned above, the value ∆ plays the role of integration step in the numerical procedures
for Ito stochastic differential equations, then this value is sufficiently small. Keeping in mind this
circumstance, it is easy to note that there exists a such constant C2 that
(94) M
{(
I
∗(i1...ik)
(l1...lk)τp+1,τp
− I∗(i1...ik)q(l1...lk)τp+1,τp
)2}
≤ C2M
{(
I
∗(i1i2)
(00)τp+1,τp
− I∗(i1i2)q(00)τp+1,τp
)2}
,
where I
∗(i1...ik)q
(l1...lk)τp+1,τp
is the approximation of iterated Stratonovich stochastic integral (61).
From (93) and (94) we finally have
(95) M
{(
I
∗(i1...ik)
(l1...lk)τp+1,τp
− I∗(i1...ik)q(l1...lk)τp+1,τp
)2}
≤ K∆
2
q
,
where constant K does not depends on ∆.
The same idea can be found in [2] for the case of trigonometric functions.
Essentially more information about numbers q we can get by another approach.
EXPLICIT ONE-STEP STRONG NUMERICAL METHODS OF ORDERS 2.0 AND 2.5 27
We have
I
∗(i1...ik)
(l1...lk)τp+1,τp
= I
(i1...ik)
(l1...lk)τp+1,τp
w. p. 1
for pairwise different i1, . . . , ik = 1, . . . ,m.
Then for i1 6= i2 the following mean-square errors
M
{(
I
∗(i1i2)
(00)τp+1,τp
− I∗(i1i2)q(00)τp+1,τp
)2}
, M
{(
I
∗(i1i2)
(10)τp+1,τp
− I∗(i1i2)q(10)τp+1,τp
)2}
,
M
{(
I
∗(i1i2)
(01)τp+1,τp
− I∗(i1i2)q(01)τp+1,τp
)2}
are defined by (49), (50).
Moreover for pairwise different i1, . . . , i5 = 1, . . . ,m from (20) we obtain
M
{(
I
∗(i1i2i3)
(000)τp+1,τp
− I∗(i1i2i3)q(000)τp+1,τp
)2}
=
∆3
6
−
q∑
j3,j2,j1=0
C2j3j2j1 ,
M
{(
I
∗(i1i2i3i4)
(0000)τp+1,τp
− I∗(i1i2i3i4)q(0000)τp+1,τp
)2}
=
∆4
24
−
q∑
j1,j2,j3,j4=0
C2j4j3j2j1 ,
M
{(
I
∗(i1i2i3)
(100)τp+1,τp
− I∗(i1i2i3)q(100)τp+1,τp
)2}
=
∆5
60
−
q∑
j1,j2,j3=0
(
C100j3j2j1
)2
,
M
{(
I
∗(i1i2i3)
(010)τp+1,τp
− I∗(i1i2i3)q(010)τp+1,τp
)2}
=
∆5
20
−
q∑
j1,j2,j3=0
(
C010j3j2j1
)2
,
M
{(
I
∗(i1i2i3)
(001)τp+1,τp
− I∗(i1i2i3)q(001)τp+1,τp
)2}
=
∆5
10
−
q∑
j1,j2,j3=0
(
C001j3j2j1
)2
,
M
{(
I
∗(i1i2i3i4i5)
(00000)τp+1,τp
− I∗(i1i2i3i4i5)q(00000)τp+1,τp
)2}
=
∆5
120
−
q∑
j1,j2,j3,j4,j5=0
C2j5i4i3i2j1 .
For example [10]-[21]
M
{(
I
∗(i1i2i3)
(000)τp+1,τp
− I∗(i1i2i3)6(000)τp+1,τp
)2}
=
∆3
6
−
6∑
j3,j2,j1=0
C2j3j2j1 ≈ 0.01956000∆3,
M
{(
I
∗(i1i2i3)
(100)τp+1,τp
− I∗(i1i2i3)2(100)τp+1,τp
)2}
=
∆5
60
−
2∑
j1,j2,j3=0
(
C100j3j2j1
)2 ≈ 0.00815429∆5,
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M
{(
I
∗(i1i2i3)
(010)τp+1,τp
− I∗(i1i2i3)2(010)τp+1,τp
)2}
=
∆5
20
−
2∑
j1,j2,j3=0
(
C010j3j2j1
)2 ≈ 0.01739030∆5,
M
{(
I
∗(i1i2i3)
(001)τp+1,τp
− I∗(i1i2i3)2(001)τp+1,τp
)2}
=
∆5
10
−
2∑
j1,j2,j3=0
(
C001j3j2j1
)2 ≈ 0.02528010∆5,
M
{(
I
∗(i1i2i3i4)
(0000)τp+1,τp
− I∗(i1i2i3i4)2(0000)τp+1,τp
)2}
=
∆4
24
−
2∑
j1,j2,j3,j4=0
C2j4j3j2j1 ≈ 0.02360840∆4,
M
{(
I
∗(i1i2i3i4i5)
(00000)τp+1,τp
− I∗(i1i2i3i4i5)1(00000)τp+1,τp
)2}
=
∆5
120
−
1∑
j1,j2,j3,j4,j5=0
C2j5i4i3i2j1 ≈ 0.00759105∆5.
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