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R esu m o
Este trabalho propõe uma modificação na fórmula semiclássica para a função de 
Green, aplicando em potenciais constantes por partes. Esta modificação consiste em acres­
centar um novo fator pré-exponencial à contribuição de cada trajetória clássica possível 
ao sistema, sendo este composto pelas amplitudes de espalhamento isoladas de cada ponto 
onde o potencial sofre uma mudança abrupta. Este fator acrescenta à fórmula semiclássica 
características ondulatórias da partícula, evidentes no processo de espalhamento desta com 
os potenciais em questão. A fórmula modificada também fornece as amplitudes de espalha­
mento do sistema e pode ser aplicada, em situações especiais, à potenciais suaves.
A b strac t
This work suggests a modification in the semiclassical formula for the Green’s func­
tion when applied to piecewise potential. This change consists in the addition of a new 
pre-exponential factor to the contribution of each possible classical trajectory of the sys­
tem. This factor is made up of the isolated scattering amplitudes of each point where the 
potential change abruptly. The quantum behavior of the system, evident in the scattering 
process, justifies this factor, which enhances the ondulatory characteristics to the semiclas­
sical formula. The modified formula also gives the scattering amplitudes of the system and 
can be used, in special situations, on smooth potentials.
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In trodução
Nos últimos anos as aproximações semiclássicas têm exercido tanta influência no 
estudo dos fenômenos quânticos que alguns autores chamam este período de Mecânica 
Quântica Pós-Moderna, em contraste com a Mecânica Quântica Antiga e Moderna [1], 
Desde os primeiros trabalhos de Wentzel, Kramers e Brillouin (1926), com as equações de 
onda de Schrõdinger e com o propagador semiclássico de Van Vleck (1928), até os trabalhos 
mais recentes de Gutzwiller (1970) [2], utilizando a função de Green, o sucesso das aproxi­
mações semiclássicas se deve a dois principais fatores: conseguem obter resultados, mesmo 
que aproximados, em problemas difíceis para à Mecânica Quântica, devido à complexidade 
dos cálculos, e fornecem melhor compreensão do limite clássico destes sistemas.
A função de Green, tanto quanto o propagador, é um recurso cada vez mais valorizado 
no estudo do comportamento de um sistema quântico, pois possibilita observar melhor a 
dinânica do sistema, como por exemplo, o processo de interação da partícula com potenciais 
e os tempos gastos nestes processos. Dentro da aproximação semiclássica a função de Green 
também é muito utilizada no estudo de sitemas cujo equivalente clássico apresenta caos.
Devido às características do processo de obtenção das fórmulas semiclássicas, potenciais 
constantes por partes apresentam problemas justamente no ponto onde ocorre a mudança 
abrupta do potencial. Este ainda é um grande problema para as aproximações semiclássicas 
e interessa resolvê-lo, uma vez que estes potenciais são amplamente utilizados na física de 
semicondutores, modelando interfaces em junções [5].
Neste trabalho é apresentada uma nova forma para a função de Green semiclássica, da
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qual é possível obter resultados exatos para potenciais constantes por partes. O capítulo 1 
localiza a função de Green na Mecânica Quântica, a partir da definição de propagador. O 
capítulo 2 apresenta as aproximações semiclássicas para a função de onda (WKB), para 
o propagador (Van Vleck) e para a função de Green. O capítulo 3 analisa a função de 
Green exata para o potencial degrau e, a partir de argumentos baseados na compreensão 
do fenômeno quântico, propõe uma modiíição na fórmula semiclássica usual. O capítulo 4 
confirma a validade da fórmula modificada para outros potenciais constantes por partes, 
cujos resultados exatos já foram calculados e se encontram na literatura, e mostra como 
utilizar mais rapidamente a fórmula para outros potências mais complexos. O capítulo 5 
aplica a fórmula em diversos potências, sendo alguns deles inéditos na literatura, como a 
barreira assimétrica, o poço retangular assimétrico e o poço duplo retangular. O capítulo 6 
discute este novo fator em contraste com as limitações da fórmula semiclássica e amplia 
sua aplicação para potenciais suaves. Na conclusão enfoca-se o valor do novo método na 
obtenção de resultados exatos e mostra novas perspectivas.
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C a p ítu lo  1
O p ro p agad o r e a  função de G reen  de 
energia
1.1 O p rop agad or com o função de G reen
A forma integral da equação de Schrödinger, sendo t b > t a, é dada por:
^(r& , h)  — J  K ( r b, t b-,Ta, t a) ^ (ra, t a) dzra (1.1)
onde K (r&, t b, ra, t a) é o propagador e ^(r^, t b) e ^(ra, t a) são funções de onda em dois pontos 
do espaço-tempo [6]. Conhecendo-se o propagador, o problema quântico está resolvido, pois 
a função r b, t b) é solução da equação de Schrõdinger. Para uma partícula de massa m,  a
equação de Schrõdinger é dada por:
H  -  in d_dtt 9 ( r b, t b) =  0 (1.2)
onde H  é o operador hamiltoniano, definido como:
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com V (rb, t b) representando a energia potencial do sistema efi, =  hf2rr, sendo h a constante 
de Planck.
No espaço de configuração , (1.1) tem a seguinte forma:
< r6|^ (í6) > =  J  K ( r bjtb; r a, t a) < r0|^ ( í0) > dzra (1.4)
Outra forma de se obter ^(ffe) > , a partir de \ ^ ( t a) >,  é utilizando-se a relação :
\ ^( t b) > = U ( t b, t a) I^Oa) > (1-5)
onde:
W(Í6,ía) =  e x p [ - ~  f  Hdt],  (1.6)n Jta
é o operador de evolução temporal.
Multiplicando-se ambos os lados de (1.5) por < r&| e valendo-se da completeza:
< Tb\ ^( t b) > =  J < r bm b, t a)\ra x r am t a) >  ra (1-8)
Comparando (1.8) com (1-4), pode-se identificar o propagador como sendo:
K ( r b, t b, r a; ta) = <  r b\U(tb, t a)\ra >  (1.9)
Nesta forma o propagador pode ser interpretado como uma amplitude de transição do 
sistema no estado |ra > no tempo ta para o estado jr̂ , > no tempo tb.
O propagador também pode ser escrito em função das soluções da equação de 
Schrödinger. A partir de (1.9) pode-se escrever:
K ( r b,tb; r a ,ta) = <  rb\U(t.b -  ta) Y  l^ n ^ a ) > <  ^t»(ta)|ra >  (1-10)
in
onde utilizou-se a relação de completeza:
Y  i^m(ía) > <  ¥*i(t«)| =  1 (1-H)m
Desenvolvendo (1.10) obtém-se:
K ( r b, t b, r a, ta) =  Y  < rí>l^m(íò) > <  1í ,m(ío)|ra >m
=  Y ^ r a ( Ta^a) '&m(jb, t b) (1-12)m
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Observando K ( r b, t b, r a, t a), como apresentado em (1.9) ou (1.12), nele não se encon­
tra nada que obrigue tb > ta. Porém, impondo esta condição, introduz-se o conceito de 
causalidade necessário para a correta interpretação de K  (rb, tb; r a, ta) (na verdade, tb < ta é 
adequadamente interpretado na teoria quântica de campos, quando da descrição do movi­
mento de antipartículas). Assim exposto, é conveniente escrever o propagador como:
K ( r b, tb; r0, ta) =  Q{t b -  ta) K' {yb, tb; r„, ta)  (1.13)
onde K'{vb, t b,Ta, t a)  é o propagador válido para qualquer tbl como definido em (1.9) e 
Q(t b — t.a) é a função Heaviside definida como:
e<**-*•>={? Z V ; V :  t1-14»1 pdTÜ tb > t a
Ao se resolver a equação de Schrödinger para o propagador, como escrito em (1.13), 
obtém-se:




K  (rb, tb, ra, ta)
- i  KK' ( rb, t b;ra, t a) — &(tb -  ta) o t b
=  - i  H6(tb -  ta) K ( r b, tb; ra, ta)
(1.15)
(1.16)
A primeira parcela do lado direito de (1.15) é nula porque, como se pode ver em (1.12), 
K' ( r b, t b; ra, t a)  pode ser escrito como auto-funções de Ti, que são soluções da equação de 
Schrödinger dependente do tempo. O delta de Dirac de (1.16) surge da derivada da função 
degrau e faz com que todo este lado direito só tenha valor diferente de zero para tb — ta. 
Em função disto, encontra-se:
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(1.17)
0  delta de Dirac em relação à posição é obtido a partir da definição em (1.9), onde o
operador de evolução temporal é igual a 1 para tb — ta e <  r{,|ra > =  Ô(rb -  r a).
A equação diferencial em (1.17) satisfaz a equação diferencial de uma função de Green
1.2 O p rop agador com o in tegra l de cam in h os
Dentro de uma configuração de espaço-tempo, pode-se dividir o intervalo entre ta e tb 
em N  partes e escolher N  — 1 pontos intermediários entre os pontos extremos (r&, tb) e 
(ra, ta), conforme mostra a fig. 1.1 (na figura usa-se apenas uma dimensão espacial, mas o 
mesmo raciocínio é válido para três dimensões) . No limite Ar —> oo, estes pontos definem 
um caminho r(í) que sai de ra no tempo t a e chega em no tempo t b. Para simplificar 
a notação será usado a para o ponto (ra, ta), b para (r<>, t b) e o numero i para o seu ponto
0  propagador para um único caminho, como o representado na fig. 1.1, pode ser escrito 
como [10]:
O produto de progadores em (1.18) deve ser interpretado como a amplitude de proba-
Porém este produto nao é a amplitude de probabilidade total K(b,a) ,  pois ainda se deve
[9],
(ri.ti).
K ( b , N  -  1 ) K ( N  -  1, N  -  2 ) . . . K ( 2 , l ) K ( l , a ) (1.18)
bilidade de um caminho possível de uma partícula sair do ponto a e chegar no ponto b.
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Figura 1.1: Digrama de Feynman, mostrando um possível caminho no espaço-tempo ligando
(̂ O) â.) &
integrar cada ponto intermediário em todo o espaço, para que todos os caminhos sejam 
efetivamente contados.
K(b,  a) — J  d3r N_x J  dzrN_2... J  dzr2 j  dzrxK{b , N  -  1 ) K ( N  -  1, N -  2)...
A '(2 ,l)X (l,a ) (1.19)
A expressão em (1.19) já pode ser entendida como uma integral de caminhos.
Feynman pensou o propagador na forma desenvolvida em (1.19): como a ‘soma’ de 
amplitude de probabilidades referente a cada um dos caminhos possíveis entre (ra, t a) e 
(r ,̂ tb). Esta soma pode ser representada como:
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K ( b , a ) =  <P(r(t)) (1.20)
tcxios os caminhos possíveis
onde ri(r(f)) é a amplitude de probabilidade, pois:
P (r(i)) =  <P'(t(«)) »(>(()) (1.21)
é a probabilidade de cada caminho.
Aproveitando a sugestão dada por Dirac, em um artigo de 1946, [13, 14], Feynman 
desenvolveu as amplitudes de probabilidades em função da ação clássica de cada caminho. 
Relembrando, ação é um funcional definido por [15]:
e V(r( t ) , t )  é a energia potencial do sistema em estudo que, por simplificação, será consi­
derada como função apenas de r e í.
A ação pode ser definida para qualquer caminho ligando a e b e, normalmente, pequenas 
variações em um caminho já produz variações significativas na ação. Sua principal qualidade 
aparece quando é definida para a trajetória feita por uma partícula clássica, entre os pontos 
a e b. Esta trajetória depende das características descritas pela lagrangeana do sistema
(1.22)
onde L é a lagrangeana do sistema, dada por:
L(r ( t ) , r ( t ) , t )  =  ü l l S L  _  v (r (í) ,t ) (1.23)
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e, neste caso específico, pequenas variações na trajetória da partícula não afetam a ação 
significativamente, o que permite escrever:
Na expressão acima foram considerados apenas termos de 1." ordem em Sr(t) disto se 
conclui que o caminho que faz da ação clássica um mínimo (ou um extremo, para ser mais 
exato) é a trajetória feita por uma partícula clássica. Neste trabalho está sendo utilizado o 
termo caminho de uma forma mais geral e o termo trajetória para se referir exclusivãmente 
ao caminho que satisfaz (1.24).
Devido às características intrínsecas de um sistema quântico, fica sem sentido classificar 
um caminho qualquer como a ‘trajetória feita pela partícula’. Por isto Feynman sugeriu que 
todas as amplitudes de probabilidades dos caminhos possíveis à partícula fossem igualmente 
prováveis, ou seja, que todas tivessem o mesmo ‘peso’, mas a fase fosse proporcional a ação 
do caminho a que se refere, na seguinte forma:
Fica claro em (1.25) que a amplitude de cada caminho r(í), apesar de contribuir com 
fases diferentes, tem a mesma probabilidade, dada por (1.21). Isto foi chamado por Feyn­
man de princípio da democracia.
Ássim, a amplitude em (1.25) tem o mesmo significado que o produto em (1.18), con­
siderando o limite N  —> oo. Pensando assim já é possível escrever o propagador em (1.20) 
na forma de integrais de caminho com em (1.19). Porém, um problema ainda permanece: 
a convergência destas integrais quando se toma o limite de Ar —̂ oo.
6S — S[r(t) +  <5r(/)] — S[r(í)] =  0 (1.24)
è(r( t ) )  =  e*5[r(í)1 (1.25)
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Ao dividir-se o caminlio entre a e b em N  partes, na verdade se está subdividindo o 
intervalo de tempo em N  partes. Chamando cada uma destas subdivisões de e, tem-se:
e taN (1.26)
Fazendo o mesmo raciocínio que nas integrais de Riemaim ordinárias, onde a con­
vergência do integrando é garantida por um fator de normalização , que, 110 caso, é a 
própria diferencial que representa a ‘largura’ das subdivisões do intervalo de integração, o 
integrando do propagador também deve ser multiplicado por fator de normalização pro­
porcional a e.
Este fator proporcional a e foi deduzido por Feymnan 110 processo de normalização de 
(1.25). Para isto foi suposto que o sistema tenha uma lagrangeana no tipo da (1.23), ou 
seja, com energia potencial só dependente de r (t) e t. Chamando de C  esta constante de 
normalização ele encontrou:
C =  A ~ n (1.27)
com
(1.28)
Assim, a integral ein (1.20) deve ser escrita como:
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sendo que j  =  0 equivale ao ponto o e j  =  N  ao ponto b.
Ou, em uma forma mais compacta:
K{b, a) =  f bei s ^  V[r{t)} , (1.30)
J a .
que é mna integral de caminho, identificada pelo símbolo V.
Feynman definiu o propagador sem utilizar-se das abordagens de Schrõdinger e Heisen-
berg. A partir de sua definição foi possível chegar a resultados já conhecidos da Mecânica
Quântica e seu trabalho foi reconhecido como uma terceira abordagem para a mesma.
1.3 A  fu nção de G reen  de en erg ia
O propagador, como definido no capítulo anterior, é uma função de Green da variável 
tempo. Se for considerado apenas os casos onde os tempos finais aparecem no propagador 
como uma diferença At =  t-b — t,a, pode-se, sem perda de generalidade, tomar ta =  0 e 
tb =  t (a qualquer momento pode-se fazer t =  At  e retomar a notação anterior). Nestas 
condições, pode-se tomar a transformada de Laplace do propagador, definida como:
1 í ° °  iG(rb, rtt; s) -  — /  K ( r b, r a,t) e*stdt (1-31)in J o
Aplicando a transformada de Laplace à eq. de Schrõdinger para o propagador, em 
(1.17), tem-se:
Considerando, inicialmente, o termo da derivada temporal e resolvendo a integral por 
partes, encontra-se:
Na primeira parcela do lado direito de (1.33), deve-se analisar com detalhes os limites. A 
variável s pode ser considerada um número complexo com uma parte imaginária constante 
e positiva. Assim, no limite í —> oo, este termo será nulo. Para t =  0, já foi visto 110 
capítulo anterior, na dedução de (2.17), que K (rj,,r0:0) =  8(rb — ra). Com esta análise,
(1.33) pode ser escrito como:
A variável s está diretamente relacionada com a variável energia, portanto, (1.35) mostra 
que G ( T b. ra; s) é uma função de Green para a equação de Schrödinger independente do 
tempo.
G(rb, ra; s) é chamada por muitos autores de função de Green de energia ou função 
de Green, simplesmente. A fim de simplificar e padronizar a nomenclatura, a expressão
(1.34)
Substituindo (1.34) em (1.32), tem-se:
[H -  s] G(r,, r„; s ) =  - í ( r ,  -  r„) (1.35)
função de Green será utilizada, de agora em diante neste trabalho, para se referir somente 
a G(rb, r a; s) e K(rb,tb'iTaGa) será chamado sempre de propagador.
Não existe uma construção para a função de Green como existe para o propagador, como 
integral de caminhos. Existem, porém, outras formas de obtê-la, utilizando-se métodos 
alternativos. Estes métodos nem sempre são acessíveis para se determinar o propagador. 
Portanto, saber obter informações sobre o sistema a partir da função de Green é de grande 
utilidade.
Antes de falar sobre as informações que se pode obter da função de Green, é importante 
fazer um curto comentário sobre os outros métodos acessíveis para se determiná-la, uma vez 
que este trabalho propõe um. Um dos métodos é tentar resolver a equação ein (1.35) [16]. 
Um outro, utilizado por Scbulmman [17] e Grosche [18] e foi deduzir a função de Green 
para sistemas com potenciais acoplados a partir da função de Green, já existente, para um 
dos potenciais isolados1. Outra técnica utiliza-se dos métodos semiclássicos [2, 21, 22].
As possibilidades de explorar a função de Green dependem muito da forma como ela foi 
obtida. Se não está resolvida a equação de Schrödinger do sistema, ou melhor, não tendo 
os auto-valores de energia, pode-se utilizar a função de Green para obtê-los. É possível 
demonstrar que a função de Green contém informações sobre os auto-valores de energia. 
Para isto basta escrever o propagador como soma das funções de onda do sistema, como 
em (1.12), e determinar a função de Green utilizando (1.31). Não esquecendo a condição 
imposta no início do capítulo, onde as variáveis tempo no propagador devem aparecem 
como uma diferença At .  Isto implica que o potencial a que está sujeito o sistema não
depende do tempo e as funções de onda podem ser escritas como:
1 Estes dois autores chegaram no mesmo resultado, por caminhos diferentes, para uma fórmula válida 
apenas para o acoplamento de um potencial Delta de Dirac com um outro, cuja função de Green seja 
conhecida.
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^(r, t) =  ç>(r) e nEt (1.36)
onde é{v)  é solução da equação de Schrödinger independente do tempo.
E para a função de Green:
(1.37)
Fazendo as mesmas considerações para s que em (1.33), tem-se:
G(rb, ra; s) =  m̂ S Em (1.38)
Sobre o eixo real de s, G(rb, ra; s ) apresenta pólos nos auto-valores de energia dos estados 
ligados. Porém, a dedução acima também pode ser feita para estados contínuos bastando, 
para isto, trocar o somatório, em (1.12), por uma integral em E.  Neste caso, as energias 
do sistema contribuirão com cortes no plano complexo 5 . Se o sistema apresentar estados 
ressonantes, estes estados também constituirão pólos em G(rb. ra; s), só que para s fora do 
eixo real [11].
Por outro lado, se já são conhecidas as soluções da equação de Schrödinger independente 
do tempo, pode-se utilizar (1.38) para obter a função de Green. Portanto, (1.8) também 
constitui um caminho para se obtê-la [19, 20].
Outra potencialidade da função de Green é na obtenção da função de onda propagada, 
como em (1.1). Basta para isto substituir K ( r b, th':Ta, ta) pela transformada inversa de 
Laplace da função de Green, obtendo assim:
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2 r o o  -H e  r o o
V ( Tb,t) =  7r  / G(rb, r a;s)ty(Ta,0)dTadsZ7T J —o o + ie  , /—oo (1.39)
O fato de, em (1.39), se fazer antes uma integral em ra, envolvendo a função de onda 
inicial í*(r0,, 0), pode facilitar a integral da transformada inversa. Depois da integral em ra, 
surge mais um pólo e mais um corte. E claro que isto só é possível para poucos casos, porém 
para os casos onde a integral em s ainda não é realizável, mesmo depois da integração em 
ra, sobram ainda as aproximações assintóticas que, apesar de não fornecer uma fimção de 
onda propagada exata, mostram o comportamento do sistema no limite da aproximação 
utilizada [16].
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C ap ítu lo  2
A proxim ações sem iclássicas
2.1 A  fu nção de on d a sem ic lá ssica
A aproximação semiclássica para a função de onda é discutida em muitos livros textos 
[6] e é apresentada aqui, de forma sintética, como introdução ao raciocínio semiclássico.
A função de onda ^(r, t),  solução da equação de Schrõdinger, pode ser escrita como:
*(r,t) = (2.1)
onde
/.(r,() = |*(r,i)|í (2.2)
é a densidade de propabilidade e S ( r , t )  está relacionado com o fluxo de probalilidade, 
como:
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j (r ,í)  =  ^—-  (2-3)m
A fase S  tem uma interpretação interessante quando se toma o limite clássico da 
Mecânica Quântica, que é dado por % —> 0. Para aplicar este limite, toma-se a equação de 
Schrödinger para a função de onda definida em (2.1), obtendo-se:
I V i f  +  ' - Vp v 2.s +  v s 'n n a + V —
iU dy/p i r  d Sdt  U  ̂ dt (2.4)
No limite clássico, restam apenas os termos que não contenham Ti, que são:
^ | V S ( r , t ) | 2 + 7 ( r , í )  +  ^ ^  =  0 (2.5)
A equação em (2.5) é conhecida da Mecânica Clássica como a equação de Hamilton- 
Jacobi e a primeira conclusão que se chega é que, no limite de Ti —> 0, a Mecânica Clássica 
está contida na Mecânica Ondulatória de Schrödinger. A interpretação semiclássica de S é 
que ele é a função principal de Hamilton [15] que é igual a ação definida em (1.22) a menos 
de uma constante.
Restringindo a análise para um sistema unidimensional e conservativo, a função princi­
pal de Hamilton é separável da seguinte forma:
S ( x , t )  =  W( x )  -  E t (2.6)
onde W  (x ) é chamada de função característica de Hamilton, definida como:
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w (x) =  J  p{x')dx'  (2.7)
Na Mecânica Quântica, siteinas conservatives tem soluções chamadas de estados esta­
cionários, com dependência temporal como mostra (1.36). Para estes casos é possível 
escrever uma função de onda semiclássica, do tipo da definida em (2.1), como:
Const.
[ \ E - v ( x ) \ y / 4 exp -  ( ï )  ( / '  ~ v (x ')i x ' -  E t ) (2.8)
sendo o fator pré-exponencial p ( x , t ) deduzido a partir da equação de continuidade:
dp  1 <9 /  d S \  .
m + m S Í V õ i ) = ü  (2'9)
onde, para estados estacionários,
d£
dt = 0 (2.10)
p(x)  =  ^ 2 m ( E  -  V(x) )  (2.11)
A função em (2.8) é conhecida como aproximação WKB1.
Retornando a equação de Schrõdinger em (2.4), ao se tomar o limite clássico H —» 0,
está se considerando, por conseqüência:
‘ Devido a G.Wentzel, A.Kramers e L.Brillouin.
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R|V2S[ «  ]V 5|2 . (2.12)
Para a função de onda em (2.8), este liinite significa:
yj2m,[E -  V(x)]  Id V j d x
n „ 2 [ E - V ( x ) ] (2.13)
ou seja, o lado direito, que é um comprimento de onda de de Broglie, deve ser pequeno 
comparado com as distâncias em que o potencial tem variação apreciável. Para poten­
ciais constantes, (2.8) é um bom resultado, já para outros potenciais, ele só fornece bons 
resultados para pequenos comprimentos de onda.
A solução WKB também é válida para regiões clássicamente proibidas e, neste caso, 
W (x) é imaginário e a amplitude da função de onda em nada se altera. Apenas nos pontos 
de retorno clássico que a amplitude apresentará singularidades, violando a condição em
(2.13). Resolve-se este problema encontrando soluções apropriadas da eq.de Schrõdinger 
na região próxima aos pontos de retorno.
a ação varia muito rapidamente entre os vários caminhos possíveis, fazendo com que as 
amplitudes de probabilidade que representam estes caminhos se cancelem mutuamente (veja 
definição (1.30)) e apenas a trajetória clássica e os caminhos próximos à ela sobrevivam. 
Isto se deve ao fato da ação da trajetória clássica ser um extremo no espaço de trajetórias 
e, por isto, as variações para os caminhos próximos a ela são pequenas, mesmo comparadas
2.2 O prop agad or sem iclá ssico
O limite semiclássico para o propagador também é obtido com 75, —» 0. Neste limite,
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com Tl .
O processo matemático correto para se tomar o limite clássico é expandir a ação em
(1.30) em torno da trajetória clássica até o termo de segunda ordem, negligenciando os 
termos de ordem superior. O termo de ordem mais baixa é a própria ação da trajetória 
clássica, o termo de primeira ordem é nulo, como já foi citado 110 capítulo 1, em (1-24) e 
o termo de segunda ordem foi calculado por Maxston Morse na década de 20 e 30 [21, 22]. 
Morse demonstrou que, para intervalos de tempo pequenos, a variação de segunda ordem 
é positiva e, portanto, a ação da trajetória clássica é um mínimo. Neste termo de segimda 
ordem existem uma série de tempos distintos que são chamados de conjugados de t a (tempo 
inicial) e a medida que o intervalo de tempo aumenta, a segimda variação adquire um 
autovalor negativo cada vez que (tempo final) passa por um tempo conjugado. Portanto, 
para intervalos de tempo maiores, a ação da trajetória clássica é classificada como um 
ponto de sela 110 espaço dos caminhos possíveis. Morse também demonstrou que este 
termo é quadrático.
Depois de feita a expansão até segunda ordem, a integração sobre dqt pode ser efetua­








provém do termo de segunda ordem da aproximação , k , chamado de índice de Morse, é o 
número de tempos conjugados no intervalo £& — ta e /  é a dimensão do espaço. Está fórmula 
para o propagador seiniclássico foi primeiro obtida por Van Vleck em 1928 [ref] .
2.3 A  função de G reen  sem ic lá ssica
A função de Green semiclássica é obtida tomando a transformada de Laplace, como em
(1.31), da fórmula de Van Vleck em (2.14), ou seja,
Efetuar a transformada em (2.16) não é um trabalho simples. A principal contribuição 
da integral em (1.31) vem da vizinhança, na variável tempo, onde a fase [S(qb, tb: qa, ta) +  
Et]/Ti varia muito pouco, considerando o limite clássico (S  2> fí). Desenvolve-se agora uma 
aproximação de fase estacionária e chega-se na seguinte expressão para a função de Green 
semiclássica:
(2.16)








e n é o número de pontos conjugados entre qb e qa, com energia constante E.
A expressão det' em (2.18) indica a omissão da primeira linha e coluna da matriz. Este 
determinante é igual a 1 para sistemas unidimensionais. S,  como definida ein (2.19) é a 
ação integral de Euler e Maupertuis (também está relacionada com a função característica 
de Hamilton, conforme mostra (2.7)). De agora em diante, neste trabalho, como só será 
utilizada a funcao de Green, a expressão ação se referirá apenas a definida acima, em (2.19).
A expressão em (2.17) fornece bons resultados para alguns casos, como a partícula livre, 
que fornece resultado exato e poço de potencial, que determina boa aproximação paxa os 
níveis quânticos.
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C ap ítu lo  3
A função de G reen  p a ra  o p oten cial degrau : 
base  p ara  um a m odificação no m étodo 
sem iclássico.
Pode-se definir o potencial degrau como:
V(x)  =  VI  © 0 )  , (3.1)
onde 0 (x ) é a função de Heaviside, como definida em (1.14).
Figura 3.1: Dois caminhos indiretos refletindo no ponto x — 0. Um com energia menor que 
UI e outro com energia maior.
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A função de Green para um potencial degrau já existe calculada na literatura [20, 25] 
e pode ser escrita como:
onde
com
G ^ \ x f ,Xi;ko)
G^Í9\ x f ,Xi; ko) 
G (̂ ){xf ,Xí ,k0)
m
ikoKm




2 T 0 e x p [ — ik,QXf +  i k i X i ]
;{exp[iko\xf -  Xi|] +  Ro e xp [ - i k 0(xf  +  ar*)]} 
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Os sinais ' e ’ que aparecem junto ao símbolo da função de Green indicam em que 
região se encontram as posições inical e final da partícula. O primeiro sinal se refere a
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posição inicial e o segundo, a final. O sinal ’ indica que a posição a que se refere está 
antes do potencial degrau, ou seja, x < 0 e o sinal ‘+ ’ depois do ‘degrau’, x > 0. Por 
exemplo: G - + indica x, < 0 e i /  > 0.
Para proceder a análise semiclássica, calcula-se a ação de cada uma das trajetórias 
clássicas entre Xf e xx. Como se está trabalhando com um potencial constante por partes, 
a ação, como definida em (2.19), terá integrando constante por partes também. Assim, é 
possível escrever:
onde os dj 's são as distâncias percorridas pela partícula em diferentes regiões, que são ca­
racterizados pelos respectivos kj 's. Para o potencial degrau pode-se agrupar os caminhos 
clássicos em quatro grupos, conforme a região onde ficam as posições inicial e final:




b) para X j > 0 e x / < 0
S ^ í  =  n ( - k 0x f  +  k ^ i ) (3.14)
c) para xx e Xf < 0 (dois caminhos)
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UkQ\xf — Xi\ 
-hkQ(xf  +  Xi) (3.15)
d) para Xi e Xf > 0 (dois caminhos)
5++ =  %ki\xf — :Ej| 
5 +4. =  hki (x f  -f- Xi) (3.16)
As letras ‘d’ e T  classificam os caminhos em direto e indireto, respectivamente. Estes 
caminhos serão melhor descritos adiante.
Comparando-se a função de Green exata em (3.2)-(3.5) com (3.13)-(3.16), verifica-se que 
a fase da exponencial corresponde a ação clássica de cada trajetória feita por uma partícula,
dividido por h, como previsto pela fórmula semiclássica ein (2.17) e (2.19). Porém, os
✓fatores pré-exponenciais não tem a mesma correspondência. E possível ter uina pista de 
como adequar tais fatores para este caso, o degrau, observando as funções de Green em 
(3.4) e (3.5). Nelas aparecem bem claro, além da ação clássica do caminho direto e do 
indireto, o fator pré-exponencial \ ÍD,  definido em (2.18). Apenas que, na parcela referente 
ao caminho indireto, aparece um fator pré-exponencial R, a mais1. Sem se preocupar com 
uma justificativa, pode-se escrever uma fórmula semiclássica para estas funções de Green, 
incluindo este fator R,  da seguinte forma:
A primeira parcela em (3.17), referente a contribuição do caminho direto, é a função de 
Green da partícula livre, que já foi demonstrado ser a fórmula semiclássica exata [21].
que aparece na reflexão em x  — 0 (veja discussão no capítulo 2). Porém, este índice será considerado 
incorporado a este fator R .
1É esperado também uma mudança de fase dada pelo índice de Morse, devido a um ponto conjugado
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Paxa entender melhor os limites de validade das aproximações semiclássicas, é impor­
tante saber que estas deixam de funcionar bem quando o sistema começa a apresentar 
características exclusivamente quânticas, como tunelainento, por exemplo. Alguns autores 
[23, 24] já fizeram comprações entre o propagador exato e o semiclássico (fórmula de Van 
Vleck), em sistemas bidimensionais e interpretaram os termos extras, que aparecem na 
fórmula exata, como devidos ao processo de difração quântica. O fator pré-exponencial 
yÍM (veja definição (2.15)), que provém da contribuição de segunda ordem dos cami­
nhos próximos à trajetória clássica, não dá conta destes fenômenos. No caso da função 
de Green semiclássica, o fator pré-exponencial \ Í D  também é insuficiente para abranger 
toda a fenomenologia quântica. Pode-se supor que, se fosse possível descobrir que aspec­
tos quânticos a aproximação semiclássica não vê, em um determinado sistema, poder-se-ia 
complementar tal aproximação e fazê-la exata.
Para uma partícula interagindo com um potencial degrau, supondo x» e x j  < 0, pode-se 
fazer a seguinte análise:
(a) ao se considerar apenas o aspecto corpuscular da partícula, tem-se duas tra­
jetórias clássicas, uma direta de até Xf e outra possível indireta, onde a 
partícula sai de x, para a direita, reflete ein x =  0 e retoma até x / se sua 
energia for menor que a do potencial degrau para x > o (fig.3.1),
(b) porém sabe-se que, da análise quântica, existe sempre a possibilidade de reflexão 
da partícula no potencial degrau, independente se a energia daquela for maior 
ou menor que o degrau, sendo está possibilidade representada pelo coeficiente 
de reflexão2.
O item (a), acima, norteia a construção das contribuições das trajetórias. Para incluir
2Na Mecânica Clássica existe algo parecido no tratamento matemático de uma onda e, mesmo con­
siderando que na Clássica o coeficiente de reflexão tenha uma interpretação física diferente que na Quântica, 
pode-se notar que ele é um dos indicadores do comportamente ondulatório da partícula.
28
o item (b), deve-se fazer a seguinte consideração: quando a trajetória ein análise inter­
cepta o potencial no ponto de descontinuidade, sua contribuição deve se dividir em uma 
parte transmitida e outra refletida. Como, 110 momento, só se está interessado na parte 
refletida, só ela deve constar no somatório das contribuições. Porém, esta contribuição deve 
ter um ‘peso’ diferente daquela referente ao cominho direto, que não intercepta o ponto 
x =  0. Este peso deve ser a amplitude de probablidade de reflexão no potencial degrau, 
cujo módulo ao quadrado é o coeficiente de reflexão. Aguiar mostrou [20] que este fator 
R 0 que aparece na fórmula exata é, de fato, esta amplitude. Assim, é possível justificar 
a fórmula semiclássica em (3.17) afirmando que o caminho indireto deve existir indepen­
dente da energia da partícula e deve conter a amplitude de reflexão do potencial degrau 
como um fator pré-exponencial. Com isto inclui-se, na aproximação semiclássica, algo do 
comportamento quântico que estava faltando. Pela analogia com a onda clássica, este com­
portamento quântico pode ser atribuído à característica ondulatória da partícula. Para xt 
e x j  > 0 pode-se fazer o mesmo raciocínio. Apenas deve-se utilizar a amplitude de reflexão 
deste caso, que é i?.,.
Resta agora saber se esta única modificação feita na fórmula semiclássica, que é o 
acréscimo de um fator que represente a amplitude de espalhamento (reflexão, no caso) no 
potência degrau, é suficiente para descrever todo o fenômeno quântico que a fórmula exata 
descreve. Isto pode ser verificado observando-se as funções de Green exatas em (3.2) e (3.3), 
onde está implícito que ,r7 e Xj- estão em meios diferentes em relação ao potencial degrau. 
Ao se fazer a análise semiclássica, verifica-se que existe apenas um caminho clássico possível 
para cada caso, conforme mostra (3.13) e (3.14), desde que E  > VI.  Por analogia com 
o caso acima analisado, espera-se que o termo que represente este caminho, na fórmula 
semiclássica, tenha como fator pré-exponencial a amplitude de transmissão 110 potencial 
degrau e exista independentemente da energia da partícula. Esta amplitude realmente 
aparece na fórmula exata e é dada pelos termos Ti e Ta em (3.2) e (3.3), respectivamente.
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Porém, um novo problema surge: o fato das posições inicial e final estarem em meios 
diferentes faz com que o fator y/T) tenha a seguinte forma:
V D  =  2 r ----- (3.18)
e este termo não aparece na fórmula exata.
Para que a fórmula semiclássica, nos moldes de (3.17), fique igual a exata, deve-se 
escrevê-la como:
G ^ X i x f ^ x ú k o) =  ^-yÍD  l ^ l 1/2 Ti e x p { ^ l }  (3.19)SC)+- th xa o \-h +-■>
onde x d é a velocidade da partícula depois de passar pelo ponto onde o potencial degrau 
muda de valor e x a a velocidade da partícula antes deste ponto.
O termo \xdJ x a\1/2 em (3.19) é conhecido da Mecânica Quântica quando do tratamento 
adequado do coeficiente de transmissão'3 [7]. Com mais este termo, também justificado 
no comportamento ondulatório da partícula, já é possível propor uma fórmula para a 
construção da função de Green semiclássica para o potencial degrau, válida para todos os 
casos:
GÍ?‘Hxf , x i;k0) =  - ' £ V D  A exp nSj. (3.20)
A fórmula em (3.20) pode ser construída acompanhando o seguinte método:
3 Este termo também tem uma analogia na Mecânica Clássica: seu quadrado é o indice de refração entre 
dois meios.
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(a) a função de Green continua sendo uma soma de números complexos, cada um 
relacionado a uin caminho j .  Os caminhos são todas as trajetórias clássicas 
possíveis, com a mesma energia, ligando x t a xj .  Porém, é permitido que estes 
caminhos penetrem em regiões classicamente proibidas e sofram reflexões no 
degrau, mesmo com energia maior que este;
(b) a fase da exponencial é a ação referente ao caminho divido por Ti. Se o caminho 
penetrar em uma região classicamente proibida, a ação referente a esta parte do 
caminho será complexa;
(c) o fator pré-exponencial \f~D já foi discutido anteriormente e é obtido da con­
tribuição de segunda ordem dos caminhos próxhnos a trajetória clássica;
(d) o fator A é uma amplitude de espalhamento do caminho no potencial degrau. 
Se o caminho analisado reflete no potencial, A é a amplitude de reflexão, se 
ele atravessa, A é a amplitude de transmissão vezes a raiz quadrada do módulo 
da razão entre as velocidades antes e depois de atravessar o potencial. Esta 
razão entre velocidades não aparece junto ao coeficiente de reflexão porque não 
existe nudança de velocidade antes e depois da reflexão. Se o caminho não sofre 
nenhum tipo de espalhamento no potencial, então A =  1.
Na descrição deste método utiliza-se o termo “caminho” como um ente isolado da 
partícula. Apesar destes “caminhos” serem construídos em analogia com a trajetória feita 
por uma partícula clássica, não quer dizer que a partícula em estudo faz qualquer um destes 
“caminhos” e quando se fala que um “caminho” interage com o potencial, também não se 
está afirmando que a partícula sofre esta interação. Estes “caminhos”, apesar de muito 
vinculados a intuição física, constituem apenas um artifício que nos ajuda a construir a 
função de Green e entender os fenômenos quânticos.
Pode-se afirmar que a fórmula em (3.20) é suficiente para tratar qualquer potencial cons­
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tante por partes, uma vez que este tipo de potencial pode ser decomposto em vários degraus. 
Para isto, basta que se compute corretamente todas as trajetórias clássicas possíveis entre 
xí e Xf e faça com que o fator pré-exponencial A contenha todas as amplitudes de espalha­
mento dos diversos degraus por onde passa o caminho analisado. Nos próximos capítulos 
esta análise será demonstrada em diversos potenciais.
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C ap ítu lo  4
C om provação do m étodo
4.1 A  barreira  de p o te n c ia l
Pode-se definir a barreira de potencial (fig. 4.1) como:
V(x) =  V l  [6(a0 -  G(x  -  o)] (4.1)
Figura 4.1: Barreira de potencial simétrica 
Este potencial também pode ser pensado como a combinação de dois potenciais degrau
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como mostra a fig. 4.2. O lado esquerdo da barreira, se olhado isoladamente, é um degrau 
do tipo Vi(x) =  VI 0 ( x ) e o lado direito, =  VI 0 ( —x -f- a).
Figura 4.2: Barreira de potencial simétrica dividida em dois potenciais degrau.
Para se construir a função de Green seiniclássica para a barreira, deve-se computar os 
caminhos seguindo todas as trajetórias clássicas com mesma energia entre x; e Xf, con­
siderando também caminhos que penetrem dentro da barreira, onde a energia da partícula 
é menor que VI. Toda vez que um caminho sofrer uma interação com o lado esquerdo 
da barreira, este lado será tratado como se fosse o potencial degrau Vj(x) e toda vez que 
interagir com o lado direito, será tratado como se fosse o potencial degrau V2(x). Assim 
pode-se utilizar o mesmo método desenvolvido no capítulo 3 e resumido na fórmula (3.20).
As amplitudes de espalhamento para os potenciais degrau, Vj (x) =  V2(x) são as mesmas 
definidas em (3.6)-(3.9), pois trata-se do mesmo potencial, fco e k\ também são os mesmos 
definidos em (3.10) e (3.11).
Não é importante saber, neste primeiro momento, se a energia da partícula é menor ou 
maior que o potencial em alguma região, pois isto não afetará nem na determinação dos 
fatores pré-exponenciais, nem no comprimento de cada caminho. Apenas será encontrado
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um número de onda kj imáginário ou real, conforme o caso, para esta região (veja fórmula 
(3.12)). Considerando primeiro o caso onde Xi < 0 e x /  > a, tem-se um caminho direto que 
sai de x* com um número de onda k0, interage com o degrau (1 ) no ponto x  =  0 (fig. 4.2), 
atravessa a região entre 0 e o com número de onda kx, interage com o potencial degrau (2) 
no ponto x — a e  continua até xf  agora com número de onda ko-
Seguindo a sequência descrita acima pode-se escrever a função de Green para este 
único caminho clássico. Para melhor utilizar o método do capítulo 3, a contribuição deste 
caminho clássico será dividido em partes conforme as regiões em que o potencial permanece 
constante e a contribuição total será o produto destas partes. Cada parte do caminho terá 
sua respectiva ação e fatores pré-exponeneiais. Apenas o fator \ Í D  será único para o 
caminho inteiro, pois ele se refere apenas às posições inicial e final. Assim, tem-se:
G^.al)+{x f ,  X i ]  k o ' ,  1 caminho) =  —  y / ~ D  exp[iko(0 — Xj)]’ ’ th
x | f i | i /2 j-u exp[ikx(a -  0)]
XQ
x | ^ | 1/2 T2o exp[iko(xf -  a)] (4.2)Xi
onde o número 1 e 2 no subíndice das amplitudes de espalhamento indicam o potencial 
degrau a que se referem e os subíndices de x indicam a região conforme o potencial. No 
caso, 0 se refere a região com potencial nulo e 1 , a região com potencial VI.
Pode-se observar que cada parte em (4.2) é semelhante a forma ein (3.20), mas o caminho
✓como um todo guarda a forma exata. E só escrevê-lo da seguinte forma:




Quando foi mencionado acima que o caminho interage" coin um lado da barreira 
(ou com o potencial degrau), queria-se dizer “atravessa” aquele lado da barreira. Esta 
possibilidade é representada com a amplitude de transmissão do potencial degrau. Porém 
esta “interação” poderia ser uma reflexão também. Considerando o seguinte caminho: 
começa em x*, atravessa o degrau em x =  0 , reflete no potencial em x =  a, reflete novamente 
no potencial em x =  0, atravessa o potencial em x =  o e chega em x /. Neste caminho 
tem-se duas reflexões dentro do potencial antes de continuar até o final. Este caminho está 
representado na fig. 4.3. Pode-se também considerar outros caminhos com mais reflexões 
internas. Na verdade tem-se infinitos caminhos possíveis entre x* e X f .  A função de Green 
é então a soma das contribuições de cada caminho clássico, ou seja:
xf, k0) =  t - V d  exp[ik0{0 -  x*)] | ^ - | 1//2 Tu exp[ikxa] xl/Tb Xq
•|1/2 T2o exp\ik0(x j  -  a)
(4-5)
Efetuando a soma em (4.5) e substituindo a/Z), tem-se:
ikoh2 1 — R 2i R u exp[?i?i2a] exp[iko(xf — Xj — a)] (4.6)
Substitutindo as amplitudes de espalhamento dos degraus, definidas em (3.6), (3.7) e 
(3.9), em (4.6), obtem-se:
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Figura 4.3: Caminho esquemático entre X{ e Xf com duas reflexões internas
Ct—̂  *0) ~j 2 f —1" )̂] (4-7)IKon
onde
2k0kif - +  =  - P  (4.8)di
e
di =  2koki cos(kia) — i (k\  +  k$) sen(kia)  (4-9)
Antes de discutir este resultado, será calculada a função de Green para outros casos. 
Para Xf e Xi < 0, será utilizado o mesmo processo. Deve-se lembrar que, neste caso, 
existe um caminho direto isolado, sem interação com o degrau, e um caminho indireto 
que interage apenas com um dos lados da barreira, o degrau ( 1). Computando todos os
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caminhos tem-se:
G {̂ } _ ( x f ,Xi; k0) =  -i- \/~D ! exp[ik0\xf -  xf|] +  R lo e x p [ - ik 0(xf  +  x*)]iU ^
+  exp[i&o(0 — Xj)] j — j / T'n Rrïo &xp[iki2a] í [Ru i?-2í]n, Í I ,,xV —  ̂ ^
:exp[ífc!2na] j | Tlo exp[ik0{Q -  xf )] j> (4.10)
Efetuando a soma em (4.10):
-  „0 +(r,.+ r“ f  T»tk-oh L V I  — R n  R 2í exp]%k\2a\t
xexp[—iko{xf +  Xi)) |
- jexp[iA;|x/ -  XjJ] +  / — exp[-iA;o(x/ +  x*)] j  (4.11)mikU2
onde
/_ _  =  * ~  genfoa) ^  12j
Pode-se agora construir a função de Green rapidamente para outros casos: 
para x* > a e Xf <  0
G ^ \ x f , X i ; k 0) m T‘2í Ti0 exp[ikia]ikoh 1 — R u  í?2é exp[ik-i2a] m /_+  exp[—íA:0(x / -  Xj)]
exp[—iko(x f  — Xi +  a)]
ikoTS (4.13)
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e para Xi e xf  > a
G + ^ \ x f ,  x f  ko) =  7 ^ 2  {exp[ik0\xf -  r 2|] +  ^R2o
T2i R u T2o exp[ik,i2a]+ J exp[iko(xf  +  Xi)} I1 -  R 2i R it exp[ik-i 
m ^exp[ik0\xf -  Xi|] +  / — exp[ik0(xf +  Xi -  2a)] j  (4.14)ikoh2
Pode-se também determinar a função de Green para posições inicial ou final dentro da 
barreira. E calculado o caso onde x, < 0 e 0 < x / < a.
Gsc—o(xf,Xi,k()) „ exp[ ikoXi} í  exp[ikiXf]ikon 11 — t í 2i K\i exp\ik\Za\
Tu R 2i exp[ikia\ )+  1 n— õ rT  i) i exp [-tfc i(x / -  a) ( (4.15)
1 -  R 2i R u exp[iki2a\ J
ou, com as devidas substituições:
G ^ o \ x f , x f  k0) =  ~ ~ ~ 2  e x p [ - i k 0Xi] < f _0 exp[ ikx{ xf  -  a)] +  / + 0 e x p l - i k ^ x r  -  a)] ikqTí L
(4.16)
com
=  +  M  7 )
ai
=  2 k« ^  -  fc°> ( 4 . 1 8 )
a i
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As funções de Green em (4.7), (4.11), (4.13), (4.14) e (4.16) são exatas [16, 20], por 
isto nelas deixou-se de usar a notação “sc”. Isto mostra a validade deste método para uma 
barreira de potencial simétrica.
4.2  O p o ço  de p o ten c ia l fin ito
Pode-se definir o poço de potencial finito (fig.4 .4) como:
v ( x )  =  - V I  [© (-*) -e ( -x  +  o)j (4.19)
Figura 4.4: poço de potencial
A função de Green para o poço poderia ser obtida a partir da função de Green da 
barreira, bastando para isto trocar o sinal de VI. Porém ele será calculado distintamente 
da barreira para que também se tome tuna demonstração de como utilizar o método apre­
sentado no capítulo anterior.
Este potencial também pode ser dividido em dois degraus, conforme mostra a fig. 4.5. 
O lado esquerdo do poço é o potencial degrau V (x) =  VI [©(—x) — 1] e o lado direito é o
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potencial degrau V2(x) =  VI [0(x — o) — 1],
Será calculada a função de Green apenas para um caso especial de maior interesse, que 
é para a partícula dentro do poço, com 0 < i ,  e i ;  > a e energia 0 < — E < — VI. Assim, 









Figura 4.5: Poço de potencial dividido em dois potenciais degrau 
São utilizadas apenas as amplitudes de reflexão nos degraus (1) e (2) dadas por:
R/io — R f2o = k/yk>i +  Í(J,0
A função de Green semiclássica terá a seguinte forma:
(4.23)
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GÍSxP&f,  xu Mo) =  ~ ~ 2  Z-^ ^ ----------- FTf õ"'j \exp [ ik i i (x f  -  xf)]ikfiU 1 — Rt i0 i?/‘2o exp[ikfi2a\  L
+  Rfl0 exp[ik/ i (xf  +  x*)] +  Rf2o(^xp[—ikfi(xf  +  Xi — 2o)]
+  Rii„ exp[—iki i (xf  — x* — 2o)]) 1 (4.24)
Substituindo (4.23) ein (4.24) tem-se:
TTX 2 ff>xi> Mo) =  —T2 T  \ [kiiCOskli(xf -  a) -  po sin fc/j(x/ -  a)]klin a-2 l
x [kii cos k!\Xi +  po sin fc/jXj] j  (4.25)
com
d 2 =  2ki \pocoski \a  — (kif — jUo)sinÂ;/ia (4-26)
O resultado em (4.25) é idêntico ao calculado por Crandall [25], utilizando outra técnica, 
constituindo mais mna demonstração da validade do método proposto.
Os pólos de (4.25) fornecem os níveis de energia do sistema. Neste ponto é interessante 
notar que os estados ligados tem uma relação com os caminhos de múltiplo espalhamento 
da análise semiclássica. Quando se faz d-2 =  0, esta se fazendo também (veja eq. (4.24)
R'ioR,2oexp[ik'i2a} =  1 . (4.27)
Para se conseguir efetuar a soma de todos os caminhos clássicos, pressupõem-se a con­
vergência do somatório (veja eq. (4.5)). Como se trata de uma soma geométrica, na
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condição ein (4.27) não existe tal convergência, indicando que, para os estados ligados, os 
caininlios de múltiplo espalhamento tem maior contribuição que para outros estados.
4.3  O p o ten c ia l d e lta  d e  D irac
O potencial delta de Dirac pode ser definido como:
V(x) =  A 6{x) (4.28)
onde A é uma constante de acoplamento e 8(x) é a função delta de Dirac, assim definida:
s(x) =  {  00 Para x =  0 (4 29)
( 0  para  x ^  0
e
roo/ 6(x) dx =  1 (4.30)J—oo
Aparentemente o potencial delta de Dirac não pode ser dividido em degraus, condição 
necessária para a aplicação do método. Porém, já é conhecido que uma barreira de potencial 
pode ser aproximada a um potencial delta de Dirac [20]. Pode-se observar isto aplicando 





com a condição :
VI a =  A (constante) (4-32)
Fazendo isto, a barreira se transforma em um potencial delta de Dirac, obedecendo as 
definições em (4.29) e (4.30) e as funções de Green deduzidas em (4.7), (4.11), (4.13) e 
(4.14), passam a ser:
G - t U)(xf ,x f k o )
G ^ i x f ^ x f k o )
G + ^ i x f ^ f k  o) 
x f  k0)
m
i h ç ) h 1
p_+ exp[ik0(xf  -  s*)]
=  77-72  \ exp[ik0\xf  -  Xi|] +  g— e x p [ - ik 0(xf  +  x*)] 1
_  x f ]k 0)






9 - +  =  zr—  (4.37)1 +  7
9-  = -G r- (4-38)1 +  7
com
itnX . ,
7 =  2 (4.39)k0n
A funções de Green definidas em (4.33)-(4.36) são exatas e, apesar de não ser utilizado
o método semiclássico para deduzi-las, a próxima seção mostra sua relação com ele.
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4.4  E stad os de e sp a lh a m en to
A solução da equação de Schrödinger para potenciais constantes por partes é obtida 
através dos estados de espalhamento [7]. Para uma barreira de potencial, como a definida 
em (4.1), e considerando a partícula inicialmente na região x <  0 e se deslocando da 
esquerda para a direita, estes estados podem ser escritos como:
( eik0x +  Rb e-ikox para  x < o
tp (z) =  —: i  elklX +  ß £  e~tklX para  0 < x < a (4.40)
1 [ Tb etk°x para x > a
onde N  é uma constante de normalização , Rb é a amplitude de reflexão na barreira, Tb a 
amplitude de transmissão e ß£  e ßß são amplitudes internas ao potencial.
Estes estados de espalhamento podem ser obtidos a partir da função de Green. 
Tomando-se as funções de Green para a barreira, descritas em (4.7), (4.11) e (4.16) e
fazendo-se x* =  0, Xf =  x e IV =  ikoK2/ m  obtem-se (4.40), com a relação :
Tb =  /_+  e~ikoa (4.41)
R b =  f — (4.42)
ßb1 =  f - o  e - ikia (4.43)
✓E interessante notar que, se as posições inicial e final não estiverem dentro da barreira, 
pode-se utilizar a fórmula (3.20) para determinar a função de Green para a barreira mais 
rapidamente, sem necessidade de contar os caminhos internos à ela. Por exemplo, se Xi < 0 
e Xf > o pode-se contar apenas um caminho direto de x, a Xf com uma interação com 
a barreira, descrita pela amplitude de transmissão /  Nos moldes da fórmula (3.20), a
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função de Green, paxa este caso, é:
(4.44)
sendo
A = f-+ (4.45)
Aqui não foi o termo {x^jxa\l f2 que normalmente acompanha a amplitude de transmissão
porque o meio depois da transmissão é o mesmo que antes dela. Portanto, este termo terá
subtraída do comprimento da barreira.
Para o caso onde Xi e Xf < 0, tem-se dois caminhos: um direto de Xi a Xf sem interação 
com a barreira e outro indireto, com interação com a barreira. A interação agora é descrita
pela amplitude de reflexão /  A função de Green semi-clássica conterá, então, estes dois
caminhos, e terá a forma:
valor igual a 1 e a fase exp{—ikoa], que também faz parte da amplitude de transmissão, 
está presente na ação. É interessante notar que a ação irá conter a distância entre xt e Xf,
G ^ )_ (x f ,X i \ k o )  =  ' / d  |A i  exp[ik0\xf -  Xj|] +  A 2 e x p [ - ik 0(xf +  Xi)] j  (4.46)
onde
Ai =  1 e




Pode-se fazer a mesma análise para o potencial delta de Dirac. Supondo a partícula 
partindo de x < 0, da esquerda para a direita, os estados de espalhamento são dados por:
i  r e«o* +  R e-ikox x < 0
* ( X )  =  N  1 T S e * ° -  p a r a  x  >  0 <4 '49>
sendo R$ a amplitude de reflexão no potencial delta e Tg a amplitude de transmissão.
Para este caso serão utilizadas as funções de Green (4.33) e (4.34) e novamente será 
feito Xi =  0, x j  =  x e N  =  ik^Ti2/ m ,  obtendo (4.49) com:
Ts =  g -+  e (4.50)
Rs =  9—  (4.51)
Aqui também se verifica que a função de Green para o potencial delta de Dirac pode 
ser escrita diretamente através da fórmula (3.20), dispensando o uso do potencial degrau. 
Para x* e Xf em semi-eixos diferentes, separados pelo potencial delta, conta-se apenas um 
caminho direto, com o fator pré-exponencial A  =  <7_+ e para Xf e Xj no mesmo semi-eixo, 
o caminho indireto terá o fator A =  g__
Todo potencial constante por partes pode ser construído como uma combinação de
degraus, como se estes degraus formassem blocos de encaixe. Porém, a partir dos resultados
deste capítulo, pode-se incrementar o método para torná-lo mais prático. Para isto será 
acrescentado mais dois tipos de blocos de encaixe: a barreira e o delta de Dirac.
A fórmula (3.20) continua válida, bem como o método. O fator pré-exponencial A 
deverá conter todas as amplitudes de espalhamento dos potenciais base por onde passe o
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caminho em análise. Se uma das interações do caminho é um degrau, A  deve conter a 
amplitude que represente o tipo de espalhamento que sofreu neste degrau. Se neste mesmo 
caminho houve urna interação com um potencial delta de Dirac, acrescenta-se a respectiva 
amplitude de espalhamento. O mesmo se aplica para a barreira de potencial, desde que 
não exista um ponto extremo do caminho (xz ou x j )  dentro dela. Se isto ocorrer, deve-se 
dividir a barreira em dois degraus e considerar todos os caminhos internos como em (4.14)1.
1 Observando a função de Green em (4.16), para x /  dentro da barreira, observa-se que ela tem uma forma 
parecida com a fórmula (3.20) se for considerado apenas os fatores pré-exponenciais, porém, o argumento 
do número complexo não é mais a ação clássica. Para evitar mais adaptações no método é preferível dividir 
a barreira em dois degTaus.
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C ap ítu lo  5
A plicando o m étodo
5.1 A  barreira  de p o te n c ia l a ssim étr ica
Pode-se definir a barreira de potencial assimétrica como:
{0 x < 0V I  0 < x < a (5.1)V2 x > a
com V I  > V2  (fig. 5.1).
Para se utilizar a fórmula semiclássica, o potencial será dividido em dois degraus 
como foi feito para o cálculo da barreira simétrica. Neste caso o lado esquerdo
da barreira assimétrica é o potencial degrau V\(x) =  V I  Q(x)  e o lado direito,
V2(x) =  [VI -  V2] G ( - x  +  a ) - V 2.
As amplitudes de espalhamento para o potencial degrau V\(x) são as mesmas definidas 




R'2i — R 2 o —
com ko e k\ já definidos em (3.10) e (3.11) e
2 k2
ki +  ^2 
2fci 
ki +  k'2
ki — &2
k 1 +  A; 2





Figura 5.1: Barreira de potencial assimétrica
O procedimento aqui também é igual ao desenvolvido paxa a barreira simétrica e as 
funções de Green semiclássicas tem a forma:
M ^ ) ( , =  m  Tu T2o exp[ifc1tt]
sc’~+ {  /! *’ ’ ik0fi2 1 -  R 2z RuexpíjJt^a} exp[ik.2(x f  — a) — ik,QXi] (5.6)
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^(b-ass), . v rn f /  Tü i?2 i T1o \=  ^ { “ * W x / - x,|] +  (R io  +
xexp[—ífc0( x / +  X()] Ï (5.7)
^(b-ass)/ 7 \ ^  T21 T \0 exp[ ik \a ] . . . 7 / w^ ( x p . x ^ )  =  ^  _ _ _ _ _ _ _  expM -oxp +  ^ ( x ,  -  a)]
(5.8)
^(b-ass), t, \ _  m  f  r-z I n 1 { t> , T*  -Rit Tïo e x p lik ^ a ]  \GS(, ++ (xf , x it k0) -  ik^ 2 {exp[tk2\zf  Zf|] -r [ R 2o t  j ^  ^  exp[iki2a} )
xexp[ik2(x f  + Xí)\ I (5.9)
G ^ o ( x f , X i ; k o )  =  ~ P ~ 2  e x p [ - i k 0 Xi ]  i -   — ---- e x p ^ x f ]ikoK 11 — i?2z R u  exp[ik\2a\
Tu Rïi exp\ik\a\ ]+  :;-----^ ^  r , ï expl — i k A x f  — a)\ } (5.10)1 -  R 2i R u exp^k^a]  yi  n  } n J v ’
Substituindo as respectivas amplitudes de espalhamento obtém-se:
G ^ ass)(x^; Xi; ko) —   j  ^-+ exp[îA:2(x / — a) — (5-11)ikok
G ^ T s>‘\ x f ,  xf, k0) =  j exp[ik0\xf -  x,]] + h — exp[- ik0(x f  +  Xi)] j  (5.12)
G^'Jss\x f ,X i ;ko )  = ----- ~2 h+-  exp[—ikoXf + ik-zixi — a)] (5.13)ik^K
G (+ ^ &’\ x f , x i -ko) =  ~ p 2̂ ^exp[ ik2\xf -  Xi\] +  h + + exp[ ik2( x f  +  Xi -  2a)]^
(5.14)
G ^ ^ i x f i X f i k o )  =  exp[ik0Xi] \ hZo  exp[ik. i {xf  -  a)]zk-on l
+  / i l0 exp[—i k \ ( x f  — a )] | (5.15)
onde
2k0ki




ki(ko — k2)cos(kia) +  i (kj — kok2)sen(kia)  n__  _ ------------------------------    (5.17)
« 3
á+_ =  ^  /i-+ (5.18)
k i ( k 2 — ko)cos(kia)  +  i (fc‘f  — kok2) s en{ k \ a )— ------     (5.19)
« 3
+  k o í k . k ^ )AI„ =  - ‘ + (5.20)«3
ds — ki(ko +  k2)cos{k\a) — z (A-̂  +  kok2)sen{kia) (5-21)
Importante observar que /i_+ e /i+_, a menos da fase e~lk-a, são amplitudes de trans­
missão e h  e h++ são amplitudes de reflexão.
5.2 O p oço  d e  p o te n c ia l fin ito  e a ssim étr ico
Pode-se definir o poço de potencial assimétrico como (fig. 5.2):
{0 para x < 0 — V I  para  0 < x < a (5.22)— V2 para x > a
O procedimento aqui será idêntico ao feito para o poço simétrico: será considerado o 
caso de maior interesse onde 0 < Xi e x j  > a, com energia —V2 < —E < —VI.  Para o 
cálculo da função de Green dividide-se a barreira em dois degraus, sendo a amplitude de 
reflexão no degrau esquerdo, chamado de ( 1), igual a definida em (4.23) e a amplitude de 
reflexão no potencial degrau do lado direito, (2), igual a:
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Figura 5 .2: poço de potencial assimétrico
(5.23) 
com
R ' 2 o =
k! 1 - tjJ.2
k'l +  ití 2
2m (E  — V2)M  =  Y  ^2-------  (5-24)
A função de Green semiclássica terá a mesma forma que em (4.24), porém utiliza-se a 
amplitude W 20 definida em (5.23). Como resultado final tem-se:
777 2  fG oo^ixf - .xf iVo) =  - 7—i 2 3“ 1 [fc/icosAí/iíx/ -  a) -  /x2 sin fc/x(x / -  o)]
x [A;/i cos fc/xXj -(- /íq sin fc/iXj] > (5.25)
com
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d ,4  =  k f i ( / j , Q  +  H 2)  c o s k f i a  — { k i \  — ^0^2) sinfc/ia (5.26)
Os pólos de (5.25), ou seja, os valores de E  que façam d-2 =  0 fornecem os níveis de 
energia do sistema. Se VI =  V2,  (5.25) reduz-se à (4.21), como era esperado.
5.3 P o ten c ia l d e lta  d e  D irac  e d egrau  acop lad os
Pode-se definir o potencial, que constitui ein um acoplamento de um potencial delta de 
Dirac e um degrau (fig. 5.3), como:
V(x)  =  X6(x) +  VI  0 ( x  -  a) (5.27)
Figura 5.3: Potenciais delta de Dirac e degrau acoplados
Este potencial pode ser dividido em dois blocos básicos: o delta de Dirac e o degrau, o 
que permite aplicar a versão mais rápida do método de resolução , apresentado ao final do
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✓capítulo 4. E calculada a função de Green para os seguintes casos:
a) ij  < 0 e i /  > a
Neste caso podemos enumerar os caminhos da seguinte forma: 1) começa em x*, passa 
pelo potencial delta, passa pelo potencial degrau e chega em Xf\ 2) começa em Xi, passa 
pelo potencial delta, reflete no degrau, reflete novamente no delta, passa pelo degrau e 
chega em x/ ,  ou seja, com duas reflexões entre os potenciais; 3) sai de Xj e chega em xf  
com quatro reflexões entre os potenciais. Existem infinitas possibilidades, sempre com mais 
reflexões internas. A soma da contribuição de todos os caminhos pode ser escrita como:
(xf ,  xí\ ko) =  77-72  i exP[iko(0 -  Xi)] 5 _+ exp[ik0a] xtkoTi l
^ 2 ( R 0 g— )n exp[i*:o2na]^ Ti exp[iki(xf  -  a )] | (5.28)
A soma converge para:
,̂(d+d) ( > \ ^  9—\-Ti€Xp[î&oû] , l  ̂ •; 1 (c. OĈG s c- + \xf, xi\ko) =  2   õ------ r:; o.1 exPVkÁ xf  - a ) -  tfcoSij (5.29)ik()h 1 — g— R0exp[tko2a\
E como resultado final obtém-se:




^5 — (&i "H *o)  ̂ -(- 2̂ y(fco cos &0& — sinfcoa) (5.32)
b) para z* e Xf < 0 tem-se:
G Í f ^ f l / . i í ^ o )  =  ~ p  | e i y [ i t o | i /  -  l ( |] +  (<)__
9 !+-Boexp[»to2a] \
1  — p  Í ? 0 6 X J ? [ i& o 2 a ] /  z
m
ikofí 2 |exp[ifco!^/ — £*1] +  expj — iko(xf  +  £*)] |  (5.33)
sendo
(tf+d) (*i +  fco) e ikoa -  27 [fc0 COS kQa -  ikx süi k0a]a  — ------------------------------------------------------------- (0.04)
c) para ^ < O e O < x / < a
x < 
m
G^o^Or/, a:*; fco) =  ----- 9 expí — —?— ;tt
0 V J ik0n2 L J 1 -  g— R oexp[ik02a]
:|exp[ifco^/ +  i?o exp[—iko(xf — 2a)] j
2 ^ p [ —ikoXi] < exp[iko(xf — a)]ik0n l
+  affcT̂ "1" exp[—iko(xf — a )] | (5.35)
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sendo
( * + d ) +  ~ l { k 0 + k i )  / c  o e Xc*_o = ----------   (5-36)dó
Os resultados aciina podem ser verificados por uma técnica diferente. Existem trabalhos 
que mostram como determinar a função de Green para um potencial delta de Dirac acoplado 
a um outro potencial qualquer, desde que se conheca a função de Green isolada deste 
potencial [17, 18]. Porém o método aqui apresentado é de aplicação mais fácil e rápida.
Este sistema pode permitir a existência de estados ressonantes, ou quasi-níveis. Su­
pondo Xi <  0 e Xf > 0, ou seja, a posição inical antes do potencial delta e a final depois 
dele, estes estados ressonantes começam a aparecer quando se diminui a ‘permeabilidade’ 
do potencial delta, fazendo À —■* oc (veja (5.27)). Neste caso, a maioria dos estados não 
penetram na região depois do potencial delta, pois, no limite em questão,
a ^ d) e a S f d) -»• 0 (5.37)
_* _ i  . (5.38)
Porém os valores de kç, que fazem na expressão d5
Âq cos (fco°) — ikosm(koa)  —» 0 , (5.39)
produzem sensível modificação nos valores das amplitudes e Como no caso
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dos níveis de energia em estados ligados, estes estados ressonantes estão relacionados, na 
construção semiclássica, com os caminhos de múltiplos espalhamentos.
5.4  P o te n c ia l d e lta  d e  D irac  e barreira  acop lad os
Um potencial acoplando um delta de Dirac e uma barreira (fig. 5.4) pode ser definido 
como:
V(x) =  XS(x) +  VI[9{x  -  a) -  Q{x  -  b)] ' (5.40)
Para este potencial será utilizado o delta e a barreira como blocos básicos. Apenas no 
último resultado, onde Xf será considerado dentro da barreira, que ela será dividida em dois 
degraus. Nesta seção serão deixados apenas indicados, nos resultados finais, as amplitudes 
de espalhamento dos potenciais base , sem se fazer as devidas substituições, porque com o 
resultado nesta forma já é possível fazer discussões qualitativas.
Figura 5.4: Potenciais delta de Dirac e barreira acoplados
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A função de Green, paxa os casos abaixo citados, é:
a) Xi < 0 e Xf > b
çis+b) _  ra Q(f+b) eXp[ik0(x f  -  Xi -  b)] 
ikq Ti
com
js+b) _  g - +f - + e x p [ i k 0a\ _ 
1 -  / — g— exp[ik02a]
b) Xi e Xf < 0
q (6+*>) — m íexp[iko\xf — Xi|] +  exp{— ik0(xf  4- £*)]}ikcfi. I J
com
a («+»>) _  +  9 - + f — exp[ik02a]
a   ̂ 1 — g  /  exp[iko2a]
c ) x i < 0 e 0 < X f < a








(<5+b)— 9—\-&Xp\ikQCl\Q-o,i =  1---------- 1-------r.', 0 1 e (5.46)1 -  9— / — exp[ik02a]
„(í+b)+ _  g - + f — exp[ik0a] fe ^a -oa — i r f "7 o i ■ (5*47)1 -  g— / — exp[iko2a\
d) X i < 0 e a < X f < b
ç(s+b) _  eXp [ - i k 0Xi] j a f f f f  exp[iki(xi -  6)] +  a ^ Q ^ e x p l - i k ^ x j  -  6)]| (5.48)
com
«SS’- = e1 -  g— / — exp[iko2a\
(<s+b)+ g - +f-oexp[ ik0a\a -o,i — j- r-j 0 i (5.50)1 -  g— / — exp[tk02a\
O resultado em (5.48), (5.49) e (5.50) está resolvido com detalhes no Apêndice A.
Os valores dos a^ +b) fornecem as amplitudes de espalhamento do sistema e também os 
possíveis estados ressonantes.
5.5 P o ço  in fin ito  acop lad o  com  u m a barreira
O potencial poço infinito acoplado com uma barreira (fig. 5.5), pode ser definido como:
V{x) =
oc para  x < —b
V I  [©(# +  a) — Q(x  — o)] para —b < x < b . (5.51)
oo para x > b
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-b -a a x
Figura 5.5: Poço infinito acoplado com uma barreira, formando um poço duplo
As paredes infinitas em ^6 podem ser usadas no método semiclássico aqui desenvolvido, 
bastando, para isto, considerá-las como degraus, com VI —> oc (ver eq. (3.1)), ou um 
potencial delta de Dirac, com À —»• oo (ver eq. (4.31)). Âssiin a amplitude de transmissão 
nesse potencial será nula (ver definições em (3.6) ou (4.30)) e a amplitude de reflexão será 
igual a — 1 (ver definições (3.8) ou (4.31)). E considerado nesta análise o casot —b <  x* < —a 
e a < Xf < b.
G ^ \ x f ,  Xi]ko) — ---- 2 G siako(b — Xf) sinko(xi +  b) (5.52)ikç)îi
onde
C  =  -j-^2koki cos (fci2a) — i (kf  +  k%) sm.(ki2a)^8kokiexp[i,ko2(b — a)] (5.53)
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com
dß — 2k0ki cos (k\2a ) — i {k\  +  k$) sin (Aq2a) +  i {k \  — kfy sin (ki2a)exp[iko2(b — a)] 
—Ak^k\exp[ik0^{b — o)] (5.54)
Os valores de E  que fazem dç =  0 fornecem os níveis de energia do sistema.
5.6 S eq ü ên cia  de p o ten c ia is
Considerando-se duas barreiras em seqüência, separadas por uma região de potencial 
constante V 1 e de largura a. Para simplificar a análise, serão consideradas as regiões antes 
e depois do conjunto, formado pelos dois potências, como tendo potencial nulo e que o 
conjunto comece em x =  0 e termine em x — b (veja fig. 5.6 ). As barreiras não necessitam 
ser iguais. A partir dos resultados anteriores pode-se facilmente escrever a função de Green 
deste conjunto de potenciais, para dois casos específicos, como:
mG - + (xf,Xi;ko) =  -  -2- T2 exp[ik0(xf  -  x* -  6)] (5.55)ikonTU'G — (x f ,Xi;k0) =  — —̂ {exp[ik0\ x f - X i \ ]  +  R2exp[iko(xf +  Xi)] (5.56) ikoh.
sendo
_  Ty h  expjikxa]
2 1 -  R i  r2 expli-k^a] 1 j
fi2 =  f i , +  T, r ,  e x t [ i k M  1 — R\ r2exp[iki‘2a]
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onde T\ e Ri  são amplitudes de espalhamento do primeiro potencial e £2 e r% são amplitudes 
do segundo potencial, lembrando que T\ e 12 são amplitudes do tipo /_ +, definida em
(4.8), com uma fase a menos que a amplitude de transmissão encontrada via equação de 
Schrödinger, como foi mostrado em (4.41).
Desejando-se acrescentar uma terceira barreira ao conjunto, a função de Green terá 
forma semelhante a (5.55) e (5.56). Apenas os fatores pré-exponenciaís Ti e Ri serão 
diferentes e a posição b em (5.55) terá outro valor, dependendo da posição final do terceiro 
potencial. Utilizando as amplitudes já deduzidas em (5.57) e (5.58), os novos fatores serão:
Ts -  . (5.59)1 — i?2 rç exp[zk.22c\
1 — R 2 rs exp[tK22cJ
sendo í :> e r3 as amplitudes do terceiro potencial, c é o comprimento da região que separa 
o terceiro potencial dos dois primeiros e k% ê o número de onda nesta região.
Observando (5.59) e (5.60) nota-se que é possível construir iuna fórmula de recorrência 
para uma seqüência com muitas barreiras. Se houver N  barreiras e deseja-se acrescentar 
mais uma, novamente a função de Green para as N  +  1 barreiras será semelhante a (5.55) 
e (5.56) e os fatores serão:
Tn  t N+i exp[ikNc]
T 'N + i  =   -----   r— r (5.61)1 — Rn Â7-f 1 exp[?,kNC\
Tn  rN+i exp[ikn2c]R n +i =  R n  +  z  ----------------771—írv (p.ozj1 — R ^  r^+i exp\iKNlc\
Resultado idêntico foi encontrado por Rozman [26] resolvendo a matriz de espalhamento
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V ( X ) U
0 b x
Figura 5.6: Seqüência com duas barreiras separadas por uma região de potencial constante 
e comprimento ‘a’.
para o sistema, que é uma técnica trabalhosa para potenciais complexos. Este resultado 
pode ser utíEzado para outras seqüencías de potenciais que não barreiras e também é 
possível determinar a função de Green para posições inicial ou final dentro da seqüência.
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C ap ítu lo  6
D iscussão
A modificação na fórmula semiclássica para a função de Green, proposta neste trabalho, 
consiste em colocar um termo ad-boc como fator pré-exponencial em cada amplitude de 
probabilidade das trajetórias cíássicas. Este termo, chamado de ''A' em (3.20), está rela­
cionado com as amplitudes de espalhamento dos diversos potenciais degraus em que o 
sistema possa ser dividido e  tem características locais, pois cada trajetória analisada tem 
este feitor construído de acordo com o número de interações que ela sofre nos referidos 
degraus. A correta computação das contribuições de cada caminho é parte integrante do 
método. Cada contribuição se subdivide em uma parte transmitida e outra refletida cada 
vez que encontra um ponto de abrupta variação do potencial (veja apêndice A). Também 
são contados os caminhos que penetram em regiões classicamente proibidas. O termo re­
ferente à contribuição dos caminhos próximos à trajetória clássica é conservado na nova 
versão da formula seniiciássica e o índice de Morse é incorporado ao fátor A.
Uma característica interessante destes resultados é a construção do fator pré-exponencial 
‘A7, que vem do produdo de todas as amplitudes de espalhamento que um caminho sofre nos 
diversos potenciais degraus por onde passa (veja (4.3)). Após somar todas as contribuições 
dos infinitos caminhos, o novo feitor obtido continua sendo urna amplitude de espalhamento 




0 para x < 0
V,Jx) para  0 < x < a (6.1)
0 para x > a
onde Vi(x) é um potencial constante por partes qualquer e considerando as posições inicial 
e final fora da região entre 0 e o, pode-se escrever uma forma generaliza da função de Green, 
sem a necessidade de contar as contribuições dos caminhos internos ao potencial. À função
de Green terá a seguinte formar
G —|_(x ,̂ x j, ko) — mikoh‘ T  exp[iko(xf — Xj — a)] (6.2)
G — (xf,  Xi, k0) =  —“ 72 \  exp[ik0\xf -  Xj|]  +  R exp[ik0(xf  +  x*)] 1 (6.3)ikoh l J
onde T é  a amplitude de transmissão pelo potencial Vi(x), a menos de uma fase exp[—ikoa], 
e R é a amplitude de reflexão.
A partir destes resultados pode-se começar a investigar potenciais suaves pelo mesmo 
processo. Supondo um potencial suave V'(x), com V (x) —> 0 para Xf e x* —> 3°°- Weste 
caso a função de Green pode ser escrita como em (6.2) e (6.3). Estas mesmas foram 
sugeridas por Aguiar [2Gj e recentemente Luz [28} as confirmou isto para o potencial Rosen- 
^4orse (V(x)  =  1 / eosk(x)2), desde que que x / e x, esteja longe e  suficiente do potencial. 
Neste trabalho Luz também demonstrou que quando os pontos inicial e final estão próximos 
ao ponto de retorno clássico, mas fora deles, as expressões em (6.2) e (6.3) continuam 
válidas, desque que a energia da partícula seja bem menor que a do potencial. Para
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energias maiores, e pontos extremos próximos ao ponto de retomo clássico é esperado 
que a ação clássica deixe de ser igual a da partícula Evre e o fator pré-exponencíal deixe 
de ser simplesmente a amplitude de transmissão ou reflexão. Luz também calculou a 
função de Green para um potencial Rosen-Morse duplo e a expressão obtida é  semelhante 
a deduzida neste trabalho para urna seqüência de potenciais (d.bl) e  (E.Ó2), apenas que 
as amplitudes de reflexão devidas à contribuição dos caminhos de múltiplos espalhamentos 
entre os potenciais, apresentam uma fase diferente. Esta fase foi chamada por Luz de índice 
de Morse generalizado.
Este método não traz vantagens para tratar um potencial suave isolado, uma vez que é 
necessário conhecer as amplitudes de transmissão e reflexão do potencial como um todo, mas 
conhecendo-se tais amplitudes, pode-se determinar a função de Green para uma seqüência 
destes potenciais e  isto o  toma muito vantajoso e  o  qualifica como um método de múltiplos 
espalhamentos.
A nova versão aqui apresentada da função de Green semiclássica foi construída em cima 
de argumentos físicos, sem mna dedução matemática rigorosa. TTm tratamento matématico 
adequado para melhorar as fórmulas semiciássicas usuais, tanto para o propagador quanto 
para a função de Green, ainda não existe na literatura. Uma possibilidade seria analisar 
termos de terceira ordem na aproximação da trajetória clássica, da fórmula de Van Vieek, 
mas opção dos pesquisadores nesta área tem sido procurar formas modificadas para a tal 
fórmula [23. 24]. Porém, deve-se lembrar que os trabalhos nesta área [idem] sempre utilizam 
caminhos opcionais que não são trajetórias clássicas, implicando na necessidade de uma 
análise cuidadosa 110 termo de primeira ordem, considerado sempre nulo quando o caminho 
é a trajetória clássica. Independente de sua origem, fica evidente, a partir dos resultados 
deste trabalho, que a fórmula semiclássica da função de Green deve conter as amplitudes 
de espalhamento de cada carmnho. Em um trabalho recente, Urra et. ai. [27] fizeram o
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mesmo tratamento para obter o propagador semiclássico. Seus resultados numéricos são 
bons, mas não conseguiu obter uma formula exata.
Importante citar que parte das idéias deste trabalho encontra-se fragmentada na lite­
ratura [26], [30], mas aqui elas criam uma versão unificada do problema.
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C onclusão
A nova versão aqui desenvolvida para o método semiclássico para determinção da 
Função de Green mostra ser satisfatória no tratamento de potenciais constantes por partes, 
fornecendo resultados exatos. Sua aplicação não se restringe à complexidade destes poten­
ciais, conferindo-lhe vantagens sobre outros métodos já existentes. Corno exemplo foram 
determinadas algumas funções de Green não existentes na literatura, como para os potên­
cias barreira e poço finito assimétricos e para o poço infinito acoplado com uma barreira 
(poço duplo). Ela também se mostra vantajosa na determinação de amplitudes de espa­
lhamento do sistema. Para potenciais suaves, o novo método também pode ser aplicado, 
com poucas reservas, e toma-se vantajoso para obter a função de Green para uma seqüência 
destes potenciais.
O princípio básico deste método, que é acrescentar termos a fórmula semiclássica, abre 
novas possibilidades para as aproximações semlclássicas, 110 tratamento de outros fenómenos 
quânticos como a difração, por exemplo, que já começa a aparecer em sistemas bidimen­
sionais. Lí In tratamento mais adequado para potenciais suaves e urna dedução rnatematica 
rigorosa para as modificações aqui feitas também constituem importantes investigações que 
devem suceder este trabalho-
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A p ên d ice  A
C on stru ção  esqu em ática  d a  função de G reen
A função de Green para o potencial delta de Dirac +  barreira acoplados, como definido 
em (5.40), pode ser obtida montando-se um diagrama esquemático com todos os caminhos 
possíveis. O diagrama é construído da seguinte forma: a cada vez que o caminho encontra 
um ponto de mudança de potencial, ele se divide em duas partes, que representam as pos­
sibilidades de reflexão ou transmissão; constinua-se os dois novos caminhos e, se necessário, 
abre-se mais chaves com mais possibilidades«, sempre que o caminho encontra um ponto 
de espalhamento, até chegar na posição final. Neste diagrama só serão representadas as 
amplitudes de espalhamento nos potenciais base porque a ação referente a cada caminho 
é de fácil cálculo e será acrescentada na construção da função de Green. No caso aqui 
analisado, para x* < 0 e a < x j  < 6, os potenciais bases serão o delta de Dirac e o degrau, 
portando no diagrama serão utilizadas as amplitudes de espalhamento destes potenciais e 
que estão adequadamente definidas nos capítulos 5 e 6.
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A e B  representam dois grupos de caminhos e o símbolo u  representa o fim de um 
caminho.
Ao se observar o diagrama (A .l) pode-se notar que a função de Green deverá ter a 
forma:
G ^ b ) ( x f , X i ; f c 0 ) =  ~ ~~~ 2  e x p [ - i k 0 Xi ]  s_+ [CA(xf ) +  CB(xf )] (A.2)ikon
onde C a e C’b representam os caminhos do grupo A e B,  respectivamente, no diagrama. 
Note que em (A.2) jâ foi acrescentada a ação da parte do caminho que sai de r, e chega 
até a subdivisão nos caminhos Ca e CB- Continuando os cáícuios encontra-se:
com
=  R 0g— C Bexp[iko2a]
A 1 — R e,g.____exp {ikn2a}
CB =  — { T í (  exp\iki(x f — a)] +  Riexp\—iki (x  f — 2b +  a)])  +
d i  \  \  - - ' - ' /
TiR,iT0g_C AexI>\ikQ2a +  iki'2(b — a )] | (A.4)
d l  =  1 — n texp[iki2(b — a)] ( Ri +  T{F0g  exp[iko2a)]ji (A.5)
Somando os dois caminhos obtem-se:
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„  , „  _  /-o  exp[iki(xf  -  6)3 +  f - o  exp[—ikx(xf -  6)]
CA +  ° B -------------------1 -  exp[íko2a]
+sendo fZQ amplitudes referentes a barreira de potencial e definidas no capítulo 6. 
Substituindo (A.6) em (A .l) encontra-se:
G {S+h)( x f x -kn)  -  m  9 - +e x p [ - i k 0(xi -  a)} f r . , ,  b)]
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