Abstract
Introduction
Shape analysis and recognition constitutes a fundamental problem of computer vision. One of the coninionly used technique for representing shapes in vision systems involves the computation of the shape skeleton. Intuitively, a skeleton can be thought of as a stzck figure that retains the connectivity information of a shape. The shape skeleton can often capture the essence of the visual form of an object and sig-0-8186-8138-1/97 $10.00 0 1997 IEEE nificantly reduce the amount of data required for object representation. Applications of shape skeletons include among others, industrial part inspection, optical character recognition, and object representation. There are numerous algorithms for obtaining digital skeletons based on different definitions of the skeletal shape. A classification of these methods can be found in [Ill where the following four classes in which these algorithms can be broadly grouped are identified: techniques based on the grassfire model, analytical techniques, distance transformations and topological thinning algorithms. It may be noted, that the noise models (if any) considered by these algorithms, are restricted to noise distributions on object boundaries. In Figure 1 , we present two instances of the handwritten numeral two. The figure on the right has an internal noise level of 3.01dB (50 % noise). By comparing it with its counterpart on the left, which has no internal noise, we can observe the sparseness caused by internal noise within binary image regions. Such noise can occur due to pixel subsampling or poor quantization. Even though we find no difficulty in forming a perceptual idea of the skeletal shape for the noisy image in Figure 1 , skeletonization of such images in the sense of the aforementioned four classes of techniques is an ill posed problem: in the grassfire model, the anisotropy introduced by sparseness inside regions would hinder the wavefront propagation. Analytical techniques on the other hand assume connectivity properties of the image regions which may not remain valid as the image becomes sparse. In the case of algorithms based on distance transforms, computation of the minimum distance from every object pixel to the background is required. However, a rigorous definition of foreground and background is difficult to formulate for sparse regions. Similar problems may occur during the application of topological thinning techniques since a pixel may not lie on the boundary of a sparse region and yet have zero valued pixels in its neighborhood. Before presenting our approach we point out several properties that may br: desirable in a prospective solution methodology to this problem.
0 The method should be invariant to translation, rotation and scale changes of the shape.
e The results of the method should have the fundarnental propertlies of a shape skeleton: connectedness and thinness.
e The method should have a reasonable computational performance.
0 The output of the method should degrade gracefully with increase in the sparseness of the image.
0
The results produced by the method, when applied tjo non sparse images, should not differ substantially from those obtained with conventional algorit hms.
0 The shape skeleton produced should correspond to our intuitive notions of shape.
We begin this paper by outlining an overview of our methodology and the motivations leading up to it (Section 2). We then present some previous work in the area of skeletonizing sparse images (Section 3 ) . In Section 4 the proposed method is formulated. The experimental performance of the approach is studied on a variety of shapes in Section 5. In Section 6 wc present the conclusions obtained from this research and outline possible future directions of work.
Overview of the Approach
The problem of obtaining a skeletal representation for a given image (sparse or otherwise), can be interpreted as a particular case of the more general problem of compactly representing a given data set. The conventional approach to this problem consists in either maintaining the dimensionality of the data set but reducing its size (i.e., clustering) or maintaining its size but representing it in a transformed space having reduced dimensionality (e.g., by principal component analysis). Neither of these methods can be directly applied to our problem. Clustering, for instance, cannot be used by itself to obtain topological properties like connectedness of the input shape, while principal components usually fail to provide a sufficiently accurate description of the highly non-linear shape dis- called the principal curves, was pioneered in statistics [5] to obtain smooth, curve based representation of patterns exhibited by scatter plots. For a given d-dimensional data distribution, its principal curve is a smooth uni-dimensional curve that passes through the middle of this distribution. The principal curve for a given distribution is self consistent in the sense that for any point pi on the curve, the average of all data points projecting on pi coincides with pi. In the context of thc two fundamental approaches enumerated above, the principal curve can be used for non linear dimensionality reduction. In [13, lo], the authors have observed that the Kohonen self-organizing procedure can be considered to provide a discrete approximation of the principal curve for a given data distribution. The approach we propose in this paper is based on this conclusion and consists of obtaining the skeletal shape of a given shape distribution by using the Kohonen self-organizing map (SOM). The skeletal description thus obtained is parameterized by the topological coordinates of the SOM units. The basic niap topology employed in our method is the minimum spanning tree on the map units. The minimum spanning tree provides a flexible topology to represent the input space and its choice is based on empirical results [6] which show that the minimum spanning tree topology is well suited to approximate structured shape distributions. Since a spanning tree is insufficient to describe topological properties like closure of circular regions, we augment the tree structure of the map after convergence with proximity information obtained from the Delaunay triangulation of the shape. The batch processing SOM algorithm used in our work conceptually relates the shape structure obtained from self-organization to the mathematically well founded concept of principal curves [lo], provides computational speedup, and allows easy determination of the Delaunay triangulation at each iteration.
Previous Work
The literature on methods t o define a skeletal shape for sparse images is not very rich. There has been some work in identifying skeletonizing points for sparse irnages by density based clust,ering [l] and neural models [a] . However, the results from these methods constitute a disconnected set of points and the methods provide no information as to how these points may be connected. Recently two new methods [3, 41 have been proposed for obtaining skeletal shapes from sparse patterns. Chen and Yu [3] propose an entropy based approach in which for each point in the image a circular raiige of maximum effective information is defined. The symmetry score of the point distribution in this circular range is then computed. Following this, the symmetry score is treated as a gray-scale image and gray-scale thinning is performed on it to obtain the skeletal lines. The work of Datta et. al. [4] constitutes the motivation behind our approach. In [4] , the authors obtain a piecewise linear approximation of the skeletal shape of a pattern by using a flowthrough version of the Kohonen self-organizing map. The map is initialized with a linear topology and evolves to approximate one of the three shape classes: arc patterns, forked patterns, and circular patterns. The transformation of the linear pat,tern to one of the above classes is done by threshold based criteria which include distance between two map units (for evolving from linear to circular patterns) and angle between three map units (for evolving from linear to forked patterns).
Our work essentially constitutes an alternate approach to [4] within the common framework of selforga.nizat,ion. Since [4] uses a flowt,hroiigh SObI, the final results may be influenced by the order of presentation of the data [lo] . This renders the results obtained wit,h thc method susceptible t,o rotations in the image plane. This is avoided in our a.pproach hy 11s-ing the batdch SOM algorithm. Since batch processing involves the entire data set, problems related to the order of presentation are not involved. Furthermore, the use of a minimum spanning tree topology provides US with a natural way to span the whole input shape distribution, thus obviating the need to formulate criteria for transforming the map topology betw-cen different shape classes. Finally, the batch processing SOM algorithm makes the approximation of the skeletal shape representation much faster (in terms of the number of iterations on the data set).
We would like to bricfly point to the reader that the general problem of defining the shape of a sparse pattern (also called a point set) has attracted a Iot of attention both in the areas of Machine Vision and Computational Geometry. Describing the shape of such patterns by their Convex Hull being an example of a well known method. However most of the techniques in these areas [la] do not attempt to define the inner shape of patterns.
The Proposed Method

The Map Update Procedure
The Kohonen self-organizing map consists of a set of units and an interconnection topology which connects these units. Each unit in the map is assigned a weight vector having the same dimensionality as that of the input space. A neighborhood function is used to define a region of influence around each unit based on the map topology. 
where t denotes the time. C j ( i ( k ) , k ) is the neighborhood defined on the map topology around the unit i ( k ) . P ( t ) is the learning rate which decreases with time. The updates are repeated till the change in the wpight vert,ors becomes smaller than a predetermined t,hreshold. This oft,en reqiiires many present,ations of the entire data set. The effect of the update process is t,o p i d l t,he closest weight vector and those in its neighborhood towards the input in a topologically constrained manner, ultimately leading to an orderly approximation of the unknown distribution of the input vectors. The above description of the SOM update procedure constitutes the flowthrough version of the algorithm. The application of the flowthrough version to the problem of obtaining skeletal representation of sparse images is limited by its slow training time and dependence on the order of presentation of the input data. Since most vision systems follow a standard image entry procedure (e.g., raster scanning), any rotation in the input image would cause a change in the data presentation order leading to possibly different skeletal descriptions for the same object. The solution to both these problems can be obtained by using the works with the entire data set at the same time, order of presentation of the data has no influence on the final result [IO] . Let the location of unit j in the sample space be Wj and let its coordinate location in the topological space of the map be 3. Let 2, and U be the size of the data set and the number of units in the map respectively. The SOM update algorithm in the batch mode consists of the iteration of the following two steps with progressively decreasing neighborhood size:
Voronoi Partition of the input data:
The data is partioned into Voronoi regions of the units. The centroid of each Voronoi region is computed along with its size. The partitioning and centroid computation is done by the Lloyd algorithm (K-means algorithm).
Weighted centroid update in the topological space:
The units are updated by a weighted centroid of the data. Conceptually, a single iteration of the batch mode SOM update procedure can be thought to consist of a single iteration of the Lloyd algorithm followed by a kernel smoothing operation on the centroids in the topological space.
The Map Topology
In the original SON1 forniulation proposed by Kohonen, the number of processing units and their interconnection topology is fixed. The traditional topologies used with SOM ( h e a r and grid) however, may not suffice to approximate the variation in natural shape distributions. The use of a minimum spanning tree to define the neighborhood relationships in cases where the input vector distribution is structured, has been suggested in [6] . This paper suggests assigning arcs between nodes, where the length of the arcs is defined as the distance between the nodes in the input space. By definition, the sum of the length of all the arcs in the tree is minimal. The neighborhood of a unit in this t,opology is defined in terms of the arcs emanating from the unit. The use of a spanning tree as the topology for the map during the batch update procedure provides an intrinsic mechanism to represent various planar shape topologies (closed circular shapes being the exception). The minimum spanning tree is recalculated after each iteration of the self-organization.
The ability of a SOM to approximate a given shape distribution however depends not only on the basic map topology, but also on the number of processing units in the map. Since it is not possible to determine a priori the number of units required to approximate an input shape distribution, a procedure for automatically adding or deleting units in the map needs to be adopted. A principal constraint governing the addition and/or deletion of map units in our problem domain is that the existing skeletal structure should not be excessively perturbed by the change in the number of units. We follow the approach suggested in [4] and add a new unit in the middle between two existing units if the distance between their weight vectors exceeds a threshold d, , , . Similarly two existing units are merged into a single one if the distance between their weight, vectors falls under another threshold The unit obtained after merging is placed at the midpoint of the line joining the two older units.
Since the addition or removal of units is restricted to the existing skeletal structure, sudden changes in the shape skeleton are avoided. For a given shape distribution skelet,al descriptions of varying details can be obtained by suitably tuning the parameters bmin and hmaX. The average length of the minimum spanning tree ( L ) on the data set can be used to obtain values for these parameters. In our experiments visually pleasing skelet,ons were obtained by using bmin 3& and 26,in 5 d, , , 5 3d,i,.
The closure of circular regions is an important property that cannot be described due to the inherent limitations of the spanning tree based SOM topology. In order to augment the SOM, so as to produce faithful skeletal representation for circular regions, the proximity relationship between t,he Voronoi regions of the shape distribution is needed. Such a relationship can be obtained by computing the Delaunay triangulation of the Voronoi regions. We use a Hebbian rule proposed in [9] to compute the Delaunay triangulation after each iteration of the batch SOM algorithm. Essentially the method proposed in [9] joins Voronoi centroids (map units) Vi and Vj, if for an input datum dk , t,he two closest centroids are Vi arid Vj. The authors in [9] prove that the triangulation thus obtained is topology preserving (in the sense that adjacency of centroids in the Delaunay triangulation implies adjacency of their respective Voronoi rpgions in the input space and vice-versa), if for every datum d k from the shape manifold S, the triangle A(dk,V,,Vj) C S. Since in our approach, the minimum spanning tree is computed on the map units, u.hich progressively tend to lie on the input shape distribution (manifold), it follows that the skeletal shape we obtain is a subset of the Delailnay triangulation obtained by the Hebbiari rule of [9] . Skeletal representat,ion of circular regions can therefore be obtained by joining two disjoint units in the SOM, if there is an edge between them in the Delaunay triangulation. The occurrence of small loops in the skeleton can be prevented by allowing two map units to join only if the resultant cycle has more than K edges. We use the value of K = 3 in all our experiments.
Experimental Results
The proposed method was tested with two sets of data. The first set consisted of binary images of planar industrial parts and the second set consisted of handwritten letters and numerals captured by using a graphics tablet. Each thin pattern in thc second set was dilated to obtain a thickened shape. The data in the second set was similar to that used in [3] (obtained by dilating thin patterns). We note that such data tends to be much more uniform in thickness than the shapes considered in the first set. A predetermined amount of random noise, uniformly distributed in the hounding box cont,aining the image, was added to the image regions. The amount of the noise added was computed by counting the number of black pixels which were changed. Figure 2 exhibits the performance of the method on a pair of scissors. The noise is varied between 0% to 70% (1.55dB) of the original number of points (pixels) in the shape. The performance of our method on the dilated shape of a handwritten numeral is shown in Figure 3 . Typically, for shapes from this class, our method produced skeletal descriptions consistent with the visual form of the data beyond SNR of 1 3 d B (noise levels of 70%). The performance of our method on the dilated shape of a handwitten numeral for noise level upto 90% (0.46dB) is shown in Figure 3 . The algorithm suggested in [3] , was reported to maintain good performance in experiments till a signal to noise ratio (SNR) of 2.22dB (60%noise). Beyond this, the performance of the algorithm deteriorated rapidly. In Figure 4 , the results obtained by applying the proposed approach to four different shapes are presented. The top row is comprised of the original planar shapes with no added noise (0% noise). The images in the bottom row were obtained by adding 50% (SNR = 3.01dB) uniformly distributed random noise to the corresponding shapes from the top row.
Conclusions and Future Work
In this paper, we have proposed a method to obtain skeletal shape descriptions for sparse planar shapes. Owing to the sparseness of the shape regions, conventional skeletonization techniques cannot be applied to such pat,terns. The approach suggested by us is based on a batch mode SOM. The SOL% uses a minimum spanning tree topology to approximate the input shape distribution. In conjunction with the iterations of the SOM a Hebbian rule is used to compute the Delaunay triangulation of the Voronoi centroids of the input. The topology of the SOM on convergence is modified, if necessary, by adding edges between the map units based on information obtained from the Delaunay triangulation. The method is invariant to translation, rotation and scale changes in the input. Empirical results suggest that it performs robustly under varying signal to noise ratio. In the present formulation, the performance of the method depends on certain parameters (dmin, S, , , ) , which essentially have to be provided manually. Our further research is directed towards resolving these parameters using shape statistics.
