Clustering of proteins is crucial for many cellular processes and can be imaged at nanoscale resolution using 2 single-molecule localization microscopy (SMLM). Existing cluster analysis methods for SMLM data suffer 3 from major limitations, such as unsuitability for heterogeneous datasets, failure to account for uncertainties 4 in localization data, excessive computation time, or inability to analyze three-dimensional data. To address 5 these shortcomings, we developed StormGraph, an algorithm using graph theory and community detection 6 to identify and quantify clusters in heterogeneous 2D and 3D SMLM datasets. StormGraph accounts for 7 localization uncertainties and, by determining thresholds adaptively, it allows many heterogeneous samples 8 to be analyzed using identical parameters. Consequently, StormGraph improves the potential accuracy, 9 objectivity, and throughput of cluster analysis. Furthermore, StormGraph generates a hierarchical clustering, 10 and it quantifies cluster colocalization for two-color SMLM data. We use simulated data to show that 11 StormGraph is superior to existing algorithms. Finally, we demonstrate its application to two-dimensional 12 B-cell antigen receptor clustering and three-dimensional intracellular LAMP-1 clustering. 13 Single-molecule localization microscopy (SMLM) techniques, such as direct stochastic optical reconstruc-15 tion microscopy (dSTORM) (1; 2) and photoactivated localization microscopy (PALM) (3), overcome the 16 diffraction limit of conventional microscopy by acquiring many sequential images, each containing very few 17 fluorescing labels. Individual labels can then be computationally super-resolved and precisely localized to 18 generate a list of localization coordinates, often with estimated positional uncertainties (4; 5; 6). This is 19 possible in both two and three dimensions (7; 8; 9; 10). 20 SMLM is commonly used to investigate nanoscale clustering of cell-membrane and intracellular proteins ), which usually exhibits both cell-to-cell and within-cell heterogene-22 ity. Notwithstanding, clustering is frequently analyzed using spatial summary statistics that fail to capture 23 the heterogeneity of clusters within a sample, such as Ripley's functions (21; 22). Instead, clusters can be 24 individually quantified by using a clustering algorithm to assign localizations to specific clusters. However, 25 using existing clustering algorithms, it is difficult to accurately and objectively analyze multiple heteroge-26 neous samples. Subjective bias can result from algorithm parameter selection, or from selection of a small 27 number of "representative samples" to analyze using slow or cumbersome algorithms. Failure to account for 28 localization uncertainties can also make conclusions unreliable. 29 The most widely used clustering algorithms in SMLM literature, including Density-Based Spatial Cluster-30 ing of Applications with Noise (DBSCAN) (23), identify clusters based on a user-specified minimum number 31 of points within a user-specified radius. However, these parameters are difficult to select and, for hetero-32 geneous samples, should be sample-specific. Recently, algorithms based on Voronoi diagrams, for example 33 ClusterViSu, have been developed for 2D (24; 25) and 3D SMLM data (26). Importantly, however, none of 34 the above clustering algorithms account for localization uncertainties. A pixelated variant of DBSCAN (27) 35 partially addresses this deficiency but is limited to 2D datasets. Simulation-aided DBSCAN (28) offers a more 36 complete strategy, but it remains limited by user-determined DBSCAN parameter selection. A Bayesian, 37 model-based cluster identification method (29) uses localization uncertainties and has been extended to 3D 38 (30), but it assumes that clusters are circular or spherical and it is prohibitively slow. 39 To address all of the limitations of existing cluster analysis methods described above, we developed 40 StormGraph, a comprehensive graph-based clustering algorithm inspired by PhenoGraph (31), which was 41 developed for single-cell cytometry data. StormGraph converts SMLM data into a graph using localization 42 coordinates and their uncertainties to specify nodes and weighted edges. It then utilizes graph theory and 43 community detection algorithms (32) to assign nodes to specific clusters. Crucially, StormGraph determines 44 3 key thresholds from the data for each region of interest (ROI) adaptively, using at most three user-specified 45 parameters that can remain fixed across experiments, enabling unbiased comparison of results. Unlike the 46 Bayesian method, StormGraph makes no assumptions about the shapes of clusters and it is at least an 47 order of magnitude faster. Moreover, StormGraph has both 2D and 3D implementations and it can quantify 48 cluster overlap for two-color SMLM data.
Introduction
and statistical significance of our results were altered, the overall conclusions were unchanged ( Figure S8 ). Importantly, this demonstrates that StormGraph can still detect differences in clustering when localization 174 uncertainties are unavailable.
Because the average density of SMLM localizations can vary between ROIs, a clustering algorithm must not 177 depend on the average localization density if batch processing is to be implemented and clustering results 178 are to be compared across samples with different localization densities. We verified that StormGraph is 179 robust in this regard by repeating StormGraph analysis after randomly removing 0%, 25%, 50% or 75% 180 of the localizations from a dSTORM ROI containing heterogeneous clusters (Figure 4a ). Although small, 181 low-density clusters were eventually lost, the identification and area quantification of large, unambiguous 182 clusters was robust, and the overall distribution of cluster areas was not significantly impacted (p > 0.05; 183 Figure 4b ). 184 We also tested StormGraph's sensitivity to random noise by artificially adding random localizations 185 (with uncertainties) to the same ROI ( Figure S9 ). StormGraph's ability to detect all but small, low-density 186 clusters was again robust, and its overall sensitivity to random noise was minimized by including localization 187 uncertainties and using the kNN method to determine r 0 . This implementation with k = 15 resulted in 188 no statistically significant (p < 0.05) change in the distribution of cluster areas until the ratio of true 189 localizations to artificial localizations was < 2.
190
Two-color analysis of cluster overlap 191 To quantify colocalization of differently colored (e.g. red and blue) clusters in two-color SMLM data, our 192 software quantifies the total area of overlap divided by each of the following: (1) total red cluster area; (2) 193 total blue cluster area; and (3) total area covered by clusters of either color, yielding the Jaccard index 194 (43) (Figure 5d ). Our software also reports analogous quantities using numbers of localizations instead 195 of areas (not shown). To estimate the maximal experimentally observable colocalization, colocalization 196 analysis should first be applied to the same molecular species labeled with two different probes. This rarely 197 yields 100% colocalization for several reasons, including differing affinities of antibody-fluorophore conjugates, 198 differing photophysical properties of fluorophores, and the inability of two probes to occupy the same binding 199 site.
200
To demonstrate cluster overlap analysis by StormGraph, we performed such a positive control experiment 201 by simultaneously labeling cell-surface IgG-BCRs on murine A20 B cells with anti-IgG antibodies conjugated clusters (Figure 6c-d ). The AF647 clusters had volumes ranging from 1.5 × 10 3 nm 3 to 7.1 × 10 7 nm 3 with a 236 median of 3.5 × 10 5 nm 3 , and Cy3B clusters had volumes ranging from 3.1 × 10 3 nm 3 to 3.7 × 10 7 nm 3 with 237 a median of 9.0 × 10 5 nm 3 (Figure 6e ). The discrepancy in cluster volumes was likely caused by variance in 238 labeling or probe detection. Indeed, we detected almost four times as many AF647 localizations as Cy3B 239 localizations (9.0 × 10 4 versus 2.5 × 10 4 ). Hence, when performing one-color SMLM, choosing the optimal 240 fluorescent label can improve cluster detection and quantification.
241
Additionally, we computed volumetric overlap between AF647 clusters and Cy3B clusters (Figure 6f -g).
242
To our knowledge, our software is the first to offer this functionality for two-color, 3D SMLM data. We 243 found that 31% of the total AF647 cluster volume overlapped with Cy3B clusters, whereas 50% of the total 244 Cy3B cluster volume overlapped with AF647 clusters. The comparatively low overlap of AF647 with Cy3B 245 was likely due to weaker labeling or detection with Cy3B than AF647. The Jaccard index was 0.24. In sum, 246 our results for LAMP-1 clearly show that StormGraph can identify and quantify clusters of localizations in 247 3D SMLM ROIs and, furthermore, that it can detect overlap between 3D clusters in two-color data despite 248 experimental limitations.
249

Discussion
By converting 2D or 3D SMLM localization data into a neighborhood graph, StormGraph leverages concepts 251 from graph theory, especially community detection, to assign localizations to individual clusters that can be 252 quantified. It enables analysis of clustering at multiple scales within datasets by generating a hierarchical 253 clustering, but it also provides a single-level clustering to simplify interpretation of results. The StormGraph 254 can be run in MATLAB using either a script or a simple graphical user interface. The software automatically 255 quantifies clusters and it includes MATLAB functions for data visualization in 2D or 3D. We summarize the 256 features of StormGraph, in comparison to existing methods, in Table S1 . The software and a user manual StormGraph widely applicable and make it the standout choice for cluster analysis of SMLM data.
280
Using simulated data, we demonstrated that StormGraph is superior to both DBSCAN and the most 281 recent algorithm based on Voronoi diagrams, ClusterViSu, at assigning localizations to clusters. We also 282 applied StormGraph to actual dSTORM data. This revealed the presence of many small BCR clusters, in 
288
It should be noted that measurement errors generally cause clusters to appear slightly larger than the 289 true underlying molecular clusters, and they can also cause over-or under-estimation of cluster overlap for 290 two-color data. StormGraph does not correct for this during cluster quantification. However, for data with 291 approximately Gaussian clusters, mathematical correction methods (44) could be applied to StormGraph's 292 clusters prior to quantification. Nonetheless, we believe that StormGraph will advance cluster analysis in the 293 SMLM field thanks to its generality, its ability to utilize information about localization uncertainties, and 294 its potential to increase the throughput of single-molecule localization cluster analysis via batch processing 295 of heterogeneous datasets.
Calculation of the length scale r 0 298 (1) The fully automatic, heuristic method 299 To automatically determine a length scale r 0 without user input, we implement a variation of the elbow 300 method heuristic. For values of ε ranging from 0 to a sufficiently large value based on the optimal affinity 301 scale stated by Arias-Castro (45), we construct the ε-neighborhood graph for the data. We then plot the 302 number of connected components (including singletons) against ε. This must be monotonically decreasing 303 and typically bears resemblance to a decaying exponential or logistic function. As ε increases, an "elbow" Sometimes, a natural number of clusters will be evident as a horizontal (i.e. constant) plateau occurring 308 at > 1 connected component in this plot. In such cases, we find the plateau corresponding to the largest fold 309 increase in the area or volume of the ε-neighborhood. Let ε 1 be the value of ε at the start of this plateau, 310 and let ε 2 = 2 1/d ε 1 , where d is the dimensionality of the data, be chosen such that the ε 2 -neighborhood 311 is twice the area or volume of the ε 1 -neighborhood. If the ε 1 -and ε 2 -neighborhood graphs have the same 312 number of connected components, then we set r 0 = ε 2 ( Figure S1 ).
313
Otherwise, we fit a curve f (ε) to the number of connected components versus ε ( Figure S1 ). We choose 314 f (ε) to be the sum of a constant b and either one or two generalized logistic functions of the form
where b ≥ 0, a ≥ 0, s ≥ 0, ν > 0, and ε 0 are coefficients to be fit. To avoid overfitting, we only include 316 the second logistic function if it yields a substantial improvement in the goodness of fit and we restrict its 317 allowable values of ν. The elbow of this curve is not mathematically well defined, but intuitively it is related 318 to the concavity: the curve achieves maximum (positive) concavity as it approaches the elbow region, and 319 then its concavity decreases as it traverses the elbow region. StormGraph chooses the length scale r 0 to be 320 towards the end of the elbow region as follows. Let ε max be the value of ε at which f (ε), the concavity of 321 f (ε), is maximized. StormGraph sets r 0 to be the value of ε > ε max where f (ε) first falls below 2% of its 322 maximum value ( Figure S1 ). 323 elbow method to set the initial length scale r 0 , which is used for classifying localizations as either clustered incompatible with StormGraph. We therefore developed our own fast algorithm to obtain a single-level 410 clustering from the cluster hierarchy output by StormGraph, which we describe here.
411
The hierarchical clustering output by StormGraph is generated from an r 0 -neighborhood graph. An In a symmetric kNN graph, it is guaranteed that every node has at least k edges. However, as k increases, 419 nodes in low-density regions between two distinct clusters quickly become connected to both clusters, while 420 the high-density regions inside the clusters may remain fragmented into multiple connected components 421 until higher values of k. A mutual kNN graph, in which every node is guaranteed to have at most k 422 edges, more faithfully represents such clusters by preventing nodes in low-density regions from making too 423 many connections. However, mutual kNN graphs often suffer from having singletons and small connected 424 components due to the weak connectivity. We therefore chose to combine the concepts of both the symmetric 425 kNN and mutual kNN graphs.
426
For a set of points V and positive integers M and K > M , we define G M,K (V ) to be the union of the 427 symmetric M NN graph and the mutual KNN graph for vertices V . This is still a subgraph of the symmetric 428 KNN graph, but it has stronger connectivity than the mutual KNN graph by guaranteeing that every node 429 has at least M edges, which in turn ensures that G M,K (V ) contains no connected components with fewer 430 than (M + 1) nodes.
431
For each cluster at the top level of the cluster hierarchy, StormGraph decides whether to split the cluster 432 into its subclusters at the next level down in the hierarchy according to the algorithm described below. If 433 the split is rejected, then StormGraph keeps the current cluster and does not examine any of the finer levels 434 of the hierarchy within that cluster. If the split is accepted, then this process is repeated recursively for 435 each of the newly accepted subclusters. A split is automatically rejected if more than 1% of the points in 436 the cluster belong to subclusters with fewer than the minimum number of points, specified by the user, that 437 constitute a cluster.
438
Let V be the set of nodes in a cluster C, let A = {C 1 , C 2 , . . . , C n } be the set of n subclusters of C at components of the graph G M,K (V ). StormGraph decides whether to split cluster C into its constituent 441 subclusters A using the following algorithm: 442 1. Construct G 2,K (V ) for all integers K ∈ {6, . . . , K 1 }, where K 1 is the smallest integer such that 443 G 2,K1 (V ) is connected. We empirically chose the minimum value of K to be 6 because this usually 444 results in randomly distributed points forming a single connected component. 445 2. Find the value of K for which B(2, K) is most similar to A according to some measure of similarity.
446
Denote this value of K by K * . 447 3. Split cluster C into subclusters A if the similarity between A and B(2, K * ) is greater than both a 448 threshold similarity and the similarity between C and B(2, K * ).
449
The most obvious choices for a similarity measure to score the similarity between two clusterings of the 450 nodes V are normalized mutual information (NMI) (37) and mean F-measure (38) . We require a similarity 451 measure that is defined even if one of the clusterings being compared consists of only a single cluster. This 452 eliminates NMI as a suitable choice, so we use mean F-measure. 453 Let F (A, B) denote the similarity of clustering A to clustering B as measured by the mean F-measure.
454
The F-measure or F 1 score for a binary classification problem in which a cluster C i is compared to a reference 455 cluster C i (usually the ground-truth cluster that the cluster C i , found by a clustering algorithm, is supposed 456 to recover) is defined as the harmonic mean of precision (P ) and recall (R):
The precision P (C i , C i ) is the fraction of C i that belongs to C i , and the recall R(C i , C i ) is the fraction of 458 C i that belongs to C i . The mean F-measure F (A, B) is then defined as the weighted arithmetic mean of the 459 maximum F-measures for each of the clusters C i in B:
where |C i | denotes the number of points in C i .
461
The mean F-measure is not symmetric, i.e . F (A, B) = F (B, A) , which is not desirable in our situation 462 where we wish to compare two clusterings, neither of which is necessarily ground-truth. To avoid having 463 to choose one of the clusterings A and B to be the reference, we define a symmetric similarity measure, Figure S12 ), as described previously (54) . Expressed as standard deviations, lateral uncertainties 734 were typically < 10 nm while axial uncertainties were typically < 40 nm ( Figure S12 ).
735
For two-color SMLM, image acquisition was performed sequentially for each color with AF647 imaged 736 first to prevent photobleaching by the Cy3B excitation laser. Two-color SMLM images were acquired using 737 a beam splitter with appropriate filters to direct each signal to one of two independent cameras. Alignment (a) StormGraph cluster results (color bar = cluster area (nm 2 )) for a dSTORM dataset with 0%, 25%, 50% or 75% of the localizations randomly removed (left panels, color bar = density (nm -2 )). Localization uncertainties were either used (+) or not used (-) by StormGraph during clustering. The value of r 0 was set using either the kNN method with k = 15 or the heuristic method (auto. StormGraph-analyzed ROIs from multiple A20 cells imaged in the same experiment. Each ROI contributes one dot to each column. Boxes show medians and interquartile ranges. These scores determine the maximum observable overlap that could be expected for clusters of IgG-BCRs and a different molecule labeled using these same two fluorophores on A20 cells, imaged using the same imaging setup and analyzed by StormGraph. Figure 6 . 
