Abstract-A novel angle-of-arrival (AoA) estimation method for both azimuth and elevation based on Bayesian inference and statistical state transition probabilities is presented for the dynamic indoor terahertz (THz) channel. A precise AoA estimation is crucial for the deployment of a directive antenna, which can compensate for the high path loss and reduce the intersymbol interference. In many application scenarios, the user equipment is moved by the user during the data transmission, and the AoA is not constant. The novel algorithm exploits the fact that the AoA movement can be represented as a Markov process and that the Bayesian inference can be used to combine the likelihood and a priori information to provide a more precise estimate than using the likelihood alone. An indoor human movement model is developed to generate the realistic application scenario and obtain the statistical transition probabilities. The forward-backward algorithm is implemented to carry out the Bayesian inference. The algorithm performance is illustrated using the channel models generated by a ray launching simulator. The background log-likelihood is suggested to adapt the algorithm to the instant channel state change in a multipath environment.
I
N this paper, the problem of estimating both azimuth and elevation of the arrival signal in a dynamic indoor Terahertz (THz) channel is addressed. In the framework of the Bayesian inference, the forward-backward algorithm is combined with the statistical transition probability in order to achieve a significantly better performance than using the traditional methods. The algorithm is tailored for THz communication, which is defined as the wireless data transmission in the frequency spectrum beyond 300 GHz. It has drawn considerable interest in recent years as a promising solution to the future multigigabit data transmission over a short distance [1] - [6, pp. 495-526] . Since the unregulated frequency spectrum below 300 GHz is rare, the utilization of the so-far unused wide frequency spectrum beyond 300 GHz (the so-called "THz spectrum") is considered as a promising possibility to realize short-range communications with very high data rates. The IEEE 802.15 working group established a THz Interest Group in 2008 for the preliminary feasibility study of a THz transmission, from where the Task Group 3d spinned off working toward a communication system with a data rate of 100 Gb/s at a carrier frequency around 300 GHz [7] . Besides the manufacture of the high-precision semiconductors for the THz range, the extremely high propagation path loss is the greatest challenge in the field of the THz communications. According to the Friis law, the path loss grows proportionally to the square of the carrier frequency, which implies a very high path loss of, e.g., about 102 dB over a distance of 10 m compared with the traditional wireless communications. Among all the countermeasures, a high-gain antenna is considered to be a competitive candidate. If we can determine the direction from which the signal comes and configure the main lobe of the antenna to that direction, the high antenna gain should compensate for the path loss and realize a reasonable signal-to-noise ratio.
Another serious problem of THz communications is the intersymbol interference because of the multipath propagation. Due to the large bandwidth of the transmitted symbols, the symbol duration becomes very short. For example, with a 50-GHz bandwidth, the spatial expansion of a symbol is merely 1/f · c = 0.006 m, where f is the bandwidth and c is the speed of light. Hence, it is very likely that incoming signals at the receiver overlap, which results in intersymbol interference. Equalization is a potential solution to that problem but requires a lot of signal processing resources. On the other hand, a highgain antenna implies a high directivity, i.e., signals from directions other than the main lobe direction are depressed and the intersymbol interference can be reduced in this way [8] .
To realize a high antenna gain, we need to estimate the angle of arrival (AoA) of the incoming signal with a high precision. In THz communications, the AoA estimation is still an open field for comprehensive studies. In our previous works, the AoA characteristics of the THz channels are described in [9] . Preliminary AoA estimation methods are proposed in [10] and [11] . The AoA estimation is an intensively studied topic with various solutions to that problem published in the literature. One can either scan over all possible directions and select the direction realizing the highest received power to obtain a simple and less accurate result [12] , or apply the maximum likelihood (ML) method 0018-9545 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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to calculate the most probable parameter values using, e.g., the Newton-Raphson method [13] , expectation maximization (EM) algorithm [14] , space alternating generalized EM algorithm [15] , or sparse Bayesian learning [16] . Another category of the AoA estimation algorithms is the eigenvalue based methods, e.g., multiple signal classification [17] and the estimation of signal parameters via a rotational invariance technique [18] . However, all the eigenvalue-based methods require uncorrelated signal sources and cannot be used directly in the indoor THz channel estimation because the signals coming from the same transmitter via different propagation paths cannot be assumed totally independent from each other. A solution to that problem is the spatial smoothing [19] . Unfortunately, this solution is too expensive for THz communications subject to the semiconductor technology in the foreseeable future because it requires a larger antenna array and a significantly more complex RF frontend. All the methods described above assume a static propagation channel. In practice, if the channel is dynamic due to the moving user equipment, the Bayesian inference can be a powerful tool to track the AoA along time. Typical realizations of the Bayesian inference are a Kalman filter, a grid-based filter, and a particle filter [20] . In recent years, the Kalman filter is used to detect and track channel parameters [21] , [22] ; the particle filter is also applied for the channel estimation [23] , [24] . A two-fold Bayesian filter is developed in [25] for the multipath estimation. In these works, the THz application scenario is not considered and the AoA is either not addressed or simplified to azimuth, which results in a significantly less antenna gain due to the omnidirectional antenna pattern in vertical direction. Due to the nonuniformity of the spherical coordinate system (which will be explained in detail later), the evolvement of AoA in 3-D space over time behaves differently from other parameters and must be investigated explicitly.
In this paper, we present a novel algorithm for the AoA estimation in the context of dynamic indoor THz channels. We consider two applications of the AoA estimation: the real-time estimation, where only the past and current observations are available, and the offline processing of the channel sounding data, where the channel estimation is carried out after the whole measurement, and therefore, inference from the future observation is possible. According to the current THz system design [11] , [26] , a beamswitching antenna system with predefined discrete directions is suggested because this is an optimal compromise between hardware complexity and performance. Accordingly, we select the grid-based Bayesian filter for discrete states to solve the estimation problem.
In this paper, Section II describes the underlying dynamic THz channel model. Section III derives the human movement model and a method to obtain the transition probability. Section IV presents the algorithm. Simulation results are given in Section V. The instant change of the propagation channel is discussed in Section VI, and Section VII concludes the paper.
II. DYNAMIC THZ CHANNEL MODEL
The indoor THz channel is characterized by its high path loss and specular spatial distribution (i.e., the propagation is via a few discrete paths) [27] . The former requires a high antenna gain for a reasonable signal receiving power, whereas the latter results in unambiguous AoAs and allows for a directive and adaptive antenna (e.g., a phased array). We adopt a discrete switching method for the antenna configuration, which is convenient for the hardware realization and provides sufficient antenna gain. The available main lobe directions are defined in a code book. In every time instant, the best direction is chosen from it to achieve the highest antenna gain.
While many methods estimate only the azimuth and assume the antenna in the vertical direction omnidirectional, the 3-D directive antenna and the AoA estimation of both azimuth and elevation realize directivity in both horizontal and vertical directions and can achieve a considerably higher antenna gain. However, a major difficulty with the 3-D AoA estimation in dynamic channels is that the spherical coordinate system is not uniform: As the elevation approaches the vertical direction, the same direction change causes growing azimuth change (imagine that the latitude, i.e., azimuth loses its sense on the north or south pole and corresponds to the biggest distance on the equator). If we assume that the angular difference between two adjacent main lobe directions is 6
• , the uniformly distributed directions should be the dots shown in Fig. 1 , where the elevation 0 means vertically upwards. This figure shows us intuitively that the term "rate of change" does not apply to the spherical coordinate system, which is an essential component of many Bayesian inference methods [20] .
In our algorithm, we replace the rate of change with the finite AoA movement memory, which is motivated by the following observations: The AoA at the next time instant must be an adjacent direction of the current one if we estimate the AoA frequently enough because human speed is limited. For example, in Fig. 1 , if the optimal main lobe direction at time instant i is direction 2, which is denoted with the black node in the figure, the optimal direction at time instant i + 1 must be among the black and red nodes surrounding direction 2. Similarly, if the optimal main lobe direction at time instant i is direction 5 (black cross), the optimal direction at time instant i + 1 must be among the black and red crosses surrounding direction 5. Another observation is that the AoA movement is mostly smooth, e.g., if the optimal main lobe direction at time instant i − 1 is 1, at time instant i is 2, although both directions 3 and 4 are adjacent to direction 2 and are therefore candidate directions at time instant i + 1, direction 3 has a higher a priori probability because the movement 1 → 2 → 3 is more natural than 1 → 2 → 4.
This idea can be illustrated in Fig. 2 . Let us define that a state is the memory of optimal main lobe directions of a certain length [in this figure, the memory length is 2, and the older direction is denoted on the left-hand side, e.g., state (1, 2) indicates the memory 1 → 2]. A new direction in the next time instant updates the state, e.g., direction 1 in the next time instant updates state (1, 2) to (2, 1). Given the current state (1, 2), the admissible events are limited to the directions adjacent to direction 2. Moreover, direction 3 [future state (2, 3) ] has a higher probability (which will be derived from massive experiments and will be called statistical transition probability in the following part of this paper) than direction 4 [future probability (2, 4)].
These observations have led us to the idea that the AoA estimates at previous time instants could be a valuable a priori information for the current AoA estimate (forward inference). Furthermore, if we are considering a postprocessing (e.g., parameter estimation after the channel sounding measurement) instead of a real-time application, where the estimation is carried out after the measurement, and therefore, data of the future are also available, the estimates of the future can also contribute to the a priori information (backward inference).
In the following sections, we will develop this idea into a forward-backward algorithm and demonstrate that this algorithm outperforms the traditional AoA estimation methods significantly.
III. HUMAN MOVEMENT MODELING AND INDOOR TERAHERTZ CHANNEL DYNAMICS
The indoor channel dynamic depends on the human movement. Therefore, a human movement model is required for the derivation of the statistical transition probability. The movement can be classified into translational and rotational motions. The former is the motion of the center of gravity from one point to another point without rotation, and the latter is the rotation of the user equipment without displacement of the center of gravity.
We defined three typical scenarios, i.e., sit with smartphone, walk with smartphone, and notebook on legs, invited nine experimentees to move the user equipment (the user equipment is the smartphone itself in the first two scenarios and in the third scenario, we stick the smartphone on the back of the notebook screen) in a natural way for about 1.5 h in total in the three scenarios, respectively, and, meanwhile, used the iPhone APP Sensor Kinetics Pro [28] to record their movements. By doing this, we assume that the user equipment movement pattern in the subsequent application is similar to the experiment result, which is trivial. The APP measures translational acceleration, roll, pitch, and yaw every 0.03 s with an adequate precision. The measurement results are used to derive the movement model.
A. Translational Movement
The translational movement can be characterized by its direction and speed. While the moving direction depends on the room geometry, the moving speed shows some universal statistical properties. For simplicity, the speed is modeled as discrete in this paper (The predefined discrete speed levels are presented in Table I .). We measure the translational movement speed and approximate the continuous speed with discrete speed levels. As shown in Fig. 3 , our measurement result shows that the speed distributions (the blue bars) can be approximated roughly with normal distributions (the red curves). 1 This observation is supported by similar previous studies, e.g., [29] . The distribution parameters can be found in Table I .
The translational moving direction depends on the room geometry and is perturbed randomly in each time instant. If the user equipment is too close to the wall, the direction will be adjusted to avoid hitting the wall, otherwise the direction will be slightly adjusted randomly to simulate the randomness of the human movement.
B. Rotational Movement
Compared to the translational movement, the rotational movement in the 3-D space is more difficult to describe. We borrow the aircraft principal axes roll, pitch, and yaw to describe the direction of the user equipment [30, p. 98] and apply the quaternion to describe the rotational movement [30, p. 150] .
As depicted in Fig. 4 , we define the heading direction h as the direction from bottom to top of the equipment. The elevation of the heading direction is then the pitch, whereas the azimuth is the yaw. We further define the side direction r as the direction from left to right of the equipment. The elevation of the side direction is therefore the roll (the azimuth of the side direction does not need to be specified since the side direction is always perpendicular to the heading direction). To fully characterize the direction of the user equipment, we need to determine both h and r. Correspondingly, we need two steps to carry out the rotational movement.
The quaternion principle states that any rotation of a vector in the 3-D space is equivalent to a single rotation about a fixed axis. Therefore, we need to specify the rotation axis and the rotation angle in each step. In step 1, as depicted in Fig. 4(b) , suppose the user equipment heading direction at time instant i is the unit vector h i (the red arrow), the rotation axis is the unit vector a i (the green arrow, which is perpendicular to h i ), and the rotation angle is δ i (the blue arrow). The heading direction at the next time instant is then
where "×" denotes the vector cross product. This is true because h i × a i is a unit vector that is perpendicular to both h i (original direction) and a i (rotation axis). Note that if we use the spherical coordinate system to describe the rotation axis, we only need to determine the elevation because the rotation axis must be perpendicular to the heading direction. From this constraint we can unambiguously determine the azimuth, given the elevation. In step 2, as depicted in Fig. 4(c) , the rotation is about the new heading direction h i+1 (because the heading direction is always perpendicular to the side direction), and the rotation angle is ξ i . The new side direction is then
Therefore, we need to determine the elevation of the rotation axis θ a , the rotation angle δ (both in step 1), and the rotation angle ξ in step 2 to fully describe a rotation movement based on the equipment direction in the current time instant. In the following, we will investigate these one by one.
Using the same measurement setup described in the last section, we record roll, pitch, and yaw and derive the variables we defined above. Fig. 5 depicts the distribution of the rotation axis elevation. From this figure we can learn that the elevation distribution can be approximated by a normal distribution (the red curve). The parameters can be found in Table I as well. Fig. 6 shows the measured and fitted distributions of the angular speed of the heading direction. The angular speed can be well approximated by a Laplace distribution. The positive direction of the angular speed is defined as the clockwise direction when looking from the direction of the rotation axis. The distribution parameters can also be found in Table I . Fig. 7 depicts the distribution of the angular speed of the side direction, which can be approximated by the Laplace distribution as well. The definition of the positive speed direction is the same as the angular speed of the heading direction. The distribution parameters can be found in Table I .
C. Required Estimation Interval
From the measurement and modeling described above, we can determine the required AoA estimation frequency, such that the AoA in the next estimation is guaranteed to be adjacent to the current one. As shown in Fig. 8 , we assume the translational motion speed of the user equipment is v and that the distance from the access point to the user equipment is l.
With a given speed, the AoA change is maximized when the speed direction is perpendicular to the current AoA because the parallel part does not contribute to the AoA change under the assumption that the displacement in the considered time interval is small enough (as shown in Fig. 8 ). In a certain time interval t, the user equipment displacement is vt, corresponding to a change of the AoA
The rotational motion only changes the AoA of the user equipment and has no effect on the access point. If the rotation angular speed is ω, the angle change of the user equipment in the time interval t is ωt.
From the analysis described above, we can conclude that for the access point, the AoA change
For the user equipment, ΔAoA UE reaches its maximum when the angle changes caused by translational and rotational movements are both maximized (i.e., the user equipment is moving perpendicularly to the direction of the access point at the highest speed and is simultaneously rotating at its highest angular speed) and their effects are constructively overlapped such that the two effects can simply be summed together. Therefore,
It is noticed that in the most cases, the AoA changes caused by translational and rotational movements cannot be simply summed together. The corresponding total AoA change is then smaller. Therefore, the inequality in (5) holds. The recursive AoA estimate must be carried out frequently enough such that the next AoA is adjacent to the current one, as explained in Section II. According to the results presented in the last two sections, the highest translational movement speed is 
For the rotational movement, the heading and side directions are expressed as unit vectors, the interpolation is carried out in the same way.
D. Ray-Launching-Based Dynamic Channel Modeling
The ray-launching simulator is a widely spread approach for indoor wireless channel modeling. It approximates the electromagnetic wave propagation with the geometric optics to generate detailed channel models with an angle of departure/arrival and the path loss of each propagation path [31] . In this study, we use two realistic scenarios: a small office and a big lecture room, which are illustrated in Fig. 9 .
In our setup, the access points are hanged at a hook, which is 10 cm beneath the ceiling. In both scenarios, the user equipment is moved first by the walking user, then by the sitting user, both according to the above-described movement model, and finally stays stationary. The trajectories are shown in Fig. 9 . In each time instant, the translational movement direction is adjusted when the user equipment is about to hit an obstacle and is disturbed slightly and randomly otherwise.
The ray-launching simulation is done in the two scenarios and with the transmitter and receiver positions in each time instant. We extract the path loss and AoA information after the simulation for the Bayesian inference, which will be described later.
E. Calculating AoA
As explained before, the AoA of the user equipment is more complicated than the AoA of the access point because it is the result of both translational and rotational movements of the user equipment. If we use the room as the global coordinate system, the AoA is directly available in the ray-launching result. Specifically, if we are interested in the Line-of-Sight (LoS) path and the vectors of access point and user equipment positions are p AC and p UE , respectively, where both vectors are column vectors, the vector pointing the direction of the AoA for the access point is AoA AC = p AC − p UE , whereas the vector pointing the direction of the AoA for the user equipment is AoA UE,global = p UE − p AC . It is noted that AoA AC is the final AoA used in the simulation because there is no rotational movement of the access point. On the contrary, AoA UE,global is the direction in the global coordinate system and needs to be converted to the local coordinate system, which is fixed on the user equipment and is affected by its rotational movement.
We define the y-axis of the local coordinate system as the heading direction and the x-axis as the side direction of the user equipment. Then, pitch (θ) and yaw (φ) are elevation and azimuth of the y-axis, respectively, and roll (ψ) is the elevation of the x-axis. Following simple coordinate transformation from the spherical coordinate system to the Cartesian coordinate system, the y-axis of the local coordinate system in the global coordinate system can be expressed as
The horizontal direction (elevation = 90
. We can rotate this direction about y UE to the elevation ψ using the quaternion principle and obtain x UE as z UE is the cross product of x UE and y UE , i.e.,
Therefore, the local coordinate system can be expressed as
we obtain
AoA UE = M −1 UE AoA UE,global = ⎡ ⎢ ⎣ x T UE y T UE z T UE ⎤ ⎥ ⎦AoAUE,global.(10)
IV. BAYESIAN INFERENCE IN DYNAMIC CHANNEL

A. Algorithm Derivation
The hidden Markov model is an appropriate tool for our Bayesian inference. As shown in Fig. 10 , the state x i at time instant i stands for the true AoA memory, which depends on the previous state x i−1 and is invisible to us. The observation z i is the measurement, which is observable and depends on both true state x i and random noise in the measurement.
Let us denote the measurement from time instant a to b with the vector z a:b = (z a , z a+1 , . . . , z b ). Our objective is to find the state x i for every i that maximizes the likelihood of the measurement z 1:n , i.e., x max,i = arg max
In order to do this, we factorize the conditional probability
where α(x i ) = p(z 1:i−1 |x i ) is the a priori probability from the forward inference (inference from the past), β(x i ) = p(z i |x i ) is the likelihood, and γ(x i ) = p(z i+1:n |x i ) is the a priori probability from the backward inference (inference from the future). The factorization holds because according to Fig. 10 , z 1:i−1 , z i and z i+1:n are independent from each other, given x i . The forward inference can be recursively calculated as α(x i ) = p(z 1:i−1 |x i )
where N (x i ) is the set of neighboring states of x i , which allow the transition x i−1 → x i to take place. The second line of this derivation is the marginalization of x i−1 ; the third line is the application of the Bayesian rule; the fourth line holds because z 1:i−1 is independent from x i given x i−1 (see Fig. 10 ); we have the fifth line because z 1:i−2 and z i−1 are independent from each other given x i−1 ; and the last line comes from the definition of α(x i ) and β(x i ). Equation (13) allows us to calculate the forward inference given α(x 1 ) and β(x i ) in the order i = 2, 3, . . . , n. The term p(x i−1 |x i ) stands for the statistical transition probability. In Fig. 11 , direction 1 triggers the transition from state (1, 2) to state (2, 1). The probability that this transition takes place is the product of the likelihood of direction 1 and the statistical transition probability from state (1, 2) to state (2, 1). Following a similar derivation, we obtain the recursive calculation of the backward inference Equation (14) allows us to calculate the backward inference given γ(x n ) and β(x i ) in the order i = n − 1, n − 2, . . . , 1.
For the offline application, where backward inference from the future is possible (e.g., data processing of the channel sounding measurement), both forward and backward inferences can be applied. For the real-time application, where the future is unknown, we can simply ignore the γ term in (12) and only use the forward inference, i.e.,
B. Initialization
The purpose of the initialization is to obtain α(x 1 ) and γ(x n ), which are required for the iterations in (13) and (14), respectively. There are two initialization possibilities: If the user equipment is stationary in the initial phase, which is trivial in the realistic application, [10] provides a two-step method to determine the AoA in a stationary scenario. Once the initial AoA is determined, equally distributed initial probabilities are allocated to the states that have the determined AoA as the current direction (the initial states are not unique because a state is a memory of length 2, which is not available for time instant 1).
If the user equipment is not stationary in the initialization phase, all states are allocated with the same probability. It will take a longer time to achieve a stable effective antenna gain than with the first initialization method. However, with a sufficiently long simulation time, the two initialization methods do not make an observable difference.
C. Obtaining Statistical Transition Probability
The statistical transition probability p(x i |x i−1 ) in (13) and p(x i |x i+1 ) in (14) can be acquired by training with the movement model described in Section III. We generate the user equipment movement in 1 billion time instants to obtain the statistical property. Since we do not know where the access point is as we derive the a priori probability, we assume uniformly distributed positions of the access point, as shown in Fig. 12 , where the red dot is the initial user equipment and the blue dots are the access point positions. For every access point position, the statistical transition probability is calculated for the simulated user equipment movement using the method described in Section III-E, and the final statistical transition probability is the overlap of all possible access point positions. In this way, we can gather the statistical transition probability without the knowledge of the exact access point position.
D. Obtaining Likelihood
As described in Section I, the likelihood can be calculated using ML or eigenvalue-based methods. Since the eigenvaluebased methods cannot be applied directly for the multipath AoA estimation due to the correlation between arrival signals and the ML calculation requires additional informations, e.g., expected received signal strength, which is not always available for the THz communication (e.g., the amplitude is not required for the phase-shift keying), the most straightforward method is chosen as an application-oriented method: We point the antenna to all the candidate directions and assume the likelihood is proportional to the received signal strength.
The likelihood is calculated as
where d i is the ith main lobe direction, and E(z|d i ) is the signal envelope using d i . The advantage of this method is that it requires no information about the expected received signal power, which is necessary to calculate the true likelihood and is not always available in the practice. Because of the high antenna directivity, the degradation effect of the multipath propagation is not serious.
E. Summary
According to the descriptions in the previous sections, we can summarize our algorithm as follows: the access point and user equipment should be equipped with high-gain antennas with ability to adjust its main lobe direction according to the predefined directions (see Fig. 1 ), as already required in the current THz system design, and corresponding hardware to carry out the Bayesian inference. For the real-time application, we use the forward inference, which can be carried out with the following steps in one time instant. for the corresponding forward-state transitions. 4) For every state, calculate a priori probability α(x i ) according to (13) . 5) For every state, calculate a posteriori probability according to (12). 6) Continue to the next time instant i + 1. For the offline channel estimation, we use the forwardbackward inference to increase the precision. The estimation is carried out after the whole measurement: 1, 2, . . . , n − 1) for the corresponding backward-state transitions. 7) For every time instant and state, calculate a priori probability γ(x i ) (i = 1, 2, . . . , n − 1) according to (14) . 8) For every time instant and state, calculate a posteriori probability according to (15) . Our proposed algorithm is linear and can be interpreted as matrix productions (matrix specifying state transition probabilities by vector of a priori probabilities of the previous time instant) and elementwise vector productions (a priori probabilities by likelihood) at each time instant. The computational complexities are o(m · n) and o(m), respectively, where m is the number of states, and n is the number of neighboring states of a state. This complexity can be considered acceptable for the real-time signal processing.
V. SIMULATION RESULTS
A. Simulation Setup
In this section, we present the simulation results of the proposed algorithm. First, we assume a transmission power of 1 mW in the small office scenario and 3 mW in the lecture room scenario (due to the longer distance and higher path loss), respectively. The AoA estimate error has an impact on the realized antenna gain. Since there is so far no mature antenna realization with sufficient antenna gain and ability to adjust the main lobe direction in both azimuth and elevation (the phased array, however, is a hopeful candidate), we assume an abstract antenna model described in [32] , which illustrates that the antenna diagram of a phased array can be approximated by a Gaussian function. In this paper, we assume an antenna gain of 20.9 dB and a Half-Power Beamwidth (HPBW) of 6
• . The high path loss of the THz channels requires high directivities and the AoA estimation at both access point and user equipment. To simplify our discussion without loss of generality, we first focus on the AoA estimation at the user equipment. An antenna gain of 12 dB at the access point is assumed to be a conservative assumption.
It is also noticed that although the algorithm is derived arithmetically, it should be performed logarithmically for the numerical stability. In doing this, the arithmetical production is converted into logarithmic summation, and the arithmetical summation is calculated as the max * operation [33, p. 184].
B. Estimation Errors
Fig . 13 shows the true and estimated AoAs in 100 time instants with the transmission power of 1 mW in the small office scenario while the user state is walking. We can observe that while the true AoA changes continuously, the estimates without a priori information (blue dots) do not provide a sufficient precision and the forward inference and the forward-backward inference (red and green lines) outperform the estimate without a priori information considerably.
In a more statistical sense, Fig. 14 shows the cumulative distribution function (CDF) of the AoA estimate errors using the above mentioned three methods in both scenarios while the user states are walking, sitting, and stationary. Different methods are presented with colors, whereas different user states are marked as solid, dashed, and dotted lines. In both scenarios and all three user states, the estimates without a priori information has a long tail of the estimation error up to 140
• because of the insufficient received signal strength. On the contrary, the forward inference and forward-backward inference limit their estimate error in a significantly smaller range. In particular, the forward-backward inference achieves a better precision than the forward inference, e.g., the CDFs of the estimation error smaller than 6
• are 69% and 80% using forward and forward-backward inferences, respectively, in the lecture room scenario. It is noted that an estimation error of 0 is unachievable because the AoA is continuous, whereas the predefined main lobe directions are discrete. We also notice inflection points at about 10
• of curves without a priori information. This is because if the estimation error is smaller than 10
• , a received signal strength higher than the mean noise strength can be realized. There exists a causality between true AoA and estimated main lobe. On the contrary, a smaller estimation error does not result in a higher likelihood if the realized received signal strength is weaker than the mean noise strength (i.e., the estimate error is bigger than 10
• ). In this case, the CDF curve is much flatter.
Due to the larger scenario size, the estimate errors in the lecture room scenario are generally larger than in the small office in spite of the higher transmission power. Furthermore, the faster the user equipment moves, the larger the estimate error will be, i.e., the walking user state results in the largest estimate error while the stationary user state shows the highest estimate precision. There are two reasons for this. 1) The distance between user equipment and access point varies more strongly in the walking user state than in the other two user states, which causes very weak received signal strengths when the user equipment is far from the access point. 2) According to Section III-C, the estimation interval is set such that the maximum AoA change between two successive estimations does not exceed the resolution of the predefined main lobe directions. In the reality, the most AoA changing rate is considerably smaller than the maximum rate, therefore, the trained a priori probabilities favors unchanged main lobe direction as in the previous estimate. In the sitting and stationary user state, the AoA change is less violent than in the walking user state. The probability of staying at the same main lobe direction is higher. Therefore, the algorithm achieves better performance.
C. Effective Antenna Gain
The effective antenna gain is defined as the realized antenna gain when the adaptive antenna is pointed at the estimated AoA. An accurate AoA estimate leads to a high effective antenna gain. Fig. 15 shows the effective antenna gain using the three methods in dB in the small office scenario with the transmission power of 1 mW while the user is walking. While the fluctuation of the effective antenna gain without a priori is very drastic, the effective gain with the forward inference is constantly around 23 dB and the forward-backward inference outperforms the forward inference slightly.
We use the level crossing rate [34, p. 175] , which is defined as the average number of crossings per second that the effective antenna gain drops beneath a specified threshold level, as a metric to describe the goodness of the effective antenna gain. A high level crossing rate suggests an unstable effective antenna gain and increases the difficulty of demodulation and decod- ing. Fig. 16 shows the realized level crossing rate in both two scenarios and all three user states. The different methods are marked with colors, whereas the user states are denoted with solid, dashed, and dotted lines. In the small office scenario, a huge difference between estimates with and without a priori information can be observed, which confirms the advantage of the Bayesian inference. Besides that, the level crossing rate of the forward-backward inference is significantly better than the forward inference alone when the effective antenna gain is higher than 15 dB. Furthermore, better performance with the user states of sitting and stationary is achieved compared with walking. The reasons are the same with the CDF of the estimation error.
In the lecture room scenario, the level crossing rate (LCR) of estimates without a priori information is significantly lower when the user is walking compared with user states of sitting and stationary. This is because the effective antenna gain is constantly lower than the thresholds in the most time (see Fig. 17 ). In the other two user states, the LCR with forward and forwardbackward inferences is significantly lower than without a priori information.
D. Performance With Different Transmission Power
The above results illustrate the performance of the novel algorithm with the transmission power 1 mW in the small office scenario and 3 mW in the lecture room scenario. Fig. 17 shows the mean effective antenna gain with different transmission powers. It is clear to see that the algorithm has greater advantage with a lower transmission power because the Bayesian inference plays a bigger role with a more vague likelihood. The negative average gain without a priori information in the lecture room scenario is due to some big estimation errors (e.g., an estimation error of 180
• results in an antenna gain of −5370 dB). In both scenarios, the user state of walking shows worse performance due to the reasons mentioned above. The forward-backward inference outperforms the forward inference slightly in both scenarios and all three user states. Fig. 18 shows us the level crossing rate at 15 dB. From the figure, we can see a significant advantage of the forward inference over without a priori information and forward-backward inference over forward inference in both scenarios and all three user states as well.
We have described above, the performance of the proposed algorithm for the user equipment. Clearly it is also applicable for the access point. The requirement and approach are the same to the application for the user equipment. Only the a priori probabilities need to be trained from the access point's point of view. The mean effective antenna gain and LCR in the lecture room scenario are shown in Fig. 19 .
VI. BACKGROUND LOG-LIKELIHOOD
The indoor THz channel is characterized by its multipath nature due to the rich reflection and scattering environment, which results in several AoAs instead of one. This makes it possible to switch between different propagation paths. Usually, the propagation paths evolve continuously with time. However, there are certain cases where a propagation path appears suddenly, e.g., the LoS path was blocked by an obstacle (human, furniture, etc.) for a while and is available again. This sudden change of the propagation path conflicts with the assumption of the a priori information that the propagation channel evolves continuously. As a result, the algorithm takes many time instants to recognize the suddenly appeared LoS propagation path, which decreases the flexibility of the algorithm.
Our solution to that problem is to introduce a background loglikelihood η, which can be understood as the probability that a propagation path appears suddenly. If the forward inference probability α(x i ) is smaller than η, α(x i ) will take the value of η. This log-likelihood reduces the stubbornness of the forward inference and makes the algorithm react faster to a suddenly appearing path.
According to our intuition, a too small background loglikelihood has a limited impact on the reaction speed and a too big one disrupts the estimates. The simulation result presented in Fig. 20 confirms this intuition. In our simulation, we ignore the diffraction transition between shadowing and LoS path and assume the LoS path appears suddenly because the diffraction at 300 GHz is weak enough to be neglected [35] . On the horizontal axis, η = −∞ means no background log-likelihood. The left vertical axis of Fig. 20 shows the number of time instants between the appearance of the LoS path and the recognition of the LoS path, whereas the right vertical axis shows the mean antenna gain after the algorithm has switched to the LoS path. It can be observed that while the mean antenna gain after the switch decreases constantly for η > −7, the time instants before switch decrease first because of the background log-likelihood and then increase again due to the disruption of background log-likelihood on the normal log-likelihoods. As a safe compromise between short time instants before switch and mean antenna gain after switch, η = −9 is recommended since it reduces the time of reaction to one fourth of the reaction time without η while keeping the mean antenna gain after switch on the same level.
It is to note that a deterioration of 1 dB in the mean antenna gain usually indicates a remarkably larger fluctuation of the antenna gain over time (see Section V). Therefore, the mean antenna gain decreases from 19.9 dB, given η = −9, to 18.1 dB, given η = −3, should be treated seriously.
Results in this section justifies our selection of the grid-based filter instead of the particle filter because the particle filter does not consider the instant change of the system. No or very few particles would be be placed where the posterior probability is low. However, it exists possibility that the blocked LOS path appears there. The algorithm would react much more slowly if we use the particle filter.
VII. CONCLUSION
This paper presents a novel algorithm for the 3-D (azimuth and elevation) AoA estimation in a dynamic indoor THz channel. The THz communication makes a huge bandwidth and an ultrahigh data rate available and faces the severe high path loss problem. The high-gain antenna is a promising solution to the high path loss, which requires a precise AoA estimation during the data transmission. This task is particularly challenging in a dynamic channel due to the human movement during the data transmission. We measured and developed human movement models in three typical THz application scenarios: sitting with smartphone, walking with smartphone, and notebook on legs. We apply a beam switching system with equally distributed predefined discrete antenna main lobe directions and use the forward-backward algorithm to tract the most adequate main lobe directions along time. The a priori information is derived from the previous, future (for offline application) estimates and the transition probability described above. The Bayesian inference combines a priori information and likelihood from the measurement. The simulation with the ray-launching channel models shows that our algorithm outperforms the estimation without a priori information considerably while the forwardbackward inference has a slight advantage over the forward inference. The advantage of the new algorithm is not only the mean effective antenna gain but also the robustness of the realized antenna gain along time. The background log-likelihood is suggested to make the algorithm recognize the instantly appeared propagation path more quickly.
The concept statistical transition probability can be extended in several ways in the future works. We can refine it for different application scenarios (different room geometries or different user habits) by obtaining a personalized statistical transition probability using the reinforcement learning algorithm [36] in the real application. The second possibility is to use the builtin motion sensors in the user equipment, e.g., the gyroscope to carry out a data fusion in order to improve the estimate precision. Furthermore, the statistical transition probability can also be applied to other channel parameter tracking, e.g., delay and received power. A comprehensive channel measurement must be performed to obtain the statistical transition probability and validate the algorithm.
