The BLT was later extended from orthonormal bases to exact frames. This paper presents a tutorial on Gabor systems, the BLT, and related topics, such as the Zak transform and Wilson bases. Because of the fact that (g 0 )^( ) = 2 i ĝ( ), the role of di erentiation in the proof of the BLT is examined carefully. The major new contributions of this paper are the construction of a complete Gabor system of the form fe 2 ibmt g(t ? an)g such that f(an;bm)g has density strictly less than 1, an Amalgam BLT that provides distinct restrictions on Gabor systems fe 2 imbt g(t ? na)g that form exact frames, and a new proof of the BLT for exact frames that does not require di erentiation and relies only on classical real variable methods from harmonic analysis.
The background for Low included completeness properties of classical wavepackets in quantum mechanics (for example, vN55] (including von Neumann's work from the late 1920's).
The proofs given by Balian and Low each contained a gap arising from the fact that squareintegrability of the partial derivatives of a function does not imply continuity of the function itself in dimensions two and higher. This gap was independently addressed in two ways. Battle provided an elegant and entirely new proof based on the operator theory associated with the Classical Uncertainty Principle Inequality Bat88]. Daubechies, Coifman, and Semmes retained the original approach of Balian and Low, lling the gap directly Dau90]. In the process, they extended the result from Gabor systems which form orthonormal bases for L 2 (R) to Gabor systems which form exact frames|a natural generalization of orthonormal bases that we describe below. Although Battle's uncertainty principle approach to the BLT for orthonormal bases was both elegant and simple, and although the step from orthonormal bases to exact frames seems small, it was a nontrivial matter to adapt Battle's proof to the case of exact frames. This was accomplished by Daubechies and Janssen in DJ93] . Their proof is beautifully recounted in Daubechies' recent monograph Dau92].
In order to describe frames and exact frames, let us rst recall and describe orthonormal bases.
We begin with the L 2 -norm of a complex-valued function f, given by (1.4)
Thus, for a frame, the energy kfk 2 2 of f is \equivalent" but not necessarily equal to the coe cient energy P jhf; f k ij 2 . If A = B then the frame is said to be tight.
Unlike orthonormal bases, this approximate Plancherel formula is the only requirement we place on a sequence in order for it to be called a frame. We do not require that a frame form a basis, and in fact there are many useful frames that are not bases. This stems from the surprising fact that every frame provides a series representation of functions f similar to the one given in (1.2) for orthonormal bases. In particular, for any frame ff k g there will exist a dual frame ff k g so that If the frame ff k g happens to form a basis, then the only way to write f = P c k f k is with c k = hf;f k i.
If the frame is not a basis then there will exist other choices of c k so that f = P c k f k . Among all these choices, c k = hf;f k i is still \best" in several ways. For example, it is the choice that minimizes the quantity P jc k j 2 .
It is the concept of exactness that distinguishes between frames that are bases and those that are not. A frame ff k g is exact if it ceases to be a frame when any single element f`is deleted, that is, ff k g k6 =`i s not a frame for any`. A frame is a basis if and only if it is exact. Therefore, an exact frame satis es both the approximate Plancherel formula (1.4) and has the property that (1.5) is the unique series representation of functions f in terms of the frame elements f k or the dual frame elementsf k . All orthonormal bases are exact frames, and all exact frames are frames. However, there exist frames that are not exact, and there exist exact frames that are not orthonormal bases. Moreover, tightness and exactness are distinct concepts: there exist tight frames that are exact and there exist tight frames that are inexact. We discuss further properties of frames in x2.1.
We can now state the BLT for exact frames. For simplicity of notation, we write g p;q (t) = e 2 ipt g(t ? q). We call fg mb;na g a Gabor system, and we assume that the indices m, n range over Z unless otherwise speci ed. Then the BLT is:
1.1. Theorem (BLT). Let g 2 L 2 (R), and let a, b > 0 satisfy ab = 1. If the Gabor system fg mb;na g is an exact frame for L 2 (R), then ktg(t)k 2 k ĝ( )k 2 = +1:
(1.6)
We shall see in x2.3 that the hypothesis ab = 1 in the BLT is redundant, following from the hypothesis that the Gabor system fg mb;na g forms an exact frame for L 2 (R) (Theorem 2.3).
Moreover, when ab = 1, a Gabor system is a frame if and only if it is an exact frame (Theorem 3.1d).
It is instructive to compare the BLT to the Classical Uncertainty Principle Inequality. We use the symbolR to denote the real line thought of as the frequency axis, and we let C denote the set of complex numbers.
Theorem (Classical Uncertainty Principle Inequality).
Let (t 0 ; 0 ) 2 R R . Then 8 f 2 L 2 (R); kfk 2 2 4 k(t ? t 0 ) f(t)k 2 k( ? 0 )f( )k 2 ;
(1.7)
and there is equality in (1.7) if and only if f(t) = C e 2 it 0 e ?s(t?t0) 2 for some C 2 C and s > 0. Thus, if a Gabor system fg mb;na g forms an exact frame then the right side of (1.7) is in nite when f is replaced by g. In this sense, the BLT maximizes the Classical Uncertainty Principle
Inequality. For comparison, note that if f(t) = (sin 2 t)=( t), or if f 2 L 2 (R) behaves like jtj as t ! 1 with 2 ?3=2; ?1=2), then the right side of (1.7) is in nite.
Outline
Because of the fact that it is natural that di erentiation plays a role in any study of the BLT. This di erentiation may take several forms, including classical, pointwise almost everywhere, or distributional. It is our goal in this paper to examine this role, to consider the form the di erentiation takes, and to determine if di erentiation is required in any proof of the BLT. In the process we present a tutorial on the BLT and its current proofs, and explore several related phenomena.
We begin in x2 by presenting background and context for the BLT. We discuss basic properties of frames in x2.1 and show in x2.2 that properties of the Gabor system fg mb;na g are related to the \density" of the set = f(na; mb)g m;n2Z = aZ bZ, which is a rectangular lattice in R R . Small values of a, b correspond to high density for , while large values of a, b correspond to low density. We see that the condition ab = 1, corresponding to with density 1, can be interpreted as a Nyquist phenomenon for Gabor systems: a Gabor system can be a frame only when ab 1, can be an exact frame only when ab = 1, and must be incomplete if ab > 1. Completeness and related concepts are de ned in x2.1. In x2.3 we turn from considering such \regular" Gabor systems to \irregular" Gabor systems fg p;q g (q;p)2 , where is now a discrete subset of R R , which need not form a lattice. We de ne the density of such irregular sets, and see that properties of irregular Gabor systems are again tied to the density of . One of the contributions of this paper is our construction in x2.4 of an irregular Gabor system that violates the Nyquist phenomenon observed by regular Gabor systems.
Speci cally, for each integer K > 0 we show that there exists an irregular Gabor system fg p;q g (q;p)2 that is complete in L 2 (R) even though has density 2=K.
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In x3 we develop and apply the Zak transform, a major tool in the analysis of Gabor systems. The basic de nitions and properties of the Zak transform are laid out in x3.1. We use the Zak Transform in x3.2 to prove a variation on the BLT that we call the Amalgam BLT. This uses the same hypotheses as the BLT and gives a related but distinct conclusion. The Amalgam BLT has the advantage of possessing an elegantly simple proof that applies both to orthonormal bases and to exact frames. We provide examples illustrating the distinction between the BLT and the Amalgam BLT. In x3.3 we show that these examples provide insight into the class of Gabor systems that forms Bessel sequences, i.e., Gabor systems that satisfy at least the upper frame bound. In x3.4 we discuss discrete analogues of Gabor systems and the Zak transform and compare BLT phenomena in the continuous and discrete settings.
The BLT places a severe restriction on those functions g such that fg mb;na g can form an exact frame. Wilson bases were originated as a way to avoid this restriction. They are constructed from linear combinations of Gabor system elements. This seemingly small modi cation permits Wilson bases to avoid the BLT phenomenon. We devote x4 to a discussion of Wilson bases. We show how they are related to Gabor systems for which = f(na; mb)g has density 1=2 and discuss how they can be analyzed using the Zak transform.
We set the stage for the BLT itself in x5 by presenting a number of elementary but revealing calculations, as well as placing the BLT in the context of some major ideas from classical harmonic analysis. In the category of calculations there is a comparison of distributional and ordinary differentiation (Theorem 5.1), a quantitative statement about equation (1.8) (Theorem 5.2), and an assortment of facts dealing with the BLT as related to types of bounded variation arising in classical harmonic analysis (Example 5.3). In the category of context, we prove elementary versions of the BLT using Sobolev's Lemma (Remark 5.4) and Wiener amalgam spaces (Theorem 5.5 and Theorem 5.6).
Another contribution of this paper appears in x6, which is devoted to the Coifman{Semmes{ Daubechies approach to the BLT. We present a new proof of the key steps using only real variable di erentiation methods from harmonic analysis, e.g., Ste70], combined with the topological arguments from Balian and Low. This represents an attempt to understand the role of di erentiation in the BLT in terms of inequalities related to variations of the Zak transform over small cubes.
Finally, in x7 we consider the BLT from Battle's uncertainty principle point of view. We elaborate on the proof of the BLT for exact frames given by Daubechies{Janssen. This proof is based on the operator theory associated with the Classical Uncertainty Principle Inequality, which is stated in Theorem 1.2 and restated in operator-theoretic terms in Theorem 7.1. After proving two lemmas related to Battle's original idea, we prove a Weak BLT (Theorem 7.4). This result is proved by Hilbert space methods alone, but has the feature of highlighting the role of the position operator Pf(t) = tf(t) and the dual functiong in determining if the Gabor system fg mb;na g is an exact frame. Battle's BLT for orthonormal bases is a consequence of Theorem 7.4, as is the BLT for several other Gabor systems (Example 7.5). Further, Theorem 7.4 coupled with a di erentiation argument gives another proof of the BLT for exact frames (Theorem 7.7). The remainder of x7 deals with examples closely related to the relation between di erentiation and the BLT. We isolate the key step at which Hilbert space methods appear to fail to complete the proof of the BLT for exact frames. We close with an open problem related to this key step, and with the observation that a solution of this problem without the use of di erentiation would yield a proof of the BLT in which di erentiation plays no role.
We Whether it forms a basis or not, any frame ff k g allows series representations of elements f 2 H: There will exist coe cients c k (f) so that f = P c k (f) f k . If the frame is not exact then these coe cients need not be unique. However, there is always one computable, canonical choice. This is derived from the frame operator A+B S) k . The sequence ff k g with f k = S ?1 f k forms another frame for H, called the dual frame of ff k g. The frame bounds for the dual frame are 1=B, 1=A. Using the dual frame we obtain the series representations given in (1.5), which express f in terms of the frame elements f k . The summations in (1.5) converge unconditionally. If the frame ff k g is exact, then ff k g and the dual frame ff k g are biorthogonal, that is, hf k ;f`i = k;`.
Conversely, any frame that is biorthogonal to its dual frame is exact.
The frame operator S is a positive operator, that is, hSf; fi 0 for every f. It therefore possesses a square-root S 1=2 , a positive, invertible operator satisfying S 1=2 S 1=2 = S. The sequence fS ?1=2 f k g is a tight frame with A = B = 1. This frame is exact if and only if the original frame ff k g is exact.
2.2. Gabor systems, Gabor frames, and density
We de ne the translation x f and modulation e f of a function f by x f(t) = f(t ? x) and e f(t) = e 2 i t f(t):
Given g 2 L 2 (R) and xed a, b > 0, the Gabor system corresponding to g, a, and b is the sequence fg mb;na g m;n2Z , where g p;q (t) = e p q g(t) = e 2 ipt g(t ? q):
Gabor systems are sometimes referred to as Weyl{Heisenberg or windowed Fourier systems.
A Gabor system that forms a frame for L 2 (R) is called a Gabor frame. The dual frame of a Gabor frame has a particularly nice form, which follows from the calculation S(g mb;na ) = (Sg) mb;na , where S is the frame operator Sf = X m;n hf; g mb;na i g mb;na :
Replacing g by S ?1 g gives S ?1 (g mb;na ) = (S ?1 g) mb;na , so the dual frame of fg mb;na g is another Gabor frame fg mb;na g, generated by the dual functiong = S ?1 g. The algebraic structure of the lattice = f(na; mb)g = aZ bZ has been exploited to derive necessary conditions for a Gabor system fg mb;na g to be complete, a frame, or an exact frame, in terms of the value of the product ab. It is the product rather than the individual values of a and b that are important because if h(t) = r 1=2 g(rt) is a dilation of g then h p;q (t) = r 1=2 g p=r;qr (rt). Hence the Gabor system fh mb;na g is complete, a frame, or an exact frame if and only if the same is true of the Gabor system fg mb=r;nar g. 
Irregular Gabor systems
Landau's work in Lan93] extended the analysis of Gabor systems from \regular" systems fg mb;na g where = f(na; mb)g = aZ bZ is a rectangular lattice to \irregular" systems fg p;q g (q;p)2 where is a discrete subset of R R but not necessarily a lattice. The crucial quantity is still the density of . We give below a precise de nition of density due to Beurling. Ramanathan and Steger conjectured in RaS95] that Theorem 2.2 can be further improved to say that fg p;q g (q;p)2 must be incomplete when is a uniformly discrete set with D + ( ) < 1. We show in x2.4 that this conjecture is false. Thus Theorem 2.2 is the best possible result.
From Theorem 2.2, we see that a Gabor system can only be a frame when the upper uniform
Beurling density of is at least 1. In the case of a rectangular lattice = aZ bZ it is easy to see that if the density 1=(ab) equals 1, i.e., ab = 1, then fg mb;na g will be exact (Theorem 3.1d).
Ramanathan and Steger proved that density 1 is also a necessary condition for a Gabor system to be a Riesz basis RaS95], as follows.
2.3. Theorem. Let g 2 L 2 (R), and let R R be a uniformly discrete set. If has uniform Beurling density D( ) and if fg p;q g (q;p)2 is an exact frame for L 2 (R), then D( ) = 1.
In particular, the hypothesis in the BLT (Theorem 1.1) that ab = 1 is redundant, being a consequence of the hypothesis that the Gabor system is an exact frame. This fact had not been established prior to RaS95], even in the case of a rectangular lattice .
Thus, a Gabor frame with uniform Beurling density exceeding 1 will be inexact. Any inexact frame is overcomplete, that is, some elements of the frame can be deleted without destroying the completeness of the system. Heil, Ramanathan, and Topiwala have investigated the independence of such overcomplete Gabor systems HRT95]. In particular, they have shown that, for a broad class of g, every nite subset of the Gabor system fg p;q g (q;p)2 is linearly independent even though the entire Gabor system is not independent.
Feichtinger and Gr ochenig have developed a powerful and general theory that applies not only to Gabor frames but to more general atomic decompositions de ned on function spaces FG89],
Gr o91]. For the particular case of Gabor systems it implies that, for a certain class of g, the Gabor system fg p;q g (q;p)2 will be a frame for L 2 (R) if the density of is high enough.
In the opposite direction, the question of how large ab can be in order for fg mb;na g to generate a frame has been answered for only a few g. In the case of the Gaussian g(x) = e ?x 2 , the BLT implies that g cannot generate a frame with ab = 1. Seip and Wallst en have shown that g does generate a frame for every value of ab < 1 Sei92a], SeW92]. The tractability of the Gaussian case is because the mapping f 7 ! hf; g p;q i e (p 2 +q 2 ) is an isometry from L 2 (R) to a Hilbert space of entire functions on C. This Bargmann transform allows techniques from complex analysis to be brought to bear on the problem. A short survey article, including a discussion of related Bergman transforms for wavelet systems, can be found in Sei92b].
Sparse Gabor systems
We can summarize the discussion in x2. Let S be any nite union of the intervals I n . Then for each " > 0 there exists a symmetric real sequence f k g k2Z with j k ? kj < " such that fe 2 i k t g k2Z is complete in C(S).
Now we construct our irregular Gabor system. Fix any 0 < " < 1=2, and also x any < 1=4.
Then the intervals I n de ned in (2.5) have length 1 ? 2 > 1=2. Choose any integer K > 0 and
Then by Theorem 2.4, there exists a collection = f k g so that fe 2 i k t g is complete in C(S). Because C(S) is dense in L 2 (S) and because kfk 2 jSj 1=2 kfk 1 for each f 2 C(S), the set fe 2 i k t g is complete in L 2 (S) as well.
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Our Gabor system will be generated by the indicator function of S: Finally, we show that the irregular Gabor system generated by g = 1 S and ? is complete in L 2 (R).
2.6. Theorem. However, fe 2 i k t g is complete in L 2 (S), so, by (2.1), this implies that f(t + Kn) = 0 for a.e. t 2 S.
Similarly, f(t + Kn + 1 2 ) = 0 for a.e. t 2 S. Since the shifts of S by Kn and Kn + 1 2 cover the entire line, we conclude that f = 0 a.e. on R. Therefore, the Gabor system in (2.6) is complete in L 2 (R).
By taking K as large as we like, we can make the density of the Gabor system in (2.6) arbitrarily small. 
The utility of the Zak transform arises from its action on a Gabor system fg m;n g constructed with a = b = 1: Z(g m;n )(t; !) = e 2 imt e 2 in! Zg(t; !) = e m (t) e n (!) Zg(t; !);
where e (t) = e 2 i t . The Zak transform is particularly useful in proving the BLT. Although the BLT is stated for Gabor systems satisfying ab = 1, the discussion in x2.2 shows that only the value of the product ab is important; therefore, we may always reduce to the case a = b = 1.
Consider the Gabor system fg m;n g generated by g = 1 0;1) , the indicator function of the interval 0; 1). This Gabor system forms an orthonormal basis for L 2 (R). Note that g satis es (1.6) since k ĝ( )k 2 = 1, although ktg(t)k 2 < 1. The Zak transform of g is Zg(t; !) = 1 for (t; !) 2 Q. Therefore Zg m;n (t; !) = e m (t) e n (!). Thus the Zak transform maps the orthonormal basis fg m;n g for L 2 (R) onto the orthonormal basis fe m (t) e n (!)g for L 2 (Q). This is one method of verifying that
For general g 2 L 2 (R), the determination of properties of fg m;n g reduces by the Zak transform to the determination of properties of fe m (t) e n (!) Zgg, which is formed by multiplying each element of the orthonormal basis fe m (t) e n (!)g by the single function Zg. We expect then that the behavior of Zg will be crucial. Parts a, c, d, and e of the following result are well-known, and a proof is given Proof. It su ces to consider a = b = 1. If g 2 W(C 0 ;`1) then g(t+k) e 2 ik! is continuous for every k. However, by (3.3), Zg(t; !) = P g(t + k) e 2 ik! converges in L 1 norm, that is, uniformly on Q. The square Q = 0; 1) 0; 1) can be replaced in this argument by any translate of Q, so Zg must in fact be continuous on all of R R . Therefore Zg must have a zero, so the Gabor system fg m;n g cannot be a frame. Because (g m;n )^= e 2 imnĝ ?n;m , the Gabor system generated by g is a frame if and only if the Gabor system generated byĝ is a frame. Thereforeĝ = 2 W(C 0 ;`1) as well.
The BLT and the Amalgam BLT may both be qualitatively stated as \if fg m;n g is an exact frame then either g is not smooth or it has poor decay at in nity." However, the two results are distinct. We show in Example 3.3 that there exists a function g 2 L 2 (R) such that ktg(t)k 2 k ĝ( )k 2 = 1 and g,ĝ 2 W(C 0 ;`1). This means that the BLT does not imply the Amalgam BLT. We show in Example 3.4 that there exists a function g 2 L 2 (R) such that g,ĝ = 2 W(C 0 ;`1) and ktg(t)k 2 k ĝ( )k 2 < 1. This means that the Amalgam BLT does not imply the BLT. Thus Theorem 3.2 is neither a restatement of nor a weak form of the BLT.
3.3. Example. We shall construct a function g such that both g,ĝ 2 W(C 0 ;`1) while ktg(t)k 2 k ĝ( )k 2 = 1. Let 3.4. Example. We shall construct a function g(t) such that g 2 W(C 0 ;`2) n W(C 0 ;`1),ĝ = 2 W(C 0 ;`1), and ktg(t)k 2 k ĝ( )k 2 < 1. 
Bessel Sequences
In Example 3.4 we constructed a function g 2 W(C 0 ;`2) whose Zak transform Zg was unbounded. Since g 2 W(C 0 ;`2), the periodic function (t) = P jg(t ? n)j 2 is bounded above:
(t) = X n jg(t ? n)j 2 X n kg 1 n;n+1] k 2 1 = kgk 2 W(C0;`2) a.e.
In order for the Gabor sequence fg m;n g to form a Bessel sequence for L 2 (R), it is necessary that be bounded above (see Theorem 3.5b below). However, by Theorem 3.1c, it is also necessary that Zg be bounded. Therefore, the boundedness of is not su cient to guarantee that fg m;n g will form a Bessel sequence for L 2 (R).
The following theorem summarizes the connection between the lower or upper frame bounds and the function for arbitrary g 2 L 2 (R). The remainder of this subsection is devoted to examining the converse of Theorem 3.5. First, the BLT implies that the converse of Theorem 3.5a fails.
3.6. Proposition.
There exists a function g 2 L 2 (R) satisfying (3.5) but not (3.4). Proof. Let g(t) = e ? t 2 . Then g certainly satis es (3.5) for some A > 0. Moreover, fg m;n g is a Bessel sequence, that is, (3.6) holds Dau90, Theorem 2.5], HW89, Proposition 4.2.1], Wal92, Theorem 3.1]. However, by the BLT, fg m;n g is not a frame. Therefore (3.4) cannot hold.
The converse of Theorem 3.5b is false as well.
Proposition.
There exists a function g 2 L 2 (R) satisfying (3.7) but not (3.6). Proof. If g 2 L 2 (R) then, by the Plancherel formula for Fourier series, it follows from (3.8) and (3.9) that (3.7) holds. However, Zg = G is unbounded on Q. Theorem 3.1c therefore implies that (3.6) does not hold.
The Discrete Zak Transform
Our main focus in this paper is on functions f of a continuously de ned independent variable t. However, practical applications often require discrete implementations. We therefore devote this section to discussing discrete analogues of Gabor systems and the Zak transform. Here the variable t will be restricted to discrete values, that is, t 2 Z. This amounts to considering sequences ff(t)g t2Z in place of functions f. Our discussion is based on Wal89b] and Hei89]. However, as with the usual Zak transform, the discrete Zak transform has been independently considered by other authors, for example, AGT92].
Let g = fg(t)g t2Z be a sequence in`2(Z), so that P jg(t)j 2 < 1. As with the usual Gabor systems, we de ne new sequences g mb;na by translating and modulating g. We must restrict the values of a and b to those for which a and N = 1=b are integers. Then we de ne g mb;na (t) = e 2 imbt g(t?na) for t 2 Z. The collection of sequences fg mb;na g m2ZN;n2Z , where Z N = f0; 1; : : :; N?
1g, is the discrete Gabor system generated by g, a, and b. Now we apply the discrete Zak transform to a discrete Gabor system satisfying ab = 1.
In this case N = 1=b = a. Therefore, given g 2`2(Z), we compute Z d (g mb;na )(t; !) = e 2 imt=a e 2 in! Z d g(t; !). As fa ?1=2 e 2 imt=a e 2 in! g m2Za;n2Z is an orthonormal basis for L 2 (D), there is an exact analogue of Theorem 3.1 for discrete Gabor systems. In particular, fg mb;na g m2Za;n2Z is an exact frame for`2(Z) if and only if there exist constants A, B > 0 such that A jZ d g(t; !)j 2 B for a.e. (t; !) 2 D. However, the fact that D is a disjoint union of line segments leads to the following conclusion: We can nd continuous functions G 2 L 2 (R) that do not generate exact Gabor frames for L 2 (R) but whose sampled versions fg(t)g t2Z with g(t) = G(t=a) for t 2 Z do generate exact Gabor frames for`2(Z). We can even construct these functions G 2 L 2 (R) so that ktG(t)k 2 k Ĝ ( )k 2 < 1 and G 2 W(C 0 ;`1), so that both the BLT and the Amalgam BLT imply that G cannot generate a Gabor frame for L 2 (R). 
Theorem.
Suppose that g 2 L 2 (R) is such that (a)ĝ is real-valued, and (b) fg m;n=2 g is a tight frame for L 2 (R) with frame bound 2. Then the collection f `;k g` 0;k2Z de ned by 0;k (t) = g(t ? k);`= 0; `;k (t) = p 2 g(t ? k=2) cos(2 `t);`6 = 0; k +`even;
`;k (t) = p 2 g(t ? k=2) sin(2 `t);`6 = 0; k +`odd;
is an orthonormal basis for L 2 (R).
Note that 0;k = g 0;k and that `;k = (1= p 2) (g`; k=2 + (?1) k+`g ?`;k=2 ) if k +`is even and `;k = (i= p 2) (g`; k=2 + (?1) k+`g ?`;k=2 ) if k +`is odd. Thus, f `;k g consists of combinations of appropriately chosen elements from the Gabor system fg m;n=2 g. Note that by the discussion in x2.2, this Gabor system is inexact: it is neither orthogonal nor a basis. However, there does exist a g satisfying the hypotheses of Theorem 4.1 that has good smoothness and decay. In particular, we can construct such a g so that ktg(t)k 2 k ĝ( )k 2 < 1. It ?1=2 , then fg m;n=2 g is a tight frame with frame bound 2 for L 2 (R). Therefore, f `;k g is an orthonormal basis for L 2 (R). Moreover, `;k 2 S(R) and ( `;k )^2 C 1 c (R) for each`and k.
It is possible to describe the frame operator S for a Gabor frame fg m;n=2 g in terms of the Zak In this case, the frame operator S is given by Z(Sf) = Zf M, where M(t; !) = jZg(t; !)j 2 + jZg(t; ! + 1=2)j 2 , and the operator S ?1=2 is given by Z(S ?1=2 f) = Zf M ?1=2 .
We shall use this result, along with the following theorem of Janssen Jan82], to construct Wilson bases.
If f 2 S(R), then Zf 2 C 1 (R 2 ) and is quasiperiodic. Conversely, if F 2 C 1 (R 2 ) is quasiperiodic, then there exists f 2 S(R) such that F = Zf. 4.8. Example. We shall construct a function g 2 S(R) such that f `;k g is a Wilson basis for L 2 (R). Let h(t) = e ? t 2 . Then h 2 S(R),ĥ is real-valued, and h satis es (4.6) Dau90], Dau92].
By Theorem 4.7, Zh 2 C 1 (R 2 ) and is quasiperiodic. Moreover, (4.6) holds for some A, B, so M(t; !) ?1=2 = (jZg(t; !)j 2 + jZg(t; ! + 1=2)j 2 ) ?1=2 is in C 1 (R 2 ), and is periodic with period 1 in both t and !. Hence the function G = Zh M ?1=2 is in C 1 (R 2 ) and is quasiperiodic. Therefore, by Theorem 4.7, g = p 2 Z ?1 G = p 2 S ?1=2 h 2 S(R). Hence f `;k g is an orthonormal basis for L 2 (R) with `;k 2 S(R) for each`and k.
A more general investigation of the continuity properties of a Gabor frame operator S and the related operators S ?1 and S ?1=2 was conducted in Wal92] and Wal93]. The continuity of S, S ?1 , and S ?1=2 on weighted spaces was examined in Wal92]. In particular, for s 0 let w s (t) = (1+jtj) s or w s (t) = e sjtj , and de ne the weighted spaces 
Distributional Calculations and the Continuity of the Zak Transform
We devote this section to investigating relationships between di erentiation and the continuity of the Zak transform.
Distributional di erentiation will be denoted by @ on R or @ j on R d (the j-th partial). Classical In I 2 , is between and , j ? j r=2, and j ? !j r=2; also, jv ? uj r=2 and ju ? tj r=2. c. Let g = 1 0;1) . Then G(t; !) = Zg(t; !) = e ?2 in! for t 2 n; n + 1). Clearly, g; tg(t) 2 L 2 (R), Dg = 0 a.e., ĝ( ) = 2 L 2 (R), and @g = ? 1 = 2 L 2 (R). Also, fg m;n g is an orthonormal basis for L 2 (R).
This data is, of course, consistent with the BLT; and we mention it only because of part b, and especially (5.4), which is used in the proof of (5.2). In fact, G(u; ) ? G(v; ) has the form e ?2 in(u) ? e 2 in(v) , whereas D 1 G = 0 on (n; n + 1) and
n (s) ? n+1 (s) e ?n ( );
and, consequently, (5.4) fails for F = G.
In this example, Dg exists for all but two points, and Dg 2 L 1 (R); whereas, ĝ( ) = 2 L 2 (R), cf., Theorem 5.2. On the other hand, we know that if Df exists for each point of R and Df 2 L 1 loc (R) then f 2 AC loc by the Banach{Zarecki theorem; cf., for example, Ben76, Section 4.6]. (noting there are no mixed partials). Using Example 5.3a and (5.5) we have the hypotheses of that form of Sobolev's lemma that allows us to conclude that there is a continuous functionG on R 2 for whichG = G a.e. By properties of the Zak transform,G has zeros. Therefore, fg m;n g is not a frame. We have shown that the phenomenon exhibited by the BLT follows easily with the added hypothesis (5.5).
b. In the setting of R 2 , Krylov's theorem Sch66, pp. 181{185] asserts that if a distribution G has the properties @ 1 G; @ 2 G 2 L 2 loc (R 2 ), then G n 2 L 1 loc (R 2 ) for all n 1. Consequently, in the case g, tg(t) 2 L 2 (R) and ĝ( ) 2 L 2 (R), we conclude that G = Zg almost has the upper bound property for fg m;n g to be a frame, that is, G is almost an element of L 1 loc (R 2 ). This tantalizing suggestion contrary to the Balian{Low phenomenon is balanced by the following fact also based on Sobolev's work: If a distribution G has the properties @ 1 G; @ 2 G 2 L 2 loc (R 2 ) then G 2 L 1 loc (R 2 ) satis es an L p loc Lipschitz condition Sch66, pp. 185{188]. If G were actually continuous we could use our argument from part a to verify the BLT. In Remark 5.4a we gave a simple proof of the BLT in the case that additional smoothness, viz., (5.5), is assumed. This is a natural procedure to follow in implementing proofs depending on the continuity of the Zak transform. For example, whereas Remark 5.4a invoked Sobolev's lemma, the following results, Theorem 5.5 and Theorem 5.6, utilize a Wiener amalgam condition. which in turn is nite by (5.6). The result follows by routine manipulations.
As a consequence of Theorem 5.5, we obtain the following result.
5.6. Theorem. Given g, tg(t) 2 L 2 (R), and ĝ( ) 2 L 2 (R), assume X n n 2 k@g 1 n;n+1] k 2 1 < 1 (5.9) (in particular, @g 2 L 1 (R)). Then fg m;n g is not a frame.
Non-distributional Proof of the Balian{Low Theorem
As stated in Theorem 1.1 (BLT), the decay and smoothness conditions, g; tg(t) 2 L 2 (R) and ĝ( ) 2 L 2 (R), are su cient to deny the frame property. In order to prove the BLT we shall assume both that tg(t) 2 L 2 (R), ĝ( ) 2 L 2 (R), and that g generates a frame fg m;n g for L 2 (R).
We shall obtain a contradiction by proving that 1=Zg is unbounded and not that Zg is continuous (which implies 1=Zg is unbounded). All calculations are explicitly nondistributional, in contrast with the method of Coifman, Semmes, and Daubechies Dau90] in which calculations are implicitly distributional. ktf(t) 1 E(t;r) (t)k 2 + 2 kf 1 E(t;r) k 2 :
The convergence to 0 of C i for i = 1; 2 follows from Lemma 6.2c. The next step in our proof of the BLT is to introduce a continuous approximation G r of G = Zg. This idea is due to Coifman and Semmes, e.g., Dau90], cf., Example 5.3b. It turns out that G r satis es enough of a quasiperiodicity condition to allow a proof of the BLT similar to those which proceed by proving the continuity of the Zak transform. Let = 1 Q and, for r > 0, let r (t; !) = r ?2 (t=r; !=r). Then f r g is an approximate identity on R R as r ! 0. We de ne the mean-value function G r (t; !) = jQ(x 1 ; r) n Q(x 2 ; r)j r jt 1 ? t 2 j + r j! 1 ? ! 2 j: The same inequality holds for jQ(x 2 ; r)nQ(x 1 ; r)j, so part a follows upon noting that Q(x 1 ; r) Q(x 2 ; r) = Q(x 1 ; r)nQ(x 2 ; r) Q(x 2 ; r)nQ(x 1 ; r). 8 f 2 L 2 (R); P(f m;n ) = (P f) m;n + n f m;n :
Since P is self-adjoint and fg m;n g is biorthonormal to its dual frame fg m;n g, we can therefore compute hPg;g m;n i = hg; P(g m;n )i = hg; (Pg) m;n )i + n hg;g m;n )i = hg ?m;?n ; Pgi + n m;0 n;0 = hg ?m;?n ; Pgi:
Now, by the L 2 -inversion formula, both Mg and Mg exist and are in L 2 (R), so by Lemma 7.3b we similarly obtain hg m;n ; Mgi = hM(g m;n );gi = h(Mg) m;n ;gi + m hg m;n ;gi = hMg;g ?m;?n i: The BLT will follow from the weak BLT if we can prove that Pg 2 L 2 (R) , Pg 2 L 2 (R) and Pĝ 2 L 2 (R) , Pĝ 2 L 2 (R); (7.2) whenever fg m;n g is an exact frame. We verify (7.2) in Theorem 7.7. First, however, we compute the Zak transform of the dual functiong.
7.6. Proposition.
If g 2 L 2 (R) and fg m;n g is a frame then Zg = 1=Zg:
Proof. If fg m;n g is a frame then 0 < A jZgj 2 B < 1 a.e. on Q. Therefore, h = Z ?1 (1=Zg) 2 L 2 (R). Given m, n 2 Z we then compute: hh; g m;n i = hZh; Zg m;n i = h1=Zg; e m (t)e n (!)Zgi = h1; e m (t)e n (!)i = m;0 n;0 = hg; g m;n i:
Since fg m;n g is complete in L 2 (R) and h,g 2 L 2 (R), it follows that h =g.
The following theorem is due to Daubechies and Janssen DJ93].
7.7. Theorem. If fg m;n g is an exact frame then (7.2) holds.
Proof. First 
(R).
A similar formal argument involving the partial derivative @ 1 is used to show that Pĝ 2 L 2 (R) if and only if Pĝ 2 L 2 (R). The critical step is the use of the quotient rule in (7.4).
The calculations above are justi ed as follows. If f 2 L 2 (R) then (7.3) is valid distributionally, that is, in the (D 0 (R 2 ); C 1 c (R 2 )) topology. In particular, (7.3) is true distributionally for f = g and f =g. Then (7.4) follows from Theorem 5.1a. In fact, G = Zg 2 AC loc on almost all straight lines parallel to the coordinate axes since @ 1 G, @ 2 G 2 L 2 loc (R 2 ) (for example, Example 5.3a). Then, for almost all t, the quotient rule to compute the classical partial derivative D 2 (1=G) holds for almost all !. Distributional and classical di erentiation are equivalent in this case by Theorem 5.1a. Therefore (7.4) is valid distributionally, and so the distributions ZPg and ZPg=(Zg) 2 are equal.
Thus, if one of them is square integrable then so is the other.
The combination of the Weak BLT (Theorem 7.4) and Theorem 7.7 proves the BLT.
Problem/Examples 7.8. Motivated by the preceding discussion, we pose the following uniqueness problem. Let f 2 L 2 loc (R) and assume that fg k g is a complete sequence in L 2 (R). Suppose that f g k 2 L 1 (R) and that R f(t) g k (t) dt = 0 for all k. What further conditions must be assumed to conclude that f = 0?
The following examples deal with our uniqueness problem. a. The Haar system fh k g L 2 (R) is an orthonormal basis of L 2 (R); and if f = 1, then f h k 2 L 1 (R) and hf; h k i = 0 for all k. In fact, this holds for any wavelet orthonormal basis whose elements are integrable. Zg(t; !) = 1 ? e ?2 i! 6 = 0 a.e. on Q; so that fg m;n g L 2 (R) is a complete sequence (for example, Theorem 3.1a). In contrast to part a, fg m;n g is not even a frame.
c. Let g = P a k 1 k?1=2;k+1=2] where P ja k j < 1 and P a k = 0. Then Zg(t; !) = P a k e 2 ik! for t 2 (?1=2; 1=2), so that Zg is continuous in a neighborhood of (0; 0) and Zg(0; 0) = 0. Thus fg m;n g is not a Gabor frame. On the other hand, if f = 1 then f g m;n 2 L 1 (R) and hf; g m;n i = 0 for all m and n.
d. Let g 2 L 2 (R) n (L 1 (R) \ L 2 (R)) be the odd function de ned as g = 0 on 0; 1=2), g = 0 on 2k ? 1; 2k + 1) for k even, and g = ?2i=( k) on 2k ? 1; 2k + 1) for k odd. We can write g as If g 2 L 2 (R) and a, b > 0 are given then the Gabor system generated by g, a, and b is fg mb;na g m;n2Z , where g p;q (t) = e 2 ipt g(t ? q). If fg mb;na g is a frame then the frame operator is If x = (t; !) 2 R R and r > 0 then Q(x; r) = Q(t; !; r) is the square centered at x with side r, i.e., Q(x; r) = t ? r=2; t + r=2) ! ? r=2; ! + r=2). We set Q = Q(1=2; 1=2; 1) = 0; 1) 0; 1).
The translation operator is x f(t) = f(t ? x) and the modulation operator is e f(t) =
