Abstract. We derive a new homotopy formula for a strictly pseudoconvex domain of C 2 boundary in C n by using a method of Lieb and Range and obtain estimates in Lipschitz spaces for the homotopy operators. For r > 1 and q > 0, we obtain a Λ r+1/2 solution u to ∂u = f for a ∂-closed (0, q)-form f of class Λ r in the domain. We apply the estimates to obtain boundary regularities of D-solutions for a domain in C n × R m .
Introduction
The main purpose of this paper is to show the boundary regularity for ∂ solutions in a strictly pseudoconvex domain D in C n under the minimal smoothness condition of the boundary ∂D ∈ C 2 . We will also derive a homotopy formula for the domain D,
(1.1) ϕ = ∂H q ϕ + H q+1 ∂ϕ, q ≥ 1 that admits a derivative estimate. Here ϕ is a (0, q)-form in D and ϕ, ∂ϕ are in C 1 (D). We will prove the following C r+1/2 estimate. Theorem 1.1. Let r ∈ [1, ∞) and 1 ≤ q ≤ n. Let D be a bounded strictly pseudoconvex domain of C 2 boundary in C n . If r + 1/2 is non integer, then
where C r (D) < ∞ depends only on r and the domain D.
The study of regularities of ∂ solutions via integral representations has a long history. The sup-norm estimate of ∂ solutions was proved by Grauert-Lieb [25] and Henkin [28] for (0, 1)-forms (the forms are thus ∂-closed). Kerzman [31] obtained L p and C β estimates of ∂ solutions for (0, 1)-forms and all β < 1/2, and Øvrelid [46] obtained a homotopy formula with homotopy operators admitting L p estimates for all (0, q)-forms. Lieb [35] obtained the L ∞ and the C β estimates of ∂ solutions for (0, q)-forms. Finally, Henkin and Romanov [30] achieved the C 1/2 estimate of ∂ solutions for continuous (0, 1)-forms. The two ∂-solution operators in [25, 28] make essential uses of the Henkin-Ramírez functions constructed indepently by Henkin [28] and Ramírez [50] . On the other hand, Stein showed that the C 1/2 estimate is optimal for ∂-closed continuous (0, 1)-forms in the unit ball of C n for n > 1 (see [29, 31] ). Note that Treves [58] studied the boundary regularity for the Leray-Koppelman homotopy operator. Noticeably the C 1/2 estimate, valid for for all continuous (0, q)-forms that are not necessarily ∂-closed, was first obtained by Range-Siu [53] for a homotopy operator T q . However, to the author's best knowledge it remains open if the ∂ solution operators in the above-mentioned results have a boundary regularity beyond the C 1/2 estimate when they act on the continuous forms that are not ∂-closed. There are, of course, important results under the conditions that ϕ is ∂-closed and r is a positive integer k: Siu [55] proved the C k+1/2 estimate for T 1 and Alt [3] obtained analogous results for the two ∂ solution operators of Kerzman [31] and Grauert-Lieb [25] for (0, 1)-forms. For ∂-closed (0, q)-forms ϕ with q ≥ 1, Lieb and Range [36] constructed a ∂ solution operator H q and proved (1.2) when ∂D ∈ C k+2 , and in [37, 38] they also showed that Kohn's canonical solution u to ∂u = ϕ is in C k+1/2 (D) when ϕ ∈ C k (D) and ∂D ∈ C ∞ . The above-mentioned results are for strictly pseudoconvex domains. Range [52] obtained a Hölder estimate for ∂ solutions in finite type pseudoconvex domains of C 2 . There are derivative estimates for ∂ solutions in convex domains of D'Angelo finite type m: Diederich-Fornaess-Wiegerlinck [16] obtained the C 1/m estimate for ellipsoids, Diederich-Fischer-Fornaess [15] and Cumenge [13] obtained the C 1/m estimate, and Alexandre [2] achieved the C k+1/m estimate for ∂ solutions. Theorem 1.1 does not require that ϕ is ∂-closed. Here are some related results. An interior estimate of gaining one derivative for ϕ ∈ C r with a non-integer r was obtained by Webster [60] . We mention that Alexandre [2] obtained the C 1/m estimate for a homotopy operator on convex finite-type domains. For the ∂ b operator in a domain in a strictly pseudoconvex hypersurface M in C n with n ≥ 4, the interior C k estimate was obtained by Webster [61] and Ma-Michel [39] proved a boundary regularity for homotopy operators. Gong-Webster [24] obtained an interior C k+1/2 estimate for Henkin homotopy operators when the M is in C k+2 . Range and Siu [53] proved the C β estimate for all β < 1/2 for ∂ solutions of continuous (0, q)-forms on the transversal intersection of strictly pseudoconvex domains; see also Poljakov [49] for related results. It is open if the C 1/2 estimate holds ∂ solutions for continuous forms in this situation. Higher order derivative estimates for ∂ solutions were obtained by Brinkmann [4] , Michel [40] , and Michel-Perotti [42] for the intersection. Peters [47] constructed a new homotopy operator for the weakly transversal intersection of strictly pseudoconvex domains and obtained higher order derivative estimates with some loss of derivatives. Note that all these results require the boundary of domains to be sufficiently smooth. For weakly pseudoconvex domains with C ∞ boundary, Michel [41] and Michel-Shaw [43] respectively constructed homotopy operators with the C ∞ regularity for the domains and for their transversal intersection.
We will derive a homotopy operator for a strictly pseudoconvex domain D with C 2 boundary, by perfecting the formulation of the Lieb-Range ∂ solution operator. The homotopy operator has the form H q ϕ(z) = for z ∈ D and q > 0. Here E : C(D) → C 0 (C n ) is a linear extension operator constructed by Calderón [6] and Stein [57] , and it satisfies two important properties |Ef | C n ;r ≤ C r |f | D;r , |Ef | Λr(C n ) ≤ C r |f | Λr(D) .
Here C r (D) with norm |·| D;r is the Hölder space; the Λ r (D) with norm |·| Λr(D) is the Lipschitz space (see Definition 3.9). We mention two main features in H q : the first is a regularized Henkin-Ramírez map, introduced in this paper, for a strictly pseudoconvex domain with C Combining with the property [∂, E] : Λ r (D) → Λ r−1 (C n ), the commutator is a smooth cut-off operator losing one derivative. We mention closely related previous work. Lieb-Range [36] first introduced the Seeley extension operator for their ∂ solution operators in strictly pseudoconvex domains and the extension has been a basic technique in other situations. MaMichel [39] used it for a suitable domain in a strictly pseudoconvex real hypersurface in C n for n ≥ 4 and Alexandre [2] used it for finite type convex domains. If ϕ is ∂-closed, we obtain [∂, E]ϕ = ∂Eϕ and the H q is an analogue of the Lieb-Range ∂ solution operator. We should mention that the important commutator [∂, E] was introduced by Peters [47] and it has been used by Michel [41] , Michel-Shaw [43] , and others.
A detailed version of Theorem 1.1 (Theorem 5.2) yields the following.
Corollary 1.2. Let r > 1 and 0 < q < n. Let D be a bounded strictly pseudoconvex domain of
Our C k+1/2 estimate improves the regularity results of Siu [55] (for q = 1) and LiebRange [36] (for all q) for the case when k is an integer bigger than 1 and ∂D ∈ C k+2 . When ∂D ∈ C ∞ additionally, the improvement for all r > 0 was obtained by GreinerStein [26, Thm. 16 .7(c), p. 174] and Phong-Stein [48] (for q = 1), and by Chang [8, Thm. 4.10 (iii) with U = D, q ≥ 1]. The case q = n, which is not included in the corollary, is simple: We need the domain to be Lipschitz, but not necessarily pseudoconvex, while solutions gain a full derivative; see Proposition 3.13 for details.
We will also obtain a Bochner-Martinelli-Leray-Koppelman formula:
where D is strictly pseudoconvex with C 2 boundary and
Here Ω 1 0,0 is a Cauchy-Fantappiè form of the above-mentioned regularized Henkin-Ramirez function. In connection with previous work, H 0 f is a holomorphic projection analogous to H 0 f = ∂D Ω 1 0,0 f. We will show in Theorem 5.2 that when r > 1 the holomorphic projection H 0 maps Λ r (D) continuously into itself. For H 0 , Elgueta [17] obtained a similar estimate with a minor loss of regularity and Ahern-Schneider [1] obtained a sharp estimate that actually holds for all r > 0. See also Phong-Stein [48] for the regularity of Bergman and Szegő projections for strictly pseudoconvex domains with C ∞ boundary. As mentioned earlier, one of our main results is a homotopy formula in (1.1) and (1.3), which admits Hölder estimates in D. Using H q , we will study the elliptic differential
where [ϕ] i has type (0, i) in z and degree k − i in t. By a D-closed form ϕ, we mean Dϕ = 0. We have the following. 
Hanges and Jacobowitz [27] proved the interior C ∞ regularity of a D-solution on a smooth domain Ω in C n × R m under a strictly Levi convex condition. We further mention some important results concerning ∂ or ∂ b solutions. The C ∞ regularity results of ∂ solutions were achieved by Kohn [33] for smoothly bounded strictly pseudoconvex domains, by Kohn [33] for n = 2 and Catlin [7] for pseudoconvex domains of finite D'Angelo type [14] , and by Kohn for smoothly bounded pseudoconvex domains [34] . McNeal [44] obtained exact subelliptic estimates for finite type convex domains. The results of finite smoothness solutions have also been obtained. Folland and Stein [20] obtained the regularity in non-isotropic Lipschitz spaces for ∂ b and b solutions on strictly pseudoconvex CR manifolds. The regularity of ∂ and ∂ b solutions for (0, 1)-forms was obtained by Chang-Nagel-Stein [9] , Fefferman-Kohn [18] , and Christ [12] for finite type pseudoconvex domains in C 2 , and by Fefferman-Kohn-Machedon [19] for finite type domains in C n with diagonalizable Levi-form. Note that Shaw [54] obtained the exact C 1/m estimate of ∂ b solutions for (0, 1)-forms in the boundary of an ellipsoid of finite type m in C n . For (0, q)-forms, the Hölder estimates for ∂ b solutions were finally achieved by Koenig [32] for finite type CR manifolds with comparable eigenvalues in the Levi form.
We now state two questions. Question 1. Let 0 < q < n. Let D be a bounded strictly pseudoconvex domain with
As mentioned early, when ∂D ∈ C ∞ , positive results for the above question via Kohn's solution are in [8, 26, 48] for all r > 0. Corollary 1.2 gives a positive answer when r > 1. The result of Kohn [34] and Corollary 1.2 give rise to the following question.
Finally, we should mention that Chaumat and Chollet [10] obtained a ∂ solution with a loss of n − q − 1 derivatives, when D is a convex domain of C 2 boundary and r ∈ N. They also obtained other results. Michel-Shaw [43] also showed that when D is an annulus domain Ω 1 \ Ω 2 , where Ω 1 is a bounded strictly pseudoconvex domain with C ∞ boundary, Ω 2 is a pseudoconvex domain which is relatively compact in Ω 1 and has C 2 boundary, there exists a solution u ∈ C ∞ (D) to ∂u = f , if f is a ∂-closed (0, q)-form in C ∞ (D) and 0 < q < n − 1. The paper is organized as follows. In section 2 we derive the homotopy formula. In section 3 we recall the Whitney and Stein extension operators from [57] and use them to obtain regularized defining functions for domains with C 2 boundary and describe equivalent norms of Λ r (D). Section 4 contains the main estimation of this paper, assuming the existence of regularized Henkin-Ramírez functions. The latter are derived in section 5 for which we follow the classical construction of Henkin-Ramírez functions. The final section contains two homotopy formulae for the D-complex and the proof of Theorem 1.3.
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The homotopy formula and the commutator
In this section we derive a homotopy formula, inspired by Lieb-Range [36] , Peters [47] , and Michel-Shaw [43] . We derive it by keeping the minimum smoothness conditions on the domain and the forms. We will apply it to prove our main results, after the regularized Henkin-Ramírez functions are constructed in section 5.
We first recall the Leray-Koppelman homotopy formula. Let D be a bounded domain with
Let g 0 (z, ζ) = ζ − z and w = ζ − z. Define
Here both differentials d and ∂ are in z, ζ variables. We have
We decompose Ω i = Ω 
We need to know how the sign changes, when the exterior differential interchanges with integration. Following notations in Chen-Shaw [11, p. 263], we define
The Leray-Koppelman homotopy formula [11, p. 273 ] for a (0, q)-form ϕ is given by
n be a domain with C 1 boundary and let U be a bounded
) is a Leray mapping, that is that W is holomorphic in z ∈ D and satisfies
Let ϕ be a (0, q)-form in D. Suppose that ϕ and ∂ϕ are in
where
Proof. In the formulae, the extension E constructed in [57] will be recalled in Lemma 3.11 below. The E is defined for functions. We thus define Eϕ by applying E componentwise to its coefficients, which results in a form of the same type. We always assume that Eϕ has a compact support in U, by using a cut-off function.
Assume that q ≥ 1. Let us modify the solution operator T q given by (2.4)-(2.6), by applying the method of Lieb-Range [36] via the linear extension E. The Ω 01 has total degree 2n − 2. Applying Stokes' formula and (2.2)-(2.3), we get
Let us apply ∂ to the last 4 terms. The second of the four terms becomes zero. The third also becomes zero since it is holomorphic for q = 1 and it is zero for q > 1. Thus we obtain for
So far, we have used ϕ ∈ C 1 (D). Assume now that ∂ϕ ∈ C 1 (D). Using the last 4 terms in (2.11) in which ϕ is replaced by ∂ϕ, we obtain
On the right-hand side, the first term can be written via the commutator as ∂E∂ϕ = (∂E − E∂)∂ϕ. Since q ≥ 1, the third is zero. The second, when combined with the first term on the right-hand side of (2.12), gives us the desired commutator for ϕ. Adding (2.12)-(2.13) yields (2.7).
To derive (2.10), we recall that Ω 01 0,−1 = 0 and by (2.13) we get
Thus we have verified (2.8) with H 0 being defined in (2.10), while the second expression of H 0 in (2.10) follows from Stokes' formula and ∂ ζ Ω 1 0,0 = 0 by (2.1). Throughout the paper, | · | D;r , or | · | r for abbreviation, denotes the Hölder C r norm, r ∈ [0, ∞), for differential forms or functions on a domain D. We finish the section with the following interior estimate of Webster [60] .
−c 0 r−c 1 and C r (U) depends only on r and the diameter of U.
Regularized defining functions and preliminaries for Lipschitz estimates.
In this section we define a regularized defining function for a domain D by Whitney's extension so that the derivatives of the extension have optimal growth rates near the boundary of D. The defining function will play an important role in our estimates. We recall an extension operator of Stein [57] and basic facts about the Lipschitz space Λ r and its equivalent norms. The equivalent norms are used for the Λ r+1/2 estimate when r + 1/2 = 2, 3, . . . . We will also recall some basic results on the real interpolation theory. The interpolation will be used for C r+1/2 estimates when r = 2, 3, . . . , which as mentioned in the introduction, improves the regularity result of Lieb-Range. While the results of this sections might be known to the reader, we formulate them for the purpose of this paper. We will also specify the dependence of the various constants on the domains, which is used to address the stability of estimates of the homotopy operators in Theorem 5.2. We will conclude the section with a regularity result for the ∂ equation of top type.
Let us first introduce notations. For r ∈ R, [r] denotes the largest integer k ≤ r. For two
3.1. Regularized defining functions. Let F be a closed set in R n and let r ∈ (0, ∞). We recall the following definition.
has the properties: (i) |R α (x, p)| ≤ A|x − p| r−|α| for x, p ∈ F and |α| ≤ r; (ii) when r ∈ N, for each p ∈ F and ǫ > 0 there is δ > 0 so that for x, x ′ ∈ F with |x − p| + |x ′ − p| < δ,
As observed by Whitney [62] , condition (3.2) is essential and consequently all f (α) are continuous in F for |α| ≤ r. Following Stein [57, p. 173], we define |f | w F ;r to be the infimum of the constants A for all possible choices of f (α) for 0 ≤ |α| ≤ r.
where |x − x * | = d(x) with x * ∈ F , and P β = 0 for |β| > r.
Proof. Inequality (3.4) is proved in Stein [57, p. 178] and Glaeser [21] when |α| ≤ r + 1 and stated in [21, p. 31] for all α. We present here a proof for the reader's convenience. Recall from [57, p. 169-170 ] the following properties: (i) There are
where Q k are cubes satisfying
c is contained in at most N 0 of cubes Q k . Here N 0 and C α are independent of F .
Here the sum with the prime is over the i satisfying dist(Q i , F ) < 1. When d(x) < 1 and x ∈ Q i , we have dist(Q i , F ) < 1. Thus we drop the prime, by assuming d(x) < 1. Recall from [57, Lemma, p. 177] that
We only need to consider the terms with ∂
Combining it with (3.8) yields
We also have |x
with ǫ x,x * → 0 as x tends to x 0 ∈ ∂D. We have proved (3.3), while (3.4) follows directly from
In this case, the above E r is a linear operator for a fixed sequence p k appeared in the above proof.
We first identify C r (D) with C 
) with t 0 = 0, . . . , t N = 1. Choose an increasing C ∞ functionŝ such thatŝ(0) = 0,ŝ(1) = 1, and all derivatives of s vanish at 0, 1. Let
The lemma is verified. The proof also yields the following inequality.
We say that ∂D is minimally smooth if the following conditions hold: There are positive numbers ǫ, N, M, and a sequence of open subsets U 1 , U 2 , . . . of R n so that the following hold:
is the ball of center x and radius ǫ.
We will denote by C r (D) a finite number depending on the above M, N, ǫ, and r.
Note that a bounded domain in R n has a (strong) Lipschitz boundary, i.e. its boundary is locally the graph of a Lipschitz function in some smooth coordinates, if and only if its boundary is minimally smooth.
where x * ∈ ∂D, |x − x * | = dist(x, D), and
Proof. Applying (3.3) and Proposition 3.2 to ρ = E 2 ρ 0 and F = D, we obtain
is the Taylor remainder of ρ defined by (3.1) with r = 2. By Proposition 3.5, we have for |α| ≤ 2
This gives us (3.11)-(3.12). We get (3.10) from (3.4) and |E 2 r 0 | 2 ≤ CL 2 |r 0 | D;2 by Lemma 3.4. Estimate (3.13) follows directly from (3.11).
We call the above ρ a regularized C 2 defining function of D. We will also need the following version of Stokes' theorem.
Lemma 3.8. Let m be a positive integer, and let b ∈ R. Let V be a bounded domain in R n with C 1 boundary. Assume that B and S are functions in C 1 (V) and for x ∈ V and i = 0, 1,
which tends to 0 as ℓ → ∞ as V is bounded and
Letting ℓ → ∞, we get the identity.
3.2. Equivalent norms. For 0 < r ≤ 1, the Lipschitz space Λ r (R n ) is the set of functions
for 0 < r < 2. For a non-integer r, | · | Λr is equivalent with the Hölder norm | · | R n ;r by [57, Prop. 8, p. 146].
Definition 3.9. Let F be a closed subset in R n . Let r ∈ (0, ∞). We write f ∈ Λ r (F ) if there existsf ∈ Λ r (R n ) such thatf | F = f . Define |f | Λr(F ) to be the infimum of |f | Λr(R n ) for all such extensionsf . Sometimes |f | Λr denotes |f | Λr(F ) for abbreviation.
We now discuss equivalent norms of the spaces Λ r . The following lemma is in McNealStein [45] . We need a quantified version.
Furthermore, the smallest constant A r (f ) of A is equivalent with |f | Λr , i.e. c r A r (f ) ≤ |f | Λr ≤ C r A r (f ) for some positive numbers c r , C r independent of f .
Proof. The lemma is proved by Greiner-Stein [26, p. 142] for 0 < r < 1. For 0 < r ≤ 1, the existence of decomposition is proved in [26, p. 145 ]. The decomposition is also valid for
is rapidly decreasing, and hence
Assume that 1 ≤ r < 2 and (3.14) holds. We have |f
The two sums are bounded by
When 0 < |y| < 1, choose a positive integer N so that 1 ≤ |y|2 N ≤ 2. Hence |f | Λ 1 ≤ CA. Analogously, we can verified the proposition for r ≥ 2.
We will use a linear extension operator from Stein [57] 
Proof. We follow the proof in [57] . We first recall an extension for each D i . To simplify the notation, we drop the i and assume n i = n. Thus D is defined by
Then we choose a rapidly decreasing function
We have a linear extension operator
We need the following estimate: , f has an extensioñ f ∈ Λ r (R n ) so that |f | Λr ≤ 2|f | Λr . Take a decompositionf = f j satisfying (3.14). By (3.19), we have Ef = E(f j | D ) and the decomposition satisfies (3.14), i.e. |E(
We now verify (3.16) for D i . When r is an integer and f ∈ C r (D), we need only to verify, by (3.19) , that ∂ r Ef is continuous in R n . And if α = r − [r] > 0, we need to estimate the
x Ef . Let us consider the case [r] = 0 first. The continuity of Ef follows from the continuity of f , |f | L ∞ < ∞, the rapidly decreasing property of ψ, and 
Computing the Hölder ratio of each term in R 0 , we obtain
We have verified (3.
) and apply a Taylor remainder formula to express I(x) as a linear combination ofĨ
By ( 
In the first case, we take x ′′ ∈ ∂D with distance at most d from L. Then |x − x ′′ | ≤ 2d and |x ′ − x ′′ | ≤ 2d. We get
In the second case, we have
α , and we obtain 
The (X 0 , X 1 ) is called an interpolation pair of Banach spaces in X . Define
Let θ ∈ (0, 1). By f ∈ X θ,∞;K , we mean that
Then (X 0 , X 1 ) θ := X θ,∞;K with norm | · | θ;X 0 ,X 1 is a Banach space, while 
∂ solutions for the top type.
As an application of the extension and interpolation, we estimate a ∂ solution for forms of type (0, n). Let C r (0,q) (D) (resp. Λ r (0,q) (D)) be the set of (0, q)-forms in D of which the coefficients are in C r (D) (resp. Λ r (D)). It seems that the following statement has not appeared in the literature. (i) Suppose that any two points p, q in D can be joined by a broken line segment γ in D of length at most L|p − q|, while γ ∩ ∂D is a finite set. For each r ∈ (0, ∞) \ N, there is a linear map T r : C r 0,n (D) → C r+1 0,n−1 (C n ), which depends on r, so that ∂T r ϕ = ϕ in D and |T r ϕ| C n ;r+1 ≤ C r (D)|ϕ| D;r .
(ii) Assume that ∂D is Lipschitz. There is a linear operator S : C 0,n (D) → C 0,n−1 (C n ) so that ∂Sϕ = ϕ and |Sϕ| Λ r+1 (0,n−1)
Proof. (i) We apply the Whitney extension E r for D via Lemma 3.4 and Proposition 3.2.
Fix an open ball B containing D. By the Leray-Koppleman solution operator T n for B and estimate in [60] , we get the conclusion.
is bounded for all a ∈ (0, ∞). We first consider the case of a non-integer r. We have ϕ = f dz 1 ∧ · · · ∧ dz n . By (3.15), we may assume that D is relatively compact in a ball B 0 . Replacing ϕ by Eϕ, we may assume that ϕ ∈ Λ r (C n ). Take a sequence
. Since ∂T n ϕ j = ϕ j , we get ∂T n ϕ = ϕ in the sense of distributions. By (2.15), we get |T n ϕ| D;r+1 ≤ C r |ϕ| B 0 ;r . By (3.15) again, we conclude that (3.23)
|ET n ϕ| C n ;r+1 ≤ C r |ϕ| B 0 ;r , r > 0.
When r is a positive integer, the estimate follows from interpolation by Proposition 3.12 as follows. We consider a linear operator
where χ ∈ C ∞ 0 (C n ) and χ = 1 in B r . By (3.23), we have |T n ϕ| Λ r+1 ≤ M r |ϕ| Λr for r ∈ (0, ∞) \ N. By Proposition 3.12, we get the same estimate for all positive integer r. 
Estimates for the homotopy operators
In this section we first introduce a regularized Leray map to study strictly pseudoconvex domains with low regularity. The main estimates are derived under the assumption of the existence of a regularized Henkin-Ramírez function for the homotopy operators H q . 
We say that W is a regularized Leray mapping in D δ ×(D δ \D −δ ), if for some positive number δ the following hold
The first two properties are the standard requirements for the Leray maps. The third is new. The existence of a regularized C 2 defining function for a domain with C 2 boundary is proved in Lemma 3.7. The Whitney extension of a strictly convex function ρ in D remains strictly convex in a neighborhood of D. Therefore, we have the following. We now derive our main estimates. Recall the homotopy operator
Here U = D δ . The first term is estimated by Proposition 2.2, gaining one derivative in a Hölder space. We now estimate the second term for z ∈ D:
From now on, we take g 0 (z, ζ) = z − ζ and g 1 (z, ζ) = W (z, ζ). We require that W is a regularized Leray map.
We will denote by ∂ k z a derivative of order k in (z, z), and by N k (ζ − z) a monomial in ζ − z, ζ − z of degree k. Let A(w) denote a polynomial in w, w, where N k and A may differ when they recur. We can write (4.1) as a linear combination of
where f is a coefficient of the form [∂, E]ϕ. In particular f vanishes on D. Here∂ ζ W denotes W and its first-order ζ derivatives.
To derive our main estimates, we start with the following lemma. 
(ii) s=2δ s=δ 1 0
Proof. (i). We divide [0, 1] × [0, 1] in the (s, t)-plane in three regions
The integral in P is bounded above by
which is less than Cδ α−β−1/8 . In Q, it is bounded by
which is less than Cδ α−β−1/2 . In R, it has a similar bound as
(ii). We divide the domain [δ, 2δ] × [0, 1] in three regions
The integral in P is bounded above by 
where c * > 0 is a constant. Suppose that f vanishes in D. Then the following hold:
Here C r depends on r, c * , sup z∈D δ |W (z, ·)| D δ \D −δ ;1 , and C 1 norms of Ψ i and the sup norms of (det
Proof. By the assumption, we have ∂D ∈ C 1 . We have Φ(z, ζ) = 0, for z ∈ D and ζ ∈ U \ D. The latter contains the support of f . We will first consider the case f ∈ C r−1 . We will distribute the first [r] − 1 derivatives of Kf (z) directly to the integrand when [r] > 1. We will then apply the integration by parts in ζ variables to derive a new formula.
(i) By the assumption, we have f ∈ C r−1 0 (U) and f = 0 in D. We may assume that U = D δ . We write ∂
[r]−1 z {Kf (z)} as a linear combination of K 1 f (z) with
where A 1 is a polynomial.
Let us explain how ∂D ∈ C 2 suffices the estimation. Since∂ ζ W (z, ζ) is holomorphic in z, its z-derivatives in a suitable neighborhood of D δ/2 can be estimated by the sup-norm of ∂ ζ W in D δ by using the Cauchy formula. In U \ D, the integrand in K 1 f is smooth in z. As ζ ∈ U \ D approaches ∂D, the rate of growth of a ζ-derivative of W 1 is bounded by a precise negative power of d(ζ). The latter can be dominated by the order of vanishing of f (ζ) along ∂D. Let us record the estimate (4.12) for ζ ∈ U \ D, z ∈ D δ/2 and i, j = 0, 1, . . . . Our argument relies essentially on that f (ζ) is independent of z.
We now provide the details of the proof. We will use integration by parts as in Elgueta [17] , Ahern-Schneider [1] , and Lieb-Range [36] to reduce the exponent of Φ to the original n − j.
In our case, the integration by parts needs to be carried out by using Lemma 3.8, since
To this end, we write (4.8) as
Using a partition of unity in ζ space and replacing f by χf for a C ∞ cut-off function, we may assume that
Up to a constant multiple, we rewrite K 1 f as
Since f ∈ C r−1 vanishes identically in D, then ∂ i f vanishes in ∂D for i ≤ [r] − 1. Thus, by Taylor's theorem, z, ζ) , z, ζ). Using (4.11) and (4.13), a straightforward computation shows that
for ζ ∈ D δ \ D and j ∈ N. Here C i,j (z) < ∞ because z ∈ D. In particular, this allows us to apply the integration by parts to transform K 1 f .
When [r] > 1, we apply Stokes' theorem via Lemma 3.8 in which S(ζ) = u(z, ζ)
in D c and C ∞ in its interior.) Up to a constant multiple, we have
We also have, up to a constant multiple depending on z, |W | 1 ,
Applying integration by parts µ 1 times via Lemma 3.8 till µ 1 − ℓ = 0, we obtain
By the product and quotient rules, we can write h 2 (z, ζ) as a linear combination of
Kf is a linear combination of K 1 f , while K 1 f is a linear combination of (4.20)
Since f (ζ) = 0 in D, it is easy to see that K 2 f ∈ C ∞ (D). We want to estimate K 2 f (z) in terms of distance d(z). To achieve the estimate that has the form (4.6), we need to count the numbers of derivatives in the expression of f 2 . In (4.17), we have applied ν 4 + · · · + ν i extra derivatives on W 1 . Set
Since |ζ − z| ≥ d(ζ) and [r] − 1 − ν 3 ≥ 0 by (4.10) and (4.18), we obtain for ζ ∈ D c ,
where the last inequality follows from (4.11). Hence their z-derivatives can be estimated by |W | D δ ,1 . Then we have proved that for z ∈ D and ζ ∈ D
By the definition ofÑ λ , we have
We have just estimated h 2 . Since f (ζ) does not depend on z, the z-derivatives of f 2 (z, ζ), given by (4.17), satisfy
We estimateÑ λ first. We have
by the first inequalities in (4.18) and (4.10). Thus [r] − 1 − ν 3 + λ ≥ 1 − 2j. For h 3 given by (4.15), we have
We have expressed ∂
[r]−1 Kf as a linear combination of K 2 f by exhausting all derivatives of f . Let z ∈ D. We want to show that
For ℓ = 2, 3, we compute ∂ ℓ z K 2 f by differentiating the integrand directly. The ∂ 2 z K 2 f is a sum of three kinds of terms
where f 2 still has the form (4.17) while ν 4 , . . . , ν i are unchanged. Therefore we obtain
Recall that 1 ≤ j < n. For z ∈ D and ζ ∈ D, we have C ′ |ζ − z| ≥ |Φ(z, ζ)| ≥ C|ζ − z| 2 . Thus it suffices to estimate the last integral for j = n − 1. Set
Fix ζ 0 ∈ ∂D and a small neighborhood ω 0 of ζ 0 . Let z ∈ ω 0 ∩ D and ζ ∈ ω 0 \ D. Note that r(ζ) ≈ dist(ζ, ∂D) = d(ζ). We now use the assumption that
We also have
Using polar coordinates for (s 1 , s 2 ) ∈ R 2 and (t 3 , . . . , t 2n ) ∈ R 2n−2 , we obtain for z ∈ ω 0
which is less than Cd(z) α−1 by Lemma 4.3 in which β = 0 and 0 ≤ α < 1/2. We have verified (4.23) .
Consider now the case 1/2 < α < 1. This requires us to estimate ∂ 3 z K 2 f , which is a sum of terms
for i = 0, 1, 2, 3. The worst term is J 3 f (z) with j = n − 1 and i = 3. We have
which is less than C|f | r−1 d(z) α−3/2 by Lemma 4.3 with β = 1 and 1/2 < α < 3/2.
(ii). We now consider the estimate in the Λ r+1/2 space.
Case 1, α = 0, 1/2. Recall that Kf is C ∞ in D and its derivatives on a compact subset of D can be estimated easily by the sup norm of f . When α = 0, 1/2, by the Hardy-Littlewood lemma for Hölder spaces we get the estimate in (ii) from (i) immediately. Note that the same argument by the Hardy-Littlewood also gives us |Kf | D,k+1/2 ≤ C k |f | U ,k−1 when k is a positive integer, which is however a weaker version of (ii) for the Λ k+1/2 estimate.
Case 2, α = 1/2. In this case (4.23) says that |∂
We remark that if we have ∂D ∈ C ∞ , then by a version of Hardy-Littlewood lemma (see [45] ), we could conclude that K 2 f ∈ Λ 1 . Since ∂D is only C 2 , We need another proof for the case α = 1/2, by using the estimates in (i).
In fact we will provide an argument that actually works for 0 < α < 1. Let us show that
We may assume that the f vanishes when |(s 1 , s 2 )| > 1 or |t| > 1. We consider a dyadic decomposition with A
By (4.15) and (4.22) we still have
for ℓ = 0, 1, . . . , i. Again the worst term occurs to j = n − 1 and ℓ = i. Thus,
where the last integral is estimated in two regions s ≤ t 2 and s ≥ t 2 . Now assertion (ii) for 0 < α < 1 follows from Proposition 3.11 and Lemma 3.10.
Case 3, r > 1 an integer. We will achieve the Λ r+1/2 estimate by the real interpolation theory. Fix dz I with |I| = q > 0 and fix dz J with |J| = q−1. Let {ψ} J denote the coefficients of dz J for a (0, q − 1)-form ψ. Consider the linear mapping
Assume that r ≥ 2 be an integer. Let E be the linear extension operator for functions defined in D, given in Proposition 3.11. For the interpolation theory to be applicable, it is crucial that there is no other restriction to f . Using (4.24), we have
Using (4.23), we have |EL J f | C n ;r+ǫ+ 1 2 ≤ C 1 C k+1 (|W | 1 )|f | C n ;r−1+ǫ . The estimate follows from interpolation via Proposition 3.12. The assertion (ii) is proved.
Remark 4.5. In connection with Question 1 in the introduction, one can approximate ϕ ∈ Λ 1 (C n ) by bounded C 1 forms ϕ j in C n , which converges in the sup norm to ϕ. However, we do not have a useful limit u of H q ϕ j as j → ∞, in order to conclude that ∂u = ϕ.
We now turn to the estimate of holomorphic projection H 0 . The analogous estimate for the boundary operator in (2.5) is in Ahern-Schneider [1] , where ∂D ∈ C ∞ is used. We need to restrict to r > 1, requiring ∂D ∈ C 2 only.
Lemma 4.6. Let 0 ≤ α < 1, 0 < δ < 1/2, and n ≥ 2. Then
Proof. We estimate the integrals I of the integrand by a covering of
Proof. Let k = [r] ≥ 1. We first consider the case f ∈ C r (D). The above proof for H i f with i > 0 can be adapted easily. Let ∂ k+1 z H 0 f be a (k + 1)-th order derivative of H 0 f . It is a linear combination of
Let z 0 ∈ ∂D. Using a partition of unity, we may assume that for a neighborhood B 0 of z 0 in C n and for some j, we have
Applying integration by parts k − 1 times, we write Kf as a linear combination of K 1 f with
Since f (ζ) = 0 in D, it is easy to see that K 1 f ∈ C ∞ (D). We have for α > 0
This gives us the desired estimate when r is non integer. When r is a positive integer, the estimate follows from interpolation by Proposition 3.12.
Regularized Henkin-Ramírez functions
We now discuss our result for strictly pseudoconvex domains. We first strengthen the classical Henkin-Ramírez functions via the following result.
Proposition 5.1. Let D be a bounded strictly pseudoconvex domain in C n with C 2 boundary. Suppose that ρ 0 ∈ C 2 (U), ∂D = {z ∈ U : ρ 0 = 0}, and
where L 0 > 0 is sufficiently large so that e L 0 ρ 0 − 1 is strictly plurisubharmonic in a neighborhood ω of ∂D. There exist δ > 0 and functions W satisfying the following.
(
The (W 1 , . . . , W n ) is called a regularized Henkin-Ramírez map.
Proof. When ρ is strictly plurisubharmonic, the proof for (i) and (ii) is in Øvrelid [46] and see also 
We have
where a jk ∈ C ∞ (C n ) with |a jk (ζ) − ∂ 2 ∂ζ j ζ k ρ| < 1/C for ζ ∈ U. Fix ǫ sufficiently small so that for |ζ − z| < ǫ and ζ, z
Let χ be a C ∞ function satisfying χ(ζ) = 1 for |ζ| < 3ǫ/4 and χ(ζ) = 0 for |ζ| > 7ǫ/8. Take
, and |ζ − z| > 3ǫ/4, we have
Thus we can define , ∂T 0 ϕ = ϕ and
. By the linearity of T 0 and Proposition 2.2, the u(z, ζ) and
). We also have 
We express the boundedness of T j as
The linearity and continuity of T j imply that W j and its first-order derivatives in ζ are continuous. Since W j is holomorphic in z, the Cauchy formula implies that W is in
We now use the fact that ρ is a regularized C 2 defining function for the domain D to estimate the higher order derivatives of Φ(z, ζ) for ζ ∈ D. We restrict
Here we take δ * 5 ∈ (0, δ * 4 ). This also allows us to use Cauchy inequality in the z variables. By (5.3), (5.4) and the linear estimate (5.5), we first see that for each j, ∂
Here we have use |∂
as well as the product rule for
Here and in what follows, we let C j := C j (C * 0 , . . . , C * n , |ρ| 2 ). By the linearity and continuity of T j and the holomorphicity of T j Φ(·, ζ)(z, η) in η, we have
By the linearity of estimate (5.8) for T ℓ and Cauchy inequalities applied to the last term, we get
for j = 1, 2, . . . . By Cauchy inequalities, we get
, ∂D * δ 4
Finally, we fix δ ∈ (0, δ 5 ). We have achieved (5.1).
Theorem 5.2. Let D = {z ∈ U : ρ 0 < 0} be a strictly pseudoconvex domain with C 2 boundary that is relatively compact in U, where ρ 0 ∈ C 2 (U) and dρ 0 = 0 in ∂D. Let H q be defined by (2.9) and (2.10), where g 1 = W is the regularized Henkin-Ramírez function
Moreover, we have
The constants C 1 (D), C r (D) are stable under a small C 2 perturbation. They depend on the ǫ, N, M in Definition 3.6, the L in Lemma 3.4, |∂ρ 0 | D\D −δ 0 ;0 , |∂∂ρ 0 | D\D −δ 0 ;0 , |∂ρ 0 | D;2 , as well as the constants L 0 , δ, C * 0 , . . . , C * n in the proof of Proposition 5.1. Therefore, C r ( D) ≤ C r (D, ǫ) < ∞ for all r ∈ (0, ∞) when D has a defining functionρ such that |ρ 0 − ρ 0 | U ;2 < ǫ for sufficiently small ǫ.
as in Proposition 5.1. Let us first choose the local coordinates described in Proposition 4.4. As in [29, p . 73], we take
Let F be as in Proposition 5.1. First, we have Here H(t, θ) = θt for (t, θ) ∈ S × [0, 1]; see [56, p. 224] and [58, p. 105] . If φ(t) = f (t)dt 1 ∧ · · · ∧ dt q , we have
It is immediate that for q > 0 (6.1) |R q φ| S;r ≤ C r |φ| S;r , 0 ≤ r < ∞.
Here C r depends only on the diameter of S. By the interpolation argument, we obtain 
We have D 2 = 0 and d 0 ∂ + ∂d 0 = 0. We also have
Thus Here we have used H n+1 = 0. Combining it with (6.12) and (6.13), we obtain
which gives us (i).
(ii) By [ϕ] j ∈ C 1 (S × S) and the Poincaré lemma, we obtain
Here Combining the identities, we get (ii). 
