This paper shows that each of the sharp (endpoint) Sobolev inequality and the isoperimetric inequality can be split into two sharp and stronger inequalities through either the 1-variational capacity or the 1-integral affine surface area. Furthermore, some related sharp analytic and geometric inequalities are also explored.
Introduction
As is well known, the sharp (endpoint) Sobolev inequality in the Euclidean n-space R n , n > 1, says that the analytic inequality holds for any f ∈ C 1 0 (R n ). Here and henceforth, C 1 0 (R n ) consists of all C 1 functions with compact support in R n ; · q (q 1) is the usual L q norm of a function on R n ; and ω n is the volume of the unit ball enclosed by the unit sphere S n−1 in R n .
Interestingly and importantly, Federer-Fleming (cf. [2] ) and Maz'ya (cf. [12] [13] [14] 16] ) proved independently that (1.1) is equivalent to the following sharp isoperimetric inequality: If M is a compact domain (that is, the closure of a bounded open set) in R n with C 1 boundary, then its volume V (M) and surface area S(M) satisfy the sharp geometric inequality Many people have been drawn to study (1.1) or/and (1.2) from a variety of directionsanalytic, geometric and so on; see also [17] and [5] . Our interests in the above sharp inequalities grow out of understanding two important methods due to Maz'ya and Zhang respectively to establish (1.1) and hence (1.2) .
V (M)
One is regarded as Maz'ya's capacitary Sobolev inequality-see the limiting case p = 1 of [13, p. 109, (6) and p. 105, (7) where C 1 (·) is the 1-variational capacity defined via
for a compact set K ⊆ R n ; as usual, C ∞ 0 (R n ) denotes the class of all C ∞ functions with compact support in R n and 1 K means the characteristic function of K ⊆ R n .
The other is Zhang's affine Sobolev inequality (cf. [22, p. 194] ): If f ∈ C 1 0 (R n ), then f n n−1 ω n ω n−1 4) where I 1 (·) is the 1-integral affine surface area determined through a spherical projectionmore precisely, for a compact domain K ⊆ R n with the C 1 boundary ∂K; the surface area element ds K ; and the exterior unit normal vector ν, the mapping
produces a bounded linear functional on C(S n−1 ) which comprises all continuous functions on S n−1 . So, there is a finite positive Borel measure μ K on S n−1 , called the (classic) surface area measure associated to K, such that
Using the projection function of
where ·,· means the usual inner product of two points in R n , we define the 1-integral affine surface area of K as
In this paper, we figure out that each of (1.1) and (1.2) can be further split into two sharp stronger inequalities by means of either the 1-variational capacity or the 1-integral affine surface area.
The first two splitting inequalities are obtained via the 1-variational capacity.
for any Lebesgue measurable function f with compact support in R n , is equivalent to, the geometric inequality
The inequalities (1.5) and (1.6) are true and sharp.
is equivalent to, the geometric inequality
for any compact domain M in R n with C 1 boundary. (ii) The inequalities (1.7) and (1.8) are true and sharp.
Clearly, (1.5) and (1.7) are stronger than (1.1), but also (1.6) and (1.8) are stronger than (1.2). After the fashion of the 1-variational capacity, we can also establish next two splitting inequalities involving the 1-integral affine surface area.
for any compact domain M in R n with C 1 boundary. (ii) The inequalities (1.9) and (1.10) are true and sharp.
for any compact domain M in R n with C 1 boundary. (ii) The inequalities (1.11) and (1.12) are true and sharp.
Obviously, the inequalities (1.9) and (1.11) imply (1.1); at the same time, the inequalities (1.10) and (1.12) derive (1.2).
Perhaps, it is worth emphasizing that Theorems 1.1-1.2 and Theorems 1.3-1.4 appear to be surprisingly similar for the format although the following comparison shows that the 1-variational capacity and the 1-integral affine surface area behave differently.
for any compact domain M in R n with C 1 boundary. (ii) The inequalities (1.13) and (1.14) are true and sharp.
The proofs of the above five theorems are arranged in the forthcoming section. Here it should be pointed out that (1.6) and (1.7) may be respectively viewed as certain formal limits of Maz'ya's estimates in [13, p. 105, (7)] and [15, Proposition 1]; meanwhile (1.10) and (1.12) are due to Zhang (cf. [22, p. 191 ] and references therein), but otherwise the results in the theorems are new. Our principal task of this note is to prove the equivalences stated in Theorems 1.1-1.5 and the sharpnesses of the corresponding inequalities. Moreover, our techniques can used to prove that the left/right-hand side inequality of (1.3) is equivalent to (1.6)/(1.8), the left/righthand side inequality of (1.4) amounts to (1.10)/(1.12), and the sharp geometric inequality (1.14) is equivalent to the sharp analytic inequality
This paper ends up with the third section in which we address ourselves to some possible extensions of these five theorems from p = 1 to p ∈ (1, n).
Proofs
In the succeeding demonstrations of Theorems 1.1-1.5 and the results of the final section, we will always adopt two short notations:
and
for a function f defined on R n and a number t > 0.
Proof of Theorem 1.1.
.
and so (1.5) implies (1.6).
Conversely, we verify that (1.6) implies (1.5). Suppose (1.6) holds for any compact domain in R n . For t > 0 and f , a Lebesgue measurable function with compact support in R n , we use the definition of Lebesgue n n−1 -integral and (1.6) to get
thereby yielding (1.5).
(ii) Thanks to the equivalence between (1.5) and (1.6), it suffices to prove that (1.6) is valid and sharp. In fact, (1.6) follows from an application of the definition of C 1 (·) to (1.1). The sharpness of (1.6) can be seen from evaluating V (M) and C 1 (M) for M = B(x, r)-the closed ball centered at x ∈ R n with radius r > 0; see also the argument for Theorem 1.2(ii) below. 2 Proof of Theorem 1.2. (i) That (1.7) implies (1.8) will be deduced by a smooth approximation of the characteristic function of a compact domain M. As a matter of fact, for > 0 and M ⊆ R n , a compact domain with C 1 boundary, let
(where dist(x, M) stands for the Euclidean distance of x to M) and
Note that this C 1 0 (R n ) function f approaches to the characteristic function 1 M of M as → 0. When x ∈ M with being very small, we can choose a unique point y ∈ ∂M such that dist(x, M) = |y − x|. With ν(y) = |y − x| −1 (y − x) and M , the closure of M , we further have
This implies in turn that
we conclude that if (1.7) holds then
whence giving (1.8). Suppose (1.8) is true for any compact domain in R n with C 1 boundary. Now, given any C 1 0 (R n ) function f , we have that for almost all t > 0 the boundary ∂Ω t (f ) is a C 1 submanifold with the nonzero normal vector ∇f . Noticing that S(Ω t (f )) decreases in t, we obtain
Because ds Ω t (f ) dt is equal to |∇f (x)| dx, (1.8), along with the last estimate, leads to
Thus (1.7) follows.
(ii) Due to the equivalence between (1.7) and (1.8), it is enough to check that (1. Conversely, suppose (1.9) is true. Now for any ∈ (0, 1) and compact domain M ⊆ R n with C 1 boundary, let M , M , f and ν(y) be the same as in the proof of that (1.7) implies (1.8). It is clear that
If t = dist(x, M) ∈ (0, ) and u ∈ S n−1 , then dx = ds M dt + o(Δt) and hence (cf. [22, p. 195 
Note that M shrinks to M as decreases to 0, but also the following formula
holds for any compact domain K with C 1 boundary, where u and d u are respectively a line parallel to the unit vector u and the volume element of the subspace u ⊥ orthogonal to u. So, the definition of I 1 (·) yields that I 1 (M ) decreases to I 1 (M) as decreases to 0. Applying (1.9) to f and noting I 1 (∅) = 0, we derive
as → 0. Therefore, (1.10) follows.
(ii) Since the truth of (1.10) has actually been checked by Zhang in [22] . So the validity of (1.9) follows from the equivalence between (1.9) and (1.10). Moreover, the sharpness of (1.10) follows from the known fact (cf. [22, p. 191 , Lemma 3.5] ) that the equality in (1.10) takes place when M is an ellipsoid in R n . Accordingly, (1.9) is sharp, too. 
Hence (1.11) (applied to f with being very small) derives
This inequality, along with the limit lim →0 ∇f 1 = S(M), gives (1.12). Conversely, if (1.12) holds for any compact domain in R n with C 1 boundary, then for f , a C 1 0 (R n ) function, we use the argument for (1.8) ⇒ (1.7) to achieve
Namely, (1.11) is valid.
(ii) The truth of (1.12) has been verified by Zhang in [22, p. 191] . Accordingly, the truth of (1.11) follows from the equivalence between (1.11) and (1.12). To see the sharpnesses of (1.11) and (1.12), it is enough to do this for (1.12). In fact, noticing that if M = B(x, r) then the equality in (1.10) occurs, we find
In other words, the equality in (1.12) is attained. 2
Proof of Theorem 1.5. (i) Clearly, it suffices to show that (1.13) implies (1.14). To the end, suppose (1.13) holds. Now, for any compact domain M ⊆ R n with C 1 boundary and ∈ (0, 1) we consider the preceding f and M once again. Noticing the above-established facts:
we get by (1.13) that
Therefore, (1.14) holds.
(ii) Given a compact domain M in R n with C 1 boundary. If f ∈ C ∞ 0 (R n ) and f 1 M , then from (1.11) it follows that
Accordingly, this estimate, together with taking the infimum over all these functions f , derives (1.14); that is,
for which the equality occurs when M is any closed ball in R n . This, along with the equivalence between (1.13) and (1.14), implies (1.13) and its sharpness. 2
Beyond
Recalling the well-known sharp 1 < p-Sobolev inequality (cf. [1, 18, 20] )
where
for which Γ (·) is the usual gamma function, we naturally ask a follow-up question:
Can Theorems 1.1-1.5 be extended to p > 1?
Concerning this question associated with Theorems 1.1-1.2, we can employ the 1 < pvariational capacity of a compact subset K of R n
to get a partial answer.
for any compact domain M in R n . The two inequalities are true.
The inequalities (3.2) and (3.4) are sharp and stronger than (3.1).
Proof. Note that the inequalities (3.3) (as a classical isocapacitary inequality) and (3.4) are established by Maz'ya-see [13, p. 105 , (7)] and [14, Proposition 1], but also (3.2) and (3.4) imply evidently (3.1). Thus, the verification of Theorem 3.1 will be completed by checking the assertion (i) and its sharpness.
Suppose ( and then the equality of (3.3) takes place. This derives the sharpness of (3.3) as well as (3.2). 2 Remark 3.2. Keeping the notations used in Theorem 3.1, we make two comments:
(i) Based on the estimate
for any Lebesgue measurable function f with compact support in R n , we can read that the following integral:
may serve in place of the right-hand functional in (3.2)
but we cannot examine if the last but one integral may still substitute for the left-hand part of (3.4). (ii) It is unknown whether (3.4) and (3.1) have the sharp geometric forms similar to (1.8) and (1.2), respectively. Maybe, introducing a p-surface area (generalizing the usual surface area, i.e., the case p = 1) would be useful for handling this issue.
Next, when settling the question applied to Theorems 1.3 and 1.4, we turn our course to Lutwak's L p Brunn-Minkowski-Firey theory (cf. [6, 7] ) developing Firey's theorem in [3] : Under p > 1, the sum of the pth powers of the support functions of two convex bodies in R n containing the origin is also the pth power of a support function. For our purpose, we select some of very basic facts on convex bodies-see also [4, 19, 21] for more information.
A convex body in R n is a compact convex set with nonempty interior. Following [6, 7] , we use K n 0 as the class of all convex bodies that contain the origin in their interior. With this convention, we can say that each K ∈ K n 0 is uniquely determined by its support function
Given two convex bodies K and L in K n 0 . For p 1 and > 0 let K + p L be the MinkowskiFirey L p combination which is the convex body in K n 0 with support function
Particularly, the L 1 combination can be written as
Now, the L p -mixed volume of K and L is defined by
Interestingly, we have
Even more interestingly, as proved in Lutwak [6] , there is a unique finite positive Borel measure
Following [8] and [9] of Lutwak-Yang-Zhang, we call this measure the L p -surface area measure associated to K. In particular, s 1,K is the classic surface area measure μ K on S n−1 . One more property of this measure says that s p,K is absolutely continuous with respect to s 1,K and the corresponding Radon-Nikodym derivative is given by
Especially, if ∂K is C 2 with positive Gauss curvature then the Radon-Nikodym derivative of the classical surface area measure with respect to the Lebesgue measure on S n−1 equals the reciprocal of the Gauss curvature of ∂K. The foregoing L p -mixed volume V p (K, L) can be generalized to the case where K is a compact convex set having the origin as one of its interior points and L is a compact convex set containing the origin in its relative interior.
On the other hand, for u ∈ S n−1 denote byū the closed line segment between −u/2 and u/2. Then it follows that
This formula induces a natural generalization of I 1 (·); that is, the p-integral affine surface area of a convex body K ∈ K n 0 as follows: f (ii) Whether a sharp geometric form (analogous with (1.12) but equivalent to (3.7)) can be found. In so doing, it seems necessary to define a p-surface area which can sharply dominate I p (·) for K n 0 .
Finally, we pose a problem rooted in Theorem 1.5. (ii) The inequalities (3.8) and (3.9) are true and sharp.
In order to prove or disprove this conjecture, we seemingly have to bring some new ideas (relative to [10, 11] ) into play. Note that the equality of (3.9) takes place when K is a closed ball of R n centered at the origin. Furthermore, a combination of (3.9) and (3.6) yields (3.3) which is valid for any K ∈ K n 0 . So, it is reasonable to expect the conjecture to be answered in the affirmative.
