A new software framework is presented for fast optimal designs of micromagnetic devices. The developed framework adopts a fast micromagnetic (FastMag) simulator as a micromagnetic solver, and utilizes distributed evolutionary algorithm in Python (DEAP). The framework makes use of a simple Linux utility for resource management (SLURM) in order to run and manage multiple micromagnetic simulations concurrently on a Linux cluster. Various design variables can be designated including material and geometry parameters. The whole design cycle is automated including the mesh generation, and the status of the evolution and multiple simulations can be monitored and managed easily. By combining high computing speed of FastMag and distributed optimization capability of DEAP and SLURM, the optimal designs of micromagnetic devices can be performed rapidly and efficiently. As numerical examples, the optimal designs of a spin-torque oscillator and a magnetic random access memory device are performed.
I. INTRODUCTION

M
ICROMAGNETIC devices, such as spin-torque oscillators (STOs) and tunnel magnetoresistance structures, are important components for the advancement of many practical applications, including magnetic recording, magnetic random access memory (MRAM), magnetic sensors, microwave generators, and wireless communications [1] - [4] . In particular, their high compactness, frequency tunability, and good compatibility with the standard complementary metal-oxide-semiconductor process make them ideal for future mobile and power efficient applications [4] , [5] . There has been active research work in understanding and characterizing these devices. In many cases, the computations focus on characterization rather than automated multi-parameter optimal design [6] - [10] . Often, on the other hand, there is a need to design a device with a set of operation parameters given a range of geometrical and material parameters. One possibility to achieve this goal is to perform an exhaustive set of simulations over many or all possible parameter combinations. However, such an approach may result in a very large computational time. Optimization techniques can allow performing the device design much more efficiently.
Recently, fast micromagnetic (FastMag) simulators have emerged, including those using finite-difference [11] - [15] and finite-element approaches [16] - [20] . These simulators come in open source or commercial [11] - [21] packages. Many efforts have been made to speed up computations by parallelization [17] , [22] , [23] . The performance can be further enhanced by implementations on massively parallel graph- ics processing unit (GPU) computing architectures [12] - [14] , [18] , [19] , [24] - [26] . With a significant speed up, it is now feasible to consider the optimal designs of micromagnetic devices based on optimization algorithms. In this paper, a new framework is presented for the fast optimal designs of micromagnetic devices. FastMag micromagnetic simulator [19] is adopted as a micromagnetic solver. A distributed evolutionary algorithm in Python (DEAP) [27] is utilized in the optimization module. The presented framework makes use of a simple Linux utility for resource management (SLURM) integrated with the Python and FastMag framework in order to run and manage multiple simulation instances in the parallel optimization process simultaneously on a Linux cluster. Various design variables are pre-defined in a Python library, including material and geometry parameters as well as system meshing. This generality allows readily choosing the design variables in the optimal design. The high performance of FastMag coupled with distributed optimization capability of DEAP and SLURM results in a fast and powerful framework for the optimal designs of micromagnetic devices. As numerical examples, the optimal designs of an STO and a MRAM device are investigated. FastMag as a micromagnetic solver and SLURM as a job submission utility are used as a test bed, which can be extended to other micromagnetic solvers and other utilities.
II. MICROMAGNETIC SOLVER Micromagnetic phenomena are described by the LandauLifshitz-Gilbert (LLG) equation, which assumes that the magnetization is a temporally and spatially continuous function. The generalized LLG equation with the spin-transfer torque (STT) term can be written as [19] 
wherem is the normalized magnetization vector, γ is the gyromagnetic ratio, α is the damping constant, and N st is In FastMag, the exchange field H exc is calculated as in conventional finite-element method, whereas the magnetostatic field H ms is computed directly via the spatial superposition of volume and surface integrals, similar to electromagnetic integral equation methods [28] . The superposition integrals are computed via the adaptive integral (or non-uniform Fourier transform) method for fast and accurate evaluation [19] , [25] . FastMag is also equipped with a module for the calculation of the STT effects and non-linear eddy current effects. In addition, FastMag has efficient implicit time evolvers, which make it well suited for simulating complex magnetic devices. FastMag is implemented using C++ and CUDA. It can run both on single-and multi-core CPU computing systems as well as GPU systems.
III. OPTIMIZATION MODULE
The optimization module is implemented with the Python programming language. In the module, the optimization problem is set up with objective function, constraints, and design variables. The objective function is a scalar function that represents the design goal. In addition, various constraints must be satisfied to achieve feasible design. The specified design variables are allowed to change during the design process to improve the objective function within the feasible region. The strength of the proposed optimization module is that it allows implementation and customization of various evolutionary optimization algorithms on distributed computing environment. After the optimization problem is set up, the iterative design process is carried out until the pre-specified stopping criterion is satisfied. Fig. 1 shows the general flowchart of the optimal design process.
A. Setting Up the Optimization Problem
Micromagnetic devices require different sets of physical quantities and parameters in order to set up the optimal design problem than their macroscopic scale counterparts do. For the definition of objective function and constraints, physical quantities, such as precession frequency, precession angle, linewidth, and spectral density of precession, can be used.
Penalty functions are used to handle problem specific constraints. The penalty function gives a disadvantage to objective function value falling in a given region based on the amount of constraint violation. The assigned penalty can be constant or increasing (decreasing for maximization) as the distance from the current design point to a valid solution region increases [29] .
As for the design variables, material parameters, such as anisotropy constant, saturation magnetization, exchange constant, and damping constant, can be adopted as well as geometry parameters, such as thickness or the lateral size and shape of each material layer. The design variable library is currently coded for the FastMag solver, so that any combination of the various material and geometry parameters of the micromagnetic device can be set as the design variable vector. It can also be modified to include other micromagnetic solvers, such as Object Oriented MicroMagnetic Framework (OOMMF) [11] . Table I shows the list of material and geometry parameters that can be adopted in the FastMag optimization module. In Table  I , the β (n) factor is related to the strength of the transverse spin current-induced STT contributions. Typical values for β (n) are 0-0.2. The quantities q
, and B (n) are devicedependent parameters that define the angular-dependent STT efficiency η(θ 12 ) as follows [30] :
where cos θ 12 =m (n) ·m (n+1) .m (n) andm (n+1) correspond to the magnetizations on the adjacent surface nodes of the faces of two layers (n and n + 1). 
B. Customization of Distributed Evolutionary Algorithm
For the optimization algorithm to be used with FastMag, the evolutionary algorithm was chosen over the gradient-based optimization method based on the following advantages in the design of micromagnetic devices.
1) Micromagnetic devices are dynamic systems with high non-linearities, which make the analytic computation of the gradient of the goal function very difficult and often practically impossible.
2) The design space is highly non-uniform, so that the gradient-based methods can fall into local minima. Evolutionary algorithms, on the other hand, search for the global optimum. 3) For the evolutionary algorithms, the parallel computing can be achieved, enabling considerable speed up of the whole design process. The evolutionary algorithm of the optimization module utilizes tools from the DEAP library [27] . DEAP was chosen because it facilitates the customization of sophisticated evolutionary algorithms unlike other black-box software models. It provides basic evolutionary algorithms, such as genetic algorithm (GA), genetic programming, evolution strategy (ES), and particle swarm optimization (PSO). However, it also provides users with ways of creating appropriate types of fitness function (objective function) and individuals (candidate design variables), and customizing and fine-tuning operators, such as mutation, crossover, and selection. Furthermore, it is possible for the users to build their own optimization algorithm for their specific problems with available initializers and operators in the toolbox library.
DEAP is also equipped with tools to distribute computations on multiple processors. However, in the optimization module of FastMag framework, SLURM resource manager was used instead in order to run and manage multiple simulation instances on a Linux cluster during the parallel optimization process. The advantage of using SLURM for distributed computing is that it allows for flexible resource management when other jobs are running on a Linux cluster. Thus, Python codes were written for distributing, executing, and monitoring multiple FastMag jobs on a set of allocated nodes utilizing SLURM commands. Fig. 2 shows a block diagram of the proposed optimal design framework. DEAP library provides tools for customized evolutionary algorithm, whereas SLURM is used for the parallel computing of fitness functions of multiple individuals. The combination of customized evolutionary algorithm and distributed computing, along with powerful FastMag solver, allows for fast and efficient optimal design of micromagnetic devices.
IV. NUMERICAL EXAMPLES
A. Spin-Torque Oscillator Optimization Problem 1) Problem Definition:
To demonstrate the feasibility and the efficiency of the proposed framework, an optimal design of an STO model is performed as the first numerical example. STOs are a class of nanoscopic microwave oscillators with frequency tunability, broad working temperature, and easy integration with standard silicon technology [5] , [31] - [35] . In an STO, STT effect from a spin-polarized current exerts a torque on the magnetization vector of a nanomagnet, leading to persistent magnetization precession. Fig. 3 shows the schematic for the STO. The oscillator consists of a hard reference layer (RL) for spin polarization of the injected current, a non-magnetic spacer, and a field generating (softer) layer (FGL) with high saturation moment.
Generally speaking, it may be difficult to maintain high frequency, stable precession in FGL with low applied field and current, and therein lies the design challenge of an STO. In addition, angle θ (shown in Fig. 3) , linewidth, and spectral density of precession must fall within the feasible range. Structurally, the sufficient thickness of FGL is needed for high output power, while the overall stack thickness is limited by dimension requirement of the full device, e.g., a write head shield-tip gap. Taking these factors into consideration, the dynamic simulations of two STO models are performed for the time range between 0 and 5 ns using FastMag, and the results are analyzed in order to set up the target precession frequency and other parameters. FastMag uses adaptive time stepping via the backward differentiation formula, and the maximum time step size was unlimited. The resulting average time step size is about 0.1 ps for the time stepping tolerance of 1e-5. The average mesh size for the model is about 2 nm. Model 1 has higher applied field and the current of 1.4 T and 4 mA/m 2 compared with model 2 (1.28 T and 3 mA/m 2 ), and other parameters are identical. The specifications and analysis results of the initial STO models are shown in Table II .
The trajectories of the volume averaged magnetization m in FGL are shown in Fig. 4. Figs. 5 and 6 show the x-component of magnetization m x in FGL as a function of time and the normalized spectral density of m x precession, respectively.
It can be seen from the analysis that the precession becomes more unstable and the frequency is decreased in model 2, as the applied field and current become lower. In view of the above results, the optimization problem is set up so as to obtain the precession performance comparable with model 1 with applied field and current of model 2, by adjusting other design variables, such as saturation magnetization and exchange constant in FGL. Thus, model 2 is chosen as the initial model, and the target precession frequency is set as f target = 39 GHz. The optimization problem is defined as
where F is the fitness function (objective function), f prec is the calculated precession frequency of the FGL, c 0 is the coefficient for the objective function scaling, S is the normalized spectral density of the precession at the peak frequency, and Lw is the linewidth of the oscillator. Scaling coefficient c 0 can be fine-tuned to improve the performance of some optimization solvers. However, in this example, it is simply set as c 0 = 1. The inequality constraints can be imposed by using the quadratic distance penalty functions. For example, the penalty function h angle (θ ) for precession angle constraint can be written using the quadratic distance to the center of the valid region as follows:
where c θ and θ are the scaling coefficient and the offset constant for angle constraint penalty function, respectively. These penalty functions are evaluated and added to the objective function F to obtain the total fitness function F tot considering the constraints as follows:
where h s (S) and h lw (Lw) are the penalty functions for spectral density and linewidth constraints, respectively.
2) Optimization Algorithm and Results:
In the numerical example, GA was used as an optimization algorithm. It should be noted that it is easy to implement other standard algorithms such as ES or PSO as well as custom evolutionary algorithm using DEAP library, as was mentioned in Section III. However, standard GA was sufficient to show the feasibility and the efficiency of the overall parallel optimization framework using FastMag, which is the main focus of this paper.
In GA, a proportion of the current population is selected based on the fitness values to breed a new generation. DEAP library provides various genetic operators to choose from, and tournament selection operator was used for this example. Tournament selection involves several tournaments among randomly chosen individuals of fixed number (tournament size), and the winner of each tournament is selected [36] .
After the selection process, a new generation of population is created from those selected by two genetic operations, i.e., crossover and mutation. Crossover ratio and mutation ratio determine the probability of each operation happening for random individuals, respectively. For crossover, a blend crossover operator was used that combines variable values using weighted average of two parents. Blend ratio (alpha) adjusts the weighting of each parent [37] . For mutation operator, polynomial mutation as implemented in original NSGA-II algorithm was adopted [38] . For the stopping criterion of GA, the fitness limit value of 1e-7 was chosen. The algorithm stops when the fitness value of the best individual in the current generation is less than or equal to the fitness limit. Finally, for fitness function, F tot with penalty terms as defined in (3)-(5) was used.
Three optimal design cases are considered with different numbers of design variables to test the performance of the proposed optimization framework: case 1 with three design variables, case 2 with four design variables, and case 3 with five design variables. Applied field and current are the same as those of model 2 in Section IV-A.1) (B y = 1.28 T and J = 3 mA/m 2 ) for all cases. Tables III and IV show various parameters of optimization algorithm mentioned earlier, as well as the list design variables and the optimization results, including the total number of FastMag calls. Figs. 7-9 compare the trajectories of the volume averaged magnetization m in FGL, the x-component of magnetization m x in FGL, and the normalized spectral density of m x precession between initial model and optimized ones, respectively. The qualities of optimal solutions are great in all cases, i.e., the precession frequency approaches the exact target frequency of 39 GHz, and fitness function values approach 0. Although the precession characteristics of the optimal solutions are nearly identical and much improved from the initial model, as can be seen from Figs. 7-9, and the design variables show noticeable differences between the cases. These results suggest that there are multiple optimal solutions in the specified design space. In addition, the total number of FastMag calls is not directly proportional to the number of design variables. It should be noted that the combinations of ten point sweeps of the five design variables (case 3) would have taken 10 5 FastMag calls, about 565 times more than the optimal design case. These results confirm the feasibility of the proposed optimization framework.
3) Comparison With Deterministic Optimization:
To test the efficiency and the speed of the proposed optimization framework, the quality of optimal solutions and performance of the optimization module is compared with those obtained by deterministic optimization method. For the deterministic optimizer, fmincon solver in the MATLAB optimization toolbox is used, which is a gradient-based optimizer. The optimization problem for the deterministic method is given by (3), the same as in Section IV-A.2). In fmincon, the gradient of the objective function is approximated by the finite-difference method. Distributed optimization is not adopted for fmincon. convergence of optimal solutions and total computation time, respectively. It should be noted that each generation of GA and iteration of fmincon in Fig. 10 consists of a number of FastMag calls as required by each optimizer. The final fitness values (the quality of optimal solutions) for the proposed framework were at least 10 4 times better than those for fmincon. In addition, even though the total numbers of FastMag calls are similar in both methods, significant reduction in total computation time can be observed for the proposed framework compared with the fmincon solver because of the full utilization of the distributed optimization.
Implementing distributed optimization for deterministic method (fmincon) is not straightforward, because it is not population-based. Deterministic method comprises of two computationally intensive parts: the calculation of the objective function itself and the estimation of its gradient. The potential acceleration by implementing distributed optimization only affects the gradient estimation part, and the time saving in that part will be proportional to the number of design variables. On the other hand, the maximum acceleration of the proposed framework is proportional to the population size, which is much greater than the number of design variables (individual size). Hence, the proposed framework will result in a more efficient use of distributed computing resources even when the deterministic method utilizes distributed optimization. On another note, it should be mentioned that the total computation time can be affected by workload status of other jobs running on the cluster. However, it is still an effective estimate of overall performance of the optimization framework.
It should be noted that for the results in Table V and Figs. 10 and 11 , the stopping criteria for fmincon were set as TolX = 1.0e-5 and TolFun = 1.0e-5, where TolX is a lower bound on the change in the norm of the design variable vector, and TolFun is a lower bound on the change in the fitness function value for one step. Decreasing TolX and TolFun for fmincon did not result in much improvement of the fitness function. For example, when TolX and TolFun values were decreased to 1.0e-7 (from the original values of 1.0e-5) for case 3 (five design variables), the total number of FastMag calls was increased from 150 to 224, but the fitness function value was merely decreased from 4.9244e-5 to 4.8213e-5. For case 2 (four design variables), when ToX and TolFun values were decreased to 1.0e-7 from 1.0e-5, the total number of FastMag calls was increased from 64 to 75, but the objective function remained at the same value of 1.4980e-3. This is due to the fact that the increased number of function calls or smaller tolerance for convergence criteria does not necessarily improve the quality of the objective function very much when the gradient-based optimization method, such as fmincon, has fallen into a local minimum. Consequently, the fitness value quality comparable with that of the proposed method could not be obtained using fmincon.
To visualize and further investigate the complexity and nonlinearity of the STO design space, 21 point sweeps of the two design variables, K 1(RL) and M s(FGL), are performed for the total of 21 × 21 = 441 FastMag calls. This procedure is repeated for two different values of A ex , namely, A ex = 1.3594e-11 J/m (from Table IV ) and A ex = 1.1e-11 J/m. Other parameters are fixed at the values taken from the optimal solution (case 3) of the proposed method in Table IV . Fig. 12 shows the 3-D surface plots of the design space with x-, y-, and z-axes corresponding to K 1(RL) , M s(FGL) , and fitness value, respectively. Even though the sweep resolution is not high, it can be seen that the design space is highly nonuniform and non-linear with many local minima. Furthermore, the 3-D surface plots show considerably different characteristics for two different values of A ex . The complexity of the STO design space results from the non-linear interfacial STT terms, N st in (1) , that are added to the classical LLG equation [30] in this model. It is expected that the complexity of the design space will grow even more as the number of design variables increases. These results show that the evolutionary algorithm is better suited for the optimal designs of the micromagnetic devices than the gradient-based optimization method, and the distributed optimization of the proposed framework is a powerful and efficient tool for the fast optimal designs of micromagnetic devices.
B. MRAM Optimization Problem
1) Problem Definition:
In the past decade, STT-MRAM that utilizes STT writing technology emerged as a promising candidate for a future universal memory with lowpower consumption, high endurance, fast speed, and excellent scalability [39] - [41] . One of the important design aspects of STT-MRAM is its thermal stability, since spontaneous magnetization reversal of the storage layer by thermal agitation can lead to a loss of the recorded data [42] , [43] . Thermal stability of the magnetic system can be estimated by the energy barrier between the stable states [44] . In this section, an optimal shape design of a perpendicular STT-MRAM is performed using the proposed framework as the second numerical example in order to obtain target energy barriers. Fig. 13 shows the lateral and top views of the perpendicular STT-MRAM model. The circularly or elliptically shaped stack consists of a free layer (FL) that stores data by switching magnetization direction between two stable states, a MgO insulator junction, RL, and synthetic antiferromagnet layer 1 (SAF1) and SAF2 that are antiferromagnetically exchange coupled. The thermal stability of the FL is affected by the magnetostatic field generated by FL, SAF1, and SAF2, such that the energy barrier can be different for the two (up or down) states of the FL. However, the thicknesses of SAF1 and SAF2 as well as the radii can be found to lead to a particular energy barrier, which is the same for both FL states.
The energy barriers of the MRAM are calculated via nudged elastic band method. This method finds minimum energy path (MEP) between local energy minima in high-dimensional energy space and is a rigorous way to compute the saddle point between the initial and final energy states [44] , [45] . For the considered range of parameters, the MEP is via a domain wall propagating along the major axis direction. The design goal of the STT-MRAM is to obtain sufficiently highenergy barriers for both up→down and down→up energy paths while maintaining both energy barriers in a similar range and keeping the area of the stack ellipse small. The optimization problem can be defined as
where F is the fitness function, E B1 , E B1o and E B2 , E B2o are the calculated energy barrier and target one for up→down and down→up energy path, respectively, r maj and r min are the major and minor radii of the stack ellipse, and c 1 , c 2 , c 3 , and c 4 are the scaling coefficients. The first three terms of F correspond to the energy barrier differences, while the fourth term (c 4 r maj r min ) is proportional to the area of the stack ellipse.
2) Optimization Results: For the optimization algorithm for MRAM, GA was adopted as in the STO design case. For stopping criterion of GA, the fitness limit value of 240 was chosen. This value corresponds to the case when the first three energy terms of F are zero (E B1 = E B2 = E B1o = E B2o ) and the radii product term is r maj r min = 1200 (for example, r maj = 40 nm and r min = 30 nm) with c 4 = 0.2. The optimization stops when the fitness value of the best individual in the current generation is less than or equal to the fitness limit. The design variables are the aspect ratio of the ellipse a r = r maj /r min , the minor radius r min , and the thicknesses of the SAF1 and SAF2 layers (t SAF1 and t SAF2 ). Table VI shows various optimization and analysis parameters, and Table VII shows the design variables and the optimization results, including the energy barriers of up→down and down→up paths (E B1 and E B2 ) before and after the optimization. It can be seen that the energy barriers for both paths approach the target value of 50 k B 300 K very closely. The minor radius r min approaches 31.8 nm and SAF1 thickness settled near the lower bound of 3 nm. Fig. 14 shows the convergence of the fitness function.
V. CONCLUSION
A new optimization framework was developed for the fast optimal design of micromagnetic devices. The proposed framework adopts FastMag as a micromagnetic solver, and utilizes DEAP library and SLURM resource manager for distributed evolutionary optimization. DEAP library facilitates implementation and customization of population-based optimization algorithms, while SLURM enables flexible resource management of computing nodes. The combination of high performance and flexibility of FastMag and GPU computing with distributed optimization capability of DEAP and SLURM resulted in a fast and powerful framework for the design of micromagnetic devices. As numerical examples, the optimal designs of an STO and MRAM were performed to obtain target precession frequency or energy barriers. Comparison of the results with the conventional deterministic optimization method shows the efficiency of the proposed framework. It is expected that the developed framework can be used for the fast optimal designs of various micromagnetic devices. It can also be extended to include other micromagnetic solvers. Moreover, the additional levels of parallelization can be achieved by running multiple jobs on each GPU device.
