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Abstract. In this paper we consider a locally compact second countable unimod-
ular group G and a closed unimodular subgroup H. Let ρ be a finite dimensional
unitary representation of H with closed image. For the unitary representation of
G obtained by inducing ρ from H to G a decomposition in Hilbert subspaces of a
certain space of distributions is given. It is shown that the representations relevant
for this decomposition are determined by so-called (ρ, H) spherical distributions,
which leads to a description of the decomposition on the level of these distributions.
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1. Introduction
Let G be a locally compact group and H be a closed subgroup. Now
one is interested in unitary representations of G related to the homo-
geneous space X := H/G. A rich class of examples among these spaces
are the symmetric spaces over locally compact fields. If both groups
are unimodular, then inducing unitary representations ρ from H to G
gives you an ample variety of examples of unitary representations of
G. First results of a general nature concerned the H-invariant case,
i.e. where ρ is the trivial one-dimensional representation, for compact
H. A special subclass form the so-called Gelfand pairs, i.e. the pairs
(G, H) for which the convolution algebra of continuous bi-H-invariant
functions is commutative, see (Faraut, 1979) for an overview. A key role
in this theory plays the so-called spherical function related to the repre-
sentation. Also, still for the case H compact, attention was paid in the
literature to nontrivial representations ρ, see for the case of the Rieman-
nian symmetric spaces e.g. (van Dijk and Pasquale, 1999),(Camporesi,
1997) and his contribution to this special issue.
In the noncompact H-invariant situation, the proper generalization
for real symmetric varieties turned out to be that of an H-invariant
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spherical distribution, see e.g. (van Dijk and Poel, 1986). They play
a central role in the work of various contributors to the Plancherel
formula for real symmetric spaces, see e.g.(Brylinski and Delorme, 1992;
Carmona and Delorme, 1994; Delorme, 1998; O¯shima and Matsuki,
1984; van den Ban, 1988; van den Ban and Schlichtkrull, 1997). In
this more general situation, this leads to the notion of a generalized
Gelfand pair, see (Thomas, 1984), as those pairs for which L2(H/G)
decomposes multiplicity free. For a survey of various examples of such
pairs, we refer to (van Dijk, 1994).
Recently, see (van Dijk and Sharshov, 2000) and (Sharshov, 2000),
concrete real examples with a noncompact group H and a nontrivial
one-dimensional ρ were considered. Geometrically these representations
correspond to the natural action of G on the square-integrable sections
of nontrivial line bundles over X. The geometric picture of the gener-
alization to be considered here, is that of a class of finite dimensional
vector bundles over X.
In the present paper we present for fairly general spaces X and a
wide class of representations ρ a decomposition of this induced rep-
resentation in Hilbert subspaces of a certain space of distributions.
The representations relevant for this decomposition are determined by
an extension of the notion of spherical distribution, which leads to a
description of the decomposition on the level of these distributions.
The precise content of the various subsections is as follows: the first
subsection presents the type of homogeneous spaces H/G we will work
with and describes the class of geometric representations πρ that will be
decomposed with the theory of Hilbert subspaces. To be able to apply
this theory one needs a suitable description of these representations
and this is given in the next subsection.
Next the necessary ingredients from the theory of Hilbert subspaces
are treated, and a description of the relevant class of Hilbert subspaces
is given. The subsection ends with the description of the representation
space as a direct integral of certain extremal Hilbert subspaces.
For each unitary representation one can introduce the space of C∞-
vectors and its antilinear dual, the space of distribution vectors. The
characterization of which of these distribution vectors correspond uniquely
to the relevant Hilbert subspaces is the main result of the next subsec-
tion. This set of distribution vectors, the so-called (ρ, H)-spherical dis-
tribution vectors, also has an interpretation as intertwining operators
and this connection can be found in the sixth subsection.
One concludes with showing that these distribution vectors are in
a unique correspondence with certain distributions on the group G,
the so-called (ρ, H)-spherical distributions. The combination of this
description with the direct integral decomposition found before, gives
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then a decomposition of the (ρ, H)-spherical distribution of our repre-
sentation, which can be seen as an abstract Plancherel formula.
SDV-final.tex; 10/06/2002; 19:25; p.3
4 Aloysius G. Helminck and Gerardus F. Helminck
2. The representations
Let G be a unimodular second countable locally compact group and
consider a closed unimodular subgroup H of G. On G resp. H we have
Haar measures dg resp. dh. It is well-known then that the homogeneous
space X := H/G possesses a positive right G-invariant measure dx such
that for all f in the space Cc(G) of continuous functions on G with
compact support
∫
G
f(g)dg =
∫
X
{∫
H
f(hx)dh
}
dx. (1)
An important class of examples of this situation are the following:
Example 2.1. Consider an affine algebraic group G defined over a locally
compact field k. Then G := Gk, the group of k-rational points of G, is
a locally compact group, which is unimodular e.g. if G is reductive. For
this class of algebraic groups let σ : G → G be an involution of G and let
H = Gσ be the group of fixed points under σ. According to (Helminck
and Wang, 1993), the group H is defined over k if and only if σ is
defined over k. So, for the involutions defined over k we can consider
the group Hk. As the fixed point set of an automorphism of finite order
of a reductive algebraic group is reductive, see (Steinberg, 1968), the
choice H = Hk gives you an unimodular subgroup. Analogous to the
real situation, we call the variety Xk = Hk/Gk a symmetric k-variety.
Natural geometric objects related to the homogeneous spaces X are
complex vector bundle V over them. To each such a bundle is associated
the representation of G on the space of global sections of this vector
bundle. If the structure group of the bundle can be reduced to the uni-
tary group, then the representation of G on the square-integrable global
sections of this bundle is a natural unitary representation. Concretely
this means that we have a unitary representation ρ of H on the finite
dimensional space of fibers Vρ. In this correspondence the trivial line
bundle gives rise to the one dimensional trivial representation of H.
Global sections correspond then bijectively with functions f : G → Vρ
such that
f(hg) = ρ(h)(f(g)) (2)
Consider now the space L2(ρ, X, dx) of classes of measurable f : G →
Vρ satisfying the condition (2) and
∫
X
< f(x), f(x) >ρ dx < ∞, (3)
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where < . , . >ρ denotes the inner product on Vρ. On this space
L2(ρ, X, dx) we have the inner product
< f, g >=
∫
X
< f(x), f(x) >ρ dx. (4)
The group G acts on this space by right translations and this repre-
sentation we denote by Rρ. Thanks to the right G-invariance of dx,
this representation is unitary. It is a natural generalization of the right
G-action on L2(X, dx), which corresponds to the case of the trivial line
bundle.
Since the unitary representation ρ is completely reducible, it suffices
for the decomposition of the space L2(ρ, X, dx) to consider irreducible
ρ and this assumption we make from now on.
Let H0 be the kernel of ρ and let dh0 be a Haar measure on H0.
Since a normal subgroup of an unimodular group is also unimodular,
this property holds also for H0. Hence also the homogeneous manifold
X0 := H0/G possesses a positive right G-invariant measure that is
denoted by dx0 and is related to dg and dh0 by a formula like (1). We
denote the inner product of ϕ1 and ϕ2 in L2(X0, dx0) by < ϕ1, ϕ2 >0
and the the action of G by right translations on L2(X0, dx0) by R.
To be able to exploit the representation theory of the group H/H0
we assume throughout the rest of this paper the following :
Property 2.2. The group H/H0 is compact.
This is clearly equivalent to the image of ρ being closed and this
condition was surely satisfied in the examples treated in (van Dijk and
Sharshov, 2000) and (Sharshov, 2000)
If the group G is a type I group, then it is known that each uni-
tary representation (L,HL) of G on a separable Hilbert space has an
abstract direct integral decomposition
L 
∫ ⊕
Gˆ
LπdµL(π) 
∫
Gˆk
mππdµL(π). (5)
Here Gˆk is the unitary dual of G, dµL is a Borel measure on Gˆ, (π,Hπ)
is a representative of a class in Gˆ, Lπ is a multiple of π and mπ is the
multiplicity of π in Lπ, see (Dixmier, 1994). In particular this holds for
(Rρ, L2(ρ, X, dx)). The ultimate aim of harmonic analysis on X is to
make this decomposition for (Rρ, L2(ρ, X, dx)) as explicit as it can be.
A first step in the direction of a decomposition like (5) is to have an
idea of the nature of the elements of the relevant spaces Hπ, like are they
functions e.g. or distributions? For the rather explicit representations
(Rρ, L2(ρ, X, dx)), one can throw some more light on these questions
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with the theory of Hilbert subspaces of K. Maurin and L. Schwartz.
Before carrying this out, it is convenient to have a different form of the
representations (Rρ, L2(ρ, X, dx)).
3. A different realization of R‰
The group H acts by left translations on the space X0 and by trans-
position on the functions on X0. Since dg is also left G-invariant, one
sees from relation (1) that
L(h)(f)(x) := f(h−1x), (6)
defines a unitary representation of H on L2(X0, dx0). It clearly factor-
izes over H/H0. Let dh˜ denote the normalized Haar measure on H/H0.
Then we have an algebra morphism from the convolution algebra of
continuous functions on H/H0 to the bounded linear operators on
L2(X0, dx0). It is defined by
L(ϕ)(f)(x0) =
∫
H/H0
ϕ(h˜)L(h˜)(f)(x0)dh˜ =: ϕ ∗ f(x0), (7)
with ϕ continuous on H/H0.
For u, v ∈ Vρ, let ev,u be the matrix coefficient of the representation
ρ of H/H0 given by
ev,u(h) = dρ < ρ(h)(u), v >ρ, (8)
where dρ = dim(Vρ). They satisfy the orthogonality relations, see
(Borel, 1972)
∫
H/H0
ev1,u1(h˜)ev2,u2(h˜)dh˜ = dρ< v1, v2 >ρ < u1, u2 >ρ . (9)
These relations imply that one has with respect to convolution on H/H0
ev1,u1 ∗ ev2,u2 =< u1, v2 >ρ ev1,u2 . (10)
Let {fi | 1 ≤ i ≤ dρ} be an orthonormal basis of the space Vρ. For
simplicity, we denote for each i and j the function efi,fj by eij . From
the definition we see for all j that
ej1(ht) = < ρ(t)(f1),
dρ∑
k=1
ρkj(h−1)fk >ρ
=
dρ∑
k=1
ρjk(h) < ρ(t)(f1), fk >ρ,
(11)
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where the {ρjk(h)} are the matrix coefficients of ρ(h) w.r.t. the or-
thonormal basis {fi}. Consider the vector function e = ∑j ej1fj : H →
Vdρ . Then for all h and t in H the relations (11) can be written as
e(ht) = ρ(h)(e(t)), (12)
precisely the same transformation behaviour under left translations
from H as the functions in L2(ρ, X, dx). Thus one is led to consider
inside L2(X0, dx0) the following closed subspace
L2(e11, X0, dx0) = {ϕ | e11 ∗ ϕ := L(e11)(ϕ) = ϕ}. (13)
From (12) follows directly that for each ϕ ∈ L2(e11, X0, dx0) the func-
tion
A(ϕ) :=
1√
dρ
dρ∑
j=1
(ej1 ∗ ϕ) fj (14)
satisfies (2). Reversely, if ϕ : H → Vρ is written as ϕ = ∑i φifi, then
the transformation properties (2) together with (9) imply that for all
i eii ∗ ϕi = ϕi and ei1 ∗ ϕ1 = ϕi. Note that for all f ∈ L2(e11, X0, dx0)
and for all i, 1 ≤ i ≤ dρ, there holds
< L(ei1)(f),L(ei1)(f) >0=
=
∫
H/H0
∫
H/H0
ei1(t˜)ei1(s˜) < L(t˜)(f),L(s˜)(f) >0 dt˜ds˜
=
∫
H/H0
ei1(t˜){
∫
H/H0
< f,L(u˜)(f) >0 ei1(t˜u˜)du˜}dt˜
=
∫
H/H0
e1i ∗ ei1(u˜) < f,L(u˜)(f) >0 du˜
=< f, f >0
We may assume that the measures dx and dx0 are chosen such that
dh˜dx = dx0. The map A : L2(e11, X0, dx0) → L2(ρ, X, dx) is a unitary
bijection, for
< A(ϕ), A(ϕ) > =
∫
X
1
dρ
{
dρ∑
i=1
|ei1 ∗ ϕ(x)|2}dx
=
1
dρ
∫
H/H0
∫
X
{
dρ∑
i=1
|ei1 ∗ ϕ(x)|2}dx
=
1
dρ
dρ∑
i=1
∫
X0
|ei1 ∗ ϕ(x0)|2dx0
=< ϕ, ϕ >0 .
(15)
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Clearly A also commutes with the right G-action on both spaces.
Therefore we will work from now on with (R, L2(e11, X0, dx0)) instead
of (Rρ, L2(ρ, X, dx).
4. Hilbert subspaces of L2(ρ, X, dx)
Recall that Bruhat, see (Bruhat, 1961), has introduced for each locally
compact group G1 and each homogeneous space F/G1, where F is a
closed subgroup of G1, the spaces of test functions D(G1) and D(F/G1)
with an appropriate topology. It unifies the cases that G1 is a Lie
group, where it equals the space of C∞-functions with compact support,
and that of totally disconnected spaces, in which case it consists of
the locally constant functions with compact support. Therefore the
notations C∞c (G1) respectively C∞c (F/G1) are also common in this
last setting. The elements of their continuous antilinear duals are called
distributions on G1 resp. F/G1 and these spaces are denoted by D1(G1)
and D1(F/G1). Basic examples of distributions that we will use, are the
point distributions εg, g ∈ G, given by
εg(ϕ) = ϕ(g) for ϕ ∈ D(G) .
Further there is for each compact subgroup K of G the distribution eK
given by
eK(f) =
∫
K
f(k)dk,
where dk is the normalized Haar measure on K. The group G acts on
D(X0) by right translation and it leaves the subspace
D(e11, X0) = {φ ∈ D(X0) | e11 ∗ φ = φ}. (16)
invariant. By transposing this representation R∞ of G on D(X0) one
arrives at the representation R−∞ of G on D1(X0), i.e. for T ∈ D1(X0)
R−∞(g)(T )(ϕ) = T (R∞(g−1)ϕ).
Likewise one can dualize the left H-action on D(X0) to a representation
L−∞ of H on D1(X0) and one verifies directly that the antilinear dual
of the subspace D(e11, X0) can be identified with
D1(e11, X0) = {T ∈ D1(X0),
∫
H/H0
e11(h˜)L−∞(h˜)(T )dh˜ = T}. (17)
Hence, if we take an f ∈ L2(e11, X0, dx0) and consider the distribution
T = f(x)dx on X0, then it belongs to D1(e11, X0) and
R−∞(g)(f(x)dx) = f(xg)dx.
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In other words the embedding j : f(x) → f(x)dx of L2(e11, X0, dx0)
into D1(e11, X0) is a G-morphism. Hence L2(e11, X0, dx0) is a G-invariant
Hilbert subspace of D1(e11, X0). Let HilbG(D1(e11, X0)) be the collec-
tion of G-invariant Hilbert subspaces of D1(e11, X0). It is well-known,
see (Schwartz, 1964a), that the Hilbert subspaces of D1(X0) are com-
pletely determined by their reproducing kernel jj∗ : D(e11, X0) →
D1(e11, X0), where j∗ is the adjoint map of the embedding j : H ↪→
D1(X0). From the Schwartz kernel theorem (Schwartz, 1964b) one sees
that each such a Hilbert subspace H of D1(X0) corresponds bijectively
to a distribution K ∈ D1(X0 × X0) defined by
K(ϕ ⊗ ψ) = (j∗ϕ, j∗ψ)H. (18)
Here (·, ·)H is the inner product on H. From this relation one sees
directly that K is a distribution of positive type
K(ϕ ⊗ ϕ) = (j∗(ϕ) | j∗(ϕ))H ≥ 0.
The G-invariance of the corresponding Hilbert subspace translates into
K(R(g)ϕ ⊗ R(g)ψ) = K(ϕ ⊗ ψ).
Finally, one has to require of the distribution K that it renders you a G-
invariant Hilbert subspace of D1(e11, X0), not just of D1(X0). Therefore
it has to satisfy still the following relation
K(e11 ∗ ϕ ⊗ e11 ∗ ψ) = K(ϕ ⊗ ψ). (19)
W.r.t. addition these distributions form a closed convex cone ΓG. Let
ext(ΓG) be the set of extremal rays of ΓG. Those are the distributions
K that satisfy
0 ≤ K1 ≤ K, K1 ∈ ΓG ⇒ K1 = αK. (20)
The relevance of ext(ΓGk) follows from
Theorem 4.1. Let (π,Hπ) be a G-invariant Hilbert subspace of D1(e11, X0)
and let Kπ ∈ ΓGk be the corresponding distribution. Then there holds
(π,Hπ) is irreducible ⇔ Kπ is extremal
A proof of this theorem can be found in (Klamer, 1979). Since
the group G is second countable, we know that D1(e11, X0) is the
dual of a nuclear barrelled space and hence, according to (Thomas,
1984), there exists a Hausdorff topological space S and an admissible
parametrization of ext(ΓGk), s → Ks, such that, if Hs is the Hilbert
space corresponding to Ks, then there holds
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Theorem 4.2. For every H ∈ HilbG(D1(e11, X0)) there exists a Radon
measure m on S such that
H =
∫ ⊕
S
Hsdm(s). (21)
In particular for the Hilbert subspace L2(e11, X0, dx0) this theorem
gives you a decomposition of L2(e11, X0, dx0) in minimal unitary G-
models as in (5). In view of Theorem 4.2 it is important to have an
idea of which representations can be realized as a Hilbert subspace of
D1(e11, X0). In the real case, these are the representations that possess
a non-zero cyclic H-invariant distribution vector. We will introduce a
similar notion in the present setting and we will determine also a useful
characterization.
5. C∞-vectors and distribution vectors
Let (π,Hπ) be a continuous representation of G on the Hilbert space
Hπ. If G is a Lie group, then the space of C∞-vectors of (π,Hπ) is
given by
H∞π = {v ∈ Hπ | g → π(g)v is C∞ }.
It is a dense subspace of Hπ on which both the Lie group and the
Lie algebra act and it can be given a topology, see (Cartier, 1976),
for which it is a Fre´chet space. We will introduce the analogue of this
space in our setting.. If G1 is a locally compact group, then F (G1)
denotes the collection of normal compact subgroups K of G1 such that
G/K is a Lie group. We say a sequence {Kn} in F (G1) converges to the
identity, if Kn+1 ⊂ Kn for all n and ∩n≥1Kn = e, the identity element in
G. Let Ge be the connected component of the identity element. Since
G is assumed to be second countable, there exists a sequence {Kn}
in F (G) converging to the identity as soon as G/Ge is compact, see
(Montgomery and Zippin, 1955). In that case the group G is isomorphic
to the projective limit of the Lie groups G/Kn. Such a locally compact
group is called a Yamabe group. If G itself is not a Yamabe group,
then it contains at least an open subgroup GY that is one. Let {Kn}
be a sequence in F (GY ) that converges to the identity. Then we first
introduce the space
Hπ(Kn) = {v ∈ Hπ | π(Kn)v = v and g → π(g)v ∈ C∞(G/Kn,Hπ)},
where a function on gGY /Kn, g ∈ G, is called C∞ if it is the translate
of a C∞-function on GY /Kn. We give it the Fre´chet space structure
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alluded to above. Next we consider the inductive limit of those spaces
H∞π = lim−→
Kn
Hπ(Kn). (22)
and call it the space of C∞-vectors of (π,Hπ) as it is a generalization
of the notion from the Lie group case. It is independent of the choice of
the Yamabe subgroup GY and the sequence {Kn} in F (GY ) converging
to the identity. Note that, if G is a totally disconnected group like the
groups Gk, with k nonarchimedean, from example 2.1, then
H∞π = {v ∈ Hπ | g → π(g)v is locally constant }.
On H∞π we put the inductive limit topology and the embedding of
H∞π into Hπ is continuous. As a subspace of Hπ the space H∞π is dense.
For, the K1-finite vectors are dense in Hπ and since K1 is the projective
limit of the {K1/Kn}, each such a vector is fixed under some Kn for
n sufficiently large and hence can be approximated arbitrarily close by
an element of Hπ(Kn) due to the result in the Lie group case. The
topological antilinear dual of H∞π is called the space of distribution
vectors of (π,Hπ) and is denoted by H−∞π . Since H∞π is dense in Hπ,
we get a continuous embedding Hπ ↪→ H−∞π .
The space H∞π is G-invariant and the restriction of π to H∞π is also
denoted by π∞. If one forgets in the totally disconnected case the topol-
ogy on the space H∞π , then the representation (π∞,H∞π ) belongs to the
category of algebraic representations of G such as it was introduced in
(Bernstein and Zelevinsky, 1976).
By transposition we have a representation π−∞ of G on H−∞π , i.e.
〈π−∞(g)T, v〉 = 〈T, π∞(g−1)v〉 (23)
As above let (π,Hπ) be a continuous unitary representation of G on
the Hilbert space Hπ.
Lemma 5.1. For each ϕ ∈ D(G) and each v ∈ Hπ the vector π(ϕ)v
belongs to H∞π . Moreover the space G(Hπ) spanned by all these vectors
is dense in H∞π . It is called the G˚arding space of (π,Hπ).
Proof. Let GY be an open Yamabe subgroup of G and let {Kn} be a se-
quence in F (GY ) that converges to the identity. Then ϕ is by definition
a finite sum of translates of functions in C∞c (GY /Km), for a sufficiently
small m. Hence it is sufficient to consider functions ϕ ∈ D(GY ). In
particular, one has that ϕ ∗ eKm = ϕ, so that we may assume that
π(eKm)(v) = v. This reduces the problem to the unitary representation
of the Lie group GY /Km in the Hilbert space π(eKm)(Hπ) and there
the result is well-known, see (Cartier, 1976). Similarly, one reduces the
density of the G˚arding space to the Lie group situation.
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The foregoing fact enables you to define for each ϕ ∈ D(G) and each
T ∈ H−∞π the distribution vector π−∞(ϕ)(T ) ∈ H−∞π by
〈π−∞(ϕ)(T ), v〉 =
∫
Gk
ϕ(g)〈π−∞(g)T, v〉dg
= 〈T, π∞(

ϕ0)(v)〉.
(24)
for all v ∈ H∞π . Here ϕˇ is defined by ϕˇ(g) = ϕ(g−1). As in the Lie group
case there holds
Lemma 5.2. The distribution vector π−∞(ϕ)(T ) for ϕ ∈ D(G) and
T ∈ H−∞π belongs to H∞π .
Proof. Note first of all that π−∞(ϕ)(T ) is defined on all of Hπ. As in
lemma 5.1 it suffices to prove the lemma for all ϕ ∈ D(GY ), where GY
is a Yamabe subgroup of G. From the definition of D(GY ) follows that
there is a K in F (GY ) such that eK ∗ ϕ ∗ eK = ϕ. This implies first
of all that π−∞(ϕ)π−∞(eK)T = π−∞(ϕ)T so that we may just as well
replace T by π−∞(eK)T, which belongs to π−∞(eK)(Hπ)−∞. Further
we have π−∞(eK)π−∞(ϕ)T = π−∞(ϕ)T and hence that for all v ∈ Hπ
〈π−∞(ϕ)T, π∞(eK)(v)〉 = 〈π−∞(ϕ)T, v〉.
In other words π−∞(ϕ)(T ) is a continuous linear form on the closed
subspace π(eK)(Hπ). Therefore there exists a w ∈ π(eK)(Hπ) such that
for all v ∈ π(eK)(Hπ)
〈π−∞(ϕ)(T ), v〉 = (w, v)π.
Thus we have reduced the question to that for a function ϕ in the
space C∞c (GY /K) and the distribution vector π−∞(eK)T of the unitary
representation of GY /K on π(eK)(Hπ) and there the result is well-
known.
Hence each T ∈ H−∞π defines a linear map AT : D(G) → Hπ by
AT (ϕ) = π−∞(ϕˇ)(T ). By reduction to the Lie group case one shows
that it is continuous. With respect to left translations on D(G) the
map AT behaves as follows
AT (εg ∗ ϕ) = π−∞(ϕˇ)π−∞(g−1)T, (25)
for all g ∈ G. The map AT also intertwines the action of G by right
translation on D(G) and by the representation π on Hπ, i.e. for all
g ∈ G and all ϕ ∈ D(G)
AT (ϕ ∗ εg−1) = π(g)(AT (ϕ)). (26)
All continuous maps from D(G) to Hπ with the property (26) have this
form, for there holds
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Theorem 5.3. Let A : D(G) → Hπ be a continuous map that satisfies
for all g ∈ G and all ϕ ∈ D(G), A(ϕ∗εg−1) = π(g)(AT (ϕ)). Then there
is a unique distribution vector T ∈ H−∞π such that A = AT .
Proof. Let GY again be an open Yamabe subgroup of G and let {Kn}
be a sequence in F (GY ) that converges to the identity. Since A satisfies
property (26) and any ϕ ∈ D(G) is a finite sum of translates of functions
in C∞c (GY /Km), for a sufficiently small m, it is sufficient to show that
A : D(GY ) → Hπ has the form described in the theorem. In other
words we consider from now on G = GY . By definition D(GY ) is the
inductive limit of the C∞c (GY /Km) and thanks to property (26) we
have for each ϕ ∈ C∞c (GY /Km)
A(ϕ) = π(eKm)A(ϕ). (27)
Thus the restriction of A to the space C∞c (GY /Km) maps into the
Hilbert space π(eKm)(Hπ), on which we have a natural unitary repre-
sentation of the Lie group GY /Km. In the Lie group case the result
is well-known and can be found e.g. in (Cartier, 1976). Hence there is
for each m a Tm ∈ π(eKm)(Hπ)−∞ such that for all ϕ ∈ C∞c (GY /Km)
A(ϕ) = π−∞(ϕˇTm and Tm is unique due to the fact that the G˚arding
space is dense in the C∞-vectors. As H∞π is the inductive limit of the
π(eKm)(Hπ)∞, the distribution vectors H−∞π are the projective limit of
the π(eKm)(Hπ)−∞ and thus the Tm determine a unique T in H−∞π ,
such that A(ϕ) = π−∞(ϕˇ)T for all ϕ ∈ D(GY ). This concludes the
proof of the theorem.
Now that we have the action of G on H−∞π we define
(H−∞π )H0(e11) =
{
T ∈ H−∞π
∣∣∣∣ π−∞(h)T = T for all h ∈ H0,π−∞(e11)T = T
}
.
Note that, if H is compact, then π(e11) is a well-defined orthogonal
projection of the space Hπ and the conditions on a T ∈ (H−∞π )H0(e11)
simply mean that it factorizes over π(eˇ11). Hence
Lemma 5.4. For compact H, we have (H−∞π )H0(e11) = π(eˇ11)(Hπ).
Clearly in the noncompact case the operator π(eˇ11) can not be
given a sense and that is why one has to proceed more carefully. Be-
fore coming to the characterization of HilbG(D1(e11, X0)) in terms of
distribution vectors we introduce still
Definition 5.5. A distribution vector T in H−∞π is called cyclic if the
space
{π−∞(ϕ)(T ) | ϕ ∈ D(G)}
is lying dense in Hπ.
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With the help of this notion, one can see from the space (H−∞π )H0(e11)
if a unitary representation is a Hilbert subspace of D1(e11, X0), for there
holds
Theorem 5.6. Let (π,Hπ) be a unitary representation of G. Then
the set of non-zero cyclic elements of (H−∞π )H0(e11) is in bijective cor-
respondence with the continuous G-equivariant embeddings j : Hπ ↪→
D1(e11, X0).
Proof. Let T be a non-zero cyclic element in (H−∞π )H0(e11) and let AT :
D(G) → Hπ be given by AT (ϕ) = π−∞(ϕˇ)(T ). Recall from (Bruhat,
1961) that the map PH0 : D(G) → D(X0) defined by
PH0(ϕ0)(g) =
∫
H0
ϕ0(h0g)dh0. (28)
is a continuous surjection. Since T is H0-invariant, it follows from prop-
erty (25) that the map AT factorizes over PH0 ,i.e. AT (ϕ) = A˜T (PH0(ϕ)).
Since PH0 is a G-morphism for the right action of G on both spaces,
the map A˜T : D(X0) → Hπ is also G-equivariant. By applying once
more relation (25) and the property π−∞(eˇ11)T = T , one gets
AT (ϕ) =
∫
H/H0
e11(h˜)π−∞(ϕˇ)π−∞(h˜−1)Tdh˜
=
∫
H/H0
e11(h˜)AT (εh˜ ∗ ϕ)dh˜ (29)
= A˜T (e11 ∗ PH0(ϕ)).
Hence A˜T also factorizes over the map ψ → e11 ∗ψ that projects D(X0)
onto D(e11, X0) and also here the G-equivariance is preserved. So we
have a continuous G-equivariant map A˜T : D(e11, X0) → Hπ and by
taking its adjoint we get a continuous G-equivariant injection A˜∗T :
Hπ → D1(e11, X0). For, by definition, we have
〈A˜∗T (v), e11 ∗ PH0(ϕ)〉 = 〈v, AT (ϕ)〉 = 〈v, π−∞(ϕˇ)(T )〉, (30)
and, since T is cyclic, we see that A˜∗T (v) = 0 implies v = 0. Moreover,
the map A˜∗T (v) is G-equivariant, as
〈π−∞(g)A˜∗T (v), e11 ∗ PH0(ϕ)〉 = 〈v, AT (ϕ ∗ εg)〉
= 〈v, π∞(g−1)π−∞(ϕˇ)T 〉 (31)
= 〈π(g)(v), AT (ϕ)〉 = 〈A˜∗T π(g)(v), ϕ〉.
For the reverse statement we start with a continuous G-equivariant
embedding j : Hπ ↪→ D1(e11, Xo). Then its adjoint j∗ : D(e11, X0) →
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Hπ is, as we saw above, also G-equivariant. The same can be said of the
continuous map A : D(G) → Hπ, given by A(ϕ) := j∗(e11 ∗ PH0(ϕ)).
According to theorem 5.3, there exists a unique T ∈ H−∞π such that
A(ϕ) = π−∞(ϕˇ)(T ). First we show that T is H0-invariant. Here we use
that for all h ∈ H0 and all ϕ ∈ D(G), there holds PH0(εh∗ϕ) = PH0(ϕ),
for that gives
π−∞(ϕˇ)T = A(ϕ) = A(εh ∗ ϕ) = π−∞(ϕˇ)π−∞(h−1)T. (32)
From the uniqueness result in theorem 5.3 follows then π−∞(h−1)T =
T . The second invariance property of T uses the same uniqueness result
and can be seen directly from
∫
H/H0
e11(h˜−1)π−∞(ϕˇ)π−∞(h˜)Tdh˜ =
=
∫
H/H0
e11(h˜)A(εh˜ ∗ ϕ)dh˜ (33)
=
∫
H/H0
e11(h˜)j∗(e11 ∗ εh˜ ∗ PH0(ϕ))dh˜
= π−∞(ϕˇ)T.
To see that T is cyclic, one supposes that there is a v ∈ Hπ such that
for all ϕ ∈ D(G)
(π−∞(ϕ)T, v)π = 0.
By definition we have
(v, j∗(e11 ∗ PH0(ϕ)))π = 〈j(v), e11 ∗ PH0(ϕ)〉 = 0.
Since the map ϕ → e11∗PH0(ϕ) is a surjection from D(G) to D(e11, X0),
we get j(v) = 0 and hence v = 0, for j was an injection. This proves the
last remaining property of T and concludes the proof of the theorem.
We will call the nonzero cyclic elements of (H−∞π )H0(e11) the (ρ, H)-
spherical distribution vectors of (π,Hπ).
6. (H−∞
…
)H 0(e11) as intertwining operators
Next we translate the space (H−∞π )H0(e11) into a useful form. For if
T ∈ (H−∞π )H0(e11) and v ∈ H∞π , then we can define a function IT (v) :
G → C by
IT (v)(g) = 〈π−∞(g)−1(T ), v〉 = 〈T, π∞(g)(v)〉.
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Since v ∈ H∞π the map g → π∞(g)(v) is C∞ and hence each IT (v) is a
C∞-function on G. Moreover, from the H0-invariance of T , we see that
IT (v)(hg) = 〈π−∞(g−1)π−∞(h−1)T, v〉 = IT (v)(g). (34)
In other words, IT (v) belongs to C∞(H0\G). Now T also satisfies eˇ11 ∗
T = T and this property results into
e11 ∗ IT (v)(g) =
∫
H/H0
eˇ11(h˜)〈π−∞(g−1h˜)T, v〉dh˜ = IT (v)(g). (35)
Thus the function IT (v) belongs to the space
C∞(e11, X0) =
{
f ∈ C∞(G)
∣∣∣∣ f(hg) = f(g), for all h ∈ H0,and e11 ∗ f = f
}
, (36)
where the group G acts upon by right translations. The map IT : H∞π →
C∞(e11, X0) also commutes with the action of G on both spaces.
IT (π∞(g)v)(x) = 〈π−∞(x−1)(T ), π∞(g)v〉
= 〈T, π∞(xg)(v)〉
= IT (v)(xg)
= R(g)(IT (v))(x).
(37)
The map T → IT from (H∞π )H0(e11) to HomG(H∞π , C∞(e11, X0)) is
clearly linear and even a bijection. For, if IT (v) = 0 for all v ∈ H∞π ,
then we have that 〈T, v〉 = 0. Hence T = 0.
If A belongs to HomG(H∞π , C∞(eˇ11, X0)), then α : v→A(v)(e) be-
longs to H−∞π . Since A(v) belongs to C∞(e11, X0), the linear form α is
first of all H0-invariant:
〈π−∞(h)(α), v〉 = 〈α, π∞(h−1)(v)〉
= A(π∞(h−1)(v)(e)
= A(v)(h−1) = A(v)(e) = 〈α, v〉
(38)
and secondly behaves under left convolution with ˇe11 as the elements
of (H∞π )H0(e11)
〈eˇ11 ∗ α, v〉 =
∫
H/H0
e11(t˜)〈π(t˜)(α), v〉dt˜
=
∫
H/H0
e11(t˜)A(π(t˜−1)(v))(e)dt˜ (39)
=
∫
H/H0
e11(t˜)A(v)(t˜−1)dt˜ = 〈α, v〉
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From the G-equivariance of A follows then that A = Iα. Hence we have
shown:
Proposition 6.1. Let (π,Hπ) be a unitary representation of G on a
Hilbert space Hπ. Then (H−∞π )H0(e11) is isomorphic to the space of
intertwining operators HomG(H∞π , C∞(e11, X0)).
This correspondence is used in the case of the real symmetric vari-
eties, see e.g. (Brylinski and Delorme, 1992) and (van den Ban, 1988),
to construct H-invariant distribution vectors for concrete series of rep-
resentations, but this can be done for more general classes of groups.
7. Distribution vectors as distributions on G
Let (π, Hπ) be a unitary representation of G and let j : Hπ → D1(e11, X0)
be a continuous G-equivariant embedding. We denote the to j corre-
sponding non-zero cyclic element of (H−∞π )H0(e11) by T . As in the
real case we can associate with T a special distribution σT on G. For
ϕ ∈ D(G) we know from Lemma 5.2 that π−∞(ϕ)(T ) ∈ H∞π and then
we define σT ∈ D1(G) by
〈σT , ϕ〉 = 〈T, π−∞(ϕ)(T )〉.
Remark 7.1. If H is compact, then we know from lemma 5.4 that T
corresponds to a cyclic vector v ∈ π(eˇ11)(Hπ) and in that case the
distribution σT equals
〈σT , ϕ〉 =
∫
G
ϕ(g)(v, π(g)(v))πdg.
In other words, we have σT = (v, π(g)(v))πdg. Following the terminol-
ogy of the invariant context, this last function is called the spherical
function of the representation.
From the fact that T is H0-invariant follows the bi-H0-invariance of σT
〈σT , εh1 ∗ ϕ ∗ εh2〉 = 〈T, π−∞(εh1 ∗ ϕ ∗ εh2)(T )〉
= 〈T, π∞(h1)π−∞(ϕ)π−∞(h2)(T )〉
= 〈π−∞(h−11 )(T ), π−∞(ϕ)(T )〉 = 〈σT , ϕ〉.
(40)
As T satisfies eˇ11 ∗ T = T we get that σT transforms as follows∫
H/H0
eˇ11(t˜)εt˜ ∗ σT (ϕ)dt˜ =
∫
H/H0
eˇ11(t˜)〈T, π−∞(εt˜−1 ∗ ϕ)T 〉
=
∫
H/H0
eˇ11(t˜)〈T, π∞(t˜−1)π−∞(ϕ)(T )〉 (41)
= 〈T, π−∞(ϕ)(T )〉.
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The distribution σT is not only invariant under convolution with ˇe11
from the left but also from the right, as one sees from
∫
H/H0
eˇ11(t˜)σT ∗ εt˜(ϕ)dt˜ =
∫
H/H0
eˇ11(t˜)〈T, π−∞(ϕ ∗ εt˜−1)T 〉
=
∫
H/H0
〈T, eˇ11(t˜−1)π−∞(ϕ)π−∞(t˜−1)(T )〉
= 〈T, π−∞(ϕ)(T )〉.
Note that besides these transformation properties of the distribution
σT there also holds for all ϕ and ψ in D(Gk) that
〈σT , ϕ ∗ ψ〉 =
∫
Gk
〈σT , ϕ(g)εg ∗ ψ〉dg
=
∫
Gk
ϕ(g)〈T, π∞(g)π−∞(ϕ)(T )〉dg
=
∫
G
ϕ(g−1)〈π−∞(g)(T ), π−∞(ϕ)T 〉dg
= (π−∞(ϕ˜)(T ), π−∞(ψ)T )π,
(42)
where (· | ·)π is the inner product on Hπ and ϕ˜ ∈ D(G) is given by
ϕ˜(g) = ϕ(g−1). Hence the distribution σT is positive definite, i.e.
〈σT , ϕ˜ ∗ ϕ〉 ≥ 0.
As T is cyclic, σT is uniquely determined by T .
Reversely, let σ be a nonzero positive definite bi-H0-invariant distri-
bution on G that satisfies eˇ11 ∗σ = σ ∗ eˇ11 = σ. It will be shown that σ
determines a G-invariant Hilbert subspace of D1(e11, X0). Recall that
for σT as above we have
〈σT , ϕ ∗ ψˇ〉 = (π−∞(ϕˇ)(T ), π−∞(ψˇ)T )π,
= (j∗(e11 ∗ PH0(ϕ)), j∗(e11 ∗ PH0(ψ)))π.
(43)
Therefore we consider for ϕ and ψ ∈ D(G) first the sesquilinear
form σ(ϕ ∗ ψˇ) on D(G) and show that it factorizes over D1(e11, X0).
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By definition we have
σ(ϕ ∗ ψˇ) =
∫
G
ϕ(g)σ(εg ∗ ψˇ)dg
=
∫
X0
{
∫
X0
ϕ(h0x0)dh0}σ(εx0 ∗ ψˇ)dx0
=
∫
X0
PH0(ϕ)(x0){
∫
H/H0
eˇ11(t˜)εt˜ ∗ σ(εx0 ∗ ψˇ)dt˜}dx0 (44)
=
∫
X0
{
∫
H/H0
eˇ11(t˜)PH0(ϕ)(t˜x0)dt˜}σ(εx0 ∗ ψˇ)dx0
=
∫
X0
e11 ∗ PH0(ϕ)(x0)σ(εx0 ∗ ψˇ)dx0.
Now we have for all h ∈ H0 that σ(εx ∗ ψˇ ∗ εh) = σ(εx ∗ ψˇ), since σ is
right H0-invariant. Hence there holds σ(εx ∗ ( ˇPH0(ψ))) = σ(εx ∗ ψˇ) and
as σ ∗ eˇ11 = σ, we have moreover
σ(εx ∗ ˇPH0(ψ)) =
∫
H/H0
eˇ11(t˜)σ(εx ∗ ˇPH0(ψ) ∗ εt˜−1)dt˜
= σ(
∫
H/H0
e11(t˜)εx ∗ ( ˇε˜ ∗ PH0(ψ)t)dt˜) (45)
= σ(εx ∗ ˇe11 ∗ PH0(ψ)).
Therefore there is a sesquilinear form B on D1(e11, X0) such that for
all ϕ and ψ ∈ D(G)
B(e11 ∗ PH0(ϕ), e11 ∗ PH0(ψ)) = σ(ϕ ∗ ψˇ). (46)
Let I be the corresponding hermitian form on D1(e11, X0), i.e.
I(f, g) :=
1
2
(B(f, g) + B(g, f)). (47)
Then the fact that σ is positive-definite gives for all f = e11 ∗PH0(ψ) ∈
D1(e11, X0) that I(f, f) = σ(ψ ∗ ψˇ) ≥ 0. Note that the form B and
hence also I is G-invariant, i.e. for all f and k ∈ D1(e11, X0) and each
g ∈ G
B(f ∗ εg, k ∗ εg) = B(f, k). (48)
For, the projection ϕ → e11∗PH0(ϕ) is a G-equivariant map from D(G)
to D1(e11, X0) and thus we get
B(e11 ∗ PH0(ϕ) ∗ εg, e11 ∗ PH0(ψ) ∗ εg) = σ(ϕ ∗ εg ∗ ( ˇψ ∗ εg))
= σ(ϕ ∗ εg ∗ εg−1 ∗ ψˇ) (49)
= σ(ϕ ∗ ψˇ).
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Inside D1(e11, X0), one has the subspace
D0 = {f ∈ D1(e11, X0), I(f, f) = 0},
which is G-invariant because of equation (48). On the quotient space
D1(e11, X0)/D0 the form I induces an inner product. We denote the
class of f ∈ D1(e11, X0) in this quotient space by [f ]. The action of
G on this quotient space preserves the inner product and the map
f → j∗σ(f) := [f ] is G-equivariant. Let Hσ be the completion of the
space D1(e11, X0)/D0 w.r.t. this inner product. Then the adjoint of j∗σ
gives you a Hilbert subspace of D1(e11, X0). We call the class of positive
definite bi-H0-invariant distributions σ on G, satisfying moreover σ ∗
eˇ11 = eˇ11 ∗ σ = σ, that of (ρ, H)-spherical distributions. We summarize
the foregoing result in a
Theorem 7.2. The map σ → Hσ that associates with each (ρ, H)-
spherical distribution the unitary G-module Hσ, is a bijection between
this class of distributions on G and the collection of G-invariant Hilbert
subspaces of D1(e11, X0).
Example 7.3. Our main interest is in the Hilbert subspace L2(e11, X0, dx0)
of D1(e11, X0). The positive definite bi-H0-invariant distribution in this
case is
τ0(ϕ) = e11 ∗ PH0(ϕ)(e) = {
∫
H/H0
e11(t˜){
∫
H0
ϕ(t˜−1h0)dh0}dt˜}, (50)
where e is the point H0 of X0. From the defining formula of τ0 it is
clear that τ0 is bi-H0-invariant. Taking the convolution with ˇe11 leaves
also τ0 invariant, for
eˇ11 ∗ τ0(ϕ) =
∫
H/H0
eˇ11(r˜)τ0(εr˜−1 ∗ ϕ)dr˜
= {
∫
H/H0
eˇ11(r˜){
∫
H/H0
e11(t˜){
∫
H0
ϕ(r˜t˜−1h0)dh0}dt˜dr˜}}
= {
∫
H/H0
e11 ∗ e11(s˜)PH0(ϕ)(s˜)ds˜} = τ0(ϕ)
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and a similar computation gives you τ0 ∗ eˇ11 = τ0. To see that τ0 links
to L2(e11, X0, dx0), we compute
τ0(ϕ ∗ ψˇ) =
∫
H/H0
e11(t˜){
∫
H0
ϕ ∗ ψˇ(t˜−1h0)dh0}dt˜
=
∫
G
ϕ(g){
∫
H/H0
e11(t˜){
∫
H0
ψ(h−10 t˜g)dh0}dt˜}dg
=
∫
X0
PH0(ϕ)(x0)e11 ∗ PH0(ψ)(x0)dx0
=
∫
X0
e11 ∗ PH0(ϕ)(x0)e11 ∗ PH0(ψ)(x0)dx0,
(51)
where the last equality is a consequence of the fact that convolution
from the left with e11 is an orthogonal projection on D(X0) for the inner
product defined by dx0. In particular we see that τ0 is positive definite
and that it induces on D(e11, X0) the inner product just mentioned.
Clearly also the induced G-action is that by right translations. The
completion of D(e11, X0) gives you then L2(e11, X0, dx0). If we combine
the theorems (4.2) and (5.6), then we get a decomposition
τ0 =
∫ ⊕
S
σsdm(s), (52)
where the σs are the (ρ, H)-spherical distributions corresponding to the
irreducible G-modules Hs, s ∈ S. This decomposition generalizes the
one occurring in the Bochner-Godement theorem for the Gelfand pair
(G, H), see (Faraut, 1979), which decomposes the spherical function
corresponding to the right action on L2(H/G) into pure ones.
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