ABSTRACT Device-to-device communication is the key technology of the fifth generation mobile communication, which can support mobile multimedia applications. In recent years, mobile multimedia applications, however, have produced a lot of data, which leads to severe information overload. So recommendation models for multimedia application system have become very popular, which aim to overcome the information overload problems by inferring user preference according to user behaviors, such as rating matrices. However, rating matrices are very sparse and skewed since users are always unwilling to rate items, especially those they do not like. Previous recommendation algorithms cannot address the sparsity and skewed distribution challenges effectively. We propose a cross-domain recommendation algorithm based on feature transfer and imbalanced classification in this paper. First, the original recommendation problem is formulated as a rough imbalanced classification problem in the target domain, which takes user and item location as the feature vector and their rating as the label. Then, useful user and item features are generated to alleviate the sparsity in the target domain. More specifically, extra user features are extracted with a Funk-SVD model from use-side auxiliary domains, and item features are retrieved from Wikipedia. Finally, an imbalanced classification model (AdaBoost.NC) is employed to solve the obtained imbalanced classification problem, which can effectively overcome the skewed rating distribution. We conduct extensive experiments and compare the proposed algorithm with various state-of-the-art single-and cross-domain recommendation algorithms. The experimental results show that the proposed algorithm has advantages in terms of four different evaluation metrics.
I. INTRODUCTION
As an emerging technology, Device to Device (D2D) [1] - [3] communication, has been considered to improve the network capacity as well as reduce the traffic on base stations. Therefore, it can support many real-time services, such as mobile multimedia services. In recent years, mobile multimedia applications, however, have produced a lot of data, which causes severe information overload problems. Recommender systems [4] - [6] for multimedia application system have become very popular, since they can well solve the information overload problems by providing users with personalized services.
Previous recommendation algorithms can be roughly divided into two categories, i.e., content-based [7] , [8] and collaborative filtering-based [9] algorithms, and among which the collaborative filtering-based algorithms have gained dominance due to their insensitiveness to contents. Collaborative Filtering (CF) algorithms, inspired from group intelligence, are comprehensively explored from basic memory-based methods [10] - [12] to various model-based methods, such as matrix factorization [13] - [15] , probabilistic [16] - [18] and deep learning models [19] - [21] . The success of CF is highly dependent on adequate feedback data or a dense rating matrix. Users are, however, generally unwilling to rate items in real-world recommender systems, which results in a limited number of rated items and a sparse rating matrix. Therefore, the sparsity problem has become a major bottleneck for most CF algorithms. Besides, most real-world rating data sets are skewed, since most users are usually reluctant to rate items they do not like. The rating distributions of six well-known data sets are shown in Fig. 1 , from which we can see that the amount of positive ratings (>=3) often significantly exceed negative ratings (<=2).
The sparsity and skewed distribution challenges significantly affect the performance of recommender systems. To solve the sparsity problem, traditional methods aim to find additional information, such as social network [22] , trust [23] or reviews [24] from within the same domain to infer user-item relationships. Unfortunately, additional information is not often available. Recently, Cross-Domain Recommender Systems (CDRS) [25] , [26] have been proposed as one possible solution, which extract knowledge from auxiliary domains with sufficient rating data to improve recommendation performance in a target domain. Since all the above models only focus on sparsity problem but ignore the skewed distribution challenge, their performance is not very satisfactory.
To the best of our knowledge, only a few models consider the problem of skewed distribution. For skewed rating problem, Cao et al. [27] propose a CLP-GP method to correct the skewness of rating data, which, however, leads to changes of the original distribution and loss of some important information. Considering the skewed rating problem is caused by non-random missing data in recommender systems, Marlin et al. [28] propose both extended evaluation protocol and extended recommendation model. However, since it is a single-domain recommendation model, it cannot alleviate the sparsity problem by borrowing data from the auxiliary domains.
To solve both sparsity and skewed distribution challenges, a cross-domain collaborative filtering algorithm based on feature transfer and imbalanced classification is proposed in this paper. Firstly, the original recommendation problem is formulated as a rough imbalanced classification problem, which takes user and item location as the feature vector, and their rating as the label. To overcome the sparsity problem, we expand user features by transferring latent vectors of users from latent factor space of auxiliary domains, and expand item features by retrieving features from Wikipedia. As to the skewed rating distribution problem, we employ an imbalanced classification model to solve the obtained imbalanced classification problem. The contributions of our model are two-fold: (a) We propose a method of feature expansion to alleviate the sparsity problem; (b) Rating predicting on the skewed rating distribution is formulated as an imbalanced classification problem.
The remainder of the paper is arranged as follows: Section II discusses the previous work. The proposed algorithm, cross-domain collaborative filtering algorithm based on Feature Transfer and Imbalanced Classification (FTIC) is presented in Section III. In Section IV, we conduct extensive experiments to evaluate the proposed algorithm. Conclusions and our future work are discussed in Section V.
II. RELATED WORK
We begin this section by introducing cross-domain recommendation models that extract knowledge from auxiliary domains with sufficient rating data to address the sparsity problem in a target domain [25] , [26] . Following this, we review two recommendation models that aim to solve the skew rating distribution problem. Then, we review multi-class imbalanced classification methods proposed in recent years.
A. RECOMMENDATION ALGORITHMS
How to utilize rich rating data in auxiliary domains to solve the sparsity problem in the target domain has been studied in many research tasks extensively [25] , [26] . Such models are usually called cross-domain collaborative filtering (CDCF) models.
Berkovsky et al. [29] and Hu et al. [30] present a memory based and a matrix-factorization based CDCF methods, respectively. Both of them are the cross-domain versions of traditional single-domain recommendation algorithms. In [31] , Singh and Gordon present a Collective Matrix Factorization model named CMF. Considering the triadic relation among users, items, and domains, Hu et al. [30] present a tensor-based triadic factorization algorithm for cross-domain cases, denoted as CDTF. In [32] , a coordinate system transfer approach named CST is presented by Pan. In CST, firstly, user and item latent factor matrices are inferred in auxiliary domains. Then they are transferred to the target domain in a form of two additional regularization terms. Further, under the case of shared users and items, Pan et al. [33] presents the Transfer by Collective Factorization approach named TCF. In [34] , Loni et al. presents a cross-domain recommendation method based on factorization machines [35] . In [36] , Yu et al. present a cross-domain recommendation method using a linear decomposition model. In [37] , Li et al. presents the codebook-based knowledge transfer approach named CBT. Firstly, the cluster-level interactive matrix called a codebook is computed with relative rich rating information of the auxiliary domain. Then the target rating matrix is reconstructed by transferring the codebook. In [38] , Li et al. further present a multi-task learning [39] model named RMGM based on CBT. However, the above model can only address the sparsity problem. VOLUME 6, 2018 To solve the skewed rating distribution problem, Cao et al. [27] propose a Gaussian process based model, named CLP-GP. In their model, a link function is used to correct the skewness of rating distribution. However, the presented correction method for skewed rating distribution will lead to over-fitting due to the changes of the original distribution. Taking note of non-random missing data in recommender system, Marlin et al. [28] propose extended models on extended evaluation protocols for recommendation. However, the proposed model cannot alleviate the sparsity problem effectively because it is a single-domain recommendation model. Therefore, it is not suitable to compare their model with our model.
B. IMBALANCED CLASSIFICATION ALGORITHMS
The imbalanced classification problem is a new challenge that drawn growing interest in pattern classification field recently. Traditional classification algorithms cannot achieve good performance due to severe skewed class distributions. Sampling methods [40] aim to modify an imbalanced data set to get a balanced distribution, which mainly consist of over-sampling and under-sampling mechanics. As to random over-sampling, a set of samples randomly sampled from the minority class are replicated to expand the original minority class, which will balance the class distribution. On the contrary, random under-sampling removes data from the majority class, which provide us a simple way for correcting the imbalanced distribution of the original data set. In regards to under-sampling, removing samples from the majority class may cause classifiers to miss significant concepts related to the majority class. In the case of over-sampling, classifiers may lead to over-fitting due to that over-sampling simply adds replicated samples to the original data set [41] . Nevertheless, the application of sampling methods, for most imbalanced data sets, does indeed aid in improving classification accuracy [42] .
Cost-sensitive learning [43] is another typical method for imbalanced classification. Instead of adjusting the balance through different sampling strategies, it solves the imbalanced classification problem with different cost matrices which describe the cost of misclassification. Various studies [44] , [45] have shown that in certain application domains, cost-sensitive learning performs better than sampling methods.
Recently, many ensemble learning based methods have been proposed to deal with the imbalanced classification problem, including BEV [46] , SMOTEBoost [47] , and AdaBoost.NC [48] . Among them, BEV and SMOTEBoost focus on two-class imbalanced classification problem, while AdaBoost.NC can address the multi-class problem. Moreover, AdaBoost.NC can be trained without using class decomposition.
AdaBoost.NC penalizes classification errors and encourages ensemble diversity sequentially with the AdaBoost [49] training framework, and shows very encouraging empirical results in both effectiveness and efficiency in comparison with the conventional classification methods. More details on imbalance classification methods can refer to [50] that provides a comprehensive review of the development of research on imbalanced classification.
III. OUR MODEL A. CONVERTING THE RECOMMENDATION PROBLEM INTO AN IMBALANCED CLASSIFICATION PROBLEM
Let U 0 and I 0 be the sets of users and items, respectively. Each user-item interaction, (u, i, r) ∈ U 0 ×I 0 ×{1, 2, 3, 4, 5}, can be represented with a feature vector, (L u , L i ), and a class label, r, where L u and L i are the locations of user u and item i, respectively. In Fig. 2 , u 1 , u 2 , and u 3 are three users, and i 1 , i 2 , i 3 , and i 4 are four items. We first employ 1, 2, and 3 to represent the locations of u 1 , u 2 , and u 3 , and 1, 2, 3, and 4 to denote the locations of i 1 , i 2 , i 3 , and i 4 . Then, we utilize (1, 1) to indicate the feature of the user-item interaction, (u 1 , i 1 , 5), and 5 to show the corresponding class label, and obtain a training sample, ((1, 1), 5). Similarly, we can achieve the other training samples. In this way, a training set can be formed based on the rating matrix, and the recommendation problem can be formulated as a classification problem. As mentioned before, the classification problem is also an imbalanced classification problem. 
B. USER FEATURE VECTOR EXPANSION
Let D 0 and D 1 , · · · , D m be the target domain and the auxiliary domains, respectively. We assume that the auxiliary domains and the target domain share the same users. As mentioned before, the training samples of the formulated imbalanced classification problem have only two trivial location features, which is, however, inadequate to discriminate different ratings. Hence, more features are required for better classification. Since the auxiliary domains, D 1 , · · · , D m , contain dense rating data and share the same user set with the target domain, it is possible to extract relatively accurate user features from them.
Due to the problems of privacy preservation, it is difficult to acquire explicit user features. Hence, our solution is to extract user features from the latent factor space of the auxiliary domains. We first employ Funk-SVD to obtain the user latent vectors from the auxiliary domains. A detailed review on Funk-SVD model will be given in part D of Section III. Then, we expand the original user feature vector L u in the target domain with the obtained user latent vectors from the auxiliary domains. Given a user-item interaction (u, i, r) ∈ U 1 × I 1 × {1, 2, 3, 4, 5} in the target domain, we expand the user location feature vector, L u , in the target domain using the latent vectors of user u from the auxiliary domains. Thus, the user feature vector can be expanded as (L u 
D. THE FUNK-SVD MODEL
Matrix factorization is an effective method to obtain user and item latent vectors from rating matrix. Currently, the Funk-SVD model is the most famous model due to that it outperforms other models in the Netflix Prize that is an open competition held by Netflix [13] . In Funk-SVD model, the rating matrix M is decomposed into U and V matrices. Here U , V are the user and item latent factor matrices, respectively. Note that users share identical latent factor space with items in Funk-SVD models. This process can be illustrated in Fig. 3 , where f denotes the dimensionality of the latent space, p u ∈ R f and q i ∈ R f represent the latent vector for user u and item i, respectively. The unknownr ui can be computed with the dot product of p u and q i , i.e.,
The Funk-SVD model computes the latent factors for users and items by minimizing squared error on all known ratings. Moreover, to avoid over-fitting, generally the following regularized squared error are adopted as the objective function.
Here, κ represents all user-item pairs corresponding to all the known ratings. λ > 0 is a tradeoff parameter to avoid over-fitting. Generally, the most suitable value of f and λ can be computed by 10-fold cross-validation.
Stochastic gradient descent (SGD) is an efficient optimization method to solve the optimization problem (2). For each iteration, the current solution is updated along the direction of negative gradient with a learning rate of γ , which can be given in the following form
where
The learning rate γ is a constant typically having a value between 0.0 and 1.0. If the learning rate is too small, then learning will occur at a very slow pace. If the learning rate is too large, then oscillation between inadequate solutions may occur.
Another approach to minimizing optimization problem (2) is alternating least squares (ALS). Since both q i and p u are unknowns, optimization problem (2) is not convex. However, if we fix one of the unknowns, the optimization problem (2) becomes quadratic and can be solved optimally. Thus, ALS techniques [13] , [51] - [53] rotate between fixing all the q i and fixing all the p u . When all p u are fixed, the system recomputes the q i by solving a least-squares problem, and vice versa. In our model, we use stochastic gradient descent to solve the optimization problem (2) .
In this study, we employ SGD to tackle optimization problem (2). Due to its non-convex function, SGD can generally obtain a local optimal solution. To seek the global optimal solution to optimization problem (2), Funk-SVD decomposition is performed 10 times with respect to 10 initial solutions, and the optimal solution is chosen.
E. OUR MODEL
We employ AdaBoost.NC without using any class decomposition schemes to solve the obtained imbalanced classification problem in this paper. For dealing with the multi-class data, we define the ambiguity term by the correct/incorrect decision. The practical output h t (x) is 1 if x is labeled correctly by h t , and −1 otherwise. Ambiguity measures the disagreement among each base classifier, which is determined by (5) 
where Z t is the normalization factor and λ determines the strength of the penalty term. The weight of each base classifier α t is calculated by (8) .
The AdaBoost.NC algorithm is summarized in Algorithm 1, and the proposed model, cross-domain collaborative filtering algorithm based on feature transfer and imbalanced classification (FTIC) is presented in Algorithm 2.
Algorithm 1 AdaBoost.NC Algorithm
Input: training data set {( 
IV. EXPERIMENTS
In this section, we conduct extensive experiments on Amazon products [54] Table 2 , is unsuitable for directly running a recommendation algorithm, we first convert the data format into a set of triples, (u, i, r), where r is the rating of user u on item i. 
and RMSE is defined as
where T represents the set of test ratings, r i is the ground truth, andr i is the predicted rating. A smaller value of MAE or RMSE means a better prediction performance. However, what to expect is not to make a rating prediction for any item, but to seek the best item(s). In Top N recommendation, a recommender attempts to pick the best N items. Hence, an algorithm with a smaller value of MAE or RMSE does not mean a better recommendation performance. Rather than getting the exact rating, we are interested in predicting whether an item is amongst a user's favorite in Top N recommendation.
We adopt the other two indicators commonly used in information retrieval, precision and recall. Let R(u) be a recommended list based on the behavior of a user on the training set, and T(u) be a list of behaviors that the user has on the testing set. The precision of the recommended results is defined as:
The recall of the recommended results is defined as:
Precision gives us an estimate of how many items predicted to be 'liked' for a user really belonging to the 'liked' list, whereas recall estimates how many items in a user's 'liked' list to be correctly predicted.
C. THE SETTING OF THE COMPARED METHODS
(1) Funk-SVD: In Funk-SVD model, cross-validation method is employed to determine the value of f and λ. In detail, all the original rating data (u, i, r ui ) are randomly partitioned into 10 equal sized subsets. Of the 10 subsets, a single subset is retained as the validation data for testing the model, and the remaining 9 subsets are used as training data. The cross-validation process is then repeated 10 times, with each of the 10 subsets used exactly once as the validation data. The 10 results from the folds can then be averaged to produce a single estimation. In the experiment, different values 5, 10, 15, 20, 0.001, 0.01, 0.1, 1, 10, 100 are tried for f and λ, respectively.
To have a high learning rate and ensure the convergence of an algorithm, we set γ = 1 τ , where τ is the number of iterations of the training set. In this way, γ takes a larger value at the beginning of the iteration process and a smaller value along with the iteration. The terminal rule is presented in the following
where J is the absolute value of difference of objectives in adjacent iterations, and T represents the maximal number of iterations.
(2) CDTF: We adopt the same setting as [30] . More specifically, we take the following strategy to initialize individuals with exponential growth, where a ∈ (0, 1] is a constant to scale the weight, β and γ represent integers to control the range of the weight, and 1 means an all-one vector with its length equal to the number of auxiliary domains.
In the experiments, we run a GA with its initial population being w = {w 0.33 , w 0.66 , w 1 }, and set β = −2, γ = 2 to seek an optimal weight assignment, which indicates that there are totally 15 initial individuals with various scales.
(3) CLP-GP: Following the same setting as [27] , the latent dimension number f 0 is set to 10, the initial similarities between all different tasks are set to 0.5, and the kernel function in the Gaussian Processes is chosen as Radial Base Function (RBF) in the following form
where γ is a kernel width parameter, x and y are ndimensional vectors in the original feature space. (4) FTIC_SVM: Support Vector Machines (SVMs) [55] are selected as the base learner in the proposed model FTIC. Firstly, user latent vectors are computed from auxiliary based on Funk-SVD. Thus, the three involved parameters, f 2 , λ 2 , and γ 2 , are set in the same way as Funk-SVD. Then, we apply 10-fold cross validation for the SVMs, and the best pair of parameters is grid-searched in the range of [2 −5 , 2 −3 , . . . , 2 15 ] and [2 −15 , 2 −13 , . . . , 2 3 ], respectively, for C 0 and γ 0 , where C 0 is the penalty factor, and γ 0 is the kernel width parameter. Finally, we also use 10-fold cross validation to determine the best parameter λ in (7) for AdaBoost.NC, which is searched in the range of [0. 5, 12] with an iteration step length being 0.5.
D. DATA PREPARATION FOR MAE AND RMSE
In this experiment, we set DVD and Video as the target domain to evaluate our model with other approaches respectively. When DVD is set as the target domain, we select users who have rated at least 30 Videos, 40 books, and 30 Music CDs to achieve dense rating data for the auxiliary domains. According to this criterion, 505 users are selected. In addition, we retrieve items rated by these users in the four domains, and set aside the top h rated items for each domain. Table 3 shows the statistics of the filtered data.
When Video is chosen as the target domain, we select users who have rated at least 30 DVDs, 30 books, and 30 Music CDs, for getting enough rating data in the auxiliary domains. According to the criterion, 468 users were selected. We then retrieve items rated by these users in these four domains, and set aside the top h rated items for each domain. Table 4 shows the statistics of the filtered data in this case. Moreover, the rating distributions of the filtered data for the two cases are shown in Fig. 4 , which indicates a severe skewed distribution on different ratings.
To simulate the sparse problem, we construct four sparse training sets, TR 75 , TR 60 , TR 45 , and TR 30 , by holding out 25%, 40%, 55%, and 70% rating data from the filtered data of the target domain, respectively, i.e., the ratio of the remaining data for training is 75%, 60%, 45%, and 30%, respectively. The hold-out data serve as the ground truth for testing. Likewise, we also construct the other four training sets when choosing Video as the target domain.
E. DATA PREPARATION FOR PRECISION AND RECALL
We train different algorithms using the same training set constructed for MAE and RMSE previously. However, for simplicity, we only test them on the target domain of DVD. To compute the values of precision and recall, we need to construct a new testing set in the following way.
We first select users who have rated more than 15 movies from the set composed of hold-out data. Then, we randomly select 15 movies from each user after filtering to form the testing set. To compute the values of precision and recall, we map the five classes of the original ratings, 1,2,3,4,5, into 2 classes, 'liked' and 'disliked', for the testing set. Generally, an item with a score greater than or equal to 3 is defined as 'liked'; otherwise, it is defined as 'disliked'.
We define the size of the recommendation list, N=3, 6, 9, and regard the set of movies liked by a user from the 15 movies as the 'liked' list. We sort the predictive ratings of the 15 movies for each user in the testing set, and choose the top N movies for recommendation. Movies in the recommendation list are labeled as 'liked'. Based on them, we can compute the values of precision and recall. Table 5 reports the best values of f and λ for Funk-SVD model on the three auxiliary domains when DVD is set as target domain. Fig. 5 shows the iteration process on these domains with the maximal number of iterations being 1000. Table 6, Table 7 , and Fig. 6 report the experimental results. We have the following observations from Table 6 and Table 7 .
F. EXPERIMENTAL RESULTS AND ANALYSIS
(1) All the CDCF algorithms, CDTF, CLP-GP and FTIC_SVM, perform better than Funk-SVD, because Funk-SVD is a single-domain CF algorithm which has difficulties in dealing with the sparsity problem.
(2) CLP-GP and FTIC_SVM are much superior to CDTF, as they present measures to solve the skewed distribution problem.
(3) The proposed algorithm, FTIC_SVM, performs even better than CLP-GP, because FTIC_SVM not only utilizes the auxiliary information but also takes account of skewness without loss of useful information.
The above analysis can also be confirmed by Fig. 6 . From  Fig. 6 , we can also obtain another two important conclusions.
(4) The precision and recall indicators always depend on the size of the recommendation list, N. Furthermore, the values of precision and recall will decrease and increase, respectively, as N increases. (5) If N<l, where l denotes the size of the 'liked' list, the value of recall obtained by any algorithm will not be greater than N<l.
V. CONCLUSION
To overcome the severe information overload problems in mobile multimedia applications, we proposed a cross-domain collaborative filtering model based on feature transfer and imbalanced classification (FTIC) in this paper. In FTIC, useful user and item features are generated to alleviate the sparsity problem based on latent factor learning and information retrieval. Besides, the original recommendation problem on skewed rating distribution is formulated as an imbalanced classification problem. Hence, sophisticated classification models can be used to solve the skewed rating problem. The experiment results have validated that FTIC performs significantly better than other state-of-art recommendation algorithms. 
