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ABSTRAKT
Pra´ce se zaby´va´ mozˇnostmi spra´vy virtua´ln´ıch stroj˚u (pˇredevsˇ´ım z programa´torske´ho hle-
diska) a dostupny´mi metodami pro automatickou instalaci distribuc´ı operacˇn´ıho syste´mu
GNU/Linux. U´vodn´ı cˇa´st je veˇnova´na virtualizacˇn´ım technologi´ım a mozˇnostem jejich
ovla´da´n´ı s vyuzˇit´ım knihovny libvirt. Je zde popsa´n zpu˚sob definice a popisu jednotlivy´ch
soucˇa´st´ı virtualizovane´ho prostˇred´ı (virtua´ln´ı stroje, disky, s´ıteˇ) za pomoci XML. Da´le
jsou probra´ny mozˇnosti automaticke´ instalace linuxovy´ch distribuc´ı zalozˇeny´ch na Red-
Hatu a Debianu s pˇrihle´dnut´ım k virtualizovane´mu prostˇred´ı. Je zde zm´ıneˇna mozˇnost
kop´ırova´n´ı existuj´ıc´ıho disku s nainstalovany´m syste´mem. V prakticke´ cˇa´sti je navrzˇena
a realizova´na serverova´ aplikace pro ovla´da´n´ı a spra´vu virtua´ln´ıch stroj˚u vcˇetneˇ automa-
ticke´ instalace operacˇn´ıho syste´mu.
KL´ICˇOVA´ SLOVA
Virtualizace, GNU/Linux, automaticka´ instalace, Libvirt, KVM, XML–RPC
ABSTRACT
This work deals with possibilities of administration of virtual machines (mainly from the
developer’s point of view) and available methods for automatic installation of GNU/Linux
distributions. First part contains the information about virtualisation technologies and
possibilities to configure them with a libvirt library. The definition and specification of
each part of virtualisation environment (virtual machines, disks, networks) using XML is
described. Further more the possibilities of automatic installation of Linux distributions
based on RedHat and Debian considering the virtualisation environment are discussed.
The possibility of copying an existing disk with installed system is also mentioned. In
a practical part a server application for control and management of virtual machines
including automatic installation of operating system is proposed and realised.
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U´VOD
Virtualizace je oblast vy´pocˇetn´ı techniky, ktera´ v posledn´ıch letech sta´le v´ıce z´ıska´va´
popularitu. Vy´kon hardware roste rychleji, nezˇ je mozˇne´ jej v beˇzˇny´ch aplikac´ıch
vyuzˇ´ıt. Virtualizace tak prˇedstavuje zaj´ımavy´ zp˚usob vyuzˇit´ı vy´konu jednoho pocˇ´ı-
tacˇe k v´ıce r˚uzny´m u´loha´m rozdeˇleny´m v podstateˇ jizˇ na u´rovni hardwaru (v neˇkte-
ry´ch prˇ´ıpadech emulovane´ho).
Prˇi vy´uce r˚uzny´ch prˇedmeˇt˚u zaby´vaj´ıc´ıch se instalac´ı a spra´vou operacˇn´ıch sys-
te´mu˚ je vhodne´, aby kazˇdy´ student meˇl k dispozici vlastn´ı pocˇ´ıtacˇ pro vy´uku.
Tento pozˇadavek je v prˇ´ıpadeˇ pouzˇit´ı fyzicke´ho stroje velice teˇzˇko splnitelny´, vir-
tualizace vsˇak umozˇnˇuje doc´ılit te´meˇrˇ shodne´ho vy´sledku s podstatneˇ mensˇ´ımi
na´klady. Kazˇde´mu studentovi je nutne´ prˇideˇlit pouze cˇa´st kapacity datove´ho u´lozˇiˇsteˇ
a cˇa´st vy´konu pocˇ´ıtacˇe, na ktere´m virtua´ln´ı stroj beˇzˇ´ı. Na zacˇa´tku semestru pak sa-
mozrˇejmeˇ vyvstane ota´zka, jak nejjednodusˇeji prˇipravit velke´ mnozˇstv´ı (des´ıtky)
virtua´ln´ıch stroj˚u (pro kazˇde´ho studenta).
Virtualizacˇn´ıch na´stroj˚u existuje velke´ mnozˇstv´ı a kazˇdy´ ma´ sv˚uj vlastn´ı zp˚usob
ovla´da´n´ı. Sjednocen´ı prˇ´ıstupu hlavneˇ z programa´torske´ho hlediska k jednotlivy´m
typ˚um virtualizacˇn´ıch rˇesˇen´ı prˇina´sˇ´ı libvirt.
Na prˇipravene´ stroje je potrˇeba nainstalovat operacˇn´ı syste´m. Prˇ´ıstup k auto-
maticke´ instalaci rˇesˇ´ı, v´ıce cˇi me´neˇ u´speˇsˇneˇ, veˇtsˇinou kazˇda´ distribuce samostatneˇ
v za´vislosti na pouzˇite´m instalacˇn´ım programu.
C´ılem pra´ce je zjiˇsteˇn´ı mozˇnost´ı, navrzˇen´ı a realizace aplikace hromadne´ spra´vy
virtua´ln´ıch stroj˚u a automaticke´ instalace linuxovy´ch distribuc´ı za u´cˇelem zjed-
nodusˇen´ı prˇ´ıpravy technicke´ho za´zemı´ pro vy´uku prˇedmeˇtu Na´vrh, spra´va a bezpecˇ-
nost pocˇ´ıtacˇovy´ch s´ıt´ı.
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1 VIRTUALIZACE, KVM A LIBVIRT
Kernel-based Virtual Machine – virtualizace na u´rovni ja´dra (KVM) je rˇesˇen´ı plne´
virtualizace pro Linux a x86 hardware obsahuj´ıc´ı virtualizacˇn´ı rozsˇ´ıˇren´ı (Intel VT
nebo AMD-V). Skla´da´ se ze zaveditelne´ho jaderne´ho modulu kvm.ko, ktery´ po-
skytuje ja´dro virtualizacˇn´ı infrastruktury a specificky´ modul pro konkre´tn´ı rodinu
procesor˚u kvm-intel.ko nebo kvm-amd.ko. KVM take´ pozˇaduje upraveny´ QEMU.
Na virtua´ln´ıch stroj´ıch vyuzˇ´ıvaj´ıc´ıch KVM lze provozovat nemodifikovane´ operacˇn´ı
syste´my GNU/Linux nebo MS Windows. KVM je soucˇa´st´ı hlavn´ı veˇtve Linuxu od
verze 2.6.20.[7]
libvirt je sada na´stroj˚u umozˇnˇuj´ıc´ı prˇ´ıstup a pra´ci (vytva´rˇen´ı, u´prava, moni-
torova´n´ı, kontrola, zastaven´ı,. . . ) s mnoha r˚uzny´mi virtualizacˇn´ımy technologiemi
v operacˇn´ım syste´mu Linux (a ostatn´ıch operacˇn´ıch syste´mech). Jde o svobodny´
software dostupny´ pod GNU Lesser General Public License1. Nab´ız´ı rozhran´ı pro nej-
pouzˇ´ıvaneˇjˇs´ı programovac´ı jazyky a podporuje na´sleduj´ıc´ı virtualizacˇn´ı na´stroje:[10]
• Xen hypervisor (Linux a Solaris)
• QEMU emula´tor
• KVM Linux hypervisor
• LXC Linux container system
• OpenVZ Linux container system
• User Mode Linux paravirtualized kernel
• VirtualBox hypervisor
• VMware ESX and GSX hypervisory
• U´lozˇiˇsteˇ na IDE/SCSI/USB disc´ıch, FibreChannel, LVM, iSCSI, NFS a sou-
borove´m syste´mu.
libvirt poskytuje:
• vzda´lenou spra´vu s vyuzˇit´ım Transport Layer Security – zabezpecˇen´ı trans-
portn´ı vrstvy (TLS) sˇifrova´n´ı, x509 certifika´ty a autentizac´ı pomoc´ı Kerberos
a SASL
• loka´ln´ı kontrolu prˇ´ıstupu pouzˇ´ıvaj´ıc´ı PolicyKit
• spra´vu virtua´ln´ıch stroj˚u, virtua´ln´ıch s´ıt´ı a datovy´ch u´lozˇiˇst’
• prˇenositelne´ API pro klienty na operacˇn´ıch syste´mech Linux, Solaris a Win-
dows
1<http://www.opensource.org/licenses/lgpl-license.html>
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1.1 Pouzˇita´ terminologie
V dokumentaci ke knihovneˇ libvirt se pouzˇ´ıvaj´ı na´sleduj´ıc´ı termı´ny (souvislosti mezi
nimi jsou zobrazeny na obra´zku 1.1).
• Node (uzel) – jeden fyzicky´ stroj,
• Hypervisor – softwarova´ vrstva umozˇnˇuj´ıc´ı uzlu virtualizaci r˚uzny´ch virtua´ln´ıch
stroj˚u i s rozd´ılnou konfigurac´ı,
• Domain (dome´na) – instance operacˇn´ıho syste´mu spusˇteˇna´ na virtualizo-
vane´m stroji poskytnute´m hypervisorem,
• Volume – prostor pro ulozˇen´ı dat prˇedstavuj´ıc´ı virtua´ln´ı pevny´ disk, cd-
rom,. . .
• Storage Pool – prostor pro shromazˇd’ova´n´ı pevny´ch disk˚u a ostatn´ıch u´lozˇiˇst’
(Volume).
Domain
Domain
Domain
Hypervisor
Node
Volume
Volume
Volume
Storage Pool
Obr. 1.1: Vza´jemna´ souvislost mezi pouzˇ´ıvany´mi termı´ny v knihovneˇ libvirt.
1.2 Koncept libvirt API
Za´kladn´ı objekt, ktery´ prˇina´sˇ´ı libvirt API, je virConnectPtr a prˇedstavuje spo-
jen´ı s hypervisorem. Vsˇechny aplikace vyuzˇ´ıvaj´ıc´ı libvirt prˇi sve´m startu volaj´ı
neˇkterou z funkc´ı pro prˇipojen´ı k hypervisoru, ktery´ je jednoznacˇneˇ urcˇen pomoc´ı
Uniform Resource Identifier – jednotny´ identifika´tor zdroje (URI), ktere´mu se bu-
deme podrobneˇji veˇnovat da´le v textu. Spojen´ı s hypervisorem je da´le vyuzˇ´ıva´no
pro vytva´rˇen´ı a z´ıska´va´n´ı dalˇs´ıch objekt˚u, ktery´mi jsou:
• virDomainPtr – reprezentuje jednu konkre´tn´ı dome´nu,
• virNetworkPtr – reprezentuje jednu konkre´tn´ı virtua´ln´ı s´ıt’,
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• virStorageVolPtr – reprezentuje konkre´tn´ı u´lozˇiˇsteˇ dat (volume) prˇipojitelne´
k dome´neˇ (naprˇ. pevny´ disk, cd-rom,. . . ),
• virStoragePoolPtr – reprezentuje storage pool.
K identifikova´n´ı teˇchto objekt˚u ma´me neˇkolik mozˇnost´ı:
• name (jme´no) – uzˇivatelsky prˇ´ıveˇtivy´ na´zev, u ktere´ho ale nen´ı zarucˇena
unika´tnost mezi dveˇma uzly,
• ID – unika´tn´ı identifika´tor poskytnuty´ hypervisorem za dobu beˇhu, po zrusˇen´ı
objektu ztra´c´ı platnost,
• UUID – je 16ti bytovy´ identifika´tor definovany´ v RFC 4122[22], u ktere´ho je
zarucˇena dlouhodoba´ unika´tnost naprˇ´ıcˇ r˚uzny´mi uzly.
1.3 libvirt URI
Pro odliˇsen´ı r˚uzny´ch typ˚u virtualizacˇn´ıch technologi´ı a urcˇen´ı konkre´tn´ıho hypervi-
sora pouzˇ´ıva´ libvirt URI (RFC 2396[21]). Tento identifika´tor se prˇeda´va´ naprˇ´ıklad
jako parametr funkc´ım nebo programu˚m pro prˇipojen´ı ke konkre´tn´ımu hypervisoru.
Obecny´ forma´t loka´ln´ı URI pro libvirt mu˚zˇe mı´t jednu z na´sleduj´ıc´ıch podob:
driver:///system
driver:///session
driver+unix:///system
driver+unix:///session
Polozˇka driver prˇedstavuje na´zev ovladacˇe pro konkre´tn´ı hypervisor. Mezi podpo-
rovane´ typy hypervisory patrˇ´ı naprˇ´ıklad:
• qemu – pro ovla´da´n´ı qemu a KVM,
• xen – pro ovla´da´n´ı starsˇ´ıch verz´ı Xenu (Xen 3.1 a starsˇ´ı),
• xenapi – pro ovla´da´n´ı noveˇjˇs´ıch verz´ı Xenu,
• vbox – pro ovla´da´n´ı VirtualBoxu,
• esx – pro ovla´da´n´ı VMware ESX.
Dalˇs´ı mozˇnosti jsou popsa´ny v dokumentaci[18].
Pro vzda´lene´ prˇipojen´ı je potom forma´t URI na´sleduj´ıc´ı:
driver[+transport]://[username@][hostname] ←↩
[:port]/[path][?extraparameters].
Kde jednotlive´ polozˇky maj´ı na´sleduj´ıc´ı vy´znam:
• driver – stejne´ jako u loka´ln´ı URI,
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• transport – pouzˇita´ transportn´ı vrstva (mozˇne´ hodnoty: tls, tcp, unix, ssh
a ext),
• username – v prˇ´ıpadeˇ pouzˇit´ı SSH jako transportn´ı vrstvy, urcˇuje tato volba
uzˇivatelske´ jme´no,
• hostname – u´plne´ jme´no vzda´lene´ho stroje,
• port– zmeˇna standardn´ıho portu (22 pro SSH, 16509 pro TCP a 16514 pro
TLS),
• path – cesta mu˚zˇe by´t stejna´ jako v prˇ´ıpadeˇ loka´ln´ı URI,
• extraparameters – URI parametry ke specifikova´n´ı neˇktery´ch dalˇs´ıch vlast-
nost´ı vzda´lene´ho prˇipojen´ı.
1.4 libvirt XML
Pro vytva´rˇen´ı a definici dome´n, s´ıt´ı a dalˇs´ıch prvk˚u vyuzˇ´ıvany´ch dome´nami se
pouzˇ´ıva´ Extensible Markup Language – rozsˇiˇritelny´ znacˇkovac´ı jazyk (XML) prˇedpis.
V na´sleduj´ıc´ıch odd´ılech budou popsa´ny za´kladn´ı konstrukce XML souboru pro
konkre´tn´ı prvek. Sche´ma pro validaci jsou ve forma´tu RELAX NG a jsou ulozˇeny
v adresa´rˇi /usr/share/libvirt/schemas/ (plat´ı pro distribuci Debian).
1.4.1 Dome´ny
Korˇenovy´ element XML definuj´ıc´ıho dome´nu je <domain>. Povinny´m atributem
tohoto elementu je type definuj´ıc´ı typ hypervisora. Na vy´beˇr ma´me z na´sleduj´ıc´ıch
mozˇnost´ı: xen, kvm, kqemu, qemu, lxc, openvz prˇ´ıpadneˇ test.
Za´kladn´ı metadata
name Element<name> je prvn´ı povinny´ vnorˇeny´ element obsahuj´ıc´ı jme´no dome´ny.
Mu˚zˇe obsahovat pouze mala´ a velka´ p´ısmena a cˇ´ıslice plus neˇkolik ma´lo dalˇs´ıch znak˚u
jako je podtrzˇ´ıtko, pomlcˇka nebo tecˇka.
uuid Element <uuid> je nepovinny´m elementem na´sleduj´ıc´ım po <name>. Pokud
je uvedeno, prˇiˇrad´ı se vytva´rˇene´ dome´neˇ specifikovane´ UUID, pokud uvedeno nen´ı,
je na´hodneˇ vygenerova´no.
description <description> je dalˇs´ım volitelny´m elementem s popisem dane´ho
virtua´ln´ıho stroje.
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<domain type=’kvm’>
<name>Test</name>
<uuid>1ec85053 -0538 -4440 -72fd -3 aca641a2b12 </uuid>
<description >Popis testovaciho stroje.</description >
. . .
Start operacˇn´ıho syste´mu
Pro start operacˇn´ıho syste´mu uvnitrˇ virtua´ln´ıho stroje jsou dostupne´ trˇi r˚uzne´
zp˚usoby.
• BIOS bootloader – Start syste´mu je nejv´ıce podobny´ startu norma´ln´ıho
pocˇ´ıtacˇe. Hypervisor emuluje BIOS, ktery´ ma´ na starosti vyhleda´n´ı a zave-
den´ı operacˇn´ıho syste´mu. Stejneˇ jako u beˇzˇne´ho pocˇ´ıtacˇe existuje i zde seznam
dostupny´ch me´di´ı serˇazeny´ podle priority, na ktere´m zarˇ´ızen´ı se ma´ hledat za-
vadeˇcˇ operacˇn´ıho syste´mu. Podrobnosti k nastaven´ı jsou v tabulce 1.1. Vsˇechny
elementy jsou uvnitrˇ tagu <os>.
. . .
<os>
<type arch=’i686’ machine=’pc -0.12’>hvm</type>
<boot dev=’hd’/>
<boot dev=’cdrom’/>
<bootmenu enable=’no’/>
</os>
. . .
• Host bootloader – Hypervisor prova´deˇj´ıc´ı paravirtualizaci obvykle neemu-
luje BIOS, namı´sto toho se pro zaha´jen´ı startu syste´mu pouzˇije pseudo-boot-
loader, ktery´ zajist´ı vy´beˇr ja´dra a zapocˇet´ı startu syste´mu. Mozˇnosti konfigu-
race jsou v tabulce 1.2.
. . .
<bootloader >/usr/bin/pygrub </bootloader >
<bootloader_args >--append single </bootloader_args >
. . .
• Direct kernel boot (prˇ´ımy´ boot ja´dra) – Tato mozˇnost je obvykle prˇ´ıstupna´
pro para i plneˇ virtualizovane´ hosty. V konfiguraci dome´ny je nastavena cesta
k ja´dru operacˇn´ıho syste´mu, ktere´ ma´ by´t zavedeno. Tento zp˚usob umozˇnˇuje
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prˇedat parametry ja´dra startuj´ıc´ımu syste´mu, cozˇ mu˚zˇe by´t v mnoha prˇ´ıpadech
uzˇitecˇne´, naprˇ´ıklad pro nastartova´n´ı automaticke´ instalace. Vsˇechny potrˇebne´
elementy jsou uvedeny v tabulce 1.3. Stejneˇ jako v prvn´ım prˇ´ıpadeˇ i zde jsou
vsˇechny elementy uvnitrˇ tagu <os>.
. . .
<os>
<type>hvm</type>
<loader >/usr/lib/xen/boot/hvmloader </loader >
<kernel >/root/f8 -i386 -vmlinuz </kernel >
<initrd >/root/f8 -i386 -initrd </initrd >
<cmdline >console=ttyS0 ks=http:// example.com/f8 -←↩
i386/os/</cmdline >
</os>
. . .
<type> Obsah elementu <type> specifikuje typ bootovane´ho
operacˇn´ıho syste´mu.
- hvm Operacˇn´ı syste´m je urcˇen pro beˇh na fyzicke´m stroji
(tedy nen´ı nijak upraven pro beˇh ve virua´ln´ım prostrˇed´ı).
- linux (sˇpatneˇ pojmenova´no!) oznacˇuje operacˇn´ı syste´m
podporuj´ıc´ı Xen 3 hypervisor guest ABI.
Element da´le obsahuje dva dalˇs´ı volitelne´ atributy arch (archi-
tektura CPU) a machine (typ stroje)
<loader> Volitelny´ element ukazuje na firmware prˇisp´ıvaj´ıc´ı k vytva´rˇen´ı
dome´ny (v tuto chv´ıli potrˇebny´ pouze pro plnou virtualizaci
s vyuzˇit´ım Xenu).
<boot> Urcˇuje me´dium na ktere´m se ma´ hledat zavadeˇcˇ syste´mu.
Element <boot> mu˚zˇe by´t pouzˇit v´ıcekra´t pro urcˇen´ı v´ıce
me´di´ı v urcˇite´m porˇad´ı. Mu˚zˇe obsahovat jednu z na´sleduj´ıc´ıch
mozˇnost´ı: fd, hd, cdrom nebo network.
<bootmenu> Volitelny´ element urcˇuj´ıc´ı atributem enable zda se ma´ zobrazit
interaktivn´ı menu pro vy´beˇr bootovac´ıho me´dia.
Tab. 1.1: Elementy pro nastaven´ı startu syste´mu za pomoci BIOS bootloaderu
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<bootloader> U´plna´ cesta ke spustitelne´mu bootloaderu, ktery´ ma´ na
starosti vy´beˇr ja´dra pro boot.
<bootloader args> Volitelny´ element pro prˇida´n´ı parametr˚u bootloaderu.
Tab. 1.2: Elementy pro nastaven´ı startu syste´mu za pomoci pseudo-bootloaderu
<type> stejne´ jako v prˇ´ıpadeˇ BIOS bootloaderu
<loader> stejne´ jako v prˇ´ıpadeˇ BIOS bootloaderu
<kernel> u´plna´ cesta k obrazu ja´dra hostovane´ho syste´mu
<initrd> volitelny´ element obsahuj´ıc´ı u´plnou cestu k obrazu ramdisku
<cmdline> parametry prˇedane´ ja´dru hostovane´mu syste´mu
Tab. 1.3: Elementy pro nastaven´ı startu syste´mu za pomoci direct kernel boot
Za´kladn´ı prostrˇedky
Po urcˇen´ı zp˚usobu startova´n´ı operacˇn´ıho syste´mu je potrˇeba nastavit za´kladn´ı para-
metry virtua´ln´ıho stroje jako je pameˇt’ (maxima´ln´ı a aktua´ln´ı) cˇi pocˇet virtua´ln´ıch
procesor˚u.
memory Maxima´ln´ı velikost alokovane´ pameˇti prˇi startu pocˇ´ıtacˇe. Jednotkou za-
dane´ hodnoty jsou kilobyty.
currentMemory Aktua´ln´ı velikost alokovane´ pameˇti, mus´ı by´t mensˇ´ı nebo rovna
maxima´ln´ı velikosti pameˇti. Pokud nen´ı uvedeno, pouzˇije se stejna´ hodnota jako
u <memory>.
vcpu Element <vcpu> definuje pocˇet virtua´ln´ıch procesor˚u. Minima´ln´ı hodnota
je 1. Maxima´ln´ı hodnota za´vis´ı na konkre´tn´ım hypervisoru. Volitelny´m atributem
tohoto elementu je cpuset obsahuj´ıc´ı cˇa´rkami oddeˇleny´ seznam cˇ´ısel fyzicky´ch pro-
cesor˚u, ktere´ mohou by´t prˇiˇrazeny k virtua´ln´ımu stroji.
libvirt v te´to cˇa´sti nab´ız´ı jesˇteˇ neˇkolik dalˇs´ıch element˚u umozˇnˇuj´ıc´ıch urcˇen´ı
neˇktery´ch dalˇs´ıch parametr˚u pro pra´ci s pameˇt´ı a swapem.
. . .
<memory >524288 </memory >
<currentMemory >524288 </currentMemory >
<vcpu>1</vcpu>
. . .
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Model CPU
Volitelne´ pozˇadavky na procesor mohou by´t definova´ny prostrˇednictv´ım na´sleduj´ıc´ıch
element˚u:<cpu> (<minimum>,<exact>,<strict>),<model>,<vendor>,<to-
pology> a <feature> (<force>, <require>, <optional>, <disable>, <for-
bid>). Konkre´tn´ı vy´znam a pouzˇit´ı je mozˇno nale´zt v dokumentaci.[10]
Kontrola zˇivotn´ıho cyklu virtua´ln´ıho stroje
Pro zmeˇnu vy´choz´ıho chova´n´ı prˇi vypnut´ı, restartova´n´ı cˇi havarova´n´ı virtua´ln´ıho
stroje mu˚zˇeme pozˇadovanou akci definovat neˇktery´m z na´sleduj´ıc´ıch element˚u:<on -
poweroff>, <on reboot> a <on crash>. Kazˇdy´ z uvedeny´ch element˚u mu˚zˇe ob-
sahovat jednu z na´sleduj´ıc´ıch akc´ı:
• destroy – dome´na je kompletneˇ ukoncˇena a vsˇechny zdroje jsou uvolneˇny,
• restart – dome´na je ukoncˇena a po te´ nastartova´na se stejnou konfigurac´ı,
• preserve – dome´na je kompletneˇ ukoncˇena, jej´ı zdroje jsou uchova´ny pro
analy´zu,
• rename-restart – dome´na je ukoncˇena a po te´ nastartova´na s novy´m jme´nem.
<on crash> podporuje jesˇteˇ tyto dalˇs´ı akce:
• coredump-destroy – ja´dro havarovane´ dome´ny je ulozˇeno a po te´ je dome´na
kompletneˇ ukoncˇena a vsˇechny zdroje uvolneˇny,
• coredump-restart – ja´dro havarovane´ dome´ny je ulozˇeno a po te´ je restar-
tova´na se stejnou konfigurac´ı.
Vlastnosti hypervisora
Neˇktere´ dalˇs´ı vlastnosti mohou by´t hypervisorem zprˇ´ıstupneˇny hostovane´mu syste´mu.
Seznam povoleny´ch vlastnost´ı se uva´d´ı jako samostatne´ elementy uvnitrˇ elementu
<features>. Mozˇnosti jsou na´sleduj´ıc´ı:
<pae> rozsˇ´ıˇren´ı fyzicke´ho adresova´n´ı pameˇti umozˇnˇuje 32-bit host˚um adresovat
v´ıce nezˇ 4 GB pameˇti.
<acpi> je uzˇitecˇne´ pro spra´vu napa´jen´ı.
<apic> pokrocˇily´ programovatelny´ kontrole´r prˇerusˇen´ı.
. . .
<features >
<acpi/>
<apic/>
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<pae/>
</features >
. . .
Pra´ce s cˇasem
Hodiny virtua´ln´ıho stroje jsou obvykle rˇ´ızeny hostitelsky´mi hodinami. Veˇtsˇina operacˇ-
n´ıch syste´mu˚ prˇedpokla´da´, zˇe jsou hardwarove´ hodiny serˇ´ızeny na tzv. Coordinated
Universal Time – koordinovany´ sveˇtovy´ cˇas (UTC). V neˇktery´ch prˇ´ıpadech je vsˇak
toto chova´n´ı potrˇeba zmeˇnit (naprˇ´ıklad syste´my Windows prˇedpokla´daj´ı zˇe hard-
warove´ hodiny uda´vaj´ı loka´ln´ı cˇas). Toto nastaven´ı je mozˇne´ prove´st v elementu
<clock> atributem offset. Mozˇne´ hodnoty kromeˇ utc a localtime jsou timezone
a variable. Posledn´ı dva zmı´neˇne´ parametry vyzˇaduj´ı dalˇs´ı nastaven´ı patrˇicˇny´mi
atributy.[10]
. . .
<clock offset=’utc’/>
. . .
Zarˇ´ızen´ı
Posledn´ı cˇa´st XML prˇedpisu dome´ny tvorˇ´ı specifikace jednotlivy´ch zarˇ´ızen´ı jako jsou
datova´ u´lozˇiˇsteˇ, s´ıt’ove´ karty, dalˇs´ı USB cˇi PCI zarˇ´ızen´ı, graficke´ adapte´ry a podobneˇ.
Vsˇechny specifikace zarˇ´ızen´ı jsou zabaleny v elementu <devices>.
emulator Element <emulator> obsahuje u´plnou cestu k emula´toru zarˇ´ızen´ı.
. . .
<devices >
<emulator >/usr/bin/kvm</emulator >
. . .
disk Vesˇkera´ datova´ u´lozˇiˇsteˇ jako jsou pevne´ disky, CD cˇi DVD se specifikuj´ı
pomoc´ı element <disk>. Du˚lezˇity´m atributem elementu <disk> je type, ktery´
mu˚zˇe naby´vat hodnot file nebo block. Tato hodnota urcˇuje, zda je zdrojem soubor
nebo blokove´ zarˇ´ızen´ı.
Volitelny´m atributem je device, ktery´ urcˇuje, jaky´m zp˚usobem bude disk prˇed-
staven hostovane´mu operacˇn´ımu syste´mu. Mozˇne´ hodnoty jsou floppy, disk a cdrom.
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Vsˇechny pouzˇitelne´ elementy uvnitrˇ <disk> jsou uvedeny v tabulce 1.4.
. . .
<disk type=’file’ device=’disk’>
<driver name=’qemu’/>
<source file=’/media/kvm/disk.raw’/>
<target dev=’vda’ bus=’virtio ’/>
</disk>
<disk type=’file’ device=’cdrom’>
<driver name=’qemu’/>
<source file=’/media/data/Debian/debian -506-i386 -←↩
netinst.iso’/>
<target dev=’hdc’ bus=’ide’/>
<readonly/>
</disk>
. . .
input Jako vstupn´ı zarˇ´ızen´ı je mozˇne´ atributem type definovat mysˇ (mouse), nebo
tablet (tablet). Pokud je povolen framebuffer, je vstupn´ı zarˇ´ızen´ı automaticky
prˇiˇrazeno – pomoc´ı <input> je mozˇno specifikovat dalˇs´ı. Volitelny´m atributem
bus lze upravit zp˚usob
”
prˇipojen´ı“ zarˇ´ızen´ı. Mozˇne´ hodnoty jsou xen, ps2 a usb.
interface Mozˇnosti nastaven´ı s´ıteˇ s pomoc´ı libvirtu jsou velike´. Samotne´ kon-
figuraci s´ıteˇ (konfiguracˇn´ımu XML pro s´ıt’) se bude veˇnovat samostatna´ cˇa´st to-
hoto textu. Zde pouze prˇedstav´ım trˇi za´kladn´ı mozˇnosti, ktere´ se prˇi zapojova´n´ı
virtua´ln´ıch stroj˚u do s´ıteˇ nab´ızej´ı. Dalˇs´ı mozˇnosti jako je naprˇ´ıklad i propojen´ı v´ıce
virtua´ln´ıch s´ıt´ı jsou popsa´ny v dokumentaci[10].
• Virtual network (virtua´ln´ı s´ıt’) – Poskytuje virtua´ln´ı s´ıt’ postavenou kolem
s´ıt’ove´ho mostu hostuj´ıc´ıho syste´mu. Takova´to s´ıt’ mu˚zˇe by´t kompletneˇ izo-
lova´na, nebo mu˚zˇe by´t spojena s okol´ım prostrˇednictv´ım Network Address
Translation – prˇeklad s´ıt’ovy´ch adres (NAT). Je zajiˇsteˇna sluzˇba DHCP a DNS
serveru. Nastaven´ı parametr˚u s´ıteˇ (jako jsou rozsahy prˇideˇlovany´ch adres a po-
dobneˇ) je mozˇne´ upravit prostrˇednictv´ım XML souboru pro definici virtua´ln´ı
s´ıteˇ. Tento zp˚usob s´ıt’ova´n´ı bude vyuzˇit v navrhovane´m rˇesˇen´ı.
. . .
<interface type=’network ’>
<source network=’ninthlama ’/>
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<mac address=’52 :54:00:3f:27:e9 ’/>
<model type=’virtio ’/>
</interface >
. . .
<source> Obsahuje u´plnou cestu k:
• Pro typ file – atribut file obsahuje u´plnou cestu
k souboru obsahuj´ıc´ıho disk.
• Pro typ block – atribut dev obsahuje u´plnou cestu
k blokove´mu zarˇ´ızen´ı hostuj´ıc´ıho syste´mu slouzˇ´ıc´ıho
jako disk virtua´ln´ıho stroje.
<target> kontroluje sbeˇrnici / zarˇ´ızen´ı, pod ktery´m je disk zprˇ´ıstupneˇn
hostovane´mu OS.
• Atribut dev urcˇuje logicky´ na´zev disku.
• Volitelny´ atribut bus specifikuje typ sbeˇrnice, na kterou
je disk prˇipojen. Mozˇne´ hodnoty jsou ide, scsi, virtio,
xen or usb. Pokud nen´ı atribut bus uveden, je zvolen
odpov´ıdaj´ıc´ı podle parametru deb (naprˇ´ıklad pro hda
bude bus zvolen ide).
<driver> Umozˇnˇuje zvolen´ı (pokud to hypervisor podporuje)
konkre´tn´ıho ovladacˇe.
• Atribut name uda´va´ jme´no ovladacˇe (naprˇ.: qemu).
• Volitelny´ atribut type specifikuje podtyp.
• Volitelny´ atribut cache upravuje nastaven´ı cache
(mozˇne´ volby: default, none, writethrough,
writeback).
<encryption> Pokud je prˇ´ıtomny´, specifikuje, jak je svazek sˇifrova´n.[11]
<shareable> Prˇ´ıtomnost tohoto elementu indikuje, zˇe zarˇ´ızen´ı je sd´ıleno
mezi v´ıce dome´nami (mus´ı by´t podporova´no hypervisorem
a OS).
<serial> Volitelneˇ specifikuje se´riove´ cˇ´ıslo virtua´ln´ıho pevne´ho disku.
<readonly> Urcˇuje, zˇe prˇipojeny´ disk je pouze pro cˇten´ı (naprˇ´ıklad obraz
disku CD).
Tab. 1.4: Elementy pro definici disku.
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• Bridge to LAN (most do LAN) – Tato mozˇnost vytvorˇ´ı s´ıt’ovy´ most mezi
s´ıt’ovy´m rozhran´ım virtua´ln´ıho stroje a fyzicky´m rozhran´ım hostitele. Vsˇechny
s´ıt’ove´ parametry (sluzˇby DHCP a DNS serveru, atd.) jsou za´visle´ na okoln´ı s´ıti.
Virtua´ln´ı stroj se chova´, jako by byl fyzicky prˇipojen do loka´ln´ı s´ıteˇ hostitele.
. . .
<interface type=’bridge ’>
<source bridge=’br0’/>
<target dev=’vnet1’/>
<mac address="52 :54:00:3f:27:e9"/>
</interface >
. . .
• Generic ethernet connection (obecne´ prˇipojen´ı) – Prˇedstavuje nejflexi-
bilneˇjˇs´ı zp˚usob prˇipojen´ı dome´ny do s´ıteˇ, nebot’ prostrˇednictv´ım libvirtu je
pouze vytvorˇeno virtua´ln´ı s´ıt’ove´ rozhran´ı a na´sledneˇ spusˇteˇn uzˇivatelsky de-
finovany´ skript, ktery´ ma´ za u´kol prove´st prˇipojen´ı virtua´ln´ıho syste´mu do
s´ıteˇ.
. . .
<interface type=’ethernet ’>
<target dev=’vnet2’/>
<script path=’/etc/qemu -ifup -mynet’/>
</interface >
. . .
video Element <video> je rodicˇovsky´ prvek pro nastaven´ı vlastnost´ı graficke´ho
zarˇ´ızen´ı. Toto nastaven´ı se prova´d´ı pomoc´ı atribut˚u elementu <model>. Povinny´
atribut type prˇeb´ıra´ jeden z na´sleduj´ıc´ıch typ˚u graficke´ho adapte´ru (mozˇnosti jsou
za´visle´ na mozˇnostech konkre´tn´ıho hypervisora): vga, cirrus, vmvga, qxl, xen nebo
vbox.
. . .
<video>
<model type=’vga’ vram=’8192’ heads=’1’ />
</video>
. . .
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graphics Graficky´ prˇ´ıstup k virtua´ln´ımu stroji je mozˇny´ neˇkolika r˚uzny´mi zp˚usoby.
Kazˇdy´ z nich se nastavuje prostrˇednictv´ım elementu <graphics> a urcˇuje po-
vinny´m atributem type. Trˇi z mozˇny´ch typ˚u graficke´ho prˇ´ıstupu jsou na´sleduj´ıc´ı:
• sdl – Typ sdl zobraz´ı v hostuj´ıc´ım syste´mu okno virtua´ln´ıho stroje. Mu˚zˇe
prˇeb´ırat neˇktere´ z na´sleduj´ıc´ıch trˇech atribut˚u: display – cˇ´ıslo displeje, na
ktere´m se ma´ okno zobrazit, xauth – oveˇrˇovac´ı identifika´tor a fullscreen –
prˇeb´ıraj´ıc´ı hodnoty yes nebo no.
. . .
<graphics type=’sdl’ display=’:0.0’/>
. . .
• vnc – Nastartuje Virtual Network Computing (VNC) server naslouchaj´ıc´ı na
IP adrese zadane´ pomoc´ı listen a portu zadane´m pomoc´ı port.
. . .
<graphics type=’vnc’ port=’5904’/>
. . .
Vy´znam dalˇs´ıch atribut˚u je uveden v tabulce 1.5.
• rdp – Nastartuje Remote Desktop Protocol (RDP) server. Atribut port ma´
stejny´ vy´znam jako v prˇ´ıpadeˇ vnc.
. . .
<graphics type=’rdp’ autoport=’yes’ />
. . .
listen IP adresa, na ktere´ ma´ server naslouchat.
port Port, na ktere´m ma´ VNC server naslouchat. Je-li port
nastaven na -1 nebo atribut autoport na yes, bude port
zvolen automaticky.
passwd Heslo pro prˇipojen´ı k serveru (vlozˇeno jako cˇisty´ text).
keymap Specifikace kla´vesove´ mapy.
passwdValidTo Urcˇen´ı doby platnosti hesla (nemus´ı by´t dostupne´ na vsˇech
hypervisorech).
Tab. 1.5: Atributy pro nastaven´ı prˇ´ıstupu prˇes VNC.
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1.4.2 Disky
Pro pra´ci s virtua´ln´ımi disky jsou v libvirtu urcˇeny dva XML prˇedpisy. Prvn´ı se
stara´ o u´lozˇiˇsteˇ pevny´ch disk˚u (storage pool), druhy´ pak popisuje konkre´tn´ı disk
(storage volume).
Storage pool XML
Storage pool XML definuje jaky´si kontejner, u´lozˇiˇsteˇ neˇkolika pevny´ch disk˚u. Fyzicky
mu˚zˇe by´t prˇedstavova´no konkre´tn´ım adresa´rˇem, diskovy´m odd´ılem nebo neˇkterou
z dalˇs´ıch mozˇnost´ı. Korˇenovy´ element je <pool> s povinny´m atributem type uda´-
vaj´ıc´ım typ u´lozˇiˇsteˇ (dir, fs, netfs, disk, iscsi, logical).
Elementy <name> a <uuid> jsou totozˇne´ s XML pro dome´nu. Na´sleduj´ıc´ı ele-
menty <allocation>, <capacity> a <available> jsou pouze informativn´ı a prˇi
vytva´rˇen´ı se nepouzˇ´ıvaj´ı. Du˚lezˇitou cˇa´st´ı je <target>, kde je za pomoci <path>
uvedena cesta k u´lozˇiˇsti. Je zde take´ mozˇno nastavit vy´choz´ı opra´vneˇn´ı k vytva´rˇeny´m
soubor˚um (disk˚um) pomoc´ı <permissions>.
<pool type="dir">
<name>ninthlama </name>
<uuid>76179634 -4d47 -4dd9 -9f08 -30 aa9b720aea </uuid>
<target >
<path>/home/ninthlama/data/storage_pool </path>
</target >
</pool>
Storage volume XML
Jednotlive´ disky jsou konkre´tneˇ definova´ny pomoc´ı Storage volume XML. Element
<name> urcˇuje na´zev virtua´ln´ıho disku (je za´rovenˇ na´zvem souboru). Kapacita disku
je urcˇena elementem <capacity> v bytech, prˇ´ıpadneˇ v jednotka´ch specifikovany´ch
atributem unit (K – kilobyty, M – megabyty, G – gigabity,. . . ).
Element <target> poskytuje cestu k souboru s diskem (<path> – pouze pro
cˇten´ı), mozˇnost specifikace forma´tu disku (atribut type elementu <format>) a na-
staven´ı pra´v k souboru.
<volume >
<name>test.raw</name>
<capacity unit="M">1500</capacity >
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<target >
<format type=’raw’/>
</target >
</volume >
1.4.3 S´ıt’
S pomoc´ı libvirtu je mozˇne´ nastavovat velke´ mnozˇstv´ı parametr˚u virtua´ln´ıch s´ıt´ı. Do
teˇchto s´ıt´ı lze posle´ze prˇipojovat jednotlive´ dome´ny. Korˇenovy´m elementem definice
s´ıteˇ je <network>, ktery´ neobsahuje zˇa´dne´ atributy.
Za´kladn´ı metadata
Obdobneˇ jako v prˇ´ıpadeˇ XML jsou pro dome´nu prvn´ı dva elementy <name> a<uuid>.
Prvn´ı definuje jme´no s´ıteˇ a mu˚zˇe obsahovat pouze alfa-numericke´ znaky. Element
<uuid> pak obsahuje globa´ln´ı identifika´tor podle RFC 4122[22].
<network >
<name>ninthlama </name>
<uuid>f4cbd04e -2040 -8c3d -f87f -af2716d3b10a </uuid>
. . .
Prˇipojen´ı
V te´to cˇa´sti jsou k disposici trˇi elementy upravuj´ıc´ı parametry prˇipojen´ı virtua´ln´ı
s´ıteˇ k okol´ı.
forward Element <forward> urcˇuje zp˚usob prˇipojen´ı virtua´ln´ı s´ıteˇ k vneˇjˇs´ı s´ıti.
Atribut mode urcˇuje, zda bude prova´deˇn prˇeklad adres (nat), cˇi zda bude pro-
voz do virtua´ln´ı s´ıteˇ smeˇrova´n bez prˇekladu adres (route) – v tomto prˇ´ıpadeˇ se
prˇedpokla´da´, zˇe server v loka´ln´ı s´ıti ma´ odpov´ıdaj´ıc´ı za´znamy ve smeˇrovac´ı tabulce.
Volitelny´ atribut dev specifikuje rozhran´ı, ktere´mu je prˇeda´va´n provoz. Pokud nen´ı
uveden, je prˇeklad adres prova´deˇn na vsˇechna prˇ´ıtomna´ rozhran´ı.
bridge Tag <bridge> urcˇuje na´zev (atributem name) s´ıt’ove´ho mostu, nad ktery´m
je postavena virtua´ln´ı s´ıt’. Je doporucˇeno pouzˇ´ıvat jme´na s prefixem vir. Na´zev
virtbr0 je vsˇak rezervova´n pro
”
defaultn´ı“ virtua´ln´ı s´ıt’. Atribut stp urcˇuje hodno-
tami on nebo off zapnut´ı nebo vypnut´ı Spanning Tree Protocolu (protokol linkove´
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vrstvy zamezuj´ıc´ı vznika´n´ı smycˇek v prˇemosteˇny´ch s´ıt´ıch). Atribut delay nastavuje
hodnotu zpozˇdeˇn´ı v sekunda´ch.
domain Atributem name elementu <domain> mu˚zˇeme definovat na´zev dome´ny
DHCP serveru.
. . .
<forward mode=’nat’/>
<bridge name=’virbr1 ’ stp=’on’ delay=’0’ />
. . .
Adresova´n´ı
Posledn´ı cˇa´st uzavrˇena´ v elementu <ip> urcˇuje zp˚usob adresova´n´ı ve virtua´ln´ı s´ıti.
Samotny´ element <ip> ma´ dva atributy address a netmask urcˇuj´ıc´ı IPv4 adresu
a masku s´ıt’ove´ho mostu.
tftp Volitelny´ <tftp> slouzˇ´ı k nastaven´ı tftp serveru. Jediny´m povinny´m atribu-
tem je root urcˇuj´ıc´ı korˇenovy´ adresa´rˇ dostupny´ prˇes TFTP.
dhcp Nastaven´ı DHCP serveru umozˇnˇuje tag <dhcp>, jenzˇ je rodicˇem pro na´sle-
duj´ıc´ı elementy:
• range – Specifikace rozsahu automaticky prˇideˇlovany´ch adres je mozˇna´ d´ıky
elementu <range> a jeho atribut˚u start a end.
• host – Pro staticke´ prˇiˇrazen´ı IP adresy konkre´tn´ı dome´neˇ podle MAC adresy
je pouzˇit element <host> s atributy mac (MAC adresa virtua´ln´ıho stroje),
name (jme´no pro DNS server) a ip specifikuj´ıc´ı IP adresu.
• bootp – Volitelny´ element <bootp> umozˇnˇuje nastaven´ı cesty k obrazu pro
start ze s´ıteˇ (atribut file) a prˇ´ıpadneˇ adresu tftp serveru atributem server
(defaultneˇ se prˇedpokla´da´ tftp server na stejne´ adrese jako DHCP server).
. . .
<ip address=’192.168.200.1 ’ netmask=’255.255.255.0 ’>
<dhcp>
<range start=’192.168.200.100 ’ end=’192.168.200.200 ’ />
<host mac=’52 :54:00:3f:27:ee ’ name=’server ’ ip=’←↩
192.168.200.2 ’ />
<host mac=’52 :54:00:3f:27:e9 ’ name=’testkvm ’ ip=’←↩
192.168.200.10 ’ />
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</dhcp>
</ip>
</network >
V prˇedchoz´ı cˇa´sti nejsou popsa´ny vsˇechny elementy a atributy definuj´ıc´ı XML pro
dome´nu, disk nebo virtua´ln´ı s´ıt’. Snazˇil jsem se uve´st pouze ty ktere´ jsou vy´znamne´
pro tuto pra´ci, blizˇsˇ´ı specifikaci lze nale´zt v dokumentaci [10], odkud byly poznatky
cˇerpa´ny.
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2 AUTOMATICKA´ INSTALACE OS
Pla´novane´ nasazen´ı virtua´ln´ıch stroj˚u v ra´mci vy´uky prˇedpokla´da´ vytvorˇen´ı na´razoveˇ
(na zacˇa´tku semestru) velke´ho mnozˇstv´ı virtua´ln´ıch stroj˚u vcˇetneˇ nainstalovane´ho
operacˇn´ıho syste´mu. Pro automatickou instalaci operacˇn´ıho syste´mu Linux jsou
dostupne´ r˚uzne´ na´stroje. Veˇtsˇinou by´vaj´ı urcˇene´ pro konkre´tn´ı typ distribuce/in-
stala´toru. Nejzna´meˇjˇs´ı je kickstart pro distribuce vycha´zej´ıc´ı z RedHatu. Podobnou
funkci nab´ız´ı te´zˇ instala´tor distribuce Debian. Linuxova´ distribuce SUSE nab´ız´ı au-
tomaticky´ instalacˇn´ı na´stroj AutoYaST1.[9]
Zaj´ımavy´m projektem je te´zˇ FAI (Fully Automatic Installation)2, ktery´ se da´
pouzˇ´ıt pro r˚uzne´ distribuce, je vsˇak prima´rneˇ urcˇen pro Debian. Mozˇnosti FAI jsou
velike´ a prˇina´sˇ´ı znacˇne´ zjednodusˇen´ı prˇi spra´veˇ veˇtsˇ´ıho mnozˇstv´ı pocˇ´ıtacˇ˚u. Dobrˇe si
porad´ı s r˚uznorody´m prostrˇed´ım a r˚uzny´m urcˇen´ım jednotlivy´ch pocˇ´ıtacˇ˚u. Pro nasˇe
u´cˇely jde vsˇak o zbytecˇneˇ komplikovany´ na´stroj.
2.1 Kop´ırova´n´ı virtua´ln´ıch stroj˚u
Samotna´ instalace jednoho stroje vsˇak take´ zabere urcˇity´ cˇas a jelikozˇ pobeˇzˇ´ı vsˇechny
virtua´ln´ı stroje na jednom serveru, nen´ı vhodne´ instalovat vsˇechny na jednou. V na-
sˇem prˇ´ıpadeˇ mu˚zˇeme vyuzˇ´ıt faktu, zˇe budou vsˇechny instalovane´ syste´my v podstateˇ
totozˇne´. Virtua´ln´ı disk instalovane´ho stroje mu˚zˇe by´t prˇedstavova´n obycˇejny´m sou-
borem, ktery´ je mozˇno zkop´ırovat a vytvorˇit tak libovolny´ pocˇet kopi´ı. Jednotlive´
kopie lze pak prˇipojit jako samostatne´ disky k jednotlivy´m virtua´ln´ım stroj˚um.
Jediny´ prozat´ım zjiˇsteˇny´ proble´m, ktery´ se vyskytuje na neˇktery´ch distribuc´ıch
v prˇ´ıpadeˇ naklonova´n´ı pevne´ho disku, je zmeˇna na´zvu s´ıt’ove´ karty. Na´zev s´ıt’ove´
karty by´va´ v neˇktery´ch prˇ´ıpadech prˇiˇrazova´n podle MAC adresy (aby v prˇ´ıpadeˇ
existence dvou a v´ıce s´ıt’ovy´ch karet v syste´mu nedocha´zelo prˇi kazˇde´m startu
k na´hodne´mu prohazova´n´ı jmen). V prˇ´ıpadeˇ naklonova´n´ı virtua´ln´ıho stroje se na´m
vsˇak MAC adresa mus´ı zmeˇnit a t´ım dojde k prˇejmenova´n´ı s´ıt’ove´ karty naprˇ. z eth0
na eth1 (prˇedpokla´da´m jednu s´ıt’ovou kartu v syste´mu). Rˇesˇen´ı spocˇ´ıva´ ve smaza´n´ı
za´znamu prˇiˇrazuj´ıc´ımu na´zev eth0 MAC adrese p˚uvodn´ıho stroje.
O spra´vu zarˇ´ızen´ı se ve veˇtsˇineˇ linuxovy´ch distribuc´ı stara´ udev, ktery´ hleda´
za´znamy o pravidlech v souborech v adresa´rˇi /etc/udev/rules.d/. V prˇ´ıpadeˇ dis-
tribuce Debian se jedna´ o soubor 70-persistent-net.rules, v ostatn´ıch distri-
1<http://www.suse.com/∼ug/autoyast doc/index.html>
2<http://fai-project.org/>
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buc´ıch se mu˚zˇe soubor jmenovat jinak. Obsahem souboru jsou za´znamy podobne´
tomuto:
SUBSYSTEM =="net", ACTION =="add", DRIVERS =="?*" , ←↩
ATTR{address }=="52:54:00:3f:27:ee", ←↩
ATTR{dev_id }=="0x0", ATTR{type }=="1" , KERNEL ==" eth*", ←↩
NAME="eth0"
Pokud tyto rˇa´dky smazˇeme, dojde prˇi startu syste´mu k nove´mu pojmenova´n´ı s´ıt’ovy´ch
zarˇ´ızen´ı, jelikozˇ jizˇ nen´ı blokova´n na´zev eth0 prˇedcha´zej´ıc´ım za´znamem, bude prˇiˇrazen
prvn´ı s´ıt’ove´ karteˇ v syste´mu.
Tuto zmeˇnu je mozˇne´ udeˇlat dodatecˇneˇ na kazˇde´m zkop´ırovane´m stroji nebo ji
prove´st jednou teˇsneˇ prˇed zkop´ırova´n´ım na vy´choz´ım virtua´ln´ım stroji.
2.2 KickStart
Syste´m KickStart je prostrˇedek pro zautomatizova´n´ı instalace linuxovy´ch distri-
buc´ı vycha´zej´ıc´ıch z RedHatu (RedHat Enterprise Linux, Fedora, CentOS). Snaha
o urcˇitou kompatibilitu s konfiguracˇn´ım souborem KickStartu je i v distribuci Ubuntu.
Konfiguracˇn´ı soubor pro KickStart v podstateˇ obsahuje odpoveˇdi na dotazy polozˇene´
v pr˚ubeˇhu instalace instalacˇn´ım programem Anaconda.
Cesta k tomuto souboru je na´sledneˇ prˇeda´na startuj´ıc´ımu syste´mu jako para-
metr ja´dra naprˇ.: ks=http://192.168.222.121/ks.cfg pro soubor umı´steˇny´ na
webove´m serveru. Nechceme-li nebo nemu˚zˇeme-li zapisovat tento parametr rucˇneˇ prˇi
startu instalace, je mozˇne´ jej prˇedat prostrˇednictv´ım DHCP. V prˇ´ıpadeˇ instalace na
virtua´ln´ım stroji mu˚zˇeme te´zˇ s vy´hodou vyuzˇ´ıt tzv. direct kernel boot, tedy prˇ´ımy´
start ja´dra popsany´ v cˇa´sti 1.4.1. Dı´ky tomu ma´me mozˇnost automaticky prˇedat
ja´dru startuj´ıc´ıho syste´mu potrˇebne´ parametry a cela´ instalace mu˚zˇe probeˇhnout
bez za´sahu uzˇivatele (a nen´ı nutne´ upravovat nastaven´ı DHCP serveru).
Instalacˇn´ı obrazy mohou by´t ulozˇeny v datove´m u´lozˇiˇsti hostuj´ıc´ıho pocˇ´ıtacˇe
nebo prˇipojeny pomoc´ı protokolu Network File System – protokol pro prˇipojova´n´ı
s´ıt’ovy´ch disk˚u (NFS) ze vzda´lene´ho serveru. Pro instalaci bal´ıcˇk˚u je vhodne´ vy-
tvorˇit loka´ln´ı zrcadlo na mı´stn´ı s´ıti. Nebude tak docha´zet ke zbytecˇne´mu zateˇzˇova´n´ı
oficia´ln´ıch server˚u a prˇipojen´ı k internetu.[17]
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2.2.1 Konfiguracˇn´ı soubor pro KickStart
Konfiguracˇn´ı soubor pro KickStart je obycˇejny´ textovy´ soubor s posloupnost´ı prˇ´ıkaz˚u
ovlivnˇuj´ıc´ıch prob´ıhaj´ıc´ı instalaci. Je mozˇne´ takovy´to soubor vytvorˇit rucˇneˇ, jed-
nodusˇsˇ´ı je vsˇak vyuzˇ´ıt mozˇnosti specia´ln´ıho programu system-config-kickstart
nebo jej z´ıskat z nainstalovane´ho syste´mu. V cˇerstveˇ nainstalovane´m syste´mu je
ulozˇen na adrese /root/anaconda-ks.cfg. Z´ıskany´ soubor je na´sledneˇ mozˇne´ upra-
vit podle vlastn´ıch potrˇeb.
Prvn´ı cˇa´st souboru obsahuje odpoveˇdi na ota´zky instala´toru: jazyk, rozlozˇen´ı
kla´vesnice, nastaven´ı s´ıteˇ, heslo pro uzˇivatele root, cˇasova´ zo´na, rozlozˇen´ı disk˚u
a dalˇs´ı. V druhe´ cˇa´sti souboru jsou vypsa´ny instalovane´ sekce bal´ıcˇk˚u cˇi konkre´tn´ı
bal´ıcˇky.[4]
# Instalace syst e´mu (mu zˇe by´t upgrade)
install
# Instalace bude prob ı´hat v textov e´m re zˇimu
text
# Adresa pro zı´sk a´nı´ instala cˇnı´ch soubor u˚
# (mu˚ zˇe by´t cdrom pro instalaci z_CD)
url --url http :// mirror.centos.org/centos /5.6/os/i386
# Jazyk
lang cs_CZ.UTF -8
# Rozlo zˇen ı´ kl a´ vesnice
keyboard cz-us-qwertz
# Nastaven ı´ sı´t’ove karty eth0 (nastaven ı´ z DHCP serveru)
network --device eth0 --bootproto dhcp
# Root heslo (posledn ı´ znak dolaru na rˇ a´ dek nepat rˇ ı´)
rootpw --iscrypted $1$MDAHekLS$uDBwerX5KxoWERGR.mgsK1$
# Firewall
firewall --enabled --port =22: tcp
# Zp u˚sob ukl a´da´nı´ hesel
authconfig --enableshadow --enablemd5
# Cˇasov e´ pa´smo
timezone --utc Europe/Prague
# Um ı´st eˇnı´ zavad eˇ cˇe syst e´mu
bootloader --location=mbr --driveorder=vda
# Smaz a´nı´ vsˇech diskov y´ch odd ı´lu˚
clearpart --all --initlabel
# Vytvo rˇen ı´ odd ı´lu pro swap
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part swap --size 128
# Vytvo rˇen ı´ syst e´mov e´ho odd ı´lu
part / --size 500 --grow
# Instalovan e´ bal ı´ cˇky (nebo skupiny bal ı´ cˇk u˚)
%packages
@base
@core
@editors
@text -internet
keyutils
openssh -server
device -mapper -multipath
2.3 Prˇednastavena´ instalace distribuce Debian
Pro distribuci Debian existuje obdobny´ zp˚usob automaticke´ho projit´ı instalacˇn´ıho
procesu jako je popsa´no v prˇedchoz´ım odd´ılu o KickStartu, ze subjektivn´ıho hle-
diska je ale syste´m KickStart v r˚uzny´ch ohledech o neˇco lepsˇ´ı. Vsˇe je opeˇt zalozˇeno
na textove´m konfiguracˇn´ım souboru obsahuj´ıc´ım odpoveˇdi na jednotlive´ ota´zky in-
stalacˇn´ıho programu.[2]
Cesta k tomuto souboru se takte´zˇ prˇeda´va´ prˇi startu instalace jako parametr
ja´dra a je tedy mozˇno vyuzˇ´ıt stejny´ch postup˚u jako v prˇ´ıpadeˇ instalace pomoc´ı
KickStartu (prˇ´ıme´ho bootu ja´dra, prˇeda´n´ı skrze DHCP server). Konkre´tn´ı para-
metr je za´visly´ na typu me´dia, na ktere´m je konfiguracˇn´ı soubor ulozˇen. Pro nacˇten´ı
z webove´ho serveru je potrˇeba pouzˇ´ıt parametr ve tvaru preseed/url, tedy naprˇ´ıklad
preseed/url=http://192.168.123.1/preseed.cfg. Volitelneˇ je mozˇno prˇedat te´zˇ
kontroln´ı soucˇet (metodou MD5) konfiguracˇn´ıho souboru prostrˇednictv´ım preseed/-
url/checksum. Pokud tento soucˇet nesouhlas´ı se stazˇeny´m souborem, instala´tor jej
odmı´tne pouzˇ´ıt.
Ke spra´vne´mu fungova´n´ı podle nasˇich pozˇadavk˚u je te´zˇ nutne´ prˇedat jesˇteˇ neˇkolik
dalˇs´ıch parametr˚u zajiˇst’uj´ıc´ıch automaticke´ nastaven´ı s´ıteˇ, nacˇten´ı konfigurace a spusˇ-
teˇn´ı automaticke´ instalace:
• auto=true – nastaven´ı automaticke´ instalace
• priority=critical – zamezen´ı zobrazova´n´ı dotaz˚u instalacˇn´ıho programu
s prioritou mensˇ´ı nezˇ critical
32
• interface=auto netcfg/dhcp timeout=60 – nacˇten´ı konfigurace s´ıt’ove´ karty
z DHCP
Cely´ seznam parametr˚u prˇeda´vany´ch ja´dru tak mu˚zˇe vypadat na´sledovneˇ:
auto=true priority=critical interface=auto ←↩
netcfg/dhcp_timeout =60 ←↩
preseed/url=http ://192.168.123.1/ preseed.cfg}
2.3.1 Konfiguracˇn´ı soubor automaticke´ instalace Debianu
Pro z´ıska´n´ı konfiguracˇn´ıho souboru s nastaven´ım automaticke´ instalace Debianu
pravdeˇpodobneˇ neexistuje zˇa´dny´ alternativn´ı program jako je system-config-kick-
start pro KickStart. Mu˚zˇeme ale ulozˇit nastaven´ı z existuj´ıc´ıho syste´mu do souboru
file s pomoc´ı prˇ´ıkazu debconf-get-selections z bal´ıcˇku debconf-utils:
# debconf -get -selections --installer > file}
# debconf -get -selections >> file}
Z´ıskany´ soubor je pote´ potrˇeba upravit a prˇizp˚usobit aktua´ln´ım potrˇeba´m. Druhou
(o neˇco lepsˇ´ı) variantou je vyuzˇit´ı uka´zkove´ho souboru3 z dokumentace[2]. Uka´zkovy´
soubor je vzhledem k rozsahu prˇilozˇen v prˇ´ıloze A.2.
3<http://www.debian.org/releases/stable/example-preseed.txt>
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3 PROGRAM PRO SPRA´VU VIRTUA´LNI´CH
STROJU˚
NinthLama je na´zev navrhovane´ aplikace slouzˇ´ıc´ı ke spra´veˇ virtua´ln´ıch stroj˚u pro
potrˇeby vy´uky prˇedmeˇtu MNSB (Na´vrh, spra´va a bezpecˇnost pocˇ´ıtacˇovy´ch s´ıt´ı),
prˇ´ıpadneˇ pro pouzˇit´ı v dalˇs´ıch laboratorˇ´ıch. U´kolem aplikace je umozˇnit automati-
zovanou prˇ´ıpravu virtua´ln´ıch stroj˚u vcˇetneˇ nainstalovane´ho syste´mu pro jednotlive´
studenty a jejich spra´vu (spousˇteˇn´ı, zastavova´n´ı, sbeˇr informac´ı).
Prˇ´ıstup ke konkre´tn´ımu hypervisoru bude rˇesˇen pomoc´ı drˇ´ıve popsane´ho libvirtu.
Tato volba umozˇn´ı jednotny´ prˇ´ıstup neza´visly´ na pouzˇite´ virtualizacˇn´ı technologii.
Jako programovac´ı jazyk byl zvolen Python1. Knihovna libvirt nab´ız´ı rozhran´ı
pro neˇkolik programovac´ıch jazyk˚u jako je C#, Java, Perl, PHP a dalˇs´ı, Python
vsˇak vynika´ svoj´ı jednoduchost´ı a prˇ´ımocˇarost´ı prˇi psan´ı ko´du. Jedna´ se o dyna-
micky´ objektoveˇ orientovany´ interpretovany´ jazyk. Vy´voj v jazyce Python prob´ıha´
rychleji nezˇ v jiny´ch programovac´ıch jazyc´ıch, danˇ za tuto vy´hodu je obecneˇ nizˇsˇ´ı
rychlost vy´sledne´ aplikace v porovna´n´ı naprˇ. s jazykem C/C++. Zpomalen´ı vsˇak
nen´ı v beˇzˇny´ch aplikac´ıch nijak kriticke´ (existuj´ı dokonce prˇ´ıpady, kdy mu˚zˇe by´t
program v Pythonu rychlejˇs´ı, nebot’ prˇi pra´ci se slozˇiteˇjˇs´ımi datovy´mi typy ma´ Py-
thon vnitrˇneˇ ko´d velice dobrˇe odladeˇn). Pokud by vsˇak byl v programu kriticky´ bod
na´rocˇny´ na vy´pocˇet, lze tuto cˇa´st implementovat v nizˇsˇ´ım programovac´ım jazyce
(C/C++) a zbytek ponechat v Pythonu.
3.1 Koncept programu
Koncept programu NinthLama–backend je zobrazen na obra´zku 3.1. U´strˇedn´ı cˇa´st´ı
programu je manager (manazˇer), ktery´ ma´ na starosti zprostrˇedkova´vat vyrˇizova´n´ı
pozˇadavk˚u mezi vneˇjˇs´ım rozhran´ım a workerem, prˇ´ıpadneˇ prˇeda´va´n´ı pozˇadavk˚u do
fronty na pozdeˇjˇs´ı vykona´n´ı. O tyto u´koly se pote´ stara´ scheduler (pla´novacˇ).
worker ma´ na starosti vykona´va´n´ı jednotlivy´ch pozˇadavk˚u (at’ jizˇ prostrˇednictv´ım
libvirtu nebo jiny´m zp˚usobem). Zp˚usob spojen´ı (komunikace) mezi managerem cˇi
schedulerem a workerem vyuzˇ´ıva´ Remote procedure call – vzda´lene´ vola´n´ı procedur
(RPC), ktere´ je take´ pouzˇito pro komunikaci na vneˇjˇs´ım rozhran´ı.
1<http://www.python.org/>
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Obr. 3.1: Koncept sche´matu programu NinthLama–backend
3.1.1 Databa´ze
Uchova´va´n´ı nastaven´ı jednotlivy´ch virtua´ln´ıch stroj˚u je mozˇne´ nechat plneˇ v rezˇii lib-
virtu nebo vsˇe ukla´dat do vlastn´ı databa´ze. Ponecha´n´ı dome´n v persistentn´ım stavu
(tedy tak, zˇe se libvirt postara´ o jejich uchova´n´ı) nab´ız´ı mozˇnost prˇistupovat k nim
a ovla´dat je i mimo prostrˇedky programu NinthLama. Naopak jejich uchova´va´n´ı
ve vlastn´ı databa´zi prˇina´sˇ´ı veˇtsˇ´ı flexibilitu v mozˇnostech zmeˇny nastaven´ı a po-
dobneˇ. Prˇ´ıstup k virtua´ln´ımu stroji vsˇak bude plneˇ za´visly´ na programu NinthLama.
Jako nejvhodneˇjˇs´ı se jev´ı urcˇity´ kompromis, kdy budou stroje uchova´va´ny v persi-
stentn´ım rezˇimu samotny´m libvirtem, urcˇite´ informace vsˇak budou (za´rovenˇ nebo
nav´ıc) uchova´va´ny ve vlastn´ı databa´zi.
Obra´zek 3.2 prˇedstavuje na´vrh tabulek pouzˇity´ch v programu NinthLama–back-
end. Nejd˚ulezˇiteˇjˇs´ımi tabulkami jsou users, domain a installations. Zbyle´ ta-
bulky slouzˇ´ı bud’ k vytvorˇen´ı spojen´ı M:N (ownership domains) nebo k uchova´va´n´ı
dodatecˇny´ch informac´ı (ownership disks, network).
Tabulka domains
Tabulka domains zajiˇst’uje uchova´va´n´ı dodatecˇny´ch informac´ı k vytvorˇeny´m dome´-
na´m. K identifikaci dome´ny a jej´ı prova´za´n´ı s libvirtem je pouzˇito jej´ı jme´no (sloupec
name) prˇ´ıpadneˇ identifika´tor uuid zminˇovany´ v cˇa´sti 1.4.1. Pole status urcˇuje stav
dome´ny:
• READY – dome´na je prˇipravena
• INSTALLATION – prob´ıha´ (nebo je prˇipravena) automaticka´ instalace
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Obr. 3.2: Na´vrh tabulky uchova´vaj´ıc´ı informace o virtua´ln´ıch stroj´ıch.
• MANUAL INSTALL – prob´ıha´ (nebo je prˇipravena) manua´ln´ı instalace
• LOCKED – dome´na je uzamcˇena
• UNKNOWN – nezna´my´ stav
Posledn´ım sloupcem je project, ten obsahuje ID projektu, ke ktere´mu mu˚zˇe by´t
dome´na prˇiˇrazena. Vlastnictv´ı dome´n rˇesˇ´ı tabulka ownership domains, ktera´ prˇiˇra-
zuje dome´ny k uzˇivatel˚um popisovany´m v na´sleduj´ıc´ı cˇa´sti. Vyhrazen´ı samostatne´
tabulky pro toto propojen´ı umozˇnˇuje vytvorˇit propojen´ı oznacˇovane´ M:N, tedy jednu
dome´nu mu˚zˇe vlastnit v´ıce uzˇivatel˚u a naopak kazˇdy´ uzˇivatel mu˚zˇe by´t vlastn´ıkem
v´ıce dome´n.
Tabulka users
Jak bylo naznacˇeno v prˇedchoz´ım odstavci, tabulka users definuje jednotlive´ uzˇivatele
syste´mu. Jsou zde jak uzˇivatele´, kterˇ´ı maj´ı pra´vo se syste´mem pracovat (vytva´rˇet, in-
stalovat, spousˇteˇt virtua´ln´ı stroje. . . ), tak take´ uzˇivatele´, ktery´m je pouze prˇiˇrazeno
vlastnictv´ı urcˇity´ch dome´n, sami ale nemaj´ı pra´vo k interakci se syste´mem. Prˇ´ıpadneˇ
kombinace obou.
Za´kladn´ımi informacemi o uzˇivateli jsou jme´no (name) a heslo (password). Heslo
je ukla´da´no v zahasˇovane´ podobeˇ spolecˇneˇ se jme´nem, jak naznacˇuje vzorec 3.1:
X = H(P + N), (3.1)
36
kde X je vy´stup hasˇovac´ı funkce, ktery´ je ulozˇen v databa´zi, H je hasˇovac´ı funkce
(pouzˇity´m algoritmem je SHA256), P je heslo a N jme´no uzˇivatele.
Prˇipojen´ım jme´na za hasˇovane´ heslo zamez´ıme odhalen´ı stejny´ch hesel (jedna´
se tedy o jednoduchy´ zp˚usob
”
zasolen´ı“, kdy dveˇ stejna´ hesla na vstupu produkuj´ı
rozd´ılny´ vy´stup pra´veˇ z d˚uvodu prˇida´n´ı rozd´ılny´ch jmen).
Ma´-li by´t uzˇivatel pouze vlastn´ıkem neˇktery´ch virtua´ln´ıch stroj˚u, bez nutnosti
aby se sa´m prˇihlasˇoval do syste´mu, mu˚zˇe by´t polozˇka password nastavena na ’!’
(tento stav je take´ indikova´n nejnizˇsˇ´ı u´rovn´ı opra´vneˇn´ı).
Posledn´ım d˚ulezˇity´m u´dajem pro kazˇde´ho uzˇivatele je u´rovenˇ opra´vneˇn´ı (securi-
ty level). Jedna´ se o celocˇ´ıselnou hodnotu urcˇuj´ıc´ı u´rovenˇ pravomoc´ı v syste´mu.
Jednotlive´ hodnoty jsou na´sleduj´ıc´ı:
0 – SL UNAUTHORIZED
Nejnizˇsˇ´ı hodnota opra´vneˇn´ı, uzˇivatel nema´ zˇa´dna´ pra´va.
1– SL OWNREADONLY
Uzˇivatel mu˚zˇe prˇistupovat k vlastn´ım dome´na´m (vypsat seznam, stav).
2 – SL OWNWRITE
Uzˇivatel mu˚zˇe ovla´dat vlastn´ı dome´ny (spousˇteˇt, zastavovat,. . . ).
3 – SL ALLREADONLY
Uzˇivatel ma´ prˇ´ıstup ke vsˇem dome´na´m stejny´ jako SL OWNREADONLY (+ mu˚zˇe
ovla´dat vlastn´ı dome´ny).
4 – SL ALLWRITE
Uzˇivatel mu˚zˇe ovla´dat vsˇechny dome´ny.
5 – SL ADMINISTRATOR
Nejvysˇsˇ´ı opra´vneˇn´ı.
Tabulka installations
Tabulka installation udrzˇuje informace o prˇipraveny´ch a prob´ıhaj´ıc´ıch automa-
ticky´ch instalac´ıch. Jej´ım prostrˇednictv´ım tady prob´ıha´ komunikace mezi managerem
a schedulerem (manager vkla´da´ do tabulky pozˇadavky pro instalaci a scheduler kon-
troluje prˇ´ıtomnost teˇchto pozˇadavk˚u a postupneˇ zajiˇst’uje jejich vyrˇ´ızen´ı).
Pu˚vodn´ım na´vrhem bylo pouzˇ´ıt pro komunikaci mezi managerem a schedulerem
mozˇnosti modulu multiprocessing (naprˇ´ıkald multiprocessing.Queue). Vyuzˇit´ı
databa´ze je vsˇak jednodusˇsˇ´ı a prˇina´sˇ´ı veˇtsˇ´ı mozˇnosti: lepsˇ´ı oddeˇlen´ı manageru a sche-
duleru, snadneˇjˇs´ı mozˇnost implementace prioritn´ı fronty, mozˇnost spra´vy polozˇek ve
fronteˇ.
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Vy´padek jedne´ cˇi druhe´ strany nema´ za na´sledek ztra´tu vsˇech polozˇek, po opeˇ-
tovne´m spusˇteˇn´ı jsou vsˇechny pozˇadavky opeˇt dostupne´.
Polozˇka status urcˇuje stav instalace (READY TO INSTALL – prˇipravenost k insta-
laci, INSTALLATION RUNNING – prob´ıhaj´ıc´ı instalace). Priorita zpracova´n´ı pozˇadavku
(cˇ´ım nizˇsˇ´ı cˇ´ıslo, t´ım drˇ´ıve) se uchova´va´ ve sloupci priority, vy´choz´ı hodnota je 50.
Nastaven´ı jednotlivy´ch zp˚usob˚u instalace jsou ulozˇeny v sˇablona´ch pro instalaci
popisovany´ch da´le v textu. Vy´beˇr konkre´tn´ıho zp˚usobu instalace tedy znamena´ vy´beˇr
z neˇkolika sˇablon. Zvolena´ sˇablona je uchova´va´na ve sloupci template. Sloupce type,
subtype urcˇuj´ı typ instalace prˇevzaty´ z sˇablony (prˇi kazˇde´ kontrole pr˚ubeˇhu instalace
nen´ı nutne´ nacˇ´ıtat celou sˇablonu).
3.1.2 Remote procedure call
Velice d˚ulezˇity´m prvkem programu NinthLama–backend je komunikace s okol´ım
a nava´za´n´ı na webove´ rozhran´ı NinthLama–web (nen´ı soucˇa´st´ı te´to pra´ce). Toto
spojen´ı a prova´za´n´ı je zprostrˇedkova´no pomoc´ı RPC (stejneˇ jako komunikace mezi
managerem a workerem). Program NinthLama–backend tvorˇ´ı serverovou cˇa´st RPC.
Jednotlive´ programy potrˇebuj´ıc´ı zadat pozˇadavek cˇi z´ıskat informace budou v pozici
klienta.
Sche´ma vola´n´ı vzda´lene´ procedury je na obra´zku 3.3 (pozna´mky v za´vorka´ch se
vztahuj´ı k XML–RPC). Pozˇadavek je nejprve zabalen do forma´tu vhodne´ho k trans-
portu (naprˇ´ıklad do XML, existuj´ı ale i bina´rn´ı formy reprezentace). Na´sledneˇ je
s vyuzˇit´ım vhodne´ho protokolu prˇenesen k serverove´ cˇa´sti RPC, kde je pozˇadavek
rozbalen a prˇeda´n k vykona´n´ı. Odpoveˇd’ se obdobneˇ zabal´ı a prˇenese ke klientovi.
Implementac´ı RPC pro Python existuje v´ıce. Dı´ky sve´ jednoduchosti pouzˇit´ı
se jako vhodny´ kandida´t jev´ı XML–RPC2. V Pythonu je implementace v modulu
xmlrpclib (v Pythonu od verze 3.0 bude modul prˇejmenova´n na xmlrpc.client).[15]
Jednotlive´ pozˇadavky na vzda´leny´ server i vra´cene´ odpoveˇdi jsou zabaleny do
XML ko´du. Dı´ky tomu je komunikace sice poneˇkud rozsa´hlejˇs´ı nezˇ v prˇ´ıpadeˇ bina´rn´ı
reprezentace. Umozˇnˇuje to vsˇak snadneˇjˇs´ı ladeˇn´ı a odhalova´n´ı chyb, nebot’ je XML
ko´d cˇitelny´ i pro cˇloveˇka. Pro prˇenos pozˇadavk˚u je vyuzˇit protokol HTTP. Ten je ve
sveˇteˇ s´ıt´ı a internetu velice rozsˇ´ıˇren a neby´va´ proble´m naprˇ´ıklad s jeho blokova´n´ım
na firewallech.[3, 6]
2<http://www.xmlrpc.com/>
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Obr. 3.3: Sche´ma vola´n´ı vzda´lene´ procedury.
Implementace XML–RPC klienta
Vy´sˇe zmı´neˇny´ modul xmlrpclib zprostrˇedkova´va´ klientskou cˇa´st komunikace. [15]
Spojen´ı se serverem je prˇedstavova´no objektem trˇ´ıdy ServerProxy, jehozˇ jediny´m
povinny´m parametrem prˇi vytva´rˇen´ı je URI serveru. Prostrˇednictv´ım URI je nejen
urcˇena adresa serveru, ale take´ pouzˇity´ prˇenosovy´ protokol (http – nesˇifrovany´,
https – sˇifrovany´), autentizacˇn´ı u´daje (jme´no a heslo), port a prˇ´ıpadneˇ cesta. Cel-
kovy´ forma´t je tedy na´sleduj´ıc´ı:
PROTOKOL://[JMENO:HESLO@]ADRESA[:PORT][/CESTA],
pro sˇifrovane´ spojen´ı na loka´ln´ı server naslouchaj´ıc´ı na portu 65500 a autentizaci
jme´nem a heslem tedy mu˚zˇe vypadat naprˇ´ıklad na´sledovneˇ:
https://jmeno:heslo@127.0.0.1:65500.
Jelikozˇ je cˇa´st /CESTA take´ prˇeda´na serverove´ cˇa´sti ke zpracova´n´ı, je mozˇne´ ji
te´zˇ vyuzˇ´ıt jako autentizacˇn´ı metodu prˇeda´n´ım na´hodne´ho rˇeteˇzce (fra´ze). Toho je
vyuzˇito prˇi komunikaci mezi managerem a workerem, nebot’ se jedna´ o komunikaci
dvou cˇa´st´ı jednoho programu a je tedy zbytecˇne´ prˇeda´vat jme´no a heslo, ale stacˇ´ı
na konec adresy vlozˇit autentizacˇn´ı fra´zi. Cele´ URI potom z´ıska´ na´sleduj´ıc´ı tvar:
https://127.0.0.1:65501/abeb42a478401e2.
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Implementace XML–RPC serveru
Za´kladn´ı implementace XML–RPC serveru je v modulu SimpleXMLRPCServer, ta
vsˇak neobsahuje neˇktere´ d˚ulezˇite´ mozˇnosti jako je autentizace a sˇifrova´n´ı komuni-
kace. Z tohoto d˚uvodu vznikl modul nl xmlrpc server, ktery´ prˇeb´ıra´ vlastnosti
modulu SimpleXMLRPCServer, nav´ıc vsˇak prˇida´va´ mozˇnost sˇifrovane´ komunikace
a autentizaci klienta. Umozˇnˇuje take´ zpracova´n´ı pozˇadavk˚u ve v´ıce procesech.[16, 1]
O vytvorˇen´ı serveru se stara´ funkce createXMLRPCServer, ktera´ prˇeb´ıra´ skrze
parametry nastaven´ı adresy a portu pro nasloucha´n´ı a dalˇs´ı volby pro nastaven´ı
sˇifrovane´ komunikace, autentizace a paraleln´ıho zpracova´va´n´ı pozˇadavk˚u ve v´ıce
procesech.
K zajiˇsteˇn´ı sˇifrovane´ho spojen´ı skrze SSL/TLS je kromeˇ prˇeda´n´ı logicke´ hodnoty
True do argumentu ssl te´zˇ potrˇeba prˇedlozˇit certifika´t a soukromy´ kl´ıcˇ serveru. Pro
vygenerova´n´ı vlastn´ıho certifika´tu je mozˇne´ pouzˇ´ıt prˇ´ıkaz v termina´lu:
# openssl req -new -x509 -nodes -out server.cert.pem -keyout \
server.key.pem -days 1098
Pro autentizaci existuje neˇkolik mozˇnost´ı, konkre´tn´ı pozˇadovany´ typ je prˇeda´va´n
funkci createXMLRPCServer parametrem auth:
• None – zˇa´dna´ autentizace se neprova´d´ı
prˇ´ıklad uri: https://localhost:65500
• phrase – autentizace fra´z´ı
prˇ´ıklad uri: https://localhost:65501/BEZPECNOSTNI FRAZE
• password – autentizace jme´nem a heslem
prˇ´ıklad uri: https://JMENO:HESLO@localhost:65500
• both – autentizace fra´z´ı a/nebo jme´nem a heslem
O autentizaci/autorizaci se mu˚zˇe starat libovolna´ funkce implementuj´ıc´ı definovane´
rozhran´ı authHandler(method, parameters, phrase, name, password). Odkaz
na tuto funkci je prˇeda´va´n serveru prostrˇednictv´ım funkce setAuth handler.
3.1.3 Konfigurace
Konfigurace cele´ho programu je ulozˇena v textove´m konfiguracˇn´ım souboru. O jeho
zpracova´n´ı se stara´ modul nl config.py. Jedna´ se o standardn´ı konfiguracˇn´ı soubor
rozdeˇleny´ do jednotlivy´ch sekc´ı podle toho, cˇeho se uvedene´ volby ty´kaj´ı. Volby jsou
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uvedeny ve tvaru PROMENNA=HODNOTA a jednotlive´ sekce jsou rozdeˇleny na´zvem sekce
v hranaty´ch za´vorka´ch (naprˇ.: [logging]).
Nyn´ı uvedu obecne´ sekce konfiguracˇn´ıho souboru, volby ty´kaj´ıc´ıch se konkre´tn´ıch
cˇa´st´ı programu NinthLama–backend budou uvedeny da´le v prˇ´ıslusˇne´m odd´ılu.
[ninthlama]
Hlavn´ı odd´ıl konfiguracˇn´ıho souboru obsahuje volby pro urcˇen´ı uzˇivatele a skupiny,
pod ktery´m ma´ neprivilegovana´ cˇa´st programu beˇzˇet, cesty k sˇablona´m a sche´mat˚um
a na´zvy vy´choz´ıch datovy´ch u´lozˇiˇst’ a s´ıteˇ.
# hlavn ı´ sekce konfigurace
[ninthlama]
# uzˇ ivatel a skupina pod kter y´m pob eˇ zˇ ı´
# neprivilegovan a´ cˇ a´st NinthLama -backend
user=ninthlama
group=ninthlama
# cesta k sˇ ablon a´m virtu a´ln ı´ch stroj u˚, sı´teˇ a disk u˚
# (v uveden e´m adres a´ rˇi mus ı´ by´t adres a´ rˇe:
# domains/ networks/ storage_pool/ storage_volume /)
templates =/home/ninthlama/backend/templates/
# cesta k RNG soubor u˚m (definuj ı´cı´m xml
# pro instala cˇnı´ sˇ ablony a podobn eˇ)
schemas =/home/ninthlama/backend/schemas/
# Storage pool -( defaultn ı´) u´lo zˇisˇteˇ virtu a´ln ı´ch pevn y´ch disk u˚
storage_pool=ninthlama
# Storage pool - u´lo zˇisˇteˇ iso obraz u˚ instala cˇnı´ch cd
storage_pool_cd=ninthlama_cd
# Network -( defaultn ı´) virtu a´ln ı´ sı´t’ do kter e´ maj ı´ by´t
# virtu a´ln ı´ stroje prˇ ipojeny
network=ninthlama
[logging]
Prˇi konfiguraci logova´n´ı jsou ned˚ulezˇiteˇjˇs´ı polozˇky log console level, log file le-
vel a log file. Prvn´ı dveˇ urcˇuj´ı, jake´ mnozˇstv´ı informac´ı bude zaznamena´va´no do
logu, trˇet´ı pak umı´steˇn´ı log souboru. Pokud program nebeˇzˇ´ı v debugovac´ım rezˇimu,
by´va´ standardn´ı vy´stup a standardn´ı chybovy´ vy´stup prˇesmeˇrova´n do /dev/null
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(tedy zahozen). Ostatn´ı volby uprˇesnˇuj´ı nastaven´ı modulu logging a objektu loggeru
a staraj´ı se naprˇ´ıklad o rotaci a za´lohova´n´ı soubor˚u log˚u.
# konfigurace logov a´nı´
[logging]
# jm e´no za´ kladn ı´ho loggeru
log_root=NinthLama
# level logov a´nı´ do konzole
# (mo zˇne´ hodnoty: ALL , DEBUG , INFO , WARNING , ERROR ,
# CRITICAL , NOTHING , nebo cel e´ cˇ ı´ slo)
log_console_level=ALL
# na´zev a cesta k log souboru
log_file =/tmp/ninthlama.log
# level logov a´nı´ do souboru
# (mo zˇne´ hodnoty: ALL , DEBUG , INFO , WARNING , ERROR ,
# CRITICAL , NOTHING , nebo cel e´ cˇ ı´ slo)
#log_file_level=WARNING
log_file_level=ALL
# maxim a´ln ı´ velikost log souboru (Bytes)
log_file_size =12800000
# maxim a´ln ı´ po cˇet za´loh log souboru
log_file_backups =1
[database]
Pro spojen´ı s databa´z´ı a pra´ci s n´ı je pouzˇit modul sqlalchemy. Dı´ky neˇmu by
meˇlo by´t mozˇne´ pouzˇ´ıt r˚uzne´ typy databa´z´ı (sqlite, PostgreSQL, MySQL,. . . ) bez
nutnosti zmeˇny ko´du. Prˇipojen´ı k databa´zi je definova´no parametrem url, jehozˇ
forma´t je definova´n v dokumentaci k modulu sqlalchemy[20].
# Konfigurace prˇ ipojen ı´ k datab a´zi
[database]
# adresa pro spojen ı´ s datab a´zı´
# (bli zˇ sˇ ı´ informace viz funkce create_engine z modulu ←↩
sqlalchemy)
url=sqlite ://// home/ninthlama/ninthlama -backend.db
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3.1.4 Sˇablony (templates)
Prˇi vytva´rˇen´ı virtua´ln´ıch stroj˚u, disk˚u a dalˇs´ıch soucˇa´st´ı virtualizovane´ho prostrˇed´ı
je mozˇne´ (prostrˇednictv´ım XML soubor˚u) definovat velke´ mnozˇstv´ı parametr˚u. U vir-
tua´ln´ıho stroje se jedna´ naprˇ´ıklad o velikost operacˇn´ı pameˇti, zp˚usob zava´deˇn´ı
operacˇn´ıho syste´mu, typ a umı´steˇn´ı pevne´ho disku, nastaven´ı graficke´ho vy´stupu
a mnoho dalˇs´ıch soucˇa´st´ı. Mnoho parametr˚u bude u veˇtsˇiny vytva´rˇeny´ch stroj˚u
stejny´ch a je tedy zbytecˇne´ je zada´vat sta´le znovu. Z tohoto d˚uvodu jsou pro
vytva´rˇen´ı virtua´ln´ıch stroj˚u jejich instalaci i prˇi dalˇs´ıch u´konech vyuzˇity sˇablony.
Prˇi pozˇadovane´ akci nemus´ı by´t zada´va´no neprˇeberne´ mnozˇstv´ı parametr˚u, ale
pouze jme´no vybrane´ sˇablony, ktera´ poslouzˇ´ı naprˇ´ıklad jako za´klad pro vytva´rˇenou
dome´nu. Vsˇechny pouzˇite´ sˇablony maj´ı podobu XML soubor˚u a k jejich popisu je
pouzˇit forma´t RelaxNG3.
Sˇablona virtua´ln´ıch stroj˚u
Sˇablony pro vytvorˇen´ı virtua´ln´ıch stroj˚u jsou v podstateˇ stejne´ jako XML popisuj´ıc´ı
konkre´tn´ı dome´nu (jsou take´ validova´ny podle stejne´ho sche´matu).
Popis sˇablony je umı´steˇn v tagu<description>. Neuva´d´ı se zde element<uuid>
ani naprˇ´ıklad MAC adresa u s´ıt’ove´ karty (tyto hodnoty jsou prˇiˇrazeny libvirtem
konkre´tn´ı dome´neˇ azˇ prˇi jej´ım vytva´rˇen´ı). Jme´no dome´ny a jej´ı popis, stejneˇ jako
seznam prˇipojeny´ch disk˚u, s´ıt’ove´ karty a podobneˇ jsou nastaveny prˇi vytva´rˇen´ı
virtua´ln´ıho stroje na konkre´tn´ı pozˇadovane´ hodnoty. Prˇ´ıklad sˇablony pro virtua´ln´ı
stroj s 256 MB RAM je uveden v prˇ´ıloze B.1.
Sˇablony diskovy´ch u´lozˇiˇst’, disk˚u a s´ıt´ı
Sˇablony pro pevne´ disky a konkre´tn´ı XML popis disku jsou analogicky podobne´
sˇablona´m pro dome´ny a jejich konkre´tn´ımu XML. Prˇ´ıklad pro disk s kapacitou 3 GB
je uveden v prˇ´ıloze B.2
Co se ty´ka´ sˇablon pro u´lozˇiˇsteˇ virtua´ln´ıch disk˚u (storage pools) a s´ıteˇ, je zde
urcˇity´ rozd´ıl. Zat´ımco dome´ny a disky jsou vytva´rˇeny na zˇa´dost uzˇivatele, vy´choz´ı
virtua´ln´ı s´ıt’ a u´lozˇiˇsteˇ disk˚u mus´ı existovat (nebo by´t vytvorˇeno) jizˇ prˇi spusˇteˇn´ı
programu NinthLama–backend. Z toho d˚uvodu mus´ı by´t mezi sˇablonami pro u´lozˇiˇsteˇ
virtua´ln´ıch disk˚u a s´ıteˇ sˇablony s na´zvem uvedeny´m v konfiguracˇn´ım souboru (sekce
3<http://relaxng.org>
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[ninthlama]: polozˇky storage pool, storage pool cd a network). Prˇi startu pro-
gramu je provedena kontrola na existenci teˇchto zdroj˚u a v prˇ´ıpadeˇ jejich nenale-
zen´ı jsou vytvorˇeny podle odkazovany´ch sˇablon. Prˇ´ıklady jsou uvedeny v prˇ´ıloze B.
Sˇablona definovana´ v ninthlama pool cd definuje cestu k obraz˚um instalacˇn´ıch
me´di´ı.
Sˇablony pro instalace
Pro instalace operacˇn´ıho syste´mu nejsou v libvirtu zˇa´dne´ odpov´ıdaj´ıc´ı prˇedlohy pro
sˇablony. Jejich forma´t je vsˇak relativneˇ jednoduchy´ a popisny´ soubor ve forma´tu
RelaxNG je prˇipojen v prˇ´ıloze C.
Cela´ sˇablona je obalena do elementu <installation>, ktery´ obsahuje d˚ulezˇity´
atribut type. Ten urcˇuje obecny´ zp˚usob instalace a mu˚zˇe naby´vat na´sleduj´ıc´ıch
hodnot:
• automated install – automaticka´ instalace bez za´sahu uzˇivatele.
Atribut subtype naby´va´ hodnoty direct kernel boot, spousˇteˇn´ı instalace je
tedy umozˇneˇno prˇ´ımy´m bootem ja´dra a instalacˇn´ı sˇablona obsahuje elementy
nastavuj´ıc´ı cestu k ja´dru a initrd souboru a seznam parametr˚u prˇedany´ch
startuj´ıc´ımu instala´toru. Je zde take´ mozˇno specifikovat cestu k kprˇipojen´ı
instalacˇn´ıho me´dia. V za´vislosti na mozˇnostech konkre´tn´ıho instala´toru a na
prˇedany´ch parametrech (ve ktery´ch je prˇedevsˇ´ım d˚ulezˇite´ specifikovat cestu
ke stazˇen´ı konfiguracˇn´ıho souboru automaticke´ instalace), lze t´ımto zp˚usobem
prove´st instalaci z instalacˇn´ıho me´dia i ze s´ıteˇ.
• manual install – manua´ln´ı instalace, NinthLama–backend se stara´ pouze
o prˇipojen´ı instalacˇn´ıho me´dia (urcˇene´ho elementem <source>) a o nasta-
ven´ı spra´vne´ bootovac´ı sekvence.
• copy – zkop´ırova´n´ı existuj´ıc´ıho disku s nainstalovany´m syste´mem.
3.2 Worker
Na rozhran´ı mezi virtualizacˇn´ı technologi´ı a programem NinthLama–backend je na
jedne´ straneˇ libvirt a na straneˇ druhe´ worker (ktery´ je soucˇa´st´ı programu NinthLama–
backend). Jeho u´kolem je prˇeda´vat konkre´tn´ı pozˇadavky (vytvorˇen´ı, spusˇteˇn´ı, za-
staven´ı dome´ny, vy´pis virtua´ln´ıch disk˚u,. . . ) smeˇrem k libvirtu a naopak zpracovat
a prˇedat vra´cenou odpoveˇd’ zpeˇt programu NinthLama–backend.
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Du˚vodem procˇ je mezi manager (cˇi scheduler) a libvirt vlozˇen jesˇteˇ jeden cˇla´nek,
je umozˇneˇn´ı budouc´ıho vy´voje programu NinthLama–backend pro pra´ci s virtua´ln´ımi
stroji na v´ıce fyzicky´ch pocˇ´ıtacˇ´ıch. Hlavn´ı cˇa´st programu (manager a scheduler)
mu˚zˇe beˇzˇet na jednom hlavn´ım serveru, zat´ımco kazˇdy´ pocˇ´ıtacˇ v roli hostitele pro
virtua´ln´ı stroje bude obsahovat pouze cˇa´st worker. Jelikozˇ je komunikace XML–RPC
zapouzdrˇena do HTTP/HTTPS protokolu nen´ı proble´m s jej´ım prˇenosem prˇes s´ıt’.
Implementace workeru je v modulu nl worker. Jeho pr˚ubeˇh prˇi startu je ve-
lice jednoduchy´. Po nacˇten´ı konfigurace (z parametr˚u na prˇ´ıkazove´ rˇa´dce a z kon-
figuracˇn´ıho souboru) je vytvorˇen objekt XML-RPC serveru a nava´za´no spojen´ı
s libvirtem. K tomuto serveru jsou zaregistrova´ny metody pro obsluhu vneˇjˇs´ıch
pozˇadavk˚u z objektu trˇ´ıdy WorkerMethods. Na´sledneˇ je server spusˇteˇn a ocˇeka´va´
prˇ´ıchoz´ı pozˇadavky na urcˇene´ adrese a portu, ktere´ zpracova´va´ zaregistrovany´mi me-
todami. Prˇi startu je (obdobneˇ jako u manageru a scheduleru) ulozˇen PID spusˇteˇne´ho
procesu do souboru, prˇi korektn´ım ukoncˇen´ı je tento soubor smaza´n. Existence sou-
boru, prˇ´ıpadneˇ existence procesu se shodny´m PID jako je v souboru, na´m umozˇnˇuje
jednodusˇe oveˇrˇit, zda jizˇ nen´ı neˇktera´ cˇa´st spusˇteˇna, prˇ´ıpadneˇ j´ı zaslat signa´l na
ukoncˇen´ı.
Konfigurace pro [worker]
Konfigurace workeru obsahuje hlavneˇ adresu a port, kde ma´ jako server prˇij´ımat
pozˇadavky a URI pro prˇipojen´ı k libvirtu. Da´le pak cestu k ulozˇen´ı *.pid souboru
(souboru s ulozˇeny´m cˇ´ıslem procesu), autentizacˇn´ı fra´zi a nastaven´ı serverove´ cˇa´sti
XML–RPC (sˇifrova´n´ı, cesty k souboru s certifika´tem a tajny´m kl´ıcˇem).
# konfigurace workeru
[worker]
# soubor pro ulo zˇen ı´ cˇ ı´ sla procesu (pid)
pid_file =/tmp/nl_worker.pid
# adresa a port kde ma´ worker naslouchat
address =127.0.0.1
port =65501
# pou zˇ ı´t prˇ enos https (ssl)? (True , False)
ssl=False
# soubory s certifik a´tem pro ssl
keyfile=certs/server.key.pem
certfile=certs/server.cert.pem
# maxim a´ln ı´ po cˇet sou cˇasn eˇ beˇ zˇ ı´c ı´ch proces u˚
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# pro zpracov a´nı´ po zˇ adavku
max_subprocess =1
# autentiza cˇnı´ rˇet eˇzec
# zı´skan y´ nap rˇ ı´ klad s pomoc ı´:
# hashlib.sha1(str(random.random ())).hexdigest ()[:15]
phrase=b8980177936eabc
# URI pro prˇ ipojen ı´ k libvirtu
libvirt_uri=qemu :/// session
3.3 Manager
Hlavn´ım rˇ´ıd´ıc´ım prvkem cele´ho programu je manager. Stara´ se o prˇij´ıma´n´ı pozˇadavk˚u
z vneˇjˇs´ıho rozhran´ı, jejich zpracova´n´ı a vra´cen´ı odpoveˇdi. Pozˇadavky mohou prˇicha´zet
od r˚uzny´ch klient˚u.
Spousˇteˇn´ı manageru prob´ıha´ obdobneˇ jako v prˇ´ıpadeˇ workeru, pouze mı´sto
prˇipojen´ı k libvirtu docha´z´ı ke spojen´ı s workerem a databa´z´ı. Prˇed spusˇteˇn´ım ser-
veru je take´ inicializova´n pla´novacˇ (scheduler).
Autentizace a autorizace klient˚u je zajiˇsteˇna jme´nem a heslem a tyto u´daje
jsou kontrolova´ny proti za´znamu˚m ulozˇeny´m v databa´zi (podrobnosti v cˇa´sti 3.1.1).
O oveˇrˇen´ı pra´v jednotlivy´ch uzˇivatel˚u a hlavneˇ o autorizaci prˇ´ıstupu ke konkre´tn´ım
funkc´ım se stara´ modul nl auth. Ten obsahuje pro kazˇdou serverovou funkci vlastn´ı
autorizacˇn´ı metodu s na´zvem auth <NAZEV FUNKCE> (naprˇ´ıklad pro funkci start-
Domain je v modulu nl auth odpov´ıdaj´ıc´ı metoda auth startDomain).
Zpracova´n´ı pozˇadavk˚u se skla´da´ z rozhodnut´ı, zda se jedna´ o okamzˇitou zˇa´dost
(spusˇteˇn´ı virtua´ln´ıho stroje, vy´pis existuj´ıc´ıch stroj˚u) nebo o pozˇadavek, jehozˇ zpra-
cova´n´ı zabere v´ıce cˇasu (naprˇ´ıklad instalace operacˇn´ıho syste´mu). Tyto pozˇadavky
nejsou vykona´va´ny prˇ´ımo, ale jsou zarˇazeny do fronty (tabulka v databa´zi) a posle´ze
vykona´va´ny a zpracova´va´ny schedulerem.
Konfigurace pro [manager]
Konfigurace je velice podobna´ konfiguraci serverove´ cˇa´sti workeru. Dalˇs´ı volby (prˇipo-
jen´ı k databa´zi, k workeru, nastaven´ı logova´n´ı) jsou prˇeb´ıra´ny z ostatn´ıch sekc´ı kon-
figuracˇn´ıho souboru.
# konfigurace manageru
[manager]
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# soubor pro ulo zˇen ı´ cˇ ı´ sla procesu (pid)
pid_file =/tmp/nl_manager.pid
# adresa a port kde ma´ manager naslouchat
address =127.0.0.1
port =65500
# pou zˇ ı´t prˇ enos https (ssl)? (True , False)
ssl=False
# soubory s certifik a´tem pro ssl
keyfile=certs/server.key.pem
certfile=certs/server.cert.pem
# maxim a´ln ı´ po cˇet sou cˇasn eˇ beˇ zˇ ı´c ı´ch proces u˚
# pro zpracov a´nı´ po zˇ adavku
max_subprocess =1
3.4 Scheduler
Zpracova´n´ı de´le trvaj´ıc´ıch u´kol˚u ma´ na starosti pla´novacˇ, ktery´ periodicky kontroluje
existenci novy´ch pozˇadavk˚u a stav pra´veˇ prob´ıhaj´ıc´ıch u´kon˚u. Sem patrˇ´ı naprˇ´ıklad
automaticka´ instalace operacˇn´ıho syste´mu neˇkterou z metod zmı´neˇny´ch v kapitole 2.
Pokud do tabulky instalac´ı prˇibude pozˇadavek na automatickou instalaci operacˇ-
n´ıho syste´mu podle zvolene´ sˇablony a pra´veˇ prob´ıhaj´ıc´ı pocˇet instalac´ı je mensˇ´ı nezˇ
maxima´ln´ı mozˇny´ (volba max tasks v konfiguracˇn´ım souboru), je zaha´jena nova´
instalace. Ze zvolene´ sˇablony je patrne´, zda se jedna´ o prˇ´ımou kopii existuj´ıc´ıho
disku cˇi o instalaci s pomoc´ı KickStartu nebo jine´ho automatizacˇn´ıho na´stroje. Podle
potrˇeby je upraven virtua´ln´ı stroj pro prˇ´ımy´ boot ja´dra, jsou prˇipojeny instalacˇn´ı
obrazy a podobneˇ. Na´sledneˇ je virtua´ln´ı stroj spusˇteˇn.
Cela´ instalace je v rezˇii zvolene´ho automatizacˇn´ıho na´stroje a u´kol pla´novacˇe je
nyn´ı pouze cˇekat na dokoncˇen´ı instalace (signalizova´no vypnut´ım dome´ny). Pote´ do-
jde k prˇekonfigurova´n´ı dome´ny do norma´ln´ıho stavu (nastavena startovac´ı sekvence,
odstraneˇn prˇ´ımy´ boot ja´dra a instalacˇn´ı obrazy) a k odstraneˇn´ı za´znamu z tabulky
instalac´ı.
Konfigurace pro [scheduler]
Konfiguracˇn´ı cˇa´st pro scheduler obsahuje v podstateˇ pouze dveˇ volby: cestu k *.pid
souboru a maxima´ln´ı pocˇet prob´ıhaj´ıc´ıch u´loh. Ostatn´ı potrˇebne´ nastaven´ı je prˇeb´ı-
ra´no stejneˇ jako v prˇ´ıpadeˇ manageru z ostatn´ıch cˇa´st´ı konfiguracˇn´ıho souboru.
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# konfigurace pl a´nova cˇe
[scheduler]
# soubor pro ulo zˇen ı´ cˇ ı´ sla procesu (pid)
pid_file =/tmp/nl_scheduler.pid
# maxim a´ln ı´ po cˇet sou cˇasn eˇ prob ı´haj ı´cı´ch u´loh (instalac ı´)
max_tasks =2
3.5 Skript ninthlama–backend.py
Kazˇdou soucˇa´st programu lze spousˇteˇt samostatneˇ z prˇ´ıkazove´ho rˇa´dku s parametry
start, stop, restart. Prˇi startu je mozˇne´ prˇidat parametr -d/--debug pro spusˇteˇn´ı
v rezˇimu ladeˇn´ı. Cˇa´st manager a scheduler mohou by´t spusˇteˇny azˇ po u´speˇsˇne´m
spusˇteˇn´ı workeru (prˇi spousˇteˇn´ı docha´z´ı ke kontrole spojen´ı a v prˇ´ıpadeˇ chyby nen´ı
dana´ cˇa´st spusˇteˇna).
Pro snadneˇjˇs´ı ovla´da´n´ı jednotlivy´ch soucˇa´st´ı je ve zdrojovy´ch ko´dech prˇ´ıtomen
skript ninthlama-backend.py, ktery´ umozˇnˇuje ovla´da´n´ı cele´ho programu (hromadne´
spousˇteˇn´ı – start, zastavova´n´ı – stop, restart – restart).
Mimoto je take´ s jeho pomoc´ı mozˇne´ vytva´rˇet a upravovat uzˇivatele programu
NinthLama–backend. To je d˚ulezˇite´ hlavneˇ prˇi prvotn´ı instalaci programu, nebot’ prˇi
prvn´ım spusˇteˇn´ı sice docha´z´ı k vytvorˇen´ı potrˇebne´ho databa´zove´ho sche´matu, zˇa´dny´
uzˇivatel ale vytvorˇen nen´ı, a proto nen´ı mozˇne´ se k programu prˇipojit vzda´leneˇ.
Vytvorˇen´ı uzˇivatele jme´nem manager s heslem heslo a pra´vy ALLWRITE (viz odd´ıl
3.1.1) je mozˇne´ na´sleduj´ıc´ım prˇ´ıkazem (podrobnosti k jednotlivy´m parametr˚um jsou
dostupne´ v na´poveˇdeˇ k programu, parametr --help):
#./ ninthlama -backend.py -u manager -p heslo -l 4 -d "Manager"
3.6 Rˇa´dkovy´ klient ninthlama–client.py
Vneˇjˇs´ı rozhran´ı vyuzˇ´ıvaj´ıc´ı XML–RPC je navrzˇeno pro mozˇnost prˇipojen´ı r˚uzny´ch
klientsky´ch aplikac´ı. V ra´mci vy´uky se prˇedpokla´da´ vyuzˇit´ı webove´ho rozhran´ı. Pro
testovac´ı u´cˇely a pro hromadnou spra´vu nemus´ı by´t webova´ aplikace nejlepsˇ´ım
rˇesˇen´ım. Soucˇa´st´ı zdrojovy´ch ko´d˚u je proto skript ninthlama-client.py, ktery´
prˇedstavuje klientskou cˇa´st programu NinthLama.
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Prˇi spusˇteˇn´ı vyzˇaduje program parametr -c nebo --connection s URI pro
prˇipojen´ı k manageru. URI je ve forma´tu definovane´m v cˇa´sti 3.1.2 a jsou s jeho
pomoc´ı specifikova´ny kromeˇ adresy a portu take´ prˇihlasˇovac´ı u´daje.
Ovla´da´n´ı programu je mozˇne´ pomoc´ı jednoduchy´ch prˇ´ıkaz˚u, jejichzˇ seznam je
dostupny´ po zada´n´ı help. V programu funguje doplnˇova´n´ı prˇ´ıkaz˚u a parametr˚u
stiskem kla´vesy Tab.
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4 NASAZENI´ ZVOLENE´HO RˇESˇENI´
Cely´ program byl nasazen na testovac´ım serveru na U´stavu telekomunikac´ı FEKT
VUT v Brneˇ. Jelikozˇ je na serveru nainstalova´n operacˇn´ı syste´m Debian, na´sleduj´ıc´ı
informace budou platit pro neˇj (meˇlo by vsˇak by´t mozˇne´ postup prˇizp˚usobit a apli-
kovat na libovolnou distribuci).
Za´vislosti
Program pro sv˚uj beˇh vyzˇaduje Python ve verzi 2.6, nav´ıc kromeˇ knihoven, ktere´ jsou
standardneˇ v syste´mu (prˇedpokla´da´m jizˇ nainstalovane´ KVM a libvirt), vyzˇaduje
bal´ıcˇky python2.6-libvirt, python2.6-openssl a python-sqlalchemy. Tyto bal´ıcˇ-
ky je mozˇne´ doinstalovat prˇ´ıkazem:
# aptitude install python2.6-libvirt python2.6-openssl \
python -sqlalchemy
Vytvorˇen´ı uzˇivatelske´ho u´cˇtu
Vytvorˇen´ı neprivilegovane´ho uzˇivatele, pod ktery´m pobeˇzˇ´ı hlavn´ı cˇa´st programu
a vytvorˇen´ı jeho domovske´ho adresa´rˇe zajist´ıme na´sleduj´ıc´ımi prˇ´ıkazy:
# useradd --system --home -dir /home/ninthlama \
--shell /bin/false ninthlama
# mkdir /home/ninthlama
# chown ninthlama:ninthlama /home/ninthlama
# mkdir /home/ninthlama/backend
# chown ninthlama:ninthlama /home/ninthlama/backend
Posledn´ı dva prˇ´ıkazy vytva´rˇej´ı a nastavuj´ı adresa´rˇ backend, ktery´ bude obsaho-
vat aplikaci NinthLama-backend. Do tohoto adresa´rˇe nakop´ırujeme zdrojove´ ko´dy
vcˇetneˇ podadresa´rˇ˚u lib, schemas a templates.
Vygenerova´n´ı serverove´ho certifika´tu
V dalˇs´ım kroku je potrˇeba z´ıskat serverovy´ certifika´t (chceme-li vyuzˇ´ıvat mozˇnost
sˇifrova´n´ı komunikace). Nejsme-li majiteli komercˇn´ıho certifika´tu, mu˚zˇeme si vyge-
nerovat certifika´t a odpov´ıdaj´ıc´ı tajny´ kl´ıcˇ pomoc´ı prˇ´ıkazu:
# openssl req -new -x509 -nodes -out server.cert.pem -keyout \
server.key.pem -days 1098
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Z´ıskanou dvojici soubor˚u server.cert.pem a server.key.pem je vhodne´ ulozˇit
naprˇ´ıklad do adresa´rˇe certs.
Adresa´rˇova´ struktura
Da´le je potrˇeba prˇipravit mı´sto pro virtua´ln´ı disky, prˇ´ıpadneˇ pro dalˇs´ı pouzˇ´ıvane´
soubory. Ja´ jsem zvolil na´sleduj´ıc´ı strukturu:
~ninthlama/data/
|-- direct_kernel_boot
|-- ninthlama_cd
|-- storage_pool
’-- www,
kde ~ninthlama prˇedstavuje doma´c´ı adresa´rˇ uzˇivatele ninthlama (cestu k neˇmu
jsme zada´vali prˇi vytva´rˇen´ı uzˇivatele). Adresa´rˇe storage pool a ninthlama cd
jsou u´lozˇiˇsteˇ pevny´ch disk˚u a instalacˇn´ıch obraz˚u CD. Jednotlive´ virtua´ln´ı pevne´
disky jsou vytva´rˇeny na za´kladeˇ pozˇadavk˚u, instalacˇn´ı me´dia je potrˇeba sta´hnou
a nakop´ırovat do zvolene´ho adresa´rˇe rucˇneˇ. V adresa´rˇi direct kernel boot jsou
ulozˇeny ja´dra a initrd soubory pro prˇ´ımy´ boot ja´dra. Adresa´rˇ www je korˇenovy´ ad-
resa´rˇ webove´ho serveru (bude zmı´neˇno da´le), odtud je stahova´na konfigurace pro
automaticke´ instalace.
Konfigurace programu NinthLama a prˇizp˚usoben´ı sˇablon
Nyn´ı je potrˇeba nakonfigurovat hlavn´ı konfiguracˇn´ı soubor programu NinthLama.
Jeho konkre´tn´ı cˇa´sti jsou popsa´ny v prˇedchoz´ı kapitole. Nejveˇtsˇ´ı pozornost je potrˇeba
veˇnovat nastaven´ı cest k soubor˚um a konfiguraci XML–RPC serveru workeru a ma-
nageru. Toto nastaven´ı mimo jine´ urcˇuje, zda bude neˇktera´ cˇa´st dostupna´ ze s´ıteˇ cˇi
jenom v ra´mci loka´ln´ıho pocˇ´ıtacˇe.
Soucˇa´st´ı zdrojovy´ch ko´d˚u jsou te´zˇ uka´zkove´ sˇablony. Ty je vhodne´ upravit a prˇiz-
p˚usobit vlastn´ım potrˇeba´m. Maj´ı-li by´t naprˇ´ıklad vytvorˇene´ dome´ny prˇ´ıstupne´ prˇes
protokol VNC i z jine´ho pocˇ´ıtacˇe, je potrˇeba v sˇabloneˇ pro dome´nu prˇidat/upravit
atribut listen u elementu <graphics> konfiguruj´ıc´ıho VNC server a nastavit jej
na verˇejnou adresu serveru.
Podle zvolene´ho nastaven´ı v hlavn´ım konfiguracˇn´ım souboru je take´ potrˇeba
upravit sˇablony pro u´lozˇiˇsteˇ virtua´ln´ıch disk˚u, obraz˚u CD a s´ıt’.
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Prvn´ı spusˇteˇn´ı
Prˇi prvn´ım spusˇteˇn´ı je nejlepsˇ´ı postupneˇ spousˇteˇt jednotlive´ cˇa´sti v lad´ıc´ım rezˇimu,
odhal´ıme tak jednodusˇe prˇ´ıpadne´ chyby v konfiguraci cˇi za´vislostech.
Prvneˇ spust´ıme cˇa´st worker prˇ´ıkazem
# ./ nl_worker.py -d start
Pokud start probeˇhne v porˇa´dku, mu˚zˇeme jej zastavit (kla´vesami CTRL+c) a spustit
v rezˇimu de´mona (prˇ´ıkazem bez parametru -d). Necha´me-li jej vsˇak jesˇteˇ beˇzˇet
v lad´ıc´ım rezˇimu, uvid´ıme nava´za´n´ı spojen´ı z manageru.
Obdobny´m zp˚usobem nyn´ı mu˚zˇeme spustit manager prˇ´ıkazem
# ./ nl_manager.py -d start
Pokud obeˇ cˇa´sti probeˇhnou v porˇa´dku, mu˚zˇeme je zastavit a spustit obeˇ najednou
s pomoc´ı ovla´dac´ıho skriptu ninthlama-backend.py:
# ninthlama -backend.py start
V tuto chv´ıli jesˇteˇ nen´ı mozˇne´ se k serveru z vneˇjˇsku prˇipojit, nebot’ neexistuje
zˇa´dny´ uzˇivatel, pod ktery´m bychom se mohli autentizovat. Pro vytvorˇen´ı uzˇivatele
(se jme´nem admin a heslem heslo) pouzˇijeme take´ skript ninthlama-backend.py
v na´sleduj´ıc´ı podobeˇ:
# ninthlama -backend.py --user admin --password heslo --level \
5 --description "Administrator"
Nyn´ı by jizˇ meˇlo by´t mozˇne´ prˇipojit se k serveru naprˇ´ıklad s pomoc´ı klientske´ho
rozhran´ı ninthlama-client.py.
Vytvorˇen´ı webove´ho serveru
Pro zprˇ´ıstupneˇn´ı konfiguracˇn´ıch soubor˚u pro automaticke´ instalace lze vyuzˇ´ıt libo-
volny´ existuj´ıc´ı webovy´ server prˇ´ıstupny´ z virtua´ln´ı s´ıteˇ. Pokud zat´ım zˇa´dny´ ne-
pouzˇ´ıva´me, je nejjednodusˇsˇ´ım rˇesˇen´ım server lighttpd1 ze stejnojmenne´ho bal´ıcˇku,
ktery´ je mozˇno nainstalovat prˇ´ıkazem:
# aptitude install lighttpd
Jedna´ se o rychly´ nena´rocˇny´ webovy´ server s jednoduchou konfigurac´ı. Ta je
ulozˇena v adresa´rˇi /etc/lighttpd/ v souboru lighttpd.conf. Pro nasˇe potrˇeby
jsou d˚ulezˇite´ volby server.document-root, server.bind a server.port. Prvn´ı
1<http://www.lighttpd.net/>
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urcˇuje ulozˇen´ı korˇenove´ho adresa´rˇe webove´ho serveru, druhe´ dveˇ adresu a port na
ktere´m ma´ lighttpd naslouchat.
Z d˚uvodu ladeˇn´ı je vhodne´ zapnout modul accesslog pro logova´n´ı prˇ´ıstup˚u. Po-
volen´ı modulu je zalozˇeno na vytvorˇen´ı symbolicke´ho odkazu z adresa´rˇe conf-avai-
lable do conf-enabled, nejle´pe pomoci na´stroje lighttpd-enable-mod. Za´znamy
jsou pote´ ukla´da´ny do souboru na adrese /var/log/lighttpd/access.log. V prˇ´ıpadeˇ
testova´n´ı automaticke´ instalace naprˇ´ıklad za pomoci KickStartu je mozˇne´ z logu po-
znat, zda dosˇlo ke stazˇen´ı konfiguracˇn´ıho souboru cˇi nikoli.
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5 ZA´VEˇR
Pra´ce se zaby´va´ mozˇnostmi hromadne´ spra´vy virtua´ln´ıch stroj˚u z programa´torske´ho
hlediska. V prvn´ı cˇa´sti je rozeb´ıra´na knihovna libvirt umozˇnˇuj´ıc´ı spra´vu virtua´ln´ıch
stroj˚u postaveny´ch na r˚uzny´ch virtualizacˇn´ıch rˇesˇen´ıch.
Vytva´rˇene´ virtua´ln´ı stroje, s´ıteˇ a dalˇs´ı prvky jsou definova´ny pomoc´ı XML
prˇedpisu a takto prˇeda´ny libvirtu ke zpracova´n´ı. Popisu struktury a mozˇnost´ı XML
souboru pro vytva´rˇen´ı virtua´ln´ıch stroj˚u, disk˚u a s´ıt´ı je veˇnova´na prvn´ı cˇa´st pra´ce.
Dalˇs´ı kapitola je veˇnova´na mozˇnostem automaticke´ instalace operacˇn´ıho syste´mu
na vytvorˇene´ virtua´ln´ı stroje. Je bra´no v u´vahu, zˇe disky virtua´ln´ıch stroj˚u mohou
by´t obycˇejne´ soubory a je tedy mozˇne´ naklonovat existuj´ıc´ı virtua´ln´ı disk s jizˇ nain-
stalovany´m syste´mem. Da´le jsou prˇedstaveny a popsa´ny mozˇnosti automaticke´ insta-
lace na za´kladeˇ prˇedepsany´ch pravidel pro dveˇ za´kladn´ı rodiny distribuc´ı operacˇn´ıho
syste´mu GNU/Linux, pro distribuce zalozˇene´ na RedHatu a pro distribuci Debian.
Prvn´ı skupineˇ distribuc´ı je urcˇen na´stroj KickStart, pro Debian se jedna´ o takzvanou
”
prˇedprˇipravenou“ instalaci.
Prakticka´ cˇa´st pra´ce se zaby´va´ na´vrhem a realizac´ı programu NinthLama–backend,
tedy programu poskytuj´ıc´ımu mozˇnosti automaticke´ho vytva´rˇen´ı a spra´vy veˇtsˇ´ıho
mnozˇstv´ı virtua´ln´ıch stroj˚u. Jedna´ se o serverovou aplikaci, jej´ızˇ funkce mu˚zˇe vyuzˇ´ıvat
webovy´ interface, termina´lovy´ klient cˇi jaky´koliv program prˇistupuj´ıc´ı k serveru
s pomoc´ı XML–RPC s nadefinovany´m rozhran´ım. Program byl nasazen a u´speˇsˇneˇ
odzkousˇen na testovac´ım serveru na U´stavu telekomunikac´ı FEKT VUT v Brneˇ.
Navrzˇeny´ a realizovany´ program umozˇnˇuje:
• zprostrˇedkova´n´ı komunikace mezi klientsky´mi programy a r˚uzny´mi virtua-
lizacˇn´ımi technologiemi,
• vytva´rˇen´ı virtua´ln´ıch stroj˚u na za´kladeˇ prˇipraveny´ch sˇablon,
• instalaci operacˇn´ıho syste´mu ze s´ıteˇ, z instalacˇn´ıch obraz˚u,
• pla´novanou automatickou instalaci s pomoc´ı rozlicˇny´ch automatizacˇn´ıch na´stroj˚u
naprˇ. KickStart,
• nastaven´ı manua´ln´ı instalace OS,
• spra´vu opra´vneˇn´ı k jednotlivy´m virtua´ln´ım stroj˚um a jejich prˇiˇrazen´ı k pro-
jekt˚um.
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SEZNAM SYMBOLU˚, VELICˇIN A ZKRATEK
DHCP Dynamic Host Configuration Protocol
DNS Domain Name System
HTTP Hypertext Transfer Protocol
HTTPS Hypertext Transfer Protocol Secure
KVM Kernel-based Virtual Machine – virtualizace na u´rovni ja´dra
LAN Local Area Network – loka´ln´ı s´ıt’
LVM Logical Volume Management – rˇ´ızen´ı logicky´ch disk˚u
MAC Media Access Control (address)
NAT Network Address Translation – prˇeklad s´ıt’ovy´ch adres
NFS Network File System – protokol pro prˇipojova´n´ı s´ıt’ovy´ch disk˚u
OS Operacˇn´ı syste´m
RDP Remote Desktop Protocol
RPC Remote procedure call – vzda´lene´ vola´n´ı procedur
SSH Secure Shell
SSL Secure Sockets Layer
TLS Transport Layer Security – zabezpecˇen´ı transportn´ı vrstvy
URI Uniform Resource Identifier – jednotny´ identifika´tor zdroje
UTC Coordinated Universal Time – koordinovany´ sveˇtovy´ cˇas
UUID Universally unique identifier – univerza´ln´ı unika´tn´ı identifika´tor
VNC Virtual Network Computing
XML Extensible Markup Language – rozsˇiˇritelny´ znacˇkovac´ı jazyk
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A KONFIGURACˇNI´ SOUBORY AUTOMATICKE´
INSTALACE
A.1 KickStart
# Instalace syst e´mu (mu zˇe by´t upgrade)
install
# Instalace bude prob ı´hat v textov e´m re zˇimu
text
# Adresa pro zı´sk a´nı´ instala cˇnı´ch soubor u˚ (mu˚ zˇe by´t cdrom ←↩
pro instalaci z_CD)
url --url http :// mirror.centos.org/centos /5.6/os/i386
# Jazyk
lang cs_CZ.UTF -8
# Rozlo zˇen ı´ kl a´ vesnice
keyboard cz-us-qwertz
# Nastaven ı´ sı´t’ove karty eth0 (nastaven ı´ z DHCP serveru)
network --device eth0 --bootproto dhcp
# Root heslo (posledn ı´ znak dolaru na rˇ a´ dek nepat rˇ ı´)
rootpw --iscrypted $1$MDAHekLS$uDBwerX5KxoWERGR.mgsK1$
# Firewall
firewall --enabled --port =22: tcp
# Zp u˚sob ukl a´da´nı´ hesel
authconfig --enableshadow --enablemd5
# Cˇasov e´ pa´smo
timezone --utc Europe/Prague
# Um ı´st eˇnı´ zavad eˇ cˇe syst e´mu
bootloader --location=mbr --driveorder=vda
# Smaz a´nı´ vsˇech diskov y´ch odd ı´lu˚
clearpart --all --initlabel
# Vytvo rˇen ı´ odd ı´lu pro swap
part swap --size 128
# Vytvo rˇen ı´ syst e´mov e´ho odd ı´lu
part / --size 500 --grow
# Instalovan e´ bal ı´ cˇky (nebo skupiny bal ı´ cˇk u˚)
%packages
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@base
@core
@editors
@text -internet
keyutils
openssh -server
device -mapper -multipath
A.2 Pro distribuci Debian
### Localization
# Preseeding only locale sets language , country and locale.
d-i debian -installer/locale string cs_CZ
# Keyboard selection.
d-i console -keymaps -at/keymap select us
d-i keyboard -configuration/xkb -keymap select us
### Network configuration
# netcfg will choose an interface that has link if possible.
# This makes it skip displaying a list if there is more
# than one interface.
d-i netcfg/choose_interface select auto
# Any hostname and domain names assigned from dhcp take
# precedence over values set here.
# However , setting the values still prevents the questions
# from being shown , even if values come from dhcp.
d-i netcfg/get_hostname string unassigned -hostname
d-i netcfg/get_domain string unassigned -domain
### Mirror settings
# If you select ftp , the mirror/country string
# does not need to be set.
#d-i mirror/protocol string ftp
d-i mirror/country string manual
d-i mirror/http/hostname string http.us.debian.org
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d-i mirror/http/directory string /debian
d-i mirror/http/proxy string
# Root password , either in clear text
d-i passwd/root -password password heslo
d-i passwd/root -password -again password heslo
# or encrypted using an MD5 hash.
#d-i passwd/root -password -crypted password [MD5 hash]
# To create a normal user account.
d-i passwd/user -fullname string Test
d-i passwd/username string test
# Normal user ’s password , either in clear text
d-i passwd/user -password password test
d-i passwd/user -password -again password test
# or encrypted using an MD5 hash.
#d-i passwd/user -password -crypted password [MD5 hash]
### Clock and time zone setup
# Controls whether or not the hardware clock is set to UTC.
d-i clock -setup/utc boolean true
# You may set this to any valid setting for \$TZ;
# see the contents of /usr/share/zoneinfo/ for valid values.
d-i time/zone string Europe/Prague
# Controls whether to use NTP
# to set the clock during the install
d-i clock -setup/ntp boolean true
# NTP server to use. The default is almost always fine here.
#d-i clock -setup/ntp -server string ntp.example.com
### Partitioning
# The presently available methods are:
# - regular: use the usual partition types
# for your architecture
# - lvm: use LVM to partition the disk
# - crypto: use LVM within an encrypted partition
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d-i partman -auto/method string regular
# If one of the disks that are going to be automatically
# partitioned contains an old LVM configuration ,
# the user will normally receive a warning.
# This can be preseeded away ...
d-i partman -lvm/device_remove_lvm boolean true
# The same applies to pre -existing software RAID array:
d-i partman -md/device_remove_md boolean true
# And the same goes for the confirmation
# to write the lvm partitions.
d-i partman -lvm/confirm boolean true
# You can choose one of the three predefined
# partitioning recipes:
# - atomic: all files in one partition
# - home: separate /home partition
# - multi: separate /home , /usr , /var , and /tmp partitions
d-i partman -auto/choose_recipe select atomic
# This makes partman automatically partition
# without confirmation , provided that you told it
# what to do using one of the methods above.
d-i partman -partitioning/confirm_write_new_label boolean ←↩
true
d-i partman/choose_partition select finish
d-i partman/confirm boolean true
d-i partman/confirm_nooverwrite boolean true
### Apt setup
# You can choose to install non -free and contrib software.
d-i apt -setup/non -free boolean true
d-i apt -setup/contrib boolean true
### Package selection
tasksel tasksel/first multiselect standard
# Individual additional packages to install
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d-i pkgsel/include string openssh -server mc
### Finishing up the installation
# Avoid that last message about the install being complete.
d-i finish -install/reboot_in_progress note
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B PRˇI´KLADY SˇABLON
B.1 Sˇablona virtua´ln´ıch stroj˚u
<domain type=’kvm’>
<name>basic_domain </name>
<description >
Popis sˇ ablony testovac ı´ho stroje.
Za´ kladn ı´ dom e´na
RAM: 256MB
</description >
<memory >262144 </memory >
<currentMemory >262144 </currentMemory >
<vcpu>1</vcpu>
<os>
<type arch=’i686’ machine=’pc -0.12’>hvm</type>
<boot dev=’hd’/>
</os>
<features >
<acpi/> <apic/> <pae/>
</features >
<clock offset=’utc’/>
<on_poweroff >destroy </on_poweroff >
<on_reboot >restart </on_reboot >
<on_crash >restart </on_crash >
<devices >
<emulator >/usr/bin/kvm</emulator >
<console type=’pty’>
<target port=’0’/>
</console >
<input type=’mouse’ bus=’ps2’/>
<graphics type=’vnc’ autoport=’yes’/>
<video>
<model type=’cirrus ’ vram=’16384’ heads=’1’/>
</video>
</devices >
</domain >
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B.2 Sˇablona virtua´ln´ıch disk˚u
<volume >
<name>volume_3GB </name>
<source/>
<capacity unit="M">3000</capacity >
<target >
<format type=’raw’/>
</target >
</volume >
B.3 Sˇablona diskovy´ch u´lozˇiˇst’ (disk˚u)
<pool type="dir">
<name>ninthlama </name>
<target >
<path>/home/ninthlama/data/storage_pool </path>
</target >
</pool>
B.4 Sˇablona virtua´ln´ı s´ıteˇ
<network >
<name>ninthlama </name>
<forward mode=’nat’/>
<bridge name=’virbr1 ’ stp=’on’ delay=’0’ />
<ip address=’192.168.123.1 ’ netmask=’255.255.255.0 ’>
<dhcp>
<range start=’192.168.123.100 ’ end=’←↩
192.168.123.254 ’ />
</dhcp>
</ip>
</network >
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B.5 Sˇablony instalac´ı
B.5.1 Manua´ln´ı instalace
<installation type=’manual_install ’ subtype=’install_image ’>
<name>basic_manual_install_debian </name>
<source >/home/ninthlama/data/ninthlama_cd/debian -506-i386 -←↩
netinst.iso</source >
<description >
Sablona pro manualni instalaci Debianu
z instalacniho media.
</description >
</installation >
B.5.2 Automaticka´ instalace
<installation type=’automated_install ’ subtype=’←↩
direct_kernel_boot ’>
<name>basic_direct_kernel_boot </name>
<description >
Sablona pro automatickou instalaci CentOS
s pomoci direct kernel boot (primeho bootu jadra).
</description >
<kernel >/home/ninthlama/data/direct_kernel_boot/←↩
vmlinuz_centos </kernel >
<initrd >/home/ninthlama/data/direct_kernel_boot/←↩
initrd_centos </initrd >
<cmdline >ks=http: //192.168.123.1/ ks.cfg</cmdline >
</installation >
<installation type=’automated_install ’ subtype=’←↩
direct_kernel_boot ’>
<name>automatic_debian_installation </name>
<description >
Sablona pro automatickou instalaci Debianu
s pomoci direct kernel boot (primeho bootu jadra).
</description >
<kernel >/home/ninthlama/direct_kernel_boot/vmlinuz_debian
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</kernel >
<initrd >/home/ninthlama/direct_kernel_boot/initrd_debian
</initrd >
<cmdline >auto=true priority=critical interface=auto netcfg←↩
/dhcp_timeout =60 preseed/url=http: //192.168.123.1/←↩
preseed.cfg</cmdline >
<source >/home/ninthlama/data/ninthlama_cd/debian -506-i386 -←↩
netinst.iso</source >
</installation >
B.5.3 Kop´ırova´n´ı disku s nainstalovany´m syste´mem
<installation type=’copy’>
<name>basic_copy </name>
<description >
Sablona kopirujici existujici disk.
</description >
<source >/home/ninthlama/data/storage_pool/Debian_basic.img←↩
</source >
</installation >
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C POPISNY´ SOUBOR K SˇABLONA´M PRO IN-
STALACI
<?xml version="1.0"?>
<!-- A Relax NG schema for the NinthLama installation XML ←↩
format -->
<grammar xmlns="http:// relaxng.org/ns/structure /1.0" ←↩
datatypeLibrary="http: //www.w3.org /2001/ XMLSchema -←↩
datatypes">
<!-- We handle only document defining a installation -->
<start >
<ref name="installation"/>
</start >
<!--
description element , maybe placed anywhere under the root
-->
<define name="description">
<element name="description">
<text/>
</element >
</define >
<!--
We handle only document defining a installation
-->
<define name="installation">
<element name="installation">
<!-- Name of installation template -->
<element name="name">
<ref name="templateName"/>
</element >
<interleave >
<optional >
<ref name="description"/>
</optional >
<choice >
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<!--chose installation type -->
<ref name="type_copy"/>
<ref name="type_manual_install"/>
<ref name="type_direct_kernel_boot"/>
</choice >
</interleave >
</element >
</define >
<!-- Installation copy: copy an existing disc.-->
<define name="type_copy">
<attribute name="type">
<value >copy</value>
</attribute >
<!-- Absolute file path of source disk -->
<element name="source">
<ref name="absFilePath"/>
</element >
</define >
<!-- Installation manual_install:
manual instalation from install media image.-->
<define name="type_manual_install">
<attribute name="type">
<value >manual_install </value>
</attribute >
<attribute name="subtype">
<value >install_image </value>
</attribute >
<!-- Absolute file path of installation media image -->
<element name="source">
<ref name="absFilePath"/>
</element >
</define >
<!-- Installation direct_kernel_boot:
instalation through direct kernel boot with boot ←↩
parameters.-->
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<define name="type_direct_kernel_boot">
<attribute name="type">
<value >automated_install </value>
</attribute >
<attribute name="subtype">
<value >direct_kernel_boot </value>
</attribute >
<interleave >
<element name="kernel">
<ref name="absFilePath"/>
</element >
<optional >
<element name="initrd">
<ref name="absFilePath"/>
</element >
</optional >
<optional >
<element name="root">
<ref name="devicePath"/>
</element >
</optional >
<optional >
<element name="cmdline">
<text/>
</element >
</optional >
<optional >
<element name="source">
<ref name="absFilePath"/>
</element >
</optional >
</interleave >
</define >
<define name="templateName">
<data type="string">
<param name="pattern">[A-Za -z0 -9_\.\+\ -& amp;:/]+
</param>
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</data>
</define >
<define name="absFilePath">
<data type="string">
<param name="pattern">/[a-zA -Z0 -9_\.\+\ -& amp ;/%]+
</param>
</data>
</define >
<define name="devicePath">
<data type="string">
<param name="pattern">/[a-zA -Z0 -9_\+\ -/%]+</param>
</data>
</define >
</grammar >
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D DOKUMENTACE K VNEˇJSˇI´MU ROZHRANI´
addMissingDomainsToDatabase()
Porovn a´ existuj ı´cı´ dom e´ny s datab a´zı´, chyb eˇjı´cı´ prˇid a´.
addOwnershipDomain(user name, domain name)
Prˇid a´nı´ vlastnictv ı´ k dom e´neˇ.
createDisk(name, template, kwargs={})
Vytvo rˇen ı´ disku z sˇ ablony template s na´zvem name.
Dal sˇ ı´ voliteln e´ mo zˇ nosti konfigurace jsou prˇed a´ny
pomoc ı´ slovn ı´ku kwargs.
kwargs = {
’capacity ’: KAPACITA , # Zm eˇna kapacity disku oproti sˇ ablon eˇ.
’unit ’: JEDNOTKY , # Jednotka ve kter y´ch je uvedeno capacity
# (viz. nl_xml.LibvirtXmlStorageVolume.
setCapacity).
’owner ’: ’VLASTNIK ’, # Prˇirˇ azen ı´ disku ur cˇit e´mu vlastn ı´kovi.
}
createDomain(name, template, kwargs={})
Vytvo rˇen ı´ dom e´ny se jm e´nem name podle sˇ ablony template.
Dal sˇ ı´ mo zˇ nosti konfigurace (povinn e´ i nepovinn e´) jsou prˇed a´ny
pomoc ı´ slovn ı´ku kwargs.
kwargs = {
’description ’: ’’’Popis k vytv a´ rˇen e´ dom e´neˇ.’’’,
’disk ’: CESTA_K_DISKU , # absolutn ı´ cesta k disku
’cd ’: CESTA_K_OBRAZU_CD # absolutn ı´ cesta k obrazu cd
’owner ’: ’VLASTNIK ’, # prˇirˇ azen ı´ dom e´ny ur cˇit e´mu vlastn ı´kovi.
’boot_sequence ’:[’hd ’,’cdrom ’], # po rˇad ı´ pro bootov a´nı´
’project ’: ID_PROJEKTU # cˇ ı´ slo projektu
# do kter e´ho ma´ dom e´na pat rˇit
}
deleteDisk(name)
Smaz a´nı´ disku.
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deleteDomain(name, delete associated disks=False)
Smaz a´nı´ dom e´ny ’name ’.
Je -li delete_associated_disks True , budou smaz a´ny
i vsˇ echny disky prˇ ipojen e´ k te´to dom e´neˇ.
deleteOwnershipDomain(user name, domain name)
Odebr a´nı´ vlastnictv ı´ uzˇ ivateli.
getCDPath(name)
Zı´sk a´nı´ absolutn ı´ cesty k obrazu CD.
getDiskPath(name)
Zı´sk a´nı´ absolutn ı´ cesty k disku.
getDomainXml(domain name)
Zı´sk a´nı´ xml prˇ edpisu dom e´ny.
infoDomain(domain name)
Vr a´tı´ kompletn ı´ informace o dom e´neˇ
(jako v prˇ ı´ pad eˇ listov a´nı´ vı´ce dom e´n).
install(domain name, template, priority=50)
Zaji sˇteˇnı´ instalace (nebo prˇ ı´ pravy na instalaci) podle sˇ ablony.
Parametr ’priority ’ ud a´va´ prioritu po zˇ adavku
(0 nejv eˇtsˇ ı´, 50 vy´choz ı´ ,...)
installFinish(domain name)
Dokon cˇen ı´ (manu a´ln ı´) instalace.
Odpojen ı´ instala cˇnı´ch obraz u˚, zm eˇna bootovac ı´ sekvence.
listCDs()
Vy´pis seznamu CD obraz u˚.
Vrac ı´ seznam obraz u˚.
73
listDisks(user=None)
Vy´pis seznamu disk u˚.
Parametr user slou zˇ ı´ jako filtr.
Vrac ı´ seznam disk u˚.
listDomains(user=None, project=None)
Vy´pis seznamu dom e´n.
Parametr user slou zˇ ı´ jako filtr.
Vrac ı´ seznam dom e´n.
listDomainsByProject(project)
Vy´pis seznamu dom e´n,
(stejn eˇ jako listDomains , pouze se filtruje podle ID projektu).
listDomainsByProjectInfo(project)
Vy´pis seznamu dom e´n,
(stejn eˇ jako listDomainsInfo , pouze se filtruje podle ID projektu).
listDomainsInfo(user=None, project=None)
Vy´pis seznamu dom e´n.
Parametr user slou zˇ ı´ jako filtr.
Vrac ı´ slovn ı´k slovn ı´ku˚ (ke ka zˇde´ dom e´neˇ jeden slovn ı´k):
{’jmeno_domeny ’:
{’description ’: ’POPIS ’,
’id ’: ID ,
’last_edited_time ’: CˇAS PODLEDN I´ EDITACE ,
’last_started_time ’: CˇAS POSLEDN I´HO SPU SˇTEˇNI´,
’name ’: ’JM E´NO ’,
’nic ’: [[’MAC ’, ’IP ’], [’MAC2 ’, ’IP2 ’]],
’owners ’: [’VLASTNIK ’, VLASTNIK2],
’database_status ’: ’STATUS_V_DATAB A´ZI ’,
’libvirt_status ’: ’STATUS_V_LIBVIRTU ’,
’uuid ’: ’UUID ’,
’project ’: PROJEKT_ID},
’jmeno_2_domeny ’:
{ ...}, ...}
kde: CˇASY jsou ve form a´tu datetime
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STATUS_V_LIBVIRTU mu˚ zˇe by´t: RUNNING , STOPED , UNDEFINED
STATUS_V_DATAB A´ZI mu˚ zˇe by´t: UNKNOWN , LOCKED , READY ,
INSTALLATION , MANUAL_INSTALL
listInstallations()
Vy´pis fronty po zˇ adavk u˚ na instalaci.
listTemplatesDisk()
Vy´pis sˇ ablon pro vytvo rˇen ı´ disk u˚.
listTemplatesDomain()
Vy´pis sˇ ablon pro vytvo rˇen ı´ dom e´n.
listTemplatesInstallation()
Vy´pis sˇ ablon pro instalace.
listUserNames()
Vy´pis dostupn y´ch uzˇ ivatel u˚.
mountCD(domain name, cd path)
Prˇ ipojen ı´ CD k dom e´neˇ.
pingWorker()
Metoda testuj ı´cı´ spojen ı´ na workera.
removeDirectKernelBoot(domain name)
Odstran eˇnı´ nastaven ı´ direct_kernel_boot z dom e´ny.
setBootSequence(domain name, boot sequence)
Nastaven ı´ boot_sequence u vybran e´ dom e´ny
(dom e´na mus ı´ by´t ve stavu STOPED).
boot_sequence = [’hd’, ’cdrom ’]
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setDomainProject(domain name, project)
Prˇirˇ azen ı´ dom e´ny do projektu.
startDomain(domain, user=None)
Spu sˇteˇnı´ dom e´ny domain.
Parametr user je vyu zˇit v metod eˇ pro autorizaci ,
v te´to metod eˇ vyu zˇit nen ı´.
statusDomain(domain)
Zji sˇteˇnı´ stavu dom e´ny.
stopDomain(domain, user=None)
Zastaven ı´ dom e´ny domain.
Parametr user je vyu zˇit v metod eˇ pro autorizaci ,
v te´to metod eˇ vyu zˇit nen ı´.
umountCD(domain name)
Odpojen ı´ CD od vybran e´ dom e´ny.
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E OBSAH PRˇILOZˇENE´HO ME´DIA
Diplomova prace Daniel Horak.pdf – text diplomove´ pra´ce
NinthLama-backend/ – zdrojove´ ko´dy aplikace NinthLama–backend
Documentation/ – Dokumentace k jednotlivy´m modul˚um programu NinthLama–
backend ve forma´tu HTML (vygenerova´no s pomoc´ı pydoc)
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