Measure theory in compact HausdorfF spaces has some pathological aspects. Some natural functions are nonmeasurable. Others are measurable but have nonmeasurable ranges. Joint measurability is not preserved by the Kakutani-Nelson canonical representation of functions as elements of product spaces, even "almost", for the indicator function of the triangle below the diagonal of the unit square (empirical distribution function for sample size n = 1 ).
Ux := {A e 2 : x e A} with {y} g Ux for ail y ^ x . So the relative topology of the range of / is discrete, and / is not measurable from / into 27, since not all subsets of / are measurable. Also, the functions f from / into I1 defined by fn(x)(y) := max(0,1 -n\x -y\) are continuous from / into I1 and converge pointwise everywhere to the function f(x) := 1, , which, as just noted, is not measurable [12; 17, p. 96].
The functions fn are Lusin measurable from / into / for an arbitrary measure m, and where the compact set K in each case can be taken as the whole domain space /. So the use of Lusin measurability (as defined and referenced above) does not prevent the nonmeasurability of sequential limits.
The second example, which the rest of the note will treat, is the function F\{x) := [x, 1]. Now F{ is Borel measurable from / into 2 , since any union of nondegenerate intervals (closed or open at either end, but not reducing to singletons) can be written as a countable disjoint union, which is Borel in /. Let M_ be the range of Fx in 2 . Let G(x) :=]x, 1] for 0 < x < 1 and let M be the range of G in 2 . Let M = M u M+ . Then M is compact in 2 .
A Borel measurable function from a Borel set in a complete separable metric space into a separable metric space Y has a range which is not necessarily Borel, but is analytic, so that it is universally measurable, i.e. measurable for the completion of any Borel measure on Y (e.g. [7, §8.4] Let T be any set and (Í2, S, P) a probability space. For each t G T let X( be a measurable real function on Q. In other words, Xt, t e T, is a stochastic process. Let B be a (7-algebra of subsets of T. Then the process is called measurable if (t,co) t-» Xt(co) is measurable for the product cr-algebra. I will call Xt almost measurable if there is a subset (f ci) with P(W) = 1 suchthat the process is measurable on T x W . If T is a subset of the line with positive Lebesgue measure, I will call the process Doob measurable if (t,co)\-+ Xt(co) is measurable for the completion of the product measure X x P [8; 9, p. 60].
If x is a measurable function from Q into T and Xt is an almost measurable process, then Xt: co >-> XT,Aco) is measurable (for the completion of P on Q ). A stochastic process Xt, I e T, will be called canonical if Q is itself a set of functions f on T and Xt(f) = f(t). Proposition 3 then gives Proposition 4. For any y on 2 as in Proposition 3, the canonical process defined by y is not almost measurable.
Kakutani [22] defined product probabilities on infinite products of compact Hausdorff spaces. For any real-valued stochastic process Xt, t € T, Nelson [24] defined a corresponding canonical process as follows. Embed R in the compact space R := [-oo, oo] of extended real numbers. Then there is a regular Borel probability measure P on the space R of all functions from T into R such that for any finite n, any tj :-t(i) e T, i -1, ... ,n, and any Borel sets B, c R, Pt{X,U)g B,,i = 1 , ... ,n} = P{f: f(tt) e B,, i=l,...,n). Doob [8] asked whether (Doob) measurability of a process X{ would carry over to its corresponding canonical process. In [12, 13, 14; 17, Appendix E] there is a counterexample, assuming the continuum hypothesis, where T -H, a separable, infinite-dimensional Hubert space, for the isonormal Gaussian process on H with mean 0 and covariance given by the inner product. A particular (Gaussian) measure on H took the place of Lebesgue measure on / ; any such measure is an image of Lebesgue measure by a Borel measurable transformation, e.g. [17, Theorem 11.7.5], which can be taken to be 1-1 [25, §2 #7] . The proof of nonmeasurability was rather difficult and unintuitive.
Variables XT for random times t such as stopping times are crucial in the theory of some classes of processes, including Markov processes (e.g. [19, p. 98] ). The measurability of the process evaluated at a random time (or a random point in a more general parameter space T ) is one of the main benefits of measurability.
Doob [8] asked, in effect, whether (t,f) t-+ f(t) is Doob measurable for Nelson's canonical process if Xt is Doob measurable. But for a Doob measurable process, XT need not be measurable since the graph {(t,co): t = x(co)} has k x P measure 0, so the process can be arbitrary on the graph. We can then ask whether the canonical process is almost measurable if Xt is. For a process with continuous paths, taking W = C[0,1] in R , the corresponding canonical process is almost measurable since W is a Borel set [24] . But Proposition 4 implies the following:
Propositions. For the process Xt(co) := !/"<,} on I x I, and Lebesgue measure on both copies of I, the canonical process on I is not almost measurable.
The function F, from / into 2 is not only elementary but important as an example of an empirical distribution function. Such functions have been considered also in the supremum norm, where the range of Fx is nonseparable and Fx is again not Borel measurable, and not Lusin measurable (cf. Proposition 2). Yet one wants to work with Fx and "empirical processes" more generally that share some of the same measurability problems.
Recall , which can be given a complete, separable metric (Skorohod topology) for which convergence to a continuous function is equivalent to convergence in the supremum norm (e.g. [5, Chapter 3] ). But D[0,1] seems not to extend to enough generality. The theory of empirical processes has been treating nonmeasurable real-valued functions and their upper and lower integrals [10, 11, 15, 18] . More recently, using an idea of J. Hoffmann-Jorgensen, the upper and lower integrals are taken over a probability space Q, without trying to define a distribution for processes such as Fx on a function space [16] . In other words, the idea of a "canonical" representation of a stochastic process, which runs into difficulties with measurability in compact Hausdorff spaces, also has problems in metric spaces. Instead, the theory encompassing possibly nonmeasurable functions seems to work well enough [1, 2, 3, 4, 16] .
