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To Blaine Lawson on the occasion of his 70th birthday.
RATIONALITY OF EULER-CHOW SERIES AND FINITE
GENERATION OF COX RINGS
XI CHEN, E. JAVIER ELIZONDO, AND YANHONG YANG
Abstract. We study the rationality of the Euler-Chow series E1(X)
of codimension one cycles on a projective variety X and its relation
with the effective cone and the Cox ring of X. Among other things,
we prove that E1(X) is transcendental if the cone NE1(X) of pseudo-
effective divisors on X has infinitely many extremal rays generated by
effective divisors. On the other hand, we give examples showing that the
converse fails. In addition, we give an example where E1(X) is rational
and Cox(X) is infinitely generated. Finally, we compute E1(X) for Del
Pezzo surfaces X.
1. Introduction
1.1. Statement of results. Zariski was the first to propose studying the
dimensions of linear systems in P2 passing through a fixed number of points
in general position with a given multiplicity. There has been a lot of work in
that direction since then. We can say that in general it is an important and
interesting problem to compute the dimensions of different linear systems.
It turns out to be a very hard problem as we will see that the correspond-
ing generating function, called Euler-Chow series, is transcendental over a
polynomial ring, if we have 9 or more general points in P2.
To answer Zariski’s question, or more generally, to compute the dimension
h0(D) of every divisor D on a smooth complex projective variety X of
dimension n, we introduce the generating function of h0(D) as
(1.1) En−1(X) = E
1(X) =
∑
D∈Pic(X)
h0(D) · tD
where t is a formal variable and En−1(X), written alternatively as E
1(X),
is called the (n − 1)-dimensional Euler-Chow series of X. For simplicity,
we assume that the Picard group Pic(X) of X is finitely generated, i.e.,
H1(OX) = 0.
The precise definition of E•(X) will be given in §2.
In general, E1(X) is very hard to compute. In the few cases where it is
known, including toric varieties and the blow-ups of P2 at points lying on
a line (cf. [E] and [EK2]), E1(X) turns out to be a rational function in
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Q(t1, t2, ..., tm). Thus, we may ask the natural questions: Is E
1(X) always
rational? If it is not, under what conditions is E1(X) rational or irrational?
One of the main purposes of this paper is to address these two questions.
It is suspected that the rationality of E1(X) has much to do with the Cox
ring of the variety. In the above-mentioned cases of toric varieties and the
blow-ups of P2 at points lying on a line, the Cox ring or the total coordinate
ring (cf. [C] and [EKW])
(1.2) Cox(X) =
⊕
D∈Pic(X)
H0(D)
is noetherian, i.e., finitely generated. We have the following simple fact:
Fact 1.1. Let X be a smooth projective variety whose Picard group is a free
abelian group. If Cox(X) is finitely generated, then E1(X) is rational.
The first purpose of our paper is to further investigate the relation between
the rationality of E1(X) and the finite generation of Cox(X). Given the
above fact, it is natural to ask whether the converse of the above statement
holds:
Question 1.2. Under the same hypothesis as above, does rationality of
E1(X) imply finite generation of Cox(X)?
The answer to this question is negative. Our first result is the following
counterexample.
Theorem 1.3. Let S be a smooth quartic surface in P3 and X = Blp S be
the blow-up of S at a point p ∈ S. Then Cox(X) is not finitely generated
and E1(X) is rational for (S, p) very general.
It has been brought to our attention that this example has already ap-
peared in the work of Artebani and Laface [A-L]. Our argument for the
infinite generation of Cox(X) is identical to theirs. So we do not pretend
any originality in these parts. We have kept our argument for the readers’
convenience. However, our proof for the rationality of E1(X) is new, to the
best of our knowledge.
Thus, infinite generation of Cox(X) does not guarantee irrationality of
E1(X). Next, we try to find some sufficient conditions for E1(X) to be
irrational. Our first example is the blow-up X of P2 at 9 or more points
in very general position, corresponding to Zariski’s problem mentioned at
the very beginning. This is probably the “simplest” surface whose Cox ring
is not finitely generated. It has been suspected that its Euler-Chow series
is not rational for some time. But the irrationality of E1(X) has not been
established until very recently. Shun-ichi Kimura notified us that there was
a paper in preparation where it was proved that E1(X) is irrational [KKT].
They based their proof on the well-known fact that the cone NE1(X) of
pseudo-effective divisors on X is not a rational polyhedral cone (actually
not even a polyhedral cone) for such X (see §2 for further discussion of their
theorem and proof).
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We generalize this result in two theorems 1.4 and 1.5. The proofs of these
two theorems are completely different from that of their theorem. In fact,
their result does not apply to one of our examples, as we will see. Moreover,
we go one step further to show that E1(X) is transcendental in a natural
sense.
Theorem 1.4. For every pair of integers p > 1 and r > 2, let q0(r, p) be
the minimal positive integer q satisfying
(1.3) q > r and
1
p
+
1
r
+
1
q − r
≤ 1.
Then E1(X) is transcendental in the following cases:
(1) X is the blow-up of (Pr−1)p−1 at Λ, where r > 2, p > 1, Λ is a finite
set of points in (Pr−1)p−1 and contains q0(r, p) points in very general
position.
(2) X is the blow-up of the product Pr1−1 × · · · × Prp−1−1 at a finite
set Λ, where p > 1, Λ lies on a linear subspace (Pr0−1)p−1 with
2 < r0 ≤ min
p−1
i=1 (ri) and contains q0(r0, p) points in very general
position as points of (Pr0−1)p−1.
Theorem 1.5. E1(X) is transcendental in the following cases:
(1) X is the blow-up of P2 at a finite set Λ, where Λ contains the inter-
section of two very general cubic curves.
(2) X is the blow-up of P3 at a finite set Λ, where Λ contains the inter-
section of three very general quadrics.
(3) X is the blow-up of Pr at a finite set Λ, where Λ lies on a linear
subspace P2 ⊂ Pr and contains the intersection of two very general
cubics.
(4) X is the blow-up of Pr at a finite set Λ, where Λ lies on a linear
subspace P3 ⊂ Pr and contains the intersection of three very general
quadrics.
In all these cases, the Cox rings are known to be infinitely generated:
Theorem 1.4 is essentially a revisit of Mukai’s famous counterexamples to
Hilbert’s 14th problem [Mu1]; in Theorem 1.5, (1) is again due to S. Mukai
[Mu1], (2) is a variation of (1) due to A. Prendergast-Smith [P] and (3) and
(4) are basically due to B. Hassett and Y. Tschinkel [H-T, Example 1.8].
Hassett-Tschinkel’s example is of special interest to us. The blow-up X of
P3 at finitely many points Λ lying on a plane P has rational polyhedral
NE1(X), which is obviously generated by the proper transform of P and the
exceptional divisors since a hypersurface of degree d in PN has multiplicity
at most d at a point. On the other hand, the cone NM1(X) of nef divisors
on X is not polyhedral under the hypothesis of Theorem 1.5, since there
are infinitely many (−1)-curves on the proper transform of P and hence
the dual cone NE1(X) of NM
1(X) is not polyhedral (see [H-T]). Thus, this
gives us a smooth projective variety X with rational polyhedral NE1(X),
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non polyhedral NM1(X) and hence infinitely generated Cox ring Cox(X)
(see §2 for detailed discussions of Cox rings and Mori dream spaces). The
theorem of Kimura-Kuroda-Takahashi cannot be directly applied here.
Our proofs of these two theorems depend on some general algebraic and
geometric criteria for E1(X) to be transcendental, given in Proposition 4.1
and Corollaries 4.2 and 4.3. These criteria can be used to show the transcen-
dence of series other than E1(X), e.g., the generating functions of Gromov-
Witten invariants.
The second purpose of this paper is to compute E1(X) for Del Pezzo
surfaces. In particular we can solve the problem posed by Zariski for all
multiplicities when the number of points is less than 9. Although it is
known that E1(X) is rational for Del Pezzo surfaces, it is only computed
for X the blow-up of P2 up to 3 points, as these are toric varieties and
they were computed in [E]. Here we will try to develop a recursive formula
for E1(X) when X is the blow-up of P
2 at r ≤ 8 general points and carry
out the computation for r ≤ 4. This computation also involves quadratic
transforms, which feature prominently in our proof of Theorem 1.4. In
general, the behavior of E1(X) of a smooth projective variety X under the
blow-ups of X at points is not well understood. We hope to be able to
understand this behavior better with the computations carried out here.
1.2. Outline of the paper. The paper is organized as follows: In §2 we
provide more background materials on Euler-Chow series, Cox rings and
Mori dream spaces.
In §3 we prove Theorem 1.3 and state some open questions on the loci
of (S, p) where Cox(X) is finitely generated and/or E1(X) is rational for X
the blow-up of a quartic K3 surface S at a point p ∈ S.
In §4 we start with some criteria for a series to be transcendental. In
particular, we prove Corollary 4.2 and 4.3 which give geometric criteria for
the transcendence of Euler-Chow series. Then Theorems 1.4 and 1.5 are
proved using these transcendence criteria.
Finally in §5 we compute the Euler-Chow series of Del Pezzo surfaces.
Conventions. We work exclusively over C. Throughout the paper, if X is
a variety of dimension n, then En−1(X) is also denoted by E
1(X).
Acknowledgments. All authors would like to thank the referee for his/her
hard work and many very helpful corrections and suggestions.
2. Preliminaries
2.1. Euler-Chow series. We are interested in the class of invariants for
projective varieties arising from the Euler characteristics of their Chow va-
rieties. In the case of the blow up of P2 at a finite number of points, the
problem posed by Zariski merges with the topological invariants, more pre-
cisely, with computing the Euler characteristics of Chow varieties of this
variety.
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We start by introducing the Euler-Chow series in general and then we
see what form it takes in the particular case that we are interested here.
We can take any of the equivalence relations we have for cycles; here we
take homological equivalence. The reader can look at other cases in [EK2].
Among other things, we are interested in the case where X is the blow up
of P2 at a finite number of points in general position.
For these cases it is also worth saying that there is a relation between the
series and the Cox ring, as will be shown later in this section.
Definition 2.1. Given a projective variety X over C, let λ be an element
in its 2p-homology group H2p(X,Z). Consider the monoid M in H2p(X,Z)
given by algebraic classes of effective cycles. We consider M as a multiplica-
tive monoid by tatb = ta+b for a, b ∈ M , where t is a formal variable and
a→ ta turns addition in M to multiplication.
The p-dimensional Euler-Chow Series of X is defined as (cf. [E])
Ep(X) =
∑
λ∈M
χ
(
Cp,λ(X)
)
· tλ ∈ Z[[M ]]
where Cp,λ(X) is the Chow variety parametrizing effective algebraic p-cycles
homologous to λ, χ
(
Cp,λ(X)
)
denotes its Euler characteristic, and Z[[M ]]
is the ring of functions from M to Z with the convolution product. For
f ∈ Z[[M ]] with f(λ) = aλ, we write f =
∑
λ∈M aλ · t
λ. Then
Z[[M ]] =
{∑
λ∈M
aλ · t
λ | aλ ∈ Z
}
,
where the product on Z[[M ]] is the convolution: if f =
∑
λ∈M aλ · t
λ and
g =
∑
γ∈M bγ ·t
γ , then f ·g =
∑
δ
(∑
λ+γ=δ aλ · bγ
)
·tδ, which is well-defined
since the product operation × : M ×M → M has finite fibres due to the
projectivity of X. We denote by Z[M ] the ring contained in Z[[M ]] given
by the elements with only a finite number of aλ not zero. Equivalently,
Z[M ] is the monoid ring associated to M . The rationality and algebraicity
of f ∈ Z[[M ]] are defined in the following way.
We say that f ∈ Z[[M ]] is rational if there are two elements g, h in Z[M ],
not both zero, such that g · f = h. Similarly, we say that f ∈ Z[[M ]] is
algebraic if there exist a0, a1, ..., ad ∈ Z[M ], not all zero, such that
a0 + a1f + ...+ adf
d = 0.
If f is not rational or algebraic, we call f irrational or transcendental.
Alternatively, we can define Z[[M ]] to be the inverse limit of Z[M ]/Id for
a descending chain of ideals Id of Z[M ]. Due to the projectivity of X, we
have a monoid homomorphism deg : M → N defined by deg λ = λ.Ap for a
fixed ample divisor A on X. The standard argument using Hilbert schemes
or Chow varieties shows that
(2.1)
∣∣{λ ∈M : deg λ ≤ d}∣∣ <∞
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for all d ∈ R. Therefore, Z[M ]/Id is a finitely generated module over Z for
Id =
{∑
aλt
λ ∈ Z[M ] : degλ ≥ d if aλ 6= 0
}
.
Here Id satisfy ∩Id = {0} and Z[[M ]] can be alternatively defined by
Z[[M ]] = lim←−
d
Z[M ]/Id.
Note that this definition of Z[[M ]] is independent of the choice of the po-
larization A of X because, given two ample divisors A and B on X with
degA λ = λ.A
p and degB λ = λ.B
p, there exist positive constants c1 and c2
such that c1 degA(λ) ≤ degB(λ) ≤ c2 degA(λ) for all λ ∈M . Also note that
the projectivity of X is essential in the definition of Z[[M ]].
The Euler-Chow series E•(X) has been computed for some varieties X.
For example, when X is a toric variety or the blow-up of P2 at points lying
on a line, it has turned out to be rational. Once we have a rational function
E•(X) as the generating function, we can compute, with a little algebra, its
coefficients that are the Euler characteristic of Chow varieties of X.
Let us start with a simple example, the case of zero-dimensional cycles.
As before, let X be a projective variety. Since we are considering elements
λ in the zeroth homology group, we have that λ must be equal to a nonneg-
ative integer, and it is well known that C0,d(X) is isomorphic to the d-fold
symmetric product SP d(X). In this case, the 0-dimensional Euler-Chow
Series is
E0(X) =
∞∑
d=0
χ
(
SP d(X)
)
· td
and a result of Macdonald [Mac] shows that E0(X) is given by rational
function E0(X) = (1/(1 − t))
χ(X).
Another familiar instance arises in the case of divisors. Let X be a smooth
projective variety of dimension n satisfying H1(OX) = 0. Then the Picard
group Pic(X) = H1(O×X) of X is a subgroup of H
2(X,Z) and hence finitely
generated. Let Div+(X) be the space of effective divisors on X and let
(2.2) M =MX = Div+(X)/ ∼
be the monoid of effective divisors modulo linear equivalence. Observe that
A.- Given L ∈ Pic(X), then dimH0(X,L) 6= 0 if and only if L = O(D)
for some effective divisor D.
B.- Under the given hypothesis, homological and linear equivalence co-
incide, and two effective divisors D and D′ are homologically equiv-
alent if and only if they are in the same linear system. Therefore,
Cn−1,λ(X) = PH
0(X,O(D)) and hence χ(Cn−1,λ(X)) = h
0(X,O(D))
with [D] = λ. Namely, the Euler characteristics of Chow varieties of
divisors are the dimensions of complete linear systems.
Therefore, the (n− 1)-dimensional Euler-Chow series En−1(X) = E
1(X)
is exactly defined by (1.1).
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2.2. Rationality of Euler-Chow series. From now on, we focus on E1(X)
exclusively and M = MX always refers to the monoid of effective divisors
on X. In general, E1(X) is very hard to compute. It is only computed for
some very special varieties X (cf. [ELF]). In all the known cases including
abelian varieties, toric varieties and the blow-ups of P2 at points lying on a
line, E1(X) turns out to be a rational function. Rationality of Euler-Chow
series has been studied in [EK1], [ES] and [EK2]. The case of abelian vari-
eties was worked out in [EH], for toric varieties in [E] and for the blow-ups
of P2 at points lying on a line in [EK2]. As pointed out in §1, the rationality
of E1(X) is closely related to the finite generation of the Cox ring Cox(X).
However, Theorem 1.3 shows that these two notions are not equivalent.
To prove Theorem 1.3, we need the result of Y. Hu and S. Keel that
characterizes a variety with finitely generated Cox ring geometrically [H-K,
Proposition 2.9]:
Theorem (Hu-Keel). Let X be a smooth projective variety whose Picard
group is a finitely generated free abelian group. Then Cox(X) is finitely
generated if and only if X is a Mori dream space (MDS).
In order to explain what a MDS is, we need to introduce a few basic
concepts in birational geometry:
Definition 2.2. Let NEk(X) ⊂ H
2n−2k(X,R) be the cone of pseudo-effective
algebraic cycles of dimension k on X. That is, it is the smallest closed real
cone in H2n−2k(X,R) containing all the effective algebraic cycles of dimen-
sion k. For convenience, we write NEk(X) = NEn−k(X). So NE
1(X) is the
smallest closed real cone containing all the effective divisors in H2(X,R).
Namely, it is the closure Conv(MX) of the convex hull of MX in H
2(X,R).
It is usually called the cone of (pseudo-)effective divisors or effective cone
of divisors on X.
The nef cone NMk(X) = NEk(X)
∨ is the dual cone of NEk(X) in the
subspace of H2k(X,R) spanned by the algebraic cycles of codimension k. In
particular, NM1(X) ⊂ H2(X,R) is the smallest closed real cone containing
all the numerically effective (nef) divisors and it is a subcone of NE1(X) by
Kleiman’s criterion.
A divisor D is semi-ample if the complete linear series |mD| is base point
free for some m ∈ Z+.
Let L be a linear system on a smooth projective variety. For a general
member D ∈ L, we can write
(2.3) D = Df +Dµ
as a sum of two effective divisors, where Df is the fixed part of L satisfying
Df ⊂ D
′ for every D′ ∈ L and Dµ is the moving part of L satisfying
dim(Dµ ∩ D
′) < dimX − 1 for D′ ∈ L general. The fixed part Df and
the moving part Dµ = D − Df of a divisor D are those of the complete
linear system |D|. And we call a divisor D movable if Df = 0. The smallest
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closed real cone in H2(X,R) containing all the movable divisors is called the
moving cone of X and denoted by Mov(X).
Definition 2.3. A normal Q-factorial projective variety X is a Mori Dream
Space (MDS) if
MD1. Every nef divisor on X is semi-ample and the nef cone NM1(X) is
generated by finitely many semi-ample divisors.
MD2. There exists a finite collection of birational maps fi : Xi 99K X such
that fi is an isomorphism in codimension one, Xi is Q-factorial,
NM1(Xi) is generated by finitely many semi-ample divisors and the
moving cone Mov(X) = ∪(fi)∗NM
1(Xi).
Note that we do not explicitly assume that PicQ(X) = N
1(X), where
N1(X) is the Neron-Severi group of X. But it is implied by the hypothesis
that every nef divisor on X and Xi is semi-ample.
All toric and Fano varieties are MDS. So their Euler-Chow series are
rational. In the case of toric varieties, explicit computation was made in
[E]. Later in this paper, we will compute E1(X) for X the blow-up of P2 at
r ≤ 8 general points, which are Del Pezzo surfaces and special cases of Fano
varieties.
For X to be a MDS, we see that its nef cone NM1(X), a priori, has to
be rational polyhedral. Another necessary condition for X to be a MDS is
that NE1(X) is also rational polyhedral. This is clear if we apply Hu-Keel’s
theorem since NE1(X) is obviously rational polyhedral if Cox(X) is finitely
generated. We can also see this directly from MD1 and MD2:
Proposition 2.4. For a normal Q-factorial projective variety X satisfying
MD1 and MD2, NE1(X) is rational polyhedral.
Proof. Fixing a semi-ample divisor F , we claim that there are only finitely
many integral (i.e. reduced and irreducible or prime) divisors D satisfying
(2.4) mF −D ∈ NE1(X) for m >> 1 and D + tF 6∈Mov(X) for all t
on a normal Q-factorial projective variety X.
It is enough to prove this for X smooth since a pair (D,F ) satisfies (2.4)
on X only if (D̂, f∗F ) has the same property on X̂ for a desingularization
f : X̂ → X of X with D̂ the proper transform of D under f .
Let φ : X → Y ⊂ PH0(mF )∨ be the map given by |mF | such that φ is
surjective and φ∗G = mF for some m ∈ Z+ and G = OY (1). Using Stein
factorization, we may assume that Y is normal and φ has connected fibers.
Suppose that lmF − D ∈ NE1(X), i.e., lφ∗G − D is pseudo-effective for
l >> 1. Then we must have D ∩ Xy = ∅ for a general fiber Xy = φ
−1(y)
of φ. It follows that E = φ(D) is a proper subvariety of Y . There are
only finitely many integral divisors D such that E = φ(D) has codimension
≥ 2 in Y or E = φ(D′) for some integral divisor D′ 6= D. Let us assume
that E is an integral divisor on Y and E 6= φ(D′) for all integral divisors
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D′ 6= D. Namely, there exists a closed subvariety Z ⊂ Y of codimension
codimY Z ≥ 2 such that
(2.5) D ∩ φ−1(U) = φ−1(E ∩ U)
for U = Y \Z. Obviously, we may choose Z such that U is smooth. Now we
are going to show that D + tF ∈ Mov(X) for t >> 1.
Let b = dimY . If b = 0, F = 0 and this is impossible. If b = 1, D is
supported on a fiber of φ and D = φ∗L for some Q-divisor L on Y ; hence
µ(D+Nφ∗G) is movable for some µ ∈ Z+ and N >> 1. So we assume that
b ≥ 2.
Let f : X̂ → X and g : Ŷ → Y be proper birational morphisms with the
commutative diagram
X̂
φ̂
//
f

Ŷ
g

X
φ
// Y
where X̂ and Ŷ are smooth and f and g are isomorphisms over φ−1(U) and
U , respectively. Let Ê ⊂ Ŷ be the proper transform of E under g. On Ŷ ,
we have the inequality
h0(Ê, Ê +Ng∗G) ≥ h0(Ŷ , Ê +Ng∗G)− h0(Ŷ , Ng∗G)
≥ h0(Ê, Ê +Ng∗G)− h1(Ŷ , Ng∗G).
Using Leray spectral sequence, we have h1(Ŷ , Ng∗G) = O(N b−2). Thus,
h0(Ŷ , Ê +Ng∗G) = h0(Ŷ , Ng∗G) +
E.Gb−1
(b− 1)!
N b−1 +O(N b−2)
= h0(Y,NG) +
E.Gb−1
(b− 1)!
N b−1 +O(N b−2)
= h0(X,NmF ) +
E.Gb−1
(b− 1)!
N b−1 +O(N b−2).
Let D̂ ⊂ X̂ be the proper transform of D under f . Our hypotheses on D
imply that
φ̂∗Ê = µD̂ + J
for some µ ∈ Z+ and some effective divisor J satisfying dim(g◦φ̂(J)) ≤ b−2,
since (g ◦ φ̂)−1(E ∩U) = D̂ ∩ (g ◦ φ̂)−1(U) by (2.5). Therefore, we have the
estimate
h0(X̂, µD̂ +Nf∗(mF )) = h0(X̂, µD̂ + J +Nf∗(mF )) +O(N b−2)
= h0(Ŷ , Ê +Ng∗G) +O(N b−2)
= h0(X,NmF ) +
E.Gb−1
(b− 1)!
N b−1 +O(N b−2).
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Similarly, working with the pullback f∗(µD), we obtain
h0(X,µD +NmF ) = h0(X̂, µD̂ +Nf∗(mF )) +O(N b−2)
= h0(X,NmF ) +
E.Gb−1
(b− 1)!
N b−1 +O(N b−2).
This implies that D + tF ∈ Mov(X) for t >> 1. Therefore, there are only
finitely many D satisfying (2.4). Note that this holds for arbitrary X and
the hypotheses MD1 and MD2 do not come into play.
Now let us assume that X satisfies MD1 and MD2. For F ∈ Mov(X), we
use the notation ΠF to denote the set of integral divisors D satisfying (2.4).
Let us make the following two observations:
• For all F1, F2, ..., Fn ∈ Mov(X) and c1, c2, ..., cn > 0,
Πc1F1+c2F2+...+cnFn = ΠF1+F2+...+Fn
and hence
(2.6)
⋃
c1,c2,...,cn≥0
Πc1F1+c2F2+...+cnFn =
⋃
c1,c2,...,cn∈{0,1}
Πc1F1+c2F2+...+cnFn .
• Since fi : Xi 99K X is an isomorphism in codimension one,
PicQ(X) ∼= PicQ(Xi),Mov(X) ∼= Mov(Xi) and NE
1(X) ∼= NE1(Xi).
A pair (D,F ) of an integral divisor D and a movable divisor F
satisfies (2.4) on X if and only if (f∗i D, f
∗
i F ) satisfies (2.4) on Xi.
Therefore,
(2.7) Πf∗i F = f
∗
i ΠF for all F ∈ Mov(X).
Combining (2.6), (2.7) and the fact that ΠF is finite for F semi-ample, we
conclude that the set
Π =
⋃
F∈Mov(X)
ΠF
=
{
D integral divisor : mF −D ∈ NE1(X) and D + tF 6∈ Mov(X)
for some F ∈ Mov(X),m >> 1 and all t
}
is finite. Let Σ be the set of integral divisors D on X satisfying that D 6∈ Π
and D 6∈ Mov(X).
For every finite subset S ⊂ Σ, we claim that
(2.8) C◦S ∩Mov(X) = ∅
where CS is the cone generated by S ⊂ H
2(X,R) and
C◦S =
{∑
D∈S
aDD : aD > 0
}
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is the interior of CS . For every F ∈ C
◦
S ∩Mov(X), since mF −D ∈ NE
1(X)
for all D ∈ S and m >> 1, there exists ε > 0 such that F + εD ∈ Mov(X)
for all D ∈ S. Thus, C◦S ∩Mov(X) contains the (open) cone
WF =
{∑
D∈S
(bDF + εbDD) : bD > 0
}
generated by F + εD and WF is an open subset of C
◦
S containing F . So
C◦S ∩Mov(X) is both open and closed in C
◦
S and (2.8) follows. This implies
that
(2.9) CΣ ∩Mov(X) = {0}.
We observe that every nonzero divisor F ∈ CS ∩CT for two disjoint subsets
S and T of Σ is movable. Therefore, it follows from (2.9) that
(2.10) CS ∩ CT = {0} for all S, T ⊂ Σ and S ∩ T = ∅.
It is a well-known fact in convex geometry that every set Σ of ≥ n + 2
points in Rn can be divided into two disjoint subsets S and T such that
the convex hulls of S and T have non-empty intersection: For n + 2 points
p1, p2, ..., pn+2 ∈ R
n, we can find a1, a2, ..., an+2 ∈ R, not all zero, such that∑
ak = 0 and
∑
akpk = 0; then we simply let S = {pk : ak ≥ 0} and
T = {pk : ak < 0}.
Consequently, |Σ| ≤ h2(X) + 1 <∞ and hence
NE1(X) = Mov(X) + CΠ + CΣ
is rational polyhedral, since Mov(X) is rational polyhedral by MD1 and
MD2. 
For a smooth projective surface X, NM1(X) and NE1(X) are dual to each
other and every movable divisor on X is nef. Therefore, MD1 is sufficient
for surfaces to have finitely generated Cox rings. That is, when dimX = 2,
Cox(X) is finitely generated if and only if its nef cone is rational polyhedral
and every nef divisor on X is semi-ample. Our counterexample to Question
1.2 is exactly a smooth projective surface X with rational polyhedral cones
NE1(X) and NM1(X) and a nef divisor that is not semi-ample.
Despite Theorem 1.3, we still expect that Question 1.2 holds true for a
certain class of varieties. We tentatively make the following conjecture:
Conjecture 2.5. Let X be a smooth rationally connected projective variety.
Then E1(X) is rational if and only if Cox(X) is finitely generated.
Note that Pic(X) is automatically finitely generated and free if X is a
smooth rationally connected projective variety. Otherwise, there is a torsion
line bundle on X giving rise to a nontrivial e´tale morphism f : Y → X.
Obviously, Y is also rationally connected and hence χ(OY ) = χ(OX) = 1.
But χ(OY ) = (deg f)χ(OX), which is a contradiction. Of course, this shows
that a smooth rationally connected projective variety is simply connected,
which is a well-known fact.
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So far we do not have much evidence supporting the conjecture. But
in the examples we have where X is rational and Cox(X) is known to be
infinitely generated, as in Theorems 1.4 and 1.5, we can always prove that
E1(X) is irrational. And these examples are interesting in their own rights.
The simplest such example is the blow-upX of P2 at 9 very general points.
The irrationality of E1(X) is a consequence of Theorem 1.4. As mentioned
in §1, this was also independently proved by Kimura-Kuroda-Takahashi.
Actually, they proved the following algebraic result [KKT, Theorem 1.1]:
Theorem (Kimura-Kuroda-Takahashi). The cone associated to a series
f(t) =
∑
aλt
λ ∈ Z[[t1, t2, ..., tm]], i.e., the smallest closed real cone in R
m
containing {λ : aλ 6= 0}, is a rational polyhedron if f(t) is rational. Conse-
quently, NE1(X) is a rational polyhedron if E1(X) is rational for a smooth
projective variety X with Pic(X) ∼= Zm. In particular, E1(X) is irrational
for the blow-up X of P2 at 9 or more very general points.
Thus, for the case where X is the blow-up of P2 at Λ, we can say that
E1(X) is very hard, if not impossible, to compute if Λ consists of r ≥ 9
points in very general position. On the other hand, it should be pointed out
that BlΛ P
2 can still be a MDS if the points in Λ are not in general position.
For example, if Λ consists of points lying on a line, X = BlΛ P
2 is a MDS
and E1(X) has been computed by E. Javier Elizondo and Shun-ichi Kimura
in [EK2] using its motivic version, the motivic Chow series.
3. Blow-ups of Quartic K3
3.1. Proof of Theorem 1.3. Let L be the hyperplane divisor on the
smooth quartic surface S ⊂ P3 and C ∈ |L| be the curve cut out by the
tangent plane of S at p. Then C is a quartic plane curve with exactly one
node for p ∈ S general. Let Ĉ ⊂ X be the proper transform of C under the
blow-up π : X → S. Obviously, Ĉ = L̂− 2E, where L̂ = π∗L and E ⊂ X is
the exceptional divisor of π.
Since Ĉ is irreducible and Ĉ2 = 0 ≥ 0, Ĉ is nef. Indeed, it is easy to see
that NM1(X) is generated by Ĉ and L̂ and NE1(X) is generated by Ĉ and
E. We claim that Ĉ is not semi-ample. That is, h0(OX(nĈ)) = 1 for all
n ∈ Z+. From the exact sequence
(3.1) 0 −→ H0(OX((n − 1)Ĉ)) −→ H
0(OX(nĈ)) −→ H
0(OĈ(nĈ)),
we see that h0(OX(nĈ)) = 1 as long as
(3.2) H0(O
Ĉ
(nĈ)) = 0
for all n ∈ Z+. Note that
(3.3) (E + Ĉ)|
Ĉ
= (KX + Ĉ)|Ĉ = KĈ
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in Pic(Ĉ) by adjunction, where KX and KĈ are the canonical divisors of X
and Ĉ, respectively. Therefore,
(3.4) Ĉ|
Ĉ
= K
Ĉ
− E|
Ĉ
= K
Ĉ
− q1 − q2
in Pic(Ĉ), where q1 and q2 are the two points on Ĉ over p. Therefore, (3.2)
holds as long as K
Ĉ
− q1 − q2 is non-torsion in Pic(Ĉ).
Lemma 3.1. For a very general quartic K3 surface S and a very general
point p ∈ S, KĈ − q1 − q2 is non-torsion.
Proof. We fix a plane Λ ⊂ P3 and consider W ⊂ |OP3(4)| consisting of all
quartic surfaces S tangent to Λ. Obviously, we have a dominant rational map
W 99K V4,2 sending S to S∩Λ, where Vd,g is the Severi variety parametrizing
nodal plane curves of degree d and genus g. And V4,2 in turn maps to the
moduli space of genus 2 curves with two unordered points via the map
sending C to (Ĉ, q1, q2), where Ĉ is the normalization of C and q1 and q2
are the two points on Ĉ over the node p ∈ C. It is easy to see that this
map is dominant: For every smooth curve Ĉ of genus 2 and two points q1
and q2 on Ĉ, we can map Ĉ to P
2 using |KĈ + q1 + q2|; we can choose
three linearly independent sections s1, s2 and s3 of H
0(K
Ĉ
+ q1 + q2) with
s1(qi) = s2(qi) = 0 for i = 1, 2; then the map q → (s1(q), s2(q), s3(q)) sends
q1 and q2 to the same point p = (0, 0, 1) and maps Ĉ to C ∈ V4,2 with a
node at p if q1 6= q2.
In summary, we have dominant maps
(3.5) W 99K V4,2 −→M2,2//Σ2
whereMg,n is the moduli space of genus g curves with n marked points and
its quotient by the symmetric group Σn on the nmarked points is the moduli
space of genus g curves with n unordered points. Obviously, KĈ − q1 − q2
is non-torsion for a very general point (Ĉ, q1, q2) of M2,2. 
Therefore, Ĉ is nef and not semi-ample and X is not a MDS. It follows
that Cox(X) is not finitely generated by the theorem of Hu-Keel. However,
its Euler-Chow series E1(X) can be explicitly computed as follows and it
turns out to be rational.
We write
E1(X) =
∑
a,b≥0
h0(aĈ + bE)ta1t
b
2
=
 ∑
a≥b=0
+
∑
b>a=0
+
∑
b≥2a>0
+
∑
2a>b>0
h0(aĈ + bE)ta1tb2(3.6)
where t1 = t
Ĉ and t2 = t
E .
We have proved that h0(aĈ) = 1 for a ≥ 0. Hence
(3.7) h0(aĈ + bE) = 1
14 XI CHEN, E. JAVIER ELIZONDO, AND YANHONG YANG
when a = 0 or b = 0. And it is trivial that
(3.8) h0(aĈ + bE) = h0(aL̂) = 2a2 + 2
when b ≥ 2a > 0.
When 2a > b > 0, we have
h0(aĈ + bE)− h1(aĈ + bE) + h2(aĈ + bE)
= 2ab− a−
b(b− 1)
2
+ 2
(3.9)
by Riemann-Roch. We have the vanishing
(3.10) h2(aĈ + bE) = h0(−aĈ − (b− 1)E) = 0
since (−aĈ − (b− 1)E)L̂ < 0 as long as a > 0. Also
h1(aĈ + bE) = h1(KX +(aĈ + bE−KX)) = h
1(KX +(aĈ +(b− 1)E)) = 0
for 2a > b > 1 since aĈ + (b− 1)E is ample in this case. When 2a > b = 1,
we have
H1(OX((a− 1)Ĉ + E)) −→ H
1(OX(aĈ + E)) −→ H
1(OĈ(aĈ + E))
−→ H2(OX((a− 1)Ĉ + E)) −→ 0,
(3.11)
where h1(O
Ĉ
(aĈ+E)) = h0(O
Ĉ
((1−a)Ĉ)). Note that h0(O
Ĉ
((1−a)Ĉ)) = 0
for a 6= 1 by Lemma 3.1. When a = 1, (3.11) becomes
(3.12) 0 // H1(OX (Ĉ +E)) // H
1(KĈ)
// H2(OX(E)) // 0
C C
and hence H1(Ĉ+E) = 0. Then H1(aĈ+E) = 0 for all a > 0 by induction
using (3.11). In conclusion, h1(aĈ + bE) = h2(aĈ + bE) = 0 and hence
(3.13) h0(aĈ + bE) = 2ab− a−
b(b− 1)
2
+ 2
when 2a > b > 0.
Remark 3.2. Even without Hu-Keel’s theorem, we can directly see that
Cox(X) is not finitely generated by this computation. Setting b = 1 in
(3.13), we obtain
(3.14) h0(aĈ + E) = a+ 2
for all a ≥ 1. It follows that the map
(3.15) H0(Ĉ)⊗H0((a− 1)Ĉ + E) −→ H0(aĈ + E)
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is not surjective and hence there exists an irreducible curve Da ∈ |aĈ + E|
for each a ≥ 1. The ideal generated by {Da : a ∈ Z
+} ⊂ Cox(X) is obviously
not finitely generated since Da does not lie in the image of
a∑
k=1
H0(kĈ)⊗H0((a− k)Ĉ + E) −→ H0(aĈ + E).
Combining (3.6), (3.7), (3.8) and (3.13), we can compute E1(X). Al-
though the computation is not hard, we are not going to carry it out as it
is not very inspiring. All we need for Theorem 1.3 is to show that E1(X) is
a rational function. For this purpose, we simply write
(3.16) E1(X) =
∑
i
∑
(a,b)∈Ni∩Z2
Pi(a, b)t
a
1t
b
2
where Ni are a finite collection of closed rational polyhedral cones in R
2,
Ni ∩ Z
2 are the lattice points contained in Ni and Pi(a, b) are polynomials
in a and b. Here we allow Ni to be degenerated, i.e., to be contained in a
linear subspace. For example, the last term of (3.6) can be written as
(3.17)
∑
2a>b>0
=
∑
2a≥b≥0
−
∑
2a=b≥0
−
∑
2a≥b=0
+
∑
a=b=0
Therefore, the rationality of E1(X) follows if we can show
Proposition 3.3. For a closed rational polyhedral cone N in Rn and a
polynomial P (x) ∈ Z[x1, x2, ..., xn], the series
(3.18)
∑
D∈N∩Zn
P (D)tD ∈ Z[[M ]]
is rational, where tD = td11 t
d2
2 ...t
dn
n for D = (d1, d2, ..., dn) and M is a sub-
monoid of Zn containing N∩Zn and equipped with a monoid homomorphism
deg :M → N satisfying (2.1).
The way we prove Proposition 3.3 also gives an algorithm to compute the
series (3.18), which we will need later for the computation of Euler-Chow
series of Del Pezzo surfaces.
First, for each P (x) ∈ Z[x1, x2, ..., xn], there exists a differential operator
(3.19) Q =
m∑
i=1
fi(t)
∂Di
∂tDi
such that
(3.20)
∑
D∈N∩Zn
P (D)tD = Q
( ∑
D∈N∩Zn
tD
)
where fi(t) ∈ Z[t1, t2, ..., tn], Di ∈ N
n and
(3.21)
∂D
∂tD
=
∂d1+d2+...+dn
∂td11 ∂t
d2
2 ...∂t
dn
n
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for D = (d1, d2, ..., dn). Therefore, to show the rationality of (3.18), it
suffices to show that of
(3.22)
∑
D∈N∩Zn
tD.
Lemma 3.4. Suppose that N ⊂ Rn is a closed rational simplicial cone of
dimension m ≤ n, i.e., it is generated by m linearly independent rational
vectors v1, v2, ..., vm ∈ Q
n. Then (3.22) is a rational function in Z[[M ]] with
M a submonoid of Zn containing N ∩ Zn and satisfying (2.1).
Proof. After replacing vi by λvi ∈ Z
n for some λ ∈ Z+, we may assume
vi ∈ Z
n. Let
(3.23) ΣN = Z
n ∩
{
m∑
i=1
aivi : 0 ≤ ai < 1
}
.
Clearly, ΣN is a finite set and every v ∈ N ∩ Z
n can be uniquely written as
(3.24) v = w +
m∑
i=1
λivi
for some w ∈ ΣN and λ1, λ2, ..., λm ∈ N. Thus
(3.25)
∑
D∈N∩Zn
tD =
 ∑
w∈ΣN
tw
 m∏
i=1
1
1− tvi
is a rational function. 
To show that (3.22) is rational for an arbitrary rational polyhedral cone
N , it suffices to subdivide N into a finite union of simplicial cones which
meet along faces [S]. This proves Proposition 3.3 and hence E1(X) is rational
for a very general pair (S, p).
3.2. Some further comments. If the pair (S, p) fails to be very general,
the corresponding Cox(X) might still be finitely generated. It is interesting
to study how Cox(X) and E1(X) vary as (S, p) does. To set this up, let us
consider
B = {(S, p) : S is a smooth quartic surface with Pic(S) = Z,
p ∈ S is a point such that the tangent plane of S at p cuts out
on S a curve C ∈ |L| with a single node} ⊂ |OP3(4)| × P
3
(3.26)
and the universal family S = {(S, p, q) : q ∈ S} ⊂ B × P3 over B. Note
that both B and S are complements of unions of countably many closed
subvarieties in some projective varieties.
Clearly, S/B has a section P given by the map B → S sending (S, p)
to (S, p, p). Let X be the blow-up of S along P . Obviously, at each point
b = (S, p) ∈ B, the fiber Xb of X/B at b is exactly the blow-up Blp S.
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Question 3.5. What is the set ∆M = {b ∈ B : Xb is a MDS} in B? Is it
Zariski closed in B?
It is tempting to think that ∆M consists of (S, p) with the property
KĈ − q1 − q2 ∈ Pic(Ĉ)tors. This, however, is unlikely to be true by a naive
dimension count: the subvariety
(3.27) {(S, p) ∈ B : K
Ĉ
− q1 − q2 is an n-torsion}
has codimension 2 in B while the subvariety
(3.28) ∆M,n = {(S, p) ∈ B : h
0(aĈ) = 1 for 0 ≤ a < n, h0(nĈ) > 1}
has negative expected dimension for n sufficiently large.
Since Ĉ is semi-ample if and only if nĈ is movable for some n > 0, we
see that ∆M is the union of ∆M,n and hence, a priori, is a countable union
of subvarieties of B.
Likewise, we want to know how E1(Xb) varies:
Question 3.6. Is E1(Xb) a rational function for all b ∈ B?
4. Transcendental Euler-Chow Series
4.1. Transcendence criteria. We will obtain our first transcendence cri-
terion based upon the following algebraic result.
To make the statement as general as possible, we work with R[M ] and
R[[M ]] instead of Z[M ] and Z[[M ]] for an arbitrary integral domain R. The
rationality and algebraicity of f(t) ∈ R[[M ]] are defined in an obvious way.
Proposition 4.1. Let M be a submonoid of Zm with a monoid homomor-
phism deg :M → N satisfying (2.1), J be a subset of M and R be an integral
domain. Suppose that there is a collection {δα ∈ HomZ(Z
m,R) : α ∈ A} of
Z-linear functions δα : Z
m → R satisfying
• the minimum
(4.1) εα = min
D∈J
δα(D) ≥ 0
exists for every α ∈ A;
• {Jα : α ∈ A} is an infinite set, where
(4.2) Jα = {D ∈ J : δα(D) = εα}
for α ∈ A.
Then
(4.3) f(t) =
∑
D∈J
aDt
D ∈ R[[M ]]
is transcendental as long as aD 6= 0 for every D ∈ J .
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Proof. Each δ ∈ HomZ(Z
m,R) makes R[M ] into an R-graded ring by
(4.4) R[M ] =
⊕
d∈R
 ⊕
δ(D)=d
RtD
 .
We can call δ(D) the weight of tD under this grading.
Let
(4.5) fα(t) =
∑
D∈Jα
aDt
D ∈ R[[M ]].
Since {Jα : α ∈ A} is an infinite set, the set {fα(t) : α ∈ A} ⊂ R[[M ]] is
also infinite since aD 6= 0 for all D ∈ J .
Suppose that f(t) is algebraic. Then there exists a nonzero polynomial
F (t, x) ∈ R[M,x] = R[M ][x] such that F (t, f(t)) = 0 in R[[M ]]. We write
(4.6) F (t, x) =
∑
D∈M
∞∑
k=0
bD,kt
Dxk
where bD,k ∈ R vanishes outside finitely many pairs (D, k).
Let Π be the subset of R[M,x] given by
Π =
{
G(t, x) =
∑
D∈M
∞∑
k=0
cD,kt
Dxk :
cD,k = bD,k or cD,k = 0 for each pair (D, k)
}
.
(4.7)
Obviously, Π is a finite set.
For each α ∈ A, we let
(4.8) µα = min
bD,k 6=0
(δα(D) + kεα)
and
(4.9) Gα(t, x) =
∑
δα(D)+kεα=µα
bD,kt
Dxk.
Obviously, Gα(t, x) 6= 0, Gα(t, x) ∈ Π and we see that Gα(t, fα(t)) = 0 by
collecting the terms of F (t, f(t)) of the lowest weight µα under the grading
given by δα.
Since Π is finite and {fα(t)} is infinite, there exists G(t, x) ∈ Π\{0}
such that G(t, g(t)) = 0 for infinitely many different g(t) ∈ R[[M ]]. In
other words, the polynomial G(t, x) has infinitely many roots in R[[M ]].
Obviously, this is impossible for an integral domain R[[M ]]. This proves
that f(t) is transcendental. 
Corollary 4.2. Let X be a smooth projective variety of dimension n with
Pic(X) ∼= Zm. If there are infinitely many effective divisors D ∈ Pic(X)
each generating an extremal ray of the effective cone NE1(X) of Pic(X),
then E1(X) is transcendental. Moreover, for every smooth projective variety
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Y that dominates X via a birational regular map π : Y → X, E1(Y ) is
transcendental.
Proof. Assume that A is the set of all effective classes in M that generate
extremal rays of NE1(X). Since NE1(X) is strongly convex, there exists
δα ∈ NM
n−1(X) for each α ∈ A, such that δα(D) ≥ 0 for all D ∈ NE
1(X)
and δα(D) = 0 if and only if D lies on the ray [α] generated by α. The
corresponding εα and Jα defined by (4.1) and (4.2) are exactly εα = 0 and
Jα = [α] ∩M . Here we are trying to apply Proposition 4.1 with J =M .
Obviously, {Jα : α ∈ A} is an infinite set. Consequently,
(4.10)
∑
D∈M
aDt
D
is transcendental provided that aD 6= 0 for all D ∈M . It follows that E
1(X)
is transcendental.
For Y dominating X via a birational regular map π : Y → X, it is enough
to apply the same argument as above with π∗δα. 
Based upon Proposition 4.1, we can deduce another criterion with the
following observation: for an arbitrary nonzero effective divisor F of X,
E1(X) is trancendental ⇐⇒ (1− tF )E1(X) is trancendental.
Note that
(4.11) (1− tF )E1(X) = (1− tF )
∑
h0(D)tD =
∑
(h0(D)−h0(D−F ))tD,
thus the nonzero terms tD of (1−tF )E1(X) satisfy that h0(D) > h0(D−F ).
For each integral divisor F 6= 0 on X, let LF ⊂M be the submonoid
(4.12) LF = {D ∈ Pic(X) : h
0(X,D) > h0(X,D − F )}.
Or equivalently, LF consists of effective divisors D such that F 6⊂ Df .
In some special cases, as we will see, it is even true that
(1− tF )E1(X) = E1(F )
under the pullback Pic(X)→ Pic(F ).
If the cone Conv(LF ) ⊂ H
2(X,R) has infinitely many extremal rays gen-
erated by classes in LF , then we can apply Proposition 4.1 similarly to the
proof of Corollary 4.2 to conclude that
(4.13)
∑
D∈LF
aDt
D
is transcendental provided that aD 6= 0 for all D ∈ LF . It follows that
(1− tF )E1(X) and hence E1(X) are transcendental.
Corollary 4.3. Let X be a smooth projective variety of dimension n with
Pic(X) ∼= Zm. If there is an integral divisor F on X such that there are in-
finitely many E ∈ LF each generating an extremal ray of the cone Conv(LF ),
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then E1(X) is transcendental. Moreover, for every smooth projective vari-
ety Y that dominates X via a birational regular map Y → X, E1(Y ) is
transcendental.
Proposition 4.4. Let X be the blow-up of Pr1 × · · · × Prp at a finite set Λ
of points, where ri ≥ 2 for all i and r1 > 2 if p = 1. Assume that Λ lies on
a linear subspace P of codimension 1, i.e., the pull-back of some hyperplane
Hi0 ⊂ P
ri0 . Let the closed immersion i : P̂ →֒ X be the proper transform of
P , where P̂ is the blow-up of P at Λ and i induces a natural isomorphism
Pic(X)
i∗
≃ Pic(P̂ ) under our assumptions. Then
(4.14) (1− tP̂ )E1(X) = E1(P̂ ).
In particular, the monoid
LP̂ = {D ∈ Pic(X) : h
0(X,D) > h0(X,D − P̂ )},
is isomorphic to the monoid M
P̂
of effective line bundles on P̂ . Moreover,
for every D ∈ L
P̂
,
h0(P̂ , i∗O(D)) = h0(X,D) − h0(X,D − P̂ ).
The proof of Proposition 4.4 is based upon the following fact.
Fact 4.5. Let ri ≥ 1 for 1 ≤ i ≤ p and X be the blow-up of P
r1×· · ·×Prp at a
finite set Λ = {P1, · · · , Pn} giving exceptional divisors E1, · · · , En. Assume
that Hi is the pull-back of the hyperplane class of P
ri. Then
h0(X,
p∑
i=1
aiHi +
n∑
j=1
bjEj) = h
0(X,
p∑
i=1
aiHi +
n∑
j=1
min(bj, 0)Ej).(4.15)
For bj ≥ 0, the space H
0(X,
∑p
i=1 aiHi −
∑n
j=1 bjEj) can be identified with
{s ∈ ⊗pi=1H
0(Pri , aiHi) : mult(s, Pj) ≥ bj for all j}.(4.16)
Proof of Proposition 4.4. We may assume that P is the pull-back of the
hyperplane of Pr1 defined by xr1 = 0.
Assume that D ∈ LP̂ . Let us choose s ∈ H
0(X,D)\H0(X,D − P̂ ).
Clearly i∗s is a nonzero section of H0(P̂ , i∗O(D)). Thus i∗O(D) ∈ MP̂ .
Conversely, assume that i∗O(D) ∈MP̂ . Since sections of O(D) and i
∗O(D)
can be identified with polynomials of multiple degrees in (4.16), for each
section ŝ ∈ H0(P̂ , i∗O(D)), there exists s ∈ H0(X,D) such that i∗s = ŝ.
Consequently, D ∈ L
P̂
.
To prove the equation, we assume that D =
∑p
i=1 aiHi+
∑n
j=1 bjEj ∈ LP̂ .
There are three cases:
(1) ai = 0 for all i;
(2) ai > 0 for some i and bj > 0 for some j;
(3) ai > 0 for some i and bj ≤ 0 for all j.
RATIONALITY OF EULER-CHOW SERIES 21
In Case (1), h0(D) > 0 and hence bj ≥ 0 for all j; the proposition holds
trivially. Case (2) can be reduced to Case (3) by Equation (4.15).
Thus it suffices to prove the case that D =
∑p
i=1 aiHi −
∑n
j=1 bjEj for
all ai, bj ≥ 0. Identifying H
0(X,D) with the space of multi-graded homoge-
neous polynomials in (4.16), then
H0(X,D − P̂ ) ≃ {s ∈ H0(X,D) : xr1 is a factor of s};
H0(X,D)
H0(X,D − P̂ )
≃ {s ∈ ⊗pi=1H
0(Pri−δi1 , aiHi) : mult(s, Pj) ≥ bj for all j},
where δ11 = 1 and δi1 = 0 if i 6= 1. Obviously the latter is isomorphic to
H0(P̂ , i∗O(D)) by applying (4.16) again. 
4.2. Mukai’s construction and generalizations. In [Mu2], Mukai has
constructed a family of smooth projective varieties with infinitely generated
Cox ring; by establishing an isomorphism between the Cox ring of these
varieties and the invariant ring of an action of Nagata type, he thus obtained
a family of counterexamples to Hilbert’s 14th problem.
Mukai’s theorem [Mu2, Theorem 3] can be reformulated as follows:
Theorem (Mukai). Let r > 2 and X be the blow-up of (Pr−1)p−1 at q > r
points in very general position. Assume that
1
p
+
1
r
+
1
q − r
≤ 1.(4.17)
Then Cox(X) is infinitely generated. When p = 2, it is the result in [Mu1].
By “n points {P1, · · · , Pn} ∈ P
r−1 in very general position”, we mean that
any r points of {P1, · · · , Pn} after any finite sequence of Cremona transfor-
mations span Pr−1. Here a Cremona transformation is a birational map of
the form σ1 ◦Ψ ◦ σ2, where σ1, σ2 ∈ Aut(P
r−1), and
Ψ : Pr−1 // Pr−1, (x1, · · · , xr) 7→ (
1
x1
, · · · , 1xr ).
By “n points {P1, · · · , Pn} ∈ (P
r−1)p−1 in very general position”, we mean
that for 1 ≤ i ≤ p − 1, the ith components {P
(i)
1 , · · · , P
(i)
n } ∈ Pr−1 are in
very general position.
Note that a key fact in the proof of [Mu2, Theorem 3] is [Mu1, Lemma 3],
which says that exceptional divisors are indispensable as generators of the
Cox ring. We observe that the proof of [Mu1, Lemma 3] implies that excep-
tional divisors generate extremal rays of the effective cone of X. Thus the
proof of [Mu2, Theorem 3] implies that the effective cone of X has infinitely
many extremal rays. Therefore, E1(X) is transcendental by Corollary 4.2.
Corollary 4.6. Let r > 2 and X be the blow-up of (Pr−1)p−1 at q points
in very general position, where p, q, r satisfy (4.17) and q > r. Then the
effective cone of X has infinitely many extremal rays and the Euler-Chow
series E1(X) is transcendental.
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With Corollary 4.2 and Proposition 4.4, Corollary 4.6 can be generalized
in two directions as follows.
Theorem (Theorem 1.4). For every pair of integers p > 1 and r > 2, let
q0(r, p) be the minimal positive integer q greater than r and satisfying (4.17).
Then E1(X) is transcendental in the following cases:
(1) X is the blow-up of (Pr−1)p−1 at Λ, where r > 2, p > 1, Λ is a finite
set of points in (Pr−1)p−1 and contains q0(r, p) points in very general
position.
(2) X is the blow-up of the product Pr1−1 × · · · × Prp−1−1 at a finite
set Λ, where p > 1, Λ lies on a linear subspace (Pr0−1)p−1 with
2 < r0 ≤ min
p−1
i=1 (ri) and contains q0(r0, p) points in very general
position as points of (Pr0−1)p−1.
Proof. Case (1) is a direct consequence of Corollaries 4.6 and 4.2. Case (2)
follows from Case (1) and Proposition 4.4. Note that Proposition 4.4 can
be applied inductively on dimension to the proper transform of every linear
subspace containing (Pr0−1)p−1. 
4.3. Elliptic fibration. The purpose of this subsection is to prove that
E1(X) is transcendental for some elliptic fibration.
Theorem (Theorem 1.5). E1(X) is transcendental in the following cases:
(1) X is the blow-up of P2 at a finite set Λ, where Λ contains the inter-
section of two very general cubic curves.
(2) X is the blow-up of P3 at a finite set Λ, where Λ contains the inter-
section of three very general quadrics.
(3) X is the blow-up of Pr at a finite set Λ, where Λ lies on a linear
subspace P2 ⊂ Pr and contains the intersection of two very general
cubics.
(4) X is the blow-up of Pr at a finite set Λ, where Λ lies on a linear
subspace P3 ⊂ Pr and contains the intersection of three very general
quadrics.
Proof. With Proposition 4.4., Case (3) and (4) follows from Case (1) and
(2) respectively. The proof of Case (1) and (2) makes use of the facts that
X is an elliptic fibration over P1 or P2.
Case (2) is a consequence of Corollary 4.3 by setting F = Q̂ and Propo-
sition 4.7, the latter showing that there are infinitely many (−1)-curves on
the proper transform Q̂ of a general member of the net of quadrics. Case
(1) follows from a similar proof as Proposition 4.7. 
Proposition 4.7. Let X be the blow up of P3 at the base locus Λ of a very
general net of quadrics in P3 and let Q̂ be the proper transform of a general
member of the net. Then the image of
(4.18) L
Q̂
= {D ∈ Pic(X) : h0(X,D) > h0(X,D − Q̂)},
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under the injection Pic(X) →֒ Pic(Q̂) as a submonoid of Pic(Q̂) contains
infinitely many (−1)-curves on Q̂.
Proof. Let H,E1, E2, ..., E8 be the generators of Pic(X), where H is the
pullback of the hyperplane divisor and E1, E2, ..., E8 are the exceptional
divisors of the blow-up X → P3.
The net of quadrics gives a rational map P3 99K P2 with Λ the indeter-
minacy locus. Blowing up Λ gives a regular map f : X → P2, which is a
fibration of elliptic curves with sections E1, E2, ..., E8. Each fiber of f is the
proper transform of the intersection of two quadrics of the net and the pull
back f−1(Γ) of a line Γ ⊂ P2 is the proper transform of a quadric of the net.
So Q̂ = f−1(Γ) for a general line Γ ⊂ P2.
Let Xη be the generic fiber of f : X → P
2, J(Xη) = Pic0(Xη) be the Ja-
cobian of Xη and A ⊂ J(Xη) be the intersection of J(Xη) with the subgroup
generated by H,E1, E2, ..., E8. For each a ∈ A, we have an automorphism
φa : Xη → Xη by taking p to p+ a; φa corresponds to a birational self map
φa : X 99K X. More explicitly, for each a = dH+m1E1+m2E2+ ...+m8E8
satisfying 4d +m1 +m2 + ... +m8 = 0, φa : X 99K X is a birational map
sending p ∈ Xb to p + a ∈ Xb on a general fiber Xb of f . Obviously, φa
preserves the fiberation X/P2, i.e., f ◦ φa = f .
This map can be extended to all irreducible fibers of f since the map
p → p + a is well defined on a rational curve with one node whose Picard
group is Gm and a rational curve with one cusp whose Picard group is Ga.
And since f has only finitely many reducible fibers, φa is an isomorphism
(4.19) φa : X\f
−1(∆)
∼
−→ X\f−1(∆)
in codimension one, where ∆ ⊂ P2 is the finite set of points b with reducible
fiber Xb. In particular, φa induces an isomorphism φa : Q̂
∼
−→ Q̂.
For each a ∈ A, Ga = φa(E1) is a rational section of f . And since φa is
an isomorphism on Q̂, Ga · Q̂ is a (−1)-curve on Q̂. Clearly, Ga meets Q̂
properly and hence Ga ∈ LQ̂. And the orbit {Ga : a ∈ A} ⊂ Pic(X) of E1
under the action of A is obviously infinite. We are done. 
5. Euler-Chow Series of Del Pezzo surfaces
5.1. Some basic facts on BlΛ P
2. In the computation of Euler-Chow se-
ries of Del Pezzo surfaces, we will need some statements on divisors of the
surfaces to be discussed as follows. In this subsection, we assume that X is
the blow-up of P2 at Λ with Λ being either r ≤ 9 points in general position
(very general position if r = 9) or the intersection of two very general cubics.
Note that −KX is nef and effective. If r ≤ 8, then X is a Del Pezzo surface
and −KX is ample.
Lemma 5.1. For a non-zero effective divisor D, −KXD > 0 unless r = 9
and D = −dKX for some d > 0. For an integral curve D ⊂ X, D
2 ≥ −1
and
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• D is nef if D2 ≥ 0;
• D is a (−1)-curve if D2 = −1.
Proof. When r ≤ 8, −KX is ample, thus −KXD > 0.
When r = 9, assume thatD = dH−
∑9
i=1miEi and C is a general member
of | − KX |. Note that C is a smooth elliptic curve under our assumptions
on Λ. Suppose that KXD = 0 and D is not a multiple of C. Replacing D
by D − λC, we may assume that D meets C properly. Restricting D to C,
let Pi = C ∩ Ei, then
(5.1) OX(D)|C = dH −
9∑
i=1
miPi = 0 in Pic(C).
When Λ is a set of 9 points in very general position, P1, P2, ..., P9 are 9 very
general points on C; therefore, there are no relations between them and H
in Pic(C) and (5.1) cannot happen. When Λ is the intersection of two very
general cubics, the only relation between P1, P2, ..., P9 and H is
(5.2) 3H −
9∑
i=1
Pi = 0
in Pic(C). That is, D = −(d/3)KX . Contradiction.
Let D be an integral curve. Since (KX +D)D = 2pa(D) − 2 ≥ −2 and
KXD ≤ 0, we conclude that D
2 ≥ −2, where pa(D) is the arithmetic genus
of D. And D2 = −2 only if KXD = 0, which can only happen when r = 9
and D = −dKX ; but then we have D
2 = 0. If D2 ≥ 0, obviously D is nef;
if D2 = −1, then pa(D) = 0 and D is a (−1)-curve. 
Lemma 5.2. Let D be a nonzero nef divisor on X. Then
• D is effective.
• H1(D) = 0 and
(5.3) h0(D) =
(D −KX)D
2
+ 1,
unless Λ is the intersection of two general cubic curves and D =
−dKX for some d > 0.
• h0(D) > 1 unless Λ is a set of 9 points in general position and
D = −dKX for some d > 0.
Proof. By Riemann-Roch,
(5.4) h0(D)− h1(D) + h2(D) =
(D −KX)D
2
+ 1.
By Serre duality, h2(D) = h0(KX − D). Since D is nef and −KX is nef,
(D−KX)D
2 ≥ 0 and H(KX −D) < 0 for every ample divisor H, which implies
that KX −D is not effective and thus h
2(D) = h0(KX −D) = 0. Therefore,
(5.5) h0(D) =
(D −KX)D
2
+ 1 + h1(D) ≥ 1,
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and D is effective.
By Lemma 5.1, −KXD > 0 unless r = 9 and D = −dKX . If −KXD > 0,
clearly h0(D) > 1. Then (D − KX)
2 > 0, thus D − KX is big and nef.
We have H1(D) = 0 by Kawamata-Viehweg vanishing theorem and (5.3)
follows.
If −KXD = 0, r = 9 and D = −dKX . If Λ is a set of 9 general points,
h0(D) = 1 and we still have h1(D) = 0 and (5.3). If Λ is the intersection of
two general cubics and D = −dKX , h
0(D) > 1. 
Lemma 5.3. Every effective divisor D on X can be uniquely written as
(5.6) D = A+m1I1 +m2I2 + ...+maIa
in Pic(X) for some nef and effective divisor A and some set of disjoint (−1)-
curves I1, I2, ..., Ia such that AIk = 0 for all k and m1,m2, ...,ma ∈ Z
+. In
addition, h0(D) = h0(A).
Proof. Indeed, (5.6) is the Zariski decomposition of D and A is the maximal
element of the set of nef divisors B such that D −B ∈ NE1(X).
Let Df be the fixed part of |D| and write D = Dµ+Df as in (2.3). Note
that Dµ is nef as it is easy to verify that C ·Dµ ≥ 0 for every integral curve
C. We let
(5.7) D = Dµ +Df = A+ F
where A ⊃ Dµ, F ⊂ Df and A is nef and maximal in the sense that A+ F
′
is not nef for every nonzero effective divisor F ′ ⊂ F .
First, every irreducible component I of F is a (−1)-curve. Otherwise, by
Lemma 5.1 I is nef, so would be A+ I, contradiction with the choice of A.
Second, I1 · I2 = 0 for two distinct irreducible components I1 and I2 of
F . Otherwise, if I1 · I2 > 0, then I1 + I2 is nef and A+ I1 + I2 is nef. This
contradicts with our choice of A.
Last, A · I = 0 for every irreducible component I of F . Otherwise, if
A · I > 0, then A+ I is nef, this contradicts with our choice of A.
In conclusion,
(5.8) D = A+ F = A+m1I1 +m2I2 + ...+maIa
with required properties. Clearly, this representation of D is unique since
mk = −DIk for all k. Finally, since
∑
mkIk ⊂ Df , h
0(D) = h0(A). 
Remark 5.4. Actually we have proved the following statement: for every
effective divisor D, let S be the set of (−1)-curves I satisfying D · I < 0,
then A = D −
∑
I∈S(I ·D)I is nef and effective; A · I = 0 for every I ∈ S;
I1 · I2 = 0 for I1, I2 ∈ S. Moreover, the unique decomposition implies a
bijection from |D| to |A|.
Lemma 5.5. Let D be an effective divisor on X. Then H1(D) = 0 and
(5.3) holds if and only if DI ≥ −1 for all (−1)-curves I ⊂ X, unless Λ is
the intersection of two general cubic curves and A = −dKX for some d > 0
in (5.6).
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Proof. We write D = A + m1I1 + m2I2 + ... + maIa in the form of (5.6).
Clearly, DI ≥ −1 for all (−1)-curves I if and only if mi = 1 for all i. For
every Ij, consider the exact sequence
(5.9) H1(OX(D)) −→ H
1(OIj (−mj)) −→ H
2(OX(D − Ij)),
where the last term vanishes because D− Ij is effective. If H
1(D) = 0, then
H1(OIj (−mj)) = 0; as mj ∈ Z
+, thus mj = 1.
Conversely, suppose that mi = 1 for all i. We observe that if BI = 0 and
H1(B) = 0, then H1(B + I) = 0 by the exact sequence
(5.10) H1(OX(B)) −→ H
1(OX(B + I)) −→ H
1(OI(−1)).
So we can inductively show that H1(D) = H1(A+ I1+ I2+ ...+ Ia) = 0. 
Lemma 5.6. Let D be an effective divisor on X. Suppose that r ≥ 2. Then
• D is nef if and only if DI ≥ 0 for all (−1)-curves I ⊂ X.
• D is ample if and only if DI > 0 for all (−1)-curves I ⊂ X and D
is not a multiple of −KX when r = 9.
• D is ample if and only if
(5.11) D = m(−KX) + F
for some m ∈ Z+ and some nef divisor F that is not ample and not
a multiple of −KX when r = 9.
Proof. The first statement follows directly from Lemma 5.3.
Let m be the minimum of DI for all (−1)-curves I ⊂ X and let
F = D +mKX .
Clearly, FI ≥ 0 for all (−1)-curves I and FI = 0 for some (−1)-curve I;
hence F is nef and not ample. If D is ample, then m > 0 and F is not a
multiple of −KX when r = 9, obviously.
On the other hand, suppose that m > 0 and F is nef and not a multiple
of −KX when r = 9. Let C be an integral curve. Then −KXC > 0 unless
C = −KX and r = 9. When C = −KX and r = 9, we have −KXC = 0 and
FC > 0. In conclusion, DC > 0 for all integral curves C. So D is ample.
This proves both the second and third statements. 
5.2. Euler-Chow series. Let X = Pr be the blow-up of P
2 at r ≤ 8 points
in general position. Write E1(X) = fr(t0, t1, ..., tr), where t0 = t
H and
ti = t
Ei for i = 1, 2, ..., r. Our aim is to develop a recursive formula for E1(X)
in three steps. First, rearrange E1(X) in terms of NX(t) given in (5.13);
second, express NX(t) in terms of the simplest series
∑
A nef t
A defined over a
nef cone; last, write
∑
A nef t
A as a rational function by decomposing the nef
cone of P r as a union of simplicial rational polyhedral cones. In particular,
detailed computation is given for r ≤ 4.
For each set S = {I1, I2, ..., Ia} of disjoint (−1)-curves, let MS be the
semigroup {
∑a
i=1miIi|mi ∈ Z
+}. By Lemma 5.3, every effective divisor D
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on X is of the form (5.6) and h0(D) = h0(A), thus
E1(X) =
∑
S
∑
I∈MS
∑
A∈S⊥
A nef
h0(A)tA+I =
∑
S
 ∑
I∈MS
tI ·
∑
A∈S⊥
A nef
h0(A)tA

(5.12)
where S runs over all sets of disjoint (−1)-curves, S⊥ is the group of divisors
B satisfying BI = 0 for all I ∈ S, and
∑
I∈MS
tI = t
I1+I2+...+Ia
(1−tI1 )(1−tI2 )...(1−tIa )
.
So naturally we turn to consider the series
(5.13) NX(t) =
∑
A nef
h0(A)tA =
∑
A nef
(
(A−KX)A
2
+ 1
)
tA.
Let gr(t0, t1, ..., tr) = NX(t) for X = Pr. We first express fr in terms of gr.
Note that for each S in (5.12), there is a map πS : X → XS of Del
Pezzo surfaces given by contracting the (−1)-curves in S. Obviously, S⊥ =
π∗S(Pic(XS)). Thus, we have
(5.14)
∑
A∈S⊥
A nef
h0(A)tA = π∗S(NXS (t)),
where π∗S(NXS (t)) =
∑
A nef,A∈Pic(XS)
h0(A)tpi
∗
S
(A).
Let a = #S. Clearly, if a 6= r − 1, XS ∼= Pr−a; if a = r − 1, XS is either
P1 or F0 = P
1 × P1. In particular, if S = Sk := {Ek+1, Ek+2, ..., Er}, then
XS = Pk and the sum in (5.14) is gk(t0, t1, ..., tk); if S = T := {H − E1 −
E2, E3, ..., Er}, then XS = F0 and the sum in (5.14) is q(t0t
−1
1 , t0t
−1
2 ), where
q(t1, t2) =
1
(1−t1)2(1−t2)2
is the Euler-Chow series of F0 with t1 = t
H1 and
t2 = t
H2 for two rulings {H1,H2} of F0.
To locate all sets of disjoint (−1)-curves on Pr, we consider the group
Φ ⊂ Aut(Pic(Pr)) generated by Σr and ϕabc for all distinct integers 1 ≤
a, b, c ≤ r, where the action of the symmetric group Σr of {1, 2, ..., r} on
Pic(X) is defined by sending H → H and El → Eσ(l) for σ ∈ Σr, and ϕabc
is given by
ϕabc(H) = 2H − Ea − Eb − Ec
ϕabc(Ea) = H −Eb − Ec
ϕabc(Eb) = H −Ec − Ea
ϕabc(Ec) = H −Ea − Eb and
ϕabc(Ei) = Ei for i 6= a, b, c.
(5.15)
Indeed, for Del Pezzo surfaces Pr with 3 ≤ r ≤ 8, Φ are respectively Weyl
groups of type A1 ×A2,A4, D5, E6, E7 and E8, see [Man, Theorem 23.9].
Lemma 5.7. Let Π be the set of (−1)-curves on X. Then
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• Φ(Π) = Π, i.e., every element of Φ induces a permutation of Π.
Indeed, Φ is isomorphic to the group Aut(Π) of bijections ϕ : Π→ Π
preserving the intersection pairing, i.e., ϕ(I1)ϕ(I2) = I1I2 for all
I1, I2 ∈ Π.
• For every subset S of disjoint (−1)-curves, there exists ϕ ∈ Φ such
that ϕ(S) = Sk or T , where k = r −#S.
The proof of the above lemma follows the argument for [H, V, Ex 4.15],
which we will omit due to its tedious nature. In [H, V, 4.10.1], Φ is called
the group of automorphisms of the configuration of lines on X, as Π consists
of lines on X under the map X → PN by | −KX |.
By Lemma 5.7, every set of disjoint (−1)-curves lies in the orbit of Sk or
T under Φ. With this in mind, we can rewrite (5.12) as
fr(t0, t1, ..., tr)
=
r∑
k=0
1
|ΦSk |
∑
ϕ∈Φ
ϕ
gk(t0, t1, ..., tk) r∏
j=k+1
tj
1− tj

+
∑
ϕ∈Φ
1
|ΦT |
ϕ
q(t0t−11 , t0t−12 ) t0t−11 t−121− t0t−11 t−12
r∏
j=3
tj
1− tj

(5.16)
where ΦSk and ΦT are subgroups of Φ consisting of ϕ with ϕ(Sk) = Sk and
ϕ(T ) = T respectively.
5.3. Computation of NX(t). To compute NX(t), we can apply the algo-
rithm in the proof of Proposition 3.3.
Let
(5.17) ρr(t0, t1, ..., tr) = LX(t) =
∑
A nef
tA.
As in (3.20), because of (5.3), there exists a second order differential operator
Q such that NX(t) = Q(LX(t)), where Q is defined as follows:
(5.18) Q =
(
t20
2
∂2
∂t20
+ 2t0
∂
∂t0
)
−
1
2
r∑
k=1
t2k
∂2
∂t2k
+ 1.
As a result, the computation of NX(t) comes down to that of LX(t), the
formal sum of tA over all the lattice points A in the nef cone NM1(X) ⊂
H2(X,R) of X. As NM1(X) is a rational polyhedral cone given by Lemma
5.6, thus we can follow the algorithm in the proof of Proposition 3.3 and
compute LX(t) by subdividing NM
1(X) into simplicial cones.
Now we compute LX(t) for X = Pr when r ≤ 4.
Case r = 1. NM1(P1) = {a0H + a1(H − E1)|a0, a1 ∈ Z≥0}. Therefore,
(5.19) ρ1(t0, t1) =
1
(1−t0)(1−t0/t1)
.
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Case r = 2. NM1(P2) = {a0H+a1(H−E1)+a2(H−E2)|a0, a1, a2 ∈ Z≥0}.
Therefore,
(5.20) ρ2(t0, t1, t2) =
1
(1−t0)(1−t0/t1)(1−t0/t2)
.
Case r = 3. NM1(P3) = {a0H −
∑3
i=1 aiEi|ai ∈ Z≥0, 0 ≤ i ≤ 3; a0 ≥
ai + aj, 1 ≤ i 6= j ≤ 3}, thus NM
1(P3) = {a0H +
∑3
i=1 ai(H − Ei)|ai ∈
Z≥0, 0 ≤ i ≤ 3}∪{a0(2H−
∑3
i=1Ei)+
∑3
i=1 ai(H−Ei)|ai ∈ Z≥0, 0 ≤ i ≤ 3}.
Therefore,
ρ3(t0, t1, t2, t3) =
1
(1−t2
0
/(t1t2t3))(1−t0/t1)(1−t0/t2)(1−t0/t3)
(5.21)
+ 1(1−t0)(1−t0/t1)(1−t0/t2)(1−t0/t3) −
1
(1−t0/t1)(1−t0/t2)(1−t0/t3)
.
Case r = 4. We have
NM1(P4) = {a0H−
4∑
i=1
aiEi|ai ∈ Z≥0, 0 ≤ i ≤ 4; a0 ≥ ai+aj, 1 ≤ i 6= j ≤ 4}.
In the equations below, notations like NM1(P4)∩ {· · · } stand for subsets of
NM1(P4) defined by inequalities inside the braces; all the bi’s are assumed
to go through Z≥0 unless otherwise noted.
Note that a decomposition of NM1(P4) as a union of simplicial rational
polyhedral cones can be given as follows:
(5.22) NM1(P4) = C1 ∪ C2 ∪
4⋃
i=1
(C3,i ∪ C4,i),
where
C1 = NM
1(P4) ∩ {
4∑
j=1
aj ≤ a0} = {b0H +
4∑
j=1
bj(H − Ej)},
C2 = NM
1(P4) ∩ {
4∑
j=1
aj > a0;
4∑
j=1
aj ≤ ai + a0,∀i > 0}
= {b0(−K) +
4∑
j=1
bj(H − Ej) | b0 > 0},
C3,i = NM
1(P4) ∩ {ai = min
4
j=1(aj);
4∑
j=1
aj > ai + a0;
4∑
j=1
aj ≤ a0 + 2ai}
= {b0(−K) + bi(−K −H) +
4∑
j=1
bj(H − Ej)− bi(H − Ei) | bi > 0},
C4,i = NM
1(P4) ∩ {ai = min
4
j=1(aj);
4∑
j=1
aj > a0 + 2ai} = {b0(−K −H)
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+ bi(−K −H + Ei) +
4∑
j=1
bj(H − Ej)− bi(H − Ei) | bi > 0}.
Clearly any two sub-cones as above do not intersect unless both are of
the form C3,i. Assume that the set of indices {i, j, k, l} is exactly {1, 2, 3, 4}.
We list all possible intersection sub-cones as follows:
C3,ij = C3,i ∩ C3,j
= {b0(−K) + bi(−K −H) + bk(H − Ek) + bl(H − El) | bi > 0};
C3,ijk = C3,i ∩ C3,j ∩ C3,k
= {b0(−K) + bi(−K −H) + bl(H − El) | bi > 0};
C3,ijkl = ∩
4
i=1C3,i = {b0(−K) + b1(−K −H) | b1 > 0}.
Denote by FC(t) the sum
∑
−→v ∈C t
−→v over a subset C of a lattice. Therefore,
ρ4(t0, · · · , t4) = FC1(t) + FC2(t) +
4∑
i=1
(FC3,i(t) + FC4,i(t))(5.23)
−
∑
1≤i 6=j≤4
FC3,ij (t) +
∑
1≤i 6=j 6=k≤4
FC3,ijk (t)− FC3,ijkl(t)
=
(
1
1− t0
+
t−K
1− t−K
)
· e4 +
t−K−H · (e3 − e2 + e1 − e0)
(1− t−K)(1− t−K−H)
+
1
1− t−K−H
4∑
i=1
(
t−K−H+Ei
1− t−K−H+Ei
·
1− t0/ti∏4
j=1(1− t0/tj)
)
,
where e0 = 1, ek is the elementary symmetric polynomial of degree k in
(x1, · · · , x4), and xk =
1
1−t0/tk
for 1 ≤ k ≤ 4.
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