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A driven stochastic system in a constant temperature heat bath relaxes into a steady state which
is characterized by the steady state probability distribution. We investigate the relationship between
the driving force and the steady state probability distribution. We adopt the force decomposition
method in which the force is decomposed as the sum of a gradient of a steady state potential and the
remaining part. The decomposition method allows one to find a set of force fields each of which is
compatible to a given steady state. Such a knowledge provides a useful insight on stochastic systems
especially in the nonequilibrium situation. We demonstrate the decomposition method in stochastic
systems under overdamped and underdamped dynamics and discuss the connection between them.
PACS numbers: 05.10.Gg, 05.70.Ln, 05.40.Jc, 05.40.-a
I. INTRODUCTION
Systems in contact with a thermal heat bath are de-
scribed by the probability distribution [1–3]. When the
dynamics satisfies the detailed balance (DB), a system
evolves into the equilibrium state whose probability dis-
tribution is given by the Boltzmann distribution. Re-
cently, much attention has been paid to nonequilibrium
systems since many interesting small-sized systems, bio-
logical systems, and complex systems are usually driven
out of equilibrium. In contrast to equilibrium systems,
the DB is broken in nonequilibrium systems. Hence the
steady state distribution deviates from the Boltzmann
distribution. It is one of the important tasks of nonequi-
librium statistical mechanics to characterize the nonequi-
librium steady state.
The exact steady state probability distribution is
known for only a few cases. Some of stochastic systems
governed by the master equation, such as the asymmetric
simple exclusion process [4] and the zero range process [5–
7], are exactly solvable. For overdamped Langevin equa-
tion systems, it is easily found on a one-dimensional
ring [1]. In higher dimensions with a linear force, the
probability distribution can be written in terms of an
anti-symmetric matrix whose elements are given by the
solution of a set of algebraic equations [8]. For under-
damped Langevin equation systems, several classes of
solvable models are found in one spatial dimension [9, 10].
Besides the exceptional solvable cases, it is hard to obtain
explicitly the probability distribution of general nonequi-
librium systems.
In this paper, we consider stochastic systems which are
in thermal contact with a single heat bath and driven
by an external force. Given the difficulty of finding the
steady state, we focus on the algebraic relationship be-
tween the driving force and the steady state probability
distribution. Our approach is based on the decompo-
sition of the driving force into two parts. The decom-
position has been recognized as a useful tool to charac-
terize the steady state [1, 8, 11, 12]. Once the steady
state is known, the force can be uniquely decomposed
into two, each of which reflects the probability current in
the steady state.
Applicability of the decomposition method has been
limited because it requires the knowledge of the steady
state probability distribution in advance. We elaborate
more on the decomposition method to reveal some lights
it can shed on the steady state of general stochastic sys-
tems. Our findings are listed as below: For the over-
damped dynamics, it yields a first-order nonlinear differ-
ential equation for the steady state distribution in com-
parison with the second-order linear differential equation
obtained from the Fokker-Planck equation. It allows us
to find a solvability condition for a linear diffusion sys-
tem. When the force matrix is normal, the steady state
probability distribution is found explicitly. For general
stochastic systems, overdamped or underdamped, it also
provides a systematic way to find a class of driving forces
that share the same steady state. Such an information
is useful in understanding the extent to which a given
steady state covers different physical systems as well as
the allowed forms of the steady state probability distri-
bution. This study shows how overdamped dynamics is
achieved from underdamped dynamics. We also find in-
teresting solvable nonequilibrium models which can be
used to examine the recent developments such as the
modified fluctuation dissipation relations [13–15] and the
nonequilibrium fluctuation theorems [16–20].
The paper is organized as follows. In Sec. II, we review
the Langevin equation and the Fokker-Planck equation
formalisms and then introduce the force decomposition
method. It is then applied to the overdamped systems in
Sec. III and to the underdamped systems in Sec. IV. We
conclude the paper with summary in Sec. V.
II. FORCE DECOMPOSITION
In this section, we briefly review the Langevin equation
and the Fokker-Planck equation formalisms in order to
2set the notation. We refer the reader to Refs. [1–3] for the
detailed review. The Langevin equation for a stochastic
system with n real variables q = (q1, q2, · · · , qn)
T ∈ Rn,
represented as a column vector, is written as
q˙i = hi(q) +
∑
j
gijζj(t) , (1)
where ζ(t) = (ζ1(t), · · · , ζn(t))
T are the Gaussian ran-
dom noises satisfying
〈ζi(t)〉 = 0, 〈ζi(t)ζj(t
′)〉 = 2δijδ(t− t
′) , (2)
hi’s represent the deterministic part of the time evolu-
tion, and gij ’s represent the noise strength. The super-
script T denotes the transpose. The variable qi may rep-
resent a component of the position or the velocity vec-
tor. We are interested in the steady state of a stochastic
system in a thermal heat bath, so both hi and gij are
assumed to be independent of t and gij does not depend
on q.
Let P (q, t) denote the probability distribution of the
system at time t. It evolves in time following the Fokker-
Planck equation [1]
∂
∂t
P (q, t) =
− n∑
i=1
∂
∂qi
Di +
n∑
i,j=1
∂2
∂qi∂qj
Dij
P, (3)
where D = (D1, · · · , Dn)
T is the drift vector with
Di = hi(q) (4)
and D = {Dij} is the diffusion matrix with
Dij =
∑
k
gikgjk . (5)
The Fokker-Planck equation can be casted into the con-
tinuity equation
∂P
∂t
+
n∑
i=1
∂Ji
∂qi
= 0 (6)
with the probability current density
Ji(q, t) =
Di −∑
j
∂
∂qj
Dij
P (q, t) . (7)
When t goes infinity, the system reaches the steady
state. The steady state probability distribution will be
denoted as
Pst(q) = e
−φ(q) (8)
with the steady state potential φ(q). Obviously, it is
given by the solution of− n∑
i=1
∂
∂qi
Di +
n∑
i,j=1
∂2
∂qi∂qj
Dij
Peq(q) = 0 . (9)
The steady-state probability current density is given by
Jst,i(q) = e
−φ(q)
Di +∑
j
Dij
∂φ
∂qj
 , (10)
where we used that the Dij ’s are independent of q. The
steady-state condition of (9) becomes∑
i
∂Jst,i
∂qi
= 0. (11)
The expression (10) suggests that the drift coefficient
may be decomposed as Di = D
(s)
i +D
(a)
i with [1]
D
(s)
i (q) = −
∑
j
Dij
∂φ
∂qj
, (12)
D
(a)
i (q) = Di −D
(s)
i . (13)
The steady-state current is determined by D
(a)
i ;
Jst,i(q) = D
(a)
i (q)e
−φ(q) . (14)
We will call D(a) = (D
(a)
1 , · · · , D
(a)
n )T and D(s) =
(D
(s)
1 , · · · , D
(s)
n )T the streaming vector and the down-
hill vector, respectively.
As stated in Ref. [1], the decomposition is possible only
when the steady state potential φ is known, which is hard
in general. Despite the difficulty, we find that the decom-
position is useful in studying the nature of the steady
states. Using (11) and (14), we obtain the relation
∑
i
(
∂D
(a)
i
∂qi
−D
(a)
i
∂φ
∂qi
)
= 0 . (15)
that constrains the streaming part and the steady state
potential. We can approach the steady state problem in
a different perspective through the relation. These will
be pursued for systems under the overdamped and the
underdamped dynamics for a Brownian particle coupled
to a single heat bath in the following sections.
III. OVERDAMPED DYNAMICS
A Brownian particle in the d-dimensional space is
driven by an external force in a thermal heat bath char-
acterized by the damping coefficient γ and the temper-
ature T . The overdamped dynamics is governed by the
Langevin equation
γx˙ = f(x) + ξ(t) (16)
where x = (x1, · · · , xd)
T ∈ Rd denotes the position vec-
tor and f(x) = (f1(x), · · · , fn(x))
T denotes an external
force. The thermal noise ξ(t) = (ξ1(t), · · · , ξd(t))
T satis-
fies
〈ξi(t)〉 = 0, 〈ξi(t)ξj(t
′)〉 = 2γkBTδijδ(t− t
′) . (17)
3This system corresponds to (1) with n = d, q = x, hi =
fi/γ, and gij =
√
kBT/γδij . In terms of the Fokker-
Planck equation, the drift coefficient and the diffusion
matrix are given by
Di =
fi
γ
and Dij =
kBT
γ
δij . (18)
Hereafter, the Boltzmann constant kB will be set to unity.
The drift vector is proportional to the driving force.
Thus one can decompose the total force f(x), instead of
the drift vector, as
f(x) = fc(x) + fnc(x) , (19)
where
fc(x) = −T∇φ(x) (20)
and
fnc(x) = f(x) + T∇φ(x) (21)
with the gradient operator ∇. Note that fc = γD
(s)
and fnc = γD
(a). From (11), we require the steady state
condition
∇ ·
(
e−φfnc
)
= 0 . (22)
It can be rewritten as
(fc + T∇) · fnc = 0 (23)
or
(f − fnc + T∇) · fnc = 0 . (24)
It is a nonlinear first-order partial-differential equation
for fnc(x). Once the solution is found to a given force
f(x), fc(x) = f(x) − fnc(x) = −T∇φ(x) yields the
steady state probability distribution Pst(x) = e
−φ(x).
The decomposition is trivial when the force is conser-
vative in the form of f = −∇V (x) with a scalar func-
tion V (x). The choice of fc = f and fnc = 0 satisfies
(23). Hence, the steady state distribution is given by the
equilibrium Boltzmann distribution with φ(x) = βV (x)
up to a normalization constant with β = 1/T . When
the force is nonconservative, the decomposition becomes
nontrivial.
Decomposition of a given vector field f(x) is an inter-
esting mathematical problem. For instance, the Hodge
theory [21, 22] guarantees that a doubly-periodic vector
field f(x, y) on the xy-plane, namely a vector field on a
torus, can be written uniquely as the sum of the three
vector fields;
f(x, y) =∇ψ(x, y) + k×∇ϕ(x, y) + (c1, c2) , (25)
where ψ and ϕ are smooth doubly periodic functions on
R
2, k is the unit vector in the z direction perpendicular
to the xy-plane, × denotes the cross product, and (c1, c2)
is a constant vector field. Note that the second and third
types of vector fields are divergence free. Let us consider
the case when ψ(x) = cϕ(x) for a constant c, and c1 =
c2 = 0. In this case, one can set fc = ∇ψ and fnc =
k×∇ϕ, as they are pointwise perpendicular (fc ·fnc = 0)
and fnc is divergence free (∇ · fnc = 0). Such a system
has the steady state potential φ(x, y) = −βψ(x, y).
A. Driven particle in one-dimensional ring
The decomposition condition in (24) can be solved ex-
actly in one dimension. Consider a particle in a one-
dimensional ring 0 ≤ x ≤ L which is subject to a periodic
potential V (x) = V (x + L) and a uniform driving force
f0 so that f(x) = −V
′(x) + f0. The prime ′ denotes the
derivative with respective to x. The periodic boundary
condition is imposed. This problem was studied thor-
oughly in e.g. Refs. [1, 23].
In the conventional approach [1], the steady state is
found from the probability conservation. From (6) and
(7), the steady state current
Jst = [f(x)Pst(x) − TP
′
st(x)] /γ (26)
should be a constant independent of x in one dimension.
Introducing a multi-valued pseudo-potential function
V˜ (x) = V (x)− f0x (27)
and multiplying the both sides of (26) with an integrating
factor eβV˜ (x), one obtains[
eβV˜ (x)Pst(x)
]′
= −βγJste
βV˜ (x) . (28)
It is integrated to yield the solution
Pst(x) = βγJste
−βV˜ (x)
[
c−
∫ x
0
eβV˜ (y)dy
]
(29)
with an integration constant c which is determined from
the periodic boundary condition Pst(0) = Pst(L):
c =
e−βV˜ (L)
∫ L
0 e
βV˜ (y)dy
e−βV˜ (L) − e−βV˜ (0)
=
∫ L
0 e
β(V (y)−f0y)dy
1− e−βf0L
(30)
The steady state current Jst is determined from the nor-
malization
∫
Pst(x)dx = 1, which yields
Jst =
T/γ∫ L
0 dxe
−β(V (x)−f0x)
(
c−
∫ x
0 dye
β(V (y)−f0y)
) . (31)
The same steady state distribution is reproduced from
(24), which becomes
Tf ′nc − f
2
nc + f(x)fnc = 0 . (32)
The transformation g(x) = 1/fnc(x) linearizes the differ-
ential equation to the form
− Tg′ + fg = 1 . (33)
4Note that this equation is almost the same as that for
Peq(x) in (26). Following the same procedure, we obtain
that
g(x) = βe−βV˜ (x)
[
c−
∫ x
0
eβV˜ (y)dy
]
(34)
where c is given in (30). The steady state distribution
Pst(x) = e
−φ(x) is then determined from the relation
fc(x) = −Tφ
′(x) = f(x)−fnc(x) = f(x)−1/g(x). Using
the solution for g(x), we find that
φ(x) = βV˜ (x)− ln
∣∣∣∣c− ∫ x
0
eβV˜ (y)dy
∣∣∣∣+ φ0 (35)
with a normalization constant φ0. This solution is iden-
tical to the one in (29). This example shows that the
decomposition method works equally well as the conven-
tional method for one-dimensional systems.
B. Linear diffusion systems
Consider a linear diffusion system where the force is
linear in x ∈ Rd:
f(x) = Fx , (36)
where F is a d × d force matrix whose elements are
constant. This system is also called the d-dimensional
Ornstein-Uhlenbeck process. It attracts a lot of re-
cent interests for the study of nonequilibrium fluctua-
tions [8, 24, 25]. Our task is to find the steady state
distribution function Pst(x) = e
−φ(x) using the decom-
position method.
We write the conservative part of (36) as fc = Fcx with
a symmetric matrix Fc = F
T
c and the nonconservative
part as fnc = Fncx with Fnc = F− Fc. Then, the steady
state condition (23) becomes
xTFcFncx = −T Tr Fnc . (37)
This is valid at all x only when Fnc is traceless and A ≡
FcFnc is anti-symmetric:
TrFnc = 0 and FcFnc = −F
T
ncFc. (38)
This condition implies that the nonconservative part fnc
is divergence free (∇ · fnc = Tr Fnc = 0) and perpen-
dicular to the conservative part (fc · fnc = 0). Once
the decomposition is found, the steady state distribution
function is given by Pst(x) = e
−φ(x) with
φ(x) = −
1
2T
xTFcx (39)
up to a normalization constant.
The decomposition condition may be found by solving
the set of algebraic equations in (38) for the elements of
Fc and Fnc = F − Fc. Kwon et al [8] considered general
linear diffusion systems with nondiagonal diffusion ma-
trix. Their formalism yields that the conservative part is
written in the form of Fc = (1 + Q/T )
−1F with an anti-
symmetric matrix Q [8]. The anti-symmetric matrices Q
and A = FcFnc are related as Q = TF
−1
c AF
−1
c .
The decomposition is trivial for equilibrium systems
where the force is conservative with a symmetric F (Fc =
F and Fnc = 0). Besides the equilibrium case, the de-
composition method allows one to find another solvable
class for the force matrix. Suppose that the force matrix
F is normal [26], which means that
FFT = FTF . (40)
A matrix is then decomposed as
Fc =
1
2
(F+ FT ) and Fnc =
1
2
(F− FT ) . (41)
Note that Fc is symmetric and Fnc is traceless. Further-
more, the normal condition in (40) guarantees that
FcFnc =
1
4
(F+ FT )(F− FT ) =
1
4
(F2 − (FT )2) (42)
should be anti-symmetric. Consequently, (41) is the
proper decomposition leading to
φ(x) = −
1
2T
xT
(F+ FT )
2
x (43)
up to a normalization constant.
The normal matrix includes orthogonal (FFT = I),
symmetric (F = FT ), anti-symmetric (F = −FT ) ma-
trices, and others. For instance,
F =
 −1 −1 00 −1 −1
−1 0 −1
 . (44)
is an example of the normal matrix. The corresponding
force f = Fx attracts the Brownian particle toward the
origin with an additional rotational driving. Due to the
normality, the steady state potential is given by φ(x) =
−xT (F+FT )x/(4T ) = (x2+y2+z2+xy+yz+zx)/(2T ).
C. Force fields family
We have considered the special cases where the decom-
position can lead to the steady state explicitly, which
is not possible for general cases. In this subsection, we
propose a different perspective in which the decomposi-
tion plays an interesting role. Instead of solving for the
steady state potential to a given force field f(x), we try
to find a force field that leads to a given steady state
Pst(x) = e
−φ(x). The steady state probability distribu-
tion can be measured experimentally [27–29]. It would
be interesting if one could reconstruct a force field from
a measurement.
5To a given steady state distribution Pst(x) = e
−φ(x),
the nonconservative part fnc(x) should satisfy the steady
state condition (22). The solution is not unique. Let
B(x) be any divergence-free vector field. Then, (22) sug-
gests that the nonconservative force should be of the form
fnc(x) = λe
φ(x)B(x) (45)
with an arbitrary constant λ. Hence, any system with a
force field
f(x) = −T∇φ(x) + λeφ(x)B(x) (46)
shares the same steady state distribution.
There exist infinitely-many (depending on the choice of
B(x)) one-parameter (represented by λ) families of the
force fields to a given steady state potential φ(x). The
parameter λ represents the strength of the nonequilib-
rium driving. In Ref. [30], it was shown that the systems
with λ and −λ are dual to each other with respect to
time reversal (see also Ref. [31]).
In order to gain an intuitive understanding, consider a
two-dimensional system having a steady state potential
φ(x, y) = β
[
1
4
(x2 − 1)2 +
y2
2
]
+ φ0 (47)
with a normalization constant φ0. It is most probable
to find the particle at (x∗, y∗) = (±1, 0). Such a steady
state is realized in an equilibrium system driven by a
conservative force f(x) = −T∇φ = (−x3 + x,−y). The
most probable positions coincide with the stable fixed
point of the conservative force. As a divergence-free field,
we choose
B(x) = e−
r4
4
(
−y
x
)
(48)
with r =
√
x2 + y2. Then, any total force of the form
f(x) =
(
−x3 + x
−y
)
+ λe−
(r2−1)2+x4+1
4
(
−y
x
)
(49)
has the same steady state potential in (47). The force
field lines are drawn in Fig. 1 at a few values of λ. One ob-
serves a quantitative and qualitative changes as λ varies.
The stable fixed points move with λ deviating from the
most probable points at (x∗, y∗). The fixed points even
undergo a bifurcation at |λ| = 1, which leaves behind a
single stable fixed point at (x, y) = (0, 0) for |λ| > 1 (see
Fig. 2). It is remarkable that those force fields with
different fixed point structures share the same steady
state. The discrepancy between the most probable point
and the stable fixed point was reported with a perturba-
tive calculation in Ref. [12]. The decomposition method
confirms that the discrepancy is a general property of
nonequilibrium systems driven by a nonlinear force.
-1 1 x
-1
1
y
-1 1 x
-1
1
y
-1 1 x
-1
1
y
FIG. 1. Field lines of the force in (49) with λ = 0.0 (left),
0.5 (center), and 2.0 (right).
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FIG. 2. Trajectory of the stable fixed points. The fixed points
at several values of λ are marked with symbols. The origin
(0, 0) marked by the closed circle is the unique stable fixed
point when |λ| ≥ 1.
IV. UNDERDAMPED DYNAMICS
The underdamped dynamics of a Brownian particle of
mass m is governed by the Langevin equation
x˙ = v (50)
mv˙ = −γv + f(x,v) + ξ (51)
for the position x = (x1, · · · , xd)
T ∈ Rd and the velocity
v = (v1, · · · , vd)
T ∈ Rd. The force f may depend on
both x and v in general. For convenience, we introduce a
notation q = (q1, · · · , q2d)
T = (x,v)T where qi = xi and
qd+i = vi for 1 ≤ i ≤ d. Then, the Langevin equations
take the form of (1). The corresponding Fokker-Planck
equation has the drift coefficients
Di = Dxi = vi and Dd+i = Dvi = −
γ
m
vi +
fi
m
(52)
with 1 ≤ i ≤ d. It is represented as a (2d)-dimensional
column vector
D =
(
Dx
Dv
)
=
(
v
− γ
m
v + 1
m
f
)
. (53)
The diffusion matrix D = {Dij} has the elements Dij =
Di,d+j = Dd+i,j = 0 and
Dd+i,d+j = Dvi,vj =
γT
m2
δij (54)
6for 1 ≤ i, j ≤ d. It is represented as a (2d)× (2d) matrix
D =
(
0 0
0
γT
m2
1
)
, (55)
where 0 and 1 denote the d×d null and identity matrices,
respectively.
We want to find a force field f(x,v) that leads to a
given steady state Pst(x,v) = e
−φ(x,v). According to
(12) and (13), we decompose the drift coefficient as the
sum of
D(s) = −D∇φ =
(
0
− γT
m2
∇vφ
)
(56)
D(a) =
(
D
(a)
x
D
(a)
v
)
=
(
v
− γ
m
v + 1
m
f + γT
m2
∇vφ
)
, (57)
where ∇ is the gradient operation in the (x,v) space
while∇v is the gradient operator acting on the subspace
of v. The steady state condition requires that
∇ · (D(a)e−φ) =∇x · (D
(a)
x
e−φ) +∇v · (D
(a)
v
e−φ) = 0,
where∇x is the gradient operator acting on the subspace
of x.
The general solution for D(a) is written as
D(a) = eφB (58)
where B(x,v) ≡
(
Bx
Bv
)
is a divergence-free (∇x ·Bx +
∇v ·Bv = 0) field.
In contrast to the overdamped case, the auxiliary field
B is subject to the additional kinetic constraint that
D
(a)
x = v, which setsBx = e
−φv. Hence, the divergence-
free condition becomes
∇v ·Bv = −∇x ·Bx = v · (∇xφ)e
−φ . (59)
With Bv satisfying (59), the force field is given by
f(x,v) = γv −
γT
m
∇vφ+mBve
φ . (60)
In terms of D
(a)
v = Bve
φ, (59) and (60) become
∇v ·D
(a)
v
−D(a)
v
· (∇vφ) = v · (∇xφ) (61)
and
f(x,v) = γv −
γT
m
∇vφ+mD
(a)
v
. (62)
We compare the overdamped and the underdamped
cases. In the former case, the total force is decomposed
into the conservative and nonconservative parts. The
nonconservative part fnc is determined up to an arbi-
trary parameter λ (see (46)). Thus, any nonequilibrium
system characterized by a finite λ finds the correspond-
ing equilibrium system (λ = 0) that shares the same
steady state. In the latter case, the decomposition does
not separate the force into the sum of conservative and
nonconservative parts. Since (61) is an inhomogeneous
equation, bmD
(a)
v is given by the sum of the homogeneous
solution up to a multiplicative factor and the specific par-
ticular solution. Hence, the correspondence between the
steady state and the driving force is more restrictive in
the underdamped dynamics due to the particular solu-
tion. The correspondence is investigated further in the
following subsections.
A. Boltzmann distribution
When the Brownian particle is driven by a velocity-
independent conservative force f(x) = −∇xV (x), the
system reaches the equilibrium Boltzmann distribution
φ(x,v) = β
[m
2
v2 + V (x)
]
. (63)
It is interesting to see whether the Boltzmann distribu-
tion (63) can be also realized in other forces than the
conservative forces.
For the Boltzmann distribution, ∇vφ = βmv and
D
(a)
v = f/m from (62). Hence, the force should satisfy
∇v · f − βmv · f = mβv · (∇xV (x)) . (64)
The general solution is given by
f(x,v) = λeβ
mv2
2 C(x,v)−∇xV (x) , (65)
where C(x,v) ∈ Rd is a vector field satisfying ∇v ·
C(x,v)=0 and λ is an arbitrary parameter. The first
term is the homogeneous solution and the second term is
the particular solution of (64).
One lesson from (65) is that there exist infinitely many
nonequilibrium forces sharing the same Boltzmann dis-
tribution in the steady state. We also find that the
Boltzmann distribution requires a velocity dependent
force except for the equilibrium case with λ = 0. If
one perturbs an equilibrium system with any velocity-
independent nonconservative force, the steady state must
deviate from the Boltzmann distribution. This is in sharp
contrast to the overdamped system.
A special type of the homogeneous solution of (64) is
found by requiring ∇v · f = βmv · f = 0. It yields
f(x,v) = λH(x)v −∇xV (x) , (66)
where H(x) is an arbitrary antisymmetric matrix. This
force is linear in v and perpendicular to v. In d = 3
dimensions, it is the familiar magnetic force on a charged
particle in an inhomogeneous magnetic field.
B. Shifted Boltzmann distribution in
one-dimensional ring
As a solvable extension, we consider a shifted Boltz-
mann distribution
φ(x, v) = β
[m
2
(v − ω(x))2 + V (x)
]
(67)
7in a one-dimensional ring of circumference L. The func-
tions ω(x+L) = ω(x) and V (x+L) = V (x) are periodic.
This form might be a natural extension of steady state
potential from the overdamped dynamics to the under-
damped dynamics. In order to find a corresponding force
field f(x, v), one needs to solve (see (59))
∂Bv
∂v
= βv [−m(v − ω)ω′ + V ′] e−
βm
2 (v−ω)
2−βV . (68)
Integrating the equation with respect to v, one obtains
Bv = C(x)e
−βV +
(
ω′v −
V ′
m
)
e−φ
+
√
pi
2βm
(βωV ′ − ω′) [1 + erf(Z)] e−βV (69)
where Z ≡
√
βm
2 (v − ω(x)), erf(x) ≡
2√
pi
∫ x
0 e
−u2du is
the error function, and C(x) is an arbitrary function of x
introduced as an integration constant. Hence, (60) yields
f(x, v) = meZ
2
[
C(x) +
√
pi
2βm
(βωV ′ − ω′) {1 + erf(Z)}
]
+(γω +mvω′ − V ′) . (70)
The factor eZ
2
would drive the velocity to infinity.
Such an instability is avoided by taking C(x) = 0 and
ω(x)V ′(x) = Tw′(x) , (71)
which leads to V (x) = T ln |ω(x)|+ V0 with an arbitrary
constant V0. Therefore we conclude that the Brownian
particle driven by the force
f(x, v) = γw(x)− V ′(x) +mvw′(x) (72)
with the constraint (71) has the steady state potential
given in (67).
When ω(x) = 0, the system corresponds to a free
Brownian particle. When ω(x) = ω0 is a constant,
f(x, v) = γω0 and φ(x, v) = βm(v − ω0)
2/2. This sys-
tem corresponds to a Brownian particle driven by a spa-
tially uniform driving force on a ring. With position-
dependent ω(x), the solvable force should be velocity de-
pendent. The solvability requires that the v-dependent
part and the v-independent part in (72) are interwo-
ven intimately. The solvable model could be useful in
testing various theoretical concepts such as the fluctua-
tion theorems for nonequilibrium systems, especially with
velocity-dependent forces [19, 20].
C. Overdamped limit
The shifted Boltzmann distribution gives a hint how
an underdamped system is related to an overdamped sys-
tem. Overdamped dynamics is achieved by takingm→ 0
limit [32, 33]. In this limit, the force (72) in the previ-
ous subsection becomes fod(x) = γω(x) − V
′(x), which
is independent of v. Comparing (71) with (23), we finds
that fnc(x) = γω(x) and fc(x) = −V
′(x) is the proper
decomposition of the force fod in the overdamped limit.
Hence, the overdamped system with the force fod(x) has
the steady state potential φod = βV . Interestingly, it is
the same as the steady state potential in (67) after being
averaged over v.
We can generalize the shifted Boltzmann distribution
in arbitrary d dimensions. Consider a steady state po-
tential of the form
φ(x,v) = β
[m
2
(v − ω(x))2 + V (x)
]
(73)
with a vector field ω(x) = (ω1, · · · , ωd)
T ∈ Rd and a
scalar field V (x). Repeating the similar algebra as in
the previous subsection, we find that the auxiliary vector
field Bv(x,v) = (Bv1 , · · · , Bvd) is given by
Bvi = Ci +
[
(v ·∇x)ωi −
1
m
∂V
∂xi
]
e−φ
+
√
pi
2βm
(1 + erfZi)Υe
−φ+Z2i , (74)
where
Υ ≡ (βω ·∇xV −∇x · ω) , (75)
Zi =
√
βm
2 (vi−ωi), and C(x,v) = (C1, · · · , Cd)
T is any
vector field satisfying ∇v ·C = 0. It is straightforward
to check this is the solution of (59). Thus, from (60), the
corresponding force is given by
fi = [γω(x)−∇xV +m(v ·∇x)ω]i
+Cie
φ +
√
pim
2β
(1 + erfZi)Υe
Z2i . (76)
In order to avoid instability, we will set Ci = 0 and Υ = 0.
Consequently, the force is given by
f = γω(x)−∇xV (x) +m(v ·∇x)ω (77)
with the constraint that Υ = 0.
Let us consider the overdamped limit (m→ 0). Then,
the force becomes fod = γω −∇xV which is indepen-
dent of v. The stability condition Υ = 0 guarantees that
fc = −∇xV and fnc = γω is the proper decomposition
of fod satisfying (23). Hence, the steady state potential
of the overdamped system is given by φod(x) = βV (x).
This is indeed the same steady state potential obtained
from (73). It suggests that the shifted Boltzmann distri-
bution is a good approximation of the steady state po-
tential of an underdamped system in the small m limit.
The difference between the overdamped dynamics and
the underdamped dynamics lies in the v-dependent term
(v ·∇x)ω. The origin of this force and its implications
are left for a future study.
8V. SUMMARY
We have investigated implications of the decomposi-
tion method on the relationship between the driving force
and the steady state potential of a Brownian particle in
a thermal heat bath. The force, or the drift coefficient,
can be decomposed as the sum of the down-hill part and
the streaming part satisfying the condition (15). The
decomposition method reveals some aspects of nonequi-
librium steady states. In the overdamped dynamics, any
steady state is infinitely degenerate in the sense that it is
shared by the family of force fields of the form (46). The
most probable points do not coincide with the stable fixed
points. In the underdamped dynamics, the correspon-
dence between the force and the steady state potential
is restrictive. The Boltzmann-type distribution is real-
ized only in either an equilibrium system or a nonequi-
librium system driven by a velocity-dependent force such
as a magnetic force. The shifted Boltzmann distribution
uniquely determines the corresponding force field under
the stability requirement. The shifted Boltzmann distri-
bution is a connection between the overdamped dynam-
ics and the underdamped dynamics. As a byproduct,
the decomposition method provides various examples of
solvable nonequilibrium systems. Hopefully, they may be
useful for the study of nonequilibrium statistical mechan-
ics.
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