The paper discusses the issue of estimation of exponential trend parameters in terms of its application in the forecast process. Due to the character of a random element, three models were considered: additive, multiplicative, and mixed. For estimating trend parameters, a log transformation method, least squares method, and approximate methods were applied. As a result of computer simulations, high sensitivity of the log transformation method with regard to the assumed random element model was noticed. This method yields the smallest value of ex post error for the multiplicative model but is burdened with a large error for the additive model, where the estimated parameter B takes large values (B > 0.24). In the paper, a new approximate method of estimation of exponential trend parameters is proposed. The method is compared with approximate formulas presented in the paper by Purczyński (2008) .
Introduction
An exponential trend has been widely used in economic forecasting (Cieślak, 2001; Zaród, 2017; Zeliaś, Pawełek, Wanat, 2003) . Bearing it in mind, the paper discusses the issue of estimation of exponential trend parameters in terms of its application in the forecast process.
Due to the character of a random element, three models will be considered: In the case of Model II, a linear transform method is used (Zeliaś, 1997) as well as the least square method (LSM).
For the additive model (Model I), LSM is recommended with reference to equation (1), as a result of which the set of equations is obtained (Zeliaś, 1997 where: AS and BS refer to the estimation of parameters A and B obtained through LSM.
In order to determine estimation BS, equation (4a) should be solved by means of a numerical method. Subsequently, estimation AS is calculated from equation (4b).
When discussing the issue of the estimation of nonlinear regression function parameters, including the exponential function, the authors of textbooks and books with problems to solve point out to the limited application of the log transform, which stems from the assumed form of the multiplicative model (equation (2)) (Kmenta, 1990) . In Jurkiewicz, Plenikowska-Ślusarz (2001) , the authors also highlight two other problems related to the application of the transform: the lack of the transfer of the characteristics of estimator ln(A) onto the estimator of parameter A and the inequivalence of the criteria of LSM used for the curvilinear function (equation (2)).
Therefore, Jurkiewicz and Plenikowska-Ślusarz (2001) propose the solution of the set of equations (4) by means of a spreadsheet, e.g. Microsoft Excel. In our paper, approximate methods will be considered which enable the estimation of exponential trend parameters with characteristics similar to the parameter estimations obtained with LSM in relation to Model I (equation (1)).
The proposed method will be compared with the formulas presented in Purczyński (2008) . The aim of this paper is to propose the approximate method which yields a forecast error not larger than the error of the methods described in the paper by Purczyński (2008) .
Simplified methods of the estimation of exponential trend parameters
Let us assume that for the additive model (1) the following theoretical form was determined where: Â and B refer to the estimation of trend parameters.
In the paper by Purczyński (2008) , the following form of parameter B estimation of model (5) was proposed:
where: E j is determined by the formulas: The method which refers to the case j = 1 in equations (6) and (7) will be referred to as Approximate Method I, and the case of j = 2 refers to Approximate Method II.
It should be noticed that expression E 1 (equation (6b) 
By applying a symmetric equation to a derivative: By performing the summation on the left and right side of equation (9), expression E 1 is obtained.
In the paper, the derivative is determined as: , the arithmetic mean of value y t and y t+1 can be assumed. Equation (8) 
The estimation of parameter A is derived from equation (7), where j = 3. The proposed method will be referred to as Approximate Method III.
By analogy to equation (10), for elements y t-1 and y t , the following relation applies:
By adding the sides of equations (10) and (12), we obtain:
[ ] 
The estimation of parameter A is derived from equation (7), where j = 4 -Approximate Method IV.
Results of computer simulations
In order to assess the usefulness of the proposed approximate formulas, a number of computer simulations were performed for various values of parameters A and B, and a number of observations n. The results for parameters A = 20, B = 0.12, 0.24, 0.36 and the number of observations n = 8 with forecast period T = 9, 10, 11, and also n = 12, T = 13, 14, 15 will be given below.
A similar numerical experiment was described in the paper by Purczyński (2003) , where six approximate methods of the estimation of exponential trend parameters were verified. In the experiment, the quality of an econometric model was evaluated by means of the changeability coefficient and indeterminate coefficient (divergence coefficient).
For a given level of the random element, M = 20,000 simulations were performed using a random number generator with the normal distribution, calculating, according to equations Assuming the consistency of the error variance caused by the presence of a random element for Models I and II, in the paper by Purczyński (2003) , the relation between the value of standard deviation σ a and σ m was determined: 
For the random element level analyzed in this paper, the application of equation (17) in place of (16) yields the relative error not exceeding 0.7%.
During the simulations, the random number generator of distribution N(0, σ a ) was activated, and then, using equation (1), the values of y t were calculated for Model I. During the realization of Model II, an equivalent value of standard deviation σ m was determined based on equation (16). The mixed model (III) was realized as the arithmetic mean of series y m,t , which were generated for the additive and multiplicative models. Since two forms of the approximate formula of parameter B estimation were proposed in the paper, (equations (11) and (13)), as the first step, it had to be decided which form yields a smaller value of the ex post error. Table 1 presents the ratio of the values of the ex post error b3/ b4 determined for sv = 0.1 and T = 9, where b3 indicates the error of the Approximate Method III and b4 -the error of the Approximate Method IV. Table 1 proves that for all the considered cases, the ratio is larger than one, which means that Method IV yields a smaller error than Method III. Therefore, the rest of the paper will concentrate on Method IV only (equation (13)). Figure 2 , it can be observed that the values of the errors for both LSM and approximate methods are similar. In order to differentiate between the effectiveness of particular methods, Table 2 was created. Table 2 includes ex post relative forecast error (equation (15) Source: author's own study. Table 3 was created for the number of observations n = 12 and the forecast period T = 13, T = 14, T = 15. The values of the errors for LSM and Approximates Methods in Table 3 are smaller than in Table 2 . However, for the log transform method, the values of errors in Table 3 are larger than in Table 2 . The following regularities can be observed in both tables: in the case of the additive model, the smallest error values are provided by LSM, and the largest -by the log transform method.
The other errors can be ordered b4 < b1 < b2. For the multiplicative model, the smallest error values are provided by the log transform method. The other methods can be ordered b4 < b1 < bMNK < b2. For the mixed model b4 < b1 < bMNK < b2 < bL, inequality is fulfilled. On the basis of the results presented in Figure 5 , it can be observed that the largest error (bL) is yielded by the log transform method and the smallest error (b4) by Approximate Method IV. The errors of the other methods fulfil inequality: b1 < bN < b2.
Conclusions
The paper discusses certain aspects of the application of the exponential trend in the forecast process.
The computer simulations described in Part 2 proved high sensitivity of the log transform method to the assumed model of the random element. It is a well-known fact that the method works well for the multiplicative model and -to a lesser extent -for the mixed model. However, this method should not be used for the additive model if the estimated parameter B takes large values (B > 0.24), since it leads to a very large value of the ex post error. In Figure 3 , created for parameter B = 0.36, the relative error amounted to 79.8% (Table 2) . It confirmed the reservations concerning limitations of the log transformation method expressed in papers by Kmenta (1990) and Jurkiewicz and Plenikowska-Ślusarz (2001) .
In terms of the evaluation of the approximate methods, for all the three models of the random element, the smallest value of the ex post error was obtained for Approximate Method IV (b4). The largest error was obtained for Approximate Method II (b2). By drawing these conclusions, the author has reached the aim of the paper, showing that the proposed Approximate
Method IV yields the forecast error lower than the errors obtained for the approximate methods presented in the paper by Purczyński (2008) .
It should be noticed that LSM provides the smallest error only for the additive model.
However, for the multiplicative and mixed models, the proposed method yields smaller error than LSM.
