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Résumé
Le limiteur de courant supraconducteur est un appareil qui sera très probablement un composant es-
sentiel des réseaux électriques du futur. Avec les récents progrès fait par les fabricants de rubans
supraconducteurs, il y a actuellement un intérêt marqué venant de l’industrie à évaluer le potentiel
d’un tel dispositif. Dans le présent travail de thèse, le comportement des supraconducteurs de sec-
onde génération sous champs et courant de transport est étudié. Cette étude a été menée de façon
expérimentale et numérique avec comme but de relier les phénomènes physiques observés dans les
rubans supraconducteurs au design du limiteur proprement dit.
La transition résistive s’opère de façon non-uniforme dans les supraconducteurs à haute tempéra-
ture critique. Dans l’optique de construire un limiteur de courant supraconducteur, il est essentiel
d’obtenir une transition résistive rapide et uniforme lorsqu’un courant de défaut apparraît au travers
de ces rubans, ceci afin de diminuer un échauffement local qui pourrait endommager le limiteur de
courant, le rendant par conséquent inutilisable. Cette propriété de transition rapide est reliée à la
vitesse de propagation de l’état normal (NZPV).
Dans ce travail de thèse, la vitesse de propagation est mesurée sur des rubans supraconducteurs
commerciaux en utilisant un champ magnétique local comme initiateur de la transition. Pour des
impulsions de courant d’amplitude sur-critique, des vitesses supérieures à 14 cm/s ont été mesurées.
Les expériences de propagation menée à des amplitudes de courant près de la valeur critique
ont démontrés que la non-uniformité générée par le champ local aide à réduire le délai initial avant
l’initiation de la propagation. Cependant, l’effet de la non-uniformité sur le délai devient moins im-
portant lorsque l’amplitude du courant de transport est augmenté puisque dans ce cas, la transition
résistive s’opère plus par chauffage venant de la couche stabilisatrice (uniforme longitudinalement)
et moins selon le seul avancement de la zone normale dans le supraconducteur (propagation longitu-
dinale).
Toujours dans le cadre des mesures expérimentales, il a été observé que la réduction de la tem-
pérature du bain d’azote (sous-refroidie) augmentait les vitesses de propagation. Cet effet a été
observé en tenant compte de l’augmentation du courant critique associé à la réduction de tempéra-
ture. L’explication de cette augmentation de vitesse n’est pas encore établie avec certitude. Il pourrait
s’agir d’un transfert de chaleur entre le dispositif et le bain environnant ou provenir de l’estimation
de la variation du courant critique avec la température.
Afin de valider les modèles numériques utilisés dans ce travail, les traces de tension enregistrées
lors des expériences de propagation ont été confrontées aux résultats obtenus des modèles. Ceux-ci
sont basés sur l’équation de diffusion thermique et électrique. À partir des simulations, il a été dé-
montré que la vitesse de propagation dans les rubans supraconducteur de seconde génération peut
être augmentée de trois façons: en utilisant un substrat épais et diffusif thermiquement, en insérant
une couche résistive à l’interface du stabilisateur et du supraconducteur et en augmentant la généra-
tion de chaleur dans le stabilisateur. À la lumière de ces résultats, il semble que la solution la plus
prometteuse pour augmenter la vitesse de propagation serait l’insertion de la résistance d’interface.
En effet, les simulations ont démontré que cette méthode augmente la taille de la région normale et
permet de garder une température modérée lors de de la transition résistive des rubans.
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Avec les modèles développés dans ce travail de thèse, le régime de “flux-flow” dans les rubans
supraconducteurs de seconde génération a pu être simulé. En comparant ces simulations aux mesures
expérimentales, il est apparu que la loi de puissance utilisée pour les modèles numériques était in-
appropriée lorsqu’utilisée pour modéliser le régime de “flux-flow” sous un faible champ magnétique
externe. D’autre part, le rôle du transfert thermique transitoire n’as pas été formellement abordé dans
ce travail. Son étude n’en est pas moins nécessaire afin de bien définir les spécifications du limiteur
de courant supraconducteur.
Mots clefs: limiteur de courant supraconducteur, supraconducteur à haute température critique,
supraconducteur de seconde génération, propagation de l’état normal, réseaux électriques.
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Abstract
The Superconducting Fault Current Limiter (SFCL) appears to be a device of great interest to effi-
ciently build the electrical grid of tomorrow. With the recent progress made by the superconducting
wires manufacturers, there are needs coming from the industry to evaluate the potential of such de-
vices. In the present thesis work, the behavior under external field and transport current of the last
generation of wire is investigated. This study is conduct both experimentally and numerically in order
to link the physics occurring at the wires level to the design of SFCLs as a whole.
From the nature of the material, the resistance appears non-uniformly in high temperature super-
conductors. For the purpose of building SFCLs it is important to obtain a fast and uniform resistive
transition (quench) when a fault occurs through those conductors. This in order to reduce the local
heat generation that may damage the device. This fast quenching property is related to the Normal
Zone Propagation Velocity (NZPV).
In this work the NZPV is measured using a localized magnetic field to initiate quenches in com-
mercial coated conductors. Those velocities have been measured to be larger than 14 cm/s for pulsed
currents above the critical value.
The NZPV experiments have demonstrated that the superconductor non-uniformity (generated
by the localized field) helps to reduce the initial delay before the quench initiation for transport
currents in the range of the critical value. However, for larger transport currents the effect of the
non-uniformity on the delay is less important since, with increasing transport current amplitudes, the
normal state transition has shown to occur more as a consequence of the heat generated in the stabi-
lizer than as the unique consequence of the advancement of the normal zone in the superconductor.
From the experimental measurements, it has been shown that a reduction of the liquid-nitrogen
temperature (subcoooled) increases the NZPV. This effect has been observed taking into account of
the increase of the critical current associated with the temperature reduction. Nevertheless, it is not
clear if it is the heat transfer or the estimation of the critical current that is responsible for this effect.
In order to validate the numerical models, time-resolved voltage traces obtained from the ex-
periments have been compared to the outputs of the models. Those are based on the thermal- and
electrical-diffusion equations. From the simulations, it has been demonstrated that the NZPV can
be increased by three methods: by using a thick diffusive substrate, by inserting a resistive interface
between the superconductor and the stabilizer as well as by increasing the heat generation in the sta-
bilizer. In light of those results, it seems that the insertion of a resistive layers is the most promising
approach to improve the NZPV in coated conductors. As a matter of fact, a resistive interface in-
creases the normal-zone size and keeps an acceptable temperature level along the conductor during
quenches.
The present work allowed to simulate the flux-flow regime in coated conductors. Comparing
those simulations to experimental data have shown that the power-law may be inappropriate to simu-
late this regime under weak external magnetic fields. In addition, it appears that the role of transient
heat transfer with the surroundings needs to be studied in more details to determine the specifications
of a prospected SFCL made of coated conductors.
Keywords: Superconducting fault current limiters, high-temperature superconductors, coated
conductors, normal zone propagation, electrical grids.
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Introduction
FOLLOWING the projections of the International Energy Outlook [1], the total world consumptionof marketed energy is projected to increase by 44 percent from 2006 to 2030. From this 44
percent, electricity is expected to be the fastest-growing form of end-use energy. This fact implies
increasing power delivery on the electrical grids [2, 3, 4]. Consequently, in the near future, the
current level under faults i.e. short circuits, lightning strikes or any sudden excessive current burst,
is expected to largely exceed the ratings of interrupting devices composing the grids and thus, make
faults management a major concern to meet the energy needs of tomorrow.
As a consequence of these larger fault currents, the electrical grids need to be upgraded, e.g.
constructing new facilities or building higher-rated devices, to fulfill the regulation standards of the
industry. This implies important capital investment and, for aesthetic and environmental reasons,
generates public oppositions. However, those drawbacks may be circumvented by promising alter-
natives such as the Solid-State and Superconducting Fault Current Limiters (SSFCLs, SFCLs). As
a matter of fact, those devices allow, by limiting current, to operate the grid at larger power flows
and thus avoid the expensive replacement of the existent protection equipment. Accordingly, there
are actually strong interests coming from different research institutions and industrial actors on those
emerging technologies. For instance FCL projects are now conducted in many locations around the
world e.g. Japan, Korea, Europe and United-States [5, 6, 7, 8, 9].
However, there are still obstacles to the commercialization of those emerging technologies. Con-
cerning the SFCLs (for the present work, the word SFCL refers to the resistive type), a major diffi-
culty concerns the slow and non-uniform resistive transition observed in the superconducting wires
composing them. In light of this fact, the present thesis work concerns the numerical modeling and
characterization of the normal zone propagation occurring in coated conductors (the last generation
of superconducting cable). This study is conducted with the aim of improving tools to develop and
design those conductors for SFCLs applications made of those conductors.
This dissertation is divided in three chapters. In the first chapter the relation between the behavior
of High-Temperature Superconductors (HTS) submitted to transport current above the critical value
and the SFCL operation is establish in order to formulate the propagation issue discussed above.
To achieve that, the chapter is divided in three sections. The first section presents briefly the su-
perconductors and the mechanisms at the origin of the resistive transition occurring in HTS. Then
in the second section, coated conductors are introduced, those are the SFCL components studied in
this work. The third section briefly presents the principle of operation of the SFCLs and illustrates
the needs of obtaining large Normal Zone Propagation Velocities (NZPVs) in coated conductors to
ensure the proper operation of SFCLs.
The second chapter presents the experimental measurements made on commercially available
coated conductors. Those experiments allow obtaining the field dependence of a power-law param-
eters describing the resistive transition occurring in coated conductors under uniform external mag-
netic field and transport current. In addition, the experiments allow measuring the propagation of the
normal state in the samples. The propagation is initiated by an artificial defect induced by a localized
magnetic field.
The third chapter presents important concepts used to present the assumptions made in building
the numerical model. Starting from those assumptions and from the field-dependent power-law pa-
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rameters obtained from the experimental measurements, the numerical model is validated by a direct
comparison of the voltage traces observed during the NZPV measurements. The validated numerical
model is used to investigate the design parameters of the conductors to improve the NZPV in those
conductors.
Note that the experiments and simulations realized in this thesis were all made with a current
source and not under real short-circuit conditions, normally driven by a voltage source, such as in the
power systems in which the prospected SFCLs are intended to be used. This convenient choice was
motivated by the fact that this work focused principally on the behavior of the material composing
the SFCL rather than on the interaction between the SFCL and the rest of the system.
2
Chapter 1
From Superconductors to SFCLs
THE Superconducting Fault Current Limiter (SFCL) presents unique characteristics inherited fromthe properties of superconductors. This chapter introduces basic elements of superconductivity
that are used to present the origin of the electrical resistance occurring in the flux-flow regime in high
temperature superconductors. Then are presented the coated conductors, the materials studied in this
work. This chapter is concluded by a short description of the resistive SFCL and of the problematic
of the low normal zone propagation occurring in coated conductors that represent a major obstacle to
the commercialization of SFCLs made of those conductors.
1.1 Superconductors
Superconductivity is a state of the matter characterized by a weak attractive interaction between
conduction electrons [10]. In this particular state, that occurs for many elements of the periodic
system [11], this weak interaction reduces the system entropy and allows the in-phase motion of
correlated-electrons over important distances. This long-range phase coherence is thought to be re-
sponsible of the perfect conductivity observed in superconductors. In addition to the zero-resistance
hallmark, ideal superconductors are characterized by a perfect and reversible diamagnetism [12].
This special behavior is termed the Meissner effect i.e. the nonexistence of any magnetic flux into
the material bulk for any initial conditions.
Those unique features of the superconducting state are overcome when an external input of en-
ergy (thermal, magnetic or kinetic) is sufficient to break down the fragile phase equilibrium. More
specifically, the superconductor becomes a normal metal if the critical surface defined by the critical
values (the temperature, magnetic field and current density) is reached – see figure 1.1.
Superconductors are classified in two main groups according to their behavior at the state transi-
tion. The left part of figure 1.2 presents the typical responses of these groups to an applied magnetic
field. As depicted on the figure, the first group, termed type-I, shows a first-order transition i.e an
abrupt and complete loss of the Meissner state at H = Hc, the thermodynamic critical field. This
value is related to the maximal magnetic pressure the material can stand to hold the field out (conden-
sation energy) [13]. For the second group, named type-II, the “pure” Meissner state exist only below
a minimum field H = Hc1. Above this value, the magnetic flux start to penetrate the material. Once
the penetration starts to occur the superconductor is said to be in the mixed-state (Shubnikov phase)
which is a state characterized by the nucleation, in the superconductor, of normal metal filaments
called vortex, each carrying a quantized magnetic flux Φ0.
Φ0 =
h
2q
≈ 2.07× 10−15 Wb (1.1.1)
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0
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Figure 1.1: The critical surface given by the critical temperature Tc, magnetic field Hc and current
density Jd delimit the superconducting and normal phases. Note that Jd is the depairing current,
the energy at which the electron interaction vanishes.
Where h is the Planck constant and q the electron charge. For type-II superconductors, the flux
penetration allows a second-order phase transition (continuous) that reduces the energy needed to
hold the field out. This allows the complete penetration of the magnetic field to occur at a larger field
Hc2 than the thermodynamic critical value Hc. Note that Hc2 is reached when the whole material is
covered in vortices i.e. when the material is completely transparent to the external field.
Type-II superconductors show a larger range of operating temperatures and fields than type-I
– see table 1.1 on page 5. This is the basic reason why most of the actual applications involving
superconductors are currently made of type-II. This is also the type of conductor studied in this work.
B=µH
HH H0
B
Hcc1 c2
Figure 1.2: On the left is the B-H phase diagram for type-I and type-II superconductors. The su-
perconductor is in the Meissner state when the magnetic flux B is zero for a given applied magnetic
field H . Note that the figure is not to scale. For usual type-II superconductor, Hc1 is more than
10 000 times smaller than Hc2. On the right, the colored picture shows vortices in MgB2 [14].
(a) 250×250 nm2 false color STS (Scanning Tunneling Spectroscopy) images of a single vortex
induced by an applied field of Ba = µ0Ha =50 mT, (b) the vortex lattice at 200 mT. Each vortex
carries the quantum flux Φ0.
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Classification and Applications of Superconductors
Table 1.1 lists some characteristics of chosen superconductors. Type-II superconductors are separated
in two categories i.e. LTS or HTS for Low- or High-Temperature Superconductors according to
their critical temperature which is respectively below or above 30 K. This value corresponds to the
transition temperature of the Ba-La-Cu-O system, the first HTS discovered by J.G. Bednorz and
K.A Müller in 1986 [15].
Up to now, most of the superconductors applications are related to high-field magnets and/or low
field measurements e.g. Magnetic Resonance Imaging (MRI), Superconducting Quantum Interfer-
ence Devices (SQUIDs), Magneto-Encephalo-Graphy (MEG), Nuclear Magnetic Resonance (NMR)
or high-energy physics accelerators. Those applications are currently made of LTS making this class
of conductor the most widely used for technological purposes [16]. Nevertheless, the discovery made
by J.G. Bednorz and K.A Müller of superconductivity in cuprates at the end of the 80’s initiates the
age of HTS [15]. The benefit of working at the liquid nitrogen boiling temperature is probably the
most important driving-factor influencing the R&D for applications involving HTS. As a matter of
fact, for any application in which liquid nitrogen can replace liquid helium, the refrigeration cost is
about 100 times less [17]. Thus, HTS seems to promise a broader range of practical applications than
LTS in the near future [18, 19, 16].
Table 1.1: Classification of chosen superconductors.
Type Material Tc [K] Bc or Birr [T]∗ Characteristics
I Al 1.2 0.01 @ 0 K Metallic/ductile
Pb 7.2 0.08 @ 0 K Metallic/ductile
II-LTS NbTi† 9 10 @ 4.2 K Metallic/ductile
Tc <30 K Nb3Sn‡ 18 20 @ 4.2 K Metallic/brittle
II-HTS MgB2 39 5.5 @ 20 K Anisotropic, Ceramic/brittle
Tc ≥30 K Bi2Sr2Ca2Cu3O10 110 5 @ 26 K Anisotropic, Ceramic/brittle
Bi2Sr2Ca1Cu2O8 85 5 @ 16 K Anisotropic, Ceramic/brittle
YBa2Cu3O7 90-92 9 @ 86 K Anisotropic, Ceramic/brittle
∗ References: [12, 20, 21]. Birr is the irreversibility flux, see the next subsection for its definition.
† Material used for the Large Hadron Collider (LHC) setup [22].
‡ Material expected for making the coils of ITER [23].
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Flux Pinning and the Irreversibility Field
For the purpose of this work, the material under study (HTS) is always in the mixed-state. In that
state the electrical resistance appears as a consequence of the Lorentz force which makes moving the
flux-lines (vortices) when a transport current is applied to the conductor [24, 26, 10]. The dissipation
(resistance) can be attenuated if the flux-lines are stopped in their motion by impediments such as
grain boundaries or impurities. Under these circumstances, vortices are said to be pinned. Pinning is
essential to ensure the proper operation of type-II superconductors. As a matter of fact, one can relates
pinning forces to the critical current of a superconductor (different than the depairing current [27]).
This relation comes from the fact that, due to circulating current present around vortices, flux-lines
repel from each other [12]. Consequently, considering a vortex pinned somewhere in the material,
the repulsion impedes the movement of other vortices in its neighborhood and thus a larger amount
of current is needed to rise the resistance of the material. From a macroscopic point of view, at the
N pinned vortices per unit volume is associated a pinned force fp which is proportional to the local
critical current jc.
fp ∝ jcNΦ0 (1.1.2)
If the driving force per unit volume e.g. the number of vortices (H), the thermal agitation (T ) or the
Lorentz force (J), exceeds the pinning force available in the same volume, it is thought that all the
pinned vortices of the volume are going to move at once (the flux movement occurs in bundles [28]).
This scheme subdivides the mixed-state in two sub-states. One in which vortices are hold in place
by mutual repulsion and impediments and the other in which vortices are moving freely without feel-
ing any force. Those two sub-states are respectively termed the vortex-glass state (large Jc) and the
vortex-fluid state (Jc ≈ 0) [24]. The line delimiting those two states is named the irreversibility line,
the line above which high dissipation occurs. The origin of this term “irreversibility” comes from the
fact that flux pinning is responsible for hysteresis effects in superconductors – see figure 1.3. As a
HH
H
irr c2
c1
Pining
No Pinning
M
H
TT
H
H  (0)
Vortex fluidVortex glass
Meissner phase
Hirr
H  (T)c2
0
c1
c
B=(μ  H+M)0
Flux
trapping{
Figure 1.3: On the left is an hypothetical H-T phase diagram for type-II superconductors. Above
the irreversibility line (vortex fluid sub-state) vortices are all moving and dissipation occurs. This
kind of diagram can be very complicated – for instance see [24, 10]. The right figure displays a
fictitious magnetization curve for type-II superconductors with and without pinning [12, 25]. Below
Hc1, the magnetization M exactly compensates the external magnetic field (B = 0) for both cases
(with and without pinning). Nevertheless, the effect of pinning hinder the movement of vortices
into the bulk of the material, allows larger magnetization than without pinning (M is not minimum
at Hc1) and leads to hysteresis effects when the field is reduced from Hirr. Note that between
Hirr and Hc2, the magnetization curve is reversible since vortices are free to move. In real type-II
superconductors, the magnetization is never totally zero when H = 0, since flux-lines are trapped
in the material. Finally, note that for a perfect type-II superconductor i.e. without pinning (dashed
line), the magnetization is always reversible up to Hc2.
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matter of fact, the material imperfections are thought to trap field-lines and influence the magnetiza-
tion curve [12, 25]. Above a certain field value H = Hirr, the flux-lines are not pinned anymore and
the reversible behavior of superconductors is restored.
Since type-II High Temperature Superconductors (HTS) generally operate at relatively high tem-
peratures, Hirr is smaller than Hc2 in those conductors (pinning is reduced by thermal activation).
Pinning allows to improve the current carrying capability of the conductors under large magnetic
field [29]. It is the reason why increasing pinning in HTS is one of the main goal of the wire manu-
facturers. Section 1.2 introduces the technological methods used to produce these conductors.
A Macroscopic Model
Due to thermal activation, the movement of flux-lines in HTS occurs even without applied field
(trapped vortices) or transport current [25, 10]. Thus, the theoretical models used to describe the state
transition in those conductors need a deep investigation of the vortex dynamics [24, 26]. However,
those models can be simplified if the HTS is submitted to transport currents above the critical value
where all the flux-lines are moving. Under this condition, the superconductor is in a dissipative
regime termed flux-flow. This regime is characterized by a linear variation of the E-J curve such
that the electrical field is proportional to the number of vortex present in the superconductor up to the
normal state i.e. when the flux-flow resistivity (ρff) equals the normal resistivity (ρn).
E = ρff(H,T )
(
J − Jc
)
, Where, ρff(H,T ) = ρn
H
Hc2(T )
(1.1.3)
However, obtaining the fraction of conductor covered by flux-lines in motion is not obvious. Accord-
ingly, empirical models are often used to describe the flux-flow regime at a macroscopic scale [30,
31]. For the purpose of this thesis, the flux-flow regime is described by a power-law which gives
the behavior of the electrical field as a function of the transport current density passing through the
material. The following equation represents the power-law without temperature and magnetic field
dependence.
E = E0
(
J
Jc
)n
(1.1.4)
0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
10-5
100
105
1010
J/Jc
E 
(V
/m
)
 
 
Power law
Normal state
Figure 1.4: Evolution of the electrical field as a function of the transport current density for a
power-law with n=20. Considering a normal resistivity of ρn = 100 × 10−8 Ω.m, the normal
state occurs along the dashed-line. This implies that for a fixed temperature and magnetic field e.g.
T = Top and H =0 T, the normal state is reached at a ratio of J/Jc equals to 2.76.
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Where, E0 is the critical field which is usually defined to be 1µV/cm. The exponents n, as well as Jc
are values obtained from fits to experimental data. Figure 1.4 shows the behavior of equation 1.1.4
without field and temperature dependence. From figure 1.4, one can see that the power-law is charac-
terized by a non-zero resistance below the critical current that rapidly reaches the normal resistance
above Jc. Note that equation 1.1.4 do not shows temperature and magnetic field dependence. For this
reason, the normal state is reached at large ratio of J/Jc. For example, with ρn = 100 × 10−6 Ωm,
the system described by the power-law reaches the normal state at J =2.76Jc. Thus, the thermal and
magnetic dependences must be added to the models to make it accurate.
8
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1.2 Coated Conductors
Since the beginning of the 90’s type-II HTSs have been successfully designed as wires for power
applications. The first success was achieve using the Powder In Tube technique (PIT) [32]. Except
for the special case of MgB2, PIT is only found to work with the bismuth compounds (BSCCO)
which have a plate-like morphology after the process. However, at liquid nitrogen temperatures, the
critical current of such compounds rapidly drops with weak external magnetic fields [33]. Accord-
ingly, PIT-wires must be cooled to temperatures in the neighborhood of 20-30 K for usual high-field
applications. The large amount of silver needed to ensure the proper operation of those wire (The
PIT method is basically a silver tube filled with HTS powder) as well as the range of operating tem-
peratures make those conductors expensive. This is why PIT-wires are now relegated to the first
generation of cables.
To overcome the huge variation of the critical current occurring in presence of external fields, it
as been thought to use (Re)BCO compounds instead of bismuth-based materials. Here (Re) refers
to rare-earth elements such as yttrium, lanthanum, dysprosium etc. The most common (Re)BCO
compound is made of yttrium i.e. YBa2Cu3O7−x or simply YBCO [34]. It can be deduced from
figure 1.5 that YBCO have better intrinsic flux pinning and irreversibility field than BSCCO. In
addition, YBCO is able to carry high currents in strong magnetic fields while being cooled by liquid
nitrogen [17]. However, YBCO is brittle and highly anisotropic which implies that electric current
does not flow well from grain to grain if the conductor is not perfectly aligned. Accordingly, it has
been thought to epitaxially grow YBCO coating on metallic strips [35, 36, 37]. This has led to the
emergence of the second generation (2G) of conductors named coated conductors [38].
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Figure 1.5: Critical current as a function of external magnetic flux for different type-II supercon-
ductors [39]. 2223 and 2212 refer respectively to the two usual phases of BSCCO encountered
in applications: Bi2Sr2Ca2Cu3O10 and Bi2Sr2Ca1Cu2O8. This figure shows the larger range of
applicability of YBCO.
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Figure 1.6: Non-scaled cross-section of a typical coated conductor (without copper cladding). The
picture at the left shows the actual size of those wires. Note that this kind of wire can carry DC
current even larger than 100 A without any losses. Picture from the CCAS website [16].
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Figure 1.7: Non-scaled pictures of the IBAD (A) and RABiTS (B) conductors without stabi-
lizer [40]. The template for the growth of the YBCO layers is ensured by the buffer stack in the
IBAD method. For the RABiTS method this role is ensured by the substrate.
Coated conductors are basically an assembly of layers. From a very simplified view, those con-
ductors are constituted of a thick and electrically-resistive substrate, a stack of oxide buffer-layers, a
superconducting film and an electrically-conductive metallic layer i.e. the stabilizer – see figures 1.6
and 1.7. Each layer has its own role. For instance, the substrate gives a flexible and smooth me-
chanical support to the brittle superconductor and also helps thermal stabilization. The buffer layers
align the anisotropic HTS and isolate the superconductor of chemically active compounds. The role
of the stabilizer is to reduce the heat generation in the superconductor by diverting current (as a shunt
resistance) once it becomes normal as well as to reduce the voltage overshoot during quenches. The
stabilizer in contact with the HTS is usually made of noble metals such as silver or gold in order to
avoid chemical reaction with the superconductor. Finally, note that manufacturers often encapsulate
the wires in a copper cladding to reduce the tape overall resistance i.e. the temperature excursion
while the wire is in the normal state.
There are basically two leading technologies to align grains in (Re)BCO. The Ion-Beam Assisted
Deposition (IBAD) [36] and the Rolling-Assisted Bi-axially Textured Substrate (RABiTS) [37]. Each
of them are respectively used by two of the actual leading superconductors manufacturers that are
SUPERPOWER.INC [41] and AMERICAN SUPERCONDUCTOR.CORP (AMSC)[42].
SUPERPOWER produces coated conductors using the IBAD-MGO/MOCVD technique [43]. The
epitaxial (Re)BCO film is grown by Metal Organic Chemical Vapor Deposition (MOCVD) on highly
oriented buffer layers (basically LaMnO3/MgO – see figure 1.7) where the MgO layers is obtained
by IBAD (bombarding the growing film with an 45◦ oriented ion-beam of argon). The buffer-stack is
deposited on an smooth electro-polished commercial alloy named Hastelloy R© (substrate).
AMSC uses the RABiTS/MOD method [37]. The epitaxial (Re)BCO film is grown by Metal
Organic Deposition (MOD) on buffer layers (figure 1.7) deposited over an highly oriented nickel-
10
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tungsten substrate obtained by a series of mechanical (rolling) and thermal treatments (annealing).
Coated conductors are still under development. At the time of writing this thesis, research carried
at SUPERPOWER is oriented on the removal of the electro-polishing step. They are developing a
substrate planarization method to increase the throughput and allows the use of different materials as
substrate. They are also reducing the amount of silver that usually covers HTS films to reduce cost
and processing time. AMSC orients their work on a new tri-layers composite substrate in order to
reduce ferromagnetic losses. They also wish to produce thicker film at a larger fabrication rate. Both
companies still do research to enhance pinning using nanostructured dopants [29]. The interested
readers can follow the recent developments obtained for 2G wires along the frame of the DOE HTS
program [9].
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1.3 Resistive SFCLs
SFCLs are devices that present a unique feature: they sit at low impedance nearly all the time in
normal-operation (they are almost transparent to the grid) but switch rapidly to high impedance with-
out any external trigger when a fault occurs.
Basically, a resistive SFCL is a superconducting wire. One way of using a SFCL in a power
circuit is to place it in series with a current breaker – see figure 1.8. Considering that circuit but
without SFCL, the current in the power lines can easily reach ten times the current normally carried
when a fault occurs i.e. when the load impedance Zl becomes very small. With the SFCL insertion,
a notable increase of the system impedance is automatically triggered. This leads to a reduction of
the current flowing in the circuit. Figure 1.9 displays the effect of the SFCL on the current waveform
during a typical fault event [44].
The huge amount of energy to be dissipated during the fault period (td) and the maximum per-
missible temperature rise of the conductors are the fundamental specifications for an SFCL [25, 45].
Nevertheless, most of the time, a SFCL is not in the fault-current mode. Accordingly, other design
parameters are needed to ensure a very low impedance of the device in its normal-operation mode.
For sake of completeness, a non-exhaustive list of design parameters is dressed here. Some other can
be found in the specialized literature [6, 44, 4, 7]:
• Rated voltage and current VL, Ir
• Maximum limited current If , Fault duration time td, System inductance
• Maximum allowable temperature Tmax (the SFCL basically absorbs power)
• Operating temperature/pressure Top, pop
• Normal-operating mode impedance (AC- and current-leads-losses)
• Safety, Environment
• Cost (cooling, maintenance etc.)
~
source
Zs
RHTS
Rst
Zl
circuit-
SFCL
breaker
Figure 1.8: The basic concept of a resistive SFCL (a superconducting wire). When a fault occurs,
the SFCL becomes resistive and reduces the current in the circuit up to the opening of the breaker.
RHTS and Rst refers respectively to the superconductor and stabilizer resistance.
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Figure 1.9: The effect of a SFCL on the current waveform during a typical fault event [44]. The
points (1) to (5) represent the characteristics parameters of the fault event. Respectively: The peak
rated current (1), the minimum initiated current (2), the maximum limited current (3), the peak
short-circuit current (4) and the peak follow-current (5). The action time (ta), is the elapsed time
from fault initiation to the maximum limited current (3). The duration time (td) is the elapsed
time from fault inception to fault current interruption and the recovery time (tr) defines the time
needed by the conductor to cool down and recovers the superconducting state. The phase shift and
current asymmetry observed in the red curve are coming from the transient response of the system
that decay exponentially with the ratio X/R where R and X are respectively the resistance and
reactance of the system. With the SFCL addition, the resistance of the system increase rapidly and
thus reduces the time constant of the transient response. It is why the phase shift and asymmetry
effects are not observed for the green current waveform (with an inserted SFCL).
The Superconducting Properties of a SFCL
Besides the above design parameters, the question of interest, and the aim of this work, is to know
how the wires superconducting properties may affect the design of a SFCL. A description of an
idealized SFCL may helps to start this analysis.
From the fundamental SFLC specifications, one may define the maximum allowable energy the
device can stand for a period ∆t = td.
Emax =
∫
V
∫ td
0
Pmaxdt
′dV ′ ≤ Qst +Qc , (1.3.1)
where Qst is the energy stored in the system of volume V and specific heat Cp up to Tmax
Qst =
∫
V
∫ Tmax
Top
Cp(T )dT
′dV ′ . (1.3.2)
Qc is the heat transfer with the surrounding and Pmax is the allowable power generation in the con-
ductors i.e.
Pmax = RI
2
f . (1.3.3)
The maximum limited current is expressed as:
If = FIq (1.3.4)
Where F , is an arbitrary factor and Iq is the minimum initiating current i.e. the current needed to
uniformly quench the superconductor. For sake of simplicity, one may consider that the uniform
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transition occurs at the tape depairing current (Id) i.e. the current that just breaks the thermodynamic
equilibrium.
Iq = Id (1.3.5)
Hence, considering that the normal resistance of the superconductor is much larger than the stabilizer
resistance (Rn  Rst) the resistance of the SFCL is approximately:
R =
{
0 If < Iq
Rst If ≥ Iq (1.3.6)
where Rst is the stabilizer resistance (the SFCL is considered here to be only constituted of parallel
superconducting wires). Using 1.3.4 to 1.3.6 and, for simplicity, supposing F =1, equation 1.3.3
becomes
Pmax = RstI
2
d . (1.3.7)
For this idealized case, one can note that the SFCL superconducting properties only fix the fault
level and the stabilizer specifications. Note that a large Id allows to reduce the length of conductor
(L) needed for the proper SFCL operation (Rst ∝ L).
The former analysis is, by far, an over-simplification of the problem. As a matter of fact, the flux-
flow resistivity creates losses even below the depairing current and thus participates in the limiting
action. In addition, the statistical nature of pinning as well as the difficulty to obtain nano-engineered
structures for long lengths make the superconductor response dependent of localized flaws in the
material. For fault current in the range of the critical current, weaker regions of the conductors
become resistive before other part of the tapes and may locally generate heat without triggering the
whole quenching mechanism. For this range of current, the SFCL transition is strongly dependent of
the superconducting properties of the wires composing it. Consequently, the quenching mechanism
depends on how fast heat generated in the resistive flaws propagates through the material to make
the remaining of the tape quenching. This last property is related to the Normal Zone Propagation
Velocity (NZPV) which is also the main investigation of this work.
In summary, considering its superconducting properties, a SFCL has to switch rapidly and uni-
formly to the normal state when a fault occurs and diffuses heat away from weaker zones in order to
avoid local damage of the device and reach the idealized behavior presented before.
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Chapter 2
Characterization of Coated Conductors
THIS chapter presents the experimental manipulations made on coated conductors. The aim ofthose experiments is to characterize the resistive transition and normal zone propagation occur-
ring in these conductors under uniform and localized external magnetic fields. This is done in order to
determine the field dependence of the power law parameters i.e. J(B) and n(B) as well as to develop
the numerical model presented in the next chapter. All the measurements are made on SUPERPOWER
tapes [41] with pulsed currents of different length and amplitude (above the critical current). This
chapter is basically divided in three sections. The first section presents the experimental setup used in
this thesis work. The second section, the behavior of coated conductors under uniform external mag-
netic field. The third section, the measurements of the normal zone propagation in those commercial
tapes initiated by a localized magnetic field (local reduction of the critical current).
2.1 Experimental Setup
The setup allows measurements under magnetic field (0-500 mT) and/or at low pressure (0.1-1 atm).
The apparatus – see figure 2.1 is basically a 900 mm long cylindrical cryostat (diameter of 50 mm)
which crosses the air-gap of a commercial magnetic dipole (µ-BEAM.Sàrl). The latter is composed
of 2 coils of 410 turns able to produce DC-magnetic flux as large as 500 mT for an air-gap of 60 mm.
The dipole can rotate around the cryostat and allows the user to change precisely the transverse com-
ponent of the external magnetic field. The cryostat, that is connected to a mechanical pump, is closed
and sealed with Teflon R© cap, elastomer and vacuum grease. The sealing allows to reduce the pressure
down to≈20 kPa in the cryostat. The Teflon R© cap is traversed by the current leads that are connected
to a voltage-driven source [46] (Techron-7780RLY, slew rate of 40V/µs) able to sustain DC current
as large as 180 A for few seconds (1 Ω load). Those current leads tie the sample holder at the vertical
(along the cryostat length). The latter is basically a printed circuit board (PCB) mounted on the cur-
rent leads and placed in the dipole air-gap (60 mm). Multiple probes, used for different purposes are
connected to the sample holder –see figure 2.2. For a typical setup one can find more than 16 voltage
taps, 2 Cryogenic Hall-probes (Lakeshore HGT-2100), 3 thermocouples (type-T) as well as 1 sili-
con diode (Lakeshore DT-470). The electrical signals from the probes (up to 16 differential signals)
are simultaneously monitored with a 18 bits, 625 kS/s NATIONAL INSTRUMENTSTM data acquisi-
tion card (USB-6719) [47]. External devices such as temperature controller (Lakeshore DRC-91C),
oscilloscope (LeCroy-9334), voltmeters (HP-34401) and DC-power-supply are controlled through a
General Purpose Interface Bus (GPIB) and some virtual instruments (LABVIEW R© [47]).
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 & field lines Current leads &  probes wires
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mechanical pump
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Figure 2.1: Experimental setup. The cryostat crosses the air-gap of the magnetic dipole. The
top-left inset shows the location of the sample holder in the dipole air-gap as well as the resulting
field-lines coming from the dipole. The bottom-right inset shows a slice-view of the magnetic dipole
and cryostat.
The 4 mm wide samples used in this work are basically composed of an hastelloy substrate of
50 µm thick, a buffer stack of approximately 70 nm, a YBCO layer of 1 µm and a silver stabilizer
of 2 µm. For the measurements, the samples are divided in sections delimited by small aluminum
wires (diameter 26 µm) soldered at the stabilizer surface and acting as voltage taps (figure 2.7 illus-
trates those ones). The sections are approximately 1 mm long (except for the NZPV measurements
–see section 2.3). At the early stage of the flux-flow regime, the voltages monitored in such a small
distance are very small. Accordingly two additional taps located 36 mm apart, at the tape ends, are
used to increase the signal resolution (tpL1 and tpL2, section 0). The current return is made of a
silver strip placed above the superconductor in order to reduce the bending force on the sample as
well as to reduce induction effects– see figure 2.2.
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Figure 2.2: Details of the sample holder. A) The sample ready for measurements. B) The sample
mounted on the PCB without the current leads, silver strip and aluminum taps. The Hall probes
located at the edges of the samples monitor the perpendicular component of the magnetic field (the
component normal to the surface of the probes).
2.1.1 Tape Resistance as a Function of the Temperature
Since the measurements made in this work are basically voltage recordings, the temperature of the
samples during the current pulses is estimated with the temperature variation of the tape resistance.
This variation is obtained by monitoring the section voltages and the thermocouple temperatures
while the sample warms-up during the liquid-nitrogen evaporation (≈ 12 hours). Due to the sample
vertical arrangement, a temperature gradient appears during the evaporation of the liquid nitrogen
(during the evaporation parts of the sample are immersed in the liquid and others are not). In order
to estimate this gradient and get the temperature profile along the length of the sample during its
warm-up, three copper-constantan thermocouples (diameter 0.025 mm), are disposed along the length
of the superconductor. The correction, inherent to the sample vertical arrangement, is made by a
linear interpolation between those three temperature measurements. Note that the temperature of
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the thermocouple cold junctions, located at the bottom of the sample holder, is monitored with a
Lakeshore DT-470 silicon diode.
Figure 2.3 presents the normalized tape resistance for selected sections. Note that the same
measurements were reproduced under different external fields and pulse amplitudes (0, 100, 200 mT
and 1, 2, 5 A) for two different samples without observing significant modifications of the curve
shape. In figure 2.3, the inset shows the resistivity of the tape compared to referenced values for
high purity silver, hastelloy and normal YBCO. Since the normal resistance of the superconductor as
well as the resistance of hastelloy are very high, one may estimate the tape resistance as being the
resistance of the stabilizer (silver). From the figure inset, the resistance of high purity silver is slightly
smaller than the measured resistance. This is expected from metals containing impurities [13].
Figure 2.3: R-T curves for selected sections. The stabilizer is ≈ 2µm thick and 4 mm width. The
room-temperature resistance (R300) is 0.0569 Ω for a tap spacing of 36 mm. The inset compares the
tape resistance with that of one individual materials composing it for the same distance i.e. 36 mm.
18
2.2. Samples Characterization Under Uniform External Magnetic Fields
2.2 Samples Characterization Under Uniform External Magnetic Fields
In this section, coated conductors are submitted to uniform external magnetic fields in order to get
the field dependence of the power-law parameters i.e. Jc(B) and n(B). Nevertheless, it is difficult
to isolate the sole effect of the magnetic field on the resistive transition since heat is also generated
during the process. As a matter of fact, for transport current above the critical current, Joule losses
become important and heat-up the conductor. That means that the resistivity of the superconductor
generates heat that in turns increases the resistivity. This “avalanche effect” may provokes the normal
transition and leads to irreversible damage in the conductor if the transport current and field are not
reduced to acceptable values. This effect is illustrated in figure 2.4 which depicts the voltage evolution
as the temperature of the sample increases due to Joule losses. Those measurements are presented
for a constant current (left) and for a constant external magnetic flux (right).
For each part of the figure, the increase in voltage follows two rates. A fast increasing rate (from
V ∗(0) to ≈20 V/m) characterizing the flux-flow regime (current in the superconductor) and a linear
rate occurring once the current has switched into the stabilizer. The linear rate comes from the time
derivative of the temperature that is proportional to Joule losses. Note that the slopes in the linear
regime show a quadratic dependence with the transport current (Joule losses ∝ I2). On the same
figure, one may observe (on the left part) that the transition is more abrupt as the external field is
reduced. For instance, the voltage slopes in the flux flow regimes (between 10 and 16 V/m) are
respectively 3.4, 3.8 and 4.2 V/m.s for the black, green and red curves .
An other interesting feature of the transition is the kink observed in both part of the figure. The
kink illustrates the current diversion from the normal-superconductor to the stabilizer. A closer look
at the right part of the figure shows that the height of the kinks grows with transport current. This
comes from Ohm’s law, i.e. for a given resistance the voltage is proportional to the current. The
dashed-lines represent the expected voltage at 92 K obtained from the temperature-dependent tape
resistivity curve presented in figure 2.3. The fact that the transition occurs far below those lines means
that the transition occurs at lower temperature than the critical temperature (Tc). This phenomenon is
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Figure 2.4: Typical voltages traces obtained under external magnetic fields of respectively 200, 250
and 350 mT for a current of 82 A (left) and with an external magnetic field of 250 mT for currents
of respectively 77, 82 and 87 A (right). Also presented on the figure is the expected resistance of
the section at T=92 K (dashed-lines) obtained from figure 2.3. V ∗ is the measured voltage divided
by the section length.
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Figure 2.5: Typical resistances and voltages traces obtained for a transport current of 82 A with
a uniform external magnetic flux of 350 mT. On the left, all the section resistance rise at the same
time implying that the sample temperature is uniform over the whole tape. The right figure shows
the way the isothermal voltage is obtained for the V ∗-I curve (figure 2.6). The linear variation of
voltage at the beginning of the pulse (blue curve) is used to find the y-intercept of the linear curve
(displayed at the top of the figure). The value obtained is used to build the curves presented in
figure 2.6.
expected from the critical surface. In other words, the critical temperature reduces when the current
density and/or the external field increase.
The tape characteristics vary from sample to sample. However, figure 2.5, shows that the tested
tapes are uniform along their length (here for 4 cm). As a matter of fact , for a given experiment,
all the section shows the same resistance evolution. This observation allows to consider a uniform
temperature along the length of the conductor while the tape is submitted to the uniform magnetic
field. A similar assumption could be made on the current distribution in the cross-section of the
layers, since the pulse duration and amplitude are high enough to allow a fast diffusion of current in
respect to the pulse duration. This assumption is crucial for the numerical model developed in this
thesis, for instance see section 3.2.2.
As previously said, decoupling the temperature effect from the voltage measurements is not an
obvious task. Accordingly, a trick is employed to estimate the flux-flow voltage as a function of
the current and the external magnetic field at the temperature of liquid nitrogen. The isothermal
voltage of the superconductor is obtained using the slope of the pulsed response at the beginning of
the experiment.The right part of figure 2.5 shows the method.
Figure 2.6 presents the V -I curves obtained from current pulses of 25 ms (such as the one pre-
sented in the right part of figure 2.5) obtained at various external fields. Note that the values at low
external fields are more difficult to obtain at smaller pulse length since the pulse amplitude is limited
by the current source. For pulses of 25 ms under zero external magnetic field, the normal state was
never reached even for a current pulse of 160 A that burned the sample. From figure 2.4 and 2.6,
one can note that increasing external fields reduce the critical current and the voltage slopes in the
flux-flow regime. These effects allow a smoother transition that helps to reduce the violent release of
energy observed for the transition under zero field.
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Figure 2.6: Flux-flow voltages as a function of transport current for different external magnetic
fields. A reduction of the critical current (value at which the voltage becomes non-negligible) is
observed with the increase of the external magnetic flux. The measurements at lower field values are
difficult since the time-resolved voltage traces are abrupt (steeper transition). Note that the sample
dimensions are the following: tape width=4 mm, hastelloy substrate=50 µm, buffer stack=70 nm,
YBCO layer=1 µm and silver stabilizer=2 µm.
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2.3 Normal Zone Propagation Velocity Initiated by a Localized Mag-
netic Field
The ability of superconductors to quench rapidly is defined by the normal zone propagation velocity
(NZPV). The normal zone propagation is closely related to the propagation of heat along the materi-
als. As we are going to see in the next chapter, the NZPVs are expected to be very small for coated
conductor operating at elevated temperature (around 77 K) [48, 49, 50].
Accordingly, the NZPV is measured here along small samples (4 cm) delimited by voltage taps
located 2.5 mm apart. The propagation is initiated using an artificial defect created by a localized
magnetic field. Figure 2.7 depicts the sample arrangement.
For the measurements, samples are submitted to current-driven pulses of different amplitudes
and durations i.e. 70-160 A and 10-500 ms respectively. Quench nucleation is obtained using a small
permenorm R© electromagnet used to create non-destructive, variable-size field-induced defects in one
of the 15 wire-delimited sections of the tape. In order to reach a reasonable magnetic field, the magnet
coil is made of 610 turns of 0.2 mm diameter-size copper wires. The localized DC magnetic flux
generated by the coil is measured with a small, movable cryogenic Hall probe (0.127×0.127 mm2
active area) controlled by a steeper motor placed at the exterior of the cryostat (figure 2.8). The
magnetic flux obtained from the coil has shown to be as large as 300 mT for a coil current (Im)
of 2 A– see figure 2.8. Considering the field dependence of the critical current (see figure 2.6), the
reduction of the critical current is estimated to be as large as 70% for the section located in the magnet
air-gap.
To summarize, the measurements methodology is as follows: defects in tapes are produced using
a localized DC magnetic field. During the transport-current pulses, quenches are initiated in the
magnet air-gap where the external magnetic flux is maximum. Due to current redistribution and heat
generation, the normal zone start to propagates in the sections adjacent to the coil air-gap building
up an electric potential difference between the end-taps of the corresponding sections. This voltage,
directly associated to the normal state arising in the material, gives an estimate of the transition
dynamics occurring during the current pulses.
Figure 2.9 illustrates typical time-resolved voltage traces obtained during the experiments. The
black-dashed line represents the quench criterion used into this section to defined relevant times.
Those are ∆tini, t1 and t2 which are obtained for values of the voltage at which the corresponding
tape resistance ratioR/R(300) reach 0.1. ∆tini represents the initial delay before the quench appari-
tion, t1 is the first reference time to determine the NZPV, corresponding to the resistance apparition in
section 10, and t2 is the second reference time corresponding to the resistance apparition in section 9.
The NZPV is thus obtained with the following formula:
tp1 tp16
S11
S10
S12
Figure 2.7: Voltage taps (16 overall) are ≈ 2.5 ± 0.2 mm apart and made of 26 µm aluminum
wire to reduce probe artifacts on the measurements. The permenorm R© coil is made of 610 turns of
0.2 mm diameter-size copper wire. On the right picture, S10, S11 and S12 represent wire-delimited
sections (respectively section 11, 10 and 12) for which the voltage is monitored.
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sections which are, from right to left, S11, S10, S9, S8 and S7.
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Figure 2.9: Typical time-resolved voltage measurements for a current pulse of 128 A and 20 ms of
duration (see the waveform in the inset). Each curve represents the resistance increase coming from
the electrical field generated in the sections. Section 11 (labeled with a “M”) is the section in which
the coil is located. The NZPV is obtained using equation 2.3.1. The DC current in the coil (Im) is
2 A and the air-gap 1 mm. The black-dashed line represents the quench criterion that corresponds
to R =0.1R(300). The green-dashed-line shows the estimated voltage at T =92 K obtained from
the temperature-dependent tape resistivity curve (figure 2.3).
NZPV =
0.25 cm
t2 − t1 (2.3.1)
Sections 9 and 10 are used to determine the NZPV in order to reduced the error due to field over-
flowing from section 11 – see figure 2.8. This field overflow induces a larger flux-flow resistance
nearby the defect that increases significantly the NZPV. Note that the small lag observed between the
transition of sections 10/12 and 9/13 might be caused by uncertainty on the taps spacing as well as on
the tape orientation in the coolant (the tape is placed vertically along the length of the cryostat). Since
the NZPVs are low, current pulses have to be terminated before the whole spreading of the normal
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zone through the entire length of the tape. This, in order to avoid thermal runaway (Ic degradation
is observed over 600 K [51]) and destructive hot-spots. Accordingly, in the present setup, 5 sections
(12.5 mm) are sufficient to estimate the NZPVs.
2.3.1 Effect of the Defect Strength
The first thing to note from figure 2.9 is that, as expected, the first section presenting a growing
voltage is the section in which the magnet is located (section 11, yellow curve), followed by the
adjacent sections, i.e. 10/12, 9/13 etc. One may also notice that all the curves presented in the figure
exhibit a kink. The kink is observed once the section under study becomes fully normal. Since the
magnetic field generated by the coil (Ic reduction) is more intense in section 11 – see figure 2.8, the
kink is observed at a smaller voltage (temperature) in this section than in the others (also observed
previously in figure 2.4). The fact that adjacent sections begin to show potential difference once the
former sections are fully normal i.e. just after the kink appears and without overlap, means that the
normal zone front is very steep. This is further supported by the low NZPV values observed in coated
conductors.
Figure 2.10 shows NZPV obtained by varying current pulses amplitude and duration for different
DC coil-currents. According to this figure, one can notice that the velocities have about twice the
magnitude than that usually found in the literature for similar tape – see for example [52, 49, 50].
This is explained by the absence of the copper clad usually present on commercial tape, as well as
to the magnetic field overflowing from section 11 that are supposed to respectively increases the heat
generation during the current pulse and increases the flux-flow resistance along the tape length. In
addition, note that the measurements have been carried out at transport current above Ic0 (90 A),
which also means larger heat generation in the stabilizer. Besides this fact, figure 2.10 shows that
over ≈1.2 Ic0 (109 A) the effect of the coil current (localized magnetic field) is more important than
at lower current pulses, where the NZPVs seems independent of the defect strength (Im). This feature
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Figure 2.10: NZPV as a function of normalized current (I/Ic0). Im is the DC current passing
through the magnet. The magnet air-gap is 1 mm. Note that the critical current at the temperature
of liquid nitrogen and without external magnetic field is Ic0 ≈90 A. At I = Ic0, the NZPV is
approximately 14 ± 1 cm/s for any field-induced defect.
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Figure 2.11: Initial time before quenching (∆tini) for a magnet air-gap of 1 mm. Long initial times
make the propagation hard to achieve and lead to thermal runaways. Ic0 is the critical current at
T = 77 K and B=0 T.
may come from the reduction of the ratio I/Ic(B). As a matter of fact, an increase of the localized
magnetic field allows more current to be diverted into the shunt, which contributes to additional heat
and thus increases the velocities. Since losses are proportional to RI2 (R is the tape resistance), the
effect of the magnetic flux becomes less apparent at lower pulse amplitudes. Note that the effect of
the coil current above 1.2 Ic0 may be also due to the way the NZPV is measured since this quantity
shows more important variations for shorter elapsed times (∆t = t2 − t1).
Another important feature observed from voltage traces is the time needed for the normal zone to
appears in the samples. Following figure 2.11, it can be shown that, at currents below 1.4Ic0 (126 A),
smaller defects take more time to make section 11 transiting (large ∆tini). This is also explained
by the ratio I/Ic(B) that creates an higher initial resistance near the defect when the coil-current
is increased. Since all the experiments leads to quench, larger delays have shown to produce more
violent release of energy once the propagation initiates and consequently burned the samples. This
observation is related to a feature previously observed in figure 2.4. From that figure, it as been
shown that the curvature of the V -t curve is more pronounced at lower field values. However, one
can notice that the delay becomes independent of the defect strength (coil-current) as the transport
current increases. In fact, larger current implies more heat generation in the stabilizer. When the
current is sufficient, heat generated in that layer allows uniform quenches since heat diffuses more
rapidly in the stabilizer than in the substrate and superconductor. Therefore, one can separate two dif-
ferent behaviors of coated conductors during quenches. The first one, at lower current (I < 1.4Ic0)
where the propagation initiates at the non-homogeneities and occurs mostly in the superconductor
(longitudinally). The other, at higher current (I > 1.4Ic0) where the heating of the stabilizer lowers
the effect of the superconductor uniformity on the quench initiation and allows a more uniform lon-
gitudinal propagation (the uniform heating of the stabilizer rise the flux-flow resistance everywhere
in the superconductor while its quenching).
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2.3.2 Subcooled Experiments
Thermal effects on the NZPV are observed in subcooled nitrogen at ambient pressure (section 3.1.2).
Figure 2.12 shows velocities obtained for different ratio of I/Ic(T ). Where Ic(T ) is obtained from a
linear extrapolation (Ic reduces with T [48])
Ic(T ) = Ic(T0)
Tc− T
Tc − T0 , (2.3.2)
with, T0=77 K, Tc=90 and Ic(T0)=90 A. The measurements are done by reducing the pressure
into the cryostat which, in turn, induced the temperature reduction – see figure A-1 in Appendix A.
Once the minimum temperature is reached (≈70 K), the ambient pressure is re-established inside the
cryostat. The response to current pulses of 137 A with a coil current of 2 A is monitored at every
10 seconds during the bath warm-up i.e. during the recovery of the saturated phase (≈10 minutes).
Considering the temperature dependence of the critical current, the NZPVs are larger in subcooled
nitrogen in comparison to experiments made in the saturated liquid, i.e. at 77 K. It is not clear
if this fact comes from the improvement of the thermal diffusivity, an ill defined critical current
(equation 2.3.2) or from the heat transfer mechanism [53, 54] –see section 3.1.2 for more details.
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Figure 2.12: NZPVs for a subcooled tape. The black pentagon display the NZPV obtained during
the warm-up of the subcooled nitrogen with current pulses of 137 A with a coil current of 2 A. The
bottom axis displays the ratio I/Ic(T ) =137 A/Ic(T ) estimated from equation 2.3.2. For sake of
comparison, the red circle show the NZPV obtained for different current in saturated nitrogen i.e.
at 77 K for Im=2 A.
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Chapter 3
Modeling of Coated Conductors as
Resistive-SFCL Elements
DURING this thesis work, a numerical model has been developed in order to investigate the designeffects of coated conductors that may enhance the normal zone propagation in these conductors.
This chapter is divided in three sections. In the first section, are presented the physical concepts
needed to present and justify the assumptions used to build the model. This first section gives also a
definition of the thermal stability and of the Normal Zone Propagation Velocity (NZPV). The second
section presents the numerical model and its validation. Finally, the last section shows the effect of
the design parameters on the NZPV as well as on the thermal stability of coated conductors submitted
to transport current above the critical value.
3.1 Physical Concepts
3.1.1 The Diffusion Equation
Many approaches are presently used to model superconductors at a macroscopic scale e.g. statisti-
cal [55, 56] , numerical [57, 58] and analytical [59, 60]. In this work, a numerical approach based on
the thermal and electrical diffusion equation is used.
As observed in the experimental section, whatever are the values of H and J , a superconductor is
in the normal state if its temperature is above Tc. Accordingly, knowing dynamically the temperature
distribution along the tapes would indicate the state of the superconductor during quenches. This
temperature distribution is obtained by solving the heat equation.
ρmCp(T )
∂T
∂t
= ∇
(
k(T )∇T
)
+Q(T ), T = T (x, t), x = (x, y, z) (3.1.1)
Where, ρm, Cp(T ) and k(T ) are respectively, the mass density (kg/m3), specific heat (J/kg.K) and
thermal conductivity (W/m.K) of the material. Q(T ) is the heat generated in the conductor in W/m3.
Equation 3.1.1 is a parabolic partial differential equation (PDE) i.e. a form of PDE encountered
in a broad range of applications involving diffusion. To be more specific, equation 3.1.1 allows to
represent the heat diffusion as well as the movement of electrical charges in a medium. Since the
model presented in this thesis is built in reference to that equation, it is relevant to present some
important diffusion lengths that are related to it. Those are the thermal and magnetic diffusion length
as well as the Current Transfer Length (CTL). The diffusion lengths are used to justify the numerical
formulation used in this work. The CTL to illustrate the origin of the NZPV improvement in coated
conductors having a thin interface resistance inserted between the superconductor and the stabilizer.
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The Thermal Diffusion Length
Considering the homogeneous form of equation 3.1.1, one can obtain its solution for an initial impulse
of temperature at ξ = (x0, y0, z0) – for details, see Appendix B:
G(x, ξ, t) =
exp
(
− |x− ξ|
2
4Dtht
)
(
4piDtht
)3/2 , x = (x, y, z), ξ = (x0, y0, z0) (3.1.2)
Where, Dth is the thermal diffusivity constant defined as:
Dth =
k
ρmCp
(3.1.3)
Equation 3.1.2 gives the evolution of the temperature from a single point in space along time. Even
if such initial distribution is not “physically” possible (infinite temperature gradient at x = ξ), the
evolution of this theoretical temperature allows to define the thermal diffusion length (λth). This
parameter is the distance, at a given time, for which the temperature from the initial point ξ =
(x0, y0, z0) drops of 63 % i.e. T (x,t) = T (ξ, t) exp (−1).
|x− ξ| = λth = 2(Dtht)1/2 (3.1.4)
To appreciate the effect of the thermal diffusivity on the thermal diffusion length, one may look at
figure 3.1 which shows a comparison of λth for materials encountered in this thesis work. Table 3.1
lists the scale of different thermal parameters of those materials at the temperature of boiling liquid
nitrogen – see Appendix A for additional material properties over a larger temperature range.
Table 3.1: Order of magnitude of relevant materials properties at liquid nitrogen temperature.
Material ρm [kg/m3] Cp [J/(kgK)] k [W/(Km)] Dth [µm2/s]
Silver 10 500 164 400 232
YBCOab 6 410 156 9 9
YBCOc 6410 156 3 3
MgO 3580 93 504 1514
Sapphire 3 970 62 1 131 4595
Hastelloy C-276 8 890 172 7 5
Nitrogen 809 2000 0.1338 0.08
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Figure 3.1: Thermal diffusion length as a function of time for different materials encountered in
this work. Sapphire has superior thermal diffusivity than other materials and obviously has a larger
thermal diffusion length (λth).
The Magnetic Diffusion Length
Using the quasi-static Maxwell’s equations [61] and usual constitutive relations in free-space i.e.
∇×E+ ∂B
∂t
= 0 (3.1.5)
∇×B = µ0J
E = ρJ
∇ · J = 0 ,
one can rearrange them to get the diffusion equation:
∇×
(
∇×E+ ∂B
∂t
)
= 0 (3.1.6)
∇×
(
∇× ρJ
)
+
∂
∂t
(
∇×B
)
= 0
ρ
(
∇(∇ · J)−∇2J
)
+ µ0
∂J
∂t
= 0 .
Thus,
∂J
∂t
= Dm∇2J . (3.1.7)
where the diffusion constant is,
Dm = ρ/µ0 . (3.1.8)
By analogy to equation 3.1.4, one can also obtain the “magnetic” diffusion length,
λm = 2(Dmt)
1/2 (3.1.9)
Figure 3.2 displays the effect of the transport current on the normalized current diffusion i.e. the
ratio of diffusion lengths in different medium over the thermal diffusion in the substrate. The ratio
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Figure 3.2: The ratio of diffusive length λm/λth as a function of the reduced current I/Ic
(Ic =90 A) for the power law (n = 20) presented in figure 1.4. The dashed line delimits the condi-
tions for which heat propagates faster than the current (above 1.5 I/Ic). This figure shows that the
current may diffuse slowly than heat in the superconductor when it is in the flux-flow regime. The
ratio is also presented for the normal and stabilizer resistivity at T = Tc.
is displayed for the superconductor in the flux-flow regime (red) and in the normal state (light blue)
as well as for the stabilizer (dark blue) for different values of the reduced current I/Ic. Hastelloy is
used to define the thermal diffusion length since it represents more than 90% of the coated conductor
composition. A power-law independent of the temperature and magnetic field is used to compare the
ratio of diffusion lengths for the superconductor in the flux-flow regime and in the normal state. The
ratio is also displayed for the current diffusion in the stabilizer at T = Tc. From the figure, one can
see that the current may diffuse slower than heat for the superconductor in the flux-flow regime (when
the reduced current is below 1.5 Ic). Note that, the reduction of the critical current expected from
the temperature rise and from the non-zero field value increase the reduced current. The condition
of faster current diffusion has important effect on the assumptions used for the numerical model
(section 3.2.2).
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The Current Transfer Length (CTL)
The Current Transfer Length CTL is defined as the length scale of current transfer between two
conductors (when the current is initially imposed only at one conductor) separated by a thin contact
resistance [62, 63]. This quantity represents the distance over which the tape cross-section becomes
equipotential i.e. when the transfer of current becomes negligible between the conductors.
In order to define the CTL, one may look at the differential current ∂I crossing a resistive interface
of resistivity ρin and thickness din from a point 1 to a point 2 delimiting a differential length of
conductor ∂x. Considering the bi-layered conductor of infinite length (x direction) presented on
figure 3.3, the following development is made.
From Ohm’s law,
−(V2 − V1) = ∂Rin∂I (3.1.10)
=
ρindin
w∂x
∂I
=
R∗
w
∂I
∂x
, R∗ = ρindin .
Rewriting equation 3.1.11 in terms of the electrical field (E = −∂V/∂x) gives,
(
E2 − E1
)
=
R∗
w
∂
∂x
(
∂I
∂x
)
(3.1.11)(
ρ2J2 − ρ1J1
)
=
R∗
w
∂2I
∂x2(
ρ2
d2w
I2 − ρ1
d1w
I1
)
=
R∗
w
∂2I
∂x2
.
Where ρ1 and ρ2 are the resistivity of each layers and d1 and d2 their thickness. The last equation
can be rewritten using the definition I0 = I1 + I2 which gives(
ρ2
d2
I2 − ρ1
d1
(I0 − I2)
)
1
R∗
=
∂2I
∂x2
. (3.1.12)
From the conservation of charge at the interface of the conductors,
∂I
∂x
· ∂y = ∂I1
∂x
· ∂y = ∂I2
∂x
· ∂y , (3.1.13)
which implies that, (
I2
(ρ1
d1
+
ρ2
d2
)
− ρ1
d1
I0
)
1
R∗
=
∂2I2
∂x2
. (3.1.14)
1
2layer 1
layer 2
y
x
I
x∂
din
Figure 3.3: A bi-layered conductor with a contact resistance. The x and y axis respectively rep-
resents the length and thickness of the conductor. On the figure is displayed the current path and
direction (I), the interface thickness (din) and the differential length of conductor (∂x).
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Solving the homogeneous part of equation 3.1.14 gives the following characteristic equations
– see Appendix C and D for similar calculations,
Γ = ±√γ, γ = ρ1
d1R∗
+
ρ2
d2R∗
(3.1.15)
This yields to the homogeneous solution
I2(x) = C1 exp(−√γx) + C2 exp(√γx) . (3.1.16)
Seeking a constant for the particular solution and inserting it in equation 3.1.14 gives,
C3 =
βI0
γ
, β =
ρ1
d1R∗
. (3.1.17)
Using the boundary conditions,
I2(0) = 0, no current in layer 2 (3.1.18)
I2(∞) = βI0
γ
, i.e. V1 = V2, parallel resistance
and superposing the solutions yields to:
I2(x) =
βI0
γ
(
1− exp (−√γx)
)
. (3.1.19)
It is customary to define the CTL as the distance for which the current in layer 2 is at a factor(
1− exp(−1)) of its maximum value. Thus,
λCTL =
(
R∗
ρ1/d1 + ρ2/d2
)1/2
(3.1.20)
From a similar calculation, one can get the screening length in each of layer of the conductor
using a 2D approach [64]. Considering that layers 1 and 2 are respectively the superconductor and
the stabilizer. One can obtain,
ΛCTL =
(
R∗J∗c
E0
)1/2
, in the superconductor, (3.1.21)
λCTL =
(
R∗dst
ρst
)1/2
, in the stabilizer. (3.1.22)
where J∗c is the critical current density per unit of length (J∗c = Jc/dHTS) and E0 the critical field.
Note that equations 3.1.21 and 3.1.22 are valid as far as the thickness of the stabilizer is much
smaller than the thickness of the interface resistance i.e. ρstdst  R∗. In addition, these equations are
valid if the variation of the potential in the stabilizer is small along its thickness and if the potential is
constant along the thickness of the superconductor. In this work, it is assumed that these conditions
are always satisfied.
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3.1.2 Pool Boiling
In order to present the thermal stability in superconductors, one must consider the heat balance of
the system composed of an heated surface and its surrounding. The following paragraphs introduce
the basic mechanism of heat transfer occurring between the heated surface and liquid nitrogen under
different time scale and liquid phases i.e. saturated and subcooled liquids.
Immersing tapes in liquid nitrogen allows to remove heat generated in the conductive layers.
For quiescent liquid at atmospheric pressure, the heat transfer occurring at the interface is termed
pool boiling [65, 66]. Pool boiling is basically a convective processes (mixing induced by bubbles)
associated with a phase change of the fluid at the heated surface in contact with it. This heat transfer
mechanism which involves fluid mechanics as well as thermodynamics is very complex and depends
on many factors e.g. surface temperature, surface orientation, surface roughness, gravity, surface
tension, nature of the coolant etc. Because it is difficult to develop the governing equations for pool
boiling, it is customary to define a convective heat transfer coefficient hc which simulates, through
the Newton’s law of cooling, the complex processes behind this form of heat transfer.
n · ∇T = hc(Ts − T∞) (3.1.23)
Where n is the unit vector normal to the surface, Ts is the surface temperature and T∞ is the saturation
temperature of the liquid far away from the heated surface. The dependences of hc can be defined
using dimensional analysis [65]. For the purpose of this thesis, the convective heat transfer has been
modeled only as a temperature dependent parameter.
Steady-State Heat Transfer
Heat transfer in pool boiling is greatly dependent on the surface superheat (Ts − T∞). In steady-
state, the heat transfer occurs according to three basic regimes. The first one, when the surface
temperature (Ts) is close to the fluid saturation temperature (T∞). In this regime, the heat transfer
is governed by free convection which is basically driven by buoyancy forces. A further increase of
Ts causes the apparition of vapor bubbles that nucleate on the heated surface. Due to the latent heat
of vaporization (the phase change is endothermic), large thermal exchange occurs in this range of
temperature. This regime (the second) is termed nucleate boiling and is actually one of the most
efficient way of transferring heat from solid to liquid. As the temperature continues to increase,
the heat transfer continues to grows-up to the maximum value (point G in figure 3.5) for which
hydrodynamic processes [66] make the heat transfer unstable. Additional heat will completely cover
the heated surface by a vapor blanket isolating the surface from its surroundings. This third regime is
termed film boiling. Figure 3.4, shows the nucleate and film boiling in action.
33
Chapter 3. Modeling of Coated Conductors as Resistive-SFCL Elements
A)
B)
Figure 3.4: Boiling of methanol on a horizontal tube. Nucleate boiling A) and film boiling B) [67]
Transient Heat Transfer
For transient heat transfer, dependently on the heat input rate and amplitude, the film boiling regime
is usually reached abruptly without the nucleate boiling phase. However, in certain conditions and for
very short inputs, the amount of energy needed to reach the film boiling regime may be larger than the
one needed in steady-state [68, 53]. According to the input rate, the mechanism of heat transfer may
be of different nature. Basically, at high rates heat transfer is governed by conduction with the coolant.
At lower rates, the free-convection equations stick more to the observations. Sakurai et al. [53] have
investigated the transient heat transfer for different heat inputs in saturated and subcooled nitrogen.
According to the heat input, they distinguished three transient regimes (figure 3.5) i.e. at a low (dots,
orange line), high (circle, red line) and ultra-low (square, blue line) increasing rates.
• low-rates: A direct transition from the non-boiling to film boiling regime is observed. The
heat transfer is associated to free-convection (as in the steady-state) but changes suddenly to
explosive boiling over the whole surface once the surface temperature reaches the point A.
Above this temperature, the heat flux enters in a metastable regime (dashed line) that leads to
the stable film boiling (point C), which is a constant curve for all the inputs rates (including the
steady-state regime).
• high-rates: A direct transition is also observed for this regime but this time, the heat transfer
is associated to conduction – see [69]. The transition temperature, termed “the heteroge-
neous spontaneous nucleation temperature” (Ttr) is reached at higher flux and surface super-
heat (point A’). Above this point, the heat transfer changes rapidly to the film boiling regime
as in the precedent case.
• ultra-low-rates: It is a quasi-steady-state. The mechanism of heat transfer is very similar than
in low-rates regimes. Nevertheless, the ultra-low-rates prevents the spontaneous nucleation at
the origin of the two precedent mechanism. This allows detachment of bubbles from the surface
and causes mixing of the liquid around the surface. This leads to nucleate boiling at point A”
slightly below the direct transition (point A). The dashed line (metastable regime) presented
in figure 3.5 shows a reduction of the surface temperature. Once the heat transfer reaches the
nucleate boiling regime, the heat exchange is identical to the one observed in the steady-state
regime (the nucleate boiling curve is independent of the input rates).
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Figure 3.5: Transient heat transfer for exponential heat inputs [53]. The horizontal axis represents
the surface superheat and the vertical axis the power per unit of area exchanged with the coolant.
See the text for more details.
The green line shown on figure 3.5 represents the recovery from film boiling for transient heat
transfer once the vapor blanket has collapsed. The mechanism is similar to the one usually observed
in the steady-state but occurs at larger surface superheat. Quantitatively, Sakurai et al. have shown
that for heat pulses of duration smaller than τ =50 ms, the heterogeneous spontaneous nucleation
temperature is approximately constant Ttr ≈107.6 K [53] . Armed of this conclusions, it is possible
to determine the maximum heat allowable to avoid the direct film boiling transition where the heat
transfer rapidly drops.
Qmax =
∫ τ
0
∫
S
hc(T (t
′)− T∞)dS′dt′ +Qst (3.1.24)
where Qst is the heat stored in the material i.e.
Qst =
∫
V
∫ Ttr
T∞
ρmCp(T )dT
′dV ′ (3.1.25)
The terms
∫
V and
∫
S represent respectively the 3D- and 2D-space integration, S is the surface in
contact with the coolant and hc the convective heat transfer coefficient which is basically dependent
of the coolant thermal properties, sample geometry and time constant (τ ).
For a wire of radius r, having a uniform temperature distribution, Sakurai et al. [69] have obtained
the following equation for hc:
hc =
(
k√
Dthτ
K1(βr)
K0(βr)
)
, β =
1√
Dthτ
(3.1.26)
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Where K1 and K0 are respectively the first and zero order of the Bessel’s equation of second
kind. For a given time constant, equation 3.1.26 shows a constant value of the convective heat transfer
coefficient, both in the conductive and in the film boiling part.
Subcooled Liquids
If the liquid in pool boiling is maintained at a temperature that is less than the saturation temperature,
the liquid is said to be subcooled. In subcooled liquids, the rates observed before are much shorter
i.e. the ultra-low-rates occur at smaller time constant than in saturated liquids [53]. In addition,
the heterogeneous spontaneous nucleation temperature drops of tens of degrees and makes the heat
transfer occurring over a smaller range of temperature. Nevertheless, for the quasi-steady state in the
nucleate boiling regime, the maximum heat flux can be as much as 2.5 times larger than in saturated
liquids. The heat transfer is also improved for higher rates that show a rapid nucleate boiling phase
before reaching the film boiling regime. This effect becomes smaller by reducing the input rate. The
film boiling curves is not affected in subcooled conditions.
3.1.3 Thermal Stability
This section is ended by the definitions of the thermal stability and of the normal zone propagation
velocity. Those concepts are important to define the performance of coated conductors as SFCL
elements.
Superconductors are bi-stable systems [70]. As a matter of fact, it is shown that there is a com-
bination of parameters value (J , T and B) for which a defined normal zone initially present in the
superconductor remains stationary. Above those values, the normal region grows and below them the
normal region collapse. In other words, considering a superconductor containing a weaker region (in
terms of Jc), rising one of the parameters of the set (J ,T ,B) will cause propagation of the normal
zone. On the other hand reducing one of them will cause recovery of the superconducting state over
the whole sample. Stekly et al. [71] defined a stability criterion based on a steady state interpreta-
tion of equation 3.1.1 which stipulates that whatever are the initial conditions, if the current in the
sample is below the critical current and if heat generated in the resistive part of the tape is below the
heat removed by heat transfer with the surrounding, the recovery is ensured. This criterion is termed
cryostability.
α =
RI2c
Shc(Tc − Top) < 1 (3.1.27)
Where S is the surface boundary of the sample, R the tape resistance, Tc and Top the critical and
operating temperature. Cryostability is just a special case of a more general theorem developed by
Maddock et al. [72] (equal area theorem) which defines the equilibrium condition between a large-
normal zone and the cool surrounding far away from its center. Nevertheless this theorem applies
only for large perturbation zone which are usually not encountered in typical applications (especially
for coated conductor at elevated operating temperature). An other approach is to look at solution
for which a specified initial temperature distribution T (z, 0) asymptotically approaches (over time)
the operating temperature T (±∞) = Top. This solution is termed the minimum propagation zone
(MPZ). The MPZ is unstable against small perturbation [73]. That means that the MPZ separates the
quenching initial conditions from those that recover. Temperature distributions everywhere greater
than the MPZ grow and those everywhere smaller shrink.
Following that, it is generally admitted to set up the MPZ profile as being that required to initiates
a quench [74]. Therefore, one may introduce the concept of minimum quench energy (MQE) also
termed stability margin, which is defined as the energy required to set up the MPZ. In other word, the
enthalpy change of the conductor over the range of the MPZ profile.
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Figure 3.6: Comparison of MPZ profiles. All of them having the same MQE. The red profile is
obtained from the calculation presented in Appendix C. The length scale (xnz) of the figure is the
part of the red profile that is in the normal state (T ≥ Tc). The black dashed line is the normalized
temperature. This figure shows an hypothetical MQE which is, for instance, of very low value
compared to the ones usually found in the literature [48, 50].
MQE =
∫
x
∫ T (x)
Top
ρmCpdT
′dx′ , x = (x, y, z) (3.1.28)
From equation 3.1.28, one can notice that the stability margin depends strongly on the specific
heat which usually decreases as the temperature gets lower – see Appendix A. Figure 3.6 shows a
typical MPZ obtained from calculations (Appendix C). As observed on the figure, the MQE is quite
low compared to the ones found in the literature. Those are orders of magnitude larger [48, 50].
This difference seems to come from the fact that the calculation do not take into account of the heat
absorbed by the substrate. More comments on the assumptions made to obtain the MPZ profile are
presented in Appendix C.
Traveling Waves and the Normal Zone Propagation Velocity (NZPV)
A boundary between the normal and superconducting phases in a current-carrying wire may be prop-
agated by heat that is generated in normal regions and conducted into adjacent superconducting re-
gions. This conduction of heat raises a portion of the superconducting region above its transition
temperature and advances the normal-superconducting boundary. Considering a constant speed of
the boundary when the transport current and external field are maintained at a constant level, one
may represent the temperature front as a traveling wave [75]. As a matter of fact, starting from the
heat balance equation defined by:
k
∂2T
∂x2
+ ρmCp
∂T
∂x
− Shc
V
(T − Top)−Q(T ) = 0 (3.1.29)
V and S being respectively the volume and contact surface of the sample with the coolant. And using
the substitution ξ = x− vt (a wave moving along the positive direction) in equation 3.1.29 yields to
∂T
∂t
=
∂T
∂ξ
∂ξ
∂t
=
∂T
∂ξ
v (3.1.30)
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k
∂2T
∂ξ2
+ ρmCp
∂T
∂ξ
v − Shc
V
(T − Top)−Q(T ) = 0 (3.1.31)
A tentative of resolution of equation 3.1.31 is made in Appendix D. Using some assumptions, one
can obtain an expression of the longitudinal NZPV for adiabatic conditions [75, 76, 73].
v =
J
ρmCp
(
ρk
Tc − Top
)1/2
(3.1.32)
Where the thermal parameters in equation 3.1.32, are effective values coming from the sample
architecture. Equation 3.1.32, shows a linear variation of the NZPV with the current density (J).
This behavior is obviously not observed in coated conductors carrying current above the critical
current since the thermal parameters as well as the heat generation term of equation 3.1.1 are varying
with the temperature. Nevertheless, this simple model allows to emphasize the role of the specific
heat in the NZPV. Comparing equations 3.1.32 and 3.1.28 illustrates the important fact that for a
given material operating in given conditions, the stability margin is inversely proportional to the
normal zone propagation velocity. Knowing that the specific heat increases with the temperature
– see Appendix A, it follows that coated conductors working in liquid nitrogen are very stable in
comparison to LTS. However, one side effect is that once a normal zone nucleates in those conductors,
it expands very slowly and makes difficult the fault detection.
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3.2 The Numerical Model
Getting analytical solutions of partial differential equations (PDEs) is often realized using many sim-
plifications on the equation set for making them “solvable by hands”. In addition, solving PDEs,
even for simple geometries, is often not possible in an analytical framework (this is specially true
for nonlinear PDEs). However, the advent of accessible and efficient computers as well as the de-
velopment of numerical methods such as the finite element method (FEM) offer now the possibility
of solving many practical problems encountered in engineering at a very low cost (in terms of time
and personnel). A brief overview of the FEM follows this small introduction, the remaining of this
section presents in details the normal zone propagation model constructed during this thesis work as
well as the analytical and experimental validation of that model.
3.2.1 Finite Elements Method (FEM)
In few words, the finite element method is a numerical method that allows to approximate the so-
lution of a given problem u(x) in terms of a linear combination of known functions φj(x) (usually
polynomials) and undetermined coefficients cj .
u(x) ≈ UN (x) =
N∑
j=1
cjφj(x) + φ0(x) (3.2.1)
Where, N is the number of problem unknowns and φ0(x), functions satisfying the boundary condi-
tions. To achieve this, one must subdivided the problem geometry (domain) in simple shapes termed
elements. Each of them being seen as “independent domain” on which the algebraic equations (the
elementwise version of equation 3.2.1) are mapped using the properties of the governing equations
(PDEs). The final form of the finite elements equations is obtained by assembling the contribution of
each element using their mutual relationship. The result is a sparse linear system having basically the
form:
KU = f (3.2.2)
Where K is the coefficient matrix containing the information on the elements relationship and PDEs
properties, U a vector containing the problem unknowns and f a vector containing the information
on the source term and boundary conditions of the PDE.
The FEM is a variational method. Considering correctly posed and imposed the boundary/initial
conditions of a given problem, the existence and uniqueness of equation 3.2.1 is ensure if the first
variation of the problem functional is minimized [77]. Following the weighted-residuals approach,
this condition is achieve by adding a constraint to the system. For instance, the “weighted error”
introduced by the approximation of the differential equation. The latter must vanishes over the whole
domain i.e. ∫
Ω
wi(x)R(x, cj)dx = 0 (3.2.3)
R(x, cj) ≡ Γ(UN )− f 6= 0 (3.2.4)
where the weights wi(x) are orthogonal functions. Following the used method different functions
can be chosen e.g. wi(x) = φi in the Galerkin’s method or wi(x) = δ(x − xi) for the collocation
method. R is the residual of the operator function Γ(u(x)) = f . The full description of the FEM is
beyond the scope of this thesis. A good introduction to the method can be found in accessible books
such as Reddy [77].
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3.2.2 The Coupled Model
The FEM numerical model used to simulate the normal zone propagation in coated conductors is
based on the coupling of the electrical and the thermal equations where the independents variables
(unknowns) are the electric potential V and the temperature T . Those equations are variations of the
diffusion equation. The electrical part is the steady-state homogeneous form of equation 3.1.1 i.e.
with no source and time-derivative:
∇(σ∇V ) = 0, in the domain Ω (3.2.5)
V = 0, at x = (L, y, z) (3.2.6)
∂V
∂n
=
Js
σ
, at the left boundary of the superconductor (3.2.7)
∂V
∂n
= 0, at the remaining boundaries (3.2.8)
where L is the conductor length. The 2D and 3D geometries are respectively displayed in figures 3.7
and 3.14. The thermal part is the transient diffusion equation where the heat transfer with the liquid
nitrogen is implemented in the boundary conditions.
ρmCp(T )
∂T
∂t
= ∇
(
k(T )∇T
)
+Q(T ), in the domain, Ω (3.2.9)
∂T
∂n
= h(T )
(
T − Top
)
, at the tape boundary, Γ (3.2.10)
The coupling between the electrical and the thermal part of the model operates through the source
term Q(T ) defined as,
Q(T ) = σ(T )(−∇V )2 (3.2.11)
where the conductivity σ(T ) is implemented using a temperature-dependent power-law
1
σ(T )
= ρ(T ) = E(Js, T )Js =
E0
Jc(T )
(
Js
Jc(T )
)n(T )
(3.2.12)
Where, E0 = 1 × 10−4 V/m is the critical field and Js the current density constraint. This model is
based on the assumption that the critical current rapidly drops for J > Jc(Top). This drop abruptly
increases the resistivity and leads to large magnetic diffusion length in the superconductor [78].
In other words, it is thought that the magnetic diffusion length is much larger than the thermal
diffusion length for transport current well above the critical current. Under these circumstances, the
overall diffusion is determined by the slowest process i.e. the heat propagation. Practically, in the
coupled model, the temperature dictates the current density by modifying the magnetic diffusivity
constant Dm (ρ(T )). At a given time-step, one get the total heat generated in the conductive layers
i.e. Q(T ) by integrating the product ρ(T )J2, where J is fixed by the steady-state diffusion of current.
Based on the diffusivity assumption, there is no needs to use the traditional H formulation [79,
80]. Even if this formulation provides accurate solution for transient currents, it demands to mesh
the surrounding of the conductor and solve the transient for additional variables e.g. Hx or Hy in
2D. Nonetheless, considering the magnetic diffusion length for the superconductor in the flux-flow
regime presented in figure 3.2 (without temperature effects), the thermal diffusion length may be
larger than λm for transport current values below 1.5Ic(Top). Taking into account of the results given
by the magneto-thermal models [81, 78], the diffusivity assumption seems valid for transport current
value above 1.25Ic(Top). Thus, the simulations presented in this work have been made for transport
current values above 1.25Ic(Top).
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3.2.3 The Power-Law parameters
In order to get the field dependence of the power-law parameters and define the flux-flow regime
mathematically, fits to experimental curves are made directly in the FEM simulations. To achieve this,
recorded voltages such as the one presented in figure 2.4 are compared to the voltage drop observed
numerically between two “simulated probes” (figure 3.7). Since the flux-flow measurements are
made under uniform magnetic field, the temperature and obviously the field are considered uniform
during the simulations (see the left part of figure 2.5). Those facts allow a 2D representation of the
problem i.e. to model only the length (x) and thickness (y) of the conductor. The coupled model
geometry and boundary conditions are presented in figure 3.7. The simulated tape has the following
dimensions, i.e. respectively 50, 0.1, 1 and 2 µm for the substrate (hastelloy), buffer (for this work,
a single layer of MgO), superconductor (YBCO) and stabilizer (Ag). The modeled length is 10 mm.
The current constraint (equation 3.2.7), is imposed at the left boundary of the superconductor and
the zero voltage constraint (equation 3.2.6) at the right boundary of all the layers. The external
magnetic field is directly implemented in the expression of Jc(B, T ) and n(B, T ) which are the
fitting parameters of the model.
In order to have a first guess on those value i.e. Jc(B) and n(B), curve fittings (using a Non-
Linear Least-Square method) are applied on the curves presented in figure 2.6. The fits allowed
to observe that both Jc and n reduces under external magnetic field (figure 3.8). Note that the fits
at low external magnetic field are not significant since few measurements are available in this field
range – see section 2.2. Thus the parameters under zero-field have bean taken from the manufacturer
product-data-sheet [41].
The external magnetic field as well as the transport current are parameters that can be isolated
with relative ease during the experiments. Nevertheless, as depicted in the experimental part of this
thesis, the condition of constant temperature is difficult to achieve when one is looking at the super-
normal transition under transport current above the critical current. It is expected that Jc and probably
n vary with the temperature (in the normal state the conductor is ohmic i.e. n =1). Nevertheless,
the measurements of Jc(T ) and n(T ) are not obvious considering the equipment at disposition while
this work has been done (need to increase the liquid nitrogen temperature above 77 K). However, it
is customary to define the critical current density as varying linearly with the temperature [48, 17]:
x
y
Is
Probes Substrate
Buer
HTS
Stabilizer
Uniform H eld
Figure 3.7: Model definition of the 2D model. The red arrows represent the uniform magnetic field.
The black dots shows the location of the “simulated voltage probes”. Those are located 5 mm apart
and used to compare the simulated voltages with the experimental data. The figure is not to scale.
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Figure 3.8: Variation of Jc(B) and n(B) obtained from fits to the E-J curves (figure 2.6) and
model implementation. The value of Jc(0) and n(0) are respectively of 2.25× 1010 A/m2 and 20.
Jc(B, T ) =

(
Jc(B)− E0ρnorm
)
Tc − T
Tc − T0 +
E0
ρnorm T < Tc
E0
ρnorm T ≥ Tc
(3.2.13)
Concerning the power law exponent n. Experiments have shown an abrupt reduction of the
exponent at the critical temperature when the conductor becomes ohmic. Since n is a quantity having
no real physical significance the following expression, gives good fits to the experimental data, is
used for the thermal dependence of the power-law exponent.
n(B, T ) =

(
n(B)− 1)( Tc − TTc − T0
)1/4
+ 1 T < Tc
1 T ≥ Tc
(3.2.14)
Having acceptable expressions for the temperature and field dependence of the power-law pa-
rameters allows to get good fits to experimental data i.e. the time-resolved voltage traces obtained
during the current pulses. Especially those for which the external magnetic field is important. Fig-
ure 3.9 illustrates one example. As depicted on that figure, one may note the typical kink observed
at the normal transition i.e. when the current is diverted from the superconductor to the stabilizer.
The maximum (uniform) temperature reached with this particular simulation is approximately 204 K.
This value is in accordance with the estimated temperature coming from the temperature-dependent
tape resistivity curve (figure 2.3). Even if good fits are obtained one may note that the flux-flow part
of the voltage curve (before the kink) is steeper than the experimental voltage. This phenomenon
becomes more important if the external magnetic field is reduced. It is expected that this is coming
from the power-law that seems not appropriate at low field values. As a matter of fact, reducing the
external field, increase the power-law exponent which in turns amplified the steepness of the flux-
flow part of the curve (the empirical factor “n” have important effects on the solution). Ultimately,
the error becomes very large under those smaller external fields (figure 3.10). This is happening since
the abrupt transition observed experimentally occurs at different times in the simulations. Further in-
vestigation have to be done to model the flux-flow regime for the used conditions and then get better
fits to experimental data.
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Figure 3.9: A typical comparison of experimental (black circle) and simulated (red line) voltage
curve obtained during a pulse of 82 A with a uniform external field of 350 mT.
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Figure 3.10: Mean relative error defined as 100|Texp − Tsim|/Texp as a function of the normalized
current. Note that better fits are achieved by considering a reduction of the power-law exponent
with larger current (self-field effect). The error grows with the reduction of the ratio I/Ic(B) since
the high value of the exponent n(B) increases the voltage traces curvature.
During the experiments, there was an electrical contact between the substrate and the conductive
layers at the current leads. Accordingly, there was an uncertainty about the amount of current passing
into the substrate during those experiments. This complicated the curve fittings to the recorded volt-
ages. For this numerical model, the current is allowed to pass through the buffer layer by assigning a
finite resistivity to that layer (the normal resistivity of the HTS).
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3.2.4 Meshing and the Analytical Validation of the Thermal Part
Since the FEM solution is dependent on the way the elements are defined in the model, one must
consider the effect of the element size and of the interpolation functions on the accuracy of the
solution. Since the dynamic of the normal zone propagation is simulated in the thermal part of
the model, a comparison is made between the results obtained from a thermal-transient problem
solved analytically and its FEM implementation. The problem is defined in two dimensions since
the conductor width is usually neglected in this work. The description of the problem is presented in
figure 3.11 as well as with the following equations:
ρmCp
∂T (x, t)
∂t
= ∇
(
k∇T (x, t)
)
, in Ω
T (x, 0) = 1, in Ω
T (t) = 0, on Γ (3.2.15)
Using Green’s functions (as presented in Appendix B), the analytical solution of equation 3.2.15 is
given by the following infinite series [82].
T (x, y, t) =
16T0
pi2
{ ∞∑
n=0
1
2n+ 1
sin
[
(2n+ 1)pix
L
]
exp
[
− pi
2(2n+ 1)2Dtht
L2
]}
(3.2.16)
×
{ ∞∑
m=0
1
2m+ 1
sin
[
(2m+ 1)piy
d
]
exp
[
− pi
2(2m+ 1)2Dtht
d2
]}
Figure 3.12 displays the accuracies for 1st order mapped meshes with an aspect ratio (width/height)
of AR=1. The number of element along the thickness of the geometry correspond respectively to 2,
4, 8, 16, 32 and 64 elements as the increasing order of degrees of freedoms (dofs) displayed on the
legend. From the figure, one may show that the error becomes negligible when the FEM model
has more than 1 400 dofs. This correspond to 70 elements per square-millimeter i.e. when the ele-
ment size is comparable to 1/16 times the thermal diffusion length. The relative error is defined as
100|Ta − Tn|/Tn where Ta and Tn are respectively the analytical and numerical results.
The left part of figure 3.13, depicts the effect of the mesh shape and order as a function of the dofs
on the relative error. From this graph, one may note that the error is reduced to an acceptable value
above 1000 dofs whatever are the element shape and order. In addition, the right part of figure 3.13
shows that deformed aspect ratio (up to AR=0.03) have little influence on the solution. Thus, as far
T(0,0,t)=T(L,0,t)=T(0,d,t)=T(L,d,t)=0
y
x
d
L
Figure 3.11: The geometry and boundary/initial conditions used to validate the thermal part. The
length L (here along the x direction) is 10 mm and thickness d (y direction) is 2 mm. The figure
shows different tested mesh i.e. triangular and mapped.
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Figure 3.12: Comparison of the analytical solution with the FEM model for the problem defined
by equation 3.2.15. The curves show the temperature profile at t = 160 ms, the time at which the
thermal diffusion length (λth) is equal to the tape thickness. Each marker represents the number
of dofs for square elements (mapped). The element aspect ratio (AR) equals to one for all the
case presented here i.e. width/height=1. The absolute tolerance used for the solver steps is set to
1× 10−6.
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Figure 3.13: Left: Accuracy of the solution as a function of the number of dofs for different
element shape and order. Right: Effect of the element aspect ratio for 1st order mapped elements
(64 elements along the thickness). L1 and L2 represents respectively 1st and 2nd order elements.
as the size of the elements is smaller than 1/16 times the diffusion length, the solution is accurate
independently of the element shape and order. Since 1st order elements have shown to respond better
to steep problems [83], those elements are employed for the remaining of this work.
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3.2.5 The Experimental Validation of the Coupled Model
To experimentally validate the numerical model, a 3D coupled model is built using the power-law pa-
rameters obtained previously as well as using the data acquired from the experiments i.e. field maps,
voltage traces etc. For sake of time computation, this model simulates only half of the sample geom-
etry (symmetry of the problem) but used the usual dimensions, i.e. respectively 50, 0.1, 1 and 2 µm
for the substrate (hastelloy), buffer (for this work, a single layer of MgO), superconductor (YBCO)
and stabilizer (Ag). The modeled length is 10 mm. The results of the 3D-simulations, present good
fits to the time-resolved voltage curves obtained experimentally, for instance, see figure 3.15. The
small inaccuracies observed on the simulated voltages seems to come from the coarse meshes used
for the 3D models as well as to the power-law used to simulate the flux-flow regime that gives steep
resistive transition (see figure 3.9). The good match obtained from the fits allows to confirm some
observations made in the experimental section – see section 2.3. In the simulation, the transition from
section to section occurs once the former section has transited (the kink appears when the current is
diverted into the stabilizer). In addition, the temperature range obtained with the model is in the same
order of magnitude than the ones estimated from the temperature-dependent tape resistivity curve
(figure 2.3). The modeled NZPV is approximately 10% accurate in comparison to the measured val-
ues. Due to the size of the 3D problems, few simulations are done here. As a matter of fact, the
computation time is roughly 30 minutes for 21 210 dofs with an absolute tolerance of 1 × 10−4 for
1st order mapped elements. The simulations used for comparison are presented in figure 3.16. Those
are made at coil-current of 1 A.
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Figure 3.14: The 3D geometry. Simulated “probes” are located at the same location then in the
experimental measurements i.e. respectively placed at 1.25, 3.75 6.25 and 8.75 mm of the defect
center along the tape length on the center of the stabilizer surface (white dots). The boundary
conditions are the same as in the 2D case, – see figure 3.7. The 2D surface map of the magnetic field
obtained from experimental data is placed in inset. The thickness of the layers are the following:
substrate 50 µm, buffer 0.1 µm, HTS 1 µm and stabilizer 2 µm. The tape width is 4 mm and the
modeled length 10 mm.
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Figure 3.15: A typical voltage comparison for a 128 A pulse with coil-current of 1.0 A . The
maximum temperature obtained at the center of the tape is 425 K. The latter is comparable to the
estimation made with the temperature-dependent tape resistivity curve (figure 2.3).
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Figure 3.16: Comparison of the NZPV computed by FEM with the experimental results for pulse of
I=109, 128 and 146 A for a coil-current of 1 A. The relative error is less than 10% for the simulated
cases.
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3.3 Simulation of Coated Conductors
The experimental validation of the coupled model allows a deeper investigation of the design features
that may affect the behavior of coated conductors as SFCL elements. In the present section, a brief
overview of those features is presented. For sake of simplicity, the model is implemented in two
dimensions. In other words, this means that a uniform flaw along the width of the conductor is
considered. For this case study, the initial defect is implemented as a drop of the critical current along
the length of the conductor – see the inset of figure 3.17. This drop is mathematically represented by
the following equation:
Jc
Jc0
= 1− f exp (− da(x− x0)2) (3.3.1)
Where f and da are respectively the amplitude and width of the Gaussian distribution and x0 the
location of the defect center. Figure 3.17, depicts the geometry (a 10 mm long sample). The used
dimensions are respectively 50, 0.1, 1 and 2 µm for the substrate (hastelloy), buffer (for this work,
a single layer of MgO), superconductor (YBCO) and stabilizer (Ag). The x and y axis respectively
represent the length and thickness of the tape. In order to look at the interface losses [84, 85, 86],
an additional layer has been introduced between the superconductor and the stabilizer. The interface
acts as a finite contact resistance between those layers.
The remaining of this section presents the effect of the substrate thermal properties as well as
of the resistive effects and transient heat transfer on the NZPV. This section is conclude by a brief
summary on those parameter effects on the minimum quench energy (MQE).
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Figure 3.17: Non-scaled geometry of the model used for the simulations. The initial flaw (in red
as well as in the inset), is implemented as a drop of the critical current density along the length of
the conductor. The “probes” used to monitor the voltage are located at x=1, 2, 3, 7, 8 and 9 mm
along the tape length (10 mm). The thickness of the layers are the following: substrate 50 µm,
buffer 0.1 µm, HTS 1 µm, interface 0.1 µm and stabilizer 2 µm.
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3.3.1 Substrate Thermal Properties
It has been experimentally observed that thermally diffusive substrates ensure a uniform normal zone
propagation during quenches [49]. To observe this effect numerically, two usual substrate materials
have been compared, that are hastelloy and sapphire. For the simulations, adiabatic conditions are
assumed (no heat transfer with the nitrogen bath). In addition, constant parameters are used for the
interface layer. Those parameters are: ρint = ρn(Tc) (the normal resistance along the ab plane),
Cp =245 J/kg.K, ρm =6 400 kg/m3 and K =8 W/m.K. Note that it is customary to used the unit-
area-resistance defined as R∗int = ρintdint instead of the interface resistivity (ρint) for a thin resistive
layer. Accordingly, the interface resistance used for this subsection is R∗ ≈ 3 × 10−10 Ωcm2. The
latter is actually 2-3 order of magnitude lower than the resistance usually observed in commercial
coated conductors [84, 85, 86]. The effect of that resistance will be studied latter in this section
(page 51).
Figure 3.18, shows the effect of the substrate on the temperature profile for the hastelloy and
sapphire case submitted to a current pulse of I =1.25Ic(Top) at percentage of time needed to reach
the quench (detection) criterion. This criterion having been arbitrary chosen such that the section
resistance equals 0.2 mΩ at 4 mm of the defect center (x0 =5 mm). From that figure, one can note
that the low thermal diffusivity of hastelloy and YBCO result in a very localized heat generation in
the superconducting film. For the hastelloy substrate, the sample temperature in the conductor may
reach 300 K and that even before obtaining the quench criterion. From the simulations, the normal
zone propagation velocity is approximately 20 times larger for sapphire than for hastelloy (5.351 m/s
vs 0.302 m/s). Note that the low specific heat of sapphire makes this substrate less stable thermally
– see figure 3.18. Using sapphire substrate would imply thicker substrate and/or stabilizer (see next
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Figure 3.18: Temperature profiles at different time for sapphire and hastelloy substrate under cur-
rent pulse of I =1.25Ic(Top). Each quadrant shows the profiles for fractions of the quench criterion
time i.e. when R =0.2 mΩ at the black dashed-lines. The criterion time for sapphire and hastelloy
is respectively of 0.75 ms and 13.25 ms.
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Figure 3.19: On the left: Normal zone propagation velocity as a function of the hastelloy thickness
under current pulse of I =1.25Ic(Top). On the right: Temperature profile corresponding to those
simulations at t =10 ms. The red dashed-line correspond to irreversible damage in the conductors
(≈600 K) [51]. The black dashed-line shows the quench criterion distance.
page) in order to increase the fault duration that the tape can sustain (reduce the temperature excursion
once the tape has transited).
Figure 3.19 shows the simulated NZPV variation for hastelloy as a function of the substrate
thickness for transport current of I =1.25Ic(Top). As expected, thicker substrates (larger mass),
absorb more heat and accordingly, reduce the NZPV. However, one may note that the NZPV tends to
becomes constant as the substrate thickness increases. Consequently, it seems that thicker substrates
would reduce the temperature excursion without notable reductions of the NZPV and thus improve
the tape performances. This is observed since the NZPV is mostly driven by heat generated in the
conductive layers (hastelloy has a poor thermal diffusivity). Note that reducing the hastelloy thickness
improves the NZPV but also increases the risk of generating hot spots.
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3.3.2 Resistive Effects
In the NZPV analysis presented in Appendix D, the effect of current sharing with the stabilizer has not
been taken into account. Considering tapes submitted to a current source, one may thought that the
addition of the stabilizer, which reduces the overall resistance of the tape, may lower losses when the
transport current is larger than the critical current and thus reduces the NZPV. Accordingly, rising the
resistance of the stabilizer may increases Joule losses and improves the NZPV. This can be achieved
using materials of larger resistivity or through a reduction of the stabilizer thickness.
Figure 3.20 compares the effect of different stabilizer configurations on the resistive transition
(voltage traces) for the interface-layer-parameters given in the previous subsection (page 49). The
red, green and blue curves displayed on the figure show the voltage traces obtain from simulations
using different stabilizer of different thickness but having the same resistivity (silver). The yellow
curve shows the voltage traces for simulations made with a stabilizer having twice the resistivity of
the previous cases (red, green and blue) but having the thickness of the green case. Thus, the yel-
low and red case have the same resistance (at constant temperature). However it is shown on the
figure that, due to its larger resistivity, the transition in the yellow case (twice the resistivity with
twice the thickness of the red case) occurs before the red case. Nevertheless, since the resistivity
is temperature-dependent, the heat generated in the stabilizer in the thinner layer (red case) rapidly
overtake the resistivity of the thicker layer (yellow case) and finally makes a faster transition for the
red case. One may note that the voltage slopes of the curves as well as the kink heights are reduced
with the resistance of the stabilizer (R = ρL/S, where L and S are respectively the length and
cross-section of the stabilizer) i.e. the current is diverted into the stabilizer when the superconductor
and stabilizer have comparable resistance. The reduction of the voltage slopes illustrates the “electri-
cally stabilizing” role of the stabilizer which also helps to reduce the voltage overshoot that may be
observed during the transition.
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Figure 3.20: This figure shows the built-up voltages (left log scale, right linear) for two adjacent
sections of the simulated defect for different stabilizer thickness and resistivity (2x means twice
the resistivity). The corresponding NZPV (from top to bottom of the legend) are respectively:
45, 36, 32 and 26 cm/s. The dashed line represent the NZPV criterion. The high voltage values are
obviously not observable in our physical world (the tapes would have burned for a while). However,
those values show the fault time-scales to not overpass for the associated design in these particular
conditions.
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Figure 3.21: Effect of the interface resistivity on the NZPV for a transport current of 1.25Ic(Top).
Finally, note that the substrate resistance is greatly reduced by its thickness (the substrate is
respectively 50 and 25 times thicker than the HTS and stabilizer layers). If we compare the corre-
sponding hastelloy resistance (RHa) to the resistance of the normal YBCO (RHTS) at 300 K, one can
obtain the following factor.
RHa
RHTS
=
dHTS
dHa
ρHa
ρHTS
≈ 1
30
(3.3.2)
This fact allows a certain amount of current to be diverted in the substrate if an electrical path
exist with the other conductive layers. The overall effect will be a reduction of the tape resistance and
similar effect as those presented in figure 3.20.
Still on the resistive effects, Levin et al. [87] have recently observed that increasing the contact
resistance between the superconductor and stabilizer allows a decrease of the maximum temperature,
an increase of the NZPV and a reduction of the stability margin. Figure 3.21 shows the effect of the
interface resistance on the NZPV obtained numerically for a transport current of 1.25Ic(Top).
The benefit of deliberately adding a resistive layer at the interface is shown by increasing the
current transfer length (CTL), i.e. increasing the normal zone size. Figure 3.22 and 3.23 respectively
show the criterion used to defined the CTL and the variation of the CTL with the interface resistance.
From figure 3.22, it is shown that the CTL does not vary along time for a given R∗. This is expected
since the temperature profile of the CTL is thought to move with the super-normal boundary (the
interface resistance is constant along the length of the conductor).
Figure 3.23, depicts the CTL variation as a function of the interface resistance. The red and
blue lines respectively correspond to the superconductor and stabilizer screening-lengths defined by
equations 3.1.21 and 3.1.22. The CTL values obtained with the simulations are strangely located in
between those lines instead of lying on the blue line. As a matter of fact, it is though that the potential
difference between the layers (at the origin of the CTL) is mostly governed by the smallest length, i.e.
the layer having the largest resistivity, the blue line [64]. Note also that the CTL seems to asymptoti-
cally reaches a minimum for values ofR∗ below 5×10−9 Ωcm2. This value corresponds more or less
to the superconductor normal resistivity i.e. ρndHTS ≈ R∗. It is not clear if the discrepancy observed
is coming from numerical artifacts (boundary conditions, mesh etc.), from the used definition of the
CTL (intersection of curves) or a misunderstanding of the phenomenon. Further investigations have
to be done to clarify this result. Nevertheless, one may note that the CTL increases in proportion to
the square-root of the interface resistance (at least from R∗ = 1 × 10−8 to R∗ = 1 × 10−7 Ωcm2).
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Figure 3.25 shows the temperature at the center of the defect as a function of time for different in-
terface resistance. One amazing feature of using highly resistive interface is that an increase of the
NZPV is obtained without any additional losses (temperature increase).
In summary, current sharing changes the NZPV. Reducing the stabilizer resistance lower losses
and the NZPV. Increasing the interface resistance between the superconductor and the stabilizer may
have beneficial effect on the propagation scheme by increasing the NZPV and the CTL without no-
tably increasing the temperature in the normal region.
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Figure 3.22: When a region of the superconductor is in the normal state, the current is diverted in
the stabilizer (right schematic). In this work, the numerical definition of the current transfer length
(CTL) is obtained by looking at the distance at which the current density in the stabilizer drops from
63% to nearly 0% of its maximum value i.e. when the current returns in the superconductor (right
schematic). The black dashed-line corresponds to the CTL criteria i.e. respectively J =0.63Jmax
and J =0.0005Jmax where Jmax = Jc(Top)dHTS/dst. This particular figure shows the current den-
sity in the stabilizer for an interface resistance of R∗ = 1 × 10−7 Ωcm2 at different times of the
simulation. The CTL, delimited by the red dashed-lines, is approximately 0.7 mm for a transport
current of I =1.25Ic(Top) and is constant at each time step.
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Figure 3.23: Effect of the interface resistance (R∗) on the current transfer length.
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3.3.3 Heat Transfer and MQE
Quenching of superconductors is thought to be an adiabatic phenomenon since the thermal diffusion
is usually expected to be much smaller than the magnetic one i.e. Dth  Dm [73]. In other words
the time needed to move heat from one point to another is believed to be much longer than the
time needed to create heat (with current) at the same location. This assumption seems right during
quenches of tens of milliseconds since, during those pulses, the temperature grows rapidly above the
relatively small value of the transition temperature (Ttr ≈107 K) –see section 3.1.2. To confirm this
assumption a convective heat transfer is implemented in the model. Since the transient heat transfer
is difficult to estimate –see section 3.1.2, the steady state curve (nucleate and film boiling) is used
to simulate the heat transfer. This choice gives an overestimation of the heat transfer since, at the
time scale and range of the pulses energy, lower exchange are expected with the coolant. Figure 3.25
shows the comparison of the NZPV between the adiabatic and pool boiling simulations as a function
of the transport current.
For transport current above I = 1.25Ic(Top), the huge amount of energy generated in the sta-
bilizer prevents cooling of the conductor while its quenching. Thus, heat transfer have negligible
effects on the NZPV (figure 3.25). However, heat transfer makes coated conductors less sensitive to
quench if the fault energy is in the range of the Minimum Quench Energy (MQE) i.e. near I = Ic.
Accordingly, the MQE for four base cases is investigated i.e. adiabatic, pool boiling, adiabatic with a
sapphire substrate (as opposed to hastelloy) and adiabatic with an increased interface resistivity. The
variable of each of these simulations is summarized in the table below:
Table 3.2: Parameters for the four base cases of the MQE investigation. The numbers in parenthesis
give the simulation number (figure 3.27).
Simulation R∗ [Ωcm2] Dth [m2/s] hc
Adiabatic (1) 3× 10−10 5 no
Pool boiling (2) 3× 10−10 5 yes
Increased interface resistance (3) 1× 10−6 5 no
Sapphire substrate (4) 3× 10−10 4595 no
1.2 1.3 1.4 1.5
20
40
60
80
100
I/I
c
N
ZP
V 
(cm
/s)
 
 
Adiabatic
Pool boiling
Figure 3.25: Effect of the heat transfer on the NZPV for different transport current.
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To estimate the MQE, a perturbation is implemented in the model. In order to achieve this, the
Jc drop presented before is replaced by an external field distribution decaying in time (left part of
figure 3.26). The external field distribution (perturbation) creates an additional energy input to the
already existent one coming from the transport current (I =1.25Ic(Top)). Here is the mathematical
expression of the perturbation:
B(x, t) = B0 exp
(− da(x− x0)2)flc1hs(t− tmax
4
,
tmax
20
)
(3.3.3)
Where B0 =200 mT, flc1hs is a a smoothed Heaviside function defined in COMSOL [88], tmax
the criterion time and da the width of the Gaussian distribution. The left part of figure 3.26 shows
the temporal variation of the external field at the center of the tape (x = x0). The right part depicts
the evolution of the critical current as a function of the time. The criterion chosen to determine the
MQE is the amount of energy needed to reduced the critical current density at the center of the tape to
0.1% of its initial value at t = tmax. This energy is obtained by integrating the losses generated in the
conductor during the perturbation. The energy generated without the perturbation is removed from
the MQE calculation using the “non-perturbed” simulations. Note that, this method of determining
the MQE is not equivalent to the formal MQE definition i.e. the Joule losses occurring over the
time span are not equivalent to the enthalpy change resulting from an initial temperature profile (see
page 36 for more details on the MQE definition). However, the simulations provides an estimation of
the factors influencing the MQE.
Figure 3.27 shows the normalized MQE using the adiabatic simulation (1) as a reference case.
From this figure, one can note that the effect of adding a resistive interface have negligible effect on
the MQE. However, the low specific heat of sapphire substrate reduces the MQE drastically. Note
that the heat transfer improves by 60% the quench energy of the superconductor which implies that
it must be considered if the fault energy is in the range of the MQE.
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Figure 3.26: At the left, the temporal evolution of the perturbation (external field). The right figure
shows the evolution of the critical current. After the perturbation (dashed-line) the critical current
drops as a consequence of the heat generated during the perturbation. The drop at t = tmax is used
to determine the MQE. Jc0 is the current density at T = Top and B = 0.
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Figure 3.27: Minimum quench energy (MQE) normalized to the reference case (adiabatic). Simu-
lation (1) shows the MQE for the adiabatic case, (2) for the pool boiling case, (3) for the adiabatic
case with a increased interface resistance and (4) for the adiabatic case with a sapphire substrate
replacing hastelloy. Those simulation are obtained with a transport current of I =1.25Ic(Top). The
calculated MQE for the adiabatic case is 2.3 mJ. This value is two order of magnitude larger than
the one previously computed in Appendix C. This seems to originate from the heat absorbed by the
substrate.
In summary, heat transfer (pool boiling) has negligible effect on the NZPV at the energy scale of
the quench. Nevertheless, improving the heat transfer increases the stability of the conductor. The
MQE is reduced for sapphire substrate as well as for interface layer of larger resistance.
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Conclusion
A resistive SFCL must transits uniformly to avoid the problems inherent to the non-uniformitiesobserved in HTS such as hot-spots and fault detection issues. Improving the normal zone
propagation in coated conductors is crucial for the development of SFCL made of those conductors.
In the present work, experimental manipulations have shown that large transport currents (I 
Ic) allow a fast resistive transition that occurs mainly as a consequence of the heat generation in the
stabilizer (silver layer). In this case, the initial delay before the quench initiation is independent of the
superconductor uniformity (localized external magnetic field). However, for transport currents in the
range of the critical value the delay before the quench initiation is reduced with the non-uniformity
(amplitude of the magnetic field).
Numerical simulations have been validated with experimental results. The relative error coming
from the model is less than 10% for simulations presenting a non-negligible magnetic field back-
ground. From the experimental validation, it seems that the power-law is inaccurate to simulate the
normal zone transition under low external magnetic field since the power-law exponent is increased
with smaller fields. Nevertheless, the numerical simulations have shown that the propagation speed
can be improved by three different methods:
• Using a thick thermally diffusive substrate.
• Adding a thin resistive interface between the HTS and stabilizer.
• Increasing the heat generation in the stabilizer.
Increasing heat generation in the stabilizer is obtained by increasing the stabilizer resistance or by
reducing the critical current in the superconductor. Under these conditions, a tape behaves more like
a normal metal since the current, that is rapidly diverted in the stabilizer, generates and diffuses heat
faster in that layer than in the HTS. The side effect of that method is a reduction of the allowable
time the tape can sustain the fault and an important temperature excursion once the tape has transited.
The temperature excursion can be attenuated using a thicker substrate. Thicker substrates improve
the “heat-sink property” of the layer but can also, under certain conditions, reduce the NZPV. For
instance, for thickness larger than ≈100 µm, the hastelloy substrate thickness has no additional in-
fluence on the NZPV.
Using a thermally diffusive substrate such as sapphire improves the NZPV and the temperature
uniformity along the conductor but also reduces the MQE as well as the allowable time the tape
can sustain a fault if the thickness of the substrate is not thick enough. However, adding additional
metallic clad such as copper would help to reduce the temperature excursion and also reduce the slope
of the electrical field in the normal region (avoid voltage overshoot).
Finally, deliberately adding a thin resistive interface between the HTS and the stabilizer increases
the CTL as well as the NZPV with a slight reduction of the MQE. This method is more promising
than the others for improving the NZPV in coated conductors since the maximum temperature stays
at a reasonable level for longer time than with the other methods.
Pool boiling seems to have negligible effect on the NZPV at the energy scale of the quench. Nev-
ertheless, subcooled nitrogen has shown to increase the NZPV. It is difficult to estimate if this effect
is coming from an over-estimation of the critical current or from the heat transfer. Improving the heat
Conclusion
transfer increases the stability of the conductor. A better understanding of the transient heat trans-
fer mechanism and superconductor properties may enhanced the accuracy of the phenomenological
equations as well as the design of SFCLs.
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Nitrogen (N2)
Table A-I: Some physical parameters of Nitrogen
Molar mass 28.014 g/mol
Density (liquid) 809 kg/m3 @ 101.3 kPa
Boiling Temperature 77.3 K @ 101.3 kPa
Triple point temperature/pressure (T1) 63.14 K / 12.463 kPa)
Enthalpy of vaporization (Latent heat) 198.3 kJ/kg
Thermal conductivity 0.1338 W/m.K
Specific heat 2 000 J/kg.K
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Figure A-1: Phase diagram (P-T) of nitrogen [89]. The normal melting and boiling points at 1 atm
are about 63 K and 77 K respectively. C and T1 denote the critical and liquid-vapour triple points.
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Silver (Ag)
Table A-II: Some physical parameters of Silver.
Molar mass 107.8 g/mol
Crystal structure face-centred cubic
Lattice parameters a≈4 Å@ room temperature
Density 10 490 kg/m3 @ room temperature
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Figure A-2: Specific heat and thermal conductivity of silver as a function of temperature [90].
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Figure A-3: Resistivity and linear thermal expansion of silver as a function of temperature [91, 90].
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YBCO (YBa2Cu3O7−x)
Table A-III: Some physical parameters of YBCO∗.
% mass (approx) Y: 13.34%, Ba: 41.23%, Cu: 28.62%, O: 16.81%
molar mass 666 g/mol
crystal structure orthorombic (superconductor)
density 6 372 kg/m3 @ room temperature
Lattice parameters a=3.81 Å, b=3.88 Å, c=11.68 Å@ room temperature.
Tc 90-92 K, depends on x
coherence length @ 0 K ab-plane: 1.64 nm c-plane: 0.3 nm
penetration depth @ 0 K ab-plane: 149 nm c-plane: 600 nm
Bc1 ab-plane: 0.1-0.2 T, c-plane: 0.02 T
Birr 9 T @ 86 K
∗ More data available in the following reference [21].
Figure A-4: An artistic view of the perovskite structure for YBCO [92] .The structure presents
planes of copper oxide in the center (where the superconducting current flows). The role of yttrium
is secondary and can be replaced by any rare earth element. Yttrium principally acts as spacers and
contributors to charge carriers. A little more than two oxygen vacancies per unit cell are required
for superconductivity.
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Figure A-5: Specific heat of YBCO as a function of temperature [93].
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Figure A-6: Thermal conductivity along the ab plane (left) and the c plane (right) as a function of
temperature [94].
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Figure A-7: Resistivity of YBCO along the a, b and c direction [95].
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Magnesium Oxide (MgO)
Table A-IV: Some physical parameters of MgO∗.
Composition (Weight %) Mg:60.3% O:39.7%
Molar mass 40.3 g/mol
Crystal structure cubic
Lattice parameters a=4.212 Å@ room temperature
Density 3 580 kg/m3 @ room temperature
∗ More data available in the following reference [96].
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Figure A-8: Specific heat and thermal conductivity of Magnesium oxide (MgO) as a function of
temperature [90].
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Figure A-9: Linear thermal expansion of Magnesium oxide (MgO) as a function of tempera-
ture [90].
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Hastelloy R© C-276TM
Table A-V: Some physical parameters of Hastelloy C-276∗.
Composition (Weight %) Ni: 57, Co: 2, Cr: 16, Mo: 16, W: 4, Fe: 5, Others:
Crystal structure face-centered-cubic
Lattice parameters a=3.620 Å@ room temperature
Density 8 890 kg/m3 @ room temperature
∗ More data available in the following references [97, 98].
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Figure A-10: Specific heat and thermal conductivity of Hastelloy C-276 as a function of tempera-
ture [98].
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Figure A-11: Resistivity of Hastelloy C-276 as a function of temperature [98].
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Sapphire (α-Al2O3)
Table A-VI: Some physical parameters of sapphire∗.
Composition (Weight %) Al:52.9250 O: 47.0750
Molar mass 101.9614 g/mol
Crystal structure Rhombohedral
Lattice parameters a≈4.8 Å, c≈13 Å@ room temperature
Density 4 000 kg/m3 @ room temperature
∗ More data available in reference [99].
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Figure A-12: Specific heat and thermal conductivity of sapphire (Al2O3) as a function of tempera-
ture [90].
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Figure A-13: Linear thermal expansion of sapphire (Al2O3) as a function of temperature [90].
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Appendix B. Green’s Function of the 3D
Homogeneous Heat Equation
EQUATION 3.1.1 can be solved analytically under many circumstances. Let’s consider the linearhomogeneous case in 3D with constant parameters.
∂T (x, t)
∂t
−D∇2T (x, t) = 0, x = (x, y, z) (B.1)
Using the assumption that eq. B.1 is linear and separable, the spatial solution of eq. B.1 can be
represented in the wavenumber space using Fourier transform:
T (x, t) =
∫
R3
Tk(x, t)dk (B.2)
Where,
Tk(x, t) = ψk(t)ϕ(x) = ψk(t) exp (−ik · x) (B.3)
Substituting B.3 in B.1 yields to:
∂ψk(t)
∂t
−D ‖ k ‖2 ψk(t) = 0 (B.4)
Which gives directly the solution for ψk(t)
ψk(t) = ψk(0) exp (−D ‖ k ‖2 t) (B.5)
Substituting B.5 in B.2 leads to the following integral:
T (x, t) =
∫
R3
ψk(0) exp (−D ‖ k ‖2 t) exp (−ik · x)dk (B.6)
Using an initial condition, the function ψk(0) can be determined. A custom approach would be to
use the impulse distribution at the space position ξ = (ξ, η, ζ) as the initial solution:
T (x, 0) = δ(x− ξ)δ(t− 0), ξ = (ξ, η, ζ) (B.7)
Substituting B.7 in B.6 and applying the inverse Fourier transform on both side of the equation:
F−1
(
δ(x− ξ)
)
= F−1
(
(2pi)3ψx(0)
)
= (2pi)3ψk(0) (B.8)
Hence,
ψk(0) =
1
(2pi)3
∫
R3
δ(x− ξ) exp (−ik · x)dx (B.9)
Appendix B. Green’s Function of the 3D Homogeneous Heat Equation
At an infinite extent (Cauchy problem):
ψk(0) = exp (−ik · ξ) (B.10)
Substituting B.10 in B.6 gives the Green’s function of equation B.1 :
T (x, t) =
1
(2pi)3
∫
R3
exp (−D ‖ k ‖2 t) exp (−ik · (x− ξ))dk = G(x, ξ, t) (B.11)
Equation B.11 gives the evolution of the temperature from a single initial temperature point in
space. This solution is of great interest since the evolution of the system under study can be found
from any initial solution by convolution i.e.
T (x, t) =
∫
R3
G(x, ξ, t)T (ξ, 0)dξ (B.12)
One important result coming from the linear and separable heat equation is that diffusion happens
in the same way independently in all the dimensions. For instance, rearranging B.11 yields to:
G(x, ξ, t) =
(
1
(2pi)
∫
R
exp (−Dk2t) exp (−ikλ)dk
)3
(B.13)
λ being the one dimensional distance from the initial temperature point located at ξ = (ξ, η, ζ).
Integrating B.13 over the whole domain i.e. ] − ∞,∞[ gives the fundamental solution of the 3D
linear homogeneous heat equation.
G(x, ξ, t) =
exp
(− ‖ x− ξ ‖2
4Dt
)
(4piDt)3/2
(B.14)
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Propagation Zone (MPZ)
THE minimum propagation zone can be roughly estimated using the steady-state heat balance. Todo this the following assumptions are made.
a) The temperature is uniform along the width and thickness of the conductor.
b) The length of the conductor is much larger than its width which in turns is much larger than its
thickness i.e. L w  d.
c) The heat is generated by Joule losses only in the stabilizer (no current sharing) and is constant
with the temperature i.e. Q = ρstJ2st.
d) All the thermal parameters are taken independent of the temperature.
e) Heat transfer occurs only on one side of the conductor and only for the superconducting region
(T ≤ Tc).
f) The MPZ occurs in response to a perturbation which affect only the conductive region i.e. the
superconductor and stabilizer. That means the substrate is not considered here.
g) The MPZ is symmetric.
The center of the MPZ is located at the position x = 0. For sake of simplification and by symmetry,
only the positive x is considered –see figure C-1.
-10 -5 0 5 10
0
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Figure C-1: A temperature profile defining the MPZ along the length of the conductor.
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The 1D steady-state heat balance is expressed as:
k
∂2Tn(x)
∂x2
+ ρJ2 = 0, |x| ≤ xnz (C.1)
k
∂2Ts(x)
∂x2
− S
Ldw
hc(Ts − Top) = 0, |x| ≥ xnz
Where the exposed surface is S ≈ wL (only one side of the conductor is exposed to the coolant).
Integrating the equation for the normal region gives directly:
∂Tn(x)
∂x
= −ρJ
2
k
x+ C1 (C.2)
From symmetry, the temperature gradient of the MPZ is null at x = 0 – see figure C-1, meaning that
C1 must be zero. Integrating C.2 again yields to:
Tn(x) = −ρJ
2
2k
x2 + C2 (C.3)
At x = xnz , Tn(x) = Tc. Using that condition in C.3 gives the solution for the normal region.
Tn(x) = Tc +
ρJ2
2k
(x2nz − x2) (C.4)
Using Θ = Ts − Top, the equation for the superconducting region can be rearranged as:
k
∂2Θ(x)
∂x2
− 1
d
hcΘ = 0,
∂2T
dx2
=
∂2Θ
dx2
(C.5)
Trying a solution of the form Θ(x) = Θ0 exp (Γx) and substituting it in C.5 one can easily find the
following characteristic equation:
Γ2 − 1
d
hc = 0 (C.6)
There is two solution for C.6, Γ±√hc/d. Using the definition of the MPZ i.e. Θ(±∞) = 0, Γ can
only be negative. Thus:
Θ(x) = Θ0 exp (−Γx) (C.7)
Using the boundary condition Ts = Tc at x = xnz , and substituting Θ = Ts − Top in C.7, one get
the solution for the profile in the superconductive region.
Ts(x) = Top + (Tc − Top) exp
(− Γ(xnz − x)) (C.8)
Finally, one can defines the size of the normal zone xnz using the continuity of the temperature
gradient at the boundary of the regions.
∂Tn
∂x
=
∂Ts
∂x
, at x = xnz (C.9)
ρJ2xnz
k
= (Tc − Top)
(
hc
d
)1/2
Thus,
xnz =
(
Tc − Top
ρJ2
)(
hck
d
)1/2
(C.10)
Substituting effective values in C.10 e.g. hc =2000 Wm−2, k ≈ 23445 + 1310 =300 W/m.K,
d =3µm, (Tc − Top) =13 K, ρ = 1× 10−9 Ω.m and J = 1.25× 1010 Am−2 gives values of 2xnz in
the range of ≈75 µm and maximum temperature T (0) in the range of Tc + 1.5 K.
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Here is some remarks about the preceding assumptions:
• Concerning a), modeling coated conductors as a 1D geometry is not appropriate, at least ne-
glecting the tape width does not agreed with the MPZ profile which drops symmetrically of
63% of its central temperature at distance x = 1/Γ ≈ 40µm.
• Concerning b), usual coated conductors samples have L >50 mm w =4-12 mm d =50-
100µm.
• Concerning c), this assumptions and is not validated since the flux-flow resistance in the range
(Tc − Top) may be significant. For instance – see figure 2.6.
• Concerning d), this assumption is more or less true, for the thermal diffusivity k and electrical
resistivity ρ – see Appendix A. Considering the temperature range of the MPZ, the convective
heat transfer is somewhere in between the free-convection and nucleate boiling regime. This
can change the value of xnz from a factor 4. Nevertheless, the size of the MPZ is so small that
we can expect this assumption verified.
• Concerning e). This is true since the substrate isolates the other side of the tape from the
coolant. Especially if the substrate have a low thermal diffusivity e.g. Hastelloy.
• Concerning f). The substrate acts as a thermal sink. Neglecting its influence underestimate the
MPZ range and size.
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Appendix D. Estimation of the Normal
Zone Propagation Velocity (NZPV)
USING the 1D travelling wave representation, the NZPV can be estimated under the followingassumptions. Some of them have already been treated in Appendix C, they are reminded here
for sake of completeness:
a) The temperature is uniform along the width and thickness of the conductor.
b) The length of the conductor is much larger than its width which in turns is much larger than its
thickness i.e. L w  d.
c) The heat is generated by Joule losses only in the stabilizer (no current sharing) and is constant
with the temperature i.e. Q = ρstJ2st.
d) All the thermal parameters are taken independent of the temperature.
e) The temperature front can be regarded as a travelling wave, for this example moving along the
positive direction.
f) The temperature far away from the superconducting-normal tends to becomes constant. At one
hand is T (∞) = Top at the other is T (−∞) = Tmax which is the equilibrium temperature for
which heat generation balance heat transfer with the surrounding. For instance see figure D-1.
g) The temperature gradient is continuous at the interface.
ξ
Θ
ξ=0
Θ
Θ
x
tim
e
c
max
Figure D-1: At the top, time evolution of the temperature profile. At the bottom, the travelling
wave representation. The normal-superconducting interface is located at ξ = 0.
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From the 1D heat balance equation, S ≈ wL:
k
∂2T
∂x2
+ ρmCp
∂T
∂t
− hc
d
(T − Top)−Q = 0 (D.1)
Where, d is the thickness of the tape, k, ρm and Cp the thermal conductivity, mass density and
specific heat of the material, hc the convective heat transfer and Q the Joule losses. With the reduced
temperature Θ = (T − Top) and the travelling wave representation i.e. ξ = x − vt (the direction of
the wave is arbitrary if the boundary conditions are well posed), equation D.1 becomes:
∂2Θ
∂ξ2
+Av
∂Θ
∂ξ
−BΘ−Q = 0 (D.2)
Where A = ρmCp/k, and B = hc/kd. Each region of the conductor is defined as:
∂2Θs
∂ξ2
+Av
∂Θs
∂ξ
−BΘs = 0, Superconducting zone (ξ > 0) (D.3)
∂2Θn
∂ξ2
+Av
∂Θn
∂ξ
−BΘn −Q = 0, Normal zone (ξ < 0) (D.4)
Solving the heat balance for the homogeneous case i.e. equation D.3 gives directly the following
characteristic equation (a solution of the form Θ(ξ) = Θ0 exp (Γξ)):
Γ1 =− 1
2
(
Av −
(
(Av)2 + 4B
)1/2)
(D.5)
Γ2 =− 1
2
(
Av +
(
(Av)2 + 4B
)1/2)
(D.6)
Inserting the roots given by D.5 and D.6 into the argument of the exponentials gives the homoge-
neous solution:
ΘH(ξ) = C1 exp (Γ1ξ) + C2 exp (Γ2ξ) (D.7)
In the superconducting region, Θ → 0 as ξ → ∞, The solution of the 1D heat balance in the
superconducting (ξ > 0) part is obtained posing C1 = 0 since Γ1 is always positive (A and B are
real positive values). Thus,
Θs(ξ) = C2 exp (Γ2ξ), Superconducting region (ξ > 0) (D.8)
Using the homogeneous solution D.7, one can look at a particular solution of equation D.4. Using
the undetermined coefficient method. One can seek a constant solution (Q is constant) of the form
Θp = C3 (D.9)
Then, replacing Θp into D.4 gives:
C3 =
Q
B
(D.10)
The solution in the normal region is obtained by superposition i.e. Θn(ξ) = ΘH + Θp. With the
proper boundary condition Θ→ Θmax = Q/B as ξ → −∞, one can get
Θn(ξ) = C1 exp (Γ1ξ) +
Q
B
, Normal region (ξ < 0) (D.11)
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Considering that Θ = Θc at ξ = 0 and that the temperature gradient is continuous at the same
position leads to:
C1 +
Q
B
= C2 = Θc (D.12)
Γ2Θc = Γ1
(
Θc −Θmax
)
(D.13)
The NZPV under heat transfer can be obtained by simplifying D.13 :(
Av −
(
A2v2 + 4B
)1/2)
Θc =
(
Av +
(
A2v2 + 4B
)1/2)(
Θc −Θmax
)
(D.14)
2Θc
(
A2v2 + 4B
)1/2
= Θmax
(
Av +
(
A2v2 + 4B
)1/2)
−AvΘmax =
(
Θmax − 2Θc
)(
A2v2 + 4B
)1/2
A2v2Θ2max =
(
Θmax − 2Θc
)2(
A2v2 + 4B
)
Θ2max =
(
Θ2max − 4ΘcΘmax + 4Θ2c
)(
1 +
4B
A2v2
)
(
Θc(Θmax −Θc)
)
=
B
A2v2
(
Θ2max − 4ΘcΘmax + 4Θ2c
)
(
Θc(Θmax −Θc)
)
=
B
A2v2
(Θmax − 2Θc)2
v =
B1/2
A
(Θmax − 2Θc)
(
Θc(Θmax −Θc)
)−1/2
Substituting the values of A and B:
v =
(
hck/d
)1/2
ρmCp
(Θmax − 2Θc)
(
Θc(Θmax −Θc)
)−1/2
(D.15)
Which gives the following temperature profiles:
Θs(ξ) = Θc exp (Γ2ξ), Superconducting region (ξ > 0) (D.16)
Θn(ξ) = Θmax + (Θc −Θmax) exp (Γ1ξ), Normal region (ξ < 0) (D.17)
The adiabatic NZPV is somewhat more complicated to establish since the temperature at ξ = −∞
is infinite [73]. An estimate of the adiabatic NZPV can be obtained considering a linear temperature
profile in the normal region nearby ξ = 0 [75, 100]. Using this assumption, as well as D.3 and D.4,
one gets the following equations:
∂2Θs
∂ξ2
+Av
∂Θs
∂ξ
= 0, Superconducting region (ξ > 0) (D.18)
ρmCpv
∂Θn
∂ξ
+Q = 0, Normal region (ξ < 0) (D.19)
The solution in the superconducting region is obtained directly,
Θs(ξ) = C4 exp
(−Avξ), Superconducting region (ξ > 0) (D.20)
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At the interface (ξ = 0), Θ and k∇Θ are continuous. Thus
Θn(ξ) = Θs(ξ) =Θc (D.21)
k
∂Θs
∂ξ
=k
∂Θn
∂ξ
(D.22)
Substituting D.20 in D.21 gives,
Θs(ξ) = Θc exp
(−Avξ) (D.23)
Substituting D.23 in D.22 gives,
ρmCpvΘc =
Qk
ρmCpv
v2 =
Qk
Θcρ2mC
2
p
v =
J
ρmCp
(
ρk
Tc − Top
)1/2
(D.25)
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