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Abstract
Let (n,M,w) denote the minimum average Hamming distance of a binary constant weight code with length n, size M and weight
w. In this paper, we study the problem of determining (n,M,w). Using the methods from coding theory and linear programming,
we derive several lower bounds on the average Hamming distance of a binary constant weight code. These lower bounds enable us
to determine the exact value for (n,M,w) in several cases.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Let Vn = {0, 1}n be the n-dimensional vector space over the binary field {0, 1}. For two vectors
x = (x1, x2, . . . , xn) ∈ Vn, y = (y1, y2, . . . , yn) ∈ Vn,
the Hamming distance d(x, y) between x and y is defined as the number of coordinates in which they differ, i.e.,
d(x, y) = |{i : xi = yi}|.
The Hamming weight w(x) is defined as the number of nonzero coordinates in x, i.e.,
w(x) = |{i : xi = 0}|.
A subset C of Vn with size M is called a binary (n,M) code. The average Hamming distance of C is defined by
d¯(C) = 1
M2
∑
a∈C
∑
b∈C
d(a, b). (1)
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The minimum average Hamming distance of a binary (n,M) code is defined by
(n,M) = min{d¯(C) : C is a binary (n,M) code}.
Ahlswede and Katona [2] first posed the problem of determining (n,M) on the extremal combinatorics of Hamming
space. There are a number of papers (see [1–4,8–14,17,19]) dealing with this topic thereafter, and some exact values
of (n,M) are determined. It is still an open problem to determine (n,M) for general n and 1M2n. Ahlswede
and Althöfer [1] observed that this problem also occurs in the construction of good codes for write-efficient memories,
introduced by Ahlswede and Zhang [3] as a model for storing and updating information on a rewritable medium with
cost constraints. Kündgen [13] observed that this problem is equivalent to a covering problem in graph theory.
Denote Vn,w as the set of binary vectors of length n and weight w. A subset C of Vn,w with size M is called a binary
(n,M,w) constant weight code. The minimum average Hamming distance of a binary (n,M,w) constant weight code
is defined by
(n,M,w) = min{d¯(C) : C is a binary (n,M,w) constant weight code}.
In this paper, we pose the problem of determining (n,M,w) on the extremal combinatorics of Johnson space,
i.e., determining (n,M,w) for general n, w and 1M
(
n
w
)
. Using the methods from coding theory and linear
programming (LP), we derive several lower bounds on d¯(C) for a binary constant weight code C. These lower bounds
enable us to determine the exact value for (n,M,w) in several cases. Many results obtained in this paper for binary
constant weight codes in Johnson space have their counterparts for binary codes in Hamming space (e.g., see [11,17]).
Let 1 be the all-one vector of length n. If C is a binary (n,M,w) constant weight code, it is easy to see that 1 + C
is a binary (n,M, n − w) constant weight code and
d¯(1 + C) = d¯(C). (2)
This implies that
(n,M, n − w) = (n,M,w). (3)
Hence, we only need to determine (n,M,w) for wn/2.
This paper is organized as follows. In Section 2, we review some basic properties of distance distribution of binary
constant weight codes. In Section 3, we first derive a new formula on d¯(C) for a binary constant weight code C. This
formula plays an important role in establishing our results in this paper. Then, by using this formula, an important
relation between d¯(C) and d¯(Vn,w\C) is established. In Section 4, we give a lower bound on d¯(C) for a binary constant
weight code C. This lower bound enables us to determine 
(
n,
(
n−1
w−1
)
, w
)
and 
(
n,
(
n−1
w
)
, w
)
. In Section 5, we
derive an LP (lower) bound on d¯(C) for a binary constant weight code C. An explicit lower bound on d¯(C) is obtained
by using this LP bound. This explicit lower bound and the important relation given in Section 3 enable us to determine

(
n,
(
n−2
w−2
)
, w
)
, 
(
n,
(
n−2
w−1
)
, w
)
,
(
n,
(
n
w
)− ( n−2
w−2
)
, w
)
and 
(
n,
(
n
w
)− ( n−2
w−1
)
, w
)
. Using this explicit lower
bound and the important relation given in Section 3, we give another lower bound on d¯(C) for a binary constant weight
code C.
2. Distance distribution of binary constant weight codes
In this section, in order to establish our results in this paper, we review some basic properties of distance distribution
of binary constant weight codes.
Let C be a binary (n,M,w) constant weight code. Note that the Hamming distance between any two codewords in
C is an even number. The distance distribution of C is defined by
Ai = 1
M
|{(a, b) : a, b ∈ C, d(a, b) = 2i}|, i = 0, 1, . . . , w. (4)
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It is easy to see that
A0 = 1,
w∑
i=0
Ai = M . (5)
From the definitions of d¯(C) and Ai , it is not difficult to see that
d¯(C) = 1
M
w∑
i=0
2iAi . (6)
The transform quantities Bj of the distance distribution {A0, A1, . . . , Aw} are defined by
Bj = 1
M
w∑
i=0
Qj(i)Ai, j = 0, 1, . . . , w, (7)
where Qj(i) are the values of the dual Hahn polynomial Qj(x) defined by
Qj(x) =
[(
n
j
)
−
(
n
j − 1
)] j∑
k=0
(−1)k
(
j
k
) (
n+1−j
k
)
(
w
k
) (
n−w
k
) (x
k
)
. (8)
Denote
uj =
(
n
j
)
−
(
n
j − 1
)
= n − 2j + 1
n − j + 1
(
n
j
)
, (9)
vi =
(w
i
)(n − w
i
)
. (10)
The dual Hahn polynomials satisfy the following properties (see [16, Appendix B, 15, p. 545]):
Q0(x) = 1, (11)
Q1(x) = (n − 1)
(
1 − nx
w(n − w)
)
, (12)
Qj(0) = uj , (13)
Qj(1) = uj
(
1 − j (n + 1 − j)
w(n − w)
)
, (14)
Qj(i) = uj
vi
· coefficient of xiyi of (1 − xy)j (1 + x)w−j (1 + y)n−w−j , (15)
Qj(i) = uj
vi
Ei(j), (16)
where Ei(x) is an Eberlein polynomial defined by
Ei(x) =
i∑
k=0
(−1)k
(x
k
)(w − x
i − k
)(
n − w − x
i − k
)
. (17)
Some useful values of the Eberlein polynomials Ei(x) are (see [15, Chapter 21, Section 6]):
E0(x) = 1, (18)
E1(x) = (n − w) − x(n + 1 − x), (19)
Ei(j) = coefficient of xiyi of (1 − xy)j (1 + x)w−j (1 + y)n−w−j , (20)
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Ew(j) = (−1)j
(
n − w − j
w − j
)
, j = 0, 1, . . . , w, (21)
Ei(0) = vi, i = 0, 1, . . . , w, (22)
Ei(1) =
(
1 − in
w(n − w)
)
vi, i = 0, 1, . . . , w. (23)
Note that (18), (19) follow from (17); (20) follows from (15) and (16); (21) follows from (20); (22) follows from (16)
and (11); (23) follows from (16) and (12).
Delsarte [6,5] found that the theory of association schemes is a very useful tool in coding theory. The Johnson
scheme (see [15, Chapter 21, Section 6]) is an important association scheme where Vn,w is the set of points. Note that
the eigenvalues of the Johnson scheme are given by Ek(i) and Qk(i). The next lemma follows from [15, Chapter 21,
Section 2, Theorem 3].
Lemma 1.
w∑
k=0
ukEi(k)Ej (k) =
( n
w
)
viij , (24)
w∑
k=0
vkQi(k)Qj (k) =
( n
w
)
uiij , (25)
where ij = 1 if i = j and ij = 0 if i = j .
The next lemma (see [7, p. 2481]) shows that the distance distribution Ai can be expressed as a linear combination
of Bk, k = 0, 1, . . . , w.
Lemma 2 (Delsarte and Levenshtein [7, p. 2481]).
Ai = M( n
w
) w∑
k=0
BkEi(k), i = 0, 1, . . . , w. (26)
Below we give some properties of {Bk}wk=0 that are useful in this paper.
Lemma 3 (Delsarte [6]). Bk0, k = 1, 2, . . . , w.
Lemma 4 (Xia et al. [18, (26)–(27)]).
B0 = 1, (27)
w∑
k=0
Bk =
(
n
w
)
M
. (28)
3. Some important relations
In this section, we first derive an important relation between d¯(C) and B1 for a binary constant weight code C. This
formula plays an important role in establishing our results in this paper. Then, by using this formula, another important
relation between d¯(C) and d¯(Vn,w\C) is established.
Theorem 1. If C is a binary (n,M,w) constant weight code and B1 is defined by (7), then
d¯(C) =
(
1 − B1
n − 1
)
2w(n − w)
n
. (29)
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Proof. By (7), (12), (5) and (6), we have
B1 = 1
M
w∑
i=0
Q1(i)Ai
= 1
M
w∑
i=0
(n − 1)
[
1 − in
w(n − w)
]
Ai
= (n − 1)
M
w∑
i=0
Ai − n(n − 1)2w(n − w)
1
M
w∑
i=0
2iAi
= (n − 1) − n(n − 1)
2w(n − w)d¯(C)
which implies (29). 
Below we derive an important relation between d¯(C) and d¯(Vn,w\C) for a binary constant weight code C.
Theorem 2. If C is a binary (n,M,w) constant weight code, then
M2
[
2w(n − w)
n
− d¯(C)
]
=
(( n
w
)
− M
)2 [2w(n − w)
n
− d¯(Vn,w\C)
]
. (30)
Proof. Denote C∗ = Vn,w\C. Obviously, C∗ is a binary (n,
(
n
w
) − M,w) constant weight code. Let {Ai}wi=0 and{A∗i }wi=0 be the distance distributions of C and C∗, respectively. Let {Bj }wj=0 and {B∗j }wj=0 be the transform quantities
of {Ai}wi=0 and {A∗i }wi=0 defined by (7), respectively. By (10), it is easy to see that for any a ∈ Vn,w,
|{b ∈ Vn,w : d(a, b) = 2i}| =
(w
i
)(n − w
i
)
= vi . (31)
It follows from (4) and (31) that for i = 0, 1, . . . , w,
MAi = |{(a, b) : a, b ∈ C, d(a, b) = 2i}|
= |{(a, b) : a ∈ C, b ∈ Vn,w, d(a, b) = 2i}| − |{(a, b) : a ∈ C, b ∈ C∗, d(a, b) = 2i}|
= Mvi − |{(a, b) : a ∈ C, b ∈ C∗, d(a, b) = 2i}|. (32)
In the same way, we have
[( n
w
)
− M
]
A∗i =
[( n
w
)
− M
]
vi − |{(a, b) : a ∈ C, b ∈ C∗, d(a, b) = 2i}|. (33)
Hence, by (32) and (33), we have for i = 0, 1, . . . , w,
M(vi − Ai) =
[( n
w
)
− M
]
(vi − A∗i ). (34)
Setting i = 0 in (25) and noting that Q0(k) = 1, we have
w∑
k=0
vkQj (k) = 0, j = 1, 2, . . . , w. (35)
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Hence, by (7), (34) and (35), we have for j = 1, 2, . . . , w,
M2Bj = −
w∑
i=0
Qj(i)M(vi − Ai)
= −
w∑
i=0
Qj(i)
[( n
w
)
− M
]
(vi − A∗i )
=
[( n
w
)
− M
]2
B∗j . (36)
It follows from (29) and (36) that
M2
[
2w(n − w)
n
− d¯(C)
]
= 2w(n − w)
n(n − 1) M
2B1
= 2w(n − w)
n(n − 1)
[( n
w
)
− M
]2
B∗1
=
(( n
w
)
− M
)2 [2w(n − w)
n
− d¯(Vn,w\C)
]
. 
Theorem 2 implies that:
Corollary 1. Let C be a binary (n,M,w) constant weight code. If d¯(C)=(n,M,w), then d¯(Vn,w\C)=(n,
(
n
w
)−
M,w). Furthermore, for 1M ( n
w
)
,
M2
[
2w(n − w)
n
− (n,M,w)
]
=
(( n
w
)
− M
)2 [2w(n − w)
n
− (n,
( n
w
)
− M,w)
]
. (37)
Remark 1. Theorems 1, 2 and Corollary 1 are similar in form to their counterparts for binary codes, i.e., [17, (8)],
[11, (1.3)] and [11, (1.4)], respectively.
For 1 in − w + 1, let zi ∈ Vn,w be the vector with the ith and the last w − 1 coordinates being one. Obviously,
d(zi , zj ) = 2 for i = j . For 1Mn − w + 1, denote
C(M) = {z1, z2, . . . , zM}.
It is easy to see that for 1Mn − w + 1,
(n,M,w) = d¯(C(M)) = 2(M − 1)
M
. (38)
Hence, by Corollary 1, we have for 1Mn − w + 1,

(
n,
( n
w
)
− M,w
)
= 2w(n − w)
n
− 2M[w(n − w)M − n(M − 1)]
n
[(
n
w
)− M]2 . (39)
4. A lower bound
In this section, we give a lower bound on d¯(C) for a binary constant weight code C by using Theorem 1. This lower
bound enables us to determine (n,
(
n−1
w−1
)
, w) and (n,
(
n−1
w
)
, w).
First, it follows immediately from Theorem 1 and Lemma 3 that:
Proposition 1. If C is a binary (n,M,w) constant weight code and B1 is defined by (7), then
d¯(C) 2w(n − w)
n
, (40)
where the equality holds if and only if B1 = 0.
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Now we give a lower bound on d¯(C) for a binary constant weight code C by using Theorem 1 and Lemma 4.
Theorem 3. Let C be a binary (n,M,w) constant weight code. Let {Bj }wj=0 be the transform quantities of the distance
distribution of C defined by (7). Then
d¯(C)
[
n −
(
n
w
)
M
]
2w(n − w)
n(n − 1) , (41)
where the equality holds if and only if Bj = 0, j = 2, 3, . . . , w.
Proof. By Lemma 4, we have
B1 =
(
n
w
)
M
− 1 −
w∑
k=2
Bk . (42)
Thus, by Theorem 1, Lemma 3 and (42),
d¯(C) =
(
1 − B1
n − 1
)
2w(n − w)
n
=
[
1 − 1
n − 1
((
n
w
)
M
− 1 −
w∑
k=2
Bk
)]
2w(n − w)
n
=
[
n −
(
n
w
)
M
+
w∑
k=2
Bk
]
2w(n − w)
n(n − 1)

[
n −
(
n
w
)
M
]
2w(n − w)
n(n − 1) (43)
and the equality holds if and only if Bj = 0, j = 2, 3, . . . , w. 
Note that the lower bound (41) is meaningful if and only if M ( n
w
)
/n. Below we show that the lower bound (41)
is tight for some cases. We need the following fact to establish our results.
Proposition 2. Let Vn,w be the set of binary vectors of length n and weight w. Then
d¯(Vn,w) = 2w(n − w)
n
. (44)
Proof. By (1) and (31), we have
d¯(Vn,w) = 1(
n
w
)2 ∑
a∈Vn,w
∑
b∈Vn,w
d(a, b)
= 1(
n
w
)2 ∑
a∈Vn,w
w∑
i=0
2i
(w
i
)(n − w
i
)
= 1( n
w
) w∑
i=0
2i
(w
i
)(n − w
i
)
= 2w(n − w)
n
. 
Now we determine 
(
n,
(
n−1
w−1
)
, w
)
and 
(
n,
(
n−1
w
)
, w
)
by using Theorem 3 and Proposition 2.
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Theorem 4.

(
n,
(
n − 1
w − 1
)
, w
)
= 2(w − 1)(n − w)
n − 1 , (45)

(
n,
(
n − 1
w
)
, w
)
= 2w(n − w − 1)
n − 1 . (46)
Proof. From Theorem 3, we have

(
n,
(
n − 1
w − 1
)
, w
)
 2(w − 1)(n − w)
n − 1 , (47)

(
n,
(
n − 1
w
)
, w
)
 2w(n − w − 1)
n − 1 . (48)
Let
C1 = Vn−1,w−1 × {1}, C2 = Vn−1,w × {0}.
Obviously,
|C1| =
(
n − 1
w − 1
)
, |C2| =
(
n − 1
w
)
.
By Proposition 2, we have

(
n,
(
n − 1
w − 1
)
, w
)
 d¯(C1) = 2(w − 1)(n − w)
n − 1 , (49)

(
n,
(
n − 1
w
)
, w
)
 d¯(C2) = 2w(n − w − 1)
n − 1 . (50)
Hence, (45) and (46) follow from (47)–(50). 
Note that (46) can also be obtained from (45) and Corollary 1 as follows:

(
n,
(
n − 1
w
)
, w
)
= 2w(n − w)
n
−
⎡
⎣
(
n−1
w−1
)
(
n−1
w
)
⎤
⎦
2 [
2w(n − w)
n
− 2(w − 1)(n − w)
n − 1
]
= 2w(n − w)
n
−
(
w
n − w
)2 2(n − w)2
n(n − 1)
= 2w(n − w − 1)
n − 1 .
5. LP approach
In this section, we derive an LP (lower) bound on d¯(C) for a binary constant weight code C. An explicit lower
bound on d¯(C) is obtained by using this LP bound. This explicit lower bound and Corollary 1 enable us to determine

(
n,
(
n−2
w−2
)
, w
)
,
(
n,
(
n−2
w−1
)
, w
)
,
(
n,
(
n
w
)− ( n−2
w−2
)
, w
)
and
(
n,
(
n
w
)− ( n−2
w−1
)
, w
)
. Using this explicit lower
bound and Theorem 2, we give another lower bound on d¯(C) for a binary constant weight code C.
Next, we give an LP bound on d¯(C) for a binary (n,M,w) constant weight code C with M
(
n−1
w−1
)
. From (43),
we know that
d¯(C) =
[
n −
(
n
w
)
M
+
w∑
k=2
Bk
]
2w(n − w)
n(n − 1) . (51)
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It follows from Lemma 2 that
w∑
k=0
BkEi(k)0, i = 1, 2, . . . , w. (52)
By Lemmas 3 and 4, we have
B0 = 1, B1 =
(
n
w
)
M
− 1 −
w∑
k=2
Bk ,
Bk0, k = 1, 2, . . . , w.
Hence, we have
n∑
k=0
BkEi(k) = B0Ei(0) + B1Ei(1) +
w∑
k=2
BkEi(k)
= Ei(0) +
[(
n
w
)
M
− 1 −
w∑
k=2
Bk
]
Ei(1) +
w∑
k=2
BkEi(k)
= Ei(0) +
(
n
w
)
M
Ei(1) − Ei(1) +
w∑
k=2
Bk[Ei(k) − Ei(1)]. (53)
Thus, by (52) and (53),
w∑
k=2
Bk[Ei(1) − Ei(k)]Ei(0) +
(
n
w
)
M
Ei(1) − Ei(1), i = 1, 2, . . . , w. (54)
Consider the following LP problem:
(I) Choose the real variables y2, y3, . . . , yw so as to
(n,M,w) = minimize
w∑
k=2
yk
subject to the inequalities
yk0, k = 2, 3, . . . , w,
w∑
k=2
yk[Ei(1) − Ei(k)]Ei(0) +
(
n
w
)
M
Ei(1) − Ei(1), i = 1, 2, . . . , w.
Note that if M
(
n−1
w−1
)
, then by (22) and (23),
1 +
(
n
w
)
M
Ei(1)
Ei(0)
− Ei(1)
Ei(0)
= 1 +
[
1 − in
w(n − w)
][( n
w
)
M
− 1
]
1 +
[
1 − wn
w(n − w)
][( n
w
)
M
− 1
]
= 1 − w
n − w
[(
n
w
)
M
− 1
]
1 − w
n − w
⎡
⎣ ( nw )(
n−1
w−1
) − 1
⎤
⎦
= 0.
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Since Ei(0) =
(
w
i
) (
n−w
i
)
> 0, we have if M
(
n−1
w−1
)
,
Ei(0) +
(
n
w
)
M
Ei(1) − Ei(1)0, i = 1, 2, . . . , w.
This implies that (n,M,w) = 0 by choosing the optimal solution y2 = y3 = · · · = yw = 0. Hence, here we only
consider the case M
(
n−1
w−1
)
. By (51), we obtain an LP bound on d¯(C) with M
(
n−1
w−1
)
as follows:
d¯(C)
[
n −
(
n
w
)
M
+ (n,M,w)
]
2w(n − w)
n(n − 1) . (55)
The dual problem of (I) is given as follows (see [15, Section 4 of Chapter 17]).
(II) Choose the real variables x1, x2, . . . , xw so as to
(n,M,w) = maximize
w∑
i=1
[
Ei(1) −
(
n
w
)
M
Ei(1) − Ei(0)
]
xi
subject to the inequalities
xi0, i = 1, 2, . . . , w,
w∑
i=1
xi[Ei(1) − Ei(k)] − 1, k = 2, 3, . . . , w.
It is not difficult to see that
x1 = x2 = · · · = xw−1 = 0, xw = [Ew(2) − Ew(1)]−1
is a feasible solution of the LP problem (II). Here we only need to check
Ew(1) − Ew(k)
Ew(2) − Ew(1) − 1, k = 2, 3, . . . , w. (56)
From (21), we know that Ew(k) = (−1)k
(
n−w−k
w−k
)
. Hence, Ew(2) − Ew(1)0. Therefore, (56) follows from the fact
that
(
n−w−k
w−k
)
is decreasing on k when wn/2. This implies that
(n,M,w)
Ew(1) − (
n
w )
M
Ew(1) − Ew(0)
Ew(2) − Ew(1)
=
−
(
n−w−1
w−1
)
+ (
n
w )
M
(
n−w−1
w−1
)
− (n−w
w
)
(
n−w−2
w−2
)
+
(
n−w−1
w−1
)
=
[(
n
w
)
M
− n
w
]
(n − w − 1)
n − 2 . (57)
Therefore, it follows from (55) that
d¯(C)
[
n −
(
n
w
)
M
+
((
n
w
)
M
− n
w
)
(n − w − 1)
n − 2
]
2w(n − w)
n(n − 1)
=
[
n(n − 1)(w − 1)
w(n − 2) −
(
n
w
)
(w − 1)
M(n − 2)
]
2w(n − w)
n(n − 1)
=
[
n(n − 1)
w
−
(
n
w
)
M
]
2w(w − 1)(n − w)
n(n − 1)(n − 2) .
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Theorem 5. Let C be a binary (n,M,w) constant weight code with wn/2 and M
(
n−1
w−1
)
. Then
d¯(C)
[
n(n − 1)
w
−
(
n
w
)
M
]
2w(w − 1)(n − w)
n(n − 1)(n − 2) . (58)
Note that the lower bound (58) is meaningful if and only if M
(
n−1
w−1
)
/(n − 1). Below we show that the lower
bound (58) is tight for some cases.
Theorem 6.

(
n,
(
n − 2
w − 2
)
, w
)
= 2(w − 2)(n − w)
n − 2 , (59)

(
n,
(
n − 2
w − 1
)
, w
)
= 2(w − 1)(n − w − 1)
n − 2 , (60)

(
n,
( n
w
)
−
(
n − 2
w − 2
)
, w
)
= 2w(n − w)
n
[
1 − 2w(w − 1)
2
(n − 2)(n − w)(n + w − 1)2
]
, (61)

(
n,
( n
w
)
−
(
n − 2
w − 1
)
, w
)
= 2w(n − w)
n
[
1 − w(n − w)[n(n − 1) − 2w(n − w)]
(n − 2)[n(n − 1) − w(n − w)]2
]
. (62)
Proof. From Theorem 5, we have

(
n,
(
n − 2
w − 2
)
, w
)
 2(w − 2)(n − w)
n − 2 , (63)

(
n,
(
n − 2
w − 1
)
, w
)
 2(w − 1)(n − w − 1)
n − 2 . (64)
Let
C3 = Vn−2,w−2 × {11}, C4 = Vn−2,w−1 × {01}.
Obviously,
|C3| =
(
n − 2
w − 2
)
, |C4| =
(
n − 2
w − 1
)
.
Hence, by Proposition 2, we have

(
n,
(
n − 2
w − 2
)
, w
)
 d¯(C3) = 2(w − 2)(n − w)
n − 2 , (65)

(
n,
(
n − 2
w − 1
)
, w
)
 d¯(C4) = 2(w − 1)(n − w − 1)
n − 2 . (66)
Thus, (59) and (60) follow from (63)–(66). Finally, (61) and (62) follow from (59), (60) and Corollary 1. 
Using Theorems 2 and 5, we give another lower bound on d¯(C) for a binary constant weight code C.
Theorem 7. Let C be a binary (n,M,w) constant weight code with wn/2 and M
(
n−1
w
)
. Then
d¯(C) 2(w − 1)(n − w)
n − 2 −
(
n
w
)
M
2w(w − 1)(n − w)
n(n − 1)(n − 2) +
(
n
w
)
M
[
2 −
(
n
w
)
M
]
2(n − w − 1)(n − w)2
n(n − 1)(n − 2) . (67)
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Proof. Let C∗ =Vn,w\C. Then C∗ is a binary
(
n,
(
n
w
)− M,w) constant weight code. Since M (n−1
w
)
, then
(
n
w
)−
M
(
n−1
w−1
)
. Therefore, by Theorem 5,
d¯(C∗)
[
n(n − 1)
w
−
(
n
w
)
(
n
w
)− M
]
2w(w − 1)(n − w)
n(n − 1)(n − 2) . (68)
It follows from Theorem 2 that
d¯(C) = 2w(n − w)
n
⎡
⎣1 −
((
n
w
)
M
− 1
)2⎤⎦+
((
n
w
)
M
− 1
)2
d¯(C∗)
=
(
n
w
)
M
[
2 −
(
n
w
)
M
]
2w(n − w)
n
+
((
n
w
)
M
− 1
)2
d¯(C∗). (69)
By (68), we have
((
n
w
)
M
− 1
)2
d¯(C∗)

((
n
w
)
M
− 1
)2
2(w − 1)(n − w)
n − 2 −
(
n
w
)
M
((
n
w
)
M
− 1
)
2w(w − 1)(n − w)
n(n − 1)(n − 2)
= 2(w − 1)(n − w)
n − 2 −
(
n
w
)
M
[
2 −
(
n
w
)
M
]
2(w − 1)(n − w)
n − 2
+
(
n
w
)
M
[
2 −
(
n
w
)
M
]
2w(w − 1)(n − w)
n(n − 1)(n − 2) −
(
n
w
)
M
2w(w − 1)(n − w)
n(n − 1)(n − 2)
= 2(w − 1)(n − w)
n − 2 −
(
n
w
)
M
2w(w − 1)(n − w)
n(n − 1)(n − 2) +
(
n
w
)
M
[
2 −
(
n
w
)
M
]
2(w − 1)(n − w)[w + n − n2]
n(n − 1)(n − 2) . (70)
Hence, (67) follows from (69) and (70). 
It follows from Theorem 6 that the lower bound (67) is tight for
M =
( n
w
)
−
(
n − 2
w − 2
)
,
( n
w
)
−
(
n − 2
w − 1
)
.
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