Introduction
On several real world problems the scale is so smaller than Ω that even with very heavy computer efforts it is impossible to take h < , h being the scale (mesh-size) of the discrete method used to approximate the solution of
where the matrix a(y) = (a ij (y)) is symmetric positive definite, whose entries are periodic functions of y with periodic cell Y . More specifically we assume a ij ∈ C 1,β ( 2 ), β > 0. It is also assumed that there exists positive constants γ a and β a such that γ a ξ 2 ≤ a ij (y)ξ i ξ j ≤ β a ξ 2 for all ξ ∈ 2 and y ∈ Y . Recently new numerical methods have been proposed for approximating the solution u with meshes sizes h > (or h >> ) but capturing the oscillations presented by the the solution u ; see for example [HW97,EHW00,SM02,EE03,S03, AB04, ] . In [VS05a] we developed a numerical scheme for this problem for the case the domain Ω is rectangular, and quasi-optimal error rate estimates were obtained. That method, opposed to the methods [HW97,EHW00,S03] is strongly based on asymptotic expansions of u . We construct a first order asymptotic expansion for u , and then we numerically approximate each term separately.
In this paper, we modify the method in [VS05a] for the case where Ω is a convex polygonal regional with rational normals. In this case, a better treatment for the normal derivative of u 0 is required. We propose an approximation based on hybrid finite element for the flux and we obtain optimal error rate estimates for the L 2 norm and H 1 broken semi-norm.
Notation
We assume that Y = 
Theoretical Approximation

The Asymptotic Expansion
The solution u can be approximated by an asymptotic expansion. This approximation can be found using equation (1) and the ansatz
where the functions u j (x, y) are Y periodic in y. These terms are defined below; for more details see [BLP80, OSY92, MV97] . Let χ j be the Y periodic solution with zero average on Y of
We have that χ j ∈ C 2,β ( 2 ) when a ij ∈ C 1,β ( 2 ). Define the matrix:
It is easy to see that the matrix A is symmetric positive definite. Define
and let u 1 (x,
∂xj (x). Note that u 0 + u 1 does not satisfy the zero Dirichlet boundary condition on ∂Ω. In order to correct this, the boundary corrector term θ ∈ H 1 (Ω) is introduced as the solution of
Therefore we obtain u 0 + u 1 + θ ∈ H 1 0 (Ω).
Boundary Corrector Approximation
Note that the coefficients a ij (x/ ) and the boundary values −u 1 (x, x ) of the Equation (5) are highly oscillatory, hence it is not a trivial problem to obtain a good discretization for θ . We propose an analytical approximation for θ , denoted by φ that satisfies the oscillating boundary condition and is more suitable for numerical approximation.
Note
We then decompose θ =θ +θ where
and
where χ * | Γ k = χ * k are properly chosen constants . In Remark 1 we show that the problems (6) and (7) are well posed. The approximation φ for θ is defined later asφ +φ , whereφ ≈θ andφ ≈θ .
Next we define constants χ * k for which the approximationφ decays exponentially to zero away from the boundary and is suitable for numerical approximation.
Let τ k = (η k ) ⊥ be the π/2 rotation counterclockwise of η k . We introduce the following normal and tangential coordinate system
We observe that a function periodic in y with period 1 is periodic in y with period
Let
It can be shown [MV97] that v k decays exponentially to zero for
We note by Remark 1 that (u 1 (x,
Thus we can splitθ = k∈{1,...,N }θ k , where
We approximateθ k byφ k given bỹ
In order to simplify the definition of the function ϕ k (x) let us assume Γ k = {x ∈ 2 ; x 1 = 0, 0 ≤ x 2 ≤ c} and that x + 1 is the inner normal direction. Let Γ k−1 ,Γ k+1 be the edges with vertices at the point (0, c), (0, 0) respectively and let α k > 0 and α k+1 < 0 be the angles between x 1 axis and Γ k−1 and Γ k+1 respectively. Then we define
Henceφ = k∈{1,...,N }φ k approximateθ , andφ =θ on the boundary of Ω.
The boundary condition imposed on Equation (7) does not depend on . An effective approximation forθ is given byφ ∈ H 1 (Ω) the solution of
We define our theoretical approximation for u as u 0 + u 1 + φ , where φ = φ +φ. Note that φ | ∂Ω = θ | ∂Ω , therefore u 0 + u 1 + φ = 0 on ∂Ω. In [VS05b] we prove the following error bounds Theorem 1. Assume that a ij ∈ C 1,β ( 2 ) and u 0 ∈ H 2 (Ω), (u 0 ∈ H 3 (Ω)). Then there exists a constant c, such that
Remark 1. Since u 0 satisfies zero Dirichlet boundary condition on ∂Ω and u 0 ∈ H 2 (Ω), we have
Note also that u 1 (x,
Finite Element Approximation
We now describe how to numerically approximate the terms u 0 , u 1 ,φ andφ.
• Solve the cell problem (2) with a second order accurate conforming finite element in a partition Tĥ(Y ). Call these solutions χ ĵ h .
•
• Let V h (Ω) be a conforming second order accurate finite element in a mesh
• Define u
∂xj (x). Note that this leads to a nonconforming approximation for u 1 in the partition T h (Ω).
• Let p be a positive integer and
Let vĥ ,p k be a numerical approximation ofṽ k using a second order accurate conforming finite element on a mesh Tĥ(G p e ).
• Define
h (Ω) be the extension by zero of g to Ω.
• Observe that in Equation.
(9) the term
Since the functions v k − χ * k decays exponentially to zero in the −η k direction its is natural to consider the following approximatioñ
• Letφ h,ĥ,p be a second order accurate finite element approximation in a mesh of size h for the following equation
Remark 2. By construction µ h,ĥ = 0 at the corners of Ω, therefore χ * µ h,ĥ ∈ H 1/2 (∂Ω). This implies that Eq. (11) is well posed. In addition χ * µ h,ĥ ∈ V h | ∂Ω hence we can look for a numerical solution of Eq.(11) at V h .
• Approximate θ by θ h,ĥ,p := φ r,h,ĥ,p + θ * ,h,ĥ,p and finally construct the numerical solution for Eq.
(
Error Analysis
When p → ∞ andĥ → 0 we prove in [VS05b] the following estimates.
. Then there exists a constant c, such that
Numerical Experiments
In this section, we present some numerical results for solving our model problem with
f (x) = −1 and u = 0 on ∂Ω.
We compare the solution obtained by our method with the solution obtained by a second order accurate finite element method in a fine mesh of size h f , which we call u * . Tables 1 provide absolute Table 2 . norm and semi norm H 1 respectively. We observe that when we fix h and decrease the errors almost do not change. This is an evidence that in this case the dominant error term is O(h). Also looking the diagonal values in these tables we see clearly that the numerical error agrees with the theoretical rates from Theorem 2. Table 2 shows the improvement obtained in the final approximation by considering the numerical approximation for the boundary corrector. We observe a better improvement on the · 0 norm rather then on | · | 1,h semi norm. The reason for this is thatφ is obtained through the homogenized equation associated to Problem (7), therefore it is a good approximation for θ on L 2 (Ω) norm but not on | · | 1 semi norm. The termφ is defined in a thin boundary layer that mostly force the approximation to satisfies the zero Dirichlet boundary condition.
Conclusions
We propose a new method for approximating numerically the solution of Equation (1). This method is strongly based on periodicity of the coefficients a ij , and for this reason it has relative low computational cost with optimal error convergence rate.
