We make use of the Beylkin-Coifman-Rokhlin wavelet decomposition algorithm on the CalderonZygmund kernel to obtain some fine estimates on the operator and prove the T(\) theorem on Besov and Triebel-Lizorkin spaces. This extends previous results of Frazier et at., and Han and Hofmann.
Introduction
In recent years, there has been significant progress on the problem of boundedness of generalized Calderon-Zygmund operators on various function spaces. The operators in question can be described as follows. Let K(x, y) be a continuous function defined on (K" x W)\[x = y} and let T : 9 -> 9' be the linear operator associated with the kernel K(x, y), that is, It is customary to assume that K(x, y) satisfies the following pointwise conditions:
\K(x,y)\< C\x -y\-", and 
I(7V, f)\ < t n (\\<p\\ o)-
Later, Meyer [11] improved the theorem by replacing the pointwise assumption with the following integral assumption on K(x, y):
(1.1') ( The 7(1) theorem has also been considered by Lemarie on the Besov spaces [10] , Frazier et al on the Triebel-Lizorkin spaces [7] , and Han and Hofmann on both classes of spaces [8] . The definitions of such spaces can be stated as follows (see [13] ) : Let y(W) be the space of tempered test functions. Let cp € y{W) with supp<£ c {£ € R" : 1/2 < |£| < 2} and \$(£)\ > c > 0 for 3/5 < |£| < 5/3; put <p } 
1.2') s u p / (\K(x,y)\ + \K(y,x)\)dy<C, and
For a 6 R and 0 < p, q < oo, the Besov spaces Bpq is the collection of all / e y'/& (the tempered distributions modulo polynomials) satisfying
q being the collection of
The Triebel-Lizorkin space is defined analogously, a l l / 6 y/&> such that
In this paper, we will prove the following two theorems: THEOREM 1.1. Suppose T satisfies the WBP (1.3), the kernel K(x,y) satisfies (i) (1.1') and (1.2'). / / 7(1) = 7*(1) = 0, then T is bounded on B°p", 1 < p, q < OO.
(ii) (1.1') and XX 0 2* a B(Jfc) < oo. / / 7(1) = 0, then T is bounded on B a p ", 0 < a < 1 and 1 < p, q < oo. THEOREM 1.2. Suppose T satisfies the WBP (1.3), the kernel K(x, y) satisfies
We remark that the two theorems extend the results of Han and Hofmann [8] ; they need to assume that B(k) < C2~k e for 0 < a < e in both theorems. For -1 < a < 0, 
B(k) < oo. By the interpolation theorem, a direct application of the theorem yields the following result, which is stronger than the corresponding case stated in (i). 
The main tool used in proving the theorems is wavelets, initiated in [2] and [5J. This is quite different from the approaches in [7, 8, 10, 11] . The proof of Theorem 1.1 depends on the Beylkin-Coifman-Rohklin wavelet decomposition of the operator 7. For Theorem 1.2, we first prove the boundedness of 7 on F"' q using an atomic decomposition on this space. This, together with an interpolation on
, yields the boundedness of 7 for the other case.
The paper is organized as follows. In Section 2 we will give some preliminaries on wavelets and the BCR decomposition of 7. We also set up the proof in terms of wavelet terminology. The 7(1) theorem on the Besov spaces is proved in Section 3 and on the Triebel-Lizorkin spaces in Section 4.
Preliminaries
For simplicity, we only consider the one dimensional case. The higher dimensional case is similar.
Let us recall the concept of multiresolution analysis in L 2 (R) [12] : it is an in- The above <p is called a scaling function. Note that by adjusting a normalization constant, X^t^C* -k) = 1 for all x e K [3] . For each _/ € Z, we define
The sequence {(pjk}kez forms an orthonormal basis for Vj. From <p we can construct a wavelet function i/r. Then {Vo*}itez forms an orthonormal basis for VV,, the orthogonal complement to Vj inside V i+ \, that is, Vj+i = Vj• © VV,. It follows that {Vo-*}y,tez is a n orthonormal basis for L 2 (K).
In this paper, we assume that the wavelets are compactly supported, say suppip, suppi/^ c [0, M) for some integer M. Also we assume that they have the desirable degree of smoothness whenever needed. We need the following characterizations of the Besov and Triebel-Lizorkin spaces [6, 12] . Wavelet decomposition of Calderon-Zygmund operators 33
Coifman and Rokhlin give a decomposition of T in terms of Pj and Qj:
The corresponding distribution kernel is
It is easy to show that By using this, it suffices to prove the inequality for 2 m > M. 
T(l) Theorem on Besov spaces
In view of Proposition 2.2 and Proposition 2.3, we will prove the following theorem in terms of the BCR-coefficients, which implies Theorem 1.1. Let us rewrite
We will first consider the term T (2) . Its distributional kernel is 
£*-
We claim that By the estimates of |I| and |II| we conclude that 7 <2) is a bounded operator on B^-q , I < p,q < oo,Q < a < \ with the operator norm as specified.
• LEMMA 3.3. Under the hypothesis of Theorem 3.1, let 1 < p, q < oo, 0 < a < 1.
Then T (i) is a bounded operator on B" q .
PROOF. We can write , k, I) = 0). For the case 0 < a < 1, we have not assumed that ]T^ a(j ,k,l) = 0 and we need to modify the proof by separating out the diagonal term (as in (3.2)):
By using the same argument as in Lemma 3. 
T(l) Theorem on Triebel-Lizorkin spaces
In view of Proposition 2.2 and Proposition 2.3, we will prove the following theorem in terms of the BCR-coefficients, which implies Theorem 1.2. (') '/T,~=o( m + D^'Mdn) < oo, and £*«(/.*./) = EtW>kJ) = 0, then T is a bounded operator on F°q, 1 < p, q < oo.
(ii) / / ]Tr=o 2°"M(m) < oo and £ , b{j,k, 1) = 0 for any j,k e I, then T is bounded on F^q, 0 < a < 1, 1 < p, q < oo.
We will first prove the theorem for F"' q , then apply an interpolation theorem on F\ q and F^-q {= B^q), and a duality argument to conclude the theorem. We need the following notion of atom which can be found in [9] .
DEFINITION. Let a(x) = J2jk a U^)^jk(x) be a locally integrable function. We  say that a(x) is an (a, 1, q) Since B" A = F" A C F" q , 1 < q < oo, it follows that there exists a constant C such that ||/ || f"-i < C||/ ||^«.i. Using Proposition 2.1 and the Holder inequality, we obtain
To estimate ||a 2 ||F"-', we first observe that the condition 0 < k' < 2 
E«f- 
< I
C{m where C is independent of m, 5, n. It follows that 7 ( 2 ) is bounded on F,"' 9 . Similarly as in Lemma 3.3, and Lemma 3.4, we can show that both 7 ( 1 ) and 7 ( 3 ) are also bounded operators on F"' q . Hence, we have proved that 7 is bounded on F"' q ', and where 0 < a < 1, 1 < < 7 < O O . Since 7 is bounded on B^q{= F" q ), the interpolation theorem [13] implies that 7
is bounded on F aq , 0 <a < 1,1 < p < q. Similarly as in the proof of Theorem 3.1 F and Theorem 4.1, we can show, by interchanging the role of 7(1) and 7*(1), that 7 is bounded on both F" q and F"' q with -l < a < 0 , l < g < o o . Again, applying F the interpolation theorem and the duality, 7 is bounded on F^q, 0 < a < \, p > q. This finishes the proof of Theorem 4.1.
• PROOF OF COROLLARY 1.3. With the above notation, we have ( 3 ) are bounded operators on U\ so is 7 . This completes the proof of Corollary 1.3.
•
