Abstract-This paper presents a new approach to integrate and enhance registered multi-frame images with varied focuses simultaneously. The objective is to combine the information of multiple images from the same scene and then generate an image that is more suitable for human and machine perception or further image-processing tasks than its original sources. To enhance the integrated image, Smoothing Filter-based Intensity Modulation (SFIM) is first applied to multi-frame images with different focus points. Then the non-orthogonal wavelet decomposition based on contrast measure is used for extracting the details. Finally, the generated image is reconstructed by utilizing the inverse non-orthogonal wavelet transform. Experimental results demonstrate that the proposed approach can create a representation for the obtained scene with more details. Furthermore, this approach can achieve better performance than standard methods of discrete cosine transform (DCT), discrete wavelet transform (DWT), morphological wavelet transform (MWT), and Laplacian Pyramid.
I. INTRODUCTION
Due to the limited depth-of-field of optical lenses, it is hard to obtain one single image with all objects in focus. One way to cope with this problem is to extend the depth of focus by using image fusion techniques. Then several images with different focal points can be combined into a single image which contains all the regions fully focused. Thus, a better view can be obtained for human visual perception. There are numerous different potential applications. For instance, an optical microscope is used to observe a sharp image object located on the focal plane. However, it is difficult to get an image with all the important perceived information inside the view-field of the microscope. Instead, we may obtain some source images focusing on different objects (i.e., multi-focus images) and then integrate them into one clear image. This technique is also important for the panoramic camera where a panorama image is an assembled collection of numerous overlapping images, as opposed to one by continuous exposure approach. Before image integration, image registration is an essential step. In this paper, the source images are assumed to have already been registered and image integration can be performed by image fusion approaches. In recent years, image fusion has become an important and useful tool for remote sensing imagery, medical imaging, quality control, forensic science, and robotic vision [1, 2, 5-8, 10-15, 22-24] . Liu [2] proposed the technique of Smoothing Filterbased Intensity Modulation (SFIM) for the sharpening of multispectral (MS) data in remote sensing by means of another image with higher spatial resolution. This method can improve the spatial details without altering its spectral properties and contrast. Since SFIM has achieved promising performance for remote sensing imagery, in this work, it is adopted to enhance the details of input images from one sensor on different focus points. Essential issues for image fusion and multi-focus image fusion have been investigated and discussed in [5, [11] [12] [13] 23] .
Multiscale decomposition of source images has been conducted for image fusion in [6-8, 10-11, 13-15, 24] . Features of the fused image are obtained from the coefficients at successive levels of each input image. Multiscale decomposition schemes can be divided into two categories: discrete wavelet transform (DWT) schemes and pyramid structures such as Gaussian, Laplacian, gradient, morphological, and the ratio of lowpass ratio. For DWT schemes, the coefficients of the fused image are chosen from input images while the average values of approximate coefficients are from the highest transform scale and each transform scale provides a larger value of detail coefficients. However, since DWT is implemented for images with sizes in the power of two, it is not possible to integrate multi-frame images with different sizes. Furthermore, the dominant features in the image can not be easily distinguished [7] . On the other hand, using the discrete non-orthogonal wavelet decomposition can eliminate these drawbacks. Therefore, when a significant feature appears at a given level, it should also appear at the following successive levels.
However, this case is not applicable for a non-significant feature such as the noise. Chibani et al. [7] has demonstrated the superiority of the non-orthogonal wavelet decomposition for feature extraction over the standard orthogonal wavelet decomposition for image fusion. Motivated by this observation, the discrete nonorthogonal wavelet is considered in this work.
The coefficient selection rule is an important issue for image integration that can affect the quality of the generated image. Tang [5] and Pu et al. [6] have developed individual selection rules based on contrast measures in the discrete cosine transform domain (CB-DCT) and the discrete wavelet domain (CB-DWT), respectively. Both of them used the fact that the human visual system is sensitive to the local contrast. To improve those approaches, a modified contrast measure is adopted as the selection rule hereafter. To evaluate the performance of the integrated image, the spatial activity (SA), Noise Immune Wavelet Based Sharpness Metric (NIWBS), and the Complex Wavelet Structural Similarity (CW-SSIM) index [15, 16, 21] are adopted as the quantitative metrics.
II. PRELIMINARIES

A. Intensity Modulation
In the field of remote sensing imagery, the approach of intensity modulation [1, 2] is a ratio fusion technique in which the fused image is produced from the product of the topography and the texture with respect to the high resolution image and the low resolution image. To deal with the spectral matching problem, SFIM technique [2] only injects the high-resolution spatial details into each MS band such that the spectral matching problem is nonexistent, where the MS is the multispectral bands with red, green, blue, and near infrared. SFIM method can be rewritten by averaged by a n n × sliding window for 3 n ≥ , and ( , ) i x y A is a pixel of an input image from one of MS bands.
Since high
I
is not available in the case of multi-frame images where different focus points are needed, the intuitive way is to construct a simulated high I image from source images. Thus, here, the SFIM technique is used to generate a simulated image with enhanced details of source images. The construction details for high I are described in Section 3.
B. Non-orthogonal Wavelet Decomposition
For multi-frame images with different focus points, DWT-based fusion algorithms will generate the block effects on the integrated image [11, 23] . On the other side, since the discrete non-orthogonal wavelet decomposition is over-complete frame expansion, some of its properties are better than those of DWT in image fusion [7] . The discrete non-orthogonal wavelet decomposition can be implemented by using the à trous algorithm [18, 19] that can separate low-frequency information (approximation) from high-frequency information (details). The separation needs to use a low-pass filter ( ) f n , associated with the scale function ( ) x φ , to obtain the successive approximation of a 1D signal through scales represented by 
where ( ) j w x denotes the specific difference and more detailed results are derived in [7, 19] . A B-spline function is often used for the characterization of the scale function. The selection of the corresponding filter ( ) f n can be found in [17, 18] . The original signal ( ) . Since a single detail plane is generated at each scale by calculating the difference of two successive approximations without decimation, approximation and detail planes provide the same dimensions as the original image. Equation (4) shows that the original signal can be decomposed by the set of wavelet coefficient planes and each plane represents a specific feature. The 2D decomposition can be obtained by successive 1D processing steps along the rows and columns of an image. Here, we use the non-orthogonal wavelet decomposition to extract details.
C. Quality Metrics
The image integration results are usually evaluated either subjectively (with human assessment) or objectively (with quantitative metrics) [15, 16, 21] . Herein, we mainly focus on quantitative metrics of SA, NIWBS, and CW-SSIM index.
The spatial activity (SA) [15] is adopted to assess the overall activity level of an image. SA is defined by , SA RF CF MDF SDF = + + + (5) where RF, CF, MDF, and SDF represent the row frequency, the column frequency, the main diagonal frequency, and the secondary diagonal frequency, respectively. They are denoted by where M and N are the row and column size of the image, respectively. The row index of a pixel is denoted by x and the column index of a pixel is represented by y. By considering Equations (6)- (9), an image with a higher SA value provides a relatively sharper image than that with a lower SA value because those images are in the same scene and have the same illumination. Thus, SA can be employed as sharpness metric under the no-noise condition.
Ferzli et al. [16] proposed a robust sharpness metric for noisy images and exploited the fact that the amplitude of the wavelet transform modulus maxima of an edge increases with a scale keeping positive Lipschitz while noise singularities decrease with a scale having negative Lipschitz. Their proposed no-reference noise immune wavelet based sharpness (NIWBS) metric method is rewritten as follows. 1) Compute the discrete dyadic wavelet transform (DDWT) of the image. After applying the DDWT to the noisy image, two detailed-subband images and one low frequency subband image, are obtained at each scale. The DDWT can be implemented by using a filter bank. The coefficients used for the lowpass filter are {0.125, 0.375, 0.375, 0.125} and {-2, 2} for the highpass one. 2) Stop after a 3-level DDWT decomposition; the frequency spectrum reflects the edge content of the image rather than the noise. 3) Compute the perceptual blur metric over the absolute value of the vertical band and horizontal band respectively. 4) The sharpness metric is the average of the vertical and horizontal perceptual blur metrics computed in step 3. Blur metric introduced by Marziliano et al. [27] is used to measure the spread of the edges. This algorithm calculates the number of edges with each width. Then all of the edge widths are summed up and divided by the number of edges. Thus, blur metric is defined by the average of edge width per edge. Since the NIWBS metric can perform well for noisy images without the need to estimate or reduce the amount of noise, the NIWBS metric is also adopted as one index for sharpness evaluation. Note that the sharper the image, the lower value the metric is. From the NIWBS values of Fig. 1 , it shows that a sharper image can be better distinguished from noisy images.
The structural similarity metric (SSIM) was first introduced by Wang et al. [20] for predicting human preferences in evaluating image quality. SSIM takes the local structure and variation of a pixel into consideration.
It compares structural information, independent of the mean intensity and contrast of the images. SSIM operates in the spatial domain and has been shown to provide good predictions of perceptual image quality for a variety of image distortions [20] . SSIM was then extended to the complex wavelet domain resulting in the complex wavelet structural similarity metric (CW-SSIM) [21] . CW-SSIM adopts the phase information from coefficients of the complex wavelet domain based on that the structural information of image features mostly contained in the relative phase patterns of wavelet coefficients [21] . To compute the CW-SSIM metric for two images, their complex wavelet transforms are first computed. Let 
The first component is determined by the magnitudes of the coefficients and the maximum value 1 is obtained if and only if c is a constant for all i's. A higher CW-SSIM value represents the higher similarity between the integrated image and the reference image. In other words, the higher quality the image, the higher the metric is.
However, the reference image is not always provided (i.e., No-Reference, NR). Thus, the weighted method (WCW-SSIM) is employed [15, 20, 24] for NR case. 
III. PROPOSED IMAGE INTEGRATION METHOD
As a powerful analytical tool, wavelet-based methods have been developed for signal and image processing. Based on multi-resolution analysis, the wavelet transform decomposes the image orthogonally. The image is decomposed into a set of wavelet bases to avoid information redundancy at each level of resolution. The non-orthogonal wavelet decomposition is an alternative method developed for image fusion in remote sensing imagery [7] . Although the non-orthogonal wavelet decomposition is redundant, the advantage is to analyze the image pixel-by-pixel at successive levels without affecting the characterization of features corresponding to an over-complete representation. Furthermore, when compared to the continuous wavelet transform, nonorthogonal wavelet decomposition is a discrete approximation by maintaining a uniform sampling rate in the spatial domain [25] . Also, the non-orthogonal wavelet decomposition is shift invariant with some properties that are superior to DWT in image fusion as described in the Introduction and Section II-B.
An illumination correction is required before applying the proposed approach together with the processes of image registration. In this paper, we assume that those two processes are the preprocessing tasks. Then we can integrate multi-frame images into one enhanced image. Since SFIM can enhance blurred areas and preserve information in sharp areas, here, SFIM is adopted for image enhancement. Then the non-orthogonal wavelet decomposition based on the contrast measure is used as a selection rule to integrate input images in this work. To get a brief view of the proposed approach, the schematic diagram is shown in Fig 2. The reconstruction approach consists of the following three steps: 1) Generate the enhanced source images by SFIM. Let . The image with a larger weighting value contains more texture than that with a lower weighting value for multi-frame images with different focus points. In Equation (1) A are in the same scene and illumination [2] . Since the multi-frame images with different focus points are in the same scene and illumination, this situation fulfills the requirement of Equation (1). Furthermore, due to the fact that the image high I does not exist for multi-frame images with different focus points, we need to generate the image with more texture information, denoted by mt I . An example is shown in Fig. 3(c) . The image mt I can be analogically generated by The corresponding examples are shown in Fig. 3 (e) and 3(f) . ′ A Since the human visual system is sensitive to local contrast that is a function of spatial activity, the spatial activity of image should be added into the definition of local contrast [4] . The specific description of local contrast can be found in [4] . Furthermore, the details and the approximation represent the high frequency and the low frequency components in an image, respectively. An image with objects in focus has more details and the image with objects out-of focus has fewer details. The approximation of the image with objects in focus is similar to the image with objects out-of focus. Hence, the approximation of an image can be regarded as the image background, and the details represent the frequency of an image. Therefore, the ratio of detail to approximation fits with the definition of local contrast and the larger ratio the value, the higher local contrast the image is. Furthermore, a large value of contrast measure represents the existence of a dominant feature and the corresponding coefficient should be retained in the integrated image. The 
IV. EXPERIMENTAL RESULTS
In this section, two experiments are conducted to evaluate the performance of the proposed approach. To compare our approach with other approaches on the same baseline, a reference image is needed and CB-DCT [5] , CB-DWT [6] , MWT [11] , and Laplacian Pyramid [9] schemes are implemented. Furthermore, our approach without SFIM is also executed for comparison, denoted by RWT. The Lena image is used as a reference image in the first experiment, and two filtered versions of the Lena image are used as two simulated multi-frame images by the Gaussian low-pass filter. In the second experiment, the aim is to assess the validity of image enhancement by using different schemes without the reference image. Moreover, four quality metrics of SA (i.e., Equation (5)), NIWBS, CW-SSIM (i.e., Equation (10)), and WCW-SSIM (i.e., Equation (12)) are employed to measure the performance of different methods, where CW-SSIM employs 4 subbands from the second scale in a 2-scale, 4-orientation steerable pyramid transform as in [21, 28] . Overall similarity of the two images is estimated using the average of the local CW-SSIM measures in 4 subbands. While considering the NR case, a variancebased weighting function defined in Equation (12) is used. Since the prior knowledge about the importance of different regions (i.e. ROIs) in the image is available and such an importance map can be converted into a weighting function, different weighting values can thus be assigned where the weighting function here is determined only by the variance of ROIs. SA and NIWBS are not similarity metrics but are sharpness metrics as described in Section II-C. On the other hand, CW-SSIM is a metric for evaluating similarity between the integrated image and the reference image.
The execution of SFIM is O(4N) time where N is the data size. The complexity of DCT-based approach and wavelet-based method are O(N logN) and O(N), respectively, where N is the data size. Although the wavelet-based method is generally performed multi-level decomposition, the decomposed level is a fixed number, i.e., a constant. Furthermore, the complexity of Laplacian Pyramid is also O(N). Thus, all of the methods are O(N) time except for the DCT-based approach.
A. Performance Evaluation of Different Approaches
The images used in this experiment are produced from a reference 'Lena' image R I with the size of 512 512 × pixels as shown in Fig. 4(a) . The Lena image is blurred by a 11 11
×
Gaussian low-pass filter to generate two simulated input images. The Lena image is divided into sixteen blocks where eight blocks are then randomly selected and blurred. The resulting image is used as one of the input images, denoted by A I , as shown in Fig. 4(b) . Alternatively, the other eight blocks are blurred and the generated image is treated as the input image B I , as shown in Fig. 4(c) . The images individually integrated by CB-DCT, CB-DWT, MWT, Laplacian Pyramid, and RWT are illustrated as Fig. 4(d)-(h) , respectively. The integrated image by our method is shown in Fig. 4(i) . To locally enhance the integrated image, combining SFIM with CB-DCT and CB-DWT (respectively, denoted by CB-DCT+SFIM and CB-DWT+SFIM) are also realized as Fig. 4(j)-(k) . The proposed approach can obtain an integrated image with image enhancement of tassels of a hat as shown in Fig. 4(i) . Also, Table I lists the measured values by two sharpness metrics of SA and NIWBS for the integrated Lena image using different schemes. The results of Table I indicate that the integrated image by our scheme is relative sharper than those of CB-DCT, CB-DWT, Laplacian Pyramid, and RWT schemes.
The CW-SSIM index in Table II is obtained from Equation (10) . According to the measured CW-SSIM index values, the integrated image processed by our approach is less distorted than those done by CB-DCT, CB-DWT, MWT and Laplacian Pyramid methods. Hence, our approach can provide higher similarity than the other methods as shown in Table II . Furthermore, the zoomed ROIs of Figure 4 (d)-(k) are shown in Fig. 5(a)-(h) . The block effects exist at the right brim of Fig. 5(a) -(c) and 5(g)-(h) where this is a common problem for DCT-based and DWT-based algorithms because the image is decomposed by a set of orthogonal bases. Thus, the proposed approach is indeed better than the techniques of CB-DCT, CB-DWT, MWT, and Laplacian Pyramid for multi-frame image integration with image enhancement. Since the integrated images of CB-DWT and MWT are almost the same perceptual quality with quantitative metrics, the integrated image by MWT+SFIM is not tested further in this work. In sharpness comparison, although CB-DCT and CB-DWT enhanced by SFIM can acquire more sharp details, it is due to block effects by over-enhancement as shown in Figure 5 . Also, this case is illustrated as in Figures 7 and 9. Relatively, our approach results in lower sharpness but did not result in over-enhancement. Furthermore, CW-SSIM estimation of the integrated images processed by CB-DCT+SFIM and CB-DWT+SFIM are worse than that of the proposed approach.
B. Effectiveness Assessment for No-Reference Image
In some cases, the details of input images may not be sharp enough even though the objects are on the focal plane. Consequently, all the details in the integrated image can not be clearly seen. Therefore, the integrated image needs to be enhanced by the integration approach simultaneously. In this experiment, two different focus image pairs without a reference image are tested and two clock images with different focal planes are employed as the input images. The image sizes are 512 512 × pixels, and one image is at the right focal plane and the other image is at the left focal plane as shown in Fig. 6 (a) and 6(b). The integrated images obtained from CB-DCT, CB-DWT, MWT, Laplacian Pyramid, and RWT are shown in Fig. 6(c)-(g) . The integrated image produced by the proposed approach is shown in Fig. 6(h) . Two integrated images of CB-DCT+SFIM and CB-DWT+SFIM are displayed as in Fig. 6 (i)-(j). The block effects are quite obvious at the intersection of the straight line, the second hand, and the number 7 as shown in Fig. 7(a)-(c) and Fig.  7(g)-(h) .
The WCW-SSIM quality metric in Table II is obtained from Equation (12) to evaluate the distortion between the input images and the integrated images for different approaches. Since one image is at the right focal plane and the other image is at the left focal plane, one ROI is at the right and the other one ROI is at the left. Also, local WCW-SSIM employs 4 subbands of the second scale in a 2-scale, 4-orientation steerable pyramid transform. The overall similarity between the integrated image and two input images is estimated using the average of the local WCW-SSIM measures in 4 subbands. The results of image quality assessment for the integrated images are also given in Table I and Table II . The WCW-SSIM value achieved by our scheme is close to those done by CB-DCT, CB-DWT, MWT, and Laplacian Pyramid approaches. Two WCW-SSIM values of CB-DCT+SFIM and CB-DWT+SFIM are worse than that of our scheme as shown in Table II because the block effects by overenhancement causes more distortion in the integrated images. Next, two Lab images with different focal planes are employed as the input images in this experiment. The sizes of the input images are 640 480 × pixels, where one input image is focused on the clock and the other image is focused on the student as illustrated in Fig. 8(a) and Fig.  8(b) . The integrated images obtained by CB-DCT, CB-DWT, MWT, Laplacian Pyramid, and RWT are shown in Fig. 8(c)-(g) . Our result is shown in Fig. 8(h) and two integrated images of CB-DCT+SFIM and CB-DWT+SFIM are displayed as in Fig. 8(i)-(j) . Since the student's head in Fig. 8(a) is more blurred and there is a ringing shadow at the top of the head in Fig. 8(b) , there is a ringing around student's head for all of the integrated images. However, there are apparent block effects at the edge of the student's head in the integrated images as shown in Fig 9(a)-(c) and Fig. 9(g)-(h) .
Since one image is focused on the clock and the other image is focused on the student, one ROI is at the clock and the other one ROI is at the student. The results of image quality assessment to the integrated images are given in Table I and Table II . The WCW-SSIM is defined the same as those calculated in the above paragraph from two clock images. Using the same arguments as described in the above paragraph, the proposed approach obtains a better enhanced integrated image than those of CB-DCT, CB-DWT, MWT, and Laplacian Pyramid did.
V. CONCLUSIONS
To provide an image with all objects in focus, a multiframe image integration with image enhancement approach is proposed for different focus points. Since the generated block effects using DCT-based and DWTbased approaches make more distortion in the integrated image, the proposed approach combines the nonorthogonal wavelet decomposition with the intensity modulation introduced in this paper. First, the Smoothing Filter-based Intensity Modulation (SFIM) is adopted to enhance the multi-frame images. Then the nonorthogonal wavelet decomposition and the local contrast measure are used for extracting details. Experimental results using the presented examples reveal that the proposed approach can achieve better performance than standard methods of discrete wavelet transform (DWT), discrete cosine transform (DCT), morphological wavelets (MWT), and Laplacian Pyramid. Furthermore, this scheme can successfully make the integrated image sharp for further applications. In summary, this scheme presents to be an effective multi-frame image integration approach with image enhancement for different focus points. The zoomed details of CB-DCT+SFIM, and (h) The zoomed details of CB-DWT+SFIM .
