To reduce human error and prejudice, many high-stakes decisions have been turned over to machine algorithms. However, recent research suggests that this does not remove discrimination, and can perpetuate harmful stereotypes. While algorithms have been developed to improve fairness, they typically face at least one of three shortcomings: they are not interpretable, their prediction quality deteriorates quickly compared to unbiased equivalents, and they are not easily transferable across models. To address these shortcomings, we propose a geometric method that removes correlations between data and any number of protected variables. Further, we can control the strength of debiasing through an adjustable parameter to address the trade-off between prediction quality and fairness. The resulting features are interpretable and can be used with many popular models, such as linear regression, random forest, and multilayer perceptrons. The resulting predictions are found to be more accurate and fair compared to several state-of-the-art fair AI algorithms across a variety of benchmark datasets. Our work shows that debiasing data is a simple and effective solution toward improving fairness.
INTRODUCTION
Machine learning (ML) models sift through mountains of data to make decisions on matters big and small: e.g., who should be shown a product, hired for a job, or given a home loan. Machine inference can systematize decision processes to take into account orders of magnitude more information, produce accurate decisions, and avoid the common pitfalls of human judgment, such as belief in a just world or selective attention [18] . Moreover, unlike people, machines will never make poor decisions when tired [9] , pressed for time or distracted by other matters [22, 30] .
Recent research suggests, however, that discrimination remains pervasive [1, 6, 10, 26] : for example, a model used to evaluate criminal defendants for recidivism assigned systematically higher risk scores to African Americans than to Caucasians [1] . As a result, reformed African American defendants, who would never commit another crime, were deemed by the model to present a higher risk to society-as much as twice as high [1, 10] -as reformed white defendants, with potentially grave consequences on how they were treated by the justice system.
The emerging field of AI fairness has suggested ways to mitigate harmful model biases [6, 7, 11] , e.g., penalizing unfair inferences [2, 11] , or creating representations that do not strongly depend on protected features [14, 20, 23] . These methods, however, fall short in one or more critical dimensions: interpretability, prediction quality, and generalizability. We define interpretability as the ability to understand how features affect-or bias-a model's predicted outcome. Interpretability is needed to improve transparency and accountability of AI systems. While models must sacrifice prediction quality (as measured by accuracy, mean squared error, or another metric) to improve fairness [27] , the trade-off does not need to be as drastic as what current methods achieve. Finally, we define generalizability as the ability to easily apply fairness algorithms across multiple models and datasets. In contrast, state-of-the-art fairness methods are specialized to linear regressions or random forests [2, 16, 35] . Similarly, methods that create fair latent features for neural networks (NN) [14, 23] cannot be easily applied to improve fairness in non-NN models. These fair AI algorithms were not meant to be generalizable because there does not seem to be adequate meta-algorithms that debias a whole host of ML models. One might naively expect that we can just create a single fair model and apply it to all datasets. The problem is that model performance varies greatly on different datasets. While NNs are critical for, e.g., image recognition [8] , other methods perform better for small data [25] , especially when the number of dimensions is high and the sample size low [19] . There is no one-size-fits-all model and there is no one-size-fits-all model debiasing method. Is there an easier way to create fairer predictions other than specialized methods for specialized ML models? Chen et al. offer some clues to addressing this fundamental issue in fair AI [5] : by addressing data biases, we can potentially improve fair AI across the spectrum of models, and achieve fairness without greatly sacrificing prediction quality.
Inspired by these ideas, we describe a geometric method for debiasing features. Depending on the hyperparameter we choose, these features are mathematically guaranteed to be uncorrelated with specified sensitive, or protected, features. This method is exceedingly fast and the debiased features are highly correlated with the original features (average Pearson correlations are between 0.993-0.994 across the three datasets studied in this paper). These debiased features are as interpretable as the original features when applied to any model. When applied to linear regression, for example, the coefficients are the same or similar to the coefficients of the original features when controlling for protected variables (see Methods). These debiased features serve as a fair representation of data that can be used with a number of NN and non-NN ML models, such as linear regression, random forest, support vector machines (SVMs), and multilayer perceptrons (MLPs). While previous methods have created fair representations [14, 23, 24, 29] , these methods create representations that are either not very interpretable, like PCA components, or the relationship between these fair representations and the original features have not been established. We evaluate the proposed approach on several benchmark datasets. We show that models using these debiased features are more accurate for almost any level of fairness we desire.
In the rest of the paper, we first review recent advances in fair AI to highlight the novelty of our method. Next, we describe in the Methods section our methodology to improve data fairness, and the definitions of fairness we use in the paper. In Results, we describe how our method improves fairness in both synthetic data and empirical benchmark data. We compare to several competing methods and demonstrate the advantages of our method. Finally, we summarize our results and discuss future work in the Conclusion section.
RELATED WORK
Social scientists use linear regression for data analysis due to its simplicity and interpretability. Interpretability comes from regression coefficients, which specify how the outcome, or response, changes when features change by one unit. However, regression creates unfair outcomes, even when protected features are excluded from the model, because other features may be correlated with them.
To make regression models fair, researchers introduced a loss function to penalize regression for unfair outcomes [2] . Similarly, [33] created fair logistic regression by introducing fairness constraints that limit the covariance between protected features and the outcome. An alternate method achieved fairness by constraining false positive or false negative rates [34] . There are some issues in these works, however. First, protected features are not included in the logistic model with fairness constraints. While this improves privacy, it forces the parameters of logistic models to take certain combinations which will minimize the correlation with the protected features. This can reduce the accuracy when the constraints are strict. The issue for the second method is mainly numeric. The algorithm requires an optimization of a convex loss function on a non-convex parameter space. While these models are generally interpretable, the approaches do not transfer to other models.
Researchers have explored a variety of fair data representation methods [14, 21, 23, 24, 29, 32, 36] . Some of those works use NNs to embed raw features in a lower-dimensional space, such that the embedding will contain the information about the outcome variable, but at the same time, contain little information about the protected feature. Fair logistic models or fair scoring, on the other hand, can be regarded as a one dimensional embedding of data, which makes sure that the predictions,ˆ, are independent of the protected features. They are mainly used with NNs, which are accurate but often lack interpretability. Two methods were instead developed to improve fairness of PCA features [24, 29] . While they can be applied to many ML models, they lack interpretability compared to the original features.
Johndrow and Lum (2017) proposed an algorithm which removes sensitive information about protected groups based on inverse transform sampling. The algorithm transforms individual features such that the transformed features satisfy the marginal distribution. Although this method can guarantee that predictions are fair in a probabilistic sense, it has a critical disadvantage -as the number of protected features increases, the number of protected groups increases as (2 ) . This means that in order to properly estimate conditional and marginal distribution of features, one needs exponentially increasing population size. Our method overcomes these difficulties by using linear algebra as the basis for learning unbiased representations. This allows our algorithm to only take ( 2 ) time to debias data. Moreover, our method is a white box: it is interpretable and can be fully scrutinized, unlike a black box method.
METHODS
We describe a geometric method for constructing fair interpretable representations. These representations can be used with a variety of ML methods to create fairer accurate models of data.
Fair Interpretable Representations
We consider tabular data with entries and features. The features are vectors in the -dimensional space, denoted as where = 1, 2, · · · , , and one of the columns corresponds to the outcome, or target variable . Among the features, there are also protected features, , = 1, . . . , . As a pre-processing step, all features are centered around the mean: ⟨ ⟩ = 0.
We describe a procedure to debias the data so as to create linearly fair features. We aim to construct a representation of a feature , that is uncorrelated with protected columns , = 1, . . . , but highly correlated to feature . We recall that Pearson correlation between the representation and any feature is defined as
Because all the features are centered (and we also assume that is centered),
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Zero correlations between and protected columns requires that lives in the solution space of · = 0, = 1 . . . . Maximizing correlations between and under this constraint is equivalent to projecting into the solution space of · = 0, = 1 . . . .
To calculate , we can first create an orthonormal basis of vectors , which we can label as¯. We then construct a projector = =1¯¯. The representation is given as
Using the Gram-Schmidt process, the orthonormal basis can be constructed in ( × 2 ) time and for every fair representation of features, the projection takes ( × ) time. Given features, the total time of the algorithm is ( × × 2 ) Therefore our method scales linearly with respect to the size of the data and the number of features. In practice, this is exceedingly fast. For example, this algorithm only takes less than 200 milliseconds to run on the Adult dataset described below, which has 45K rows, 103 unprotected features, and 1 protected feature.
While the previous discussion was on how to create linearly fair features, one can make linearly fair outcome variables, through the same process. In prediction tasks, however, we do not have access to the outcome data. While our method does not guarantee that every model's estimate of the outcome variable,ˆis fair, we find that it can significantly improve the fairness compared to competing methods. Moreover, in the special case of linear regression, it can be shown that the resulting estimate,ˆ, is uncorrelated with the protected variables.
Inevitably, the prediction quality of a model using such linearly fair features will drop compared to using the original features, because the solution is more constrained. To address this issue, we introduce a parameter ∈ [0, 1], which indicates the fairness level. We define the parameterized latent variable as
Here, = 0 corresponds to ′ ( ) = , which is strictly orthogonal to the protected features ; while = 1 gives ′ ( ) = .
The protected features can be both real valued and cardinal. The fair representation method can also handle categorical protected features by introducing dummy variables. Specifically, if a variable has categories 1 , 2 , ..., , we can convert them to −1 binary variables where the ℎ variable is 1 if the variable is category , and otherwise 0. If all variables are 0, then the category is . As a simple example, if a feature has 3 categories, 1 , 2 , and 3 , then the dummy variables would be˜1 and˜2. If˜1 = 1, the category is 1 , if˜2 = 1, then the category is 2 , and otherwise is 3 . The condition of fairness in this case is interpreted as same mean value of the latent variables in different categorical groups.
Fair Models
Using the procedure described above, we can construct a fair representation of every feature, and use the fair features to model the outcome variable. Consider a linear regression model that includes all features: protected features , = 1, · · · , and = − non-protected features features , = 1, . . . , .
(
After transforming the features to fair features ′ , the fair regression model reduces to:ˆ′
Here, corresponds to the fair versions of . We can prove that = ′ , = 1, . . . , , but the predicted valueˆ′ is uncorrelated with protected features , = 1, . . . , . In general linear regression, such as logistic regression, this proof does not hold, but we numerically find that coefficients are similar.
We should take a step back at this point. The fair latent features are close approximations of the original features, therefore we expect that, and in certain cases can prove, that the regression coefficients of the fair features should be approximately the coefficients of the original features. The fair features can, by this definition, be considered almost as interpretable as the original features.
In addition to regression, fair representations could be used with other ML models, such as AdaBoost [12] , NuSVM [4] , random forest [3] , and multilayer perceptrons [28] .
Measuring Fairness
While there exists no consensus for measuring fairness, researchers have proposed a variety of metrics, some focusing on representations and some on the predicted outcomes [13, 31] . We will therefore compare our method to competing methods using the following metrics: Pearson correlation, mutual information, discrimination, calibration, balance of classes, and accuracy of the inferred protected features. Due to space limitations, we leave mutual information out of our analysis in this paper, and do not compare calibration and balance of classes to model accuracy. Results in all cases are similar.
Fairness of Outcomes.
One can argue that outcomes are fair if they do not depend on the protected features. If this is the case, a malicious adversary won't be able to guess the protected features from the model's predictions. One way to quantify the dependence is through Pearson correlation between (real valued or cardinal) predictions and protected features. For models making binary predictions, fairness can be measured using the mutual information between predictions and the protected features, given that protected features are discrete. We find mutual information and Pearson correlations create qualitatively similar findings, despite mutual information being a non-linear metric, therefore we focus on Pearson correlations in this paper. Previous work [36] has also defined a discrimination metric for binary predictions as below. Consider a protected variable 1 , a binary predictionˆof an outcome . The metric measures the bias of a binary predictionˆwith respect to a single binary protected feature 1 using the difference of positive rates between the two groups. In some cases, calibration error is difficult to calculate, as it depends on how predictions are binned. In these cases, we can measure calibration error using log-likelihood of the labels given the real valued predictions as a proxy. By definition, logistic regression maximizes the (log-)likelihood function, assuming the observations are sampled from independent Bernoulli distributions where
Better log-likelihood implies that the individuals assigned probabilitiesˆ∈ [ 0 − , 0 + ] are more likely to have a positive rate , which is better calibrated according to Kleinberg et al.
Fairness of Representations.
Several past studies examined the fairness of representations, arguing that models using fair representations will also make fair predictions. Learned representations are considered fair if they do not reveal any information about the protected features [14, 21, 23, 31, 32] . The studies trained a discriminator to predict protected features from the learned representations-using accuracy as a measure of fairness.
Following this approach, we treat the predicted probabilities as a one-dimensional representation of data and use the accuracy of the inferred protected features as a measure of fairness. However, this method is not effective in situations where the protected classes are unbalanced. Let us assume the fair representation is and the protected feature is 1 . For simplicity, we only consider the case of a single binary protected feature. The discriminator infers the protected feature in a Bayesian way, namely,
In the case where there is a large difference between ( 1 = 0) and ( 1 = 1), even if there is useful information in the distribution ( | 1 = ), the discriminator will not perform significantly better than the baseline model, the majority class classifier.
RESULTS
We demonstrate how our method can achieve fair classification using synthetic data (see Appendix), and also compare our prediction quality and fairness to other fair AI algorithms using benchmark datasets.
German dataset has 61 features about 1,000 individuals, with a binary outcome variable denoting whether an individual has a good credit score or not. The protected feature is gender. (https: //archive.ics.uci.edu/ml/datasets/statlog+(german+credit+data))
COMPAS dataset contains data about 6,172 defendants. The binary outcome variable denotes whether the defendant will recidivate (commit a crime) within two years. The protected feature is race (whether the race is African American or not), and there are nine features in total. (https://github.com/propublica/compas-analysis)
Adult dataset contains data about 45,222 individuals. The outcome variable is binary, denoting whether an individual has more than $50,000. The protected feature is age, and there are 104 features in total. (https://archive.ics.uci.edu/ml/datasets/Adult) Debiased features had mean correlations of 0.993, 0.994, and 0.994, for the German, COMPAS, and Adult data, respectively. We reserved 20% of the data in the Adult and COMPAS datasets for testing and used the remaining data to perform 5-fold cross validation. This ensured no leakage of information from the training set to the testing set. The German dataset is much smaller than the rest, so it was randomly divided into five folds of training, validation and testing sets. Each set had 50%, 20% and 30% of all the data. We measured the performance metrics on the test data.
We varied the fairness parameter between 0 and 1 and applied the debiased features to logistic regression, AdaBoost, NuSVM, random forest, and multilayer perceptrons. In practice, one could use a host of commercial ML models and pick the most accurate one given their fairness tolerance.
Comparison Against State-of-the-Art
We compared our method to several previous fair AI algorithms. For the models proposed by [33, 34] , we vary the fairness constraints from perfect fairness to unconstrained. For the "Unified Adversarial Invariance" (UAI) model proposed by [14] , we vary the term in the loss function from 0 (no fairness) to very large value, e.g., 9.0×10 19 for COMPAS dataset, (large value corresponds to perfect fairness). The predictions of the UAI model for the German and Adult datasets are provided by the authors. We are interested in (1) how different models tradeoff between accuracy and fairness and (2) how different metrics of fairness compare to each other.
Fairness Versus Accuracy. We first investigate the trade-offs between prediction accuracy ( ) and fairness, which we measure three different ways: (1) Pearson correlation between the protected feature and model predictions, (2) discrimination between the binary protected feature and the binarized predictions (predicted probabilities above 1/2 are given a value of 1, and are otherwise 0) and (3) the accuracy of predicting protected features from the predictions ( ). To robustly predict the protected features from the model predictions, we used both a NN with three hidden layers, which is used by former works [14, 21, 23, 32, 36] and a random forest model. We report the better accuracy of those two models. Figure 1,2 and 3 shows the resulting comparisons.
The figures show that models using the proposed fair features achieve significantly higher accuracy-for the same degree of fairnesscompared to competing methods. Equivalently, we achieve greater fairness with equivalent accuracy. In Fig. 3 , we find Acc P shows little difference from the baseline majority class classifier for the German and Adult datasets. The reason is explained in Eq. (6) . On the other hand, Acc P of COMPAS dataset shows a clear trend Figure 1 : Fairness versus accuracy. Plots show Pearson correlation versus accuracy of predictions (Acc Y ) for the German, COMPAS and Adult datasets. For each plot, Zafar2015 stands for [33] , Zafar2016 for [34] and Jaiswal2018 for [14] . Fair NuSVM, Fair RF, Fair AdaBoost, and Fair MLP results are produced using the fair representations constructed by our proposed method with NuSVM [4] , random forest [3] , AdaBoost [12] , and multilayer perceptrons [28] models, respectively. The results of UAI are not shown for the Adult dataset, since its best accuracy (0.83) lies outside of the boundary of the plot. (Same for Figure 2 because the majority baseline is around 0.51, which is consistent with the Eq. (6) . For the Adult dataset, the fair logistic regression cannot achieve perfect fairness but the situation is improved by AdaBoost. We discover, in other words, that there is no single ML model that achieves greater accuracy for a given value of fairness, but our method allows us to choose suitable models to achieve greater accuracy.
Fairness of Representations.
We compared our method to earlier works using fair representations. Previous works used NNs to encode the features into a high dimensional embedding space and then separately trained discriminators to infer the protected feature and the outcome variables. The accuracy of inferring protected feature and outcome are reported. Ideally, the accuracy for the outcome should be high and the accuracy of inferring the protected features should be close to the majority class baseline. We set the fairness level to = 0 (perfect fairness). We show Acc P and Acc Y for various methods in Table ? ? (Appendix) and Fig. 3 . Our method applied to a logistic model has similar fairness to the best existing methods but is very fast, easy to understand, and creates more interpretable features.
Balance Versus
Calibration. Finally, we use another measure of fairness that captures the degree to which each model makes mistakes. Figure 4 shows delta score (i.e., balance) versus negative log-likelihood (i.e., calibration error). Fairer predictions are located in the lower left corner of each figure, meaning that there are fewer differences in outcomes for the different classes. We only compare the logistic model with fair features to the models proposed by Zafar et al. [33, 34] , because these models maximize the log-likelihood function (minimize calibration error) when selecting parameters. For all datasets, our method generally achieves greater fairness.
CONCLUSION
We show that our algorithm simultaneously achieves three advances over many previous fair AI algorithms. First, it is interpretable; the features we construct are minimally affected by our fair transform. While this does not mean the models trained on these features are interpretable (they could be a black box), it does mean that any method used to interpret features could easily be used for these fairer features as well. Next, the features better preserve model prediction quality. Namely, models using these features were more accurate than competing methods when the value of the fairness metric was held fixed. This is in part due to the third principle: that our method can be applied to any number of commercial models; it merely acts as a pre-processing step. Different models have different strengths and weaknesses; while some are more accurate, others are fairer. We can pick and choose particular models that achieve both high fairness and accuracy, whether it is Figure 3 : Accuracy of inferring the protected variable from the model's predictions ( ) versus the accuracy of predicting the outcome ( ) for the three datasets.
(a) (b) (c) (c) Figure 4 : Balance vs. negative log-likelihood (calibration error) for the German, COMPAS and Adult datasets. In the plot, there are two sets of curves for every model, labeled = 0 and = 1. = 0 stands for the difference of meanˆ(between different protected classes) given to the individuals with negative = 0, and = 1 stands for individuals with positive outcomes = 1. (These differences are called balance of negative or positive class by [17] .) Fairer models are those in the lower left corner of each plot. a linear model like logistic regression or a non-linear model like a multilayer perceptron, as shown in Figs. 1, 2 ., & 3.
We propose some ideas for future work. First, while making linearly fair features works very well in practice, the fairness could be improved by removing non-linear correlations. Second, we can extend our method to more easily address categorical protected variables. In the present method, a categorical variable with alphabet size becomes a set of − 1 bivariate variables. It would be ideal, however, if a method reduced the mutual information between the categorical variable directly, rather than first creating − 1 variables, and removed correlations.
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