The correct handling of numerical ages and their standard deviations and a proper introduction to error propagation or propagation of uncertainty and statistical evaluation are important to avoid misleading chronological conclusions and statements even though based on properly determined and reliable numerical dates. The conclusions may also be erroneous if dates were taken from databases without sufficient background information on the origin of the dated material and the applied analytical techniques. This paper is an introduction into the field of mathematical handling and testing of numerical ages. The most common and simple calculations and statistical tests that are needed are described and the steps involved are demonstrated on examples. The problems involved in the visualization of numerical dates in the form of normal histograms and dispersion histograms are discussed. 
Introduction
Owing to the growing number of databases open to the public and the increasing production of numerical ages using different dating methods and semi-automated equipment. Quaternary scientists are thus faced with the task of handling large sets of numerical ages with their random uncertainties rather than dealing with single numerical ages. Reliability checks based only on the values themselves are indispensable as in many cases information on the dated material and the analytical techniques is insufficient or not accessible. Unqualified handling of numerical ages may result in conspicuously erroneous scientific conclusions. An example is a statistically evaluated cycle in the formation of speleothem and calcareous tufa in Europe which appeared to correlate with the 25-ka cycle of the precession of the Earth's axis (BRUNNACKER & HAUSMANN 1987; GEYH 1991) . Reliable calculation of error propagation avoids such conclusions and also allows manipulated numerical ages to be identified (GEYH 1991) . This paper provides the basics necessary for proper mathematical treatment of geochronological and analytical data of any origin with their random uncertainties. Complicated mathematical functions are not discussed. This paper uses the terminology of HUNTLEY (2001) in which "age" refers to a range of time something has existed, while a "date" is a particular time on a time scale. The functions given below are valid for any data, not only numerical ages.
Precision, accuracy and reporting of data
Precision and accuracy have distinct meanings as illustrated in Figure 1 . 1) The precision of a result is a measure of the reproducibility of an observation and corresponds to the uncertainty of a result. It is expressed as random error or random uncertainty and is mainly determined by the analytical technique and equipment used. 2) The accuracy is a measure of the correctness of an observed value and its approximation to the "true" value. It depends on a large number of often unknown systematic errors, which may be eliminated by carrying out routine measurements on standard materials. Aliquots of the same set of samples of different standard materials are analyzed by laboratories throughout the world and the results compared. Reducing systematic errors increases the accuracy rather than the precision. The expression ± σA is termed random or statistical uncertainty and has to be distinguished from systematic errors. A systematic error arises from a specific physical or chemical process, only changing the measured values in one direction or the other. If the process is understood and the relevant parameters are known, the result can be corrected. As an example, the relevant processes that affect Th/U ages, respectively. Five percent matter containing no radiocarbon increases the 14 C ages by around 400 years. The same amount of uranium of a material in which the 238 U series is in radioactive equilibrium will increase the 230 Th/U ages by around 5000 years. A correction of these ages is possible if the proportion of the contaminating material is known. The conventional rules for reporting of quantitative data are often neglected. One rule is that any quantitative result should be accompanied by a statement of the intrinsic uncertainty. The precision of the random uncertainty (the measure of its uncertainty) is usually not better than ± 10 %. An example illustrates this rule. A random uncertainty of ± 213 a has an uncertainty of about ± 21 a. Hence, it is reasonable to report the uncertainty as ± 210 a rather than ± 213 a. This means that the uncertainty should be rounded to two digits only (TAYLOR & KUYATT 1994) . Another rule is that a set of values should always have the same number of places behind the decimal point. Hence, an age of 2.87 ± 0.20 ka should not be given as 2.87 ± 0.2 ka. This rule is especially important for the compilation of data in a table. Another rule is that only the final result should be rounded off rather than the values used in a calculation. Th; e.g., GEYH & GROSJEAN 2000; Fig. 2) and in the case of dating with cosmogenic isotopes calibration is needed (e.g., 14 C dates). This is particularly important when numerical ages obtained from different materials and methods are compared with each other and/or with the absolute time scale (GEYH & SCHLEICHER 1990; WAGNER 1998; GEYH 2005) . When dealing with numerical ages, it is very important to understand the meaning of the common expression A ± σA, e.g., 2000 ± 50 a before present (BP). Standard deviation, 1-sigma interval, random uncertainty, and statistical uncertainty are used as synonyms for ± σA. It defines the precision of the calculated value, and represents a frequency distribution. Theoretically it is assumed that the age of the sample was determined an infinite number of times. In practice, however, the standard deviation is precisely determined on the basis of a finite number of measurements. The ages determined on the same sample deviate from each other, even under most exacting measurement conditions, and scatter around a mean value Â, which is assumed to approximate the "true" age of the sample. The frequency distribution of values is obtained by plotting all these values with the x-axis representing "age" and the y-axis representing the frequency of occurrence of each value. The resulting curve looks like a vertical cut through a bell and is know as a Gaussian distribution, normal distribution or bell-shaped curve (Fig. 3) . It is symmetrical around the mean value of all values. In reality only a finite number of results are available and the frequency distribution is not perfectly symmetrical. In this case the curve peak is given by the median rather than the mean. It divides a frequency distribution into two equal areas. This case will, however, not be discussed here as it is of minor importance in geochronological studies due to the relatively small number of ages obtained from coeval samples. The area enclosed by the bell-shaped curve, extended to infinity in both directions, represents the total number of values or 100 % probability. The area between the two inflection points, shown in light grey, contains nearly 68 % of all values (68 % probability) (1-sigma interval or Fig. 3 . Gaussian frequency distribution (also bellshaped curve, normal distribution): The 1-sigma confidence interval lies between the two inflection points of the frequency distribution. The light gray area corresponds to nearly 68 % of the total area, the 2-sigma confidence interval represents a probability of about 95 %.
Abb. 3. Gauß'sche Häufigkeitsverteilung (auch Glockenkurve, Normalverteilung): Das 1-Sigma Vertrauensintervall liegt zwischen den beiden Wendepunkten der Glockenkurve. Die graue Fläche entspricht nahezu 68 % der Gesamtfläche, das 2-Sigma Vertrauensintervall repräsentiert eine Wahrscheinlichkeit von 95 %.
1σ confidence interval). The 2-sigma confidence interval contains approximately 95 % of all values (95 % probability), corresponding to a probability of error of 5 %. Hence, one and two sigma means that 2 out of 3 or 19 out of 20 results fit the 1σ and 2σ confidence intervals, respectively, provided a sufficiently large number of ages from coeval samples are available. The 1σ confidence interval for the age A = 2000 ± 50 BP is 1950 BP to 2050 BP; one third of the values should be greater or smaller than these two values (2050 > A > 1950 BP). The convention in science and engineering is to give the 1-sigma confidence interval for the uncertainty of a value. An exception is mass spectrometric ages in geochronology, for which the uncertainty is often given as the 2-sigma confidence interval. The decision whether the 1-sigma or 2-sigma confidence interval is used depends on the question to be answered. An increase of the width of the confidence interval enlarges the probability that the true age is included, but it decreases the ability to distinguish two ages or to decide whether they belong to the same or different frequency distributions. Thus, it is indispensable to state in each publication whether the given uncertainty is 1σ or 2σ. An example demonstrates this case. Two ages of 1850 ± 50 a and 2000 ± 50 a do not appear to belong to coeval samples due to the gap of 150 a between the 1σ confidence limits. In contrast, samples with the same ages but twice as large standard deviations -1850 ± 100 a and 2000 ± 100 a -might have been considered as coeval as their confidence intervals overlap. The next chapter describes how such cases are correctly handled.
Arithmetic and weighted means
The arithmetic mean age Â (normally simply called the mean) of a set of n numerical ages (A 1 to A n ) with the same precision is given by the following equation:
. The standard deviation σA of the age values A i in a set of ages A is calculated as follows:
Using the three ages 2000 ± 50 a, 2050 ± 50 a and 2200 ± 100 a as an example, Equations 1 and 2 yield (for which the standard deviations of the individual ages are not used) a mean and standard deviation of 2083 ± 104 a. As explained above, this has to be reported as 2080 ± 100 a. (Contrary to the conventional rule for reporting values given in Chapter 2, the values and their uncertainties in this paper are given as calculated and not as they should be reported. This enables the reader to follow the calculations with the corresponding equations). The larger the number of ages determined for the same sample, the higher the probability that the calculated mean approximates the "true" age. This is reflected in the standard deviation of the mean (σÂ), which decreases with as follows:
Our example yields ± 60 a, while that of a single measurement is ± 104 (Eq. 2). Numerical age values usually have differing precision, requiring the introduction of a weighting factor w. It is calculated from the standard deviation as follows:
The weighting factors of our example given above are 0.0004, 0.0004 and 0.0001, respectively. This means the weighting factor for the two 14 C ages with a precision of ± 50 years is four times larger than the weighting factor of the 14 C age with a precision of ± 100 years. This is not only a mathematical artifact. The third radiometric 14 C measurement required four times the time needed for the first two.
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The weighted mean Â w is obtained using the following equation:
Equation 5 reduces to Equation 1 if the measurements were done with the same precision:
The standard deviation of the weighted mean σÂ w is obtained by
The weighted mean of our example yields 2044 ± 33 a (to be reported as 2040 ± 30 a), deviating by 35 years from the arithmetic mean of 2083 ± 104 a (to be reported as 2080 ± 100 a) given above. The weighted mean and its standard deviation are shifted towards the more precise results.
Analogous to Equation 3 the weighted mean standard deviation of a single value is given by
The example yields ± 57 years.
According to Equations 3 and 6 the precision of the mean values σÂ and σÂ w theoretically approaches zero for an infinite number of ages. In reality the precision has an (often unknown) upper limit resulting from the technical limitations of the method: for example, varying contamination of coeval samples that cannot be removed and slightly deviating measurement conditions (temperature, differing calibration of the equipment in different laboratories, impure chemical reagents, etc.). Ages above the upper limit of the method are given, for example, as >40,000 a. They express the minimum age of a sample or the maximum age which can be determined by the method.
Chi square test
Calculation of the arithmetic or weighted means Â or Â w of a set of n ages A i ± σA i makes sense only if the σ A i values were determined for coeval samples and therefore belong to the same frequency distribution. To test for this, there are two alternative but equivalent mathematical approaches: a) The uncertainty ± σΑ of the ages is calculated using Equation 2 and compared with the standard deviation σA w of a single measure- 
Our example yields ± 60 a, while that of a single measurement is ± 104 (Eq. 2).
Numerical age values usually have differing precision, requiring the introduction of a weighting factor w. It is calculated from the standard deviation as follows:
The weighting factors of our example given above are 0.0004, 0.0004 and 0.0001, respectively. This means the weighting factor for the two 14 C ages with a precision of ± 50 years is four times larger than the weighting factor of the 14 C age with a precision of ± 100
years. This is not only a mathematical artifact. The third radiometric 14 C measurement required four times the time needed for the first two.
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According to Equations 3 and 6 the precision of the mean values � � and � � w theoretically MEBUS A. GEYH ment (Eq. 7). The uncertainty of ages of different precision is obtained (in analogy to Eq. 2) as follows:
It is permissible to calculate the mean Â only if σA (Eq. 2) or σA g (Eq. 8) is more or less equal to σA w (Eq. 7). Our example yields ± 57 a, ± 56 a and ± 104 a, respectively. Hence, the first two standard deviations differ so much from σA w that the samples cannot be considered to be coeval and the mean should not be calculated. b) χ 2 test χ 2 is obtained as follows:
A mean can be calculated only if χ 2 and χ 2 w ≈ n-1 for n < 15. For n > 15 the χ 2 value can be taken from any textbook on statistics (e.g., SACHS 1999). Our example yields χ 2 = 4.4 and χ 2 w = 3.2, confirming the three ages do not belong to the same frequency distribution and thus a mean value would have no validity.
Error propagation: difference, rates, mathematical function
There are tasks for which more or less complicated mathematical functions are necessary, e.g., y = f(x i …). Such functions have a dependent variable y and one or more independent variables x 1 , …x i , ….x n . The most simple case is calculation of the difference between two ages which equals the duration of a process. More complicated is, for example, calculation of the sedimentation rate for a certain time interval (Eq. 11). If the uncertainties for the independent variables σx i are known, the standard deviation of the dependent variable σy can be calculated using Equation 10.
The standard deviation σf of the function f(x 1 , x 2 … x n ) is calculated by the law of propagation of uncertainty:
When geological sections are studied, deposition periods and sedimentation rates r between two levels a and b (e.g., at a depth of 100 and 150 cm and ages of 2000 ± 50 and 2200 ± 100 years) are of interest. The function is given by:
To solve this equation, the difference S between two ages (A 2 -A 1 = 2200 ± 100 -2000 ± 50 years) has to be calculated. Neglecting the standard deviation, this example yields a difference of 200 years and a sedimentation rate of 0.25 cm/a. The standard deviation of a sum S = x 1 + x 2 or a difference Δ = x 2 -x 1 is obtained from Equation 12:
Our example yields an age difference of 200 ± 112 years. The 1σ and 2σ confidence intervals are 88 to 312 and -24 to +424 years, respectively. The sample ages differ by at least 88 a with a 68 % probability (1σ), but they may be considered as similar with a probability of 95 % (2σ) because a negative age difference is meaningless. Calculation of the deposition rate r involves a division and two subtraction steps. The corresponding formula involves both multiplication and division:
The standard deviation of y is obtained as follows:
.
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The handling of numerical ages and their random uncertainties This corresponding formula for σr is derived from Equations 10 and 12. Assuming depths a and b were determined precisely (i.e., σa = σb = 0), the standard deviation of the deposition rate r is obtained by combining Equations 12 and 14 as follows:
According to Equation 15, the standard deviation σ r decreases with increasing difference between the ages. The example yields 0.25 ± 0.14 cm/a. The result has 1σ and 2σ confidence intervals (i.e., 68 % and 95 % probabilities) of 0.11 to 0.39 cm/a or 0 to 0.53 cm/ a, respectively. Hence, the actual sedimentation rate can be smaller or greater than 0.25 cm/a by a factor of two. It is worthwhile to note that the formulas for calculating numerical ages usually contain one or more physical parameters that are internationally agreed upon -half lives are an example. Although they were determined with a finite uncertainty, these uncertainties are not usually considered when the law of propagation of uncertainties is applied. Indeed they are not required as long as only numerical ages are compared with each other. But when the ages relate to the absolute time scale, the standard deviation has to include the uncertainties of the internationally agreed parameters and is usually larger than the standard deviation normally reported.
Regression analysis and least squares fit
Regression analyses are applied for prediction, testing of hypothesis, and modeling of causal relationships. Such analyses are carried out to determine correlations in numerical data consisting of values of the dependent variable y and the independent variables x i of a function with one or more parameters, e.g., a and b in Equation (16). These parameters are adjusted to give a best fit of the function to the numerical data. This is usually done using the least squares method. Either the independent variable or the dependent variable is assumed to be a random variable with the uncertainty of the 
This corresponding formula for � r is derived from Equations 10 and 12. Assuming depths a and b were determined precisely (i.e., � a = � b = 0), the standard deviation of the deposition rate r is obtained by combining Equations 12 and 14 as follows:
give a best fit of the function to the numerical data. This squares method. Either the independent variable or the de random variable with the uncertainty of the measuremen be error-free.
The simplest case is a linear function: 
The values of the parameters a and b are calculated as follow Thus, 
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The standard deviations of a and b are given by Equation 
The values of the parameters a and b are calculated as follows:
Thus, 
values of the parameters a and b are calculated as follows: Many computer programs include a leastsquares algorithm for fitting a straight line to the data. Often they can also handle composite curves consisting of the superposition of more than one function. A cubic spline can be used to fit a function to a data set. The parameter values of the function are individually chosen to obtain an optimum fit of a curve to all values or to smooth out irregularities in the curve.
Graphical presentation: normal and dispersion histograms
Visualization of the frequency distribution of data is often more instructive than a compilation of the data in tables. A normal histogram is the most simple way to present ages. The x-axis is assigned an age scale; the y-axis represents the frequency. The x-axis is divided into classes of an arbitrarily chosen width which depends on the age resolution or the average precision of the available values. Each value is represented by a rectangle with a given area and a class width as base length. All rectangles are superimposed above the x-axis (Fig. 5a ). The enveloping curve represents the frequency distribution.
Ages with a mean sigma of ± 50 years (Eq. 7) may be optimally resolved with a class width of 50 years as the base length of the rectangle. If a larger class width is chosen, e.g., 200 years, the optimum age resolution is lost. The advantage of a larger class width is that the number of values per class is increased, which reduces the random scatter of the frequency distribution per class. The uncertainty in a class population is approximated by the square root of the number of values. For instance, four values per class yield ± = ± 2 or ± 50 % scatter, for nine dates we obtain ± = ± 3 or ± 33 %. As a consequence, the data density per The handling of numerical ages and their random uncertainties class governs the random fluctuation of the frequency distribution. If it is small, only minima rather than peaks provide reliable information. The random uncertainty of the histogram peaks may be larger than the actual fluctuations of the frequency of values per class. In contrast, lows always represent periods of missing values, which is why only they allow an unambiguous interpretation of a histogram. They may mirror, for example, arid periods without groundwater recharge, glacial periods without growth of trees, or periods of intensive erosion (see also Section 9.1). A dispersion histogram (GEYH 1969; MICH-CZYNSKA & PAZDUR 2004) provides an alternative visualization of values. A polygon or, even better, a bell-shaped curve with an area representing one value replaces the rectangle of the normal histogram. The width of the area is related to the standard deviation. As the area is constant, its height is determined by the chosen width or standard deviation. Hence, a precise value yields a polygon or bell curve with a short baseline and large height, while a less precise value is represented by a wide baseline and low height (Fig. 5b top) . In a dispersion histogram, the precision of an age represented by its weighting factor w (Eq. 4) is taken into account. Hence, the y-axis represents a density probability function with the dimension of 1/(time unit) 2 rather than the class frequency with the dimension 1/(time unit) (MICHCZYNSKA & PAZDUR 2004) . There is a special problem with histograms of 14 C ages. The time scale is distorted with respect to the solar or absolute time scale. In certain time periods, 14 C years are systematically compressed with respect to the solar time scale, in others they are stretched out. This means in the case of a uniform frequency distribution of samples along the absolute time scale that the corresponding 14 C histogram may show apparent peaks and lows (GEYH 1980; Fig. 6 
Two case studies
Two case studies are presented which may demonstrate the value of a correct statistical evaluation of ages. It is not the intention of this paper to become involved in the geological aspects of the cited papers or problems inherent in dating methods used. Here, it is mainly considered whether correct handling of the ages gives another numerical result than discussed in the papers. In the first case study, evidence is provided that increasing the number of numerical age values may not increase the precision of the obtained values. In the second case study, it becomes ob- Fig. 6 . The histogram between the absolute ages A abs1 and A abs2 is uniform whereas the histogram of the corresponding 14 C dates A 1 and A 2 is distorted. This is the consequence of the wiggles in the 14 C calibration curve. Peaks and lows in the 14 C histogram may be without actual relevance. C ages determined in three laboratories (Table 1) . It was assumed that all samples were coeval and deposited at the beginning of the Younger Dryas.
The weighted mean and its standard deviation of the 14 C ages is 11,150 ± 14 BP (Eqs. 5 and 6) and the weighted mean standard deviation of a single 14 C age is ± 82 a (Eq. 7). DENTON & HENDY (1994) published a mean of 11,170 ± 14 BP. The difference between these age values results from the inclusion by the authors of a 14 C date which they considered to be older than the target event of the Younger Dryas. The calibrated 14 C age interval is 13,020-13,103 BP (12,965-13,117 BP for the 2σ interval). The authors give the mean 14 C age as the date for the beginning of the Younger Dryas. The actual standard deviation of the weighted mean, however, is ± 28 a (Eq. 6) and the actual weighted mean standard deviation of the individual ages is ± 169 a (Eq. 8). This finding is not compatible with the assumption that the published 14 C For the purpose of this paper, it is not of interest to determine the events responsible for this. The wood samples may stem from trees in forests containing trees of different ages that were buried at different times by two or three separate glacier advances. Other causes are possible. Of importance is only that the assumption of the authors the dated samples were coeval is not valid. The precision for the beginning of the studied event was not narrowed to ± 14 years. The actual precision of the date for the beginning of this event is at least twice as large. The reader may claim that the difference in precision between ±14 and ±26 years is small. However, one has to realize that as few as nine 14 C ages would have been sufficient to obtain a precision of ± 26 years. This means that up to 75 % of the dating costs could have been saved. A normal histogram was used for visualization of the 14 C ages from New Zealand (Fig. 7) . As there are a large number of determined ages, the shape of the normal histogram is very similar to that of a dispersion histogram. The effect of the choice of the class width is demonstrated using 50, 100 and 200 years. The histogram with the smallest class width (Fig. 7, top) shows a large random scatter of up to ± 50 %, which may lead to incorrect statements on the temporal fluctuation of the sample population. The data density per class obviously is too small. The histogram with a class width of 100 years seems to be the optimum solution. The class width is within the range of 82 to 169 a for the mean standard deviation of the individual ages (Eqs. 7 and 8). The asymmetry of the distribution in the middle histogram suggests the superposition of three frequency distributions with four outliers between 10,700 and 10,900 years and two outliers between 11,600-11,700 years. With the use of the largest class width of 200 years considerable temporal information is lost, but the histogram still clearly shows that the samples represented more than two events.
ESR ages from mollusks
In the majority of all case studies the scatter of the data corresponds to that expected from the size of the standard deviations or is wider. TheThe handling of numerical ages and their random uncertainties 251 re are, however, studies in which the opposite case occurs. In these cases, the defined criteria of the expression A ± σA are not fulfilled and calculations with such dates should be done without the described error algorithms. MOLODKOV and RAUKAS (1987) published ESR ages from mollusks collected from an interglacial layer on the coast of Estonia. The results are compiled in Table 2 . The actual uncertainty of the ESR ages (Eq. 3 derived from Eq. 8) is considerably smaller than the expected one calculated from the given standard deviations (Eq. 6). Consequently, χ 2 w = 4.0 (Eq. 9), which is also considerably smaller than 7 (the number of ages minus 1). This result is evidence that the propagation of uncertainty of the published ESR ages was not done properly. This is a frequent observation in published ESR, TL and OSL ages. The standard deviations are too large or too small. A discussion of the reasons for this problem would be beyond the scope of this article. One of the main problems is that the statistical uncertainty of several of the parameters involved can only be estimated or only minimum and maximum values are known for the parameters. In addition, systematic errors are often underestimated. In any case, in such cases it is not justified to use weighting factors in the statistical handling of the numerical ages determined with these methods. It is demonstrated that the handling of numerical ages with their random uncertainties requires at least a minimum knowledge of simple statistical methods, especially the algorithms used to determine the propagation of uncertainty. A careless or unqualified use of such dates bears the risk of misleading geoscientific conclusions.
