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As technology continues to develop and improve, the modern world is experiencing a significant 
transition from the traditional concept of large-scale, centralised power generation to a future 
incorporating distributed energy resources (DER) closer to local loads. Microgrids provide a 
sustainable solution for growing energy demands by integrating renewable energy (RE) generation 
with energy storage (ES) technologies, backed up with traditional generation methods, placing a 
higher reliance on the abundance of renewable resources such as solar or wind energy and a 
decreased reliance upon diminishing fossil fuels. 
With careful planning and design regarding placement and sizing of DER and ES, as well as a 
robust control and energy management strategy, the implementation of the embedded microgrid 
concept at a large commercial entity such as Murdoch University (MU) can have significant 
benefits including enhanced system reliability and reduced operational expenditure.  
The significant objective of this project was to analyse the reliability of the current electrical 
network that exists within the Substation 13 precinct at MU and compare the results with a 
reliability analysis of the proposed upgraded Substation 13 electrical network. The aim of such a 
comparison was to determine whether the electrical performance and reliability had improved 
following the implementation of the proposed upgraded network and that electrical supply can be 
maintained to critical loads during a grid outage scenario. The analysis and simulations of either 
network models was to be carried out using the PowerFactory software package, with a number of 
critical reliability indices identified within literature to provide the basis of comparison. 
The output results from the model simulations and reliability analysis demonstrated a notable and 
favourable increase in system reliability following the network upgrades under grid outage 
scenarios. This demonstrated that under the new proposed network configurations and an outage 
event, the critical connected loads could still be reliably supplied via the implementation of an 
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embedded microgrid, which utilises distributed renewable generation and energy storage, backed 
up by traditional generation sources. The substantial benefit highlighted by these simulation results 
is that the requirement of risk mitigation, by providing uninterrupted power supply (UPS) for the 
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Providing a stable and reliable electrical supply to communities worldwide places a high 
dependence on the burning of non-renewable fossil fuels to generate the required energy [1]. Coal 
and natural gas are examples of such fossil fuels that are burned to fire turbines at centralised, large-
scale power stations, with electricity delivered to end users via transmission and distribution 
networks [2]. While these conventional methods are proven to reliably supply the network loading 
requirements, using these precious and non-renewable resources is expensive, unsustainable and 
extremely detrimental to the ever-present efforts in reducing the global carbon footprint and the 
fight against climate change. The Climate Change 2014 Synthesis Report presented a worldwide 
rise in greenhouse gas emissions from 27 to 49 gigatonne between 1970 and 2010, despite genuine 
mitigation efforts [3]. It is suggested that carbon dioxide emissions from the burning of fossil fuels 
contributed nearly 80% of this recorded increase, with human influence focused around centralized 
power generation and industrial processes largely to blame [3].  
The microgrid concept is quickly becoming a viable and popular solution in modern applications, 
in both grid-connected and remote scenarios, due to the abundance of RE resources available in 
Australia. Through careful planning and design, the combination of RE sources like PV and wind, 
traditional sources such as diesel or gas generators, energy storage technology and a smart energy 
management control strategy can have substantial operational expenditure and network load 
management benefits, while also significantly reducing the carbon footprint of the network. 
Similarly, significant benefits realised by implementing the microgrid concept and decentralised 
generation sources include enhanced stability and reliability of supply to consumers, enhancement 
of power quality, reduction of network losses and increased efficiency [4]. With the continued 
development of renewable technology and smart-grid components, such as complex SCADA and 
communication networks, smart meters and smart controller and inverter technologies, multiple 
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conventional and RE generation sources can be connected to the main utility grid to provide and 
enhance flexibility and reliability and eliminate the risk of supply failure during outage conditions 
[5]. 
Reliability is a crucial factor when analysing the performance of an electrical power distribution 
network, with the disruption of supply due to failure or outage identified as the single highest point 
of customer dissatisfaction [6]. Some reliability indices and methods for quantitatively evaluating 
system reliability have been explored within this thesis project, with the aim of utilising some of 
these indices and methods to analyse the electrical reliability of both the present situation 
experienced at MU, but also the proposed Substation 13 microgrid scenario. Following each 
analysis, the objective is to make a detailed comparison between the electrical reliability of each 
network model. This comparison would ideally highlight improvements in the capability to provide 
a reliable supply of electrical energy to the critical connected loads in the proposed upgraded 
network during grid outage events, which ultimately will assist in the building of the business case 
and justification for the significant network upgrades.  
 
1.1 THESIS STATEMENT 
With time, significant advancement in network technology such as inverters and renewable energy 
generation, the implementation of the microgrid concept is fast becoming a popular solution in 
power system architecture due to the recognised flexibility and sustainability. It is critically 
important to end users that the designed system is capable of reliably providing electrical supply to 
the connected loading demand. This thesis project shall therefore endeavour to provide an analysis 
and comparison between the system reliability of the current electrical network present within the 




1.2 AIMS AND OBJECTIVES 
The objectives for this project include exploring the potential configurations and benefits that a 
microgrid network might bring to the Substation 13 precinct followed by the development of 
separate models of the mentioned network configurations and simulating the performance of each 
under differing scenarios. The reliability of each network will be analysed and compared, with the 
aim to prove an increase in reliability after implementing the microgrid concept. Key project 
outcomes for each network configuration and scenario include; 
• Load flow analysis results including network violation identification 
• The establishment of crucial reliability indices with quantified results 




2 PROJECT BACKGROUND 
2.1 MICROGRIDS 
Microgrids are considered to be discrete electrical systems which combine interconnected 
distributed generation (DG), ES and an energy management system (EMS) with connected network 
loads [7]. The DG is often a combination of both RE sources such as photovoltaic (PV) or solar 
arrays, wind turbines and hydro-generation, as well as traditional energy generation sources such 
as diesel generators, natural gas microturbines and fuel cells. Renewable DER are known to be 
variable in nature so therefore cannot be solely depended upon to provide reliable power for a 
microgrid, hence the need for conventional DER and ES within the network. An example of a 
typical microgrid network is depicted in Figure 1 below [8]. 
 
 




A microgrid may be typically designed to operate in two distinct modes. The first mode is connected 
to the main utility electrical grid, importing and exporting power dependent on loading conditions 
[9]. The second mode involves operating independently from the utility grid during a scenario 
known as ‘islanding’, depending on factors such as grid outages, planned disconnection or 
economic benefits [7]. Most commonly, microgrids are part of or connected to a medium voltage 
(MV) or low voltage (LV) distribution network. The size of a microgrid can range from small-scale 
to much larger systems, with the size depending on the peak power required by the connected loads. 
The total peak power required to service these loads will provide the minimum peak power required 
to be supplied by the DG and ES [7].  
Benefits of microgrid implementation and DG include improved electrical supply reliability for the 
network, increased power quality, a reduction of energy consumption costs and enhanced overall 
system sustainability [7]. Similarly, by introducing a high penetration of DG within a microgrid at 
direct proximity to the connected loads, factors such as network line losses and the stress placed on 
distribution components such as transformers and feeders are reduced [4]. To upgrade these 
distribution components, or to re-design or re-engineer the network, can be an extremely costly 
investment, so the implementation of the microgrid concept can be significantly beneficial to an 
electrical network, particularly to a large educational facility such as MU [4].    
2.2 PROJECT REQUIREMENTS 
2.2.1 Substation 13 Precinct 
The proposed microgrid is to be implemented at MU South Street campus, which is approximately 
15km south of Perth and 10km east of Fremantle, in Western Australia [10]. Figure 19 gives a 
visual representation of the geographical location of MU while Figure 20 shows a more detailed 
layout of the MU campus, both of which can be found in Appendix A. 
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High Voltage (HV) Substation 13 and the associated LV connected network at MU has been 
identified as an area of concern for reasons that will be discussed in following sections, making it 
a prime candidate location for the microgrid concept to be explored. The existing location of 
Substation 13 and the proposed new location are highlighted in Figure 2 below. 
 
 
Figure 2: Existing and new proposed location of Substation 13 
  
The associated buildings that are electrically supplied from Substation 13 and form the precinct 
defined by this project include: 
• Building 245 – Science and Computing 
• Building 240 – Biological Science 
• Building 235 – Loneragan Building 
• Building 220 – Engineering and Energy 
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• Transportable buildings. 
 
 
Figure 3: Substation 13 precinct 
 
2.2.2 The Need for Change 
2.2.2.1 Risk Management – UPS  
The primary and most pressing need for the proposed microgrid implementation at Substation 13 
is risk management surrounding MU insurance policies and the management of liability. According 
to the Risk Management Policy specified by MU, the purpose of the policy is to outline the 
University’s approach to identification, management and reporting of the University’s risks with 
an intent to maximize opportunities and minimize adversities and the following definitions are 
provided [11]: 
• Risk is the effect of uncertainty in objectives 
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• Risk Management is the coordinated set of activities that direct and control the organisation 
with regard to risk 
• Risk Management Framework is the set of components that provide the foundations and 
organisational arrangements for designing, implementing, monitoring, reviewing and 
continually improving risk management throughout the organisation. 
Following discussions with MU Energy Manager Mr. Andrew Haning, the current situation is that 
approximately $15 million of liability lies within the buildings encompassed within the Substation 
13 precinct, which is roughly one-third of the entire liability portfolio at MU. The significant 
liability stems from the large number of critical research items, artifacts, samples and human or 
animal tissue products that are stored in roughly 250 temperature controlled environments (TCE) 
located throughout the buildings within the precinct. TCE’s generally include any area that is 
required to be maintained at a certain temperature, such as stand-alone and walk-in fridges, freezers, 
incubators and warm or cool rooms. The risk is presented by the possibility of a loss of electrical 
network supply to the associated precinct for an extended amount of time (>3.5 hours), resulting in 
any or all of the contained items to effectively be ruined. Similarly, the precinct houses the ‘Site A’ 
server located within Building 245, which accounts for a large amount of the IT network across the 
campus, including the staff and student LMS and therefore also essentially requires a reliable 
electrical supply. Such a risk highlights the critical need for an uninterrupted power supply (UPS) 
for the buildings within the precinct. It is proposed that by implementing a microgrid and the 
necessary infrastructure surrounding the Substation 13 precinct, the desired UPS will be achieved 
and therefore effectively manage the identified critical risk.      
2.2.2.2 Reduction of Operational Expenditure 
Considered as the secondary need to implement the proposed microgrid at Substation 13, yet still 
highly important, is the aim of reducing the operational expenditure of MU. An initial strategy 
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involved the purchase and installation of a large diesel generator to purely manage the previously 
discussed risk and provide UPS power to the Substation 13 precinct in the event of a loss of supply 
from the utility grid. This strategy however involves a significant outlay of capital to purchase the 
required infrastructure without any return on investment (ROI), while also not contributing to the 
aim of reducing the carbon footprint experienced at MU. 
The microgrid concept does however offer the possibility of both ROI and a reduction in the carbon 
footprint, as well as managing the critical UPS risk, by integrating renewable DER despite the 
initial substantial capital investment. Again, following communications with Andrew Haning, the 
opportunities identified to reduce operational expenditure include: 
• A reduction in annual energy consumption (kWhr) from the utility grid resulting in a 
reduction of energy usage charges due to the increased penetration of renewable DER. 
• A reduction in network charges relating to contracted maximum demand (CMD). CMD 
is a preselected figure (kW) that is relative to an energy consumers maximum loading 
demand profile [12]. Charges are applied when this CMD is exceeded. By implementing 
the proposed microgrid, the CMD figure could be reduced into a lower network charge 
threshold, with the instances of exceeding that CMD figure also reduced.   
• A reduction in capacity charges relating to peak trading intervals (PTI). The charges are 
put in place by the Australian Energy Market Operator (AEMO) and the reason for these 
charges is to ensure that during peak demand periods, there is a sufficient generation 
capacity within the South West Interconnected System (SWIS), the electrical network 
that supplies MU [13]. There are 12 PTI events that occur each year within the SWIS 
which effectively charge energy consumers per unit of electrical energy (MW) 
consumed or part thereof during peak demand periods. MU receives a warning the day 
before one of these 12 events occur, with a PTI lasting for thirty minutes at a time and 
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typically occur between October and March, the hottest months where the grid is 
experiencing peak demand [14]. 
 
2.2.2.3 Non-Compliance 
Currently, within the main switch room of Substation 13 inside Building 245, the HV ring main 
unit and HV cabling is in close proximity to the LV building main switchboard and associated LV 
cabling. This lack of separation between the HV and LV cabling and switchboard installations 
presents a non-compliance issue in accordance with AS/NZS 3000:2018 Wiring Rules [15], AS 
2067:2016 HV Installations [16] and the WA Electrical Requirements [17]. Also, the electrical 
infrastructure such as sub-main cabling and distribution boards throughout the Substation 13 
precinct is nearing the end of life. Following email correspondence with Graham Irvine, an 
independent electrical engineer and consultant employed by MU to oversee the project and build 
the business case, it was identified that the majority of this infrastructure was installed in the 1970’s, 
particularly within Building 245 and 240, and is facing the need to be replaced. Again, under MU 
risk management strategies and to reduce insurance premiums, it is a requirement within the 
Substation 13 proposal to separate the HV and LV networks to ensure compliance while also 
upgrading all necessary electrical infrastructure. 
2.3 CASE STUDIES 
With significant advancements in renewable energy generation and energy storage technologies, 
microgrid implementation is becoming an increasingly popular solution when designing or 
upgrading electrical network infrastructure. A number of case studies were found to have 
implemented the embedded microgrid concept within their larger electrical networks specifically 
for the benefit of enhanced supply reliability and reduction of their carbon footprint. 
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The first example is found at Hardwick’s Pty Ltd meat processing facility in Kyneton, central 
Victoria. In this case, it was identified that a microgrid, consisting of a combined 1.5MW PV 
generation and battery storage system, could provide a cost effective risk management solution to 
ensure a reliable electrical supply to the facility in emergency scenarios [18]. Hardwick’s faces the 
risk of substantial loss of product contained in cold storage, as well as significant disruptions to 
operations, under sustained outage events which are becoming more regular in an increasingly 
unreliable rural network. This directly relates to the TCE liability and UPS requirements for a 
similar microgrid implementation within the Substation 13 precinct here at MU, with the feasibility 
and reliability benefit of such a project being backed by the findings of the Hardwick’s case.  
The second case study involves the town government of Fairfield, Connecticut, in the USA which 
is an area susceptible to adverse weather conditions and natural disasters. This case is of interest as 
a first microgrid was implemented in 2015 following a severe storm which caused significant 
damage to the electrical infrastructure and resulted in sustained grid outages. The microgrid was 
installed to provide supply resilience to the public service buildings within Fairfield, such as the 
emergency communications centre, cell phone tower and the police and fire stations, with the aim 
to utilise renewable and reliable energy sources [19]. In this case, the DG sources include a 350kW 
natural gas generator which replaced an old diesel unit, a 60kW combined heat and power system 
and a 47kW PV system. Due to the success of the first microgrid at reducing carbon emissions and 
providing a reliable back-up electrical supply, a second microgrid was installed in 2018 to protect 
the towns’ waste water treatment plant among other buildings. This second microgrid involves six 
PV systems ranging from 13kW to 1.4MW, as well as a 400kW fuel cell and 1.3MW natural gas 
generator. The requirement for these microgrid networks in Fairfield can be related to a similar 
requirement within Substation 13 at MU, which is to provide a reliable electrical supply to critical 
services and keep them running during grid outages while also reducing energy expenditures and 
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carbon emissions. This again provides support for the proposed project at MU, given the success 
realised in this case study. 
The final case study that supports the concept of a microgrid in the endeavour to provide a more 
reliable electrical supply is a product rather than a specific example. ABB, a large global 
organization who provides industry leading technological solutions in a number of markets, has 
identified that a reliable electrical supply is critical for business productivity and success while also 
enabling development [20]. To account for this need, they have developed the MGS100, which is 
a microgrid solution capable of providing a reliable energy source to remote off-grid communities 
or a reliable back-up supply to networks that experience inconsistent supply from the local grid 
[20]. The MGS100 provides an integrated microgrid solution, with energy supply from PV, battery 
storage or diesel generation connections, as well as a grid connection if available, to service the 
connected loading demand. These combinations replicate the proposed microgrid solution that is 
being considered at MU, with the MGS100 reducing both operational expenditure costs and carbon 
emissions by prioritising renewable energy sources and placing less dependence on diesel 
generators or the grid connection, while still providing a reliable electrical supply.  
It was identified across all case studies mentioned and in further literature that an advanced control 
and energy management strategy is crucial to achieve the full benefits in both reliability and 
operational expenditure reduction within a microgrid network. The inclusion of advanced 
measuring and sensing instruments and an expansive communications or SCADA network within 
the microgrid system will also ultimately result in a better performing and more reliable electrical 
network [21].  
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3 NETWORK RELIABILITY 
The main objective behind undertaking this student thesis project is to assist in building the business 
case to support the implementation of a microgrid at MU, specifically at Substation 13 and the 
surrounding precinct. In order to do so, a comparison must be made between the reliability of the 
present electrical distribution network and the reliability of the improved and upgraded electrical 
network being proposed. But before an effective system reliability analysis can be performed for 
each case, an understanding of the fundamental concepts must be obtained. 
3.1 FUNDAMENTAL CONCEPTS 
3.1.1 Reliability 
According to the IEEE Gold Book for the Design of Reliable Industrial and Commercial Power 
Systems, reliability is defined as the ability of a component or system to perform required functions 
under stated conditions for a stated period [6]. Similarly, an electrical reliability analysis involves 
determining the total instances of supply interruptions for loads within a power system or network 
during a specified operating period [22]. 
The most commonly applied calculation for reliability is the exponential distribution, as 
demonstrated in the equation below, provided that the system components expected lifespan is 
known [6]. This implies that the probability of the component to fail will increase over time, as that 
component ages. 
𝑅(𝑡) =  𝑒−ɭ.𝑡      
where R is Reliability, ɭ is Failure Rate and t is the time increment 
{ 1 } 
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As demonstrated by Figure 4, the reliability of a system or component fits the concept of a bathtub 
curve and can be broken down into three main zones. Zone 1, known as the ‘burn-in’ period, shows 
a rapidly decreasing failure rate over time and portrays failures early in the life of the system or 
component most commonly arising from installation or manufacturing defects. Zone 2, the ‘useful 
life’ period, displays a fairly consistent failure rate and generally only experiences random failures. 
Zone 3, the ‘wear out’ period, demonstrates the exponential nature of the reliability equation 
previously discussed and portrays that as equipment ages and deteriorates with time, an enhanced 
failure rate is experienced [23]. 
 
 
Figure 4: Failure rate bath tub curve [23] 
 
3.1.2 Availability 
Similarly, the IEEE Gold Book for the Design of Reliable Industrial and Commercial Power 
Systems describes availability as the readiness of a system or component to immediately perform 
its desired function at a certain instant in time or over a selected period [6]. It is a combination of 
reliability, maintainability and maintenance support aspects of a system [6]. Availability is 
generally either expressed as a percentage of the time a system is immediately ready for use or as 
a probability of the system being immediately ready for use at an instantaneous moment [6]. 
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Availability is often broken into two distinct categories; inherent availability (Ai) and operational 
availability (Ao).  
3.1.2.1 Inherent Availability (Ai) 
Ai considers only average failure rates and average time to make repairs or replacements and does 
not include and logistics, travel or preventative maintenance time. It is the probability that a system 
or component will be ‘in service’ or ‘out of service’ at an instantaneous point in time [6]. 
𝐴𝑖 =  
𝑀𝑒𝑎𝑛 𝑇𝑖𝑚𝑒 𝐵𝑒𝑡𝑤𝑒𝑒𝑛 𝐹𝑎𝑖𝑙𝑢𝑟𝑒𝑠
(𝑀𝑒𝑎𝑛 𝑇𝑖𝑚𝑒 𝐵𝑒𝑡𝑤𝑒𝑒𝑛 𝐹𝑎𝑖𝑙𝑢𝑟𝑒𝑠 + 𝑀𝑒𝑎𝑛 𝑇𝑖𝑚𝑒 𝑡𝑜 𝑅𝑒𝑝𝑎𝑖𝑟) 
{ 2 } 
3.1.2.2 Operational Availability (Ao) 
Ao is the probability that a system or component will be ‘in service’ or ‘out of service’ however, 
unlike Ai, any downtime for scheduled and unscheduled maintenance or logistics is included in the 
calculation [6]. 
𝐴𝑜 =  
𝑀𝑒𝑎𝑛 𝑇𝑖𝑚𝑒 𝐵𝑒𝑡𝑤𝑒𝑒𝑛 𝑀𝑎𝑖𝑛𝑡𝑒𝑛𝑎𝑛𝑐𝑒
(𝑀𝑒𝑎𝑛 𝑇𝑖𝑚𝑒 𝐵𝑒𝑡𝑤𝑒𝑒𝑛 𝑀𝑎𝑖𝑛𝑡𝑒𝑛𝑎𝑛𝑐𝑒 + 𝑀𝑒𝑎𝑛 𝐷𝑜𝑤𝑛𝑡𝑖𝑚𝑒) 
{ 3 } 
3.2 RELIABILITY ANALYSIS AND EVALUATION METHODS 
3.2.1 System Analysis using Reliability Indices 
Some indices, including factors that affect the calculation of such indices, are detailed below with 
these indices intended to apply to substations, distribution systems, defined regions and circuits 
[24]. The indices are required to evaluate the reliability performance of an electrical system. They 
allow for potential comparisons to be made, weaknesses to be identified and changes to be 
monitored [25].  
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3.2.1.1 System Average Interruption Frequency Index (SAIFI) 
SAIFI indicates how frequently an average customer experiences a sustained interruption to their 
electrical supply over a predefined period [24]. 
𝑆𝐴𝐼𝐹𝐼 =
∑ 𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐶𝑢𝑠𝑡𝑜𝑚𝑒𝑟𝑠 𝐼𝑛𝑡𝑒𝑟𝑟𝑢𝑝𝑡𝑒𝑑  
𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐶𝑢𝑠𝑡𝑜𝑚𝑒𝑟𝑠 𝑆𝑒𝑟𝑣𝑒𝑑   
{ 4 } 
3.2.1.2 System Average Interruption Duration Index (SAIDI) 
SAIDI indicates the total duration of an interruption for an average customer over a predetermined 
period [24]. 
𝑆𝐴𝐼𝐷𝐼 =  
∑ 𝐶𝑢𝑠𝑡𝑜𝑚𝑒𝑟 𝑀𝑖𝑛𝑢𝑡𝑒𝑠 𝑜𝑓 𝐼𝑛𝑡𝑒𝑟𝑟𝑢𝑝𝑡𝑖𝑜𝑛
𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐶𝑢𝑠𝑡𝑜𝑚𝑒𝑟𝑠 𝑆𝑒𝑟𝑣𝑒𝑑  
{ 5 } 
3.2.1.3 Customer Average Interruption Duration Index (CAIDI) 
CAIDI indicates the average time needed to restore a customer’s electrical supply [24]. 
𝐶𝐴𝐼𝐷𝐼 =  
∑ 𝐶𝑢𝑠𝑡𝑜𝑚𝑒𝑟 𝑀𝑖𝑛𝑢𝑡𝑒𝑠 𝑜𝑓 𝐼𝑛𝑡𝑒𝑟𝑟𝑢𝑝𝑡𝑖𝑜𝑛
𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐶𝑢𝑠𝑡𝑜𝑚𝑒𝑟𝑠 𝐼𝑛𝑡𝑒𝑟𝑟𝑢𝑝𝑡𝑒𝑑 
{ 6 } 
  
3.2.1.4 Customer Average Interruption Frequency Index (CAIFI) 
CAIFI provides the average frequency of interruptions for those customers within the network who 
are experiencing sustained interruptions. The customer is only counted once in this index, 
irrespective of how many interruptions they experience over the predetermined period [24].  
𝐶𝐴𝐼𝐹𝐼 =  
∑ 𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐶𝑢𝑠𝑡𝑜𝑚𝑒𝑟 𝐼𝑛𝑡𝑒𝑟𝑟𝑢𝑝𝑡𝑖𝑜𝑛𝑠
𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐶𝑢𝑠𝑡𝑜𝑚𝑒𝑟𝑠 𝐷𝑖𝑠𝑡𝑖𝑛𝑐𝑡𝑙𝑦 𝐴𝑓𝑓𝑒𝑐𝑡𝑒𝑑 
{ 7 } 
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3.2.1.5 Average Service Availability Index (ASAI) 
ASAI represents the portion of time, often as a percentage, that a customer has received power 
during the predetermined period for reporting [24]. 
𝐴𝑆𝐴𝐼 =
𝐶𝑢𝑠𝑡𝑜𝑚𝑒𝑟 𝐻𝑜𝑢𝑟𝑠 𝑆𝑒𝑟𝑣𝑖𝑐𝑒 𝐴𝑣𝑎𝑖𝑙𝑎𝑏𝑖𝑙𝑖𝑡𝑦
𝐶𝑢𝑠𝑡𝑜𝑚𝑒𝑟 𝐻𝑜𝑢𝑟𝑠 𝑆𝑒𝑟𝑣𝑖𝑐𝑒 𝐷𝑒𝑚𝑎𝑛𝑑  
{ 8 } 
Similarly, 
𝐴𝑆𝐴𝐼 =  
𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐶𝑢𝑠𝑡𝑜𝑚𝑒𝑟𝑠 𝑆𝑒𝑟𝑣𝑒𝑑 × (𝐻𝑜𝑢𝑟𝑠𝑌𝑒𝑎𝑟 ) − ∑ 𝐶𝑢𝑠𝑡𝑜𝑚𝑒𝑟 𝑀𝑖𝑛𝑢𝑡𝑒𝑠 𝑜𝑓 𝐼𝑛𝑡𝑒𝑟𝑟𝑢𝑝𝑡𝑖𝑜𝑛 
𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐶𝑢𝑠𝑡𝑜𝑚𝑒𝑟𝑠 𝑆𝑒𝑟𝑣𝑒𝑑 × (𝐻𝑜𝑢𝑟𝑠𝑌𝑒𝑎𝑟 )
 
{ 9 } 
Note: Hours/Year = 8760 hours for a standard year or 8784 hours for a leap year. 
3.2.1.6 Mean Time Between Failures (MTBF) 
MTBF indicates the average period of time between consecutive failures of a network component 
[6].  
𝑀𝑇𝐵𝐹 =  
𝑃𝑟𝑒𝑑𝑒𝑡𝑒𝑟𝑚𝑖𝑛𝑒𝑑 𝑃𝑒𝑟𝑖𝑜𝑑 𝑜𝑓 𝑇𝑖𝑚𝑒 𝑓𝑜𝑟 𝑅𝑒𝑝𝑜𝑟𝑡𝑖𝑛𝑔
𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐹𝑎𝑖𝑙𝑢𝑟𝑒𝑠  
{ 10 } 
3.2.1.7 Mean Time to Repair (MTTR) 
MTTR indicates the average time to replace or repair a failed network component. It is important 
to note that logistics such as time to obtain parts or arrange repair crews are not included in this 
calculation [6]. 
𝑀𝑇𝑇𝑅 =  
𝑅𝑒𝑝𝑎𝑖𝑟 𝐷𝑜𝑤𝑛𝑡𝑖𝑚𝑒 𝐻𝑜𝑢𝑟𝑠
𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐹𝑎𝑖𝑙𝑢𝑟𝑒𝑠 
{ 11 } 
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3.2.1.8 Failure Rate (FR) 
FR is the average number of failures of the system, or a system component, per unit of exposure 
time. Failure rate is most commonly described in failures per year or failures per hour [6]. 
𝐹𝑅 =  ɭ =  
𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐹𝑎𝑖𝑙𝑢𝑟𝑒𝑠
𝑃𝑟𝑒𝑑𝑒𝑡𝑒𝑟𝑚𝑖𝑛𝑒𝑑 𝑃𝑒𝑟𝑖𝑜𝑑 𝑜𝑓 𝑇𝑖𝑚𝑒 𝑓𝑜𝑟 𝑅𝑒𝑝𝑜𝑟𝑡𝑖𝑛𝑔 
{ 12 } 
3.2.1.9 Mean Time Between Maintenance (MTBM) 
MTBM is described as the average time between consecutive maintenance events, including 
scheduled and unscheduled maintenance as well as including any time associated with logistics [6]. 
𝑀𝑇𝐵𝑀 =  
𝑃𝑟𝑒𝑑𝑒𝑡𝑒𝑟𝑚𝑖𝑛𝑒𝑑 𝑃𝑒𝑟𝑖𝑜𝑑 𝑜𝑓 𝑇𝑖𝑚𝑒 𝑓𝑜𝑟 𝑅𝑒𝑝𝑜𝑟𝑡𝑖𝑛𝑔
𝑇𝑜𝑡𝑎𝑙 𝐷𝑜𝑤𝑛𝑡𝑖𝑚𝑒 𝐸𝑣𝑒𝑛𝑡𝑠  
{ 13 } 
3.2.1.10 Mean Downtime (MDT) 
MDT is described as the average downtime caused by maintenance, either scheduled or 
unscheduled, inclusive of any time associated with logistics [6]. 
𝑀𝐷𝑇 =
(𝑅𝑒𝑝𝑎𝑖𝑟 𝐷𝑜𝑤𝑛𝑡𝑖𝑚𝑒 + 𝑅𝑒𝑝𝑎𝑖𝑟 𝐿𝑜𝑔𝑖𝑠𝑡𝑖𝑐𝑠 𝑇𝑖𝑚𝑒 + 𝑀𝑎𝑖𝑛𝑡𝑒𝑛𝑎𝑛𝑐𝑒 𝐷𝑜𝑤𝑛𝑡𝑖𝑚𝑒)
𝑇𝑜𝑡𝑎𝑙 𝐷𝑜𝑤𝑛𝑡𝑖𝑚𝑒 𝐸𝑣𝑒𝑛𝑡𝑠  
{ 14 } 
3.2.1.11 Average Energy Not Supplied (AENS) 
AENS represents the total energy that is not supplied to the connected customers over a 
predetermined period of time. 
𝐴𝐸𝑁𝑆 =
𝑇𝑜𝑡𝑎𝑙 𝐸𝑛𝑒𝑟𝑔𝑦 𝑁𝑜𝑡 𝑆𝑢𝑝𝑝𝑙𝑖𝑒𝑑
𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐶𝑢𝑠𝑡𝑜𝑚𝑒𝑟𝑠 𝑆𝑒𝑟𝑣𝑒𝑑 
{ 15 } 
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3.2.2 System Modelling 
Analytical and numerical methods are most commonly employed to model and evaluate the 
reliability performance of an electrical system. This incorporates the reliability indices already 
discussed, as well as other logical and algebraic formulas. For small systems, these models can be 
made by hand; however, as the size of the system increases, the complexity of the model also 
increases [6]. In this case, computer-based software such as MATLAB by MathWorks or 
PowerFactory by DiGSILENT may be used to perform the sophisticated algorithms as outlined 
below. Following a review of the reliability analysis section within the PowerFactory User Manual 
and online communication with a member of the DiGSILENT PowerFactory support team, it was 
unclear as to which method was adopted within the PowerFactory software package in regards to 
the reliability analysis, however it was assumed that a form of the Monte Carlo simulation method 
was implemented. 
3.2.2.1 Cut-Set Analysis 
The cut-set method, similar to the tie-set method, is generally a suitable method for analysing and 
evaluating the reliability of both simple and more complex electrical systems [6]. This method 
involves the use of reliability block diagrams. A simple configuration, as depicted in Figure 5, 
shows that the block diagram elements ‘X’ and ‘Y’ are in series meaning that both must be in 
service for correct operation. This results in the system only being as reliable as the most unreliable 
element [6].   
 




Conversely, the configuration shown in Figure 6 is in parallel, meaning it exhibits some form of 
redundancy as there are multiple paths available for normal operation. Greater redundancy 
significantly improves the reliability of the system [6].  
 
 
Figure 6: Parallel block diagram 
 
This concept forms the basis of the cut-set analysis method; with a cut-set being a set of components 
whose failure alone causes the whole system to fail [6]. From the previous examples, both elements 
X and Y in the series configuration would be in the cut-set. Alternatively, the cut-set would be 
empty in the redundant parallel configuration. The tie-set for the parallel configuration, meaning 
the set of possible operation paths and is the compliment of a cut-set, would include X-Y and 1-2 
[25]. As the system grows and more elements are introduced, both series and parallel, the 
complexity grows and makes analysis difficult and time consuming. Similarly, even a minor change 
to the model or location of an element can lead to the results being no longer viable, making this 
method unsuitable for large or flexible networks [25]. 
3.2.2.2 GO Algorithm 
The GO algorithm is a success-orientated system evaluation method and analyses the performance 
of a system via inductive logic [6]. A GO model is considered a valuable tool for many different 
applications as it can regularly be created directly from engineering drawings or single line 
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diagrams (SLD) [6]. Some crucial features and benefits of the GO algorithm method for system 
analysis include [6]: 
• Models follow the normal process or electrical flow 
• Most model elements have a direct correspondence with actual system elements 
• Models accommodate component and system dependencies and interactions 
• Models are compact and simple to confirm 
• Model outputs represent all system success and failure states 
• Models are flexible – they can be easily changed or updated 
• System operational and control features can be included 
• Fault sets can be generated without editing the model. 
 
3.2.2.3 Monte Carlo Simulation Technique 
The Monte Carlo simulation modeling method is considered the most versatile technique available 
for evaluating system reliability [6]. A model can be implemented for small, simple systems in a 
software environment such as Microsoft Excel, or for large and more complex systems in 
specifically designed and written programs in more sophisticated software environments such as 
MATLAB. 
A Monte Carlo simulation uses an iterative approach, with each iteration considering possible 
scenarios that may occur in the future and their associated likelihood of occurring across a set period 
of system life. The scenario is dependent on the failure characteristics of the associated system 
elements, such as failure rates and repair times. As the simulation executes, logical system 
relationships are implemented to determine if a failure has occurred in the system within the lifetime 
22 
 
period and if the failed element(s) has taken the system down, what is the duration of that downtime 
[6]. With this determined, the system availability for singular iterations can be calculated, allowing 
for an average of system uptime and downtime to be determined, as well as the duration of the 
downtime. By using these iteration averages, the system availability can be quantified [6].    
3.3 REQUIRED INFORMATION 
3.3.1 Load Curve Data 
Load curves display the electrical demand of a particular system over time. They impact the 
reliability of a system as they provide critical system loading information such as when peak 
loading occurs and the duration of that peak loading period [26]. As expected, load curves will vary 
dependent on the time of year, week or even day. For instance, looking at the load curve taken from 
Transformer 1 and 2 within Substation 13 at MU in Figure 7, the period is slightly longer than a 
week, with the load profile on Saturday and Sunday being significantly different to the load profiles 
for each weekday. As the figure shows, the two flatter sections of approximately 150kW load are 
a Saturday and Sunday, with the five peaks following being the loading for each week day. 
Similarly, loading during summer and winter will be different due to the effect of cooling and 





Figure 7: Transformer load curve from Substation 13 
 
3.3.2 Historical Data 
With all the discussed methods and techniques available to perform a system reliability analysis, it 
is critical to have as much data and information available to populate the reliability model and 
provide a robust and quantitative solution. The results delivered by conducting reliability and 
availability evaluations are very sensitive to assumptions, the calculation and modeling techniques 
used and the integrity of the data entered [6]. The collection of relevant data over a substantial 
period allows for a credible reliability model to be constructed, with the IEEE 493:2007 Standards 
– Design of Reliable Industrial and Commercial Power Systems outlining that the following 
categories contain the necessary data [6]: 
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• Facility identification data 
o Survey date – establishes the site configuration baseline 
o Facility name/location/ID  
o Equipment ID – provides the equipment with a facility-specific ID to specify a 
name, number or location 
o In-service date – indicates the date of installation of the equipment to allow 
calculation of failure metrics 
o Parent system – allows equipment to be arranged into subsystems  
• Facility drawings 
o Drawings such as SLD provide information including critical and redundant 
equipment or circuits while also identifying cable sizes and lengths that are 
required for reliability evaluation 
• Nameplate information 
o Equipment manufacturer 
o Equipment type and model 
o Specific mechanical and electrical ratings  
• Critical equipment designation and sparing 
o Critical equipment designation – identifies critical equipment to the overall 
operation of the facility 
o Redundant equipment designation – identifies any redundancies within the system 
for critical equipment (or lack thereof) 
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o Spares designation – identifies any critical equipment spares that are present on 
site that allow for fast replacement of failed equipment  
• Maintenance data 
o Provides critical reliability data such as failure rates, repair times, periodic 
maintenance dates and downtime records. Information may be recorded in 
handwritten equipment log books or electronic spreadsheets. Both scheduled and 
unscheduled maintenance should be included and should be in line with 
manufacturer specifications.  
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4 PROPOSED MICROGRID COMPONENTS 
A substantial body of work has already been done by MU Energy Manager, Andrew Haning, and 
the Property Development Commercial Services Office (PDCSO) team in developing and 
designing the concept for the proposed microgrid to be applied at Substation 13. Given the existing 
building layouts and infrastructure, it has been proposed that the implemented microgrid be a 
combination of renewable and conventional DER, battery storage technology and an overarching 
control or energy management system.  
4.1 DISTRIBUTED ENERGY RESOURCES 
As discussed, because of the existing building locations and lack of available expansion space, only 
PV implementation has been considered for the Substation 13 microgrid as a means of renewable 
energy (RE). Wind turbine systems are also a viable source of RE, however, the large footprint 
requirement and capital expenditure to install the distribution cabling into the existing buildings 
make them a non-viable solution in this case.   
4.1.1 PV Systems 
Installing rooftop PV systems on each of the associated buildings within the Substation 13 precinct 
has been identified as a viable source of DG as this makes use of the existing infrastructure. As 
shown in Figure 8, the PV systems would be subject to an average of nine hours of sunshine hours 




Figure 8: Annual average daily sunshine hours [27] 
 
As PV systems rely on solar irradiance for operation, this will impact on the reliability evaluation 
of the system [28]. While the above figure suggests an average of nine hours of sunshine per day, 
this may often not be the case due to adverse weather conditions and cloud shading, therefore 
meaning that the variable nature of such renewable DG is a point of concern when it comes to the 
reliability of electricity generation from the system [8]. An example of the expected power 
generation from a typical PV system is shown in Figure 9, and as expected, power is only generated 
by the system during the hours of sunshine, meaning that other forms of energy generation or 





Figure 9: Typical PV system generation curve [8] 
 
Other factors that affect the performance, and in turn the reliability, of PV systems include the 
performance of the inverter and applied maintenance strategies [28]. The inverter is tasked with 
managing PV system output power and voltage quality, as well as frequency control and grid phase 
alignment, making it a critical component of the system [29]. Any failure within the inverter or 
associated protection results in the whole system being non-operational, with the inverter being 
recorded as the main cause of PV system failure in most cases [28]. Inverter technology is 
continually improving however, this increasing the efficiency of PV systems as well as reducing 
the number of failures and the associated downtime [30]. 
It is also crucial to have a stringent maintenance strategy in place, which goes a long way in 
mitigating possible fault causes and ensure optimal operation and efficiency of the PV system [28]. 
Part of this maintenance strategy must include monitoring of output data to ensure the system is 
functioning correctly, including the monitoring of PV module temperature, as increased module 
temperature can be a significant contributor to reduced system efficiency [28]. Similarly, periodic 
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cleaning of the PV modules to ensure dust accumulation and soiling is not affecting the system 
must also be part of the applied maintenance strategy [28]. 
4.1.2 Diesel Generator 
Diesel generators are the most common and popular form of traditional non-renewable DG and are 
part of the reciprocating machine category [8]. The reason for the popularity is they are highly 
suitable for autonomous applications, stemming from the fact they can be started and shut down 
almost spontaneously [8].  
It is proposed that the existing 200kW diesel generator currently providing backup UPS to the ‘Site 
A’ server be repurposed for the microgrid implementation. Under the new configuration, the 
generator will be used for demand and capacity charge management in combination with the battery 
storage system and PV systems. It will also be used to provide backup generation for the PV 
systems to cover base load when weather conditions aren’t optimal, as well as be used to charge 
the battery system under similar weather conditions. For this reason, it is a critical requirement that 
the diesel generator remains a highly reliable and available network component [31].  
While it is widely considered that diesel generators are highly reliable sources of generation, they 
do require regular scheduled maintenance to ensure an extended lifespan is achieved and both start-
up and normal run failures are minimized [32]. Included in this scheduled maintenance is the need 
for the generator to be refueled, with the diesel level required to be constantly monitored for 
reliability purposes. Generally, diesel generators as a piece of stand-alone fixed plant are considered 
to operate at between 95-97% availability (approximately 11 days of downtime per year), which is 
a lower figure than the availability of most typical electrical supply utilities [33].  
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4.2 ENERGY STORAGE 
It has been identified that to operate in an islanded situation, a microgrid must have some form of 
ES to supply base load demand when DER is unavailable or insufficient. The proposed Substation 
13 microgrid is no exception, with the requirement to provide UPS for the precinct meaning that a 
significant ES system will be crucial to the overall achievement of network reliability. Many 
benefits are associated with the implementation of ES within a distribution system, which include 
[34]: 
• Frequency control 
• Stability improvement 
• Power quality enhancement 
• Increased transmission and distribution feeder capacity 
• Reliability improvement 
• Peak load shaving and load leveling. 
The method of ES for the Substation 13 microgrid will utilize battery technology. Different forms 
of electrochemical BESS are presently available, such as Lithium Ion, lead-acid or nickel metal 
hydride, with other forms such as zinc bromine and vanadium redox flow batteries also commonly 
implemented [34]. Lithium Ion technology is currently the most commonly adopted technology in 
modern industry, with advanced lithium-ion batteries providing quality energy density, high 
discharge/recharge efficiency and high cycle life [35]. Flow batteries are more suited to renewable 
energy storage and providing ancillary services, such as emergency UPS during outages [36]. 
Hybrid systems are also becoming more common, with these systems combining multiple 
technologies to utilize each technology’s benefits. As an example, electromagnetic supercapacitors 
or ultra-capacitors can also be used in conjunction with battery storage for peak shaving 
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applications, as they provide high power output for short durations which reduces the discharge of 
the lithium-ion battery and supports momentary load surges [35]. 
As previously discussed, the concept of peak load shaving and the reduction of CMD and capacity 
charges are of particular interest at MU. Peak load shaving involves flattening or smoothing the 
load curves during peak times, in turn reducing energy consumption from the grid. This can be 
achieved by charging the BESS during off-peak periods when the demand is low and discharging 
the BESS to supply the network loads during peak periods while the demand is high [36]. The 
BESS can be charged using the renewable PV systems during periods where generation exceeds 
loading, further reducing operational costs and greenhouse gas admissions while increasing system 
reliability [37]. 
Some challenges are presented when incorporating ES systems in a microgrid network. The most 
significant challenge is sizing of the BESS, as installing a non-optimal sized or over-engineered 
system may result in a higher cost and unnecessary capital investment, increased system losses and 
wasted BESS capacity [36]. Also, as is the case with PV systems that have been discussed, BESS 
include inverter technology which provides a point of failure for the system and also requires a 
stringent maintenance strategy to be applied to mitigate failure risk. The final ES configuration 
used at MU will depend on loading requirements, economic benefits, capacity size (kW or MW) 
and storage capabilities (kWh or MWh), with a hybrid solution of more than one technology a 
viable possibility. 
4.3 ENERGY MANAGEMENT SYSTEM 
Perhaps the most important part within the network is the EMS that provides overarching control 
and synchronization for all the components within the system that have previously been discussed, 
including the power flow between the DG sources, BESS and utility grid [38]. This would involve 
a significant upgrade of communications infrastructure, as a complex SCADA network is required 
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to successfully control and monitor the operation of the microgrid network. The installation of a 
SCADA network provides real-time communications, essential for achieving greater system 
reliability and security [39]. The EMS is the decision maker of the system, with the decision making 
being governed by the predetermined control strategy that is implemented. The control strategy is 
dynamic, continually being developed using recorded performance data and system information, 
often supplied via smart metering. Smart metering has already been applied across much of the MU 
electrical network. The EMS and applied control strategy within a DER based microgrid is 
dependent on a number of influencing techno-economic factors, such as [4]: 
• Weather and meteorological data 
• Loading requirements 
• Utility electricity tariff structure 
• Fuel costs 
• System components technical capabilities 
• Environmental regulations and government policies. 
The EMS is overseen by a centralised microgrid controller, which may also incorporate the inverter 
technology for the DER and BESS. This controller is required to be extremely reliable for obvious 
reasons, as if this component fails then the network cannot operate. Often, a parallel redundancy 
system may be installed in critical scenarios. The EMS controller is responsible for the automation 
of switching within the network, with larger networks allowing for greater reliability as multiple 
generation sources are available to supply the loading demand [40]. By installing an ES system in 
combination with renewable and conventional DG, the system is capable of facilitating a more 




5 PROJECT METHODOLOGY 
5.1 PRELIMINARY WORKS COMPLETED 
5.1.1 TCE Audit 
In the early stages of the project, it was a necessary requirement to conduct a full audit of the 
buildings within the Substation 13 precinct to locate all the recorded TCE’s and identify the point 
of electrical supply of each of these. The purpose of this audit was to determine which distribution 
boards within each building are to be considered as ‘essential services’ and therefore are required 
to remain energised during a power failure in order to service the critical TCE loads. To establish 
the exact location and number of TCE’s, the TCE database within Microsoft Access which was 
made available from within the PDCSO file structure, was cross-referenced and separate lists 
(Microsoft Excel spreadsheets) were constructed for each building. These lists were further broken 
down into stand-alone assets, such as plug-in fridges and freezers, and walk-in assets, such as larger 
fixed cool or warm rooms. From this database, TCE information such as building number, room 
number, maintenance barcode number, make, model, type and electrical supply/circuit ID was 
included in the list where available. These lists have not been included within this document due to 
their large size, however a summary has been provided within Table 1.  
It was established during the audit that only TCE’s containing critical data, research, chemicals or 
artefacts would be considered, while standard kitchen fridges would be excluded, hence why no 
critical TCE’s were recorded within Building 220 – Engineering and Energy. As is shown in Table 
1, there are a total of 255 recorded critical TCE’s within the Substation 13 precinct, with 226 stand-
alone and 29 walk-in assets. Similarly, the majority of these TCE’s can be found within Building 
235 – Loneragan (110 in total) and Building 240 – Biological Sciences (106 in total). This is largely 
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due to the number of laboratory facilities within these two buildings, while Building 245 – Science 
and Computing (39 in total) is predominantly offices and teaching spaces.  
Table 1: Recorded TCE's 
Building Number Stand-alone TCE's Walk-in TCE's Total 
220 0 0 0 
235 97 13 110 
240 93 13 106 
245 36 3 39 
Total 226 29 255 
 
 
This audit proved to be a slow and tedious task, mainly due to the large area to be covered within 
the buildings, further restricted by the availability of a set of master keys from the maintenance 
department which allowed access into all the necessary rooms and labs within the associated 
buildings. This being said however, the audit was conducted successfully, with greater than 95% 
of the recorded TCE’s located, barcodes cross-referenced and electrical supplies recorded. A small 
number of stand-alone assets, seven of 255 or approximately 3%, were unable to be located. This 
audit then paved the way for the next task within the project.   
5.1.2 SLD Development 
Having determined which distribution boards within the precinct supplied critical loads and were 
therefore classified as ‘essential services’ following the TCE audit, a comprehensive set of updated 
SLD’s were required to be developed to provide greater clarity within the Substation 13 precinct.  
A single SLD was established for each of the BMSB’s within the Substation 13 precinct, in 
conjunction with an overarching Substation 13 SLD which maps the entire precinct, inclusive of 
the connection point to the Western Power HV grid and the MU HV ring. Some buildings, such as 
B220, go into greater detail due to the availability of more recent drawings, while B235, B240 and 
B245 only detail down to the BMSB level. The discussed SLD’s have been included for reference 
at the back of this document in Appendix B. 
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While only a concept or proposal at this stage, SLD’s have also been established for the upgraded 
microgrid network configuration. These obviously require a significant amount of detail to be 
included or corrected, such as cable and circuit breaker sizing, which will be included after further 
engineering and design has occurred. Similarly, the final Substation 13 network configuration, 
inclusive of PV, diesel generator and BESS connection, is yet to be determined and is subject to 
change, however the SLD’s have been created to allow consultants and industry solution providers 
such as Schneider, ABB and CAT Energy Power Solutions to gain an understanding of the project 
requirements and begin to develop detailed and viable microgrid solutions. These SLD’s show a 
distinguished separation between essential and non-essential services within the BMSB busbars to 
allow for automated load shedding when required. A significant SCADA network is required within 
the proposed microgrid solution, which has not been included on this set of SLD’s and also requires 
further engineering. As previously mentioned, these SLD’s have been included for reference at the 
back of this document in Appendix C. 
5.2 MODEL DEVELOPMENT 
The software used throughout this project to perform a load flow analysis and reliability evaluation 
was PowerFactory by DIgSILENT. Two separate models were developed to allow for a comparison 
to be made, with each model explained below. A number of assumptions have been made to allow 
for the model development and these have also been documented. 
5.2.1 Current MU Network (Model 1) 
The first model was developed to represent the electrical network that is currently operational at 
MU within the Substation 13 precinct. It was created from the overarching SLD that has been 
previously discussed and can be seen in Appendix B. The topology of the first model can be seen 
in Figure 10, which includes the 22kV HV ring main unit (RMU) and both 1MVA step-down 
transformers that reduce the voltage to 415V at the Building 245 BMSB. As can be seen, the BMSB 
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in Building 245 feeds the rest of the LV network supplied by Substation 13. The busbar within the 
BMSB is split into two separate busbars which are fed from each transformer and are interconnected 
via a bus tie circuit breaker. This bus tie remains normally open but can be closed when one of the 
transformers is taken offline for scheduled maintenance or during a failure, with the other 
transformer able to service the connected loads. The only DG source within this current network is 
the 200kW diesel generator that is connected to its own distribution board and is only used as a 








5.2.2 Proposed Microgrid Network (Model 2) 
The second model that was developed aims to simulate the proposed Substation 13 upgraded 
network that incorporates the microgrid concept and significant amount of DG, as depicted in 
Figure 11 below. As the figure shows, the model includes the rooftop PV on each of the buildings 
235, 240 and 245 as well as the battery storage system and relocation of the diesel generator. Similar 
the current electrical network at MU, the two transformers each feed a LV busbar that is 
interconnected with a bus tie circuit breaker, however in the proposed network this busbar is located 
in the LV main switchboard (MSB) within the new Substation 13 stand-alone building. This 
Substation 13 LV MSB then feeds the individual BMSB’s and the ‘Site A’ Server distribution board 
(DB) as opposed to being fed by the Building 245 BMSB in the first model. This proposed network 
model was developed from the overarching SLD that was created for the upgraded Substation 13 
network as discussed previously and therefore it is important to note that like the SLD’s, the 
modelled network is only a conceptual proposal and further design and engineering is required 





Figure 11: Model 2 - Proposed upgraded network configuration 
 
5.2.3 Different Scenarios 
A number of different electrical scenarios were identified and modelled within PowerFactory to 
simulate different network events and conditions. These scenarios are as follows; 
5.2.3.1 Scenario 1 
This first scenario is considered the ‘base case’ and modelled the current MU network under normal 
operating conditions, with the diesel generator being left out of service due to normal grid voltage 
being supplied to the Generator DB, therefore no requirement for the generator to be in operation 
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and providing UPS to the ‘Site A’ server. The bus tie breaker between busbar 1 and 2 within the 
Building 245 BMSB was open in this case. This scenario provided the baseline for the study for 
both the load flow analysis and reliability analysis. 
5.2.3.2 Scenario 2 
The second scenario also modelled the current MU network, however in this scenario a grid outage 
event was simulated and the Generator feeder was put out of service while the diesel generator was 
placed in service and considered as the reference machine. This scenario was purely simulated to 
ensure that the diesel generator was capable of supplying the connected load, which included the 
critically important ‘Site A’ server load, in the event of a disruption to the electrical supply, with 
the rest of the Substation 13 network experiencing an outage situation, or ‘blackout’.  
5.2.3.3 Scenario 3 
The third scenario considered the proposed microgrid network model under normal operating 
conditions, which involved electrical supply from the grid, each of the PV systems operating at 
100% and both the diesel generator and BESS being isolated from the network or out of service. 
The bus tie breaker between busbar 1 and 2 within the Sub 13 LV MSB was open in this case. This 
scenario aimed to investigate the performance and provide a baseline of the proposed conceptual 
network configuration. The reason the diesel generator and the BESS were removed from operation 
during this scenario as they resulted in the network performing in an undesired fashion due to the 
main grid being the slack bus. This is an area that is possibly requires future development and 
improvement within the simulation model, with the well-designed and complex control strategy 
being responsible for determining when the diesel generator and BESS provide energy to the 
microgrid network under normal operating conditions. 
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5.2.3.4 Scenario 4 
Scenario 4 also simulated the proposed microgrid network and is of particular interest for this study 
as it represented a day-time grid outage event which effectively resulted in an islanding situation 
of the microgrid network. During this scenario, the grid was placed out of service while the BESS 
was placed in service and considered as the reference machine within the network. Each of the PV 
systems were operating at 100% and the diesel generator was also in service and operational. The 
bus tie breaker between busbar 1 and 2 within the Sub 13 LV MSB was closed in this case. The 
significant aim of this scenario was to investigate whether the DG could service the connected day-
time peak load during a supply interruption in a true off-grid microgrid configuration. Similar to 
Scenario 3, ideally further analysis may be carried out with variable input from the PV systems to 
determine the network results for differing situations such as a cloudy day however this was not 
explored within this project. 
5.2.3.5 Scenario 5 
Similar to Scenario 4, this scenario considered the proposed microgrid network model during a grid 
outage event, however the islanded situation was simulated to occur during a night-time meaning 
that each of the PV systems were operating at 0% and effectively out of service. In this scenario, 
both the BESS and the diesel generator were in service and fully operational, with the BESS once 
again considered as the reference machine. In this case, again similar to the previous scenario, the 
bus tie breaker between busbar 1 and 2 within the Sub 13 LV MSB was closed. The aim of this 
scenario was to investigate if the base over-night load could be supplied by the BESS and diesel 
generator effectively during a grid outage.  
5.2.4 Model Assumptions 
During the model development a number of assumptions were made, mainly because some 
information was missing or unavailable but also for model simplicity in some cases. It has been 
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identified previously that a reliability analysis is highly sensitive to assumptions and the accuracy 
and integrity of a reliability evaluation may become compromised as the number of assumptions 
increase. This being said, making the following assumptions was a necessary step in order for the 
model to be complete and simulations to be effectively carried out; 
• In both models, it was assumed that both of the transformers are directly connected to the 
RMU at the HV side and also the BMSB busbar at the LV side, with the short cable lengths 
being considered negligible. 
• Automatic tap-changing of the transformers was not included into the model given they are 
not a feature of the installed Substation 13 components. Manual off-load tap-changing is 
possible and included into the model however, with five different tap positions available. 
The neutral tap position has been assumed as three (the middle position) with each tap 
being considered as 2% (0.2pu meaning the allowable voltage range is between 0.96-
1.04pu).  
• It is important to note that for the new proposed microgrid configuration and network 
upgrade, new transformers would be installed that are microgrid compatible as well as 
being able to optimise voltage levels via on-load tap-changing. The 1MVA rating would 
remain the same. These components have not been specified at this stage of the project so 
it was assumed that the input data for each transformer is to remain the same between 
Model 1 and Model 2. 
• For current carrying capacity and resistance/reactance values, each of the building feeder 
cables within both models were assumed to be copper XLPE/PVC and buried direct 
underground, with an ambient temperature of 25°C. Similarly, a maximum operating 
temperature of 90°C was assumed for all cables. Further assumptions relating to the feeder 
cables within the model will be outlined in Section 5.2.5.3 Input Data – Cables. 
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• The HV ring present at MU was not included in either of the models. It is assumed that in 
both models, this HV ring would have the same effect on the reliability analysis and would 
only affect the load flow results, therefore it was left out for modelling simplicity. 
• The Apparent Power base (Sbase) for both models was assumed to be 100 MVA. 
• The system frequency is 50Hz for both models, which is the standard here in Australia. 
• The utility grid, called Western Power HV Grid in both models, is assumed to be the 
reference machine and connected to the ‘slack bus’ under normal operating conditions. The 
voltage set point is 1.00pu and the active power limit is set to 5.75MW, considered the 
peak load recorded at MU site this year. 
• Circuit breakers, relays and other protection devices were also not considered within either 
model. These components were assumed to be part of the busbar components. 
• Connected loading data was taken from real-time metering data from each building. Given 
that a whole years’ worth of consistent data was unavailable at the time of model 
development, one day that recorded consistent and reliable loading data was installed into 
the models. PowerFactory allows for a whole day of data to be installed at 15 minute 
intervals, which was available from the metering data within the Building Management 
System (BMS) that is in operation at MU. This daily load was assumed to be repeated each 
day during the simulation. The loading information can be viewed in Section 5.2.5.5 Input 
Data – Connected Loads. 
• Any other assumptions made surrounding input data for either models relating to network 
components such as PV and battery inverters will be presented and explained in the 
following Section 5.2.5. 
43 
 
5.2.5 Input Data 
5.2.5.1 Western Power HV Grid 
The main utility grid within both models was named ‘Western Power HV Grid’ and encapsulates 
the HV connection to the external Western Power network, as well as the internal MU HV ring as 
discussed in the previous Section 5.2.4. This grid was set as the reference machine or slack bus for 
both models under normal operating grid-connected conditions. As can be seen in Table 2 below, 
the initial settings for the voltage set point was 1.00pu at a power factor of 1.00. Also, the active 
power supplied by the grid was set at 5.75MW, which was identified as the maximum site load 
recorded within the BMS over the past year.     
Table 2: HV grid input data 


















For both models, the only minor difference with the input data for Transformer 1 and Transformer 
2 was the LV busbar connection which is shown in both Table 3 and Table 4. As is detailed, the 
transformers step the HV voltage down from 22kV to 0.415kV (or 415V) at the LV side. Both 
transformers were rated at 1MVA, allowing them the capability to service the full connected load 
individually if required during scheduled maintenance or a fault event. It has been assumed that the 
positive and zero sequence reactance values are the same, with the reactance (X1) being 0.062pu 
for Transformer 1 and 0.048pu for Transformer 2. The resistance (R1) for each transformer is 
assumed to be negligible and therefore zero for the purpose of this study.   
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Table 3: Model 1 transformer input data 










  Sub 13 HV 
RMU 22 
B245 BMSB - 
BB1 0.415 1.00 Dyn11 0.062 0 
TF 2 
  Sub 13 HV 
RMU 22 
B245 BMSB - 




Table 4: Model 2 transformer input data 










  Sub 13 HV 
RMU 22 
Sub13 LV MSB - 
BB1 0.415 1.00 Dyn11 0.062 0 
TF 2 
  Sub 13 HV 
RMU 22 
Sub 13 LV MSB - 
BB2 0.415 1.00 Dyn11 0.048 0 
 
 
The tap positions for either transformer that were used in both models are recorded in Table 5 below. 
This information, along with the reactance values and connection types displayed in the tables 
above were taken directly from the transformer maintenance records made available by the PDCSO 
team. 
Table 5: Transformer tap positions 
Name Tap Current Position Tap Min. Position Tap Max. Position 
TF 1 3 1 5 





The information contained in the following tables that relate to the current carrying capacity 
(I Rated), AC resistance (R1) and AC reactance (X1) of each cable within each model was taken 
from AS3008 [42]. Table 6 represents the cables from Model 1, while Table 7 represents the cables 
from Model 2. The following assumptions were made to determine the input data for such cables 
using the standards document AS3008 [42]; 
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• Table 8 – Current Carrying Capacity – 3 x single core cables (solid/stranded copper with 
XLPE insulation) in an underground wiring enclosure with an ambient temperature of 
25°C – column 24. 
• Table 30 – AC Reactance (XC) at 50Hz – single-core cables (XLPE) in a trefoil 
configuration – column 4. 
• Table 34 – AC Resistance (RC) at 50Hz – copper conductors with a maximum operating 
temperature of 90°C – column 6. 
• It is important to note that no derating was considered during the determination of these 
cable input data figures. 
• Positive, negative and zero sequence AC resistance and reactance values for phase and 
neutral conductors have been assumed to be the same for this study. 
Table 6: Model 1 cable input data 











4 x 1C 95mm 
XLPE B245 BMSB 
  Generator 
DB 0.01 0.244 0.247 0.0868 
B240 Feed 
4 x 1C 300mm 
XLPE B245 BMSB   B240 BMSB 0.12 0.491 0.0803 0.0809 
B235 Feed 
8 x 1C 400mm 
XLPE B245 BMSB   B235 BMSB 0.06 1.114 0.0646 0.0802 
B220 Feed 
4 x 1C 400mm 
XLPE B245 BMSB   B220 BMSB 0.145 0.557 0.0646 0.0802 
 
 
In Table 7 below, it can be seen that changes in the input data between Model 1 and Model 2 relate 
to the cable lengths and the points of connection. Also the Generator DB from Model 1 has now 
been renamed to ‘Site A’ Server DB and so has the feeding cable, with the addition of a Building 
245 feeding cable being added to Model 2. 
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Table 7: Model 2 cable input data 









Site A Server DB 
Feed 




  Site A Server 
DB 0.15 0.244 0.247 0.0868 
B240 Feed 
4 x 1C 300mm 
XLPE 
Sub13 LV 
MSB B240 BMSB 0.16 0.491 0.0803 0.0809 
B235 Feed 
8 x 1C 400mm 
XLPE 
Sub13 LV 
MSB B235 BMSB 0.125 1.114 0.0646 0.0802 
B220 Feed 
4 x 1C 400mm 
XLPE 
Sub13 LV 
MSB B220 BMSB 0.22 0.557 0.0646 0.0802 
B245 Feed 
4 x 1C 400mm 
XLPE 
Sub13 LV 




The input data for the busbars, both LV and HV, can be seen below in Table 8 and Table 9. As can 
be seen, the LV busbars (0.415kV nominal line-to-line voltage) are all three-phase with a neutral 
connection and therefore the phase technology is described as ABC-N. On the other hand, the HV 
busbars (22kV nominal line-to-line voltage) are three-phase without a neutral connection and the 
phase technology is described as ABC. The single-phase nominal line-to-ground voltage is also 
presented within each table. 
Table 8: Model 1 busbar input data 
Name Phase Technology Nom.L-L (kV) Nom.L-G (kV) 
B220 BMSB ABC-N 0.415 0.2396 
B235 BMSB ABC-N 0.415 0.2396 
B240 BMSB ABC-N 0.415 0.2396 
Generator DB ABC-N 0.415 0.2396 
B245 BMSB ABC-N 0.415 0.2396 





Table 9: Model 2 busbar input data 
Name Phase Technology Nom.L-L (kV) Nom.L-G (kV) 
B220 BMSB ABC-N 0.415 0.2396 
B235 BMSB ABC-N 0.415 0.2396 
B240 BMSB ABC-N 0.415 0.2396 
Site A Server DB ABC-N 0.415 0.2396 
B245 BMSB ABC-N 0.415 0.2396 
Sub 13 LV MSB ABC-N 0.415 0.2396 
Substation 13 HV RMU ABC 22 12.7017 
 
 
5.2.5.5 Connected Loads 
As discussed in Section 5.2.4, the loading data that was installed into the models is a full days’ 
worth of 15-minute interval data taken from the BMS. The loading data was the same for both 
models and have all been considered to be active power consuming loads (unity power factor). This 
daily load is assumed to be consistent and continually repeated throughout the duration of the 
simulation. The day selected from the available data was the 21st of September 2018 as this day 
provided consistent data across all of the loads within the precinct and also demonstrated a 
considerable difference between base load during the night and peak load during the day for the 
larger loads of Buildings 235, 240 and 245. The loading input data used for each building can be 
viewed graphically in Figure 12, with the raw data presented in Appendix D. For Buildings 220, 
235, 240 and the Generator DB loads, the data was taken directly from the BMS as these 
switchboards are individually metered, however for the Building 245 load, no specific meter 
currently exists to record the actual loading from the BMSB however a meter is installed to measure 
the loading on either of the Substation 13 transformers. An estimation was used by subtracting the 
combination of the Building 240 load and Generator DB load from the Transformer 1 total load, 
which was considered as a satisfactory estimation given the network configuration as highlighted 





Figure 12: Combined daily connected loading input data 
 
5.2.5.6 Diesel Generator 
Within both models, the input data for the diesel generator simply consisted of a nominal power 
rating of 200kW, or 0.2MW as presented in Table 10. This nominal power rating is the generation 
capacity of the diesel generator currently installed within Building 245, providing UPS to the ‘Site 
A’ Server as discussed previously and is to be repurposed within the new Substation 13 proposal. 
The only difference with the diesel generator between the two models was the point of connection 
within the network as seen in Figure 10 compared to Figure 11. 
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Table 10: Diesel generator input data 
Name Model # Terminal Rated Act. Pwr (MW) 
Diesel Generator 1 New Sub 13 LV MSB - BB1 0.2 
Diesel Generator 2 Diesel Generator DB 0.2 
 
 
5.2.5.7 PV Systems 
The input data for each of the connected PV systems must be accredited to the work of another 
student, Alia Abdul Rahim, who used the modelling software package HelioScope to determine the 
generation capability of each system based on the availability of rooftop space of the selected 
buildings. For the purpose of the PV system modelling, under guidance from Andrew Haning and 
Gary Higgins from the PDCSO team, the following assumptions were made;  
• The PV panels used were 395W mono-crystalline panels made by LG (LG395N2T-A5) 
which were available within HelioScope.  
• A single 250kW ABB inverter was used in the model for each separate building PV 
installation, which was made available within HelioScope but is no longer available on the 
market after consultation with ABB. 
• The actual generation capacity for each building was recorded to be 258.3kW for Building 
235, 175.0kW for Building 240 and 282.8kW for Building 245 however the active power 
data displayed in Table 11 is due to the previously mentioned inverter limitations used 
within the model.  
• For this project and the network modelling in PowerFactory, the PV panels and inverters 
have been considered as one system and are assumed to operate at either 100% (day time) 
or 0% (night time) generation capability, dependant on the model scenario. 
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Table 11: PV system input data 
Name Terminal Model Active Power (kW) Power Factor 
B235 PV   B235 BMSB Active Power Input 250 1 
B240 PV   B240 BMSB Active Power Input 175 1 




The input data for the BESS in Table 12 provides the area of greatest uncertainty within the model. 
This largely stems from the fact that the battery technology and sizing, in terms of storage and 
capacity is still a work in progress within the PDSCO team and needs a lot more engineering before 
any technical specifications are decided upon. Similarly, the connection of the battery system and 
inverter within the proposed network is still unknown. For the purpose of the model, a 1MVA 
storage battery has been installed after preliminary meetings and information sessions with industry 
participants such as ABB, Energy Power Systems Australia (CAT) and Schneider. 
Table 12: BESS input data 
Name Terminal Plant Category Apparent Power (MVA) Power Factor 




The reliability information required to be input into the PowerFactory modelling software proved 
difficult to find for the individual network components. The reason for this has been attributed to 
the fact that failure rates and duration data is not readily available for specific components from 
industry vendors. Numerous emails and phone calls were made to vendors such as CAT regarding 
generators and inverters, Schneider regarding busbars, ABB regarding busbars and inverters, 
Fronius regarding inverters and even Western Power regarding their HV grid, chasing this 
reliability data without any real success. If this information was available, a significant financial 
agreement was required by such vendors and considered not viable for the purpose of the project.  
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The two specific factors required for the main network components were failure rate, entered as 
failures per year, and average outage duration per failure which was entered in hours. From these 
two inputs, the average outage expectancy, displayed in hours per year, is calculated within the 
model. To overcome the unavailability of reliability input information, the following assumptions 
were made; 
• The failure rate of transmission lines or feeder cables, specified in failures per kilometre 
per year (f/km.yr), was taken from [43] and the cables were assumed to be laid underground. 
• The repair time of such underground cables, specified in minutes and later converted to 
hours, was also provided in [43]. 
• Similarly, [43] provided the failure rate of pad mounted transformers, specified in failures 
per year (f/yr), as well as the repair time for such components in minutes. 
• The failure rate of busbars (f/yr), as well as the average repair time (hrs), was provided by 
[44]. For the different HV and LV values, the failure rates were assumed the same however 
the average repair times differed. 
This reliability input data can be seen in Table 13 for Model 1 and Table 14 for Model 2. 
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Table 13: Model 1 – Reliability input data 
Component Name 






Transformers TF 1 0.005 15 0.075 
 TF 2 0.005 15 0.075 
Cables Generator DB Feed 0.0005 5 0.0025 
 B240 Feed 0.006 5 0.03 
 B235 Feed 0.003 5 0.015 
 B220 Feed 0.00725 5 0.03625 
Busbars B220 BMSB 0.015 24 0.36 
 B235 BMSB 0.015 24 0.36 
 B240 BMSB 0.015 24 0.36 
 Generator DB 0.015 24 0.36 
 B245 BMSB 0.015 24 0.36 
 Substation 13 HV 
RMU 0.02 120 2.4 
 
 
As either table shows, the forced outage rate for each cable is unique due to the differing cable 
lengths, a dependant factor in the assumption as outlined previously (f/km.yr). Given that the 
Building 220 feeder is the longest cable in either model, this component exhibits the highest failure 
rates for cables of 0.00725 and 0.011 failures per year respectively. 
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Table 14: Model 2 – Reliability input data 
Component Name 






Transformers TF 1 0.005 15 0.075 
 TF 2 0.005 15 0.075 
Cables Site A Server DB Feed 0.0075 5 0.0375 
 B245 Feed 0.00625 5 0.03125 
 B240 Feed 0.008 5 0.04 
 B235 Feed 0.00625 5 0.03125 
 B220 Feed 0.011 5 0.055 
Busbars B220 BMSB 0.015 24 0.36 
 B235 BMSB 0.015 24 0.36 
 B240 BMSB 0.015 24 0.36 
 Generator DB 0.015 24 0.36 
 B245 BMSB 0.015 24 0.36 
 Sub 13 LV MSB 0.015 24 0.36 
 Substation 13 HV 
RMU 0.02 120 2.4 
 
 
It is important to note that no failure rates or average failure durations for critical network 
components including the Western Power HV Grid, diesel generator, PV systems or BESS are 
presented in the reliability input data tables. This is because this information was not able to be 
entered into the model for the mentioned components, regardless of the struggles to acquire such 
data. It is possible to enter the availability of such components, however this concept is managed 
via each different model scenario, with the PV systems being changed between 100% and 0% 
operational between Scenario 4 and 5 or the BESS being changed from out of service to operational 
between Scenario 3 and 4 for example. It must also be noted that scheduled maintenance is not 
considered in this study due to redundancy factors that are installed into the network. For example, 
when a transformer is due for maintenance, it may be taken offline and worked on while the second 
transformer supplies the connected loads by closing the interconnecting bus tie at the relevant 
BMSB, without any interruption to supply. Similarly, generator connection points are provided at 
some buildings, such as Building 240, which allows a temporary diesel generator to be connected 
directly to the BMSB to provide electrical supply in the case of an upstream failure. 
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6 RESULTS & ANALYSIS 
6.1 LOAD FLOW ANALYSIS 
6.1.1 Wester Power HV Grid 
As the results in Table 15 show, the Western Power HV Grid was only active in two of the five 
scenarios, with Scenario 2, 4 and 5 all simulating a network outage, or blackout event. As can be 
seen from the results, the active power being delivered to the network from the grid is significantly 
reduced to 0.1002MW in Scenario 3 from 0.5520MW in Scenario 1. This reduction of active power 
supply can be attributed to the addition of the PV generation installed into the proposed microgrid 
network for Scenario 3 that were not present in the current MU network in Scenario 1. As stated 
already, Scenario 3 assumes that the PV systems are 100% operational, so the active power that the 
network was required to be supplied from the grid will vary dependent on loading conditions and 
the output of the PV systems. 
Table 15: HV grid load flow output data 











1 Slack Bus 0.5520 0.0101 0.5521 1.00 1.00 
2 Out of service - - - - - 
3 Slack Bus 0.1002 0.0128 0.1010 1.00 0.992 
4 Out of service - - - - - 




As the results in Table 16 demonstrate, the transformers were operating well below their rated 
1MVA capacities, with the highest loading percentage being recorded at 26.57% for TF1 and 
28.64% for TF2 in Scenario 1. This loading information also proves that either transformer is 
capable of servicing the entire Substation 13 precinct individually during scheduled maintenance 
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or a fault event of a single transformer. As expected, the voltage magnitude at both the LV and HV 
side of each transformer were 1.00pu or extremely close to being 1.00pu. This can be attributed to 
the location of the transformers within the network, being connected to the slack bus under normal 
operation in both models and also having the reference machine (BESS) being connected to the 
same bus at the LV side during a grid outage situation in Scenario 4 and 5. 
Table 16: Transformer load flow output data 
Name 
Scenario 







TF 1 1 
  Sub 13 HV 
RMU   B245 BMSB - BB1 1.00 0.9998 26.57 
TF 2 1 
  Sub 13 HV 
RMU   B245 BMSB - BB2 1.00 0.9999 28.64 
TF 1 2 
  Sub 13 HV 
RMU   B245 BMSB - BB1 - - 0.00 
TF 2 2 
  Sub 13 HV 
RMU   B245 BMSB - BB2 - - 0.00 
TF 1 3 
  Sub 13 HV 
RMU 
Sub 13 LV MSB - 
BB1 1.00 0.9999 15.90 
TF 2 3 
  Sub 13 HV 
RMU 
Sub 13 LV MSB - 
BB2 1.00 0.9996 25.93 
TF 1 4 
  Sub 13 HV 
RMU 
Sub 13 LV MSB - 
BB1 - 1.0000 0.00 
TF 2 4 
  Sub 13 HV 
RMU 
Sub 13 LV MSB - 
BB2 - 1.0000 0.00 
TF 1 5 
  Sub 13 HV 
RMU 
Sub 13 LV MSB - 
BB1 - 1.0000 0.00 
TF 2 5 
  Sub 13 HV 
RMU 
Sub 13 LV MSB - 




In terms of a load flow analysis, the critical indicator for the performance of cables within the 
network is the loading percentage under different network scenarios. In all five of the discussed 
simulation scenarios, all cables within the network recorded loading percentages well below their 
rated limits. As Table 17 represents, the highest recorded loading percentage was 64.31% on the 
Building 220 feeder during Scenario 3, the proposed upgraded network operating under normal 
conditions. No other feeder cable experienced a greater loading percentage than 35% under any 
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scenario, with all feeders within the current Substation 13 electrical network recording 0% loading 
as expected during Scenario 2, a grid outage event. ‘Terminal i’ relates to the originating busbar or 
point of connection for that feeder cable, while ‘Terminal j’ relates to the final connection point or 
busbar of the feeder cable. 
Table 17: Cable load flow output data 
Name Scenario  
Terminal i Voltage 
(pu) Terminal j Voltage (pu) Loading (%) 
Generator Feed 1 0.999 1.000 14.71 
B240 Feed 1 0.993 1.000 33.81 
B235 Feed 1 1.000 0.997 31.55 
B220 Feed 1 1.000 0.998 8.43 
Generator Feed 2 0.000 1.000 0.00 
B240 Feed 2 0.000 0.000 0.00 
B235 Feed 2 0.000 0.000 0.00 
B220 Feed 2 0.000 0.000 0.00 
B220 Feed 3 0.978 1.000 64.31 
B235 Feed 3 1.000 1.000 0.23 
B240 Feed 3 1.004 1.000 15.94 
B245 Feed 3 1.006 1.000 32.14 
Site A Server DB 
Feed 3 1.000 0.994 14.78 
B220 Feed 4 0.997 1.000 8.44 
B235 Feed 4 1.000 1.000 0.23 
B240 Feed 4 1.004 1.000 15.94 
B245 Feed 4 1.006 1.000 32.13 
Site A Server DB 
Feed 4 1.000 0.994 14.78 
B220 Feed 5 0.997 1.000 8.44 
B235 Feed 5 0.994 1.000 31.64 
B240 Feed 5 0.991 1.000 33.88 
B245 Feed 5 0.994 1.000 30.29 
Site A Server DB 







Similar to the load flow results for cables, the bus voltage results were all well within the acceptable 
per unit range of 0.96-1.04 as shown in Table 18. The per unit voltages recorded at each busbar that 
did fall within the previously mentioned limits have been highlighted in green because of the sheer 
number of results and as can be seen, the majority of the results are satisfactory and highlighted. 
The lowest recorded busbar voltage was 0.978pu at the Building 220 BMSB, in both Scenario 3 
and Scenario 4, which also happens to be the busbar fed by the highest loaded cable as previously 
mentioned. This can be attributed to the large length of the installed cable from the new Substation 
13 building to Building 220. The majority of the voltages recorded in the load flow analysis for 
each scenario fall between 0.99pu and 1.01pu. The only network violations that saw the busbar 
voltages recorded outside the acceptable limit were those under a grid outage event in Scenario 2, 
4 and 5. These 0.00pu results were expected for these busbars and are of no concern following the 
load flow analysis.   
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Table 18: Busbar load flow output data 
Name 
Scenario 
# Nom. Voltage (kV) Voltage (kV) Voltage (pu) 
Angle 
(°) 
B220 BMSB 1 0.415 0.414 0.998 29.08 
B235 BMSB 1 0.415 0.414 0.997 29.01 
B240 BMSB 1 0.415 0.412 0.993 28.67 
Generator DB 1 0.415 0.415 0.999 29.05 
B245 BMSB - BB1 1 0.415 0.415 1.000 29.06 
B245 BMSB - BB2 1 0.415 0.415 1.000 29.21 
Substation 13 HV RMU 1 22.000 22.000 1.000 0.00 
B220 BMSB 2 0.415 0.000 0.000 0.00 
B235 BMSB 2 0.415 0.000 0.000 0.00 
B240 BMSB 2 0.415 0.000 0.000 0.00 
Generator DB 2 0.415 0.415 1.000 0.00 
B245 BMSB - BB1 2 0.415 0.000 0.000 0.00 
B245 BMSB - BB2 2 0.415 0.000 0.000 0.00 
Substation 13 HV RMU 2 22.000 0.000 0.000 0.00 
B220 BMSB 3 0.415 0.406 0.978 27.77 
B235 BMSB 3 0.415 0.415 1.000 29.28 
B240 BMSB 3 0.415 0.417 1.004 30.81 
B245 BMSB 3 0.415 0.417 1.006 30.99 
Site A Server DB 3 0.415 0.413 0.994 30.45 
Sub 13 LV MSB - BB1 3 0.415 0.415 1.000 30.57 
Sub 13 LV MSB - BB2 3 0.415 0.415 1.000 29.29 
Substation 13 HV RMU 3 22.000 22.000 1.000 0.00 
B220 BMSB 4 0.415 0.406 0.978 -1.51 
B235 BMSB 4 0.415 0.415 1.000 0.00 
B240 BMSB 4 0.415 0.417 1.004 0.24 
B245 BMSB 4 0.415 0.417 1.006 0.43 
Site A Server DB 4 0.415 0.413 0.994 -0.11 
Sub 13 LV MSB - BB1 4 0.415 0.415 1.000 0.00 
Sub 13 LV MSB - BB2 4 0.415 0.415 1.000 0.00 
Substation 13 HV RMU 4 22.000 0.000 0.000 0.00 
B220 BMSB 5 0.415 0.414 0.997 -0.20 
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B235 BMSB 5 0.415 0.413 0.994 -0.42 
B240 BMSB 5 0.415 0.411 0.991 -0.51 
B245 BMSB 5 0.415 0.413 0.994 -0.40 
Site A Server DB 5 0.415 0.413 0.994 -0.11 
Sub 13 LV MSB - BB1 5 0.415 0.415 1.000 0.00 
Sub 13 LV MSB - BB2 5 0.415 0.415 1.000 0.00 
Substation 13 HV RMU 5 22.000 0.000 0.000 0.00 
 
6.1.5 Distributed Generation 
6.1.5.1 Diesel Generator 
As the results in Table 19 show, the diesel generator only reached 80% of its nominal 200kW rating 
during grid outage events as simulated in Scenario 4 and 5. This is because the generator limit was 
set to this value within the model. It is understood that within the upgraded network proposal, the 
generator is to only be utilized to charge the battery if required and provide back-up generation 
capability under extreme circumstances such as a grid outage during times of peak loading and 
minimal PV generation. It proved very difficult to model this situation within the project so these 
results can be interpreted as slightly misleading. The Scenario 2 loading of 12.89% is of particular 
interest however, as this proves that under the current MU network model, the generator is more 
than capable of supplying the small yet critical ‘Site A’ server load connected to that busbar and 
therefore provides the required UPS functionality for this load under sustained outage conditions. 
It must be noted that there will be a short period of supply interruption between loss of bus voltage 
and generator operation due to the inability of diesel machines to provide a completely seamless 
transition.   
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Table 19: Diesel generator load flow output data 










  Generator 
DB Out of service - - - - 
2 
  Generator 
DB In service 0.026 12.89 1.00 1.00 
3 
Site A Server 
DB Out of service - - - - 
4 
Site A Server 
DB In service 0.16 80.00 1.00 1.00 
5 
Site A Server 
DB In service 0.16 80.00 1.00 1.00 
 
 
6.1.5.2 PV Systems 
As previously discussed, the PV systems are only available to provide generation in the proposed 
upgraded network presented in Model 2. As is demonstrated in Table 20, Scenario 3 and 4 simulate 
each PV system operating at 100% to replicate a day-time scenario and Scenario 5 simulated each 
PV system operating at 0% to replicate a night-time scenario. No middle ground or reduced PV 
availability or generation capacity has been considered which provides an area for future 
development within the project. 
Table 20: PV system load flow output data 
Scenario PV Operational % 
B235 Active Pwr 
(kW) 
B240 Active Pwr 
(kW) 
B245 Active Pwr 
(kW) 
1 - - - - 
2 - - - - 
3 100 250.00 175.00 250.00 
4 100 250.00 175.00 250.00 




The results presented within Table 21 shows that the BESS only supplied energy to the network 
during Scenario 4 and 5, during a grid outage event. In a similar manner to the diesel generator as 
mentioned, the BESS is understood to be utilized much differently within the proposed network 
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upgrade than what it has been for the purpose of this modelling. It is believed that the BESS is to 
be managed by a complex control strategy which is yet to be developed, utilised to reduce the 
operational expenditure by peak lopping during the mentioned PTI intervals under normal operation 
and provide the UPS capability under an islanded situation experienced when the grid connection 
is unavailable. Once again, this was extremely difficult to simulate within the model, resulting in 
the BESS being used as the reference machine and to provide the surplus energy for the connected 
loads under grid outage conditions. The PV systems and diesel generator service the majority of 
the load during Scenario 4, with the BESS operating at only 28.30% of the rated 1MVA capacity, 
while this increased to 39.40% during Scenario 5 as the PV was considered to be operating at 0%.  
Table 21: BESS load flow output data 
Scenario BESS Status Apparent Power (MVA) Supplied I (kA) Loading (%) 
1 - - - - 
2 - - - - 
3 Isolated 0.000 0.00 0.00 
4 Reference machine 0.283 0.394 28.30 
5 Reference machine 0.3940 0.548 39.40 
 
 
6.2 RELIABILITY ANALYSIS 
After consulting literature, five key reliability indices have been selected to provide a substantial 
analysis and comparison between the reliability of the current Substation 13 network and the 
proposed upgraded microgrid network [45]. These indices were calculated for each different model 
scenario using the reliability analysis functionality within the PowerFactory simulation software 
and are presented below in Table 22. 
• System Average Interruption Frequency Index (SAIFI) 
• System Average Interruption Duration Index (SAIDI) 
• Customer Average Interruption Duration Index (CAIDI) 
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• Average Service Availability Index (ASAI) 
• Average Energy Not Supplied (AENS) 
Table 22: Reliability analysis output data 
Reliability Index Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scenario 5 
SAIFI (1/C.yr) 0.076 0.100 0.088 0.048 0.048 
SAIDI (hrs/C.yr) 3.457 2.400 3.704 0.952 0.952 
CAIDI (hrs) 46.68 24.00 41.88 20.02 20.02 
ASAI (pu) 0.9996 0.9999 0.9996 0.9999 0.9999 
AENS (MWhrs/C.yr) 0.388 0.600 0.412 0.097 0.097 
 
 
It is important to note that the results from Scenario 2, the system from Model 1 under a grid outage 
event, were identified to be misleading because of the nature of the simulation. This is best 
explained using the load flow diagram in Figure 13, which shows the majority of the network being 
considered as ‘out of service’ (shown in light grey rather than the normal solid black colour). It is 
believed that in this case within the PowerFactory software, the customer loads that were not being 
supplied due to the grid outage were not included in the three reliability indices that are dependent 
on the number of customers being served, being SAIFI, SAIDI and AENS. In these three indices, 
the results output from Scenario 2 has been multiplied by a factor of five due to the fact that there 
are five connected loads that require to be served within the network. For the remaining two indices 
which are not dependent on the number of connected customers, CAIDI and ASAI, the results are 





Figure 13: Model 1, Scenario 2 load flow diagram 
  
The most significant results in terms of a reliability comparison are seen between Scenario 2 and 
Scenarios 4 and 5 as these three scenarios simulated a grid outage event in the upstream network, 
meaning that electricity was not being supplied by the grid to any part of the LV network, most 
importantly the connected loads. It is under such an outage event that presents the risk to the critical 
TCE loads within each building and why this proposed network upgrade is being considered as a 
solution to ensure a reliable UPS. Each of the five selected reliability indices will be analysed 





Figure 14: SAIFI results comparison graph 
 
In the above Figure 14, a SAIFI improvement of 0.052/C.yr was recorded between Scenario 2 
(0.10/C.yr) and both Scenario 4 and 5 (0.048/C.yr). This shows that the average frequency of 
interruption is reduced, a beneficial result when comparing the new proposed network compared to 
the current network. The slight increase between Scenario 1 and Scenario 3 has been attributed to 
more components being present within the upgraded network in Model 2, as well as increased 
feeder cable lengths due to the new Substation 13 building location, which provides an increased 

















Figure 15: SAIDI  results comparison graph 
 
Similar to the SAIFI results, Figure 15 shows a reduction in the average duration of an interruption 
by approximately 1.45hrs/C.yr between Scenario 2 (2.4hrs/C.yr) and Scenario 4 and 5 
(0.952hrs/C.yr). This recorded improvement in the SAIDI index is also a beneficial result which 




















Figure 16: CAIDI  results comparison graph 
 
As already stated, the CAIDI results from Scenario 2 presented in Figure 16 may be considered 
misleading and in fact the average interruption duration experienced by customers would actually 
be longer if all five loads were considered within the simulation. This being said, there is still a 
minor improvement of close to four hours between the scenarios of particular interest. An 
improvement of close to 5 hours is also recorded between the normal network scenarios of either 
network model (Scenario 1 and 3). These results further support the case that an upgraded network 





















Figure 17: ASAI  results comparison graph 
 
ASAI demonstrates the availability of electrical supply to customers over the selected reporting 
period, however is not dependant on the number of customers being supplied. Because of this, 
similar to CAIDI, the results presented in Figure 17 for Scenario 2 are interpreted to be misleading. 
ASAI is presented as a value between 0.00 and 1.00, with a value as close to 1.00 as possible being 
ideal. Over the yearlong reporting period used in this model simulation, an ASAI value of 0.9999 
recorded in Scenario 2 would suggest an extremely reliable result, which might be true for the ‘Site 
A’ server load connected to the Generator DB busbar and afforded UPS capability by the diesel 
generator. However the same cannot be said for the remaining four loads, which effectively remain 
out of service and unsupplied for the entire simulation period, which supports the belief that this 
result is misleading. With this considered, the results displayed in Scenario 4 and 5 demonstrate an 
extremely reliable electrical supply availability in regards to the ASAI index even during grid 
outage conditions. The ASAI values for the differing network models under normal operational 


















Figure 18: AENS  results comparison graph 
 
The final reliability index considered is AENS, which Figure 18 shows a substantial reduction of 
0.50MWhrs/C.yr between Scenario 2 and the two grid outage scenarios in Model 2, Scenarios 4 
and 5. This once again is an improvement in network supply reliability provided by implementing 
the proposed upgraded network in comparison with the current electrical network model. Similar 
to the previous ASAI index, the results for Scenario 1 and 3 are very similar. 
6.3 KEY FINDINGS 
As previously stated, the significant reliability analysis comparisons are made between Scenario 2 
and Scenarios 4 and 5, which demonstrate a grid outage event in both models. In the results 
presented across the five reliability indices, a clear improvement in the capability to reliably supply 
electrical energy to the connected loads was demonstrated by the proposed upgraded network with 
the embedded microgrid as compared to the current electrical network as present within the 
Substation 13 precinct at MU. The clear improvements are best demonstrated by SAIFI, SAIDI and 
AENS indices, while the ASAI results show an highly satisfactory availability of electrical supply 

















and diesel generation. It can be said that the system reliability is improved when a reduction in the 
reliability indices of SAIFI, SAIDI and AENS is demonstrated, as is the case from the comparison 
made in this project [46].  
The fact that four of the five loads present in the network are not supplied at all in Scenario 2 during 
a grid outage, while all of the connected loads are supplied during a similar outage in Scenario 4 
and 5, further emphasises that the inclusion of distributed renewable generation sources and an 
energy storage system is of significant benefit to the reliability of the network, particularly during 
an outage event in the upstream HV network. It should be also noted that in all five reliability index 
results presented, Scenario 4 and 5 have demonstrated identical results. It has been acknowledged 
that these two scenarios are identical in terms of model reliability data, as the only difference 
between scenarios is the operational percentage of the PV systems, which have no effect on the 
reliability due to no failure rate or repair time being considered for such network components.  
It must be noted that following the modelling and from the research conducted, it was identified 
that the reliability of the proposed network will only improve with a well-developed and specific 
control strategy controlling the operation of the BESS and the wider network, with clear recording 
and monitoring of component performance being achieved via a complex SCADA network and 




7.1 FUTURE WORKS AND IMPROVEMENTS 
It was identified within the researched literature that the accuracy of a reliability analysis is affected 
detrimentally by the inclusion of assumptions and that a robust and accurate analysis can be 
achieved when minimal assumptions are made. The following discussion summarises areas for 
improvement that allow for further development of the models and increased analysis accuracy, as 
well as future project advancements and greater network reliability understanding. 
Greater detail with the developed network SLD’s would be beneficial for the ongoing development 
of the project. This includes both the current network and the proposed network drawings. With the 
current SLD’s, a greater depth of detail down to a final DB or even final sub-circuit level would 
provide a better oversight of the network mapping and exactly which parts of the network are 
essential services, which would allow for the design and development of the energy control strategy. 
For the proposed upgraded network, further engineering and design must be carried out to 
determine final component connections and network configurations, cable sizes and lengths as well 
as protection sizing. To allow for the SLD detail to be improved, the results from the TCE audit 
conducted in the early phases of the project need to be entered into the TCE database so they are 
readily available within the Microsoft Access software for the PDCSO team. As it stands they are 
manually entered into spreadsheets.  
Greater detail and depth in the mention SLD’s, in conjunction with finalised component 
connections such as the BESS, will allow for more accurate implementation into the PowerFactory 
models and hence provide greater accuracy in the reliability results and comparisons. This will also 
limit the amount of assumptions made for the input data that was required for each model and 
therefore result in a more robust simulation with a greater accuracy displayed in the results. 
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Similarly, obtaining reliable availability data for the PV systems, BESS and diesel generator and 
implementing this into the model, as well as using the fundamentals of the suspected control 
strategy within the model will also provide more accurate results and allow for the results to reflect 
a more realistic simulation. 
Finally, as an alternative to the proposed embedded microgrid network which involves significant 
infrastructure upgrades and capital expenditure, the possibility of singular UPS devices directly 
connected at the location of each TCE is something that may be explored. This solution will not 
have any benefit to MU in regards to the reduction in operational expenditure, however may provide 
a significantly cheaper alternative in the short term. Factors such as UPS battery life and the storage 
capacity within these batteries is something that must also be considered and may render them as 
an unacceptable solution anyway. Similarly, smaller decentralised BESS systems within each 
building attached to the BMSB is also a possible solution worth exploring. This option at least 
provides electrical back-up in the event that a fault on any of the building feeder cables was to occur 
for a period of time. Redundancy of paralleled feeders, or even final sub-circuits, is another option 
to improve the network reliability when considering the UPS functionality to the TCE’s.  
7.2 CONCLUSION 
The nonexistence of UPS capability for the critical TCE loads, the presence of substantial aging 
electrical infrastructure, the risk of electrical non-compliance between LV and HV and the 
opportunity to reduce operational expenditure were the driving factors that provided the 
requirements for the significant proposed upgrades within the Substation 13 precinct at MU for this 
thesis project to be conducted. The specific objective identified for this project was to explore the 
reliability of electrical supply to the mentioned critical loads in both the current network 
configuration and the proposed upgraded network and provide an analytical comparison between 
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the two, with the aim to demonstrate an improvement in system reliability following the upgrade, 
which contributes to supporting of the business case. 
In order to conduct the system reliability evaluation and comparison, a model for each network 
configuration was created in PowerFactory and five different electrical scenarios were simulated. 
Five critical reliability indices outlined in literature were SAIFI, SAIDI, CAIDI, ASAI and AENS, 
all of which were calculated by PowerFactory after conducting a reliability analysis for each model 
under each scenario, with a network load flow analysis also conducted.  
As expected, the load flow results were all satisfactory and within specified limits, with no network 
violations identified with respect to busbar voltages and network component loadings. The 
modelling also provided beneficial results under grid outage scenarios in the new proposed 
upgraded network model, with all critical loads still being supplied with electrical energy from the 
DG sources and BESS, which demonstrated the significant benefit of implementing the embedded 
microgrid, allowing for the UPS capability to be provided within the network. Similarly, the output 
results of the mentioned reliability indices provided by the simulations also demonstrated 
favourable increases in system reliability during grid outage scenarios after network upgrades, 
which demonstrate the successful fulfilment of the outlined project objectives.   
Following the modelling and simulation results, in conjunction with the findings presented within 
literature, a technical solution that incorporates DER, both renewable and conventional, in 
combination with a BSS and an EMS with an inbuilt complex control strategy, will indeed 
significantly improve system reliability, while also achieving the discussed critical objectives of 
risk management and reduction of operational expenditure.   
The project was not without problems encountered and limitations, which upon reflection only 
highlights what a real-life engineering scenario or project will present. Being able to work through 
such problems and road blocks made the completion of the project and realisation of objectives that 
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much more satisfying. As is found with most projects, areas of improvement and future work have 
been identified within the report and provide opportunities for the project to be further developed, 
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9.1 APPENDIX A – MURDOCH UNIVERSITY LOCATION 
 
 




Figure 19 provides an insight of the geographical location of MU in relation to significant 
landmarks such as the Swan River as well as Perth CBD for anyone who is not familiar with the 




Figure 20: Murdoch University South Street campus overview 
Similarly, Figure 20 provides an overview of the MU campus layout with South Street and 
Murdoch Drive included for reference. 
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9.4 APPENDIX D – RAW INPUT LOADING DATA 
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Table 23: Raw input loading data 
Timestamp B220 (kW) B235 (kW) B240 (kW) B245 (kW) Gen DB (kW) 
21/09/2018 0:00 21.33 161.44 49.86 74.89 23.53 
21/09/2018 0:15 8.81 161.05 48.8 79.65 23.77 
21/09/2018 0:30 23.59 148.48 45.68 80.58 23.57 
21/09/2018 0:45 10.11 143.41 57.09 75.63 23.48 
21/09/2018 1:00 21.11 170.91 68.74 86.33 23.49 
21/09/2018 1:15 44.89 144.34 51.22 79.14 23.86 
21/09/2018 1:30 20.07 160.7 47.18 80.38 23.77 
21/09/2018 1:45 19.96 158.32 52.21 78.09 23.62 
21/09/2018 2:00 7.93 165.33 47.15 80.95 23.73 
21/09/2018 2:15 20.12 151.62 49.7 81.25 23.68 
21/09/2018 2:30 8.13 147.62 52.2 85.31 23.56 
21/09/2018 2:45 20.88 164.54 48.08 85.94 23.38 
21/09/2018 3:00 9.66 151.08 54.37 82.33 23.76 
21/09/2018 3:15 22.89 187.23 54.8 75.78 23.81 
21/09/2018 3:30 22.06 158.08 47.57 82.16 23.59 
21/09/2018 3:45 8.83 146.41 52.81 83.83 23.44 
21/09/2018 4:00 21.35 144.22 48.91 76.92 23.72 
21/09/2018 4:15 8.66 149.95 42.32 79.06 23.5 
21/09/2018 4:30 20.01 158.61 49.66 78.48 23.42 
21/09/2018 4:45 24.09 160.71 56.23 72.36 23.44 
21/09/2018 5:00 8.04 158.37 51.49 74.32 23.55 
21/09/2018 5:15 21.77 145.98 48.99 76.89 23.58 
21/09/2018 5:30 7.82 173.43 53.05 75.52 23.39 
21/09/2018 5:45 19.9 144.08 52.64 75.72 23.45 
21/09/2018 6:00 44.78 153.25 56.7 76.94 23.44 
21/09/2018 6:15 20.09 166.42 62.58 73.62 23.74 
21/09/2018 6:30 20.44 159.23 59.21 77.6 23.83 
21/09/2018 6:45 8.82 170.63 60 86.93 23.55 
21/09/2018 7:00 23.15 182.83 63.24 77.26 23.61 
21/09/2018 7:15 11.3 179.98 64.66 80.59 23.6 
21/09/2018 7:30 23.67 155.59 72.67 77.13 23.56 
21/09/2018 7:45 36.84 197.91 84.8 84.18 23.64 
21/09/2018 8:00 17.76 180.63 86.53 85.15 23.67 
21/09/2018 8:15 29.88 182.03 85.65 100.2 23.66 
21/09/2018 8:30 22.31 279.66 88.87 104.46 23.61 
21/09/2018 8:45 31.5 263.51 86.76 112.22 23.53 
21/09/2018 9:00 21.34 204.94 76.31 119.5 23.54 
21/09/2018 9:15 31.99 211.93 100.38 129.88 23.68 
21/09/2018 9:30 21.25 231.23 81.74 128.25 23.48 
21/09/2018 9:45 34.56 228.15 87.59 128.03 23.47 
21/09/2018 10:00 20.15 233.83 95.76 128.07 23.58 
21/09/2018 10:15 34.75 244.45 86.24 129.56 23.43 
21/09/2018 10:30 54.62 229.31 91.77 131.33 23.58 
21/09/2018 10:45 33.13 299.74 85.97 129.11 23.63 
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21/09/2018 11:00 20.47 242.82 84.18 126.34 23.48 
21/09/2018 11:15 34.52 245.45 88.28 136.35 23.52 
21/09/2018 11:30 24.63 221.7 93.17 129.13 23.62 
21/09/2018 11:45 33.05 225.68 116.38 131.81 23.49 
21/09/2018 12:00 20.8 222.25 88.76 122.19 25.13 
21/09/2018 12:15 34.69 222.72 87.99 137.33 25.81 
21/09/2018 12:30 18.72 236.24 94.86 129.43 25.54 
21/09/2018 12:45 31.9 255.5 92.58 119.84 25.52 
21/09/2018 13:00 20.4 311.83 92.51 129.62 25.7 
21/09/2018 13:15 33.88 243.76 111.59 126.78 23.61 
21/09/2018 13:30 22.58 267.43 90.46 120.55 23.48 
21/09/2018 13:45 33.09 276.42 105.99 138.37 25.54 
21/09/2018 14:00 21.84 349.54 118.83 128.75 25.57 
21/09/2018 14:15 33.69 251.84 118.5 120.58 25.78 
21/09/2018 14:30 21.15 214.97 107.31 96.07 23.37 
21/09/2018 14:45 34.31 285.58 92.95 122.65 23.51 
21/09/2018 15:00 19.17 301.15 90.01 119.06 23.36 
21/09/2018 15:15 32.62 268.24 91.27 111.94 23.27 
21/09/2018 15:30 19.64 215.83 93.36 117.81 23.3 
21/09/2018 15:45 29.97 213.83 87.91 114.44 23.33 
21/09/2018 16:00 31.26 219.98 86.85 117.58 23.47 
21/09/2018 16:15 34.49 251.49 85.51 116.83 23.46 
21/09/2018 16:30 32.17 210.14 71.41 121.83 23.63 
21/09/2018 16:45 40.62 224.37 76.37 114.14 23.28 
21/09/2018 17:00 29.74 212.28 75.11 102.11 23.33 
21/09/2018 17:15 17.7 239.59 78.06 115.18 23.28 
21/09/2018 17:30 29.81 237.99 76.46 108.72 23.35 
21/09/2018 17:45 17.75 217.71 91.59 97.35 23.23 
21/09/2018 18:00 30.69 203.09 64.94 110.01 23.28 
21/09/2018 18:15 31.47 185.85 60.93 103.05 23.69 
21/09/2018 18:30 31.58 196.09 70.38 102.09 23.35 
21/09/2018 18:45 32.46 176.6 61.49 105.16 23.32 
21/09/2018 19:00 26.98 175.89 57.11 103.03 23.3 
21/09/2018 19:15 26.16 213.63 63.28 91.69 23.35 
21/09/2018 19:30 12.47 165.68 58.51 98.11 23.15 
21/09/2018 19:45 23.9 189.33 59.85 90.67 23.36 
21/09/2018 20:00 13.18 197.52 81.51 84.8 23.27 
21/09/2018 20:15 23.59 183.5 57.77 75.07 23.57 
21/09/2018 20:30 13.59 171.8 56.39 87.25 23.61 
21/09/2018 20:45 25.75 165.94 56.16 81.98 23.4 
21/09/2018 21:00 13.26 198.96 51.77 73.46 23.53 
21/09/2018 21:15 25.37 192.26 51.34 67.3 23.51 
21/09/2018 21:30 13.07 151.11 58.82 75.1 23.35 
21/09/2018 21:45 25.31 183.07 49.42 74.03 23.26 
21/09/2018 22:00 24.14 168.33 51.57 74.47 23.34 
21/09/2018 22:15 11.84 161.86 53.5 85.49 23.49 
21/09/2018 22:30 23.61 165.11 61.39 78.11 23.6 
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21/09/2018 22:45 11.77 159.92 54.6 80.04 23.47 
21/09/2018 23:00 22.89 161.41 46.88 78.4 23.3 
21/09/2018 23:15 11.83 198.12 45.97 83.13 23.34 
21/09/2018 23:30 22.85 181.49 48.43 75.49 23.35 
21/09/2018 23:45 22.85 157.58 54.3 86.51 23.18 
 
 
 
 
 
 
