We consider the problem of adaptive control of a continuous time plant of arbitrary relative degree, in the presence of bounded disturbances as well as unmodeled dynamics. The adaptation law we consider is the usual gradient update law with parameter projection, the latter being the only robustness enhancement modi cation employed. We show that if the unmodeled dynamics, which consists of multiplicative as well as additive system uncertainty, is small enough, then all the signals in the closed loop system are bounded. This shows that extra modi cations such as, for example, normalization by a specially constructed signal, or relative dead zones, are not necessary for robustness with respect to bounded disturbances and small unmodeled dynamics. In the nominal case, where unmodeled dynamics and disturbances are absent, the asymptotic error in tracking a given reference signal is zero. Moreover, the performance of the adaptive controller is also robust in that the mean-square tracking error is quadratic in the magnitude of the unmodeled dynamics and bounded disturbances, when both are present.
1 Introduction boundedness and robust performance, and some early modi cations may have been proposed due to the limitations of proof techniques used, we feel that it is nevertheless important for future work to compare the various modi cations on the basis of the amount of robustness provided, the resulting performance as a function of unmodeled e ects, transient response, etc., as well as the complexities of the modi cations themselves.
The key stimulus for our work here is the recent paper of Ydstie 19] , which showed that parameter projection in a gradient update law is su cient for ensuring the boundedness of closed loop signals for a nominally minimum phase, unit delay, discrete time plant with some types of unmodeled dynamics as well as bounded disturbances.
The continuous time systems studied here give rise to several additional issues such as ltering of signals, parametrization of systems, di erentiability considerations of signals, augmented errors, etc., which motivate various changes, and allow us to establish stability for nominal plants with arbitrary positive relative degree, as well as for a class of unmodeled dynamics which is larger than those considered earlier, for example in 21], 14] or 19]. For instance, unlike Ydstie 19] we do not require the true plant to be stably invertible; only the nominal plant is assumed to be minimum-phase. Additionally, in contrast to 14] we also allow the unmodeled dynamics to be nonlinear or time-varying, and do not require di erentiability of either the bounded disturbance, which is lumped together with the unmodeled dynamics in our treatment, or the reference input.
The rest of the paper is organized as follows: Section 2 introduces the system and reference models. In Section 3, we reparametrize these models, and describe, in Section 4, the adaptive control law. Our analysis starts in Section 5, where we show that all closed-loop signals in the system are bounded by a particular signal m(t). In Section 6, we introduce a signal z(t) de ned through a \switched system" which overbounds m(t). In Section 7, we show that the ltered signals are comparable to z over certain bounded intervals of time. To apply these results to the stability analysis of the closed-loop system, in Section 8 we present a nonminimal representation of the closed-loop system, which is then used in Section 9 to complete the boundedness analysis by showing that a certain positive de nite function of the signal z(t) and the non-minimal system state error e(t) is bounded. In Section 10, we show that asymptotic tracking is achieved in the nominal case, and in Section 11 we establish a mean-square robust performance result. In Section 12 we present simulation examples to illustrate the results. Finally, Section 13 presents some concluding remarks. Some necessary technical results are collected in Appendices A and B. A preliminary version of the results presented here is contained in 21].
System and Reference Models
Consider the single-input, single-output system,
where B(s) A(s) is the transfer function of the modeled part of the plant, m (s) represents the multiplicative uncertainty in the plant, and v(t) represents the e ect of additional additive unmodeled dynamics as well as bounded disturbances.
We will make the following assumptions on the nominal model of the plant: (A1) A(s) = s n + P n?1 j=0 a j s j , and B(s) = P m j=0 b j s j , 0 m < n. (A2) B(s?p 0 ) is Hurwitz for some p 0 > 0, and b m b min > 0. We will denote by n r := n?m, the relative degree of the nominal plant.
We will make the following assumptions on the unmodeled dynamics and bounded disturbance of the plant: (A3) The multiplicative uncertainty, m (s), is a transfer function with relative degree greater than or equal to (1 ? n r ) such that m (s ? p 0 ) is stable. 
All the constants are positive. The goal of adaptation is to follow the output of a reference model given by
where W m (s) is a stable transfer function with relative degree n r , and r(t) is a reference input. We will suppose that jr(t)j k r1 ; 8t 0 and jy m (t)j k ym ; 8t 0.
Parametrization of System and Reference Models
We now reparametrize the system and reference models so that they are in a form more suitable for the development of an adaptive control law. We will presently show that there exists a \parameter vector" = ( 1 ; : : :; 2n ) T such that the system (1) can be represented as,
where T (t) represents the nominal part of the system, 2d 0 (t) represents the e ect of initial conditions arising from the ltering operations 2 , and v 0 f (t) represents the e ect of unmodeled dynamics and bounded disturbances. Here and throughout, q (t) will denote a signal which satis es the following properties: (ii) q (t) 0 when initial conditions are zero. When the value of q is unimportant, we will sometimes drop the subscript on .
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We will also reparametrize the reference model (3) 
The Adaptive Control Law
We will use the control law, T (t)^ (t) = r 0 (t); (6) to implicitly de ne the input u(t), where (t) := ( y (s+a) n?1 ; : : : ; y; u (s+a) n?1 ; : : :; u) T , and^ (t) is an estimate of that we shall presently specify. Note that the \regression" vector (t) de ned earlier satis es (t) = 1 (s+a) n?m (t). The adaptive control law (6) is a \certainty equivalent" control law, since if^ (t) = in (6) , then the nominal part of the system (4) tracks y m (t) since, y(t) = T (t) + 2d 0 (t) = 1 (s + a) n?m T (t) ] + 2d 0 (t) = r 0 (t) (s + a) n?m + 2d 0 (t) = y m (t) + 2d 0 (t): otherwise: There are several features worth commenting upon. First, the augmented error e a (t) consists of the tracking error y(t) ? y m (t), as well as the familiar \swapping" term 1 (s+a) n?m T (t)^ (t)]? 1 (s+a) n?m T (t)]^ (t), which would be zero if^ (t) were a constant. Second, note that n(t) is slightly di erent from the usual k (t)k 2 since it additionally contains the lower order ltered terms y(t) (s+a) i and u(t) (s+a) i for 1 i n ? m ? 1, which are absent in (t).
Turning to the \projection" mechanism, it has two features. Without any projection, a gradient scheme would simply consist of, _ (t) = (t)e a (t) n(t) : However, to keep the estimate inside a sphere of radius M centered at the origin, when the estimate is about to leave the sphere, one would project the drift term so that it evolves tangentially to the sphere. Our projection Proj p; x] also involves an additional feature to ensure thatb m (t) = 2n?th component of^ (t) is larger than or equal to b min .
The following easily verifed consequences of projection are important.
If k k M and 2n = b m b min , i.e. lies in the region to which we con ne the parameter estimates, theñ
Finally, since the existence of a solution to the above parameter estimator may not be assured due to the discontinuous nature of the projection, we can replace the above projection by the \smooth" projection due to Pomet and Praly 15] , for which existence is assured. The key properties (P1) and (P2) continue to hold for the \smooth" projection, and all the results of this paper rigorously hold for this \smooth" projection.
In what follows, we will throughout suppose that the nominal plant described by satis es the assumptions of (P2).
Bounding Signals by m
In this section we will show that all the signals in the system can be bounded in terms of m(t) given in (2). 3 For brevity of notation in the proof, we de ne 1 (s) = (s+a) n?1 ; 2 (s) = (s+a) nr ; (s) = 1 (s) 2 (s); (t) = 1 2 (s)
(s) ; : : :; y(t) (s+a) ; u(t) (s) ; : : :
, and e 1 (t) = y(t) ? y m (t). Lemma 5.1.
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Here and throughout, the values of useful constants used in the bounds are speci ed in Table C in the Appendix. Certain constants whose exact value is unimportant and which do not depend on K v ; m ; k v will be denoted generically by C. Any constant whose exact value is unimportant but which depends on K v ; m ; k v , and such that its value decreases as K v ; m ; k v decrease, will be denoted generically by c. Any positive constant which depends only on initial conditions of some lter, and whose exact value is unimportant will be denoted by c 0 . Finally, all constants throughout are positive, unless otherwise noted. Proof. See 20] .
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Proof of Theorem 5. (14) where the last inequality follows from Property (P1) of the parameter estimator, and since kHk 2 From Theorem 6.1 it follows that z can grow at most exponentially fast, and therefore does not have a nite escape time. Since z bounds all signals, it follows that no signal in the system has a nite escape time.
In what follows, we choose a large time T l , and restrict attention to t T l , for which the following bounds hold.
(iii) k 0 (t)k K 0 m K mz z(t) + K 0 m k mz : (17) (iv) jy(t)j Mk 0 (t)k + K 0 vf K mz z(t) + K 0 vf k mz + k vf + k(T l ):
(iv) 0 jy(t)j K yz z(t) + k yz + k(T l ):
(v) 0 ju(t)j K uz z(t) + k uz + k(T l ): 
De ning y = ( y (s+a) n?1 ; : : : ; y (s+a) ) T and u like-wise, we note that (t) = ( T y (t); y(t); T u (t); u(t)) T , with _ y (t) = Q y (t) + qy(t); and _ u (t) = Q u (t) + qu(t); (28) where Q is stable matrix such that det(sI ? 
It can be easily veri ed (e.g. see 17], pg.136) that we have only stable pole-zero cancellations because the nominal plant is minimum-phase and Q is a stable matrix. This proves that (A c ; h T c ) is detectable. Since the overall transfer function is stable (by (29)), we conclude that A c is a stable matrix. 
where P = P T > 0 satis es PA c + A T c P = ?I. Such a P exists since A c is a stable matrix.
Our main result on robust ultimate boundedness of the overall system is given by the following Theorem. It states that eventually W(t) (which bounds all signals) enters a compact set, the size of which is independent of the initial conditions. Further, the size of the allowable unmodeled dynamics for which this is guaranteed, is independent of the initial conditions. It should be noted, however, that the time T large that it takes for W(t) to enter this compact set can depend on the initial conditions. Choose constants 0 < < 1, 0 > 0 small, and z > 0. Let T; ; T l ; K vmax ; and max be as in Table C . 
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Proof. The idea of the proof, based on the following Lemmas, is to show that whenever W(t) K wz L 2 throughout an interval of length 2T, then at the end of the interval its value is smaller than at the beginning of the interval. 12] , except that we do not assume knowledge of the (nominal) plant gain, and that we also add a bounded disturbance to the output. The actual plant is unstable and has a fast, nonminimum phase zero. This plant is modeled as a nominal plant which is minimum-phase and unstable, with a multiplicative uncertainty.
Example 1.
The true system is given by y(t) = (1 ? s) s(s ? 1) u(t) + w(t)
where 0 < < 1 and w(t) is a bounded disturbance. The reference model to be matched is y m (t) = 1 (s + 1)(s + 2) r(t)
21 where r(t) = 10sin(0:5t). We consider a nominal model of the form y(t) = k (s+a)(s+b) u(t), which is parameterized using 1 (s) = (s+1); 2 (s) = (s+1) 2 (so that (s) = (s+1) 3 
Concluding Remarks
In this paper, we have obtained boundedness and performance for continuous-time plants of arbitrary relative degree, with a somewhat wider class of unmodeled dynamics than in 12], but without any extra modi cations except projection. Unlike 14], we allow nondi erentiable bounded disturbances, and non-di erentiable reference inputs. We also allow some time-varying and nonlinear uncertainties. The nominal plant is however restricted to be minimum-phase.
We have shown that eventually all the signals enter a closed, compact set, the size of which is independent of initial conditions. Also, the upper-bounds on the size of allowable unmodeled dynamics are independent of initial conditions.
Our results thus show that the projection mechanism alone is su cient to guarantee robust boundedness and robust performance at least with respect to small unmodeled dynamics and bounded disturbance. It is important to study the dependence of the bounds on the parameters of the nominal plant, the constants de ning the unmodeled dynamics, initial conditions, etc. Also, it is important to reevaluate the various robustness modi cations which have earlier been proposed, to examine the amount of robustness they provide, the performance guaranteed in the presence of unmodeled dynamics and disturbances, and to thus determine whether they actually provide some improvements with respect to employing just the projection mechanism.
