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both situations. Here we are particularly concerned with potential
functions that are L2(0,a).
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1. Introduction
A Sturm–Liouville differential equation on a ﬁnite interval together with boundary conditions
arises from the inﬁnitesimal, vertical vibrations of a string with the ends subject to various con-
straints. The coeﬃcient (also called potential) function in the differential equation is in a close
relationship with the density of the string, and the eigenvalues of the Sturm–Liouville problem are
the square of the frequencies of oscillation of the string. By a direct Sturm–Liouville problem with
Dirichlet boundary conditions (for instance), one means the problem of ﬁnding the eigenpairs of the
Sturm–Liouville operator L(q) ,
L(q)[u] = −u′′ + q(x)u, in [a,b],
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472 M.C. Drignei / Advances in Applied Mathematics 42 (2009) 471–482with domain D(L(q)) = {u ∈ H2(a,b) | u(a) = 0 = u(b)}, knowing its potential function q. By an inverse
Sturm–Liouville problem, one means the problem of ﬁnding the potential function q from knowledge
of the spectral data of the Sturm–Liouville differential operator L(q) . The spectral data can take various
forms giving rise to various inverse spectral problems. For example, the spectral data can be two
sequences of numbers as the Dirichlet eigenvalues and Dirichlet–Neumann eigenvalues of the Sturm–
Liouville operator L(q) , or the spectral data can be two sequences of numbers, one as the Dirichlet
eigenvalues and the other as the sequence of L2 norm of the Dirichlet eigenfunctions of the Sturm–
Liouville operator L(q) .
In general, an inverse Sturm–Liouville problem has three components: uniqueness, existence and
numerical constructibility of the solution (i.e. the potential function q). This paper deals with the
uniqueness of the potential when three pairwise disjoint, countable, strictly increasing sets of real
numbers are available, sets which will serve as the three sets of eigenvalues for the Sturm–Liouville
problem with this potential function. More precisely, given three sequences of real numbers such
that neither two of them intersect, there exists at most one real-valued function q ∈ L2(0,a) such
that these three sequences constitute the three sets of eigenvalues for the Sturm–Liouville prob-
lem with potential function q on the intervals [0,a], [0,a0], [a0,a], respectively. Here a > 0 and
a0 ∈ (0,a).
We address the uniqueness question in two different situations: 1) when the three sets con-
stitute the three sets of Dirichlet eigenvalues for the above indicated intervals, and 2) when the
three sets constitute the Dirichlet eigenvalues for the interval [0,a], Dirichlet–Robin eigenvalues for
the interval [0,a0] (i.e. eigenvalues for the Sturm–Liouville operator with potential function q|[0,a0]
and boundary conditions u(0) = 0 = u′(a0) + Hu(a0)), and Robin–Dirichlet eigenvalues for the in-
terval [a0,a] (i.e. eigenvalues for the Sturm–Liouville operator with potential function q|[a0,a] and
boundary conditions u′(a0) + Hu(a0) = 0 = u(a)). Practically, these situations correspond to a string
ﬁxed at the ends and either ﬁxed at an arbitrary interior node (the ﬁrst case mentioned above), or
else attached to a spring with a known stiffness constant at an arbitrary interior node (the second
case).
Previous work regarding the uniqueness of a potential function from three spectra can be found
in [7] (the three Dirichlet spectra when a0 = a2 only), [4,8,5]. The essential tools in the ﬁrst three
papers are elements of complex analysis. The latter work addresses the uniqueness question for the
case of a singular potential q = σ ′ ∈ W−12 (0,1) (see the ﬁrst two paragraphs in Section 1 of [5]).
There are important differences between the results in [5] and the results presented in this paper.
First difference consists in the form of the potentials in these two papers: the space W−12 (0,1) is
the dual space of H10(0,1) = W 1,20 (0,1) (see Deﬁnitions and Notation in [3, pp. 283, 244–246]). This
space has the characterization given in Theorem 1 of [3, p. 283], which in short means f ∈ W−12 (0,1)
if and only if
f = f0 + f ′1, for some f0, f1 ∈ L2(0,1), (1.1)
where the equality must be understood in the sense of distributions (see Notation in [3, p. 284]).
From this characterization it is clear that L2(0,1) and { f ′1 | f1 ∈ L2(0,1)} are subspaces of W−12 (0,1),
but neither one coincides with the entire space. Also it is easy to see that L2(0,1) is not a subspace of
{ f ′1 | f1 ∈ L2(0,1)}, nor vice-versa (for example, the function 1/x = (ln x)′ is in { f ′1 | f1 ∈ L2(0,1)}, but
not in L2(0,1)). Therefore, the singular potential case in [5], q = σ ′ ∈ W−12 (0,1), with σ ∈ L2(0,1)
(see the second and forth paragraphs in Section 1 of [5]) does not include the q ∈ L2(0,1) poten-
tial case discussed in the present paper as a particular case. (Actually here we discuss the case
q ∈ L2(0,a).) Another difference is that here the uniqueness of the potential q ∈ L2 for a Robin
boundary condition at an arbitrary interior node is also presented, whereas in [5] the uniqueness
is discussed only for a Dirichlet boundary condition at an arbitrary interior node. The method of
proof in the current paper is new, tailored to respond to the type of potential function considered,
and it is based on the uniqueness of the solution-pair to an overdetermined boundary value problem
for a hyperbolic partial differential equation (PDE).
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For an arbitrary p ∈ L2(α,β), and an arbitrary λ ∈C let C(·; p, λ) and S(·; p, λ) denote the unique
solutions to the canonical Sturm–Liouville differential equation:
−u′′(x) + p(x)u(x) = λu(x), x ∈ [α,β], (2.1)
satisfying the initial conditions u(α) = 1, u′(α) = 0, and respectively the initial conditions u(α) = 0,
u′(α) = 1. They are H2(α,β) functions, as it is well known (see [6, Theorem 4.4]), and form a funda-
mental set of solutions for (2.1).
Let a > 0 and ﬁx a0 ∈ (0,a). For a real-valued q ∈ L2(0,a), let q1 = q|[0,a0] and q2 = q|[a0,a] . Let
C(·;q, λ) and S(·;q, λ) be the above functions with p = q and [α,β] = [0,a]. By attaching a subscript
1 or 2 to the functions C and S we mean to refer to the ﬁrst subinterval [0,a0] or to the second
subinterval [a0,a]. That is for example, S1(·;q1, λ) means S(·; p, λ) with p = q1 and [α,β] = [0,a0],
and C2(·;q2, λ) means C(·; p, λ) with p = q2 and [α,β] = [a0,a]. Then it is clear that
S(x;q, λ) =
{
S1(x;q1, λ), for x ∈ [0,a0],
S(a0;q, λ)C2(x;q2, λ) + S ′(a0;q, λ)S2(x;q2, λ), for x ∈ [a0,a]. (2.2)
From (2.2) it is immediate that:
S(a;q, λ) = S1(a0;q1, λ)C2(a;q2, λ) + S ′1(a0;q1, λ)S2(a;q2, λ). (2.3)
Next, we put (2.3) into a symmetrical form that will be very useful later. For this we need the
following lemma.
Lemma 1. The following hold for all λ ∈C,
⎧⎨
⎩
C2(a;q2, λ) = S ′1(a0; q˜2, λ˜),
S2(a;q2, λ) = a − a0
a0
S1(a0; q˜2, λ˜),
(2.4)
where q˜2(ξ) = ( a−a0a0 )2q2(x), with x = a −
a−a0
a0
ξ , for ξ ∈ [0,a0], and λ˜ = ( a−a0a0 )2λ.
Proof. To show the ﬁrst identity in (2.4) let φ(ξ) = S1(ξ ; q˜2, λ˜) and ψ(ξ) = C2(x;q2, λ), with x =
a − a−a0a0 ξ , for ξ ∈ [0,a0].
From the deﬁnitions above of the functions S1(ξ ; q˜2, λ˜) and C2(x;q2, λ) one has
{−φ′′(ξ) + q˜2(ξ)φ(ξ) = λ˜φ(ξ), for ξ ∈ [0,a0],
−ψ ′′(ξ) + q˜2(ξ)ψ(ξ) = λ˜ψ(ξ), for ξ ∈ [0,a0].
(2.5)
Multiplying the ﬁrst identity in (2.5) by ψ(ξ) and the second by φ(ξ) and subtracting one obtains:
d
dξ
(
φ(ξ)ψ ′(ξ) − ψ(ξ)φ′(ξ))= 0, for ξ ∈ [0,a0].
It follows that φ(ξ)ψ ′(ξ) − ψ(ξ)φ′(ξ) is constant for all ξ ∈ [0,a0]. Hence
φ(0)ψ ′(0) − ψ(0)φ′(0) = φ(a0)ψ ′(a0) − ψ(a0)φ′(a0). (2.6)
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tions of φ(ξ) and ψ(ξ), the identity (2.6) becomes
−ψ(0) = −φ′(a0),
which after using again the deﬁnitions of φ(ξ) and ψ(ξ) yields the ﬁrst identity in (2.4).
A similar work, but now with φ(ξ) = S1(ξ ; q˜2, λ˜) and ψ(ξ) = S2(x;q2, λ), with x = a − a−a0a0 ξ , for
ξ ∈ [0,a0] proves the second identity in (2.4). 
With (2.4), the identity (2.3) becomes
S(a;q, λ) = S1(a0;q1, λ)S ′1(a0; q˜2, λ˜) + S ′1(a0;q1, λ)
(
a − a0
a0
)
S1(a0; q˜2, λ˜), (2.7)
which is the formula that we shall use later.
Note that a generalization of Lemma 1 can be found in Appendix A of [2].
3. Dirichlet boundary condition
Theorem 1. Let {λn}n1, {μn}n1, {νn}n1 be three sequences of real numbers such that neither two of them
intersect. Then there exists at most one real valued potential function q ∈ L2(0,a) having these sets as its
Dirichlet eigenvalues on the intervals [0,a], [0,a0] and [a0,a], respectively. That means, {λn}n1 are the eigen-
values of the Sturm–Liouville boundary value problem
{−u′′(x) + q(x)u(x) = λu(x), x ∈ [0,a],
u(0) = 0 = u(a), (3.1)
{μn}n1 are the eigenvalues of the Sturm–Liouville boundary value problem
{−v ′′(x) + q(x)v(x) = μv(x), x ∈ [0,a0],
v(0) = 0 = v(a0),
(3.2)
and {νn}n1 are the eigenvalues of the Sturm–Liouville boundary value problem
{−w ′′(x) + q(x)w(x) = νw(x), x ∈ [a0,a],
w(a0) = 0 = w(a).
(3.3)
Proof. Assume the contrary and let q and q∗ be two potentials with the above property. Let
q1 = q|[0,a0] and q2 = q|[a0,a] , q˜2(ξ) = ( a−a0a0 )2q2(x), with x = a −
a−a0
a0
ξ , for ξ ∈ [0,a0], and similarly
introduce q∗1, q∗2 and q˜∗2.
We make the observation that λ ∈ C is an eigenvalue of the Sturm–Liouville problem (3.1) if and
only if S(a;q, λ) = 0. To see this, ﬁrst let λ ∈ C be an eigenvalue for (3.1) with an associated eigen-
function u(x). Since u(0) = 0, it follows that u′(0) = 0, because otherwise u(x) which satisﬁes the ODE
of (3.1) and these two initial conditions would have to be the identical zero solution, contradicting
the fact that u(x) is an eigenfunction. So uu′(0) is well deﬁned and satisﬁes the ODE of (3.1), and the
initial conditions
⎧⎪⎪⎨
⎪⎪⎩
u
u′(0)
(0) = 0,
d
dx
(
u
u′(0)
)
(0) = u
′(0)
u′(0)
= 1,
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So, S(a;q, λ) = u(a)u′(0) = 0 (because u was assumed to be an eigenfunction of the Sturm–Liouville prob-
lem (3.1)). Conversely, if S(a;q, λ) = 0, then using the deﬁnition of S(·;q, λ) introduced in Section 2
we get that S(x;q, λ) is an eigenfunction of the Sturm–Liouville problem (3.1) with the associated
eigenvalue λ.
Hence, since {λn}n1 are all the Dirichlet eigenvalues on [0,a] for both q and q∗ it follows that
S(a;q, λn) = 0 = S
(
a;q∗, λn
)
, for all n 1, (3.4)
and similarly,
{
S1(a0;q1,μn) = 0 = S1
(
a0;q∗1,μn
)
, for all n 1,
S2(a;q2, νn) = 0 = S2
(
a;q∗2, νn
)
, for all n 1.
(3.5)
Due to the second identity in (2.4), the second set of identities in (3.5) reads
S1(a0; q˜2, ν˜n) = 0 = S1
(
a0; q˜∗2, ν˜n
)
, for all n 1. (3.6)
Since {μn}n1 are all the Dirichlet eigenvalues of q and q∗ on [0,a0] (so they are Dirichlet eigen-
values of q1 and q∗1), and because of {νn}n1 ∩ {μn}n1 = Φ , it follows, by a discussion similar to the
one made in the observation right above formula (3.4), that:
S1(a0;q1, νn) = 0 = S1
(
a0;q∗1, νn
)
, for all n 1. (3.7)
Similar arguments but now with {μn}n1 in place of {νn}n1 lead to
S2(a;q2,μn) = 0 = S2
(
a;q∗2,μn
)
, for all n 1, (3.8)
which due to the second identity in (2.4) reads
S1(a0; q˜2, μ˜n) = 0 = S1
(
a0; q˜∗2, μ˜n
)
, for all n 1. (3.9)
Writing (2.7) for q and respectively for q∗ , and using the ﬁrst set of identities in (3.5), the set of
identities (3.6), formulas (3.7) and (3.9) the following are obtained:
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
S ′1(a0;q1,μn) =
(
a0
a − a0
)
S(a;q,μn)
S1(a0; q˜2, μ˜n) , for all n 1,
S ′1
(
a0;q∗1,μn
)= ( a0
a − a0
)
S(a;q∗,μn)
S1(a0; q˜∗2, μ˜n)
, for all n 1,
(3.10)
and
⎧⎪⎪⎨
⎪⎪⎩
S ′1(a0; q˜2, ν˜n) =
S(a;q, νn)
S1(a0;q1, νn) , for all n 1,
S ′1
(
a0; q˜∗2, ν˜n
)= S(a;q∗, νn)
S1(a0;q∗1, νn)
, for all n 1.
(3.11)
The function S(x;q, λ) has an integral representation with Gelfand–Levitan kernel (see for exam-
ple [6, Example 4.19 and Theorem 4.18]):
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√
λx)√
λ
+
x∫
0
K (x, t;q) sin(
√
λt)√
λ
dt, (3.12)
where the kernel K (x, t;q) is the weak solution (in the sense of Theorem 4.15(c) of [6, p. 147]) to the
Goursat problem corresponding to q:
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
Kxx(x, t;q) − Ktt(x, t;q) − q(x)K (x, t;q) = 0, 0 < t < x < a,
K (x,0;q) = 0, 0 x a,
K (x, x;q) = 1
2
x∫
0
q(s)ds, 0 x a.
(3.13)
From (3.12) we have the integral representation of S(a;q, λ):
S(a;q, λ) = sin(
√
λa)√
λ
+
a∫
0
K (a, t;q) sin(
√
λt)√
λ
dt. (3.14)
Taking the derivative with respect to x in (3.12), using the second boundary condition of (3.13) and
then setting x = a, one obtains the integral representation of S ′(a;q, λ):
S ′(a;q, λ) = cos(√λa) + a[q]
2
sin(
√
λa)√
λ
+
a∫
0
Kx(a, t;q) sin(
√
λt)√
λ
dt, (3.15)
where [q] denotes the mean value of q (i.e. [q] = 1a
∫ a
0 q(s)ds).
Using in (3.4) formula (3.14) and its analogous for q∗ we get
a∫
0
(
K (a, t;q) − K (a, t;q∗)) sin(√λnt)dt = 0, for all n 1. (3.16)
Since q and q∗ were assumed to have {λn}n1 as their Dirichlet eigenvalues on [0,a], it follows
(see [6, Theorem 4.20]) that the set {sin(√λn·)}n1 is complete in L2(0,a). Hence, by (3.16) we obtain
K (a, ·;q) = K (a; ·;q∗), in L2(0,a). (3.17)
Our assumption that q and q∗ have {μn}n1 and {νn}n1 as their Dirichlet eigenvalues on
[0,a0] and [a0,a], respectively implies that {μn}n1 are the Dirichlet eigenvalues corresponding to
q1 and q∗1, and {νn}n1 are the Dirichlet eigenvalues corresponding to q2 and q∗2, hence {ν˜n}n1
are the Dirichlet eigenvalues corresponding to q˜2 and q˜∗2 (this last statement can be justiﬁed by
simply applying the deﬁnition of the Dirichlet eigenvalue and using the appropriate change of vari-
able ξ ∈ [0,a0] ↔ x = a − a−a0a0 ξ ∈ [a0,a]). It follows (see again [6, Theorem 4.20]) that the sets
{sin(√μn·)}n1 and {sin(
√
ν˜n·)}n1 are complete in L2(0,a0). Using this information, the integral
representation of S1(a0;q1, λ), S1(a0;q∗1, λ), S1(a0; q˜2, λ˜), S1(a0; q˜∗2, λ˜) (which are formulas similar
to (3.14)), the ﬁrst set of identities in (3.5) and the set of identities (3.6) we get
K (a0, ·;q1) = K
(
a0, ·;q∗1
)
, in L2(0,a0), (3.18)
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K (a0, ·; q˜2) = K
(
a0, ·; q˜∗2
)
, in L2(0,a0). (3.19)
Next, (3.14), its analogous for q∗ and (3.17) yield
S(a;q, λ) = S(a;q∗, λ), for all λ ∈C. (3.20)
Also, integral representation of S1(a0;q1, λ) and S1(a0;q∗1, λ), and of S1(a0; q˜2, λ˜) and S1(a0; q˜∗2, λ˜),
which are formulas similar to (3.14), and the identities (3.18) and (3.19) produce
S1(a0;q1, λ) = S1
(
a0;q∗1, λ
)
, for all λ ∈C, (3.21)
and
S1(a0; q˜2, λ˜) = S1
(
a; q˜∗2, λ˜
)
, for all λ ∈C. (3.22)
In (3.10) use (3.20) and (3.22), and in (3.11) use (3.20) and (3.21) to obtain
S ′1(a0;q1,μn) = S ′1
(
a0;q∗1,μn
)
, for all n 1, (3.23)
and respectively
S ′1(a0; q˜2, ν˜n) = S ′1
(
a0; q˜∗2, ν˜n
)
, for all n 1. (3.24)
The integral representations of S ′1(a0;q1, λ) and S ′1(a0;q∗1, λ), which are formulas similar to (3.15),
and formula (3.23) give
a0∫
0
(
Kx(a0, t;q1) − Kx
(
a0, t;q∗1
))
sin(
√
μnt)dt = a0([q
∗
1] − [q1])
2
sin(
√
μna0), for all n 1. (3.25)
Due to the fact that {μn}n1 are all the Dirichlet eigenvalues corresponding to q1 and q∗1, the
following asymptotic formula holds (see [9, Corollary 1, p. 116] or formula (4.25) of [6], after re-
scaling the interval [0,1] to the interval [0,a0]):
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
μn =
(
nπ
a0
)2
+ [q1] + cn, as n → ∞,
μn =
(
nπ
a0
)2
+ [q∗1]+ c∗n, as n → ∞,
(3.26)
where {cn}n1, {c∗n}n1 ∈ l2, hence they converge to 0. Subtracting the two equations of (3.26) and
letting n → ∞ we get that
[q1] =
[
q∗1
]
. (3.27)
From (3.25), (3.27) and the completeness in L2(0,a0) of the set {sin(√μn·)}n1 one obtains
Kx(a0, ·;q1) = Kx
(
a0, ·;q∗1
)
, in L2(0,a0). (3.28)
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Kx(a0, ·; q˜2) = Kx
(
a0, ·; q˜∗2
)
, in L2(0,a0). (3.29)
Writing the Goursat problems the kernels K (x, t;q1) and K (x, t;q∗1) satisfy, Goursat problems that
are analogous to (3.13), then subtracting respectively the two PDEs, and the boundary conditions, and
using (3.18) and (3.28) one arrives at the following overdetermined Goursat–Cauchy problem for the
pair (W , r):
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Wxx(x, t) − Wtt(x, t) − q1(x)W (x, t) = K
(
x, t;q∗1
)
r(x), 0 < t < x < a0,
W (x,0) = 0, 0 x a0,
W (x, x) = 1
2
x∫
0
r(s)ds, 0 x a0,
W (a0, ·) = 0, in L2(0,a0),
Wx(a0, ·) = 0, in L2(0,a0),
(3.30)
where W (x, t) = K (x, t;q1) − K (x, t;q∗1) and r(x) = q1(x) − q∗1(x). Applying Theorem 4.17(b) of [6,
p. 152] (which says essentially that the solution-pair (W , r) is unique) we have that (W , r) = (0,0),
so q1 = q∗1. Note that W (x, t) satisﬁes the hyperbolic PDE of (3.30) in the weak sense as described in
the proof of Theorem 4.17 mentioned above.
Similarly, one shows that q˜2 = q˜∗2, from which q2 = q∗2. Since q1, q2 are the restrictions of q to[0,a0] and respectively to [a0,a], and similarly for q∗1, q∗2, it follows that q = q∗ . 
4. Robin boundary condition
Theorem 2. Let {λn}n1, {μn}n1, {νn}n1 be three sequences of real numbers such that neither two of
them intersect. Then there exists at most one real valued potential function q ∈ L2(0,a) having these sets
as its Dirichlet, Dirichlet–Robin and Robin–Dirichlet eigenvalues on the intervals [0,a], [0,a0] and [a0,a],
respectively. That means, {λn}n1 are the eigenvalues of the Sturm–Liouville boundary value problem (3.1),
{μn}n1 are the eigenvalues of the Sturm–Liouville boundary value problem
{−v ′′(x) + q(x)v(x) = μv(x), x ∈ [0,a0],
v(0) = 0 = v ′(a0) + Hv(a0),
(4.1)
{νn}n1 are the eigenvalues of the Sturm–Liouville boundary value problem
{−w ′′(x) + q(x)w(x) = νw(x), x ∈ [a0,a],
w ′(a0) + Hw(a0) = 0 = w(a).
(4.2)
Proof. Suppose the contrary and let q,q∗ ∈ L2(0,a) be two real valued potential functions with the
indicated property. Introduce q1,q2, q˜2 and q∗1,q∗2, q˜∗2 as in the proof of Theorem 1.
As explained in the proof of Theorem 1, λ ∈ C is a Dirichlet eigenvalues of the Sturm–Liouville
problem (3.1) if and only if S(a;q, λ) = 0 (see the observation right before formula (3.4)).
Now we show that μ ∈ C is a Dirichlet–Robin eigenvalue for the problem (4.1) if and only if
S ′1(a0;q1,μ) + HS1(a0;q1,μ) = 0. To see this, ﬁrst let μ ∈C be such that
S ′1(a0;q1,μ) + HS1(a0;q1,μ) = 0.
It follows using the deﬁnition of S1(·;q1,μ) introduced in Section 2 that S1(x;q1,μ) is an eigen-
function of the Sturm–Liouville problem (4.1) with the associated eigenvalue μ. Conversely, let μ ∈C
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v(0) = 0, it follows that v ′(0) = 0. So, vv ′(0) is well deﬁned and satisﬁes the ODE of (4.1) and the same
initial conditions the function S1(·;q1,μ) satisﬁes at x = 0. Therefore vv ′(0) = S1(·;q1,μ), from which
we get
S ′1(a0;q1,μ) + HS1(a0;q1,μ) =
v ′(a0) + Hv(a0)
v ′(0)
= 0,
because v(x) solves the problem (4.1).
Next, using the change of variables ξ ∈ [0,a0] ↔ x = a − a−a0a0 ξ ∈ [a0,a] and keeping in mind that
q|[a0,a] = q2, one can easily show that {ν,w(x)} is an eigenpair of the Sturm–Liouville problem (4.2)
if and only if {ν˜, w˜(ξ)} is an eigenpair of the Sturm–Liouville boundary value problem:
⎧⎨
⎩
−w˜ ′′(ξ) + q˜2(ξ)w˜(ξ) = ν˜ w˜(ξ), ξ ∈ [0,a0],
w˜(0) = 0 = w˜ ′(a0) − H
(
a − a0
a0
)
w˜(a0),
(4.3)
where ν˜ = ( a−a0a0 )2ν and w˜(ξ) = w(x). Therefore, ν ∈C is a Robin–Dirichlet eigenvalue of q on [a0,a]
(i.e. an eigenvalue of the Sturm–Liouville problem (4.2)) if and only if ν˜ is a Dirichlet–Robin eigenvalue
on [0,a0] (i.e. an eigenvalue of the Sturm–Liouville problem (4.3)), which ﬁnally, by the discussion
above about Dirichlet–Robin eigenvalues, is equivalent to having
S ′1(a0; q˜2, ν˜) − H
(
a − a0
a0
)
S1(a0; q˜2, ν˜) = 0.
From all of these and the fact that {λn}n1, {μn}n1, {νn}n1 are the sets of eigenvalues of the
Sturm–Liouville problems (3.1), (4.1) and (4.2) respectively, we obtain
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
S(a;q, λn) = 0, for all n 1,
S ′1(a0;q1,μn) + HS1(a0;q1,μn) = 0, for all n 1,
S ′1(a0; q˜2, ν˜n) − H
(
a − a0
a0
)
S1(a0; q˜2, ν˜n) = 0, for all n 1,
(4.4)
and similarly for q∗:
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
S
(
a;q∗, λn
)= 0, for all n 1,
S ′1
(
a0;q∗1,μn
)+ HS1(a0;q∗1,μn)= 0, for all n 1,
S ′1
(
a0; q˜∗2, ν˜n
)− H(a − a0
a0
)
S1
(
a0; q˜∗2, ν˜n
)= 0, for all n 1.
(4.5)
And due to the no-overlap property of {μn}n1 with {νn}n1 we also have
⎧⎪⎨
⎪⎩
S ′1(a0;q1, νn) + HS1(a0;q1, νn) = 0, for all n 1,
S ′1(a0; q˜2, μ˜n) − H
(
a − a0
a0
)
S1(a0; q˜2, μ˜n) = 0, for all n 1,
(4.6)
and similarly for q∗:
⎧⎪⎨
⎪⎩
S ′1
(
a0;q∗1, νn
)+ HS1(a0;q∗1, νn) = 0, for all n 1,
S ′1
(
a0; q˜∗2, μ˜n
)− H(a − a0
a
)
S1
(
a0; q˜∗2, μ˜n
) = 0, for all n 1. (4.7)
0
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and (4.5) is visible:
S(a;q, λ) = S1(a0;q1, λ)
(
S ′1(a0; q˜2, λ˜) − H
(
a − a0
a0
)
S1(a0; q˜2, λ˜)
)
+ (S ′1(a0;q1, λ) + HS1(a0;q1, λ))
(
a − a0
a0
)
S1(a0; q˜2, λ˜), (4.8)
and a similar formula for q∗ .
Then, using in (4.8) and in its analogous for q∗ , formulas (4.4), (4.5), (4.6) and (4.7) we have that:
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
S1(a0;q1,μn) = S(a;q,μn)
S ′1(a0; q˜2, μ˜n) − H( a−a0a0 )S1(a0; q˜2, μ˜n)
, for all n 1,
S1
(
a0;q∗1,μn
)= S(a;q∗,μn)
S ′1(a0; q˜∗2, μ˜n) − H( a−a0a0 )S1(a0; q˜∗2, μ˜n)
, for all n 1,
(4.9)
and
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
S1(a0; q˜2, ν˜n) =
(
a0
a − a0
)
S(a;q, νn)
S ′1(a0;q1, νn) + HS1(a0;q1, νn)
, for all n 1,
S1
(
a0; q˜∗2, ν˜n
)= ( a0
a − a0
)
S(a;q∗, νn)
S ′1(a0;q∗1, νn) + HS1(a0;q∗1, νn)
, for all n 1.
(4.10)
Since {μn}n1, {νn}n1 are the Dirichlet–Robin and respectively Robin–Dirichlet eigenvalues of q
and q∗ on [0,a0] and respectively on [a0,a], it follows that {μn}n1 are the Dirichlet–Robin eigenval-
ues of q1 and q∗1, and {ν˜n}n1 are the Dirichlet–Robin eigenvalues of q˜2 and q˜∗2 (see the equivalence
between (4.2) and (4.3) at the beginning of the proof of Theorem 2). So we can apply Theorem 4.20
of [6] to the sets of eigenvalues {λn}n1, {μn}n1, {ν˜n}n1 to obtain that the set {sin(√λn·)}n1 is
complete in L2(0,a), and each of the sets {sin(√μn·)}n1 and {sin(
√
ν˜n·)}n1 is complete in L2(0,a0).
The asymptotic formulas of {μn}n1 and {ν˜n}n1, derivable from the asymptotic formula of
Dirichlet–Robin eigenvalues on [0,1] (see [1, p. 255]) by re-scaling the interval [0,1] to the inter-
val [0,a0] allows us to write
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
μn =
(
(n − 12 )π
a0
)2
+ 2 H
a0
+ [q1] + cn, as n → ∞,
μn =
(
(n − 12 )π
a0
)2
+ 2 H
a0
+ [q∗1]+ c∗n, as n → ∞,
(4.11)
and
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
ν˜n =
(
(n − 12 )π
a0
)2
− 2 H(a − a0)
a20
+ [q˜2] + dn, as n → ∞,
ν˜n =
(
(n − 12 )π
a0
)2
− 2 H(a − a0)
a20
+ [q˜∗2]+ d∗n, as n → ∞,
(4.12)
where {cn}n1, {c∗n}n1, {dn}n1, {d∗n}n1 ∈ l2 (so they converge to 0) and [q1] is the mean value of
q1 ∈ L2(0,a0) and similarly for [q∗1], [q˜2], and [q˜∗2].
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[q1] =
[
q∗1
]
and [q˜2] =
[
q˜∗2
]
. (4.13)
Using formula (3.14) and its analogous for q∗ in the ﬁrst set of identities in each of (4.4) and
of (4.5) we obtain (3.16), which after using the completeness in L2(0,a) of the set {sin(√λn·)}n1
leads to (3.17), as in the proof of Theorem 1. Also, from (3.17) and the integral representation of
S(a;q, λ) and S(a;q∗, λ) (i.e. (3.14) and its analogous for q∗), one has (3.20).
Next, use the integral representation of S1(a0;q1, λ) and S1(a0;q∗1, λ) (formulas analogous
to (3.14)), the integral representation of S ′1(a0;q1, λ) and S ′1(a0;q∗1, λ) (formulas analogous to (3.15)),
the ﬁrst equality in (4.13), the second sets of identities in (4.4) and in (4.5) to obtain
a0∫
0
[(
Kx(a0, t;q1) + HK (a0, t;q1)
)− (Kx(a0, t;q∗1)+ HK (a0, t;q∗1))] sin(√μnt)dt = 0, n 1,
which after using the completeness in L2(0,a0) of the set {sin(√μn·)}n1 gives us:
Kx(a0, ·;q1) + HK (a0, ·;q1) = Kx
(
a0, ·;q∗1
)+ HK (a0, ·;q∗1), in L2(0,a0). (4.14)
Similarly,
Kx(a0, ·; q˜2) − H
(
a − a0
a0
)
K (a0, ·; q˜2) = Kx
(
a0, ·; q˜∗2
)− H(a − a0
a0
)
K
(
a0, ·; q˜∗2
)
, in L2(0,a0). (4.15)
Using again the integral representation of S1(a0;q1, λ), S1(a0;q∗1, λ), S ′1(a0;q1, λ) and S ′1(a0;q∗1, λ),
formula (4.14) and the ﬁrst equality in (4.13) the following is produced:
S ′1(a0;q1, λ) + HS1(a0;q1, λ) = S ′1
(
a0;q∗1, λ
)+ HS1(a0;q∗1, λ), for all λ ∈C. (4.16)
Similarly,
S ′1(a0; q˜2, λ˜) − H
(
a − a0
a0
)
S1(a0; q˜2, λ˜) = S ′1
(
a0; q˜∗2, λ˜
)− H(a − a0
a0
)
S1
(
a0; q˜∗2, λ˜
)
, for all λ ∈C.
(4.17)
In (4.9) use (3.20) and (4.17), and in (4.10) use (3.20) and (4.16). The following are derivable:
{
S1(a0;q1,μn) = S1
(
a0;q∗1,μn
)
, for all n 1,
S1(a0; q˜2, ν˜n) = S1
(
a0; q˜∗2, ν˜n
)
, for all n 1.
(4.18)
The integral representation of S1(a0;q1, λ), S1(a0;q∗1, λ), S1(a0; q˜2, λ˜), S1(a0; q˜∗2, λ˜) (formulas anal-
ogous to (3.14)), formula (4.18), and the completeness in L2(0,a0) of the sets {sin(√μn·)}n1 and
{sin(√ν˜n·)}n1 give
{
K (a0, ·;q1) = K
(
a0, ·;q∗1
)
, in L2(0,a0),
K (a , ·; q˜ ) = K (a , ·; q˜∗), in L2(0,a ). (4.19)0 2 0 2 0
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{
Kx(a0, ·;q1) = Kx
(
a0, ·;q∗1
)
, in L2(0,a0),
Kx(a0, ·; q˜2) = Kx
(
a0, ·; q˜∗2
)
, in L2(0,a0).
(4.20)
Finally, with (4.19) and (4.20) the proof that q1 = q∗1 and q˜2 = q˜∗2 is the same as the one presented
at the end of the proof of Theorem 1 (see Goursat–Cauchy problem discussed there). Hence q = q∗ . 
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