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A B S T R A C T
The hippocampus is crucial for episodic memory, but it is also involved in online prediction. Evidence suggests
that a unitary hippocampal code underlies both episodic memory and predictive processing, yet within a pre-
dictive coding framework the hippocampal-neocortical interactions that accompany these two phenomena are
distinct and opposing. Namely, during episodic recall, the hippocampus is thought to exert an excitatory in-
fluence on the neocortex, to reinstate activity patterns across cortical circuits. This contrasts with empirical and
theoretical work on predictive processing, where descending predictions suppress prediction errors to ‘explain
away’ ascending inputs via cortical inhibition. In this hypothesis piece, we attempt to dissolve this previously
overlooked dialectic. We consider how the hippocampus may facilitate both prediction and memory, respec-
tively, by inhibiting neocortical prediction errors or increasing their gain. We propose that these distinct pro-
cessing modes depend upon the neuromodulatory gain (or precision) ascribed to prediction error units. Within
this framework, memory recall is cast as arising from fictive prediction errors that furnish training signals to
optimise generative models of the world, in the absence of sensory data.
1. Introduction
Anatomically, the hippocampus sits at the apex of a cortical pro-
cessing hierarchy (Felleman and Van Essen, 1991). Inputs received by
sensory cortices reach the hippocampus via the entorhinal cortex and
other relay regions, which in turn, make widespread cortico-cortical
connections that project the hippocampal output back to neocortex
(Squire et al., 2004; Witter, 1993; Witter et al., 1989). This reciprocal
anatomical connectivity equips the hippocampus with the necessary
architecture to coordinate activity in neocortical circuits (Lavenex and
Amaral, 2000; Vogt and Miller, 1983).
However, the functional mechanisms that underpin hippocampal-
neocortical interactions remain unclear. On the one hand, the hippo-
campus has long been considered crucial for recall of rich and detailed
memory of past episodes (Scoville and Milner, 1957; Squire and Zola-
Morgan, 1991). This vivid recall of past events involves mental time
travel and transient disengagement from ongoing sensorimotor ex-
perience – a process thought to be accompanied by autonoetic con-
sciousness (Rubin et al., 2003; Tulving, 2002). This complex cognitive
process can be viewed as constructive (Hassabis and Maguire, 2007;
Schacter et al., 1998), where the interaction between hippocampus and
neocortex mediates integration and reinstatement of information stored
across modality specific cortical areas (Rugg and Vilberg, 2013;
Wheeler et al., 2000). Together with the known anatomy, this supports
the idea that the hippocampus indexes neocortical activity relevant to a
particular memory (Marr, 1971; Teyler and DiScenna, 1986; Teyler and
Rudy, 2007; Tulving and Thomson, 1973). In this manner, recall of rich
and detailed memories involves a selective and facilitatory interaction
between the hippocampus and neocortex.
On the other hand, the hippocampus shows a remarkable capacity
to predict ongoing sensory experience in the moment (Lisman and
Redish, 2009; Mehta et al., 1997; Skaggs et al., 1996; Stachenfeld et al.,
2017). This predictive activity suggests the hippocampus anticipates
upcoming sensory information using recent sensory inputs together
with internally generated sequences that draw upon stored memories
(Lisman, 1999; Pezzulo et al., 2017). Together with the known
anatomy, this predictive activity suggests the hippocampus is situated
high within a hierarchical generative model.
A generative model can be defined as an internal model that the
brain can use to generate consequences of a particular action or sensory
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encounter. In this manner, a generative model can provide predictions
for ongoing sensory experience and anticipate the consequences of a
particular action before sensorimotor feedback is available. In sensor-
imotor control, the notion of a generative model has emerged as an
important theoretical concept (Heuer and Keele, 1996; Hinton and
Ghahramani, 1997; Wolpert et al., 1995). In perceptual synthesis,
generative models underwrite the Bayesian brain hypothesis (Dayan
et al., 1995; Doya et al., 2007; Knill and Pouget, 2004) and, in parti-
cular, predictive coding models that now dominate predictive proces-
sing accounts of perception (Bialek et al., 2001; Clark, 2013; Friston,
2005; Friston and Kiebel, 2009; Heeger, 2017; Hohwy, 2013; de Lange
et al., 2018; Rao and Ballard, 1999; Spratling, 2008; Srinivasan et al.,
1982; Wolpert et al., 1995).
On most accounts of predictive processing, cortical hierarchies are
associated with hierarchical generative models. In this setting, higher
levels are thought to generate descending predictions of lower-level
(e.g. sensory) representations. These descending predictions are com-
pared against ascending sensory representations, to form a mismatch or
prediction error signal. This prediction error can be thought of as the
‘newsworthy’ information that is not predicted. As information ascends
the cortical hierarchy, sensory information is therefore replaced by
prediction error signals that carry the information that has yet to be
explained (Clark, 2013). The prediction errors drive representations in
higher levels of the cortical hierarchy to provide better predictions –
and thereby suppress prediction error signals in lower levels. In addi-
tion to this online evidence accumulation (i.e., perceptual inference),
prediction error signals also drive associative plasticity to update the
generative model; thereby, minimising prediction errors when a similar
situation is encountered in the future (i.e. perceptual learning). Finally,
the relative importance or ‘newsworthiness’ of ascending prediction
error signals is determined by their precision, which, as outlined below,
selectively amplifies prediction error signals that convey more precise
information.
To cancel or suppress the predicted component of a sensory re-
presentation, descending predictions must have a functionally in-
hibitory effect on neurons encoding sensory input, which at higher le-
vels of the hierarchy corresponds to those neurons encoding prediction
errors. In this manner, descending predictions – that originate in high
levels of the cortical hierarchy – may be considered to resolve or ‘ex-
plain away’ ascending signals (Friston, 2005; Hinton and Ghahramani,
1997; de Lange et al., 2018). This predictive-coding framework is
consistent with a large body of evidence in both humans and animals,
where neuronal responses to predicted stimuli are attenuated relative to
unpredicted stimuli (for example: Alink et al., 2010; Garrido et al.,
2009a; Meyer and Olson, 2011; den Ouden et al., 2009). Although the
precise interaction between hippocampus and neocortex during pre-
diction remains unknown, according to the predictive coding frame-
work, descending predictions from higher levels, such as the hippo-
campus, should have an inhibitory effect on neurons encoding
prediction errors in lower levels of the cortical hierarchy.
This raises a potential dichotomy: as an organ of memory recall, the
hippocampus excites neocortical representations to reinstate previous
experience, but as an organ of prediction, the hippocampus should in-
hibit neocortical prediction errors. To unpack this apparent dichotomy,
we first consider the functional dissociation between recall of past ex-
perience and ongoing sensory prediction. In line with previous propo-
sals, we suggest that recall of the past and ongoing prediction rely on
the same neural machinery in the hippocampus but reflect different
processing modes. Using a predictive coding framework, we then
characterise the hippocampal-neocortical interactions that may ac-
company these distinct processing modes, to consider how representa-
tions in the hippocampus exert opposing effects on neocortical circuits
to instantiate both recall of rich and detailed memories and prediction
of ongoing sensory experience.
In brief, we propose that during episodic recall and predictive
processing distinct neocortical inhibitory interneurons differentially
route information through the canonical neocortical microcircuit, to
account for opposing hippocampal-neocortical interactions. Within a
predictive coding framework, the inhibitory effect necessary for pre-
dictive ‘explaining-away’ may use descending inhibition, while the fa-
cilitatory effect necessary to reinstate cortical representations may be
mediated by disinhibition. These opposing excitatory-inhibitory effects
may be mapped onto (i) descending predictions – that drive inhibitory
interneurons to inhibit ascending sensory input or prediction errors –
and (ii) descending predictions of precision that modulate the gain of
pyramidal neurons (or prediction error units) to reinstate cortical re-
presentations during recall. Reinstating a neocortical representation
during offline recall of past experience may therefore be considered
similar to online sensory processing, except that during offline recall the
reinstated representation is ‘protected’ from ascending sensory input or
prediction errors from lower hierarchical levels. Therefore, while the
function of ascending prediction errors during ongoing sensory ex-
perience is to provide an online training signal, the function of memory
recall can be cast as offline generation of fictive prediction errors that
train the brain, so that it can generalize to new sensory input in the
future. Below we outline the theoretical and empirical evidence that
speak to this characterisation of hippocampal-neocortical interactions –
and identify testable hypotheses for this model.
1.1. Hippocampal-neocortical interactions during memory recall
The hippocampus plays a crucial role in the recall of rich and de-
tailed memories of past experience, otherwise termed episodic mem-
ories. This is evident in the dramatic amnesia observed in patients with
bilateral hippocampal lesions (Scoville and Milner, 1957). In these
patients, remote memory appears to be spared, leading to the sugges-
tion that recall of remote episodic memory may be hippocampal-in-
dependent (Standard Model of Memory Consolidation) (McClelland
et al., 1995; Squire and Alvarez, 1995). However, alternative models
(such as Multiple Trace Theory) argue that the hippocampus is required
for recall of rich and detailed memory in perpetuity (Nadel and
Moscovitch, 1997, 1998). While empirical support for these competing
theories has been discussed in detail elsewhere (Barry and Maguire,
2019; Frankland and Bontempi, 2005; Nadel and Hardt, 2011), here we
distil the common ingredients that describe hippocampal-neocortical
interactions during memory recall. Notably, these dominant theories
agree that during recall of rich and detailed memory, the hippocampus
mediates neocortical memory reinstatement, if only temporarily.
Memory recall can be defined as vivid recollection of past events, a
process that involves mental time travel and imagery with transient
disengagement from ongoing sensorimotor experience (Rubin et al.,
2003; Tulving, 2002). Behaviourally, recall of past experience may
provide a means to simulate and evaluate the hypothetical con-
sequences of future decisions (Atance and O’Neill, 2001; Schacter et al.,
2007; Szpunar, 2010), reducing the uncertainty inherent in deliberative
behaviour. At the physiological level, memory recall is accompanied by
reactivation of distributed activity patterns evinced during an original
experience (McClelland et al., 1995). Mechanistically, this is thought to
be achieved via interactions that span a neocortical-hippocampal-neo-
cortical loop. Thus, during sensory experience, neocortical activity
patterns are passed up the cortical hierarchy to the hippocampus
(Merzenich et al., 1990), and during memory recall this interaction is
thought to be inverted – with the hippocampus facilitating and co-
ordinating activity, across distributed neocortical circuits (Fig. 1A).
Data from both humans and rodents provide support for this view. For
example, neocortical memory reinstatement can be observed in humans
using functional Magnetic Resonance Imaging (fMRI) to decode
memory-specific activity patterns (Baldassano et al., 2017; Chadwick
et al., 2010; Staresina et al., 2012). Moreover, fluctuations in the hip-
pocampal Blood Oxygen Level Dependent (BOLD) signal predict trial-
by-trial measures of neocortical activity patterns (Bosch et al., 2014),
suggesting evidence for a coordinated faciliatory interaction between
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hippocampus and neocortex during recall.
Optogenetic manipulations in rodents further corroborate this pic-
ture. When memory-specific neurons in hippocampus are tagged and
selectively silenced in a contextual fear-conditioning paradigm, re-
instatement of neocortical memory traces and behavioural memory
expression are impaired (Cowansage et al., 2014; Tanaka et al., 2014).
However, even when the hippocampus is silenced, memory impairment
can be mitigated if the neocortical memory trace is activated using
optogenetic stimulation (Cowansage et al., 2014). This suggests that
during recall, memory-specific neurons in the hippocampus reinstate
selective representations in neocortex.
Together these findings support a model whereby the hippocampus
represents an ‘index’ (Teyler and DiScenna, 1985, 1986; Teyler and
Rudy, 2007) or ‘summary sketch’ of the neocortical representation. A
sparse activity pattern in the hippocampus may represent the specific
conjunction or combination of representations in neocortex that to-
gether give rise to the full activity pattern (McClelland et al., 1995).
Therefore, even if the hippocampus receives an incomplete version of
the activity pattern, the hippocampus can “pattern complete” to facil-
itate reinstatement of the entire activity pattern across neocortex (Rolls,
2013).
Physiologically, this hippocampal index may be attributed to pyr-
amidal cells in the CA1 and CA3 regions of the hippocampus. Pyramidal
cells in CA1 and CA3 are known to represent space (O’Keefe, 1976) and
time (MacDonald et al., 2011; Pastalkova et al., 2008), but also con-
textual information (McKenzie et al., 2014). Together these ‘where’ and
‘when’ representations may constitute a neural code that describes the
statistical regularities of space and time, capturing variance along two
principal dimensions of everyday experience (Eichenbaum, 2017;
Friston and Buzsáki, 2016; McKenzie et al., 2014; Schiller et al., 2015;
Whittington et al., 2019). In addition, the contextual ‘what’ component
of these hippocampal codes allows for translational invariance across
space and time, to endow narratives with a particular kind of content.
Pyramidal cells in the hippocampus thus provide the necessary building
blocks for representing rich and detailed experience, either of the lived
world, or of the past.
1.2. Predictive activity in the hippocampus
While the hippocampus is necessary for recall of episodic memories,
the anatomical and functional architecture of the hippocampus suggests
a cardinal role in the handling of abstract, high-level prediction errors.
This can be seen in terms of its role as a comparator network: predictive
sequences in CA3 are sent to area CA1 and compared with a second
major input that conveys sensory information from neocortex
(Hasselmo and Wyble, 1997; Lisman and Grace, 2005; Penny et al.,
2013; Vinogradova, 1975, 2001). This comparator circuitry may ac-
count for predictive (‘match’) signals in the hippocampus (Brown and
Aggleton, 2001; Hannula and Ranganath, 2008; Preston and Gabrieli,
2008), but also prediction error (‘mismatch’) signals that may mediate
rapid novelty detection in both humans and animals (Chen et al., 2011;
Duncan et al., 2012; Fyhn et al., 2002; Jenkins et al., 2004; Kumaran
Fig. 1. The hippocampus as both a memory index and a generative model.
A) Schematic illustrating the hippocampus as a memory index: During memory recall, activity patterns across neocortex are reinstated to recapitulate previous
sensory experience (shown in red, distributed across the neocortical hierarchy). The hippocampus (shown in blue), which is anatomically situated at the top of a
cortical processing hierarchy, is thought to orchestrate this reinstatement by binding and linking activity patterns stored across distributed neocortical networks. B)
When rodents repeatedly navigate on a one-dimensional track (shown in grey), spatially tuned principal cells in the hippocampus (shown in red) show a backward
skew in their firing rate (filled line) relative to the first run on the linear track (dotted line) (schematic adapted from Mehta et al., 1997). This backward skew can be
explained by a Successor Representation (Stachenfeld et al., 2017) where the hippocampus represents upcoming locations or states that are reliably predicted from
the current location or state. C–D) Schematic showing neocortex at an intermediary level in the cortical hierarchy. Within a predictive coding framework, the dual
aspect role of the hippocampus gives rise to two complementary hippocampal-neocortical interactions. Descending inputs from the hippocampus are shown in blue.
An example subset of cells in the neocortex are shown in the black box with low firing rate indicated in pale pink and high firing rate indicated in red. Ascending
sensory input (or prediction error signals) are shown in green. C) As a generator of predictions, or generative model, the hippocampus accumulates ascending
prediction errors from neocortical neurons lower in the hierarchy (not shown) and responds with descending predictions to neocortex that inhibit the neocortical
prediction error signals. Left-hand panel: When the sensory input is unexpected, the resulting prediction errors are represented in the neocortical hierarchy. Right-
hand panel: With learning, the hippocampal generative model is updated until the hippocampal predictions ‘explain away’ prediction errors by suppressing neo-
cortical activity. D) As a memory index, the hippocampus provides descending input to the neocortex to selectively reinstate activity patterns that recapitulate
previous sensory experience. The hippocampal memory index can thus facilitate neocortical activity, even in the absence of sensory input.
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and Maguire, 2006; Ruusuvirta et al., 1995).
During ongoing sensory experience, predictive activity can be ob-
served in the hippocampus in the form of phase precession (O’Keefe and
Recce, 1993; Skaggs et al., 1996). Phase precession is a phenomenon
where the phase at which CA1 pyramidal cells fire in the theta rhythm
advances as an animal moves through the cells’ preferred place fields.
In this manner, pyramidal cells show cued prediction of the sequence of
upcoming positions (Jensen and Lisman, 1996; Tsodyks et al., 1996).
This predictive activity is thought to be generated using incoming
sensory information together with stored memory sequences in the CA3
region of the hippocampus (Lisman, 1999). At a choice point in a maze,
where animals pause and show searching behaviour termed vicarious
trial and error, this predictive activity can manifest as non-local activity
that sweeps through the successive locations in the maze, thus spanning
future possible trajectories (Johnson and Redish, 2007). Hippocampal
phase precession can also be observed during theta oscillations in the
non-spatial domain, during the delay period of a memory task, where
environmental cues are kept constant (Pastalkova et al., 2008), or when
a rat is removed from a ledge and required to jump to safety to avoid a
shock (Lenck-Santini et al., 2008).
A related, but likely independent, phenomenon is experience-de-
pendent asymmetric expansion of place fields (Blum and Abbott, 1996;
Mehta et al., 1997). This can be observed when rodents repeatedly
travel in a particular direction along a linear track. With experience of
the track, hippocampal pyramidal cells start to fire before the animal
visits the preferred spatial location of each cell. This anticipatory ac-
tivity manifests as a backward skew in the spatial firing fields of pyr-
amidal cells (Fig. 1B), which can be described computationally by the
successor representation (Stachenfeld et al., 2017), and other gen-
erative models based on Markovian processes, where the probability of
a future event depends only on the present state (Chen et al., 2014;
Kaplan and Friston, 2018). Rather than representing explicit spatial or
temporal information, the successor representation encodes the states
of the environment in terms of their predictive relationships with other
states, thus providing an efficient estimate of long-term future reward
(Dayan, 1993; Gershman, 2018). In humans, the successor representa-
tion can explain the hippocampal BOLD signal, even when participants
navigate through an abstract set of discrete stimulus associations
(Garvert et al., 2017).
Here, we focus on hippocampal predictions that occur during on-
going sensory experience. However, predictive activity has also been re-
ported in the hippocampus during ‘offline’ periods of rest or sleep,
which can predict forthcoming behaviour in a manner consistent with
model-based sequential planning (Pfeiffer and Foster, 2013; Singer
et al., 2013) or ‘preplay’ of future spatial trajectories (Dragoi and
Tonegawa, 2011, 2013). These different types of predictive activity,
‘online’ versus ‘offline’, may reflect different processing modes in the
hippocampus, characterised by distinct oscillatory patterns in the hip-
pocampal local field potential that are dominated by a theta rhythm
and sharp-wave ripple (SWR) events, respectively. Unlike, predictive
activity during ongoing sensory experience, we propose that hippo-
campal-neocortical interactions that accompany ‘offline’ predictive ac-
tivity may be analogous to interactions observed during recall of past
experience and thus described as episodic simulation (Schacter et al.,
2007). For the remainder of the article, we restrict the term prediction to
refer to predictions of ongoing sensory experience, where the interac-
tion between the hippocampus and neocortex may be interpreted
within a predictive coding framework (as opposed to a simulation fra-
mework). Similarly, we reserve recall for mnemonic processes that are
not contingent on current sensory input. These two processes, recall and
prediction, may be considered two different aspects of ‘pattern com-
pletion’, and differ from new learning driven by prediction error signals
(analogous to ‘pattern separation’, Yassa and Stark, 2011). However, as
discussed below, within a predictive coding framework, recall may be
framed as a fictive prediction error.
1.3. Hippocampal-neocortical interactions during prediction
While the hippocampal-neocortical interactions that accompany
recall are reasonably well established, the precise interactions that ac-
company prediction of ongoing sensory experience are less clear. To
account for hippocampal-neocortical interactions during prediction, we
appeal to theoretical and empirical work on predictive processing.
From a predictive-coding perspective, and in virtue of its connections
with the neocortex, the hippocampus can be regarded as a hub or centre
of a deep or hierarchical generative model that reaches all the way out
to sensory cortex (Liu et al., 2018; Mesulam, 2013). On this view, the
hippocampus can be considered to play a central role in hierarchical
predictive coding – a formulation of recurrent neuronal message pas-
sing, informed largely by studies of visual processing (Bastos et al.,
2012; Heeger, 2017; Kok et al., 2012a, 2012b; Rao and Ballard, 1999;
Shipp, 2016; Spratling, 2010). However, rather than generating pre-
dictions in a particular sensory modality, predictions generated in the
hippocampus may underwrite multisensory integration (Kok and Turk-
Browne, 2018), and furnish predictions that call on multimodal re-
presentations (Barron et al., 2013). In addition to this domain general
aspect, predictive activity in the hippocampus should be endowed with
a temporal depth. This follows because higher levels of the predictive
coding hierarchy accumulate evidence for representations at progres-
sively longer temporal scales (Kiebel et al., 2008). In other words, by
being positioned at the apex of the cortical hierarchy, the hippocampus
may generate multisensory predictions (i.e., ‘what’) with an ordinal
aspect (i.e., ‘when’), because it accumulates evidence for trajectories or
narratives that have a deeper reach into the future (and past).
Central to the predictive-coding formulation is the idea that the
brain actively predicts upcoming sensory experience, to reduce or ‘ex-
plain away’ activity in lower-level areas. This provides an efficient
processing hierarchy, where at each level only the discrepancy between
the sensory input and the predictions received from higher-level brain
areas are represented, as a prediction error signal (Bastos et al., 2012;
Rao and Ballard, 1999; Shipp, 2016). Evidence from single-unit re-
cordings in macaque inferotemporal cortex support this view, showing
reduced responses to predicted sequences of natural images, when
compared to unpredicted sequences (Meyer and Olson, 2011). Simi-
larly, human imaging studies show reduced responses in sensory neo-
cortex for predictable compared to unpredictable or deviant stimuli
(Alink et al., 2010; Garrido et al., 2009a; Ouden et al., 2010; Todorovic
et al., 2011), which cannot be accounted for by attentional effects
(Alink et al., 2010).
However, while studies in both humans and non-human primates
show robust evidence for reduced neural responses to predicted stimuli,
this does not necessarily imply an inhibitory predictive signal. To reveal
the precise mechanism that accounts for reduced neural responses to
predicted stimuli, researchers have taken advantage of genetic tools
available in mice. For example, by combining electrophysiology, cal-
cium imaging and optogenetic manipulations, the attenuation of sti-
mulus-evoked responses in excitatory cells of auditory cortex – during
ongoing movement – can be attributed to postsynaptic inhibition
(Schneider et al., 2014). This inhibition implicates local parvalbumin-
positive (PV+) interneurons, which receive excitatory signals from
secondary motor cortex analogous to a corollary discharge; i.e., a pre-
diction of sensory consequences (Schneider et al., 2014). In line with
the interaction between secondary motor cortex and auditory cortex
(Schneider et al., 2014), and the tenets of predictive coding (Jehee and
Ballard, 2009; Rao and Ballard, 1999), this kind of result suggests that
predictions that derive from higher-order brain regions, such as the
hippocampus, should exert an inhibitory effect on neocortex, reducing
sensory-bound responses. Indeed, in primary visual cortex (V1), ex-
perience-dependent changes in descending projections from the retro-
splenial cortex – a brain region that receives input directly from the
hippocampus – are thought to inhibit ascending sensory input (Makino
and Komiyama, 2015).
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While there are countless examples to suggest that predictions re-
duce neural activity1, the predictive-coding model has been challenged
by evidence suggesting predictions can enhance rather than reduce
neural activity (Chaumon et al., 2008; Doherty et al., 2005; Hindy et al.,
2016). The usual explanation – for these seemingly contradictory
findings – is that attention, which is known to enhance neural activity,
effectively opposes the inhibitory effect of prediction by enhancing the
precision of prediction error units (Auksztulewicz and Friston, 2015;
Chennu et al., 2016; Smout et al., 2019). In line with this framework,
fMRI measurements in humans show that attention boosts the neural
responses to sensory evidence, such that it reverses the inhibitory effect
of prediction (Kok et al., 2012a). Similarly, the precision of prediction
errors is thought to gradually increase with learning (Friston, 2008;
Garrido et al., 2009b; Moran et al., 2013): intuitively, in a familiar
environment, even minor deviations from perceptual predictions may
be deemed as "newsworthy". This speaks to the importance of precision
or gain control in the mediation of enhanced neuronal responses.
1.4. Reinstatement or explaining away?
The hippocampus may thus be considered to have two cardinal
functions, that involve episodic recall and prediction of ongoing ex-
perience. While this dual use of memory likely relies upon the same
neural machinery within the hippocampus, from a predictive coding
perspective recall and prediction should give rise to opposing interac-
tions between the hippocampus and neocortex. Namely, during
memory recall the hippocampus should selectively facilitate neocortical
representations – by increasing the excitability of appropriate predic-
tion error units – to reinstate previous experience. Conversely, during
predictive coding, the hippocampus should inhibit prediction error
units that are reporting unexplained sensory inputs.
Although it remains to be seen whether the same cells in hippo-
campus generate predictions and support memory recall, evidence from
rodents shows that these two functions are likely supported by the same
hippocampal cell-type; namely, pyramidal cells. Indeed, prediction can
be considered the necessary consequence of a conjunctive or relational
code that formalises both spatial and abstract representations supported
by hippocampal pyramidal cells (Eichenbaum, 2004). This means that
during prediction, the hippocampus may be considered to hold a
pointer to neocortical representations of a predicted sensory cue or
state, directly analogous to a memory index.
However, if hippocampal cells provide a memory index for re-
presentations in sensory neocortex, while also generating predictions of
those representations, what does this tell us about the interaction be-
tween the hippocampus and neocortex? Crucially, characterising the
function of the hippocampus as a memory index that reactivates re-
presentations in neocortex is fundamentally at odds with the idea that
the hippocampus provides descending predictions to explain away
prediction errors at lower cortical levels. To spell out this apparent
contradiction: within a predictive coding framework the role of a
memory index is to increase neural activity to select a particular cortical
representation, while the role of a prediction is to decrease cortical
activity (Fig. 1C–D).
To reconcile this apparent contradiction, we appeal to a dual role of
descending predictions in predictive coding to characterise the synaptic
interactions that may underlie communication between the
hippocampus and neocortex. We propose that the indexing or selection
of cortical representations involves changing the relative influence of
descending predictions from the hippocampus and ascending signals
from lower cortical regions. This is achieved by increasing the precision
of prediction errors in hippocampal targets. In predictive coding, pre-
cision describes the reliability or confidence ascribed to prediction er-
rors at each level of the hierarchy. Heuristically, precision modulates
the gain of ascending prediction errors to convey ‘newsworthy’ in-
formation; namely, things that were not predicted but are predictable
(Clark, 2013). Therefore, in a noisy or volatile environment, precision
at lower levels is reduced, so that sensory prediction errors are effec-
tively ignored by reducing their influence on belief updating at higher
levels. Conversely, increasing the precision of high-level prediction
errors protects top-down predictions from revision by bottom-up pre-
diction errors from lower levels. It is this mechanism we associate with
the selection of high-level cortical representations by the hippocampus.
In engineering, predictive coding is known as Kalman filtering,
where precision corresponds to the Kalman gain that controls the in-
fluence of prediction errors on state estimation. Psychologically, pre-
cision is associated with attentional gain or selection (Feldman and
Friston, 2010). Physiologically, this gain control is thought to be
mediated by disinhibiting neocortical superficial pyramidal cells that
are thought to signal prediction errors (Bastos et al., 2012). Crucially,
this disinhibition may involve fast synchronous interactions between
superficial pyramidal cells and fast spiking inhibitory interneurons
(Auksztulewicz and Friston, 2015; Fries, 2005; Kann et al., 2014; Sohal
et al., 2009).
Here, we build on this proposal, to suggest that the effects of des-
cending hippocampal projections – and subsequent processing
throughout the cortical hierarchy – are determined by two factors: the
dynamic mode of the hippocampus, and the subsequent routing of
signals within the cortical microcircuit. In short, the dynamic mode of
the hippocampus can be characterised by hippocampal oscillations,
which are dominated by the theta rhythm during ongoing sensory
prediction in rodents (Pezzulo et al., 2017), and by sharp-wave ripple
(SWR) events during episodic memory recall in humans (Norman et al.,
2019; Wimmer et al., 2019). We propose the hippocampal oscillatory
state sets the dynamic mode for hippocampal-neocortical communica-
tion. The effect of activity generated by the hippocampus is then de-
termined by the precise routing within the neocortical microcircuit.
During prediction, descending projections are mediated by direct in-
hibition of ascending cortical prediction errors encoded by cortical
pyramidal cells, while recall is facilitated by modulatory disinhibition
of the same cortical cells. Thus, one can map inhibition and disinhibi-
tion of cortical pyramidal cells onto two cardinal components of pre-
dictive coding, namely first-order predictions (of content) and second-
order predictions (of precision) – as described in the context of visual
processing (Kanai et al., 2015; Shipp, 2016). Below, we examine the
empirical evidence in favour of these distinct mechanisms.
1.5. Inhibition versus disinhibition
A core feature of neocortex is its layered structure (Felleman and
Van Essen, 1991). Pyramidal neurons in layer 2/3 receive both bottom-
up sensory information from excitatory neurons in layer 4 and top-
down inputs at their distal dendrites in superficial layer 1 (Zhang et al.,
2014). Plasticity in layer 1 may therefore allow for dynamic changes to
the weighting of descending relative to ascending inputs (Abs et al.,
2018; Letzkus et al., 2015). In predictive coding descending predictions
from higher cortical areas (here, ultimately from the hippocampus) are
proposed to provide top-down inputs that suppress activity in lower
areas of the cortical hierarchy, particularly in superficial layers (Bastos
et al., 2012). Within this framework, descending projections that
convey predictions must therefore either be inhibitory (e.g., long-range
GABAergic projections) or target local inhibitory interneurons (e.g., in
superficial cortical layers).
1 In this treatment, we are not concerned with how signed prediction errors
are encoded neuronally. Although this is an interesting debate (Keller and
Mrsic-Flogel, 2018), the encoding of signed prediction errors (required in
predictive coding) with non-negative firing rates can be accounted for – in
terms of neuronal implementation – by noting that signed prediction errors
could be reported by the logarithm of unsigned firing rates – or deviations from
baseline firing. In this treatment, we are concerned with the fluctuations in
prediction errors (whether they are signed or unsigned).
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Although extrinsic corticocortical and allocortical-neocortical con-
nections are predominantly excitatory (i.e., glutamatergic), and in-
hibition is mostly locally sourced in neocortex, mounting evidence
suggests interregional long-range GABAergic connectivity is more pre-
valent than previously assumed (Caputi et al., 2013), including pro-
jections that originate in hippocampus and target neocortex. While the
functional significance of these long-range GABAergic projections re-
mains unclear, one intriguing possibility is that they carry predictions
from the hippocampus to neocortical brain regions. The anatomical
profile of long-range projecting GABAergic cells is consistent with this
view; where anatomical, molecular and electrophysiological ap-
proaches have revealed long-range GABAergic connections from hip-
pocampus to entorhinal cortex (Melzer et al., 2012) and to the retro-
splenial cortex (Ferreira-Fernandes et al., 2019; Jinno et al., 2007;
Miyashita and Rockland, 2007; Yamawaki et al., 2019a), notably two
brain regions that provide a crucial gateway between the hippocampus
and other cortical regions (Kaboodvand et al., 2018; Witter, 1993).
The postsynaptic target of these long-range projecting GABAergic
cells may depend on the precise target region, with reported evidence
for preferential targeting of both pyramidal neurons (Jinno et al., 2007;
Yamawaki et al., 2019a) and inhibitory interneurons (Melzer et al.,
2012). Long range GABAergic projections from CA1 to retrosplenial
cortex are reported to target apical dendrites in layer 1 of pyramidal
neurons in deep layers (layer 5) (Yamawaki et al., 2019a). Interestingly,
long-range projecting GABAergic cells originating in the hippocampus
have larger axon diameter and a thicker myelin sheet than equivalent
CA1 pyramidal cells connecting to the same region (Jinno et al., 2007).
This suggests that inhibition deriving from hippocampus arrives before
excitatory afferents, providing the necessary properties for an in-
hibitory hippocampal-neocortical interaction with efficient temporal
synchronisation across hippocampal-neocortical circuits (Buzsáki and
Chrobak, 1995). However, despite detailed neurochemical and anato-
mical characterisation of long-range projecting GABAergic neurons
(Jinno, 2009), their functional significance remains to be established.
Future investigations are necessary to determine whether these pro-
jections carry descending predictions to ‘explain away’ activity in
lower-level regions of the cortical hierarchy.
Alternatively, hippocampal predictions may instantiate neocortical
inhibition by locally sourced neocortical inhibitory cells, targeted by
long-range excitatory projections. A suitable candidate population of
inhibitory cells are found in superficial cortical layers (Abs et al., 2018;
Anderson and Martin, 2006; Shipp, 2007; Yamawaki et al., 2019b).
Simultaneous whole-cell patch-clamp recordings show that inhibitory
interneurons in layer 1 provide strong monosynaptic inhibition to layer
2/3 pyramidal cells, whose apical dendrites project to superficial layers
(Chu et al., 2003; Wozny and Williams, 2011). Furthermore, stimula-
tion of layer 1 barrel cortex in the rat results in powerful inhibitory
effects on whisker-evoked responses (Shlosberg et al., 2006). Inhibitory
cells in superficial cortical layers therefore constitute a suitable candi-
date for suppressing predicted neocortical activity by targeting pyr-
amidal cells that represent prediction errors. In short, one possibility is
that inhibitory cells in superficial layers of neocortex receive des-
cending, first-order predictions from regions that reside at the apex of
the cortical processing hierarchy (Fig. 3).
Evidence to support this architecture is beginning to emerge. For
example, in superficial layers of primary visual cortex experience-de-
pendent changes in top-down inputs that derive from the retrosplenial
cortex are gated by somatostatin positive (SOM+) interneurons
(Makino and Komiyama, 2015). In turn, retrosplenial cortex receives
hippocampal projections that terminate in superficial layers (Sugar
et al., 2011). A similar configuration is seen in somatosensory cortex,
where apical dendrites in layer 1 receive descending projections from
deep layers of the perirhinal cortex – the final outpost of the medial-
temporal loop (Doron et al., 2019). A notable exception to the rule can
be observed in entorhinal cortex, where projections from the hippo-
campus terminate in deep layers (V or VI) (Burwell and Amaral, 1998;
Suzuki and Amaral, 1994). While the entorhinal cortex may play a
unique role at the interface between hippocampus and neocortex, be-
yond the medial-temporal lobe current empirical evidence suggests
inputs that derive from hippocampus target locally sources neocortical
inhibitory cells that reside in superficial cortical layers.
Notably, the local cortical circuit motif that facilitates direct in-
hibition of ascending signals also has the capacity to mediate disin-
hibition – that is inhibition of inhibition. Disinhibition provides a me-
chanism to counter the inhibitory effect of descending first order
predictions. Therefore, selective disinhibition can effectively reduce
inhibition onto a target population to selectively increase its expression,
enabling particular cortical dynamics (and recurrent cortico-hippo-
campal exchanges) that would look exactly like hippocampal ‘indexing’.
Compared to other mechanisms that increase excitatory drive to the
target population via multiplicative or additive modulation of excita-
tion (Carrasco, 2011; Reynolds and Heeger, 2009), or via competitive
inhibition (see Sridharan and Knudsen, 2015 for theoretical comparison
of these mechanisms), disinhibitory mechanisms readily account for
enhanced processing of a representation in the absence of sensory input.
Relative to mechanisms that involve competitive inhibition, disinhibi-
tion releases cortical activity patterns in a manner that is independent
of competing representations (or distractor representations, in the
context of attentional mechanisms (Sridharan and Knudsen, 2015)). By
isolating the neocortical target in this manner, correlated noise between
the target and competing representations is reduced.
Evidence for circuit motifs that employ disinhibition have been
identified across several cortical regions (Letzkus et al., 2015). Typi-
cally, vasoactive intestinal peptide positive (VIP+) interneurons are
thought to provide disinhibitory control, by targeting parvalbumin
positive (PV+) and/or somatostatin positive (SOM+) interneurons
that otherwise inhibit target excitatory neurons (Pfeffer et al., 2013; Pi
et al., 2013) (Fig. 2A). Compared to other interneuron subtypes (PV+
and SOM+), VIP+ interneurons receive the largest proportion of cor-
tical input, with distal cortical inputs projecting from deep cortical
layers (Wall et al., 2016). This suggests that VIP+ interneurons are well
positioned to implement the effect of descending projections. In addi-
tion to VIP+ interneurons, layer 1 interneurons positive for neuron-
derived neurotrophic factor (NDNF) have also been implicated in ex-
perience-dependent disinhibition (Abs et al., 2018).
The functional importance of these disinhibitory circuit motifs is
evident during learning, where transient reductions in the activity of PV
+ interneurons are observed (Gambino and Holtmaat, 2012; Kuhlman
et al., 2013; Wolff et al., 2014). Interestingly, transient inhibition of PV
+ cells (i.e. disinhibition) also occurs in rodent dorsal medial prefrontal
cortex (dmPFC) during exposure to a conditioned stimulus that triggers
context-dependent memory retrieval (Courtin et al., 2014). Optogenetic
inhibition of these dmPFC PV+ interneurons elicits retrieval of a fear
response, suggesting that transient inhibition of selective PV+ inter-
neurons is sufficient for memory recall (Courtin et al., 2014). In hu-
mans, parallel signatures of these disinhibitory effects can be observed
when the concentration of GABA in the lateral occipital complex is
reduced using brain stimulation, leading to an increase in the expres-
sion of neocortical memories (Barron et al., 2016; Koolschijn et al.,
2019) (Fig. 2B–E).
Within the cortical microcircuit, the diversity of inhibitory subtypes
may therefore provide the necessary infrastructure for two principal
modes of processing: one that silences cortical activity patterns via
inhibition and another that amplifies cortical activity patterns via dis-
inhibition. This perspective is supported by in silico simulations, which
show that the weighted difference in inputs received by VIP+ neurons
versus other inhibitory subtypes may determine the mode of cortical
processing (Hertaeg and Sprekeler, 2018; Wong and Wang, 2006).
These simulations suggest that descending projections received by the
cortical microcircuit can determine the processing mode by varying the
weighted input to different interneuron subtypes. Optogenetic manip-
ulations in rodents further corroborate this proposal: when descending
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projections from cingulate cortex to V1 are routed via SOM+ and PV+
interneurons, V1 pyramidal cells are inhibited. However, when these
descending projections are routed via VIP+ interneurons, this inhibi-
tion is overwritten via disinhibition, selectively enhancing the response
in V1 pyramidal cells (Zhang et al., 2014). Afferents from higher-level
areas such as frontal cortex can therefore evoke localised inhibition or
disinhibition in lower-level cortical areas, depending on the routing of
inhibition within the cortical microcircuit. In an analogous manner,
unitary representations in the hippocampus may also have the capacity
to evoke decreases or increases in neocortical activity. Optogenetic
tools now provide a means to directly test this hypothesis, to char-
acterise and establish the functional significance of hippocampal pro-
jections to neocortical regions.
1.6. Differential processing modes: neuromodulation and precision
The diversity of interneurons within the cortical microcircuit ap-
pears to allow a single circuit motif to have two complementary func-
tions (Fig. 3). When direct descending projections target PV+ or SOM
+ interneurons, cortical representations are inhibited, providing a
means for descending predictions to suppress or explain away
prediction errors in lower levels of the cortical hierarchy. Alternatively,
descending predictions can be routed via a disinhibitory pathway,
where VIP+ interneurons target PV+ and SOM+ interneurons, to
release excitatory pyramidal cells from inhibition. This facilitatory ef-
fect provides a mechanism for selective neocortical reinstatement that
underlies memory recall. In terms of predictive coding, this selection
corresponds to the same sort of process underlying attentional selection
via the selective increase in the precision of particular prediction errors
– based on so-called second-order predictions (Kanai et al., 2015); i.e.,
predictions of precision. Concurrent, second-order predictions (of pre-
cision) can selectively modulate the gain of prediction error units,
thereby evincing a form of representational sharpening (Kersten et al.,
2004; Kok et al., 2012a; Murray et al., 2002). Notably, in predictive
coding, explicit changes in predictability are not necessary for predic-
tions of precision to change, as both first and second-order predictions
of content and context are continuously updated with learning (Garrido
et al., 2009b; Moran et al., 2013).
Increasing evidence suggests that neuromodulation may encode
precision (Friston, 2008). Neuromodulators increase the gain of cortical
circuits by shifting the balance between excitation and inhibition (EI)
via decreases in inhibition (Alkondon et al., 2000; Froemke, 2015). For
Fig. 2. Inhibition and disinhibition within the canonical neocortical circuit motif.
A) Schematic showing a circuit motif that employs disinhibition (i.e. inhibition of inhibition). Typically, VIP+ interneurons provide disinhibitory control by
targeting PV+ and/or SOM+ interneurons that otherwise inhibit the target excitatory principal neurons. VIP, PV and SOM refer to VIP+, PV+ and SOM+
respectively. Interneurons are shown in grey. Pyramidal cells are shown in red. B–E) Disinhibition of human neocortex leads to re-expression of associative memories
formed between visual stimuli that are rotationally invariant. Furthermore, for two overlapping memories, disinhibition in human neocortex increases memory
interference. Adapted from Koolschijn et al., 2019. B) Schematic showing how transient disinhibition of human neocortex can be achieved using unilateral anodal
transcranial direct current stimulation (tDCS), with the anodal electrode positioned above a target region, the anterior lateral occipital cortex (LOC), which has
previously been shown to encode associations between visual stimuli that are rotationally invariant (Barron et al., 2016). The cathodal electrode was positioned over
the contralateral supraorbital ridge. C)When tDCS is applied for 20 minutes using the configuration shown in B, a reduction in the concentration of neocortical GABA
is observed in anterior LOC, measured with Magnetic Resonance Spectroscopy (MRS). D) Left: average position of the anodal tDCS electrode, projected into the brain
(red-yellow, with group average in yellow) and average position of the MRS voxel (blue) from which the change in concentration of GABA was measured. Right:
when neocortical GABA is reduced using brain stimulation, functional Magnetic Resonance Imaging (fMRI) reveals re-expression of associative memories and an
increase in memory interference in the brain region underneath the anodal electrode. E) Underneath the anodal electrode, an increase in associative memory
expression measured with fMRI can be observed during application of tDCS (providing effective disinhibition), suggesting that expression of associative memories is
otherwise quenched by cortical inhibition. F) Prediction signalling in different domains affects the gain in sensory cortical regions, expressed as interactions between
ensembles of superficial pyramidal cells (SP) and inhibitory interneurons (IN). However, the exact neuromodulatory mechanisms are domain-specific: ‘what’-
predictions are mediated by NMDAR-dependent short-term plasticity contingent on the postsynaptic effects of descending connections from deep pyramidal cells
(DP) of higher-order regions, such as the hippocampus, on SP of lower-order regions; ‘when’-predictions are instead subserved by classical (e.g., dopaminergic, DA, or
cholinergic, ACh) modulation of postsynaptic gain in lower-order sensory regions. When interacting together, these temporal predictions could be specific to a
particular stimulus content (Auksztulewicz et al., 2018).
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example, application of acetylcholine during whole-cell recording in rat
visual cortex leads to attenuation of the inhibitory post-synaptic cur-
rents received by pyramidal cells (Fu et al., 2014; Pfeffer et al., 2013;
Xiang et al., 1998). Similarly, when pairing a visual stimulus with in-
vivo application of a cholinergic agonist, neuronal responses in V1 in-
crease, suggesting that application of acetylcholine mimics the effects
of selective attention on V1 activity (Herrero et al., 2008; Kang et al.,
2014). Interestingly, this acetylcholine dependent increase in cortical
gain is mediated via disinhibition as inputs from the basal forebrain, the
major source of acetylcholine for cortex, target cortical interneurons
considered responsible for disinhibition, namely VIP+ interneurons
(Alitto and Dan, 2013; Fu et al., 2014) and NDNF interneurons in layer
1 (Poorthuis et al., 2018). Acetylcholine can therefore directly affect
cortical gain by weighting the descending inputs received by different
interneuron subtypes (Fig. 3).
Evidence in humans further suggests that acetylcholine mediates
precision control. When humans are given a cholinesterase inhibitor to
boost tonic levels of acetylcholine, cortical responses to unexpected or
‘deviant’ stimuli are enhanced (Moran et al., 2013). Applying biophy-
sically plausible models to this data formalises the role of acetylcholine
in modulating gain within the cortical microcircuit (Moran et al.,
2013). In this manner, cholinergic inputs to the cortical microcircuit
may reflect the precision of representations, which can be formalised as
the predicted precision of prediction errors.
By influencing the precision ascribed to prediction errors, neuro-
modulators may determine the nature of hippocampal-neocortical in-
teractions. But what mediates neuromodulator release? Intriguingly,
the residual prediction error signals that ascend the cortical hierarchy –
and generate a mismatch signal in the hippocampus – may determine
cholinergic tone, which in turn affects both the hippocampal processing
mode (Hasselmo, 2006; Hasselmo and Schnell, 1994) and ensuing
hippocampal-neocortical interactions (Lisman and Grace, 2005). In
rodents, cholinergic terminals co-transmit acetylcholine and GABA, two
neurotransmitters that influence whether the hippocampal processing
mode is dominated by SWRs (low cholinergic tone) that support epi-
sodic recall (Vandecasteele et al., 2014), or by theta rhythms (high
cholinergic tone) that support either predictive activity or promote
plasticity to facilitate learning of new information (Hasselmo, 2006;
Lisman and Grace, 2005). Thus, hippocampal regulation of acetylcho-
line – together with the accompanying feedback loop – may exercise
precision control to set the relative weighting of inhibitory and disin-
hibitory routing within the cortical microcircuit. Notably, similar me-
chanisms have also been proposed for other neuromodulators such as
dopamine (Lisman and Grace, 2005) and norepinephrine (Vinogradova,
Fig. 3. Schematic showing the proposed neuronal architecture underlying in-
hibitory and facilitatory hippocampal-neocortical interactions.
Within the neocortical hierarchy, message passing is orchestrated by a cano-
nical microcircuit that includes both excitatory (red and black) and inhibitory
(beige) cells. In the superficial layers of each cortical level, superficial pyr-
amidal cells (red) compare the activity of representational units (black) with
top-down predictions relayed via SOM+ inhibitory interneurons (SOM). These
interneurons are targeted by descending prediction signals that originate in
deep pyramidal cells (black) from the level above. The mismatch between re-
presentations and descending predictions (black lines) constitutes a prediction
error. This prediction error signal (red lines) is passed back up the cortical
hierarchy and is received by prediction units (black) that drive responses in
higher representational units, or, at the apex of the processing hierarchy, in the
hippocampus. Therefore, as information moves up the cortical processing
hierarchy, sensory input is replaced by prediction error signals that convey the
only information yet to be explained. These prediction error signals drive re-
presentations in higher levels of the cortical hierarchy to provide better pre-
dictions, but also drive associative plasticity to update internally generated
predictions that in the hippocampus draw on memory. The output from the
hippocampus targets neocortex via glutamatergic projections to deep pyramidal
cells (black, e.g. in the entorhinal cortex), or via long-range GABAergic pro-
jections to superficial cells (e.g. in retrosplenial cortex Yamawaki et al., 2019a;
not shown here). Using a predictive coding framework, we propose that the
hippocampus uses a unitary code with a dual aspect function. This dual aspect
function can be characterised as follows: During prediction, the hippocampus
can provide multi-sensory predictions to ‘explain away’ prediction errors at
lower levels of the cortical hierarchy. This manifests as an inhibitory hippo-
campal-neocortical interaction – here mediated by SOM+ inhibitory inter-
neurons. During memory recall, the hippocampus can provide a memory index
to neocortex, to selectively reinstate activity patterns across distributed neo-
cortical networks, which manifests as a facilitatory hippocampal-neocortical
interaction – here mediated polysynaptically via VIP+ and SOM+/PV+ in-
hibitory interneurons. We propose that the diversity of inhibitory interneurons
– and their selective responses to classical neuromodulators or NMDAR-medi-
ated stimulation– provide the necessary machinery for complementary in-
hibitory and facilitatory hippocampal-neocortical interactions. Computation-
ally, the facilitatory (disinhibitory) effect of hippocampal projections would, in
this scheme, encode the precision of prediction error units by modulating their
postsynaptic excitability. For simplicity, we have omitted many connections
and cell types in the canonical microcircuit (e.g., spiny stellate cells in layer 4)
and in the hippocampus. Furthermore, we have omitted descending projections
directly to PV+ interneurons. Excitatory synapses are denoted with lines
ending in a circle, while inhibitory synapses are denoted by a diamond. Note
that superficial pyramidal cells receive excitatory and inhibitory influences that
underwrite a prediction error, while the precision of the encoded prediction
error is controlled by modulatory (orange) interactions with VIP+ inhibitory
interneurons. ACh refers to acetylcholine. PV, SOM and VIP refer to PV+, SOM
+ and VIP+ interneurons. DG refers to the dentate gyrus, Sub refers to sub-
iculum, which together with CA1 and CA3 constitute subfields of the hippo-
campus that reside along the performant pathway; ‘n’ refers to the level in the
cortical hierarchy.
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2001).
It is worth noting that – beyond adaptive gain control exerted by
classical neuromodulators such as acetylcholine, dopamine, and nor-
epinephrine – precision control may also be mediated by NMDA re-
ceptors (NMDARs). These two precision control mechanisms may dif-
ferentially affect predictions of stimulus content (‘what’ predictions)
and its timing (‘when’ predictions). For example, biophysical modelling
of stimulus-evoked activity in human sensory cortex suggests that
precision of ‘when’ predictions is best explained by classical neuro-
modulation of cortical gain (e.g., cholinergic and dopaminergic me-
chanisms), while precision of ‘what’ predictions is better explained by
NMDAR-dependent plasticity in sensory regions (Auksztulewicz et al.,
2018) (Fig. 2F). Crucially, voltage-dependent NMDARs are particularly
abundant on PV+ interneurons (Cornford et al., 2019) that we as-
sociate with both the inhibitory and disinhibitory cortical microcircuit
pathway. The emerging picture therefore suggests that a particular set
of descending (precision predicting) projections modulate disinhibition
to optimally regulate neocortical balance between excitation and in-
hibition, either di-synaptically via VIP+ interneurons that are equipped
with nicotinic receptors, or directly via NMDARs on fast-spiking PV+
interneurons (Fig. 3).
In short, we propose that neuromodulators, such as acetylcholine,
but also NMDAR mediated neuromodulation, may help determine
whether descending projections that originate in the hippocampus have
an inhibitory or disinhibitory effect on cortical microcircuits (Fig. 3).
The latitude for both driving and modulatory effects of descending
projections on neocortical pyramidal cells may provide the necessary
machinery for the hippocampus to play a dual role of generating (first-
order) predictions and indexing memory via (second-order) predictions
of precision. Notably, global neuromodulatory transmitter systems may
determine the context (i.e., online versus off-line) of these com-
plementary roles.
1.7. Updating a Bayesian model and structure learning
This formulation implicitly extends the predictive coding frame-
work to suggest that precision also mediates cortical excitability when
activity patterns are reinstated off-line, during memory recall. Thus, high
precision increases the gain regardless of whether the cortical circuit
receives unexpected input that generates prediction errors online, or
reinstates activity patterns offline. This leads to the prediction that
within the cortical microcircuit, cortical reinstatement manifests in
exactly the same way as during the predictive processing of the sen-
sorium. Computationally, this seems a natural generalisation of hier-
archical inference processes associated with imagination and dreaming
(Hinton et al., 1995; Hobson and Friston, 2012). In this setting, pre-
dictive coding hierarchies are released from sensory constraints by
neuromodulatory suppression of low-level sensory precision; particu-
larly involving cholinergic and noradrenergic neurotransmitter systems
(Calvo et al., 1992; Stickgold and Hobson, 1995). This suppression is
coupled with a relative increase in precision of prediction errors higher
in the processing hierarchy (thought to be mediated by cholinergic
afferents) that enable fictive, generative processes and preclude up-
dating by prediction errors ascending from lower (e.g., sensory) levels.
This is exactly the scenario that would be necessary for hippocampal-
dependent recall and imagery. To illustrate this intuitively, we typically
find it easier to imagine with our eyes closed, when the signal-to-noise
of the sensory input (or sensory precision) is attenuated. By closing our
Box 1
Glossary of terms
Memory index: During memory recall, the hippocampal index facilitates neocortical reinstatement of selective activity patterns to recapitulate
previous experience. The memory index thus represents a unique identifier for experiential events represented across distributed neocortical
networks.
Reinstatement: A neural activity pattern observed during memory recall that was present during a previous experience.
System-level consolidation theory: Proposes that episodic memories are stored in progressively strengthened cortico-cortical connections
that become independent of the hippocampal memory trace with time.
Multiple-Trace theory: Each reactivation of an episodic memory results in a different trace in the hippocampus; hippocampal ensembles
are always involved in storage and retrieval of episodic information.
Generative Model: Generates predictions about incoming sensory input. To better predict future sensory input, the generative model is
updated by the mismatch between the generated prediction and the received sensory input, otherwise termed the prediction error signal.
Prediction error: A quantity used in predictive coding to denote the difference between an observation, point estimate, or sensory input
and its predicted value. Prediction error signals carry the only information yet to be explained.
Precision: reflects the reliability or inverse variability of a variable. The precision of a prediction error describes the reliability of the
prediction error; i.e., the weight afforded to a prediction error when revising or updating state estimates or representations (a.k.a. Bayesian
belief updating).
Disinhibition: involves relieving excitatory neurons from ongoing inhibition to favour excitation and thereby enhance their responsive-
ness. Disinhibition may be achieved by inhibiting inhibitory interneurons that directly target excitatory cells.
PV+: Parvalbumin positive interneurons are the largest category of inhibitory cells. They are found throughout cortical layers 2–6, are
typically fast-spiking and predominantly target the perisomatic region of excitatory principal cells (and other PV+ cells).
SOM+: Somatostatin positive interneurons are a diverse subset of inhibitory cells that predominantly target the dendrites of excitatory
principal cells.
VIP+: Vasoactive intestinal peptide positive interneurons primarily synapse onto other GABAergic interneurons, providing inhibition to
PV+ and particularly SOM+ interneurons. VIP+ interneurons thus play a role in disinhibiting cortical circuits.
Bayesian beliefs: non-propositional probabilistic beliefs that correspond to posterior probability distributions (whose sufficient statistics
are) encoded by neuronal activity and connectivity.
Bayesian belief updating: the process of updating (the sufficient statistics) of Bayesian beliefs about the causes of (sensory) data. There
are many particular schemes that implement Bayesian belief updating; for example, belief propagation, variational message passing, and
predictive coding have all been proposed as formal descriptions of neuronal dynamics or message passing.
Bayesian model evidence: also known as integrated or marginal likelihood is the likelihood that some data were generated by a particular
model. It can always be decomposed into accuracy (the probability of the data expected under some model parameters) and complexity (the
number of parameters needed to provide an accurate explanation of the data).
Bayesian model learning: a.k.a. Bayesian model selection, updating or structure learning. The process of updating the generative model
that underwrites Bayesian belief updating. This would normally involve removing redundant parameters; e.g., pruning redundant synaptic
connections. This is a slower process that tries to optimise Bayesian belief updating by a generative model that is sufficiently complex to
provide an accurate account of (sensory) data as simply as possible.
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eyes, we effectively tip the weighting of precision in favour of top-
down, prior beliefs, such that perceptual content is biased towards
autonomous (e.g., recalled) experience rather than sensory evidence.
Having characterised memory recall within a predictive coding
framework, the computational parallels between memory recall and
prediction error signals become increasingly apparent. Prediction error
signals arise through a mismatch between descending inhibitory pre-
dictions and ascending excitatory sensory input that manifest as pre-
diction errors as they pass through the processing hierarchy. These
prediction error signals are used to update representations to ensure
better estimates for future experience. If cortical reinstatement during
memory recall engages the same neuronal mechanisms, then, like
prediction error signals, memory recall may provide a training signal
that can be used to update our generative models. This is precisely the
computational strategy used in machine learning schemes such as the
wake-sleep algorithm (Hinton et al., 1995).
It may seem odd to suggest that recalling old experiences – or
constructing new ones – can improve a model in the absence of new
sensory evidence. However, this is exactly how many computational
schemes minimize statistical complexity and preclude overfitting; i.e.,
removing redundant components to ensure the model generalizes to
new data. Technically, this can be viewed as a process of Bayesian
model learning, based upon the maximization of Bayesian model evi-
dence. Mathematically, model evidence is the difference between the
accuracy and complexity of a model’s predictions of (sensory) data (see
Box 1). This means that model evidence can be increased by reducing
complexity in the absence of any new data. In summary, the generation
of fictive (offline) prediction errors is an essential part of machine
learning schemes (Hinton et al., 1995) and has been proposed as the
basis of synaptic homoeostasis (Gilestro et al., 2009; Tononi and Cirelli,
2006) These purely theoretical considerations seem to be particularly
prescient for the role of the hippocampus in sleep (Buckner, 2010;
Buzsaki, 1998). Furthermore, they speak to the mechanisms that may
underwrite more general structure learning in finessing our generative
models of the world (Gershman, 2017; Tenenbaum et al., 2011; Tervo
et al., 2016).
1.8. Conclusion
In this hypothesis piece, we asked how the hippocampus furnishes
both an index for cortical memory recall, and predictions of cortical
representations during sensory experience. We use a predictive coding
framework to explore how this dual aspect hippocampal function may
have opposing effects on cortical processing, despite a seemingly uni-
tary hippocampal code. To dissolve this dialectic, we use theoretical
constraints and empirical evidence to characterise hippocampal-neo-
cortical interactions, and generate a number of testable predictions
(Box 2). The picture that emerges suggests a special role for neocortical
inhibitory interneurons in determining hippocampal-neocortical inter-
actions. Crucially, the diversity of inhibitory interneurons appears to
mediate both direct (driving) inhibition and disinhibitory (modulatory)
mechanisms, which allows for both inhibitory (prediction) and facil-
itatory (recall) hippocampal-neocortical interactions. Furthermore, we
propose that precision, as defined in predictive coding and im-
plemented by neuromodulation, provides the computational formalism
to disambiguate these two modes of constructive processing. Finally,
within this framework, cortical reinstatement during memory recall
may underwrite our remarkable capacity to improve generative models
of the world; even in the absence of new data. Recent advances in ge-
netic techniques provide an exciting opportunity to test these predic-
tions, which sit at the heart of learning, memory and sentience.
Funding
H.C.B. was supported by a Junior Research Fellowship from Merton
College (University of Oxford) and the Medical Research Council (MRC)
UK (MC_UU_12024/3 and MC_UU_00003/4); K.F. was supported by the
Wellcome Trust (Ref: 088130/Z/09/Z). R.A. is supported by the
European Commission’s Marie Skłodowska-Curie Global Fellowship
(750459).
Acknowledgements
All authors contributed to preparing the manuscript.
References
Abs, E., Poorthuis, R.B., Apelblat, D., Muhammad, K., Pardi, M.B., Enke, L., Kushinsky, D.,
Pu, D.-L., Eizinger, M.F., Conzelmann, K.-K., et al., 2018. Learning-related plasticity
in dendrite-targeting layer 1 interneurons. Neuron 100 684-699.e6.
Alink, A., Schwiedrzik, C.M., Kohler, A., Singer, W., Muckli, L., 2010. Stimulus predict-
ability reduces responses in primary visual cortex. J. Neurosci. 30, 2960–2966.
Alitto, H.J., Dan, Y., 2013. Cell-type-specific modulation of neocortical activity by basal
forebrain input. Front. Syst. Neurosci. 6.
Alkondon, M., Pereira, E.F.R., Eisenberg, H.M., Albuquerque, E.X., 2000. Nicotinic re-
ceptor activation in human cerebral cortical interneurons: a mechanism for inhibition
and disinhibition of neuronal networks. J. Neurosci. 20, 66–75.
Anderson, J.C., Martin, K.A.C., 2006. Synaptic connection from cortical area V4 to V2 in
Box 2
Testable Predictions
1 During ongoing sensory experience, descending predictions generated by the hippocampus should elicit cortical inhibition. This may be
achieved either by (1) excitatory hippocampal projections that target local inhibitory interneurons in the neocortical circuits; (2) long-
range GABAergic projections from hippocampus to excitatory pyramidal cells in neocortex.
2 During memory recall, the hippocampus should reinstate neocortical activity patterns via a disinhibitory mechanism that involves either
recruiting VIP+ neocortical interneurons, or NMDA receptor dependent modulation of fast-spiking PV+ neocortical interneurons.
3 Memory recall should be accompanied by an increase in precision of prediction errors high in the processing hierarchy – that may be sensitive
to cholinergic manipulations. While online prediction errors can be measured as sensory mismatch responses, offline (fictive) prediction
errors can be indirectly measured as neural responses evoked by noise bursts presented during memory recall (Wolff et al., 2017). In-
creasing the level of acetylcholine using Galantamine (a cholinesterase inhibitor) should increase the amplitude of these evoked responses
at late latencies and in extrasensory regions. These amplitude modulations should be explained by increased gain of pyramidal cells in
extrasensory regions (Moran et al., 2013).
4 Within the cortical microcircuit, two distinct influences of hippocampal projections should be discernible: via a direct inhibitory or indirect
disinhibitory pathway. By identifying neocortical targets of descending projections from the hippocampus in mice (Testable Prediction 1),
optogenetic manipulations may be able to characterise the effect of descending hippocampal projections on different inhibitory subtypes,
with and without stimulation of cholinergic afferents.
5 If memory recall provides a fictive prediction error signal, offline reinstatement in low levels of the cortical hierarchy should update re-
presentations in higher levels of the cortical hierarchy, including in the hippocampus. In other words, the fictive prediction error signal
should provide a training signal that is used to update the generative model. By combining representational fMRI with a careful experi-
mental design, it may be possible to test this prediction by asking how memory recall in lower levels of the cortical hierarchy updates
representations in higher levels of the cortical hierarchy, including in the hippocampus.
H.C. Barron, et al. Progress in Neurobiology 192 (2020) 101821
10
macaque monkey. J. Comp. Neurol. 495, 709–721.
Atance, C.M., O’Neill, D.K., 2001. Episodic future thinking. Trends Cogn. Sci. (Regul. Ed.)
5, 533–539.
Auksztulewicz, R., Friston, K., 2015. Attentional enhancement of auditory mismatch re-
sponses: a DCM/MEG study. Cereb. Cortex 25, 4273–4283.
Auksztulewicz, R., Schwiedrzik, C.M., Thesen, T., Doyle, W., Devinsky, O., Nobre, A.C.,
Schroeder, C.E., Friston, K.J., Melloni, L., 2018. Not all predictions are equal: “What”
and “When” predictions modulate activity in auditory cortex through different me-
chanisms. J. Neurosci. 38, 8680–8693.
Baldassano, C., Chen, J., Zadbood, A., Pillow, J.W., Hasson, U., Norman, K.A., 2017.
Discovering event structure in continuous narrative perception and memory. Neuron
95 709-721.e5.
Barron, H.C., Dolan, R.J., Behrens, T.E.J., 2013. Online evaluation of novel choices by
simultaneous representation of multiple memories. Nat. Neurosci. 16, 1492–1498.
Barron, H.C., Vogels, T.P., Emir, U.E., Makin, T.R., O’Shea, J., Clare, S., Jbabdi, S., Dolan,
R.J., Behrens, T.E.J., 2016. Unmasking latent inhibitory connections in human cortex
to reveal dormant cortical memories. Neuron 90, 191–203.
Barry, D.N., Maguire, E.A., 2019. Remote memory and the Hippocampus: a constructive
critique. Trends Cogn. Sci. (Regul. Ed.) 23, 128–142.
Bastos, A.M., Usrey, W.M., Adams, R.A., Mangun, G.R., Fries, P., Friston, K.J., 2012.
Canonical microcircuits for predictive coding. Neuron 76, 695–711.
Bialek, W., Nemenman, I., Tishby, N., 2001. Predictability, complexity, and learning.
Neural Comput. 13, 2409–2463.
Blum, K.I., Abbott, L.F., 1996. A model of spatial map formation in the Hippocampus of
the rat. Neural Comput. 8, 85–93.
Bosch, S.E., Jehee, J.F.M., Fernández, G., Doeller, C.F., 2014. Reinstatement of associative
memories in early visual cortex is signaled by the Hippocampus. J. Neurosci. 34,
7493–7500.
Brown, M.W., Aggleton, J.P., 2001. Recognition memory: what are the roles of the
perirhinal cortex and hippocampus? Nat. Rev. Neurosci. 2, 51–61.
Buckner, R.L., 2010. The role of the hippocampus in prediction and imagination. Annu.
Rev. Psychol. 61, 27–48 C1-8.
Burwell, R.D., Amaral, D.G., 1998. Perirhinal and postrhinal cortices of the rat: inter-
connectivity and connections with the entorhinal cortex. J. Comp. Neurol. 391,
293–321.
Buzsaki, G., 1998. Memory consolidation during sleep: a neurophysiological perspective.
J. Sleep Res. 7, 17–23.
Buzsáki, G., Chrobak, J.J., 1995. Temporal structure in spatially organized neuronal
ensembles: a role for interneuronal networks. Curr. Opin. Neurobiol. 5, 504–510.
Calvo, J.M., Datta, S., Quattrochi, J., Hobson, J.A., 1992. Cholinergic microstimulation of
the peribrachial nucleus in the cat. II. Delayed and prolonged increases in REM sleep.
Arch. Ital. Biol. 130, 285–301.
Caputi, A., Melzer, S., Michael, M., Monyer, H., 2013. The long and short of GABAergic
neurons. Curr. Opin. Neurobiol. 23, 179–186.
Carrasco, M., 2011. Visual attention: the past 25 years. Vision Res. 51, 1484–1525.
Chadwick, M.J., Hassabis, D., Weiskopf, N., Maguire, E.A., 2010. Decoding individual
episodic memory traces in the human hippocampus. Curr. Biol. 20, 544–547.
Chaumon, M., Drouet, V., Tallon-Baudry, C., 2008. Unconscious associative memory af-
fects visual processing before 100 ms. J. Vis. 8, 10.
Chen, J., Olsen, R.K., Preston, A.R., Glover, G.H., Wagner, A.D., 2011. Associative re-
trieval processes in the human medial temporal lobe: hippocampal retrieval success
and CA1 mismatch detection. Learn. Mem. 18, 523–528.
Chen, Z., Gomperts, S.N., Yamamoto, J., Wilson, M.A., 2014. Neural representation of
spatial topology in the rodent Hippocampus. Neural Comput. 26, 1–39.
Chennu, S., Noreika, V., Gueorguiev, D., Shtyrov, Y., Bekinschtein, T.A., Henson, R.,
2016. Silent expectations: dynamic causal modeling of cortical prediction and at-
tention to sounds that weren’t. J. Neurosci. 36, 8305–8316.
Chu, Z., Galarreta, M., Hestrin, S., 2003. Synaptic interactions of late-spiking neocortical
neurons in layer 1. J. Neurosci. 23, 96–102.
Clark, A., 2013. The many faces of precision (Replies to commentaries on “whatever next?
Neural prediction, situated agents, and the future of cognitive science”). Front.
Psychol. 4.
Cornford, J.H., Mercier, M.S., Leite, M., Magloire, V., Häusser, M., Kullmann, D.M., 2019.
Dendritic NMDA receptors in parvalbumin neurons enable strong and stable neuronal
assemblies. ELife 8.
Courtin, J., Chaudun, F., Rozeske, R.R., Karalis, N., Gonzalez-Campo, C., Wurtz, H., Abdi,
A., Baufreton, J., Bienvenu, T.C.M., Herry, C., 2014. Prefrontal parvalbumin inter-
neurons shape neuronal activity to drive fear expression. Nature 505, 92–96.
Cowansage, K.K., Shuman, T., Dillingham, B.C., Chang, A., Golshani, P., Mayford, M.,
2014. Direct reactivation of a coherent neocortical memory of context. Neuron 84,
432–441.
Dayan, P., 1993. Improving generalization for temporal difference learning: the successor
representation. Neural Comput. 5, 613–624.
Dayan, P., Hinton, G.E., Neal, R.M., Zemel, R.S., 1995. The Helmholtz Machine. Neural
Comput. 7, 889–904.
de Lange, F.P., Heilbron, M., Kok, P., 2018. How do expectations shape perception?
Trends cogn. Sci. (Regul. Ed.) 22, 764–779.
den Ouden, H.E.M., Friston, K.J., Daw, N.D., McIntosh, A.R., Stephan, K.E., 2009. A dual
role for prediction error in associative learning. Cereb. Cortex 19, 1175–1185.
Doherty, J.R., Rao, A., Mesulam, M.M., Nobre, A.C., 2005. Synergistic effect of combined
temporal and spatial expectations on visual attention. J. Neurosci. 25, 8259–8266.
Doron, G., Shin, J.N., Takahashi, N., Bocklisch, C., Skenderi, S., Drüke, M., de Mont, L.,
Toumazo, M., von Heimendahl, M., Brecht, M., et al., 2019. Perirhinal input to
neocortical layer 1 controls learning. Neuroscience.
Doya, K., Ishii, S., Pouget, A., Rao, R.P.N., 2007. Bayesian Brain: Probabilistic Approaches
to Neural Coding. MIT Press.
Dragoi, G., Tonegawa, S., 2011. Preplay of future place cell sequences by hippocampal
cellular assemblies. Nature 469, 397–401.
Dragoi, G., Tonegawa, S., 2013. Distinct preplay of multiple novel spatial experiences in
the rat. PNAS 110, 9100–9105.
Duncan, K., Ketz, N., Inati, S.J., Davachi, L., 2012. Evidence for area CA1 as a match/
mismatch detector: a high-resolution fMRI study of the human hippocampus.
Hippocampus 22, 389–398.
Eichenbaum, H., 2004. Hippocampus: cognitive processes and neural representations that
underlie declarative memory. Neuron 44, 109–120.
Eichenbaum, H., 2017. On the integration of space, time, and memory. Neuron 95,
1007–1018.
Feldman, H., Friston, K.J., 2010. Attention, uncertainty, and free-energy. Front. Hum.
Neurosci. 4.
Felleman, D.J., Van Essen, D.C., 1991. Distributed hierarchical processing in the primate
cerebral cortex. Cereb. Cortex 1, 1–47.
Ferreira-Fernandes, E., Pinto-Correia, B., Quintino, C., Remondes, M., 2019. A gradient of
hippocampal inputs to the medial mesocortex. Cell Rep. 29 3266-3279.e3.
Frankland, P.W., Bontempi, B., 2005. The organization of recent and remote memories.
Nat. Rev. Neurosci. 6, 119–130.
Fries, P., 2005. A mechanism for cognitive dynamics: neuronal communication through
neuronal coherence. Trends Cogn. Sci. (Regul. Ed.) 9, 474–480.
Friston, K., 2005. A theory of cortical responses. Philos. Trans. R. Soc. Lond., B, Biol. Sci.
360, 815–836.
Friston, K., 2008. Hierarchical models in the brain. PLoS Comput. Biol. 4, e1000211.
Friston, K., Buzsáki, G., 2016. The functional anatomy of time: what and when in the
brain. Trends Cogn. Sci. (Regul. Ed.) 20, 500–511.
Friston, K., Kiebel, S., 2009. Predictive coding under the free-energy principle. Philos.
Trans. Biol. Sci. 364, 1211–1221.
Froemke, R.C., 2015. Plasticity of cortical excitatory-inhibitory balance. Annu. Rev.
Neurosci. 38, 195–219.
Fu, Y., Tucciarone, J.M., Espinosa, J.S., Sheng, N., Darcy, D.P., Nicoll, R.A., Huang, Z.J.,
Stryker, M.P., 2014. A cortical circuit for gain control by behavioral state. Cell 156,
1139–1152.
Fyhn, M., Molden, S., Hollup, S., Moser, M.-B., Moser, E.I., 2002. Hippocampal neurons
responding to first-time dislocation of a target object. Neuron 35, 555–566.
Gambino, F., Holtmaat, A., 2012. Spike-timing-Dependent potentiation of sensory sur-
round in the somatosensory cortex is facilitated by deprivation-mediated disinhibi-
tion. Neuron 75, 490–502.
Garrido, M.I., Kilner, J.M., Stephan, K.E., Friston, K.J., 2009a. The mismatch negativity: a
review of underlying mechanisms. Clin. Neurophysiol. 120, 453–463.
Garrido, M.I., Kilner, J.M., Kiebel, S.J., Stephan, K.E., Baldeweg, T., Friston, K.J., 2009b.
Repetition suppression and plasticity in the human brain. NeuroImage 48, 269–279.
Garvert, M.M., Dolan, R.J., Behrens, T.E., 2017. A map of abstract relational knowledge in
the human hippocampal–entorhinal cortex. ELife 6.
Gershman, S.J., 2017. Predicting the past, remembering the future. Curr. Opin. Behav.
Sci. 17, 7–13.
Gershman, S.J., 2018. The successor representation: its computational logic and neural
substrates. J. Neurosci 0151–18.
Hannula, D.E., Ranganath, C., 2008. Medial temporal lobe activity predicts successful
relational memory binding. J. Neurosci. 28, 116–124.
Hassabis, D., Maguire, E.A., 2007. Deconstructing episodic memory with construction.
Trends Cogn. Sci. (Regul. Ed.) 11, 299–306.
Hasselmo, M.E., 2006. The role of acetylcholine in learning and memory. Curr. Opin.
Neurobiol. 16, 710–715.
Hasselmo, M.E., Schnell, E., 1994. Laminar selectivity of the cholinergic suppression of
synaptic transmission in rat hippocampal region CA1: computational modeling and
brain slice physiology. J. Neurosci. 14, 3898–3914.
Hasselmo, M.E., Wyble, B.P., 1997. Free recall and recognition in a network model of the
hippocampus: simulating effects of scopolamine on human memory function. Behav.
Brain Res. 89, 1–34.
Heeger, D.J., 2017. Theory of cortical function. Proc. Natl. Acad. Sci. 114, 1773–1782.
Herrero, J.L., Roberts, M.J., Delicato, L.S., Gieselmann, M.A., Dayan, P., Thiele, A., 2008.
Acetylcholine contributes through muscarinic receptors to attentional modulation in
V1. Nature 454, 1110–1114.
Hertaeg, L., Sprekeler, H., 2018. Amplifying the redistribution of somato-dendritic in-
hibition by the interplay of three interneuron types. BioRxiv, 410340.
Heuer, H., Keele, S.W., 1996. Handbook of Perception and Action: Motor Skills. Academic
Press.
Hindy, N.C., Ng, F.Y., Turk-Browne, N.B., 2016. Linking pattern completion in the hip-
pocampus to predictive coding in visual cortex. Nat. Neurosci. 19, 665–667.
Hinton, G.E., Ghahramani, Z., 1997. Generative models for discovering sparse distributed
representations. Philos. Trans. R. Soc. Lond., B, Biol. Sci. 352, 1177–1190.
Hinton, G.E., Dayan, P., Frey, B.J., Neal, R.M., 1995. The “wake-sleep” algorithm for
unsupervised neural networks. Science 268, 1158–1161.
Hohwy, J., 2013. The Predictive Mind. Oxford University Press.
Jehee, J.F.M., Ballard, D.H., 2009. Predictive feedback can account for biphasic responses
in the lateral geniculate nucleus. PLoS Comput. Biol. 5 e1000373.
Jenkins, T.A., Amin, E., Pearce, J.M., Brown, M.W., Aggleton, J.P., 2004. Novel spatial
arrangements of familiar visual stimuli promote activity in the rat hippocampal
formation but not the parahippocampal cortices: a c-fos expression study.
Neuroscience 124, 43–52.
Jensen, O., Lisman, J.E., 1996. Hippocampal CA3 region predicts memory sequences:
accounting for the phase precession of place cells. Learn. Mem. 3, 279–287.
Jinno, S., 2009. Structural organization of long-range GABAergic projection system of the
hippocampus. Front. Neuroanat. 3.
Jinno, S., Klausberger, T., Marton, L.F., Dalezios, Y., Roberts, J.D.B., Fuentealba, P.,
H.C. Barron, et al. Progress in Neurobiology 192 (2020) 101821
11
Bushong, E.A., Henze, D., Buzsáki, G., Somogyi, P., 2007. Neuronal diversity in
GABAergic long-range projections from the Hippocampus. J. Neurosci. 27,
8790–8804.
Johnson, A., Redish, A.D., 2007. Neural ensembles in CA3 transiently encode paths for-
ward of the animal at a decision point. J. Neurosci. 27, 12176–12189.
Kaboodvand, N., Bäckman, L., Nyberg, L., Salami, A., 2018. The retrosplenial cortex: a
memory gateway between the cortical default mode network and the medial tem-
poral lobe. Hum. Brain Mapp. 39, 2020–2034.
Kanai, R., Komura, Y., Shipp, S., Friston, K., 2015. Cerebral hierarchies: predictive pro-
cessing, precision and the pulvinar. Philos. Trans. R. Soc. Lond., B, Biol. Sci. 370.
Kang, J.I., Huppé-Gourgues, F., Vaucher, E., 2014. Boosting visual cortex function and
plasticity with acetylcholine to enhance visual perception. Front. Syst. Neurosci. 8.
Kann, O., Papageorgiou, I.E., Draguhn, A., 2014. Highly energized inhibitory inter-
neurons are a central element for information processing in cortical networks. J.
Cereb. Blood Flow Metab. 34, 1270–1282.
Kaplan, R., Friston, K.J., 2018. Planning and navigation as active inference. Biol. Cybern.
112, 323–343.
Keller, G.B., Mrsic-Flogel, T.D., 2018. Predictive processing: a canonical cortical com-
putation. Neuron 100, 424–435.
Kersten, D., Mamassian, P., Yuille, A., 2004. Object Perception as Bayesian Inference.
Annu. Rev. Psychol. 55, 271–304.
Kiebel, S.J., Daunizeau, J., Friston, K.J., 2008. A hierarchy of time-scales and the brain.
PLoS Comput. Biol. 4, e1000209.
Knill, D.C., Pouget, A., 2004. The Bayesian brain: the role of uncertainty in neural coding
and computation. Trends Neurosci. 27, 712–719.
Kok, P., Turk-Browne, N.B., 2018. Associative prediction of visual shape in the hippo-
campus. J. Neurosci 0163–18.
Kok, P., Rahnev, D., Jehee, J.F.M., Lau, H.C., de Lange, F.P., 2012a. Attention reverses the
effect of prediction in silencing sensory signals. Cereb. Cortex 22, 2197–2206.
Kok, P., Jehee, J.F.M., de Lange, F.P., 2012b. Less is more: expectation sharpens re-
presentations in the primary visual cortex. Neuron 75, 265–270.
Koolschijn, R.S., Emir, U.E., Pantelides, A.C., Nili, H., Behrens, T.E.J., Barron, H.C., 2019.
The Hippocampus and neocortical inhibitory engrams protect against memory in-
terference. Neuron 101 528-541.e6.
Kuhlman, S.J., Olivas, N.D., Tring, E., Ikrar, T., Xu, X., Trachtenberg, J.T., 2013. A dis-
inhibitory microcircuit initiates critical-period plasticity in the visual cortex. Nature
501, 543–546.
Kumaran, D., Maguire, E.A., 2006. An unexpected sequence of events: mismatch detection
in the human Hippocampus. PLoS Biol. 4.
Lavenex, P., Amaral, D.G., 2000. Hippocampal-neocortical interaction: a hierarchy of
associativity. Hippocampus 10, 420–430.
Lenck-Santini, P.-P., Fenton, A.A., Muller, R.U., 2008. Discharge properties of hippo-
campal neurons during performance of a jump avoidance task. J. Neurosci. 28,
6773–6786.
Letzkus, J.J., Wolff, S.B.E., Lüthi, A., 2015. Disinhibition, a circuit mechanism for asso-
ciative learning and memory. Neuron 88, 264–276.
Lisman, J.E., 1999. Relating hippocampal circuitry to function: recall of memory se-
quences by reciprocal dentate–CA3 interactions. Neuron 22, 233–242.
Lisman, J.E., Grace, A.A., 2005. The Hippocampal-VTA loop: controlling the entry of
information into long-term memory. Neuron 46, 703–713.
Lisman, J., Redish, A.d., 2009. Prediction, sequences and the hippocampus. Philos. Trans.
Biol. Sci. 364, 1193–1201.
Liu, K., Sibille, J., Dragoi, G., 2018. Generative predictive codes by multiplexed hippo-
campal neuronal tuplets. Neuron 99 1329-1341.e6.
MacDonald, C.J., Lepage, K.Q., Eden, U.T., Eichenbaum, H., 2011. Hippocampal “Time
cells” bridge the gap in memory for discontiguous events. Neuron 71, 737–749.
Makino, H., Komiyama, T., 2015. Learning enhances the relative impact of top-down
processing in the visual cortex. Nat. Neurosci. 18, 1116–1122.
Marr, D., 1971. Simple memory: a theory for archicortex. Philos. Trans. R. Soc. Lond., B,
Biol. Sci. 262, 23–81.
McClelland, J.L., McNaughton, B.L., O’Reilly, R.C., 1995. Why there are complementary
learning systems in the Hippocampus and neocortex: insights from the successes and
failures of connectionist models of learning and memory. Psychol. Rev. 102,
419–457.
McKenzie, S., Frank, A.J., Kinsky, N.R., Porter, B., Rivière, P.D., Eichenbaum, H., 2014.
Hippocampal representation of related and opposing memories develop within dis-
tinct, hierarchically organized neural schemas. Neuron 83, 202–215.
Mehta, M.R., Barnes, C.A., McNaughton, B.L., 1997. Experience-dependent, asymmetric
expansion of hippocampal place fields. PNAS 94, 8918–8921.
Melzer, S., Michael, M., Caputi, A., Eliava, M., Fuchs, E.C., Whittington, M.A., Monyer, H.,
2012. Long-range–Projecting GABAergic neurons modulate inhibition in
Hippocampus and entorhinal cortex. Science 335, 1506–1510.
Merzenich, M.M., Recanzone, G.H., Jenkins, W.M., Grajski, K.A., 1990. Adaptive me-
chanisms in cortical networks underlying cortical contributions to learning and
nondeclarative memory. Cold Spring Harb. Symp. Quant. Biol. 55, 873–887.
Mesulam, M.-M., 2013. Cholinergic circuitry of the human nucleus basalis and its fate in
alzheimer’s disease. J. Comp. Neurol. 521, 4124–4144.
Meyer, T., Olson, C.R., 2011. Statistical learning of visual transitions in monkey in-
ferotemporal cortex. PNAS 108, 19401–19406.
Miyashita, T., Rockland, K.S., 2007. GABAergic projections from the hippocampus to the
retrosplenial cortex in the rat. Eur. J. Neurosci. 26, 1193–1204.
Moran, R.J., Campo, P., Symmonds, M., Stephan, K.E., Dolan, R.J., Friston, K.J., 2013.
Free energy, precision and learning: the role of cholinergic neuromodulation. J.
Neurosci. 33, 8227–8236.
Murray, S.O., Kersten, D., Olshausen, B.A., Schrater, P., Woods, D.L., 2002. Shape per-
ception reduces activity in human primary visual cortex. PNAS 99, 15164–15169.
Nadel, L., Hardt, O., 2011. Update on memory systems and processes.
Neuropsychopharmacol 36, 251–273.
Nadel, L., Moscovitch, M., 1997. Memory consolidation, retrograde amnesia and the
hippocampal complex. Curr. Opin. Neurobiol. 7, 217–227.
Nadel, L., Moscovitch, M., 1998. Hippocampal contributions to cortical plasticity.
Neuropharmacology 37, 431–439.
Norman, Y., Yeagle, E.M., Khuvis, S., Harel, M., Mehta, A.D., Malach, R., 2019.
Hippocampal sharp-wave ripples linked to visual episodic recollection in humans.
Science 365.
O’Keefe, J., 1976. Place units in the hippocampus of the freely moving rat. Exp. Neurol.
Suppl. 51, 78–109.
O’Keefe, J., Recce, M., 1993. Phase relationship between hippocampal place units and the
eeg theta-rhythm. Hippocampus 3, 317–330.
Ouden, H.E.M. den, Daunizeau, J., Roiser, J., Friston, K.J., Stephan, K.E., 2010. Striatal
prediction error modulates cortical coupling. J. Neurosci. 30, 3210–3219.
Pastalkova, E., Itskov, V., Amarasingham, A., Buzsáki, G., 2008. Internally generated cell
assembly sequences in the rat hippocampus. Science 321, 1322–1327.
Penny, W.D., Zeidman, P., Burgess, N., 2013. Forward and backward inference in spatial
cognition. PLoS Comput. Biol. 9.
Pezzulo, G., Kemere, C., van der Meer, M.A.A., 2017. Internally generated hippocampal
sequences as a vantage point to probe future-oriented cognition. Ann. N. Y. Acad. Sci.
1396, 144–165.
Pfeffer, C.K., Xue, M., He, M., Huang, Z.J., Scanziani, M., 2013. Inhibition of inhibition in
visual cortex: the logic of connections between molecularly distinct interneurons.
Nat. Neurosci. 16, 1068–1076.
Pfeiffer, B.E., Foster, D.J., 2013. Hippocampal place-cell sequences depict future paths to
remembered goals. Nature 497, 74–79.
Pi, H.-J., Hangya, B., Kvitsiani, D., Sanders, J.I., Huang, Z.J., Kepecs, A., 2013. Cortical
interneurons that specialize in disinhibitory control. Nature 503, 521–524.
Poorthuis, R.B., Muhammad, K., Wang, M., Verhoog, M.B., Junek, S., Wrana, A.,
Mansvelder, H.D., Letzkus, J.J., 2018. Rapid neuromodulation of layer 1 interneurons
in human neocortex. Cell Rep. 23, 951–958.
Preston, A.R., Gabrieli, J.D.E., 2008. Dissociation between explicit memory and config-
ural memory in the human medial temporal lobe. Cereb. Cortex 18, 2192–2207.
Rao, R.P.N., Ballard, D.H., 1999. Predictive coding in the visual cortex: a functional in-
terpretation of some extra-classical receptive-field effects. Nat. Neurosci. 2, 79–87.
Reynolds, J.H., Heeger, D.J., 2009. The normalization model of attention. Neuron 61,
168–185.
Rolls, E.T., 2013. The mechanisms for pattern completion and pattern separation in the
hippocampus. Front. Syst. Neurosci. 7.
Rubin, D.C., Schrauf, R.W., Greenberg, D.L., 2003. Belief and recollection of auto-
biographical memories. Mem. Cognit. 31, 887–901.
Rugg, M.D., Vilberg, K.L., 2013. Brain networks underlying episodic memory retrieval.
Curr. Opin. Neurobiol. 23, 255–260.
Ruusuvirta, T., Korhonen, T., Penttonen, M., Arikoski, J., Kivirikko, K., 1995. Behavioral
and hippocampal evoked responses in an auditory oddball situation when an un-
conditioned stimulus is paired with deviant tones in the cat: experiment II. Int. J.
Psychophysiol. 20, 41–47.
Schacter, D.L., Norman, K.A., Koutstaal, W., 1998. The cognitive neuroscience of con-
structive memory. Annu. Rev. Psychol. 49, 289–318.
Schacter, D.L., Addis, D.R., Buckner, R.L., 2007. Remembering the past to imagine the
future: the prospective brain. Nat. Rev. Neurosci. 8, 657–661.
Schiller, D., Eichenbaum, H., Buffalo, E.A., Davachi, L., Foster, D.J., Leutgeb, S.,
Ranganath, C., 2015. Memory and space: towards an understanding of the cognitive
map. J. Neurosci. 35, 13904–13911.
Schneider, D.M., Nelson, A., Mooney, R., 2014. A synaptic and circuit basis for corollary
discharge in the auditory cortex. Nature 513, 189–194.
Scoville, W.B., Milner, B., 1957. Loss of recent memory after bilateral hippocampal le-
sions. J Neurol Neurosurg Psychiatry 20, 11–21.
Shipp, S., 2007. Structure and function of the cerebral cortex. Curr. Biol. 17, R443–R449.
Shipp, S., 2016. Neural elements for predictive coding. Front. Psychol. 7.
Shlosberg, D., Amitai, Y., Azouz, R., 2006. Time-dependent, layer-specific modulation of
sensory responses mediated by neocortical layer 1. J. Neurophysiol. 96, 3170–3182.
Singer, A.C., Carr, M.F., Karlsson, M.P., Frank, L.M., 2013. Hippocampal SWR activity
predicts correct decisions during the initial learning of an alternation task. Neuron
77, 1163–1173.
Skaggs, W.E., McNaughton, B.L., Wilson, M.A., Barnes, C.A., 1996. Theta phase preces-
sion in hippocampal neuronal populations and the compression of temporal se-
quences. Hippocampus 6, 149–172.
Smout, C.A., Tang, M.F., Garrido, M.I., Mattingley, J.B., 2019. Attention promotes the
neural encoding of prediction errors. PLoS Biol. 17 e2006812.
Sohal, V.S., Zhang, F., Yizhar, O., Deisseroth, K., 2009. Parvalbumin neurons and gamma
rhythms enhance cortical circuit performance. Nature 459, 698–702.
Spratling, M.W., 2008. Predictive coding as a model of biased competition in visual at-
tention. Vision Res. 48, 1391–1408.
Spratling, M.W., 2010. Predictive coding as a model of response properties in cortical area
V1. J. Neurosci. 30, 3531–3543.
Squire, L.R., Alvarez, P., 1995. Retrograde amnesia and memory consolidation: a neu-
robiological perspective. Curr. Opin. Neurobiol. 5, 169–177.
Squire, L.R., Stark, C.E.L., Clark, R.E., 2004. The medial temporal lobe*. Annu. Rev.
Neurosci. 27, 279–306.
Squire, L.R., Zola-Morgan, S., 1991. The medial temporal lobe memory system. Science
253, 1380–1386.
Sridharan, D., Knudsen, E.I., 2015. Selective disinhibition: a unified neural mechanism for
predictive and post hoc attentional selection. Vision Res. 116, 194–209.
Srinivasan, M.V., Laughlin, S.B., Dubs, A., Horridge, G.A., 1982. Predictive coding: a fresh
H.C. Barron, et al. Progress in Neurobiology 192 (2020) 101821
12
view of inhibition in the retina. Proc. R. Soc. Lond., B, Biol. Sci. 216, 427–459.
Stachenfeld, K.L., Botvinick, M.M., Gershman, S.J., 2017. The hippocampus as a pre-
dictive map. Nat. Neurosci. 20, 1643–1653.
Staresina, B.P., Fell, J., Do Lam, A.T.A., Axmacher, N., Henson, R.N., 2012. Memory
signals are temporally dissociated in and across human hippocampus and perirhinal
cortex. Nat. Neurosci. 15, 1167–1173.
Stickgold, R., Hobson, J.A., 1995. The conscious State paradigm: a neurocognitive ap-
proach to waking, sleeping, and dreaming. In: Gazzaniga, M.S. (Ed.), The Cognitive
Neurosciences. MIT Press.
Sugar, J., Witter, M.P., van Strien, N., Cappaert, N., 2011. The retrosplenial cortex: in-
trinsic connectivity and connections with the (Para)Hippocampal region in the rat.
An Interactive Connectome. Front. Neuroinform. 5.
Suzuki, W.A., Amaral, D.G., 1994. Topographic organization of the reciprocal connections
between the monkey entorhinal cortex and the perirhinal and parahippocampal
cortices. J. Neurosci. 14, 1856–1877.
Szpunar, K.K., 2010. Episodic future thought: an emerging concept. Perspect. Psychol.
Sci. 5, 142–162.
Tanaka, K.Z., Pevzner, A., Hamidi, A.B., Nakazawa, Y., Graham, J., Wiltgen, B.J., 2014.
Cortical representations are reinstated by the hippocampus during memory retrieval.
Neuron 84, 347–354.
Tenenbaum, J.B., Kemp, C., Griffiths, T.L., Goodman, N.D., 2011. How to grow a mind:
statistics, structure, and abstraction. Science 331, 1279–1285.
Tervo, D.G.R., Tenenbaum, J.B., Gershman, S.J., 2016. Toward the neural implementa-
tion of structure learning. Curr. Opin. Neurobiol. 37, 99–105.
Teyler, T.J., DiScenna, P., 1985. The role of hippocampus in memory: a hypothesis.
Neurosci. Biobehav. Rev. 9, 377–389.
Teyler, T.J., DiScenna, P., 1986. The hippocampal memory indexing theory. Behav.
Neurosci. 100, 147–154.
Teyler, T.J., Rudy, J.W., 2007. The hippocampal indexing theory and episodic memory:
updating the index. Hippocampus 17, 1158–1169.
Todorovic, A., van Ede, F., Maris, E., de Lange, F.P., 2011. Prior expectation mediates
neural adaptation to repeated sounds in the auditory cortex: an MEG study. J.
Neurosci. 31, 9118–9123.
Tsodyks, M.V., Skaggs, W.E., Sejnowski, T.J., McNaughton, B.L., 1996. Population dy-
namics and theta rhythm phase precession of hippocampal place cell firing: a spiking
neuron model. Hippocampus 6, 271–280.
Tulving, E., 2002. Episodic memory: from mind to brain. Annu. Rev. Psychol. 53, 1–25.
Tulving, E., Thomson, D.M., 1973. Encoding specificity and retrieval processes in episodic
memory. Psychol. Rev. 80, 352–373.
Vandecasteele, M., Varga, V., Berényi, A., Papp, E., Barthó, P., Venance, L., Freund, T.F.,
Buzsáki, G., 2014. Optogenetic activation of septal cholinergic neurons suppresses
sharp wave ripples and enhances theta oscillations in the hippocampus. PNAS 111,
13535–13540.
Vinogradova, O.S., 1975. Functional organization of the limbic system in the process of
registration of information: facts and hypotheses. In: Isaacson, R.L., Pribram, K.H.
(Eds.), The Hippocampus: Volume 2: Neurophysiology and Behavior. Springer US,
Boston, MA, pp. 3–69.
Vinogradova, O.S., 2001. Hippocampus as comparator: role of the two input and two
output systems of the hippocampus in selection and registration of information.
Hippocampus 11, 578–598.
Vogt, B.A., Miller, M.W., 1983. Cortical connections between rat cingulate cortex and
visual, motor, and postsubicular cortices. J. Comp. Neurol. 216, 192–210.
Wall, N.R., Parra, M.D.L., Sorokin, J.M., Taniguchi, H., Huang, Z.J., Callaway, E.M., 2016.
Brain-wide maps of synaptic input to cortical interneurons. J. Neurosci. 36,
4000–4009.
Wheeler, M.E., Petersen, S.E., Buckner, R.L., 2000. Memory’s echo: vivid remembering
reactivates sensory-specific cortex. PNAS 97, 11125–11129.
Whittington, J.C., Muller, T.H., Mark, S., Chen, G., Barry, C., Burgess, N., Behrens, T.E.,
2019. The Tolman-Eichenbaum Machine: unifying space and relational memory
through generalisation in the hippocampal formation. BioRxiv 770495.
Wimmer, G.E., Liu, Y., Vehar, N., Behrens, T.E.J., Dolan, R.J., 2019. Episodic memory
retrieval is supported by rapid replay of episode content. BioRxiv, 758185.
Witter, M.P., 1993. Organization of the entorhinal—hippocampal system: a review of
current anatomical data. Hippocampus 3, 33–44.
Witter, M.P., Groenewegen, H.J., Lopes da Silva, F.H., Lohman, A.H., 1989. Functional
organization of the extrinsic and intrinsic circuitry of the parahippocampal region.
Prog. Neurobiol. 33, 161–253.
Wolff, S.B.E., Gründemann, J., Tovote, P., Krabbe, S., Jacobson, G.A., Müller, C., Herry,
C., Ehrlich, I., Friedrich, R.W., Letzkus, J.J., et al., 2014. Amygdala interneuron
subtypes control fear learning through disinhibition. Nature 509, 453–458.
Wolff, M.J., Jochim, J., Akyürek, E.G., Stokes, M.G., 2017. Dynamic hidden states un-
derlying working-memory-guided behavior. Nat. Neurosci. 20, 864–871.
Wolpert, D.M., Ghahramani, Z., Jordan, M.I., 1995. An internal model for sensorimotor
integration. Science 269, 1880–1882.
Wong, K.-F., Wang, X.-J., 2006. A recurrent network mechanism of time integration in
perceptual decisions. J. Neurosci. 26, 1314–1328.
Wozny, C., Williams, S.R., 2011. Specificity of synaptic connectivity between layer 1
inhibitory interneurons and layer 2/3 pyramidal neurons in the rat neocortex. Cereb.
Cortex 21, 1818–1826.
Xiang, Z., Huguenard, J.R., Prince, D.A., 1998. Cholinergic switching within neocortical
inhibitory networks. Science 281, 985–988.
Yamawaki, N., Li, X., Lambot, L., Ren, L.Y., Radulovic, J., Shepherd, G.M.G., 2019a. Long-
range inhibitory intersection of a retrosplenial thalamocortical circuit by apical tuft-
targeting CA1 neurons. Nat. Neurosci. 22, 618–626.
Yamawaki, N., Corcoran, K.A., Guedea, A.L., Shepherd, G.M.G., Radulovic, J., 2019b.
Differential contributions of glutamatergic hippocampal→Retrosplenial cortical
projections to the formation and persistence of context memories. Cereb. Cortex 29,
2728–2736.
Yassa, M.A., Stark, C.E.L., 2011. Pattern separation in the hippocampus. Trends Neurosci.
34, 515–525.
Zhang, S., Xu, M., Kamigaki, T., Do, J.P.H., Chang, W.-C., Jenvay, S., Miyamichi, K., Luo,
L., Dan, Y., 2014. Long-range and local circuits for top-down modulation of visual
cortex processing. Science 345, 660–665.
H.C. Barron, et al. Progress in Neurobiology 192 (2020) 101821
13
