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Abstract 
This thesis pioneers the application of nonlinear dynamics to spacecraft power systems. 
Two areas of general interest are addressed. On the one hand, the fundamental dynamics of 
space power systems were investigated from a nonlineax dynamics perspective, and on the 
other, nonlinear dynamics concepts were used to realise a practical engineering application. 
The former examines four simple but relevant space power system models. The study 
revealed a variety of bifurcations, coexisting attractors and chaotic behaviour that could 
potentially shed light on some familiar but poorly understood effects in space power systems 
operations, including bus voltage collapse, spurious oscillations, and chaotic 'noise'. Because 
such behaviour manifests itself in nonlinear systems but could not be exposed by customary 
linear systems theory, potential anomalies may remain unpredicted which could lead to 
catastrophic consequences. As such, these results have important implications to reliability 
issues, critical in space. The exposition of the concepts and tools used in this thesis would 
serve the practising engineer by providing the basis and pave the way for studying larger 
and more complex systems, in the quest for improved system performance and reliability. 
In the course of this work, an algorithm to compute the maximum Lyapunov exponent 
from differential equations with discontinuities was required to confirm chaos. Although 
the concepts and tools for investigating smooth equations are well established, dynamics 
of non-smooth systems have not been extensively studied. Here, the algorithm proposed 
by Miiller to cope with the discontinuities in mechanics was reviewed and was found to be 
applicable to power electronics in general. As a confirmation, this algorithm was applied 
successfully to a well known Buck DC-DC converter. 
Although the exploitation of nonlinear dynamics to engineer direct practical applications 
is still in its infancy, one is presented in this thesis. A maximum power point tracker 
was synthesised via nonlinear dynamics principles, simulated and experimentally verified. 
Excellent static and dynamic performance were exhibited. In addition, a two-dimensional 
stroboscopic map was derived which adequately described the fundamental dynamics of the 
system. This is confirmed from the good agreement between the simulated and experimental 
return maps. Via this map and further bifurcation study, preliminary design guidelines were 
established. 
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Chapter 1 
Introduction 
Abstract 
This chapter begins with the motivation behind this research, along with its aims. It 
outlines the contents of this thesis and summarises the contributions made. 
1.1 Background and Motivation 
DC power systems are almost universally used in small spacecraft such as satellites. 
This is because solar arrays generate DC power, rechargeable batteries are used for energy 
storage, and payloads need DC supplies. In order that power may be efficiently regulated 
and transferred from the source to the distribution payloads, power electronics circuits 
and systems are commonly employed, e. g. DC-DC converters. These subsystems are also 
fundamentally nonlineax. In DC-DC converters, the fundamental nonlinearity stems from 
discontinuities caused by switching devices and diodes. In addition, solar arrays exhibit a 
nonlinear voltge-current characteristic and batteries also exhibit a nonlinear voltage-charge 
characteristic. With such fundamental nonlinearities, spacecraft power systems are therefore 
highly nonlinear systems too. 
The success of a space mission depends critically on the reliability of the power system. 
Besides outright failures, anomalies can cause power system malfunction which not only 
cripple the functionality of the whole spacecraft, but also adversely affect the operation of 
its payloads. Due to such consequences, space power system design demands the utmost 
consideration and caution. Once the spacecraft is launched, any faults will be impossible 
to rectify in space. To enhance reliability, it is common practice to introduce redundancies 
into the system to eliminate risks from single-point failures. 
As such, the characteristics of space power systems can be summarised as follows: 
(a) They are complex systems. 
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(b) They are highly nonlinear systems. 
(c) Their reliability is critical not only to the survival but also the performance of the 
spacecraft. 
Many studies have revealed the existence of nonlinear behaviour in simple electronic 
circuits and systems e. g. [Matsumoto, 1987]. In particular, they have often uncovered 
previously unsuspected bifurcation from the assumed regular mode of behaviour. Several 
groups have investigated nonlinear effects such as subharmonics and chaos in DC-DC con- 
verters e. g. [Deane & Hamill, 1990b], [Tse, 1994a], [Chakrabarty, Poddar & Banerjee, 1996], 
[Fossas & Olivar, 1996] and [di Bernardo, Garofalo, Glielmo & Vasca, 1996]. 
The discovery of such unpredicted and erratic behaviour in these circuits and systems 
that are commonly used in space power systems has direct and serious implications for their 
reliability. 
Unfortunately, mainstream power system designers and practitioners are unaware of the 
underlying causes when such behaviour surfaces in an assumed mode of stable operation, of- 
ten dismissing it as interference, noise, faulty components, bad connections and so on. This 
is because they continue to rely on linearisation-based techniques such as small-signal mod- 
elling when investigating transient response and stability. This is tantamount to assuming 
that all perturbations are small: an assumption difficult to justify for strong nonlinearities 
such as switching discontinuities. This was effectively revealed in [Hamill, 1995], where a 
simple DC-DC converter was analysed using both conventional linear methods and non- 
linear methods [Hamill, Deane & Jefferies, 1992]. The linear analysis indicated stability 
over a wide input-voltage range, while the nonlinear treatment revealed a surprising wide 
range of nonlinear behaviour: subharmonics, intermittency, chaos, coexisting attractors, 
and even narrow bands of chaotic behaviour embedded in an otherwise stable region. This 
was experimentally verified in [Deane & Hamill, 1990a]. 
The field of nonlinear dynamics is concerned with studying, analysing and understand- 
ing the complex and unpredictable behaviour exhibited by nonlinear systems. Bifurcation, 
subharmonics, intermittency, quasi-periodicity, co-existing attractors and chaos are charac- 
teristic of nonlinear systems, but are often misinterpreted as anomalies and 'noise' attributed 
to external influences. Nonlinear dynamics theory allows the true behaviour of nonlinear 
systems to be described and predicted, and characterises accurately their local and global 
stability. 
On a system level, nonlinear dynamics has also succeeded in describing large-signal 
effects in terrestrial AC power networks, e. g. [Kwantny, Pasrija & Bahar, 1986], [Wildberger, 
19941. Loss of steady-state stability, voltage collapse and asynchronous oscillations can all 
be explained. 
The message is clear when dealing with nonlinear systems: linear models are only useful 
for investigating local behaviour, and they should not be misinterpreted as representative 
of the global dynamics of the system. In addition, restricting oneself to inappropriate tools 
can result in incorrect predictions of system performance. 
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Successive generations of spacecraft power systems have become larger and more com- 
plex. With increased redundancy, digital controllers, and frequent reconfiguration to satisfy 
higher power requirements, the resulting abundance of nonlinearities has only fuelled cause 
for suspicion that hidden anomalies remain undiscovered, particularly when one considers 
parameter drifts over the design lifetime. Although some nonlinear effects may be merely 
undesirable, others can have a catastrophic impact. For example, chattering (an uncon- 
trolled increase in switching frequency) can elevate switching losses to a destructive level in 
a DC-DC converter. 
There is now over ten years of literature describing bifurcations and chaos in DC-DC 
converters of various topologies operating with different control schemes. It is probable 
that all topologies are capable of chaos, given the right conditions. Unfortunately, there is 
apparently little literature in investigating spacecraft power systems stability issues from 
a nonlinear dynamics perspective. Given that they are strongly nonlinear systems and 
comprise subsystems that have been shown to exhibit nonlinear behaviour, it is only proper 
that nonlinear concepts, techniques and tools be applied to them to investigate anomalies 
induced by potentially unsuspected nonlinear behaviour. 
Nonlinear dynamics theory to date is well established for investigating smooth systems. 
Their concepts and tools, in general, are developed based on the assumption that the vector 
field governing the underlying dynamics is differentiable everywhere. This is applicable to 
most physical systems. However, limitations arise when dealing with systems containing 
discontinuities - blind application of such available tools leads to erroneous results. For 
example, in stiff systems, care must be exercised when applying a particular time step 
and/or a integration algorithm to such systems as numerical instability and inaccuracy 
may be introduced [Parker & Chua, 19891. 
Power electronics and space power systems are dynamical systems that exhibit discon- 
tinuities and are thus non-smooth. Investigation into this class of systems often requires 
special treatment. Generic algorithms to compute the spectrum of Lyapunov exponents 
(LEs) fail when applied to non-smooth systems described by differential equations with 
discontinuous right hand sides [Miiller, 1995]. As such, computation of the LEs in power 
electronics has been subjected to ad-hoc treatment. Because ideal power converters are gov- 
erned by differential equations with discontinuous right-hand sides, the LEs are obtained 
conveniently either as a result of deriving in place an iterative mapping model (provided 
one exists) e. g. [Banerjee & Chakrabarty, 1998], or alternatively, employing the algorithm 
of embedded dimensions to the time series from simulations and experiments e. g. [Chan & 
Tse, 1997]. The latter is inefficient considering that an exact model is available. In the con- 
text of power electronics, direct computation of the LEs from the differential equations has 
yet to be addressed. Nevertheless, because LEs are indispensable in distinguishing between 
the different kinds of nonlinear behaviour, it would be advantageous if an algorithm exists 
which is straightforward and efficient to apply. It is vital for nonlinear tools to be investig- 
ated for their feasibility and developed in relevance to the field of study. For example, the 
study of the use of discrete time maps in the investigation of nonlinear phenomena such as 
grazing bifurcations in DC-DC converters (di Bernardo & Vasca, 2000], [di Bernardo, Budd 
& Champneys, 1998]. 
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The application of nonlinear dynamics theory in physical systems has not only been suc- 
cessful in analysing the dynamics of nonlinear systems, but practical applications, although 
few, have also been advocated. In other disciplines, it has been proposed to apply chaos 
theory to secure communications [Hayes, Grebogi & Ott, 1993], and as part of a control 
strategy to improve EMI (Electro-magnetic interference) susceptibility in switching DC-DC 
converters by operating in a chaotic regime [Deane & Hamill, 19961. Because designing 
space power systems involves dealing essentially with nonlinear problems, practical circuits 
engineered on the principles of nonlinear dynamics may provide better and more effective 
solutions. It was suggested in [Deane & Hamill, 1990b] that chaos theory may be applied to 
engineer systems which require autonomous optimum-seeking operation capability e. g. loc- 
ating the maximum power point of a solar array based system. This feature is particularly 
desirable in space power systems and a departure from the normal engineering practices 
could offer additional advantages such as simplicity in design and implementation. 
To date, nonlinear dynamics has not entered the discipline of spacecraft power system 
engineering in any form. Inspired by what it has to offer in other disciplines, the author feels 
that the challenge here is to pioneer the application of nonlinear dynamics to the field of 
space power systems by addressing a variety of important and interesting issues in relation 
to those highlighted above. 
The aims of this research are threefold: 
(a) First, to improve the fundamental understanding of space power systems via the 
application of the concepts of nonlinear dynamics; identifying the causes of bifurcation 
that lead to either catastrophic malfunction or merely undesirable system performance 
with the ultimate aim of establishing a sound methodology that will ensure reliable, 
safe and stable operation with well-defined power system dynamics. 
(b) Next, to investigate and develop nonlinear dynamics tools where necessary and ap- 
propriate to this field of research. 
(c) Finally, to develop a useful practical circuit for space power system engineering based 
on the principles of nonlinear dynamics. 
1.2 Contributions and Contents 
This thesis contributes to the improvement of the fundamental understanding of space 
power system dynamics by offering an insight into the nature and causes from a nonlinear 
dynamics perspective of some possible anomalies well known in the space power systems 
community. From a nonlinear dynamics viewpoint, it correlates the notion that complex 
behaviour need not arise from complex systems but rather attributed to the nature of the 
system. From an engineering perspective, it has direct implications to the conventional lin- 
ear methods used to establish stability in space power systems and in this respect, advocates 
a conceptual re-evaluation. 
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Chapter 2 presents some background theory on nonlinear dynamics encountered in this 
thesis and Chapter 3 discusses and reviews the relevant literature pertaining to the work 
performed in this research. It is divided into three main parts. The first part concentrates 
on spacecraft power systems in general. The second discusses previous work on maximum 
power point trackers, which are commonly used in space power systems. Although there 
is apparently little literature on nonlinear dynamics in spacecraft power systems, some 
pioneering work relating to nonlinear dynamics of circuits and systems are outlined in the 
final part. A large portion focuses on DC-DC converters, because of its relevance to space 
power systems. 
In Chapter 4, four simple but relevant space power systems models were systematically 
derived and investigated. Their dynamics from simulations were analysed using nonlinear 
dynamics concepts, and common phenomena occurring in spacecraft power systems were ex- 
plained. Conditions for instability were also deduced. Most part of the work in Chapter 4 
has been published in several international conferences, namely, in the 6th International 
IEEE Workshop on Computers in Power Electronics [Lim & Hamill, 1998b], 1998 Inter- 
national Symposium on Nonlinear Theory and its Applications [Lim & Hamill, 1998a] and 
Proceedings of the 5th European Space Power Conference [Lim & Hamill, 1998c] and also 
in the journal Electronics Letters [Lim & Hamill, 1999a]. 
In Chapter 5, a numerical algorithm for finding Lyapunov exponents directly from the 
differential equations of discontinuous systems was investigated. The proposed algorithm 
was validated from a much studied DC-DC Buck converter. It was established that this 
algorithm is a valuable tool in the study of nonlinear dynamics in power electronics, in 
general, and in particular, to the work associated in this thesis. The algorithm was also used 
for distinguishing between periodic and chaotic behaviour in relation to the investigative 
work performed in Chapter 4. This work was also published in the 1999 IEEE International 
Symposium on Circuits and Systems [Lim & Hamill, 1999b] and is currently being prepared 
for submission for journal publication. 
Chapter 6 involves'the development of a maximum power point tracker that embeds an 
inherent global attractor at the MPP by employing a simple robust controller, based on the 
principles of nonlinear dynamics. It shows how the circuit is implemented in stages, from 
first synthesis to the final experimental construct. The experimental results also confirmed 
excellent tracking efficiency and the ability to follow rapid parameter changes based on the 
parameters used. PSpice simulations and experiment were in good agreement. The main 
theme relating to this part of the work was published in the journal Electronic Letters [Lim 
& Hamill, 2000). 
The second part of the work on MPPT is presented in Chapter 7. Analysis of the system 
dynamics was performed which resulted in the derivation of a two-dimensional stroboscopic 
map. This map was found to describe the fundamental system dynamics to a good ap- 
proximation. From this map, further analysis using a one dimensional return map revealed 
the attractor and its features. An experimental return map was also used to compare with 
simulations and they were also observed to be in good agreement. In addition, preliminary 
design guidelines were established. Currently, the work in this chapter is being prepared for 
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the submission to a future conference and if time permits, for journal publication. Finally, 
the conclusion and suggestions for further research are discussed in Chapter 8. 
Chapter 2 
Background Review: Nonlinear 
Dynamics, Bifurcations and Chaos 
Abstract 
This chapter gives a brief and summarised exposition of the basic concepts in nonlinear 
dynamics encountered in this thesis. 
2.1 Introduction 
Simply put, a system is described as nonlinear if a change in its input variables do not 
produce a proportional change in its output variables; whilst a dynamical system implies 
a system in motion or one that evolves and changes in time [Williams, 1997). Hence, the 
field of nonlinear dynamics is concerned with understanding and predicting the motions or 
behaviour of a nonlinear system. Because most physical systems are nonlinear, nonlinear 
dynamics can be described as an interdisciplinary field that draws on all the sciences, from 
mathematics to physical sciences [Difillaro, Abbott & Reilly, 1991]. 
To describe the natural phenomena arising from a dynamical process, the most suc- 
cessful tools are differential and difference equations. They specifically describe how a 
system evolves. Together with a set of initial conditions for which the motion of the system 
commences, the behaviour of the system is completely described. This makes the system de- 
terministic, which implies that the system behaviour can be predicted for all time. However, 
this belief has been dispelled with the discovery of chaos, briefly described as a nonlinear 
steady-state behaviour which appears random. [Parker & Chua, 1989]. 
Because spacecraft power systems are fundamentally nonlinear dynamical systems, the 
application of nonlinear dynamics to describe, understand and predict complex nonlinear 
behaviour in spacecraft power systems in relation to stability and reliability issues become 
relevant. 
7 
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A generalised continuous-time nth order autonomous dynamical system is governed by 
the differential equation 
dx 
f (x) f: IR" ý--+ IR', x(to) = xo 
where xEW is the n-dimensional state vector at time t. In electrical systems, the state 
vector usually comprises the inductor currents and capacitor voltages. The dimension of the 
system reflects the minimum number of state variables necessary to completely model the 
system. The function f (x) is known as the vector field. The set of all paths x(t) satisfying 
(2.1) is called the flow of the system. Since the vector field is independent of time t, the 
initial time to can always be set to zero i. e. to = 0. By choosing a particular initial condition 
xO = x(O), we pick a single unique trajectory. As t increases from zero, the state vector 
follows this trajectory, and the system's dynamical behaviour evolves. 
2.3 Nonautonomous Dynamical Systems 
A generalised continuous-time nth order nonautonomous dynamical system is instead 
governed by the differential equation 
dx 
x=-= f(x, t) f: W ý-+ HV, X(to) = X0 (2.2) dt 
In contrast to (2.1), the vector field in (2.2) now depends on time t, and to cannot be set 
arbitrarily to zero. 
An n-dimensional nonautonomous system can always be converted into an (n + 1)- 
dimensional autonomous system by appending t as an additional state variable i. e. xn+l -= t. 
The new appended system becomes 
ic 
1]=[ 
(X, x"+, ) ], 
x(0) = xo, X, +i (0) = to 
(2.3) 
1 
ýbn+ 1 
Hence, in what follows, we shall consider (2.1) unless otherwise stated. 
2.4 Attractors 
To date, there are only four known types of steady-state behaviour in nonlinear dissipat- 
ive systems: equilibrium points, limit cycles, quasi-periodicity and chaos, known collectively 
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as attractors. They are termed attracting limit sets because they comprise the set of points 
visited by x(t) in the limit as t -* oo. The basin of attraction is the region of state space 
from which the state vector is eventually captured as t -ý oo, in common parlance, the 
'catchment region' of an attractor. 
2.4.1 Equilibrium Points 
Equilibrium points (denoted x*) are special points in state space where the vector field 
is zero, i. e. the state vector remains stationary. Hence if x(O) = x*, x(t) = x* for all t>0. 
The stability of an equilibrium point is determined from the eigenvalues of the Jacobian 
matrix J= F(x) = Dxf (x) evaluated at x*. The Jacobian matrix, J contains the partial 
derivatives of f with respect to x, defined by 
dflldxl dflldX2 --. dflldx 
df21dxl df21dX2 ... df21dx, (2.4) 
d 
_ 
fIdxl dfldX2 ... dfldx _x. 
Xi -18 
-le 
-2 
-21 
X2 -11 
-22 '. ---I 1000 1100 1200 13W 1400 1500 160D 1700 ISOD 19W 2000 
-1 
i 
-2 
-2 2 
-2 2 -2 
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.a XI 
Figure 2.1: System at Equilibrium (a): time waveform; (b) state plane trajectory 
The Jacobian of an n-dimensional system has n eigenvalues. Eigenvalues with a negative 
real part indicate contraction, and those with a positive real part, expansion. They show 
whether small perturbations from the equilibrium points grow or decay. If all n eigenvalues 
lie in the left half of the complex plane, the system is asymptotically stable. This is similar 
to the stability condition for continuous linear systems; essentially, we have linearised the 
system about x*. 
A simple example of a two-dimensional autonomous system is given in [Alligood, Sauer 
& Yorke, 19961: 
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x2-x2 12 (2.5) i2 XlX2 -4 
The trajectory is a constant value at x, = -2 (fig. 2.1(a)) and X2 = -2. The state 
plane shows a single dot there (Fig. 2.1(b)) and the frequency spectrum is a spike at zero 
frequency. 
2.4.2 Limit Cycles 
Periodic solutions are the solutions to (2.1) or (2.2) that satisfy x(t) = x(t + T) where 
T is some minimal period greater than zero. 
2I 
0.5 
Vi VV 
S 
Ii »\ 
-t pp 
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-l 
1120 1150 ¶150 -2 
(a) 
(c) 
-1 2 '1 
Figure 2.2: Periodic behaviour of the Duffing's equation (a): time waveform; (b): state plane 
trajectory; (c): frequency spectrum of xi (the driving frequency is given by the first component 
in the frequency spectrum) 
A limit cycle is a periodic solution whose neighbourhood contains no other periodic 
solutions. It is an isolated closed curve in state space. 
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A widely studied nonautonomous system is Duffing's equation given by 
'rl X2 (2.6) 
i2 x, - x3 1-0.22X2 + 0.3 cos (t) 
where a periodic solution is observed from the time trajectory (Fig. 2.2(a)), the state plane 
trajectory (Fig. 2.2(b)) and multiple-integer spaced sidebands in the frequency spectrum 
(Fig 2.2(c)). 
2.4.3 Quasi-periodicity 
14 
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(C) 
Figure 2.3: Quasi-periodic behaviour of the van der Pol equation (a): time waveform; (b): state 
plane trajectory; (c): frequency spectrum of x, 
Quasi-periodicity occurs if the spectrum of the trajectory contains two or more compon- 
ents whose frequencies are incommensurate, i. e. related by an irrational number. A classic 
example that gives rise to quasi-periodic behaviour can be found in the nonautonomous; van 
der Pol equations [Parker & Chua, 1987] given by 
2.4 Attractors 12 
il X2 
2 (2.7) i2 (1 - Xl)X2 + 0.5 cos(l. 1t) 
Contrary to periodic behaviour, the state plane (Fig. 2.3(b)) displays an annular-like 
region [Parker & Chua, 1987] and its frequency spectrum (Fig. 2.3(c)) exhibits tightly spaced 
sidebands. 
2.4.4 Chaos 
1000 IOSO 11W IISO 120- 
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.1 
(b) 
5f 
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Figure 2A Chaotic behaviour of the R6ssler equation (a): time waveform; (b): state plane 
trajectory; (c): frequency spectrum of x, 
Chaos can be briefly described as a noise-like oscillation that occurs in deterministic 
systems, exhibits a positive Lyapunov exponent (LE) and has a continuous broadband 
spectrum. The trajectory is also very sensitive to perturbations, and remains within a 
bounded region in state space. 
An example of a popular autonomous system giving rise to chaotic behaviour is R6ssler's 
equations given by 
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Xl -X2 - X3 
i2 xl + 0.2X2 (2.8) 
i3 0.2 + X3 (Xl - 5.7) 
Fig. 2.4(b) shows that the trajectory spirals outwards and then circulates back inwards 
via the third dimension X3. The trajectory does not intersect and never repeats itself but 
comes arbitrary close to each other in the region it occupies. This spiralling outwards 
('stretching') and inwards (Iolding' and 're-injection') is what typically causes chaotic be- 
haviour to arise [Strogatz, 19941. Fig. 2.4(c) shows a broadband frequency spectrum and 
Fig. 2.4(a) shows an erratic waveform is aperiodic. 
For flows, besides nonlinearity, a third dimension is a necessary but not a sufficient 
criteria for chaotic behaviour in autonomous systems. 
2.4.5 Lyapunov Exponents of Continuous Systems 
Lyapunov exponents (LE) are used to characterise the different types of attractors in 
nonlinear systems. For an n-dimensional autonomous system, there exists a spectrum of n 
LEs. 
Consider an n-dimensional, autonomous, continuous-time system governed by 
dx 
-=f (x), f: W -+ IR' 
(2.9) 
dt 
where f (x) is the vector field. The Jacobian matrix of the vector field is F(x) = Dj (x). 
, are given by [Parker & Chua, 19891 The LEs (denoted Ai) of any initial condition Xo E lpn 
lim 1 Inimi(t)l, i=l ... n 
(2.10) 
t ý00 t 
where there are n LEs, each found from mi(t), the eigenvalues of the state transition matrix 
ýý&o) = exp(D,. f (xo))t. The eigenvalues Imi I is the amount of contraction or expansion 
in T seconds. The LEs have dimensions of s-1 in SI units. We now denote Amax = Al 
as the largest Lyapunov exponent (LLE), such that we have A, > A2 >-*>A,, - For an 
equilibrium point, all the LEs are negative (Ai < 0, i=1, ---, n). A periodic attractor has 
its LLE equal to zero, while all others are negative (i. e. A, = 0, Ai < 0, i 2, - - -, n). For a 
k-periodic attractor, Ai =0 for i=1, ---, k and Ai <0 for i=k+1, n. For a chaotic 
attractor, at least the LLE is positive i. e. A, > 0. 
Another definition is that we can consider a two-dimensional (three-dimensional) state 
space, then we may imagine how an element e. g. a square (cube) in state space evolves 
in time. This element will shrink over time in a dissipative system. Often, equal-length 
orthogonal axes axe used to define the element's skeleton framework. The number of axes 
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corresponds to the dimensionality of the state space. As time evolves, these axes change 
in magnitude and direction, The end points of these axes are considered to be the distance 
between neighbouring points in state space. So, corresponding to each axis is a Lyapunov 
exponent which characterises the expansion or contraction that each axis experiences as the 
element moves forward in time in state space [Williams, 1997]. 
A positive LE is one indicator of chaotic behaviour [Parker & Chua, 1989]. For all 
attractors other than an equilibrium, one LE is always zero [Haken, 1983]. 
2.5 Bifurcations 
A bifurcation is said to occur when the steady state behaviour of the system suddenly 
changes qualitatively at a fixed value of a parameter. This particular parameter value is 
also known as a bifurcation point. 
A stationary bifurcation [Seydel, 1988] occurs when a real eigenvalue of the Jacobian 
matrix J of f (x) crosses into the right half plane along the real axis (Fig. 2.5(a)). A common 
example is the buckling of a beam when its loading becomes excessive. 
In contrast, a Hopf bifurcation occurs when a complex-conjugate pair of eigenvalues 
crosses the imaginary axis into the right half plane. A periodic solution arises (Fig. 2.5(b)). 
If this is stable, self-oscillation (a stable limit cycle) occurs [Seydel, 19881. An example of 
this is the howl-round produced by a public-address system when the gain reaches a critical 
level. 
JO) JO) 
Ia 
(a) (b) 
(T 
Figure 2.5: (a): stationary bifurcation; (b): Hopf bifurcation 
In nonlinear dynamics, a Hopf bifurcation is associated with the birth of limit cycles 
from equilibria when the parameter of interest, the bifurcation parameter, is varied. Given 
f (x) is the vector field and C is the bifurcation parameter, we denote a(() as the real part, 
and w(p) as the imaginary part of the eigenvalue of the Jacobian matrix J= F(x). A Hopf 
bifurcation occurs at Co when the following conditions are satisfied [Seydel, 1988] 
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(a) f (x*, (o) = 
(b) the eigenvalues of F (x*, (0) comprise a simple pair of purely imaginary eigenvalues 
and no other eigenvalue with a zero real part. 
(c) the partial derivative of the real part of the eigenvalue with respect to the bifurcation 
parameter is not zero, i. e. 
da(Co) 
:A0. d( 
Item (c) is also referred to as the transversality hypothesis. Basically, it means that the 
pair of complex conjugates crosses the imaginary axis into the right half of the complex 
plane. 
Bifurcations can also be characterised by the way the limit set and its stability alter 
with parameter changes. Some common types are saddle-node (or tangent), transcritical, 
pitchfork subcritical and pitchfork supercritical bifurcations. 
2.5.1 Saddle-node Bifurcation 
A simple example of a saddle-node or tangent bifurcation is illustrated from the scalar 
differential equation 
(_X2 
where C is the bifurcation parameter. Fig. 2.6 shows a bifurcation diagram or branching 
diagram. It reveals the change in qualitative steady-state behaviour as the bifurcation 
parameter C is varied. There are two branches of equilibria, one stable (thick line) and the 
other unstable (thin dotted line). The point that the two branches meet is known as the 
turning or limit point. As C is decreased, the two equilibria move closer together, coalesce 
at C=0 and disappear when C<0. 
2.5.2 'Ranscritical Bifurcation 
When the intersection of branches results in an exchange of stability between them, a 
transcritical bifurcation occurs. This can be observed from the example 
i= (X-X 2 (2.12) 
As C is increased from negative to positive, the stable (thick line) and unstable (thin 
dotted line) equilibrium branch move closer together. At 0, the two branches meet and 
their stability is exchanged once C>0. 
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Figure 2.6: Tangent bifurcation for x 
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Figure 2.7: Transcritical bifurcation for :b= Cx -x2 
2.5.3 Supercritical Pitchfork Bifurcation 
When an originally stable branch becomes unstable and coexist with the birth of two 
new stable branches, a supercritical pitchfork bifurcation occurs. This can be observed from 
x3 (2.13) 
As the name implies, the bifurcation appears as a pitchfork as shown in Fig. 2.8. 
2.5.4 Subcritical Pitchfork Bifurcation 
Instead, one exhibiting a subcritical pitchfork bifurcation can be found in 
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soc 
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Figure 2.8: Supercritical pitchfork bi- Figure 2.9: Subcritical pitchfork bifurc- 
furcation for i= CX - X3 ation for i= Cx + x3 
i= (x+x 3 (2.14) 
As the bifurcation diagram (Fig. 2.9) shows, two unstable branches coexists with a stable 
branch (in this case at the origin) for C<0. For C>0, the stable branch becomes unstable, 
along with the disappearance of the other two unstable branches. 
2.6 Iterated Mappings 
A system can also be described by a map or mapping. This is an algebraic function 
relating the state vector xk at one sampling instant to that at the next xk+,. The samples 
can be taken in a number of ways; at regular time intervals (stroboscopic map); at particular 
events, e. g. maxima or minima (Lorenz map); or as x(t) passes through a transverse surface 
in state space (Poincar6 map). Once obtained from the differential equations, mappings 
can easily be iterated to reveal the system's dynamics. 
An n dimensional mapping, g: IRn ý-+ IRn, x ý-+ g(x) is a function that acts on the 
state vector Xk to produce the next value Xk+1: 
Xk+l = 9(Xk), k=0,1,2,3.... (2.15) 
Given an initial state xo, the mapping can be iterated to obtain the sequence 
f Xk} 
IXO, Xl, X2v ... }- This is known as the orbit of the system. 
2.6.1 Fixed and Periodic Points of Mappings 
If there is an Xk := X* such that g(x*) = x* (i. e. the state vector is invariant under the 
mapping), the x* is known as a fixed point of the mapping. For a one-dimensional system, 
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fixed points can be obtained graphically from the intersection of the line xk+1 xk with 
the function Xk+1 9(Xk). 
The stability of a fixed point can be determined from the n eigenvalues of the Jacobian 
of g at x*. The fixed point is stable if the spectral radius of the Jacobian is less than unity 
(its eigenvalues all lie within the unit circle) i. e. 
( 9). ] < (2.16) 
09X 
L 
where the spectral radius is the radius of the smallest circle in the complex plane (centred on 
the origin) that contains all the eigenvalues of the matrix ag/axj,... For a one-dimensional 
system, this condition simplifies to Ig'(x*)l < 1. 
If the state vector returns to the same point but only after two iterations of the mapping, 
i. e. g(x*) : 7ý x* but g(g(x*)) = x*, then x* is called a period-2 point. This can be generalised 
to period p, for which gP(x*) = x* for some p=2,3,4,.... The associated sequence 
IX*} ý JXO) X1 i X2 2 ... , xp-1 
I is know as a period-p orbit, and each point in the sequence is 
a period-p point. Again, periodic orbits can be stable (attracting) or unstable. For example, 
for a period-3 solution, its stability is determined from jji9[g(g(g(x*)))]/Oxjj evaluated at 
any member of x* i. e. xo, x, or X2- Very often, I ji9[g(g(g(x*)))j/axjj can be cumbersome to 
obtain. From the chain rule, it may be more convenient to use JIG(xo)G(xl)G(X2)11 (where 
G(x) = agli9x) instead. 
If a Poincax6 map is derived from an autonomous system, then the stability of the 
periodic solution of the autonomous system is equivalent to the stability of the fixed point 
of the Poincar6 Map [Parker & Chua, 1989]. 
2.6.2 Chaos in Iterated Mappings 
Chaos in iterated mappings is characterised by a sequence jXk I which never repeats, yet 
remains bounded in state space. Thus, the attracting chaotic orbit fills up a finite region 
without repeating itself. 
A classic one-dimensional mapping is the quadratic map 
Xk+l = aXk(l - Xk), aE [0,41 (2.17) 
Fig. 2.10 shows the bifurcation diagram as the bifurcation parameter (in this case, a) 
is varied. A period-2 orbit emerges when a becomes greater than 3. As a is increased fur- 
ther, periods 4,8,16, - .. are successively born. At a -- 3.570, the period 
becomes infinite 
and chaos is observed. This is known as the period-doubling route to chaos. Other pos- 
sible routes to chaotic behaviour include period-adding, quasi-periodicity, and intermittency 
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Figure 2.10: Bifurcation diagram of a xk+l = axA; (l - xk) when bifurcation parameter a is 
swept from 2.8 to 4 
[Moon, 1992]. For certain parameters values, stable periodic orbits appear, for example the 
period-3 window at a -- 3.828. 
2.6.3 Lyapunov Exponents of Mappings 
Denoting J(x) as the Jacobian matrix of g(x), let the matrix Mk(xo) be defined as 
Mk(Xo) -": J(Xk-l)J(Xk-2) J(X2)J(Xl)J(XO) (2.18) 
If the eigenvalues of Mk(xo) are f mi} where i n, then the Lyapunov exponents 
are found from 
Ai = lim 
1 
lnlmi(n)l (2.19) 
k-+oo k 
For practical computation, k is computed for a long sequence. Note that the LEs 
obtained from the map are dimensionless. 
Chapter 3 
Literature Review 
Abstract 
This chapter is divided into three parts. Part one presents the background on space 
power systems and closely related material to the study of their dynamics. Part two 
reviews the literature on Maximum Power Point Trackers and part three discusses in 
general the nonlinear dynamics studies of electronic circuits, focusing on DC-DC con- 
verters. Finally, a prelude to the novel work in this thesis is outlined. 
3.1 Part One: Spacecraft Power Systems 
Spacecraft serve many commercial, science and military applications such as telecommu- 
nications services, earth observation, disaster monitoring, meteorology, etc. Most of them 
orbit the Earth and thus operate close to it. The exceptions are scientific experiments for 
deep space exploration. 
For Earth-orbiting spacecraft (or satellites), the sun presents a non-hazaxdous, conveni- 
ent and inexhaustible energy source for power generation. To convert sunlight directly into 
electrical power, special semiconductor devices known as photovoltaic (PV) or solar cells 
are used. When exposed to the sun's rays, photovoltaic action takes place and a current 
flows when a load is connected across the output terminals of the cell. To achieve a desired 
power output, these cells are always interconnected together to form an array. The array is 
either mounted on the spacecraft body itself or externally. 
Alternative energy sources include Radioisotope Thermal Generators (RTGs), fuel cells, 
primary batteries etc. but are seldom used in Earth-orbiting spacecraft due to environ- 
mental, practical and economic issues. Hence, satellites mainly use solar arrays. 
Because the satellite passes through the Earth's shadow during its orbit, eclipse of the 
solar arrays results and power from this source is routinely interrupted. During such an 
event, an alternative backup source (also known as a secondaxy source) is needed. Re- 
20 
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chargeable batteries are typically used. Because they are storage devices, they can be 
replenished by the primary source when they axe not required to deliver power to the load. 
In addition, they exhibit a high energy density, high current capability, flat discharge profile 
and depth of discharge, properties that make them highly desirable. 
The charge and discharge of batteries have to be managed properly. Otherwise, per- 
formance degradation or even venting of the cells can result. This delicate task is performed 
by a Battery Charge/Discharge Regulators (BCRs/BDRs). They are implemented using 
DC-DC switching converters for high efficiency and double up to regulate and provide a 
clean power bus for the payloads to work with. 
Primary L. 
kI 
Regulation 
Consumption Power Source and (Payloads) 
(Generation) 
77Distribution r9 
Secondary 
Power Source 
(Storage) 
Figure 3.1: Block diagram of a basic space power system 
As shown in Fig. 3.1, a fundamental spacecraft power system may be divided essentially 
into four axeas: generation, storage, regulation/distribution and consumption (payloads) 
[Hamill, 1999]. 
In space power system design, the primary challenge is to provide continuous and un- 
interrupted power to the payloads and service systems throughout the spacecraft's mission 
lifetime [O'Sullivan, 1989b]. Compared to terrestrial systems, design drivers and constraints 
imposed on space power systems are much more stringent. The primaxy concern is reliab- 
ility. This is because any potential fault that develops during its operation in space is 
virtually impossible to rectify. The space environment also does not permit forced air cool- 
ing, and thermal design depends solely on convectional and radiated cooling. Because of 
this, failure tolerance is further marginalised [O'Sullivan, 1989a]. 
In addition, orbital dynamics of the satellite also feature in the design process. To 
achieve optimum system design that leads to cost and mass savings of system components 
such as arrays and batteries, the design of the bus architecture of each power system is very 
often dictated by the orbit that the satellite operates in. Nevertheless, several fundamental 
architectures have evolved to be adopted as baseline designs. 
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3.1.1 Space Power System Bus Architectures 
This section describes three popular fundamental space power system bus architectures. 
They are the unregulated DC bus, fully regulated DC bus and sunlight regulated DC bus. In 
addition, the University of Surrey microsatellite (UoSAT) bus architecture is also presented. 
3.1.1.1 Unregulated DC Bus Architecture 
Orbits that are about 320km above the Earth are categorised as Low-Earth Orbit (LEO). 
The period of a LEO is approximately 90 minutes and a satellite operating there spends a 
third of its period in eclipse. 
A geostationary Earth orbit (GEO), however, is about 36,000km above the equator. 
Satellites operating in this orbit have a fixed position relative to a reference position on 
Earth. Hence, they may provide a fixed point-to-point communications link to an arbitrary 
site within the beam of their antennas [Fortescue & Stark, 1991]. Telecommunications and 
broadcast satellites widely use GEO. It is characteristed by a 24-hour orbit and only a few 
eclipses throughout a year. Although the eclipse time is longer (1.2 hours), the satellite 
spends almost all its orbital period in sunlight. 
Because the sunlight-to-eclipse ratio is low for LEO, in comparison with GEO (typically 
98% sunlight), there is a need to replenish quickly the batteries to full capacity before the 
next eclipse commences. Hence, the batteries experience high charge and discharge rates. 
This imposes a significant penalty on mass and efficiency if additional high power processing 
regulators were used on the main power bus to process the bulk of the power flow. 
Main Power Bus 
Solar Battery Payload 
Arrays - Charge 
Regulator 
Payload 
Battcry 
Figure 3-2: Block diagram of a typical unregulated bus architecture of a space power system 
To avoid this, the main power bus is not regulated either in sunlight or in eclipse. 
Instead, the payloads are required to perform the required regulation themselves, imple- 
mented by incorporating pulse-width modulated DC-DC converters. This gave rise to the 
unregulated DC bus (Fig. 3-2) architecture, proposed to be used for LEO applications - 
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the architectural philosophical intent was to increase efficiency and reduce mass by omitting 
the use of switching regulators on the main power bus. 
However, it is argued that such savings are offset not only by the need to use pulse width 
modulation (PWM) type converters requiring a wide input voltage handling capability for 
all the payloads, but also the complexity involved in ensuring proper charge management 
of the batteries [O'Sullivan, 1989a]. 
3.1.1.2 Fully Regulated DC Bus Architecture 
The fully regulated DC bus architecture (Fig. 3.3) is the opposite extreme to the un- 
regulated system. It maintains a constant regulated voltage on the main bus irrespective 
of whether the satellite is in sunlight or eclipse. This is accomplished with the use of three 
different regulators: Shunt regulator (SR), BCR and BDR. Overall regulation is achieved 
by activating the regulators under different operating scenarios, commanded by a controller 
known as the three-domain controller. 
Main Power Bus 
Solar Shunt 3-Domain 
Arrays Regulator I H7 Controller 
payload 
Battery Battery 4 payload 
Charge Discharge 
Regulator Regulator 
ý 
Battery 
Figure 3.3: Block diagram of a typical fully regulated bus architecture of a space power system 
During normal operation in sunlight, the SR acts as an excess current dump to regulate 
the voltage on the main bus. The BDR is de-activated whilst the BCR maintains a trickle 
charge on the batteries. When the satellite is in eclipse, the SR and BCR are disengaged 
and the battery discharges via the BDR. The BDR maintains a constant voltage on the 
main bus. When sunlight appears again, the BDR ceases to operate, and both the SR and 
BCR come into play. The increase in battery voltage during charging is buffered from the 
main bus by the BCR and at the same time the bus is regulated by the SR. 
Because the main bus is constantly regulated, the payloads only require simple fixed 
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duty cycle DC-DC converters to realise voltage transformation instead of the PWM type 
DC-DC converters necessary for handling variations in input voltage. Such a architecture 
is popular with GEO due to its very high sunlight-to-eclipse ratio. 
3.1.1.3 Hybrid Regulated DC Bus Architecture 
The hybrid regulated bus architecture incorporates a mix between the fully regulated 
and unregulated systems. One of the popular ones is the sunlight regulated architecture 
(Fig. 3.4). As the name implies, the main bus is regulated only in sunlight and not in 
eclipse. 
Main Power Bus 
Solar Shunt 
Arrays 
HRegulator H 
Controller 
payload 
Battery --H payload 
Charge 
Regulator 
Battery 
Figure 3.4: Block diagram of a typical sunlight regulated bus architecture of a space power 
system 
An undesired feature of the sunlight regulated architecture is the lock-up phenomenon. 
When a higher load current above what the array can supply is initiated (either induced 
by peak power demands or faults), the battery supplements it. This causes the battery 
voltage to gradually decrease. As a result, due to the constant power characteristic of 
DC-DC switching converter, the current drawn from the battery increases and causes a 
further drop in battery voltage. This results in a run-away effect [Lacore, 19891. Because 
the current demand had exceeded the maximum current that can be delivered by the array, 
the situation persists even after re-entry into sunlight from eclipse. 
To avoid lock-up, either the solar arrays have to be oversized (as a safety precaution) or 
loads have to be turned off, causing interruption to payload services. 
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3.1.1.4 UoSAT Bus Architecture 
The UoSAT power system adopts a different bus architecture (Fig. 3.5). The solar arrays 
axe connected to the battery via a BCR, which is cascaded to another submodule called the 
power conditioning unit (PCU). It is a DC-DC switching regulator using the Buck topology. 
Its output is connected to the main power bus. This bus is only regulated during sunlight. 
Connected downstream from the main bus are power distribution units (PDUs). They are 
also DC-DC switching regulators which provide a further step-down voltage conversion. 
Because of the PDUs, their outputs are regulated during both sunlight and eclipse. Hence, 
these outputs are used for mainly digital and analogue electronics [van der Zel, Blewett, 
Clark & Hamill, 1996]. In addition, the main power bus also feeds low power payloads 
which require a regulated but low input voltage at all times. 
Power Distribution Unit 
C13 
Solar Battery Power 4v4ýpayload 
Arrays Charge Conditioning 
Regulator Unit 
f--[ýp: 
ay: Io: ad 
jC90 I -H payload Battery ro 
.E 
payload 
Figure 3.5: Block diagram of the UoSAT bus architecture 
For high power or critical payloads e. g. radio transmitters and those that can accept a 
wide operating input voltage range, their supply is directly taken from the output of the 
battery which is connected separately onto the main battery bus instead. This voltage 
is only regulated during normal operation in sunlight and whenever the battery is fully 
charged. 
During charging, the regulatory feedback loop is disengaged and the voltage on the bat- 
tery bus is not regulated. Instead, the BCR imposes a voltage on the array that maximises 
the power delivered from it. This optimum array voltage is predicted open-loop from the 
knowledge of the array characteristics and the temperature [van der Zel, Blewett, Claxk 
Hamill, 1996]. 
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3.1.2 Basic Functional Elements of Spacecraft Power Systems 
From the various bus architectures described in the previous section, we hvae seen that 
a basic spacecraft power system comprises the following fundamental components: solar 
array, battery, DC-DC switch-mode converter and load. As mentioned in section 1.1, they 
are fundamentally nonlinear. In this section, we look at these components in greater detail. 
3.1.2.1 Photovoltaic/Solar Arrays 
Sunlight is made up of individual energy particles called photons that are of different 
wavelengths. The energy, E of each photon is given by Planck's equation 
hc 
A 
where h=6.652 x 10-34Js is Planck's constant, c=2.998 x 108m/s is the velocity of light 
and A is the wavelength of the photon in metres. 
The concept of how a solar cell generates DC power lies in semiconductor physics. The 
structure of a solar cell is basically a p-n junction. 
When a photon strikes the p-n junction, an electron is knocked away from its associated 
atom. This is so provided that E exceeds the band gap energy of the P-n junction, Eq. This 
results in a free-moving electron and hole, known as an electron-hole pair. If this occurs 
close to the junction, the electric field propels the electron from the p side to the n side. 
Likewise, the hole is moved from the n side to the p side. If a load is connected across the 
terminals of the junction, then these carriers are channelled into the load by the electric 
field. The motion of the charge carriers through the load constitutes a current flow. 
Take for example silicon (Si) whose E. = MeV. Hence, photons with wavelength A< 
1.12pm can potentially generate electron-hole pairs. Although this constitutes about 77% 
of the energy from the sun, the actual conversion efficiency is much lower, caused by many 
factors. One attribute is that not all electron-hole pairs are able to cross the electric field, 
and hence do not contribute to the output current. They have the tendency to recombine. 
When they do, they heat up the crystal. Wasteful heat is also produced from the excess 
energy of photons with a high energy content. In addition, some photons are reflected from 
the surface of the crystal. There is also internal resistance in the crystal, which inhibits 
electron flow. As the temperature rises, this internal resistance increases. 
Sunlight has an average Power intensity of approximately 1353W/M2 outside the Earth's 
atmosphere. The conversion efficiency of typical commercial solar cells ranges only between 
18% to 22%, depending on semiconductor material and packaging technology. Most com- 
monly used for space are Si and Gallium Arsenide (GaAs). This gives a maximum power 
density of about 270W/m 2 for Earth-orbiting satellites if the array is normal to the sun. 
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A simple but well known equivalent model of a PV cell is shown in Fig. 3.6 [Kallat & 
Rahman, 19861. It comprises a light-induced current source, ILG shunted by an ideal diode. 
The shunt resistance, RA in parallel with the diode represents the parasitics that induce 
electron-hole recombination. The series resistance, R, represents the internal resistance due 
to semiconductor bulk and terminal contacts. 
Rs 
RL 
Figure 3.6: A simple equivalent model of a PV cell 
The current in the diode branch, iD is given by the well-known diode equation as 
iD --` Irs 
[exp (AkT) 
- 11 (3.2) 
where I,, is the dark or reverse saturation current, q=1.602 x 10-19C is the electron 
charge, VD is the voltage across the diode, T is the temperature in K, k=1.38 x 10-13J/OK 
is Boltzmann's constant and A is the diode's ideality factor which ranges between 1 to 5 
[Hussein, Muta, Hoshino & Osakada, 1995]. For an ideal diode, A=1. 
The v-i characteristic of the cell can thus be written as 
ILG 
[exp q(v+iR, )_, ] v+iR, (3.3) ( 
AkT R, h 
where i and v axe the cell's output current and voltage respectively. For a good cell, RA is 
large and R, is small. For simplicity, we assume Rsh = oo and R, = 0. Assuming an ideal 
diode, this reduces (3.3) to 
ILG exp 
V (3.4) 
( 
Vith 
) 
where Vt, % = kT1q is defined as the cell's thermal voltage. ILG depends on both temperature 
and illumination intensity. An empirical relationship is found in [Hussein, Muta, Hoshino 
& Osakada, 1995] as 
ILG = [Isc, + ki(T - T, )] 
s (3-5) 
100 
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where S is the illumination intensity in mW/cm2, I., is the cell's short circuit current at the 
reference temperature and illumination intensity, ki is the short circuit current temperature 
coefficient and T, is the cell reference temperature. 
The parameter I, is also temperature dependent and is given according to 
[T ]3 
exp 
( qE g[1- 1]) (3.6) 
T, k T, T 
where 1, is the reverse saturation current at T,.. 
In practice, individual cells are wired up to form a PV array. These cells are connected 
in series to form a single string to increase the output voltage. To increase the output 
current, further strings are paralleled up. Fig. 3.7 shows the number of cells in a string, 
n, =3 and np =2 for two strings in parallel. 
i 
n, =3 
Solar ceZs v 
np=2 
Figure 3.7: An array formed with 3 cells in series to form a single string and 2 strings connected 
in parallel 
Rom (3.4) and assuming an evenly illuminated array of identical cells, the v-i charac- 
teristic of a PV array can be written as 
np 
(ILG 
- Irs 
[exp 
nV)- 
'D (3.7) 
( 
, 
Vth 
In practical engineering, two parameters are often used to describe the characteristics 
of a PV array because they are easily measurable quantities. Shown in Fig. 3.8, the short 
circuit current, I,, is the output current when the voltage appearing across the PV terminals 
is zero. Substituting v=0 in (3.7), 
I,, = npILG (3.8) 
The other quantity of interest is the open circuit voltage, V,,,. It is the voltage when there 
is no load connected across the array's output terminals, as shown in Fig. 3.9. Substituting 
i=0 in (3.7), 
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Figure 3.8: When a short circuit appears 
across the PV array terminals, v=0 
and i=I,, 
29 
i=O 
n S=3 
Solar cells VOC 
np=2 
Figure 3.9: When there is no load con- 
nected to the PV array terminals, i=0 
and v=V,,, 
V,, = n,, Vth ln 
ILG 
+1 (3.9) 
Assuming n, = 30 and np = 5, and using values from [Vachtsevanos & Kalaitzakis, 
1987] where ki = 0.0017A/'C, 1, = 2.52A at 28'C and 10OMW/CM2, Irr = 19.96 x 10-6A, 
we incorporate (3-5) and (3-6) into (3.7) to generate the v-i characteristic parameterised by 
illumination intensity and temperature. 
Fig. 3.10 shows that Isc is a strong function of illumination, S, and exhibits an almost 
linear relationship. However, the illumination does not have a pronounced effect on V,, 
On the other hand, temperature has a strong effect on V,, but has minimal effect on I,,, 
as shown in Fig. 3.11. This axises from the strongly dependent variable 1'. ", given by (3.6) as 
compared to the other temperature dependent variables ILG and Vth in the equation (3.9). 
Partial eclipse or what is known as "shadowing" of a single or more solar cells within an 
array can occur due to passing and protruding objects. This may cause reverse biasing of 
these cells. The consequences are cell heating, power loss and possible short-circuit failure 
[van der Zel, 1990]. For protection, series (or blocking) and shunt diodes are incorporated 
as shown in Fig. 3.12. 
Because of the blocking diode, the array current i is non-negative. Also, because i cannot 
exceed I,,, the term exp(v/n. Vth) ý! I in (3-7). Hence, v>0. For a practical PV array, 
its normal operation lies within the first quadrant, delimited by the shaded boundaries, as 
shown in Fig. 3.13. 
We can rewrite (3.7) in terms of I,, and V,,,. Substituting i=0 in (3.7), we obtain I, 
in terms of Vm, which is given as 
ils = LG (3.10) 
exp 
( V-- )-1 
n, Vth 
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Figure 3.10: illumination effects on an array at T= 28'C 
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Figure 3.11: Temperature effects on an array at S= 10OMW/CM2 
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Figure 3.12: Shunt and series diodes to prevent reverse-biasing of solar cells 
Using (3.8) and back substituting (3.10) in (3-7), we have 
exp 
v (n, 
Vth 
exp 
( 
n, Vth 
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v oc 
Figure 3.13: Boundaries of operation of a practical PV array 
where iG [0,1,, ] and vE [0, Voc]. 
Besides temperature and illumination, solar cell output is also affected by ageing and 
radiation dosage. These effects are not described in the simple model of Fig. 3.6. But even 
the simple relationship given by (3.11) is clearly nonlinear. 
3.1.2.2 Rechargeable Batteries 
An electrochemical cell converts chemical energy into electrical energy. Its basic com- 
ponents include two electrodes (which constitute the positive and negative terminals), an 
electrolyte, and a separator. The two electrodes contain a reactive material called "active 
material" that supports a chemical reaction. The separator is used to electrically isolate 
the two electrodes. 
The principles of operation of a electrochemical cell lie in electrochemistry. When a load 
is electrically connected to a cell, a current flows as shown in Fig. 3.14. 
electrons 
Load 
separator 
negative electrode positive electrode 
Elcon)1vt 
Figure 3.14: Basic structure of an electrochemical cell 
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Assuming that the cell is discharging, then conventional current current flows out from 
the positive terminal, and the electron flow, is in the reverse direction. When the electrons 
engage with the active material of the positive electrode, positively charged ions are gen- 
erated. This reaction is known as a reduction process. The ions then travel through the 
electrolyte which serves as the medium of transportation for these charge carriers. When 
they come into contact with the active material of the negative electrode, a different chem- 
ical reaction takes place. This reaction, known as the oxidation process generates electrons 
which are again repelled into the external circuit. The cell is completely discharged when 
the active material in the electrodes is depleted. 
For a rechargeable cell, the active materials can be restored by reversing the direction 
of current to reverse the chemical reactions. Electrical energy is now converted to chemical 
energy and stored. 
A battery is made up of a single or more electrochemical cells. They are connected in 
series or in parallel to yield a desired nominal terminal voltage and capacity respectively. 
These two are important parameters that describe the characteristics of a battery. The 
capacity of a cell is the total charge that can be withdrawn from a fully charged cell under 
a specified set of operating conditions. Its dimension is ampere-hours (Ah). 
The terminal voltage of a cell is a function of many parameters that includes the state- 
of-charge (SOC), depth of discharge (DOD) and temperature [Linden, 1995]. Battery be- 
havioural modelling encompasses many parameters and is complex, but fundamentally the 
terminal voltage varies nonlinearly with charge [Spruijt, 1993). 
Although many parameters are involved, the terminal voltage varies slowly under normal 
operation for battery types such as Nickel Cadmium (NiCd), Nickel Metal Hydride (NiMH) 
and Nickel Hydrogen (NiH) which are popularly used in space. For general purposes, one 
can use a simpler model shown in Fig. 3.15 [Krein, 1998]. 
Rint Ls Rs 
int Rc 7ý dis eff 
Figure 3.15: Simple equivalent circuit model of a battery 
The internal electrochemical potential of the battery is given by Vi,, t which depends on 
the SOC and temperature, Rdi, represents the parasitics that induces self-discharge even 
when the battery is disconnected, Ri,, t is the internal resistance due to the internal and 
electrolyte bulk which is also temperature dependent, ClIff models capacitive effects due to 
internal construction and L. and R, are the series inductance and resistance of the external 
wiring. 
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Typically, L,, R, and ]ý-,, t are small and Rdis is large. The simplest model of a battery 
is an ideal constant voltage source. 
3.1.2.3 DC-DC Converters and Load 
DC-DC converters are used in space power systems because solar arrays and batteries 
generate DC power and payloads and house-keeping electronics require DC supplies. In- 
stead of linear regulators, switch-mode types are almost always used because of their high 
efficiencies. The three most common switching converter topologies are the Buck, Boost 
and Buck-Boost shown in Fig. 3.16(a), Fig. 3.16(b) and Fig. 3.16(c), respectively. The Buck 
is used if the required output voltage is less than the nominal operating input voltage, while 
the Boost is for stepping up to a higher output voltage. The Buck-Boost may be used for 
either; its output, however, is of opposite polarity to its input. 
vi. 
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611 D gh--0 0- 
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Figure 3.16: (a) Buck topology; (b) Boost topology; (c) Buck-Boost topology 
Pulse width modulation (PWM) is typically employed in a feedback control scheme. The 
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switch S is assumed to operate at a fixed frequency of period T, and the output voltage 
is regulated against variations in input voltage and load by adjustment of the duty cycle, 
d=T,,,, IT, where T,,, is the time interval the switch remains closed in the period. The duty 
cycle may be derived via proportional feedback from a control signal that represents the 
amplified error between the output and a reference voltage V,, f, which is also the desired 
output voltage. 
These converters are made up of three basic components: the switch S, diode D and 
inductor L. The smoothing capacitor C, in combination with L acts as a filter that removes 
most of the switching ripple voltage. 
Two operating modes are defined with reference to the inductor current under steady 
state. If the inductor current never drops to zero, then the operation is said to be in 
continuous conduction mode (CCM). However, if the inductor current falls to zero before 
the next period commences, then it is working in discontinuous conduction mode (DCM). 
During this interval, both S and D axe not conducting. 
We assume a lossless, ripple-free Buck converter operating in CCM with an internal 
controller which is fast enough that the converter dynamics can be neglected. It is demon- 
strated in [Lehman & Bass, 1996] that the approximation to the steady state values of 
a PWM dc-dc converter's captured by the averaged model improves as the switching fre- 
quency increases. Hence, with the assumption of an infinite switching frequency, we may 
consider an averaged model of the Buck converter. 
When the output of a converter is regulated, the input to the converter sees a constant- 
power load. Hence, its input v-i characteristic is a hyperbola given by 
p (3.12) 
Vin 
where i and Vi,, here are the converter's input current and voltage respectively. The output 
power is given by P, which is the product of the converter's output voltage, vout and 
current iout. This mode of operation is desirable because the payload connected to the 
output receive a constant voltage close to the desired voltage. 
Assuming that payloads are represented by a single resistive load RL connected to the 
converter's output, then i,,, t = výwl&- Hence, 
2 
p= out (3.13) 
RL 
However, when the converter is not regulated, then the converter is described by different 
v-i characteristics. 
Consider the Buck topology as an example. It is chosen because it is not only the 
commonest and simplest but it is also widely used. For example, the UoSAT power system 
employs the Buck topology. 
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Figure 3.17: Input v-i characteristic of an ideal Buck converter 
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Given a desired output voltage Vref and denoting Vi,, = v, the output is regulated if 
there is sufficient input voltage i. e. v> Vrf - On the other hand, if there is insufficient input 
voltage i. e. v< Vref, then the switch will remain closed and the v-i characteristic is instead 
dictated by a constant resistive load. Considering this and assuming that v,,, t = Vf under 
regulation and substituting into (3.12) and (3.13), the overall converter's characteristic is 
given by 
v if v< Vf (undesirable) (3.14a) RL 
V2 
"f if v>V,, f (desirable) (3-14b) RLV 
The relationship given by (3.14) is graphically depicted in Fig. 3.17 and shows that it 
is clearly nonlinear. 
3.1.3 Space Power System Dynamics 
From sections 3.1.2.1 to 3.1.2.3, we see that components that axe fundamental to space- 
craft power systems are strongly nonlinear. In addition, the trend has been towards in- 
creasing demands for higher power densities and reliability, resulting in more interconnected 
subsystems. This inevitably increases the complexity and dimension of the overall system. 
Even if the behaviour of individual modules may be well understood, the undesired inter- 
actions between the highly nonlinear components present difficulties to predict the overall 
system response [Cho & Lee, 1985]. 
Because the power system of a spacecraft is crucial to the success of a mission, the 
ability to model, analyse and predict space power system dynamics thus becomes essential. 
Unpredicted behaviour can have undesirable, if not catastrophic, consequences. 
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There appears to be little literature on nonlinear dynamics of spacecraft power systems. 
However, relevant work was performed by Cho and co-workers on the modelling and in- 
vestigation of large-signal behaviour of spacecraft power systems, using mainly state plane 
techniques. This was conducted from the middle to the late 1980's. 
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Figure 3.18: Superposition of the array's v-i characteristic on the converter's v-i characteristic 
showing multiple equilibria (a) without shunt regulator ; (b) with shunt regulator 
In [Cho & Lee, 1985], the authors mentioned the existence of multiple equilibrium points. 
They were found by superimposing'the DC v-i characteristic of a typical array (Fig. 3.13) 
onto that of a switching Buck regulator (Fig. 3.17) as shown in Fig. 3.18(a). In addition, 
an ideal shunt regulator represented as a stiff voltage source was also introduced. Its v-i 
characteristic is given by the vertical line v= Vshunt shown in Fig. 3.18(b). 
The number of equilibria was observed to change by varying the load power. Fig. 3.19(a) 
shows that, with a low load power, the main bus is regulated and there exists only one 
equilibrium point. Because of the shunt regulator, the operating point is at A. The increase 
in load power (Fig. 3.19(b)) results in two additional equilibria (B and C) but the operation 
remains at A. A further increase in load power (Fig. 3.19(c)) shows that only a single 
equilibrium now exists at D but in the undesired mode of operation. When the load power 
is now reduced to the operating conditions that yielded Fig. 3.19(b), the operating point 
chooses to remain at B instead of converging to A (the desired operation). Only when the 
load power is reduced below the array's characteristic as in Fig. 3.19(a) does the operation 
revert to A, giving rise to a "hysteretic behaviour". This was further expanded in [Cho, 
Lee & Lee, 19871 based on the model shown in Fig. 3.20. 
The system is governed by a set of two nonlinear differential equations given by 
Solar Array 
Equilibrium points 
Converter 
Shunt ý 
V,, f Vshunt v oc 
undesirable i desirable 
diL 1 (3.15a) 
dt I [fl(iL) - Vcl 
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Figure 3.19: Existence of (a) a single equilibrium (b) two additional two possible operating points 
in the desired mode of operation; (c) a single equilibrium in the undesired mode of operation 
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Figure 3.20: Space power system model with LC filter studied by Cho et. al 
dvc I 
dt ýý 
[iL - f2(Vc)] (3.15b) 
where fl(O is the array voltage and f2(v, ) : iR is the input current to the converter. 
Using perturbation analysis, the eigenvalues of the system are obtained as 
1(1)( 
.11 
)2 Ls a48 Pl? P2 =--aL 2L rLC L rLC LC rL 
where r, ý df (iL)IdiL and rL = 11(df (v, )Idv, ) are the incremental resistance of the array 
and converter, respectively, evaluated at the equilibrium point. 
Using state plane analysis, the global behaviour of the system was investigated [Cho, 
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Lee & Lee, 1987]. Fig. 3.21 shows the two-dimensional state plane divided into three regions 
: JrL >O, ra <Q) JrL <O, r, <O, lr. l > IrLl} and JrL <O, r, <O, lr, l < IrLl}- 
re 0 rLý 0 rlý 0 
iL r, < 0 rs< 0 rs< 0 
rs > rýl rs < rý 
Region I Region 2 Region 3 VC 
Vref 
Figure 3.21: State plane of v, against iL showing three regions based on the possible incremental 
resistance of the array r, and converter rL 
Considering region 1, if (r& -1- )2 >4 (1 - !: &) in (3.16), then there are 2 distinct L FL C- LC rL 
roots and the equilibrium is a node. However, if (-r -1 )2 <a pair of LL 
(1 FL-C LC rL 
complex conjugates results and the node is a focus. Since either the roots are negative real 
and distinct, or the real part of the resulting pair of complex conjugates is always negative, 
the equilibrium located in region 1 is always stable. 
In region 2, because the magnitude of r, is larger than rL, the term under the square 
root in (3.16) is always positive. Thus the roots are always real but of opposite sign. The 
equilibrium point in that region is always unstable and a saddle point. 
For any equilibrium point in region 3, their stability further depends on the values of 
L and C. If r, rr, > LIC, then the system is stable and if r, rL < LIC, then the system is 
unstable. The equilibrium can either be a node or a focus. 
Because region 1 is stable, the operating point remains at rest in region 1, even if the 
conditions for an equilibrium to exist in region 3 surfaces. This means that this mode of 
operation which is undesirable persists. To converge to region 3, the current situation would 
only be rectified if the equilibrium in region 1 vanishes. This is only possible if the load is 
decreased until the converter's chaxacteristic falls below the array's characteristic. 
The same model was used to investigate separately the dynamics operating in shunt 
mode and under battery discharge [Cho, Lee & Lee, 1987). These additions are incorporated 
using a further block, as shown in Fig. 3.22. 
The state equations of the system are now given as 
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Figure 3.22: Space power system model with LC filter studied by Cho et. al combining shunt 
operation and battery discharge operation 
diL 1 
- [fl (W - Vel (3.17a) dt L 
dv, 1 [iL - is] (3.17b) dt c 
where i, = i.,,: + f2(v, ). If the shunt regulator is activated because there is sufficient voltage 
i. e. v, > Vf , then i, = +ish = +v, lrsh where i, h is the shunt current. However, if vc < 
Vref , 
then the shunt is de-activated and the battery is in discharge mode. Hence, i., = -iB where 
iB = v, IrB is the battery current. The resistance rsh and rB are the incremental shunt and 
battery resistance respectively. 
The eigenvalues of this system are 
PliP2 = 
[(L, 
-), - 
)2 
_ 
(1 
_), 
(3.18) 
2L r_PC 
V(L 
rEC LC rE 
where rE is evaluated from rE = rLllrsh under shunt operation and l1rE = 11rL - l1rB 
for 
battery discharge. 
Since rah is a small positive value, the effective resistance, rE is also a small and positive 
value. Since r, <0 and rE is a small positive value, the term 
(ra. 
-1) in (3.18) becomes L T---C 
a large negative value. Because the magnitude of the real part of the complex congugate 
eigenvalue given by (3-18) is large and negative, the system under shunt operation converges 
faster to the equilibrium as compared to the system without the shunt. 
3.2 Part Two: Maximum Power Point Trackers 40 
Under battery discharge mode, because rB is a small negative value, rE also becomes 
a small positive value. Therefore, the system response under battery discharge mode is 
similar to the operation under shunt mode. 
In another study in [Kim, Lee & Cho, 1989], such results were used to discuss the 
occurrence of the lock-up phenomenon (refer to section 3.1.1.3) in regulated and semi- 
regulated bus systems. 
In summary, the studies conducted by Cho and co-workers presented some interesting 
results of nonlinear behaviour in spacecraft power systems. In the context of nonlinear 
dynamics studies, many questions remain. For example: 
(a) Given that space power systems are strongly nonlinear systems, is there other complex 
nonlinear behaviours, e. g. co-existing attrators, limit cycles? How do they occur? 
(b) Are nonlinear behaviours associated with other anomalous operations? Can they be 
described and predicted? 
(c) What are the consequences for reliable operation? 
3.2 Part Two: Maximum Power Point 'IYackers 
Maximum Power Points Trackers (MPPTs) are widely used in terrestrial and space 
photovoltaic applications. They axe especially important in space power systems because 
the total amount of available electrical power depends on the power produced from the 
array. Operating at different values of array voltage produce different power output. This 
is observed from a typical array's v-p characteristic shown in Fig. 3.23. There exists an 
optimum operating point (Vmpp, P,,,. x) whereby imposing this voltage Vmpp across the array, 
the maximum available array power can be extracted. Hence, the use of an MPPT can 
optimise the sizing and cost of the arrays and batteries. 
Unfortunately, the MPP (maximum power point) does not remain stationary. Its po- 
sition changes because many factors cause the array's v-i characteristic to change e. g. il- 
lumination, temperature, ageing and radiation dosage [Huynh & Cho, 1995]. This implies 
that the array voltage has to be continuously adjusted in order to extract maximum power. 
Fig. 3.10 -and 3.11 show the v-p characteristics corresponding to changes in the v-i 
characteristics due to illumination (Fig. 3.24(a)) and temperature (Fig. 3.24(b)) respectively. 
As observed, the MPP changes; this makes accurate prediction of the array characteristics, 
and hence the MPP, non-trivial. 
Rom (3.11), the output power p= vi of the array can be found and is given as 
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Figure 3.23: Characteristics of a typical array showing its MPP 
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exp 
(n. 
Vth 
v 
P=VISC 1- (3.19) 
exp ý; Z VIth 
By differentiating (3.19) with respect to v and setting the resulting expression to zero, 
i. e dpldv = 0, the V .. pp can be obtained from 
ex, p 
( voc - vmpp 
- 
(3.20) + 
V-PP 
n, Vth 
Because (3.20) is implicit, Vmpp has to be solved numerically. Referring to (3.9) and 
(3.20), V,, pp is a function of V,,, which in turn depends on both illumination and temper- 
ature. There are other factors affecting V. PP such as ageing and radiation dosage that are 
not considered in (3-20). 
In engineering practice, a figure of merit of solar cell performance often used is its fill 
factor, defined as the ratio of the power at MPP to the product of V,,, and I,,. This is given 
by 
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Figure 3.24: The v-p characteristic due to (a) Illumination effects (b) temperature effects 
corresponding to the v-i characteristic in Fig. 3.10 and Fig. 3.11 respectively 
fill factor = 
V-PPI-pp (3.21) 
V. I., C 
where I,,, pp is the array current at 
MPP obtained by substituting V,,, pp in 
(3.11). 
exp - 
Vmpp 
Impp ý Isc 1-(n, 
Vth (3.22) 
exp 
V. C 
(n. 
Vth 
Denoting v' = V, /n, Vth and v' = V,, /n,, Vth, (3.20) is normalised as Oc mpp 
II exp (voc -vI mpp) + V", Pp 
(3.23) 
Effects of illumination on array p-v characteristics 
0--ý.. 
4.. -. ý ý7 
Array oltmge (V) 
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and from (3.22), we obtain 
Impp exp (v' )- 1] MPP (3.24) 
1 )-l isc exp (voc 
Fig 3.25(a) plots the relationship of (3.23). Using (3.23), (3.24) and from (3.21), we 
obtain the graph of Fig. 3.25(b). For a cell with V,,, = OW at T= 3000K (v,, = 27V), we 
observe that the maximum power ratio (MPR) denoted Vp /V is reflected from v' /v' MP OC MPP 0C 
in Fig. 3.25(a) as 0.881. The fill factor is 0.845. These values change when the temperature 
changes, e. g. at T= 373"K (vOC = 22V), MPR=0.86 and the fill factor is 0.82. 
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Figure 3.25: Numerically obtained plot of (a) vI /v' (b) fill factor against v' from (3.23), 
(3.24) and (3.21) 
MPP OC OC 
When R, h and R, are considered, the MPR and fill factor values axe less. The MPR of 
a real array (operating under typical terrestrial temperatures) was measured to be in the 
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range between 0.74 - 0.79 [Case & Schoeman, 1993]. 
44 
Many techniques to realise MPP tracking have been proposed. These MPPT track- 
ing algorithms can be categorised under three classes: feedforward, 'perturb-and-observe' 
(P&O) and dynamic. 
The figure of merit for the static performance of an MPPT algorithm is its tracking 
effectiveness, defined as P/Pm,, (ideally unity), where P is the mean power extracted in 
practice and P,,,,,, is the maximum power available from the array at its MPP under a set 
of operating conditions. A study of the tracking effectiveness of various algorithms was 
conducted in [Hua & Shen, 1998]. Here, typical tracking effectiveness for the P&O was 
reported to be from 0.82 - 0.85. 
3.2.1 The Feedforward Approach 
The feedforward approach often makes use of an empirical or mathematical model of 
the array chaxacteristics (However, the empirical model is preferred to the mathematical 
model because of the complexity of the latter in obtaining a reasonably accurate model). 
Because V. pp is a relatively fixed percentage of V,, at a constant temperature, a reason- 
able estimate of the V,, pp of the array can be obtained on the basis of the MPR by measuring 
the open-circuit voltage of a cell, electrically separated from the array e. g. [Schoeman & van 
Wyk, 1982], [Case & Schoeman, 1993] and [Schaefer & Hise, 1984). Since the basic control 
strategy is to regulate the array voltage against a fixed reference voltage, implementation is 
simple and requires few components. Unfortunately, this method only works well when tem- 
perature and solar intensity fluctuations are relatively small [Teulings, Marpinard, Capel 
O'Sullivan, 19931. 
The problem of temperature variations may be overcome by measuring this quantity 
and taking it into account such that the reference voltage is adjusted to reflect the vari- 
ations. However, this remains a crude estimate, considering the other impacts of ageing 
and radiation dosage which are hard to quantify. In addition, there axe issues of allocating 
sufficient cells to be representative of the whole array [Sullivan & Powers, 1993]. This also 
assumes that the illumination incident on the array is evenly distributed and that all the 
solar cells are closely matched. 
The UoSAT system is also based on a feedforward algorithm, by extrapolating the 
array characteristics and temperature to estimate the MPP. To allow for changes in the 
array characteristics due to radiation and dust impact, it is necessary to introduce an offset 
voltage to the estimated MPP [van der Zel, Blewett, Clark & Hamill, 19961. Hence, some 
mismatch is inevitable. 
These methods, along with others based on predicting the MPP open loop, are inaccur- 
ate and inefficient. 
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To avoid any need for prior knowledge of the array's characteristic and the need to 
re-establish the control relationships when an array with a different characteristic is used, 
better methods have been developed based on closed loop feedback [Sullivan & Powers, 
1993]. 
Most closed loop feedback methods are based on the concept of P&O. From Fig. 3.23, 
we see that 
dpldv = 0, at the MPP (3.25a) 
dpldv > 0, to the left of MPP (3.25b) 
dpldv < 0, to the right of MPP (3.25c) 
Thus, the voltage impressed upon the array is varied in steps. The power or an indic- 
ative quantity is monitored. If the power is increased, another step is taken in the same 
direction; if not, a step is taken in the reverse direction. This is often referred to as a 
hill-climbing approach. In the steady state, operation oscillates about the MPP. P&O has 
been implemented mostly in software, e. g. [Teulings, Marpinard, Capel & O'Sullivan, 1993] 
and references in [Sullivan & Powers, 19931. 
Although P&O has the benefit of needing few measured quantities and is straightforward 
to implement, there are drawbacks. For one, it is generally slow because of the stepping 
process. Although the response can be speeded up by increasing the step size, accuracy will 
be compromised. 
An inherent problem is that it works improperly if the MPP changes rapidly [Hussein, 
Muta, Hoshino & Osakada, 1995]. This situation only ceases when the change stops or slows 
down. This is illustrated in Fig. 3.26 where points 1,2 and 3 correspond to array powers 
PI, P2 and P3, respectively, for different illumination levels with P3 > P2 > P4 > Pi. 
Assume that the current operation is close to the MPP (point 1) but to its left on the 
v-p curve. A perturbation is thus made to move in the direction towards the right (v is 
increased) - As this step is taken, there is a change in the characteristic and the array power 
increases as its power characteristics is elevated. Hence, when at point 4, the algorithm 
registers an increase in array power since P4 > P, even though the actual MPP is now at 
point 2 which is to the left of its current position i. e. v<V.. pp. Because there is an 
increase 
in power, it takes another increment step to the right, away from the MPP- If this change 
continues likewise, the algorithm incorrectly perceives that it is stepping in the correct 
direction, and hence deviate further away from the MPP, as in point 5. This undesired 
operation continues until the change ceases or slows down such that the actual decrease in 
power can be detected. 
As such, this makes P&O unsuitable under fast changing environmental conditions, such 
as space applications. For example, during the commissioning phase of the satellite, it can 
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arr; 
Figure 3.26: Deviation of the P&O algorithm from the MPP 
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spin or tumble at a rate of approximately 1 revolution per minute. In addition, digital 
implementation is not preferred in space because of the possibility of a phenomena known 
as single event latch up in a high radiation environement. This event can cause devices to 
draw excessive current, where the device ceases to operate until the power to the device 
is turned off and turned back on again. If the current drawn exceeds that of the current 
handling capability of the device, the device can be damaged. This may produce potentially 
undesirable consequences. 
3.2.3 The Dynamic Approach 
Apart from P&O, other state-of-the-art MPPT algorithms have also emerged in recent 
years which may be classified as 'dynamic'. 
3.2.3.1 The Incremental Conductance Algorithm 
One popular method in terrestrial applications is called the 'Incremental conductance' 
(IncCond) algorithm and was implemented digitally in [Hussein, Muta, Hoshino & Osakada, 
1995]. Since p= vi, (3-25a) can be expanded to 
dpldv =0 
d(iv)ldv =0 
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i+ vdildv =0 
i/v = -dildv (3.26) 
So the strategy makes use of the relationship between the two quantities: the incremental 
array conductance (dildv) and the instantaneous array conductance (i/v) given by (3.26). 
At MPP, the magnitudes of these two quantities are equal (Fig. 3.27) (although they are of 
opposite signs) - 
converter 
array 
di 
j incremental dyv conductance 
v instantaneous 
conductance -V 
MPP 
Figure 3.27: Graphical illustration of the IncCond method 
To obtain information about the incremental changes, preceding values of v and i have 
to be stored in memory. Hence, a microprocessor is often used for ease of implementation. 
The algorithm is similar to P&O in that the array voltage is adjusted in steps to locate 
the MPP- But the IncCond circumvents the problem of 'confusion' exhibited by P&O. This 
is because, unlike the P&O, it does not need to perturb itself in order to find the MPP, 
hence bypassing the possibility of deviating from the MPP. However, the IncCond shares 
the same slow response as the P&O. 
3.2.3.2 The Ripple Correlation Method 
An alternative approach to IncCond is the ripple correlation method [Midya, Krein, 
Turnbull, Reppa & Kimball, 1996]. The system under consideration is a solar panel con- 
nected to a switching DC-DC converter. With a DC-DC switching converter, voltage and 
current ripple are inherent to the array due to the operation of the switch. This approach 
does not need a superimposed perturbation, as required by the P&O algorithm; instead, 
the ripple correlation method makes use of one that is already there, and usually unwanted. 
Here, information of the MPP is obtained from observing the phase relationship between 
the power ripple and the voltage ripple or current ripple, where a correlation exists between 
3.2 Part Two: Maximum Power Point Trackers 48 
the two variables. At the MPP, the product of the time derivatives of the power and voltage 
(or current) is zero on average. So, the time integral of this product can serve as the control 
function. 
For this approach, the reported experimental tracking effectiveness was very high (98%). 
The response to sudden changes in MPP was equally attractive, in less than tens of milli- 
seconds as compared to conventional PSzO and IncCond which usually take seconds [Midya, 
Krein, Turnbull, Reppa & Kimball, 1996]. However, there are the following operating lim- 
itations as highlighted in [Midya, Krein, Turnbull, Reppa & Kimball, 1996]: 
(a) The performance depends on good signal-to-noise ratio and cannot work well with too 
small a ripple. So aggressive filtering or high frequency operation of the converter is 
not warranted. 
(b) Also, at high ripple frequencies, the voltage becomes dependent on the array's capa- 
citance, and introduces undesired phase shifts to the correlation function. 
Although a solar cell exhibits a unique global maximum, an axray made up of solar 
cells in series and in parallel has the possibility of exhibiting multiple local maxima. Array 
damage, unequal cell illumination due to shading and different angles of incidence are causes 
[Sullivan & Powers, 1993]. Apparently, it seems the only solution in the literature so far is to 
occasionally interrupt normal operation to scan the whole operating range and re-establish 
the location of the maximum. This is best implemented with a microprocessor. 
For space applications, the MPPT algorithm must be robust and efficient, so analogue 
electronics is preferred to digital implementation. Closed loop based algorithms are desired, 
because radiation dosage and ageing change the array's characteristic from beginning-of-life 
to end-of-life, making feedforward methods unsuitable. Fast algorithms are also desired, 
especially in situations where the array characteristics change rapidly. 
In summary, to fulfil the objectives of an MPPT for space applications, the following 
criteria must be satisfied: 
(a) The ability to recover and maintain its ability to track under diverse changes in the 
operating conditions. 
(b) The ability to converge fast upon the MPP. 
(c) A good tracking effectiveness. 
The first two can be classified under its dynamic performance while the last is a figure 
of merit for its static performance. 
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3.3 Part Three: Nonlinear Dynamics of Systems and Cir- 
cuits 
The humble beginnings of nonlinear dynamics is credited to the work of Poincar6, who 
in the late 1800's, advocated and developed geometry and other qualitative approaches 
to the understanding of the global behaviour of dynamical systems governed by differen- 
tial equations, instead of focusing on obtaining precise analytical solutions. His work laid 
the groundwork for others who furthered concepts and techniques in studying dynamical 
systems from a global perspective. 
The advent of computing power has allowed easy tracking of numerical solutions to 
nonlinear differential equations. This led Lorenz in 1963 to discover the extreme sensitivity 
to small perturbations in his simplified model of atmospheric convection [Lorenz, 1963]. 
This characteristic has been identified as one of the properties of chaotic behaviour. 
In 1976, May reviewed a very simple one-dimensional iterative mapping [May, 1976]. 
With reference to population growth, this paper was conceived to elevate the popularity of 
nonlinear dynamics as it emphasized the notion that simple nonlinear systems can produce 
very complicated behaviour. The mapping (known as the logistic map) revealed a variety of 
nonlinear behaviour including apparently random behaviour in an otherwise deterministic 
system when a parameter was varied. 
Given that almost all real physical systems are nonlinear, nonlinear dynamics concepts 
and tools have been increasingly used to investigate and explain, with success, nonlinear 
behaviour in nearly every discipline of science and engineering. 
Although there is apparently no literature of nonlinear dynamics in space power sys- 
tems, nonlinear dynamics of electronic and electrical circuits and systems have been widely 
reported. Since they represent common circuits used in space power systems, there are 
direct and indirect implications. Perhaps the more relevant literature would be of simple 
analogue and digital circuits, terrestrial power systems, power electronics and especially 
DC-DC converters. In this work, the literature on DC-DC converters is emphasised. 
3.3.1 Nonlinear Dynamics of Simple Electronics Circuits 
One of the simplest and most widely studied electronic circuits that has been shown 
to display a variety of nonlinear behaviour is Chua's circuit, shown in Fig. 3.28(a) [Chua, 
1994]. Also known as the double scroll circuit, it was the first synthesis of an autonomous 
electronic circuit that exhibits chaotic behaviour. It consists of three reactive elements, two 
capacitors and an inductor (giving three degrees of freedom), a nonlinearity from a resistor 
whose v-i characteristic consists of three piecewise segments shown in Fig. 3.28(b), and a 
linear dissipative conductance G. 
Another circuit known as the folded torus circuit (Fig. 3.29(a)) [Matsumoto, 1987] has 
the same elements, less the dissipative resistor, but is configured differently. The v-i char- 
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Figure 3.28: Double Scroll: (a) Schematic; (b) v-i characteristic of nonlinear resistor 
acteristic of the nonlinear element is given by Fig. 3.29(b). 
vR 
Both these simple circuits display rich and complex nonlinear behaviour, including 
chaotic attractors. In circuit terms, the chaotic attractor arises from the interactions 
between the self-oscillations of the two resonant tanks, one constituted by LC2, the other 
from the combination of the nonlinear resistor and C1. Because the nonlinear resistor exhib- 
its a negative resistance, its function is seen as pumping energy into the circuit. However, 
this growth of energy is restrained by the dissipative element G. The growth and decay 
of energy vary continuously with time and the frequencies of the two oscillations can lock 
together intermittently, causing chaos. 
For the folded torus circuit, the dissipative element is inherent in the v-i characteristic 
of the nonlinear element. This circuit exhibits quasi-periodicity and an intermittent route 
to chaos. 
Another simple circuit is the R-L-D circuit in [Matsumoto, Chua & Tanaka, 1984]. It 
represents one of the simplest nonautonomous circuits capable of chaotic behaviour. The 
circuit comprises a periodically driven source, a resistor, an inductor and a diode modelled 
by a nonlinear capacitor (Fig. 3.30(a)) whose characteristic contains two connected linear 
segments (Fig. 3.30(b)). A simulated bifurcation diagram with the amplitude of the driven 
source as the bifurcation parameter reveals a period-doubling route to chaos. Chaotic bands 
were also observed experimentally. 
The results from the above circuits are significant in that these simple nonlinear elec- 
tronic circuits axe made up of a few reactive elements and a single nonlinearity but have 
been shown to exhibit very complex behaviour. Capacitors and inductors are fundamental 
building blocks of an electronic circuit, and hence, in a real system, can be considered as a 
high-dimensional system. In addition, components such as comparators, PWMs, controllers 
and other devices with inherent nonlineax dc characteristics etc. introduce many nonlinear- 
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Figure 3.29: Folded Torus circuit (a): Schematic; (b)v-i characteristic of nonlinear resistor 
ities in real circuits. So, a real system is often a high-dimensional nonlinear system. This 
has implications to reliable electronic systems design. 
3.3.2 Nonlinear Dynamics of Power Systems 
Modern interconnected electric power networks can be described as stressed, highly non- 
linear, noncontinuous systems [Wildberger, 1994]. The potential to exhibit nonlinear beha- 
viour has important implications for system stability, where unsuspected behaviour such as 
voltage collapse and power outages are common phenomena. The application of nonlinear 
dynamics has been advocated to enhance the fundamental understanding of power system 
stability and dynamics with the objective of more secure operation closer to performance 
margins [Wildberger, 19941. 
Although power networks are complex and difficult to model, simple models have been 
used successfully to help explain undesired physical occurrences. For example, loss of steady- 
state stability and voltage collapse were investigated in [Kwantny, Pasrija & Bahar, 1986] 
using bifurcation analysis. Conditions were derived that show that the sensitivity of angle 
variables and that of the voltage magnitude to parameter changes were associated with loss 
of steady state stability and voltage collapse, respectively. 
A widely studied simple three bus model was investigated in [Chiang, Liu, Varaiya, Wu 
Lauby, 1993]. The system equations involve a set of four differential equations. The study 
revealed various types of bifurcations, which result in stable limit cycles and chaos. Chaos 
was evidenced by a positive Lyapunov exponent and sensitivity to small perturbations in 
the time series trajectory. 
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Figure 3.30: RLD circuit (a): Schematic; (b)v-i characteristic of nonlinear resistor 
Some other works on nonlinear dynamics in AC/DC power systems include [Dobson, 
Glavitsch, Liu, Tamura & Vu, 1992], [Lee & Ajjarapu, 1993] and [Wang, Abed & Hamdan, 
1994]. 
Nonlinear dynamics analysis of aircraft power system stability was also presented in 
[Chandrasekaran, Lindner & Boroyevich, 1999]. The system model comprises a three-phase 
AC-DC rectifier integrated with two subsystems, one of which is an input filter cascaded 
to a DC-DC converter. At critical values of a parameter, the occurrence of a subcritical 
Hopf bifurcation was identified. A stable equilibrium (considered a desired safe operation) 
was found to coexist with a stable periodic solution that gave rise to unacceptable voltage 
oscillations, hence compromising system stability and reliability. 
It is postulated that a model that considers only the slow dynamics of the system may 
exhibit a smaller stability range when compared to one that considers also the fast changing 
dynamics of the system. For example in AC systems, a voltage collapse may be triggered 
by the oscillatory and transient dynamics of the generator exciters, but is often ignored 
[Wildberger, 1994]. 
3.3.3 Nonlinear Dynamics of DC-DC Converters 
DC-DC converters are inherently nonlinear time-varying dynamical systems in their own 
right. This stems from the fact that switching components such as transistors and diodes 
are employed to control the flow of energy between reactive components such as inductors 
and capacitors [Hamill, 19951. These switching components have a highly nonlinear v-i 
characteristic. Further unavoidable nonlinearities commonly encountered are comparators, 
pWMs, multipliers, etc. [Hamill, 1995]. 
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Fundamentally, DC-DC converters are governed by nonlinear time-varying differential 
equations. They are time-varying in two ways. Firstly, they are variable structure systems, 
and so at different intervals in time of a switching period, can change between two or 
more different circuit configurations. Secondly, pulse width modulation is often used in 
the feedback control loop, where a periodically driven ramp signal is compared against a 
varying control signal to implement the position of the switch. So, the set of state equations 
that governs the system depends on a time-varying variable derived from the ramp signal 
and the control signal. 
In order to allow for some analysis of the nonlinear switched system, techniques such as 
state-space averaging were developed so that DC-DC converters can fit into the framework 
of conventional linear systems theory [Hamill, Deane & Jefferies, 19921. First, the nonlinear 
time-varying model is transformed into a linear time-invariant one by assuming that in the 
steady state, the values of the state variables are equal at the start and end of a switching 
period. The state equations of all the different topological modes are then averaged over a 
switching period. The system is then linearised for small perturbations to obtain a small- 
signal equivalent model. From this model, linear system theory can then be used to address 
the stability of the system. However, such a technique fails to predict nonlinear behaviour 
such as subharmonics and chaos [Deane & Hamill, 1990b]. This can be attributed to the 
properties of the basic averaging process, as pointed out in [Hamill, 1995]. 
For one, the averaging process intentionally discards the information within the switch- 
ing cycle, and so information is lost. Also, due to the inherent sampling property of the 
PWM, the averaged model works well when the signal frequency in the feedback loop is well 
within the Nyquist limit of f, /2 (where f. is the sampling frequency of the PWM), beyond 
which the model becomes meaningless. So, the possibilities of subharmonics and chaotic 
behaviour cannot be predicted. In addition, the duty cycle is a discrete time variable, yet 
it is instead treated as a continuous time value. 
Other improved models based on the averaging process can be found in [Tymerski, 1994], 
[Krein, Bentsman, Bass & Lesieutre, 1990] etc. 
On the other issue of large-signal analysis, computer simulations are often used to obtain 
the solution trajectory numerically due to analytical difficulties. To follow numerically a 
trajectory for a given general system dx/dt =f (x), the solution of the state variable from 
to to tend is obtained by repeated integration of 
t+h 
x(t + h) = x(t) + 
ft 
f (x, t) dt (3.27) 
where h is the time step. Reformulating (3.27) as a Taylor's expansion results in 
h2 h3 
x(t + h) = x(t) + hf (x(t), t) + 2! 
f, (x (t), t) + fll(x(t), t) + (3.28) 
For smooth systems, f (x) is continuously differentiable and all the terms in (3.28) exist. 
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With a small h, it can be assumed that the series converges quickly. So, a few terms are 
sufficient for accuracy. 
However, this is not true for converters [Hamill, 1995]. First, the governing differential 
equations exhibit discontinuous right hand sides due to the switching instant that separ- 
ates two or more individual topologies operating within a switching interval. So, even if 
f (x(t), t) is at least one-time differentiable, f (x, t) is undefined at the switching instant to - 
Furthermore, x(t) itself can be discontinuous due for example to the shunting of a switch 
across a capacitor. 
Hence, it becomes obvious that under such circumstances, (3.28) may not converge 
quickly. The consequence is that even with a small time step, a large error can result. 
Furthermore, if the system is chaotic, the solution will become dominated by the errors no 
matter how small they are. 
DC-DC converters are therefore seen as nonlinear systems in their own right exhibiting 
an abundance of nonlinear behaviour. 
Chaos in pulse width modulated feedback systems was first suggested in [Baillieul, 
Brockett & Washburn, 1980] in 1980. Active studies of chaotic behaviour in DC-DC con- 
verters only began after the work of [Hamill & Jefferies, 1988] and [Wood, 1989] in 1988-89. 
Vi vo 
Figure 3.31: Switching regulator DC-DC converter with wideband feedback control 
In [Hamill & Jefferies, 1988], Hamill and Jefferies performed analysis, from a nonlinear 
dynamics perspective, of the DC-DC PWM Buck converter circuit shown in Fig. 3.31 oper- 
ating in CCM shown. A one-dimensional difference function that governs the dynamics of 
the circuit in closed loop was derived in terms of the normalised inductor current x given 
by 
0 Y<O 
x, +l=x, +bsat(a(l-x,, ))-c, where sat(y)= y O<y< 1 (3.29) 
11 
Y> 1 
where a, b and c are normalised circuit parameters. Equation (3.29) may be represented 
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graphically by a one-dimensional piecewise-linear folded iterated map. The map comprises 
three linear segments described by 
x +b-c if x :5 (a - l)/a (3.30a) 
Xn+l x. (1 - ab) + ab -c if (a - l)/a < Xn < (3.30b) 
Xn -C if Xn >- 1 (3.30c) 
Based on the map given by (3-30), stable and unstable regions were established. Subhar- 
monics and chaos were also revealed from bifurcations diagrams numerically computed with 
a (containing If ) as the bifurcation parameter for both the non-smooth (sat(. )) and with 
a cubic spline for the smooth case. For the latter, a period-doubling route to chaos was 
evident, along with periodic windows and bands of chaos. 
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Figure 3.32: A ripple regulator 
At around the same time, Wood investigated a ripple regulator circuit shown in Fig. 3.32. 
Instead of using PWM, the switching device is turned on and off in response to the sign of 
the difference between the output voltage and reference voltage. The regulator comprises 
three reactive elements, and an autonomous set of three differential equations was derived. 
Numerical simulations and experimental results revealed a period doubling route to chaos 
when the input voltage was varied. 
The consequences of nonlinear behaviour on power converters in the context of stability 
concerns were discussed in [Krein & Bass, 1990]. Three types of instability were described 
that are not predicted by conventional models and linear analysis: unbounded instability, 
'chattering' and 'chaotic instability,. 'Unbounded instability' refers to a situation where a 
converter operates in an unstable mode during a portion of the time where a potentially 
disastrous consequence can occur e. g. when the switch is closed in a Boost converter. This 
is because during this time, the current flowing through the switch is limited only by the 
switch and inductor parasitics. So, potential damage can occur if the switch continues to 
be closed such that the current continues to increase to an unacceptable level. 
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'Chattering' refers to the situation when the switch attempts to operate at infinite 
frequency, e. g. in a ripple regulator. Normally, hysteresis is introduced to set an upper 
bound for the operating frequency. 'Chattering' amounts to increased switching losses 
which can also be destructive. 
When chaotic behaviour surfaces in power converters, it is termed 'chaotic instability', 
and is characterised by a randomised duty cycle for each cycle. However, the consequence 
may not be destructive although it may be deemed undesirable when considering it as a 
standard operating mode in a practical converter. 
In [Deane & Hamill, 1990a], a Buck converter operating in CCM controlled by a constant 
frequency PWM was analysed in great detail (Fig. 3.33). Two cases were treated. The 
first considered the circuit without the output capacitor. A one-dimensional mapping was 
derived for this first order circuit. Rom the mapping, it was shown that the operation of 
the switch can depart from its assumed regular mode of operation in which the switch can 
oscillate rapidly within a switching cycle. This phenomenon is known as multiple pulsing. 
This can happen at the switching instant when the control voltage falls below the ramp 
voltage, and the switch makes an open-to-closed transition. If the gradient of the control 
voltage is larger than the ramp voltage at the switching instant, then the switch opens 
immediately, which decreases the control voltage and as a result, the switch again makes 
a open-to-closed transition. This whole process then repeats itself. Multiple pulsing was 
experimentally verified. 
High - closed 
Low - open L 
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Figure 3.33: First and second order buck converter 
The next case considered the circuit which incorporated the output capacitor. Because 
the circuit's individual topological modes are governed by linear differential equations, their 
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solutions can be obtained analytically: 
v(t) = exp(-kt)(Alsin(wt)+A2COS(LOt))+Vd (3.31) 
i(t) = wCexp(-kt)(Alcos(wt)-A2sin(wt))+(l-kCR)v(t)IR+kCVd 
where Vd assumes either VI (input voltage) or VF (forward diode drop) depending on whether 
the switch is closed or open respectively. The constants Al and A2 are defined by the initial 
conditions and the initial state of the switch (either closed or open). Based on (3.31) and 
(3.32), a two-dimensional map was derived. This mapping function maps the current values 
of the state variables to the next each time a switching occurs, and is also known as an 
'impact' map. A switching condition is satisfied when 
A (v (f) - Vf )=v,,,,, p (o 
(3.32) 
where t=i is the switching instant. 
By choosing a set of initial conditions and the initial state of the switch (either closed or 
open), the pair of constants A, and A2 can be obtained from (3.31) by setting t=0. The 
constants are valid until the next switch change occurs when (3.32) is satisfied. Because 
(3.32) is a transcendental equation, each switching occurrence has to be detected by first 
incrementing t at fixed intervals and monitoring for a sign change in (3.32). When a sign 
change occurs, i is then solved numerically using a Newton-Raphson or bisection algorithm. 
Once i is obtained, it is used to compute a new pair of constants A, and A2 in terms of the 
preceding ones from 
Al Al±AVexp(kf)(sin(wi)+(klw)cos(wi)) (3.33) A2 A2±AVexp(ki)(cos(wo-(k/w)sin(wD) 
where AV =- VI - Vp and '-' sign applies when the switch opens and'+' when the switch 
closes. This new pair of constants is next substituted in (3.31) to obtain a new solution 
based upon the new status of the switch while detecting the next switch transition from 
(3.32). The whole procedure then repeats. 
From this iterative mapping, a bifurcation diagram of v,,,. sampled at T (every ramp 
cycle) with the input voltage VI as the bifurcation parameter was numerically computed. It 
revealed subbarmonics and a period-doubling route to chaotic behaviour and was confirmed 
by an experimentally captured bifurcation diagram. 
Other simulated results were also in good agreement with experiment. For example, 
even with the introduction of unavoidable errors in locating f and neglecting parasitics, the 
simulated and experimental captured Poincar6 section both showed a strange attractor with 
a similar 'finger'-like structure. 
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The above derivation of the mapping highlights a pioneering modelling approach in 
investigating nonlinear behaviour in power converters which was later adopted in a similar 
light by other researchers. By deriving a mapping and iterating it, the dynamics of the 
circuit can also be determined. Instead of merely seeking numerical solution of differential 
equations, the mapping approach involves evaluation of analytical solutions and finding 
numerically the roots of transcendental equations [Deane & Hamill, 1990a]. 
The advantages of iterated mappings as a modelling approach are several [Hamill, Deane 
Jefferies, 1992]: 
(a) It describes the dynamics of the circuit exactly since no inherent approximations are 
assumed. 
(b) It allows the true behaviour of the nonlinear system to be revealed which cannot be 
addressed by conventional linear modelling. 
(c) As compared to numerical integration of the solution trajectory, it becomes more 
efficient since the mapping involves only algebraic equations. 
On the other hand, there are disadvantages too. Mappings suffer a loss of generality 
because they are difficult to derive, even for simple systems, and analytical solutions may 
not be written down in closed form. For example, in this case, numerical computation is still 
required because the transcendental equation (3.32) needs to be solved at each switching 
transition. However, once the mapping is obtained, it can be used effectively to display 
complex behaviour which is observed in practice. 
Nonlinear behaviour was also revealed in other power electronics circuits and systems 
[Deane & Hamill, 1990b]. For one, a simple model of a series-resonant converter exhib- 
ited apparently quasi-periodic behaviour when slow diodes were involved. This nonlinear 
behaviour was attributed to the slow charge recovery of the diodes. The authors caution 
of diode-induced instability especially in high frequency converters. A simple phase con- 
trolled thyristor rectifier circuit was also found to exhibit subharmonics and chaos [Deane 
& Hamill, 1990b]. 
These examples hold firm the fact that power electronics circuits are nonlinear systems, 
and nonlinear behaviour is more the rule than the exception. However, the conventional 
approach to assess stability of a converter is to replace the nonlinear, time varying system 
with an averaged linearised one e. g. the method of state space averaging. Unfortunately, the 
verdict based on this technique only characterises local behaviour, and with the assumption 
that perturbations are small. This is difficult to justify in strongly nonlinear systems [Deane 
& Hamill, 1990b]; not only does it fail to predict nonlinear phenomena, but it fails also to 
characterise the global dynamics of the system. 
The same converter in [Deane & Hamill, 1990a] was subjected to stability analysis using 
state space averaging in [Hamill, 1995]. Contrary to the nonlinear analysis, the gain-phase 
margin plots of the averaged model incorrectly predicted stability over the range where 
subharmonics and chaos prevailed. 
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The Buck converter operating in DCM was studied by Tse [Tse, 1994a]. Here, he 
introduced the method of 'successive substitution' to derive an approximate one-dimensional 
map. The solutions to the state equations that describe the individual operating topological 
modes are first evaluated via the state transition matrix. For simplicity, an approximate 
solution is obtained by truncating the state transition matrix based on the assumption 
that the switching period is much longer than the natural period of the power stage [Tse 
& Adams, 1992]. These solutions are then 'stacked' over the entire period. By doing so, 
the map describes the dynamics of the system cycle by cycle. Hence, this map is also 
known as a 'stroboscopic' map. From this map, a bifurcation diagram using the gain A 
as the bifurcation parameter was computed, revealing a period doubling route to chaos. 
Experimental results confirmed the predicted behaviour. 
In similar fashion, Tse also investigated the Boost converter operated in DCM [Tse, 
1994b]. The gain in the feedback amplifier was used as the bifurcation parameter. When 
its value was increased, subharmonics of a higher period, and eventually chaos, ensued. 
Other work by Tse and co-workers includes chaos in a current-programmed 6uk converter 
[Tse & Chan, 1995] which was experimentally confirmed in [Tse, Fung & Kwan, 1996]. 
The loss of stability via a supercritical Hopf bifurcation and the departure from stable to 
chaotic operation was observed in a hysteretic current-controlled Cuk regulator [Tse, Lai 
& Iu, 1998]. Quasi-periodic orbits were reported in a current-programmed Boost converter 
[Chan & Tse, 1997). 
Since then, other groups have also engaged in research in nonlinear behaviour of con- 
verters of different topologies operating under different control schemes. Fossas and Olivar 
analysed in greater detail the Buck converter studied by Hamill via characteristic multipli- 
ers from the point of view on the existence of periodic orbits and their stability [Fossas & 
Olivar, 1996]. Bifurcation behaviour using different bifurcation parameters in the Buck con- 
verter was presented in [Chakrabarty, Poddar & Banerjee, 1996] and of the Boost converter 
in [Chakrabarty, Poddar & Banerjee, 1996). More interestingly, the existence of coexisting 
attractors was reported in [Banerjee, 1997]. The discovery has implications in engineering 
reliable circuits. When the circuit undergoes a large disturbance, it can fall into the basin 
of attraction of the unpredicted behaviour where undue stresses to the components may 
result. 
The investigation into power electronics circuits modelled by piecewise-linear smooth 
maps led to the discovery of a certain class of atypical bifurcations. They have been coined 
'border collision bifurcations' [Banerjee, Ott, Yorke & Yuan, 1997] and arise from non- 
smooth systems where the state variables are continuous across the switching transition, 
but the derivatives of the vector field are discontinuous at the switching instant. 
A borderline collision bifurcation is characterised by a collision of a fixed point with the 
border in a piecewise-linear smooth map. This is shown, for example, in Fig. 3.34 for the 
case of a one-dimensional piecewise smooth map which describes a first order peak current 
controlled Buck converter investigated in [Banerjee, Ott, Yorke & Yuan, 1997]. In Fig. 3.34, 
the border refers to the divide that separates two or more distinct regions in state space. 
These regions are described by different expressions which are differentiable everywhere 
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Figure 3.34: A one dimensional piecewise smooth map which describes a first order peak current 
controlled Buck converter studied by Banerjee et. al 
As a result of a border collision bifurcation, there is a discontinuous jump of the eigen- 
values of the Jacobian matrix (due to its singularity) across the unit circle in the complex 
plane, rather than crossing it smoothly. 
Over the past decade, cumulative evidence of subharmonics and chaos in DC-DC con- 
verters employing various topologies and control schemes have surfaced. These studies 
show that given the right conditions, DC-DC converters have the potential to exhibit a rich 
variety of nonlinear behaviour. The implication for engineering reliable circuits is put to 
question, especially when considering their effects to the overall system dynamics. 
On the other hand, it has been suggested that converters operating in a chaotic regime 
could improve the electromagnetic compatibility of power supplies [Deane & Hamill, 19961. 
The spectral peaks exhibited by the input of a boost converter operating periodically were 
shown to be reduced by the spread of the frequency spectrum with a broadband charac- 
teristic when operated chaotically. This is one of the first applications of chaos in power 
electronics. 
3.4 Summary and Preview to the Thesis 
From the literature review conducted in this chapter, a few observations can be con- 
cluded. First, space power systems are strongly nonlinear systems. They comprise subsys- 
tems which research has shown to harbour unsuspected nonlinear phenomena. Secondly, 
conventional tools to address system dynamics and stability cannot reveal this behaviour, 
and the use of nonlinear dynamics concepts and tools have been successful in this respect. 
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Thirdly, studies have shown that even simple systems can exhibit complex behaviour, sug- 
gesting that the existence of nonlinear behaviour especially in complex and high-dimensional 
systems, is the rule rather than the exception. Last but not least, nonlinear dynamics is now 
widely researched in many diverse disciplines to explain known anomalies and to discover 
others. 
Because the reliability of spacecraft power systems is of the utmost important in space- 
craft engineering, one objective of this research is to perform: 
(a) A systematic study of space power systems in order to improve the fundamental 
understanding of their dynamics by applying nonlinear dynamics concepts, techniques 
and tools. 
(b) Another objective of this research is to make use of nonlinear dynamics concepts to 
derive a controller that makes the maximum power point a global attractor, instead 
of the commonly used "perturb and observe" method. The resulting controller is not 
only simple to implement but also exhibits very good performance. 
Chapter 4 
Study of Spacecraft Power Systems 
as Fundamentally Nonlinear 
Systems 
Abstract 
In this chapter, nonlinear dynamics concepts and techniques are applied to four simple 
space power system models. This study finds commonly observed operations phenom- 
ena, such as spurious oscillations, bus voltage collapse and other anomalies, that fit into 
the general framework of nonlinear dynamics. They include various types of bifurcation, 
coexisting attractors, and chaos. 
4.1 Introduction 
Because space power systems are complex, this work begins by investigating simplified 
but relevant models in the hope of understanding some of the nonlinear dynamics involved 
in real space power systems. 
Although the models are simple, they comprise the minimal components that represent 
a functional system in a particular mode of operation in space. 
4.2 First Order System 
The system in Fig. 4.1 models a spacecraft powered in sunlight only. It comprises a solar 
array, a reservoir capacitor C, and a Buck DC-DC converter. With the solar array directly 
coupled to the DC-DC converter, the model emulates a possible mode of operation exhibited 
by a sunlight regulated architecture whose batteries are fully charged. The system is first 
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order because there is only one state variable given by the voltage across the capacitor v 
and that V ---: V1 ---: V2- 
Solar Array Buck Converter 
12, 
Figure 4.1: Schematic of a first-order power system 
From (3.11) in section (3.1.2.1), the v-i characteristic of the array used in this model 
and subsequent ones is given by 
exp 
(nVth 
exp ý W. -vt 
h 
where the parameter aE [0,1] is introduced to denote the relative solar illumination which 
varies with orbital position and altitude of the spacecraft. 
The DC-DC converter employs the Buck topology and is modelled by (3.14) in section 
3.1.2.3. By inspection of Fig. 4.1, the system equation is easily written down as 
dv 
- 
il(V) - i2(V) f (V) (4.2) Tt c 
where the array voltage, v is impressed across the input terminals of the converter; il is the 
axray current and i2 is the converter's input current. The system is described by a simple 
first order nonlinear ordinary differential equation. 
During the satellite's orbit in space, the solar array experiences varying degrees of il- 
lumination and temperature which causes the array voltage to vary, thereby causing the 
voltage to the input of the converter to vary too. Because of this, the Buck DC-DC converter 
can exhibit two modes of operation, one desirable when v> Vf, the other undesirable when 
V< VII-f - 
4.2.1 Equilibrium Points 
To find the system equilibrium points, the derivatives of all the state variables axe 
simultaneously set to zero. This reduces the system to its rest state. In this one-dimensional 
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case, there is only one state variable given by v. So, we set dvldt =f (v) = 0. Hence, 
WO = i2(V)- Since ii(v) is given by substituting v in (3.11), and i2(V) is also obtained 
from substituting v in (3-14), the equilibrium points are obtained by equating (4.1) to (3.14) 
and solving for v from the resulting expressions 
exp - -1- 
V* 
(undesirable) (4.3a) 
(n, 
Vth RL 
V V2 
exp 
( 
oc ref (desirable) (4.3b) 
n, Vth RLV 
where steady state values axe denoted with a superscript asterisk. Because (4.3) is implicit, 
the equilibria have to be evaluated numerically. 
"virtual" equilibria 
eqJ; --- 
eq2 
Sq3 
I --*- am 
undesirable * desirable 
V 
Figure 4.2: Diagram showing the occurrence of "virtual" equilibrium 
The mathematics may produce spurious equilibria e. g. when IV* 1< Vf emerges from 
(4.3b) or I V*} > Vf from (4.3a). The equilibrium points are only valid when the computed 
IV*} lies within the valid range of the operating mode under consideration. The spurious 
equilibrium points occur due to the virtual intersection of the characteristics but not picked 
out from the mathematics, e. g. eql and eq2 as depicted in Fig. 4.2. So, every equilibrium 
point has to be checked for validity. 
4.2.2 Stability of System's Equilibria 
The stability of each equilibrium point is determined by evaluating df (v)ldv at f V* I 
(for a first-order system, the equivalent of the eigenvalue of the Jacobian). From (4.2) and 
(3-14), we have 
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V* 
a, ", 
exp 
(n, 
Vth) 1 
(undesirable) (4.4a) 
n, VthC 
exp 
V. 
11: 
RLC 
df (v) Vth 
dv V* 
al. c 
exp 
( 
n, Vth 2 
nVthC ( V,, )+ 
VIZIf 
)2 (desirable) (4.4b) 
exp 
n. Vth 
RLC(V* 
There are two expressions in (4.4); each value of IV*} is substituted according to whether 
it lies in the desirable or undesirable mode. Negative values indicate stability; positive ones, 
instability. 
From (4.4a), note that since the parameters always have positive values, df /v <0V V* 
[0, Vf ). Hence, each equilibrium in the desirable mode of operation is stable. 
4.2.3 Bifurcation Study 
To investigate quantitatively an example, we use the following parameter values: V"f = 
14V, RL = 3-92Q, Ijc = 4A, V,,, = 46.2V, n, = 44, Vtf, = 25mV, C= 250MF. These values 
approximate those used in a typical University of Surrey microsatellite. For example, the 
value of V,, f was chosen on the basis of the bus voltage and other values e. g. RL was chosen 
to reflect the maximum load power. There are four solar panels, where each panel is able 
to produce a current of about IA under full illumination, so I,, is 4A. The open circuit 
voltage of each cell is approximately 1.05V. Since there is a total of 44 cells in series to a 
panel, this gives a total of 46.2V and is used as the value of V,, for each panel. The value 
of C approximates the value of the input capacitance of the Buck converter. 
4.2.3.1 a as the Bifurcation Parameter 
The parameter a is used to simulate a vaxying relative illumination and takes on the 
following values 10.25,0.50,0.75,1.00}. 
Substituting the parameter values into (4.3a) and (4.3b), the equilibrium points in the 
undesirable and desirable mode are computed separately using a symbolic mathematical 
package Maple [Char, Geddes, Gonnet, Leong, Monagan & Watt, 1992] for the four values 
of a. The results are tabulated in Table 4.1. 
The stability of each equilibrium is then evaluated from (4.4) and the results are tabu- 
lated in Table 4.2. 
Based on these results, Fig. 4.3(a) shows a single stable equilibrium point denoted by 
A3 at full illumination (a = 1.00). The Buck converter operates in the desirable mode. 
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a Label Undesirable mode Label Desirable mode V* M 1* '10 : -- 12* (A) V* (V) I, * = 12* (A) 
0.250 D, 3.920 1.000 
0 500 
ci 7.840 2.000 C2 25.000 2.000 
. C3 45.318 1.103 
0 750 
B, 11.760 3.000 B2 16.667 3.000 
. B3 45.701 1.094 
1.000 A3 45.850 1.091 
Table 4.1: Equilibrium points of the first order system with varying a 
a Label V* (V) df /dv Stability Mode 
0.250 D, 3.920 -1020.408 stable undesirable 
ci 7.840 -1020.408 stable undesirable 
0.500 C2 25-000 +320.000 unstable desirable 
C3 45.318 -3163.251 stable desirable 
B, 11-760 -1020.408 stable undesirable 
0.750 B2 16-667 +720.000 unstable desirable 
B3 45.701 -6834.902 stable desirable 
1.000 A3 1 45.7850 1 -10484.800 stable desirable 
Table 4.2: Stability of equilibrium points of the first order system with varying a 
As a is decreased to 0.75, as shown in Fig. 4.3(b), this point moves to B3, but two 
additional equilibria B2 and B1 emerge. B2 is unstable, while B, is stable but occurs in the 
undesirable mode of operation. A qualitative change in system behaviour has occurred. 
This qualitative change in behaviour occurs at a critical value of a as it is reduced 
from 1.00 to 0.75. This critical a=a. occurs when the array characteristic intersects the 
converter's characteristic at v=V,, f, as shown in Fig. 4.4(a). Hence, it is obtained by 
substituting V* = Vf in (4.3) and solving for a. Using Maple, we find a=0.8929. 
At this value, a half-stable equilibrium (this terminology is used in [Strogatz, 1994], 
page 26, in a one-dimensional case, although the term saddle point is used in systems of 
dimensions higher than one) exists since df ldv <0 evaluated from (4.4a) and df 1dv >0 
evaluated from (4.4b). As a is decreased from this value, two new equilibrium points are 
born, one stable, the other, unstable, resulting in a saddle-node bifurcation. 
As a is further reduced to a much lower illumination at a=0.25, two of the three 
equilibria vanish and there remains only one stable equilibrium point denoted DI in the 
undesirable mode, as shown in Fig. 4.4(b). Another qualitative change in behaviour occurs. 
The disappearance of the two equilibria results in another saddle-node bifurcation. This 
critical value of a= ac occurs where the array's and converter's characteristics intersect 
tangentially, as shown in Fig. 4.4(c). At this point, both their incremental and instantaneous 
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Figure 4.3: Equilibrium points when (a) a=1, (b) a=0.75 
resistance are equal. Hence, there are two conditions which must be simultaneously satisfied. 
One is given by the expression of (4.3b), and the other by the expression which results from 
equating the magnitudes given by the derivative of the array and converter characteristics. 
This yields 
exp V2 
1 
(n, 
Vth) 
ref (4.5a) 
exp 
( V,, c RLV* 
n, vth 
exp V2 
(nVth 
ref (4.5b) 
n, Vth 
exp 
( V- )-1 RL (V*)2 
n. Vth 
By solving the simultaneous equations in (4.5), a, = 0.3042 and V* = 42-1601V. These 
two values are substituted into (4.4b) in which we obtain df ldv = 0. The equilibrium at a,, 
is neutrally stable. 
To investigate in more detail, the system equation (4.2) was investigated numerically 
using the dynamical systems simulation package XPPAuT [Ermentrout, 1997]. In this 
package, data from the XPP differential-equation solver is fed to Auto (Doedel, 1981]. The 
Auto package tracks the solutions and their associated stability as a system parameter is 
varied. This produces a bifurcation diagram, which plots the equilibria against the system 
parameter to be varied, the bifurcation parameter. 
The bifurcation diagram of Fig. 4.5 shows how the system equilibrium V* varies as our 
undesirable desirable 
Vref 
4.2 First Order System 
cc 
undesirable desirable 
VIIf 
0.7 
0.2-1 
0 
V 
(a) (b) (c) 
Figure 4.4: Equilibrium points when (a) a, = 0.8929, (b) a=0.25, (c) a, = 0.3042 
68 
V 
bifurcation parameter a changes, emulating a satellite's changing insolation. There are 
three equilibrium branches. The upper and lower branches are stable, indicated by a thick 
line, whereas sandwiched between these two branches is an unstable equilibrium branch, 
indicated by a thin dotted line. 
Two interesting illumination levels, labelled a,, which are found from XPPAuT, are at 
a=0.3042 and a=0.8929. These values also correspond to the values obtained from 
the previous analysis. These values delimit a range in which two values of array voltage 
are stable and one is unstable. At the extremes of this range, a pair of equilibria (where 
one is stable, the other unstable) merge and vanish, resulting in a saddle-node bifurcation. 
These values are also known as limit or turning points. Operation in the upper equilibrium 
branch is desirable because the output voltage of the converter is regulated, whereas the 
lower stable equilibrium signifies undesirable operation. 
Assume first that a>0.8929 and the system's equilibrium is on the upper desirable 
stable equilibrium branch. As a is decreased, the state of the system moves along the upper 
branch until below a=0.3042 where the state of the system jumps to the lower equilibrium 
branch. This is also known as the jump phenomenon. If a is now increased, it moves along 
and remains on this branch. In order to get the state to jump back onto the upper desirable 
branch, a has to be increased beyond a=0.8929. This lack of reversibility is a phenomenon 
well known as hysteresis. This phenomenon is induced by the existence of multiple stable 
states in the range aE [0.3042,0.8929]. This is a simple example of coexisting attractors. 
The unstable branch separates the basins of attraction of the two stable branches. 
in addition, within this range, either of the two stable equilibria could be chosen, de- 
pending on the initial condition. A large disturbance might flip the system to its other 
stable equilibrium, where it would remain. 
This is demonstrated by starting off two trajectories with different initial conditions 
but under identical operating conditions. Fig. 4.6(a) shows the sYstem converging to the 
undesirable desirable 
Vref 
undesirable d; sirable 
Vllf 
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Figure 4.5: Bifurcation diagram of V* against a, showing hysteresis for 0.3042 <a<0.8929 
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Figure 4.6: Trajectory of v starting at a=0.50 from initial condition (a) v= 40. OV, (b) 
v= 20. OV 
desirable operation, and in Fig. 4.6(b), it settles to a different equilibrium which is in the 
undesirable region of operation. 
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4.2.3.2 RL as the Bifurcation Parameter 
To emulate a changing load in response to a fixed illumination, RL is next taken as the 
bifurcation parameter, instead of a which is set to 1.00. The values under consideration 
for RL are 11.0,2.0,3.0,4.0}. The computed equilibria and their associated stability are 
tabulated in Table 4.3 and Table 4.4, respectively. 
RL Label Undesirable mode L b l Desirable mode VM *=I Il 2* (A) a e V* (V) I, * = 12* (A) 
1.000 D1 4.000 4.000 
2 000 
C, 8.000 4.000 C2 24.500 4.000 
. 1 _ C3 45.345 2.161 
3 000 B1 12.000 4.000 
B2 16.333 4.000 
. B3 45.714 1.429 
4.000 A3 45.858 1.069 
Table 4.3: Equilibrium points of first order system with varying RL 
RL Label V* (V) df ldv Stability Mode 
1.000 D1 4.000 -4000.000 stable undesirable 
cl 8.000 -2000.000 stable undesirable 
2.000 C2 24-500 +653.061 unstable desirable 
C3 1 45.345 -6495.887 stable desirable 
BI 12-000 -1333.333 stable desirable 
3.000 B2 16.333 +979.591 unstable desirable 
B3 45-714 -9223.366 stable desirable 
4.000 A3 45.858 1 -10566.752 stable desirable 
Table 4A Stability of Equilibrium points of first order system with varying RL 
Table 4.3 and Table 4.4 suggest similar bifurcation behaviour when RL is varied. This is 
demonstrated in Fig. 4.7(a) which shows one single equilibrium point at Di with RL : -.,: 1Q 
and the emergence of two additional equilibrium points at B, and B2 with RL = 2Q in 
Fig. 4.7(b). 
There is a saddle-node bifurcation between these two values. As RL is further increased, 
the two equilibrium points vanish. Fig. 4-7(c) shows only a single equilibrium point at A3 
with RL = 4Q. Another saddle-node bifurcation has occurred. 
The values of RL where the two saddle-node bifurcations occurred can be obtained. One 
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Figure 4.7: Equilibrium points when (a) RL -= 1Q, (b) RL = 2Q, (c) RL = 4f2 
v 
50 
45 
40 
35 
30 
25 
20 
15 
10 
5 
0 
stable equilibrium 6ranch 
limit point 
unstable equilibrium branch 
4stable 
equilibrium branch 
firm-f-P-61h 
Hysteresis 
V 
1 1.5 2 2.5 3 3.5 4 
RL 
Figure 4.8: Bifurcation diagram of V* against RL, showing hysteresis for 1.193fl < RL < 
3.500Q 
is obtained by substituting V* = Vref in (4.3) and solving for RL; the other from (4.5). We 
find the former as RL = 3.5fl and the latter RL = 1.193n and V* = 42.16OV. 
This is verified from the bifurcation diagram in Fig. 4.8. The range 1.19M < RL < 3.5fl 
is now associated with hysteresis. 
undesirable desirable 
Vref 
undesirable desirable 
Vref 
undesirable desirable 
Vref 
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The effects of both the illumination and load can be summarised. In normal operation, 
the array voltage resides on the upper stable equilibrium branch, and the system operates 
in the desirable mode. However, either a or RL (or both) may vary. If the input power 
is insufficient to provide the load power demanded, caused by either a momentary drop in 
illumination or a load power surge, then this disturbance might be large enough to propel 
the system onto the undesirable but stable equilibrium branch, where it remains. This is 
well known as bus voltage collapse -a notorious hazard of space power systems operation, 
which results in temporary loss of the satellite's functions. 
To escape and return to the stable equilibrium branch in the desirable mode of operation, 
either the illumination has to be restored to an adequate level, in this case, a=0.8929, 
or sufficient payloads have to be manually switched off, here RL = 3.5il - an operation 
known as load shedding. This is undesirable, as in a direct-broadcast satellite, in which TV 
programmes might be interrupted. 
4.2.3.3 Two-Parameter Bifurcation 
The effects of varying both RL and a together can be summarised in a two-parameter 
bifurcation diagram, as shown in Fig. 4-9. It projects on a plane how V* changes as the 
combination of a and RL varies. V* is along the axis normal to the page. 
alpha 
5 
0 
0 
desirable 
------------- 
-- 
ov., 
T; 
P- 
undesirable 
10 15 20 RL 
Figure 4.9: Two parameter bifurcation diagram a and RL, showing hysteresis 
The boundaries delimited by the dotted curves represent the region where the desirable 
and undesirable regions of operation overlap. This overlap region exhibits the coexistence 
of two stable equilibria, sepaxated by an unstable equilibrium. 
Identical to the one-parameter case, Fig. 4.9 shows hysteresis, but now the system state 
is instead determined by the combination of the parameter values {a, RL}. From a 3-D 
visualisation, as shown in Fig. 4.10, it demonstrates a classical cusp catastrophe where the 
surface folds over itself in certain places [Strogatz, 1994]. 
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Figure 4.10: A 3-D geometric visualisation of a classical cusp catastrophe 
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The model in Fig. 4.11 emulates a spacecraft in eclipse, whereby it is powered only by 
the battery. The model comprises a battery, a second order filter and a Buck converter. 
The battery is modelled by an ideal constant voltage source V, with an internal resistance 
R, that also includes the wiring resistance. A filter is frequently used to reduce the ripple 
current flowing from the converter back to the main power bus. The second order filter is 
made up of an inductor L which also includes the wiring inductance, and capacitance C 
which includes the input capacitance of the Buck converter. 
Buck Converter 
Rs L IL 
_12 
12 
+ 
VCVR 
KY2 
L 
Figure 4.11: Schematic of second order power system: Voltage source coupled to DC-DC 
converter via second order filter 
Here, we shall investigate the system's dynamics under a varying load resistance RL. 
This is conducted from two approaches: one utilises classical linear circuit theory while 
the other is from a nonlinear dynamics perspective. We then find nonlinear behaviour not 
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predicted by the former. 
4.3.1 A Classical Circuit Theory Perspective 
Proceeding from a conventional linear circuit analysis perspective, let 
i2 12 +22 (4.6a) 
V2 V2 + 02 (4.6b) 
where 12 and V2 are the equilibrium values and i2 and fý2 are the lightly perturbed variables. 
In steady state, 11 = 12, hence 
V- I2R,, = V2 (4.7) 
We consider that the Buck converter is working normally such that its output is regulated. 
Substituting (4.6) into (3.14b) and using a Taylor's series expansion to first order terms 
(first-order approximation), 
V2 -1 V2 
ref + 
02 
ref 
02 
12 + 22 (4.8) RLV2 V2 RL V2 V2 
) 
Equating the constant and perturbation terms results in 
V2 
12 ref (4.9a) 
RL V2 
V2 
re, 22 
1 ý2 (4.9b) 
RLV22 
From (4.9b), 
2 
r2 = 
! L2 V2 
RL (4.10) 
12 Vref 
where r2 is the negative incremental input resistance of the converter. 
Substituting (4.9a) in (4.7) gives 
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(ýV V2 ' -- -1± 
:LR, 
(4.11) 
2 17 L 
where there are two roots. From (4.11), the term (2V-f )2 RL has to be less than 1 to V RL 
guarantee a real solution. We treat only the case of normal operation where V2 will receive 
sufficient voltage such that its output is regulated. In practice, the source voltage V> V"f 
and R, < RL such that the solution given by (4.11) is greater than Vf. Theoretically, 
for this to be satisfied, V>V., f (1 + R, IRL)- In what follows, we shall only consider the 
solution V2 +1- (2v-f )2 
R, 
2vv RL 
impedance looking into source 
dynamic resistance 
looking into buck converter 
L 
C 
R, 
Filter-source combination 
r2 
Figure 4.12: Small signal model of the second order system 
The small signal equivalent model of the voltage filter-source combination and the con- 
verter in Fig. 4.12 yield a parallel RLC circuit. 
The output admittance of the filter source combination, Y is found as 
R, W3L2C + w(CR2 - L) Y= +i 8 (4.12) 
,+ W2L2 
+ W2L2 R2 R, 2, 
GB 
Let the real and the imaginary terms in Y be G and B respectively. To induce self- 
resonance (self oscillations) for a parallel circuit, the impedance must be infinite so as not 
to exhibit any damping whilst upholding the resonance effect. Hence, the net resistance and 
reactance are infinite at its self-oscillating frequency. Therefore, for sustained oscillations 
to occur 
1/r2 +G0 (4.13a) 
B0 (4.13b) 
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Equation (4.13) contains two expressions for w, which are used to find r2. From (4.13a), 
we have 
R2 +W2 L2 
r2 -' 8 R, 
(4.14) 
and (4.13b) gives 
.IT, 
--CR, 2 (4.15) V L2C 
Substituting (4.15) in (4.14) results in 
r2 
L 
(4.16) 
CR, 
By substituting (4-16) and (4.11) in (4-10), the critical value of RL that produces oscil- 
lations is given by the expression 
2f (C2R, 4 + 2LCR2 + L2) v RL 
---: 
re 
LCRV2 
(4.17) 
In linear systems theory, this critical value delimits the boundary between stability and 
instability. The latter is characterised by the onset of oscillations. 
4.3.2 A Nonlinear Dynamics Perspective 
A nonlineax dynamics analysis is next initiated. The system equations of the second 
order system are first written down as 
dIL (V iLR, - V2) (4.18a) 
(iL) V2) 
dt L 
dV2 iL i2 
(4.18b) 
IAc- 
where iL (the inductor current) and V2 are the state variables. 
Setting (4-18) to zero retrieves the equilibrium points given by the expressions 
V2* =V- IL* R. (4.19) 
Il = 12 
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Solving (4.19) results in (4.11) giving two solutions for V2*. We focus on V2 =W+ 2 
(2v-f )2 IRIL) by the same argument in section 4.3.1. The other equilibrium IL* V RL 
V2 /RLV2 
ref 
Next, the stability of the equilibrium points is determined from the eigenvalues of the 
Jacobian matrix, J of (4.18) evaluated at the equilibrium points given by (4.19). 
_R, LL (4.20) 
V2 
ref 
R C(V*)2 L2 
The eigenvalues are given by the expression 
1( V2 
2 Ls 
ref +14 P1,2 : -- - :! 
ý- 
+ 
)2 jc- 
(4.21) 
2L RLC(V2) 2ý 
(L 
RL C (V2* 
where pi axe the eigenvalues with i=1,2. 
From (4.21), we observe that there is no other eigenvalue with a zero real part and that 
there exists a simple pair of imaginary eigenvalues when 
R. 
-vf 
(4.22) 
L V*2 
,2 RLC 
The location of the Hopf bifurcation is found from (4.22). Since RL is the bifurcation 
parameter, we also obtain the expression of (4.17). It is also observed that the derivative 
of the real paxt of the eigenvalue with respect to the parameter of interest, in this case RL 
in (4.21), does not result in zero. That is, 
dRe(pi (RL)) 
00 (4.23) 
dkL 
This ensures that the transversality hypothesis is satisfied. 
When the complex conjugate eigenvalues cross the imaginary axis into the right half 
plane, a Hopf bifurcation occurs. The equilibrium changes from being stable to unstable 
and there is a birth of a limit cycle which can be stable or unstable. The former is a case 
of a supercritical Hopf bifurcation while the latter is that of a subcritical Hopf bifurcation. 
If the limit cycle is stable, self-sustained oscillation is observed. 
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Figure 4.13: Bifurcation diagram of V2* against RL showing subcritical Hopf bifurcation at 
RL = 3.39Q. Filled dots represent stable periodic orbits and open dots represent unstable 
periodic orbits 
4.3.3 Bifurcation Study 
To investigate quantitatively an example, the following parameters are used: L= 250AH, 
C= 120pF, R, = 0.2SI, V= 25V, Vf = 14V. Parameter RL is used as the main bifurcation 
parameter. 
Three values of RL considered are RL = 12.0,3.0,4.0}Q. The system equilibrium and 
its associated stability are tabulated in Table 4.5. 
RL (0) V2 (V) PI, 2 Stability_ 
4.000 24.6017 -62.670 j5773.49 stable 
3.000 24.4659 54.780 j5773.49 unstable 
2.000 24.1897 297.837 ± j5773-49 unstable 
Table 4.5: Equilibria and their stability for the second order system 
From Table 4.5, we witness a change of stability as RL is reduced from 4. OOQ. The pair 
of complex conjugates crosses the imaginary axis into the right half plane, suggesting a Hopf 
bifurcation, and giving rise to periodic solutions. This occurs at RL = 3.393Q evaluated 
from (4-17). 
To investigate in more detail, the bifurcation diagram of Fig. 4.13 is generated from 
XPPAuT. It shows one of the state variables V2* against RL. V2* was chosen for the purpose 
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Figure 4.14: Trajectory Of V2 the input of the converter, against time(s) at RL = 3.7Q exhibiting 
(a) an equilibrium, (b) limit cycle 
of illustration because it represents the input voltage to the converter, although IL* presents 
the same qualitative information. 
In Fig. 4.13, the stable and unstable equilibrium branches are indicated by thick and 
thin lines respectively; filled dots denote stable periodic solutions while unfilled dots mark 
unstable ones. As predicted, the stable equilibrium branch becomes unstable at RL 
3.393f?. 
In addition, a subcritical Hopf bifurcation is revealed as periodic-solution branches em- 
anate from the stable-equilibrium branches. Unstable at first, they turn and becomes stable. 
Both analyses predict oscillation for RL < 3.39Q and a stable equilibrium for RL > 
3.39R. However, the nonlinear analysis reveals that for 3.39P < RL < 3.97Q, a stable 
equilibrium coexists with a stable limit cycle. Under a large enough perturbation, the system 
could break into self-sustained oscillations, which might cause malfunction or damage. This 
is another example of coexisting attractors; the conventional linear analysis misses this 
possibility. 
For example, at RL = 3.711, the linear analysis presumes a stable equilibrium. However, 
Fig. 4.14(b) demonstrates that under the event of a large perturbation, the trajectory 
assumes the attractor of a stable limit cycle, and oscillates with a large magnitude. Such 
a phenomenon to the unwary engineer may surface as spurious oscillations attributed to 
external sources. 
4.4 Third Order System 
The first order system model of section 4.2 emulating the power system powered in 
sunlight only is next extended to include a third order filter. Such filters are commonly 
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used in DC-DC converters as EMI filters. However, the third order filter, in fact, also 
describes the inherent parasitics in a real system. 
Solar Array Buck Converter 
The capacitance C1, also includes the solar array's self-capacitance, while the inductance 
L includes wiring inductance, and the resistance R,, represents wiring resistance. The 
capacitance C2 also includes the input reservoir capacitance of a practical DC-DC converter. 
The overall system shown in Fig. 4.15 is now third-order. 
L Rs iL i2 12, 
+ 
V, Cc V2 RL 
-Vi -12 
74, 
- I 
Figure 4.15: Schematic of third order power system 
4.4.1 System Equations 
The system equations are a coupled set of three nonlinear autonomous differential equa- 
tions 
dvl il(Vl) - iL 
dt C, 
diL Vl - iLR, - V2 
dt L 
dV2 iL - i2(V2) 
dt C2 
= fl (Vl v 
iL) V2) 
= f2(Vl)iL)V2) 
= f3(Vl)iLiV2) 
(4.24) 
which is of the form :k=f (x). The same procedure is used to find the system's equilibrium 
points. 
4.4.2 Equilibrium Points and Stability 
By setting fl = f2 = f3 =0 in (4.24), we obtain 
I; = 
IL* 
Vj* Il R. + V2* (4.25) 
I1 2* 
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Recall from (3-14) that there are two expression describing two possible modes of op- 
eration for the converter. Concentrating on the undesirable mode first, we have IL* = 
12* = V2*IRL. Thus, Vj* = iL*(RL + R, ) and the equilibrium point IL* can be obtained by 
numerically solving 
IL* =a 1., 1_ 
(exp(Iý(R, + RL)/n,, Vth) -1 (4.26) 
1 
exp(Voc/nsVth) -1 
Back substituting, we obtain the other state variables at equilibrium from V2* = IL*RL 
and Vj* =V2*+IL*R,. 
In the desirable mode, 12* = IL* = V2 IV2*RL. Therefore, ref 
1 
ý2 L*RL)+IL*R,, Iln, Vth)-l Il = aIc 
(exp([(VIf IIý 
(4.27) 
exp(V,,, /n, Vth) -1 
)l 
with V2* = 
V, 2, 
f IIIRL and Vl* = V2* + IL* R, 
The stability of each equilibrium can be investigated by examining the eigenvalues of 
the Jacobian matrix J of the system at equilibrium. Since it is a third-order system, there 
are three eigenvalues denoted IP1, P2, P3}- 
Rom (4.24), the Jacobian in the desirable mode is derived as 
ctIscexp(V, */n, Vth) 0 
n, VthCl(exp(Voc/n,, Vth) - 1) Cl 
j1R, (4.28) 
LLL 
0 
VMI f 
(V*)2 j C2 RL C2 2 
In the undesirable mode, the Jacobian is instead 
aIexp(VI*/n. Vth) 0 
n»VthCl(exp(Voc/n$Vth) - 1) ci 
1 R, (4.29) 
LL -Z 
011 
C2 -NLC2 
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We investigate quantitatively an example using the following parameters values: I,, = 
4A, Vý, = 46.2V, Vth = 25mV, n, = 44, C1 = 350jAF, C2 = 50MF, L= 700pH, V,, f = 14V, 
RL = 3.9211, Ra = 0.211. 
Four cases are considered, a= 10.25,0.35,0.75,1.001. While numerically evaluating 
the equilibrium points, care is taken to identify only the real ones. These are tabulated in 
Table 4.6, obtained using Maple. 
Undesirable mode (V2* < Desirable mode (V2* ý! Vf) 
1 
1* 
v 
1 
IL v 12 
1 
v I! v 12 
0.25 Di 1.00 4.12 1.00 3.92 1.00 
0 35 
1.40 5.77 1.40 5.49 1.40 C2 1.40 36.00 2.00 35.72 2.00 
. C3 1.13 45.38 1.13 44.15 1.13 
0 75 
Bi 3.00 12.36 3.00 11.76 3.00 B2 3.00 17.27 3.00 16.67 3.00 
. B3 1.11 45.70 1.11 45.48 1.11 
1.00 A3 1.11 45.85 1.11 45.63 1.10 
Table 4.6: Equilibrium points of third order system 
The stability of each equilibrium is next determined from the eigenvalues of the respect- 
ive Jacobian matrices of (4.29) and (4.28) and tabulated in Table 4.7. 
a Pi P2 P3 Stability Mode 
0.250 Di -2357.3 - j5037.9 -2357.3 + j5037.9 -673.1 stable undesirable 
ci -2357.3 - j5037.9 -2357.3 + j5037.9 , -673.1 stable undesirable 
0.350 C2 +199.7 - j5687-7 +199.7 + j5687.7 +98.5 unstable desirable 
C3 +38.8 - j5691.2 +38.8 + j5691.2 -545.3 unstable desirable 
B, -2357.3 - j5037.9 -2357.3 + j5037.9 -673.1 stable undesirable 
0.750 B2 +1414.3 - j5315.1 +1414.7 + j5315.1 +485.7 unstable desirable 
B3 -106.3 - j5528.5 -106.3 + j5528.5 -4526.1 stable desirable 
1.000 1 A3 1 -100.0 - j5447.8 - 100.0 + j5447.8 -4526.1 1 stable desirable 
Table 4.7: Stability of equilibrium points of third order system 
For a=0.75, there are three equilibria B1, B2 and B3. Two of which are stable: B1 and 
B3. The unstable ones have eigenvalues in the right half plane. For a=0.25 and a=1.00, 
the single equilibrium is stable, with all eigenvalues in the left-half plane. 
From Table 4.7, lowering the illumination intensity from a=0.75 to a=0.25 sees 
the disappearance of two equilibria and B, moves to D, at a=0.25. Likewise, when the 
illumination is reduced from a=1, two additional equilibria are created, e. g. B1 and B2 at 
a=0.75. 
This third-order system apparently mirrors the dynamics seen in the first-order system 
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studied in section 4.2. The existence of multiple equilibria also suggests hysteresis. However, 
the dynamics are more complex. 
This is because it is also evident from Table 4.7 that the pair of complex eigenvalues (pi 
and p2) crosses the imaginary axis into the right-half plane as the illumination is reduced 
from a=0.75. This is observed as the stable equilibrium B3 moves to C3 and becomes 
unstable. At the point where the real part of the complex conjugates changes sign i. e. there 
exists a simple pair of imaginary eigenvalues, a Hopf bifurcation occurs. As before, this is 
further investigated using XPPAuT to generate the bifurcation diagram shown in Fig. 4.16. 
The values a=0.4036 and a=0.8998 delimit the range where two stable and one 
unstable equilibria exist. 
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alpha 
Figure 4.16: Bifurcation diagram of V2* against a, showing a subcritical Hopf bifurcation at 
a=0.4036. Filled dots represent stable periodic orbits and open dots represent unstable 
periodic orbits 
But there are further interesting features. At a=0.4036, a subcritical Hopf bifurcation 
occurs which gives rise to unstable periodic solutions (unfilled dots). Because of the sub- 
critical Hopf bifurcation, the upper stable equilibrium branch becomes a saddle-focus and 
hence becomes unstable in the range ot E [0-3059,0.40361. The dynamics in this range is 
particular interesting, but complex. We can, at this moment, do no more than predict the 
dynamics from a geometric perspective without formulating any concrete results. 
*slatle li'mit cycles 
0 c) 0oo0 
8nsotabole limit cycles_ 
0"0 
Hopf bifur 
unstable equilibriu 
stable equilibrium branch 
unstable equilibriu anch"Yýo 00000 
stable .... 
Fig. 4.17 shows the three equilibria in state space in the range aE [0.3059,0.4036]. 
Each equilibrium is associated with an eigenplane El and an eigenline E*. For the lower 
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equlibrium, it has a pair of stable complex conjugates eigenvalue and a stable real eigenvalue. 
The upper equlibrium has a pair of unstable complex conjugates eigenvalue but a stable real 
eigenvalue, so it is a saddle focus. Sandwiched between these two equlibria is an unstable 
equlibrium, with an unstable pair of complex conjugates eigenvalue and an unstable real 
eigenvalue. So, a slight nudge on the upper equlibrium branch would cause the system 
operation to move oscillatory onto the stable lower equilibrium branch. 
(upper branch) 
E' 
equilibrium (intermediate branch) 
(lower branch) 
Figure 4.17: Geometric view of the stable and unstable equilibria in the range aE 
[0.3059,0.40361 
Auto also picked up apparently another Hopf bifurcation at a, = 0.8998. However, a 
simple pair of complex conjugates actually does not exist at this a, value, hence does not 
subscribe strictly to the definition of a Hopf bifurcation. This is due to the nature of the 
bifurcation which occurs at the vertex of the converter's characteristics when the array's 
chaxacteristics intersect it. Because the converter is described by two functions, it is non- 
smooth. Unfortunately, Auto does not handle non-smooth systems well [Olivar, Fossas 
Batlle, 19991. 
In this case, when two equilibria emerge (disappear) as the illumination is decreased 
(increased) at the critical value of a -- 0.8997. One of them whose eigenvalue is a pair 
of complex conjugates also abruptly emerges (disappears) from the right half plane. This 
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Figure 4.18: At a=1, (a) trajectory Of V2 (b) state plane Of iL and V2 showing an equilibrium 
with initial conditions v, = 23.5V, iL = 1A and V2 = 23.5V; (c) trajectory Of V2 (d) state plane 
Of iL and V2 showing a limit cycle with initial conditions v, = 23. OV, iL ý 1A and V2 = 23. OV 
holds some similarity to the border collision bifurcation described in [Banerjee, Ott, Yorke 
& Yuan, 1997] for a map. A border collision bifurcation is characterised by an eigenvalue 
jumping discontinuously over the unit circle instead of traversing it smoothly. This contrasts 
to standard bifurcations in smooth systems. Whether this is to be classified under borderline 
bifurcations or a non-standard Hopf bifurcation will require further investigation but will 
not be tackled in this thesis. The importance of this work is to establish that nonlinear 
behaviour abounds. 
Although Auto incorrectly picks up a Hopf bifurcation at a=0.8997, unstable peri- 
odic solutions were found emanating from this bifurcation close to a=0.8998. These 
unstable periodic solutions turn and become stable (indicated by filled dots) at a=0.3403, 
reminiscent of a subcritical Hopf bifurcation. 
Now, in the range 0.3403 <a<0.8998, three attractors coexist: two stable equilibria 
and a stable limit cycle. There are also two unstable periodic solutions and an unstable 
equilibrium, making for very complex transient dynamics. So, the system can either be 
ams 801 0015 002 0.025 0.03 0035 t 
4.5 Third Order System with Undervoltage Lockout 86 
perturbed onto the lower stable equilibrium branch or converge onto a stable limit cycle. 
This is demonstrated by starting the trajectory Of V2 with different initial conditions 
but under the same operating conditions. Figs. 4.18(a) and 4.18(b) show the evolution of 
the trajectory v2 and the state plane projection of two state variables as it approaches an 
equilibrium. Figs. 4-18(c) and 4.18(d) instead settle onto a limit cycle. 
The range a>0.34 is of particular engineering concern, because besides the desired 
stable equilibria, stable limit cycles exist. These self-sustained oscillations can be of a large 
magnitude, which becomes a serious threat to reliable operation. 
4.5 Third Order System with Undervoltage Lockout 
In the next model, an undervoltage lockout circuit is introduced into the system de- 
scribed in section 4.4. This is shown in Fig. 4.19. The reason is now apparent: we want to 
prevent the system from operating in the undesirable mode, to avoid the effects shown in 
the previous section. 
Such circuits are commonly employed to prevent overdischarge of batteries during ec- 
lipse, or to ensure that converters operate in their proper mode so that the payloads do not 
receive an unregulated voltage. 
undervoltage 
lockout 
payload 
Figure 4.19: Simple model of spacecraft power system with third order filter and undervoltage 
lockout circuit 
4.5.1 System Modelling and Description 
The lockout circuit has its own hysteresis, which is included to prevent switch chatter- 
ing. When V2 falls below a preset threshold Vl,,, the switch S opens and disconnects the 
converter's input. The switch remains open while the solar array charges the capacitors. 
When the voltage across C2 rises above a higher preset threshold Vhj, the switch closes and 
reconnects the converter. 
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This hysteresis is described by a switching function s(t): 
0 if V2 VI, (switch open) 
S(t+) 1 if V2 Vhi (switch closed) (4.30) 
SI Io < V2 < Vhj (switch unchanged) (t if V 
where s(t) E 10,11 is the state of switch S at time t. 
The converter supplies a payload which draws constant power P. Due to the under- 
voltage lockout circuit, instead of (3.14), the converter characteristic now becomes 
0 if V2 Vlco (4.31a) 
i2 P 
if V2 Vup (4-31b) 
V2 
If Vlo < V2 < V. p, the switch state is unchanged, and i2 assumes the previous value. 
Combining these models and the array characteristic given by (3.11), the overall system 
equations axe given by 
dvj il -iL (4.32a) wt- == C, 
diL 
= 
VI - iLR, - V2 (4.32b) 
dt L 
dV2 
= 
iL - i2S(t) (4.32c) 
dt C2 
The following parameter values are used: P= 50W, C1 = 50pF, C2 = 350AF, L 
700/. zH, V,, c = 46.2V, n, = 44, Vth = 25mV, V1. = 19V, Vhj = 21V Ic = 4A. 
4.5.2 Bifurcation Study 
To investigate the system dynamics qualitatively, we again look to the bifurcation dia- 
grams. Figs. 4.20 and 4.21 show bifurcation diagrams of fvl*} against a, which is used as 
the bifurcation parameter. For each a sampled in the range 0.3 <a<0.6, Iv, *} is the 
collection of the values of v, repeatedly captured each time the trajectory touches the state 
plane surface at V2 ý Vhi. This value was chosen for convenience; sampling other state 
variables would give qualitatively similar results. 
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Figure 4.20: Bifurcation diagram of Ivil against relative il- 
lumination level a, with initial conditions vj ` V2 = 20.9V, 
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Figure 4.21: Bifurcation diagram of Iv, } against relative il- 
lumination level ce, with initial conditions V1 = V2 = 20. OV, 
iL = 1A 
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Figure 4.22-. Largest Lyapunov exponent, Amax 
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Instead of using a simulation package, the bifurcation diagrams were implemented in C. 
This is to increase simulation speed and improve flexibility. 
The integration of the state space trajectories were performed using a Runge-Kutta 
integration routine. A fixed time step was used, except near the switching instants, which 
were located precisely via repeated bisection. This is necessary to minimise truncation 
error. 
Figs. 4.20 and 4.21 were computed using two different initial conditions. The identity 
of the attractor for each a in the bifurcation diagrams is established from its maximum 
Lyapunov exponent Amax, which is computed along with the state equations and shown 
in Fig. 4.22. A negative Am,,., indicates equilibrium, a zero A .... x for a limit cycle, and an 
indicator of chaos is a positive Amax. 
1.7 
1.5 
1.3 
1.1 
os 
0.7 
0.5 
la 
3 
2. S 
2 
1.5 
I -j 2 
(b) 
3 
2.5 
2 
t. 5 , 
to 
28 
2.3 
is 
1.3 L 
17 
(C) (d) 
Figure 4.23: State plane trajectories of vi (x-axis) and iL (y-axis) showing (a) coexisting limit 
cycles at ct = 0.35, (b) a periodic attractor at a=0.485, (c) a higher period attractor at 
a=0.555, (d) a chaotic attractor at a=0.576 
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Th computation of Lyapunov exponents in non-smooth systems requires special hand- 
ling of discontinuities. These issues axe addressed in the next chapter, along with the 
implementation of the modified variational-equation algorithm [Miiller, 1995] that is used 
to ensure correct results in Fig. 4.22. 
As shown, it is revealed that two limit cycles (X = 0) coexist in the range aE 
[0.3,0.443], each having its own basin of attraction. The state plane trajectory of vi and iL 
is shown in Fig. 4.23(a) for a=0.35. 
At a=0.443, the two limit cycles collide, and the outer one dominates; from here on, 
the two bifurcation diagram are identical. At a=0.483, a period-2 limit cycles emerges, 
associated with a chaotic transient. The state plane at a=0.485 is shown in Fig. 4.23(b). 
it converges back to a period-1 at a=0.5 but splits again into a period-2 at a=0.528. 
At a=0.535, a tiny band of chaos is observed > 0). For aE [0.547,0.597], chaos 
(, \ ...... > 0) is interspersed with periodic windows. One of them is at a=0.555, whose state 
plane is shown in Fig. 4.23(c). 
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Figure 4.24: Chaotic time waveform of v, at ci = 0.576, showing sensitive dependence on initial 
conditions 
Besides a positive maximum Lyapunov exponent, other properties of chaos are evident. 
Fig. 4.23(d) shows the state plane projection of a chaotic attractor at a=0.576, reminiscent 
of other classical attractors such as the R6ssler's attractor. At the same illumination, we 
also observe the property of sensitive dependence on initial conditions in Fig. 4.24. With 
just a 0.02V difference for vI, the waveforms, at first nearly identical, soon quicIdy diverge 
and become uncorrelated. Fig. 4.25 shows a Pomicare section, constructed by plotting v, 
against iLi sampled each time v2 crosses the (V,,, + Vhi)/2 threshold. The fractal nature of 
this attractor is further evidence of chaos. 
The chaotic operation can be described qualitatively as follows. First, let us temporarily 
ignore the undervoltage lockout. The constant-power input characteristic of the converter 
presents a negative resistance, which excites the resonance between the inductance and 
effective capacitance, causing self-oscillation, as the capacitors discharge during voltage 
collapse, then recharge from the solar array while the converter is locked out. This oscillation 
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Figure 4.25: Poincar6 section at V2 = 20V with vj plotted against iL for a=0.576 
has its own frequency, determined by the capacitance and the charge/discharge currents. 
In general, these two oscillations are at incommensurate frequencies, so quasi-periodicity 
might occur. But there is a nonlinear interaction between the two oscillations. They can 
lock together, resulting in period multiplication; or they can synchronise intermittently, 
possibly causing chaos. 
There are stable equilibrium points < 0) for aE [0.592,0.595]. When a> 
0.597, there is adequate illumination for the switch to close continuously, giving a stable 
equilibrium which is the desired operating mode of the power system. 
4.6 Summary 
Various aspects of spacecraft power system stability have been studied with the aid of 
simplified models. They have been studied analytically and numerically, using computer al- 
gebra and nonlinear dynamics software. The presence of saddle-node and Hopf bifurcations 
were confirmed; and simulation results reveal coexisting attractors and chaotic behaviour, 
typical nonlinear behaviour. This approach sheds new light on some familiar but poorly 
understood effects, including bus voltage collapse, spurious oscillations and 'chaotic' noise. 
Designers should recognise that nonlinear phenomena such as limit cycles, coexisting 
attractors, bifurcations and chaos can occur even in a simple power system. If such be- 
haviour is left unpredicted or unrecognised, it could lead to malfunctions or even mission 
termination. In spacecraft engineering, which is characterised by complex nonlinear multi- 
dimensional power systems, there are important implications for reliability. 
Chapter 5 
Computation of Lyapunov 
Exponents: A General Technique 
for Verifying Nonlinear Behaviour 
in Power Electronics Circuits and 
Systems 
Abstract 
Ideal power converters are governed by differential equations with discontinuous right 
hand sides. General purpose algorithms to compute their Lyapunov exponents assume 
smooth equations, so are not directly applicable to systems with discontinuities e. g. 
power electronics. This chapter reviews the methods and their problems, focusing on 
the largest Lyapunov exponent, which dominates system behaviour. This study was mo- 
tivated in direct response to ascertain apparent chaotic behaviour in the space power 
system model suggested from the bifurcation diagrams. To cope with the discontinu- 
ities found in the space power system model, and in general to power electronics, the 
variational equation approach can incorporate an algorithm proposed by Miller. Con- 
firmation of this approach is applied to a well-known voltage-controlled Buck DC-DC 
converter to verify chaos. The algorithm is then implemented for the space power system 
model where periodic and chaotic behaviour were distinguished. 
5.1 Introduction 
Lyapunov exponents (LEs) are one of the best known indicators to categorise the 
different classes of steady state behaviour in nonlinear dynamical systems: equilibrium 
points, limit cycles, quasi-periodicity and chaos, collectively known as attractors. In an 
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n-dimensional dynamical system, there exists a spectrum of n Lyapunov exponents, each 
measuring the average rate of exponential contraction or expansion between neighbouring 
trajectories along a set of orthonormal directions in the region of state space where the 
attractor lies. 
However, of qualitative interest is the largest one, i. e. the most positive, since it dom- 
inates the system's response to perturbations. All that is required to confirm chaos is a 
positive LE. Since even tiny perturbations magnify exponentially, closeby trajectories in the 
state-space quickly become uncorrelated and lose predictability eventually. This cultivates 
an extreme sensitivity to initial conditions and reflects a characteristic property of chaotic 
behaviour. 
Power electronic systems are variable structured time varying nonlinear systems. Their 
system operation toggles between a finite set of circuit configurations due to the action 
of the diodes and switches. Such systems have been shown to exhibit a wide variety of 
nonlineax phenomena, such as subharmonics and chaos Peane & Hamill, 1990a], [Hamill, 
1995]. In DC-DC converters, this behaviour has been investigated by means of iterated 
mappings [Hamill, Deane & Jefferies, 1992]. 
If a dynamical system can be described by a mapping, the LEs can be computed from 
the Jacobian matrix evaluated for a long sequence. However, this approach is not easily 
applied to power converters. The difficulty lies in obtaining the mapping, which is usually 
done by taking a Poincar6 section, or a stroboscopic section for driven systems. Because of 
the switching action, the original converter is piecewise-linear in time, and this leads to dis- 
continuities in the mapping. If the converter is considered to be piecewise linear, analytical 
solutions can be obtained for each topological state of the converter, but numerical compu- 
tation is still needed to locate the switching instants, because transcendental equations must 
be solved [Hamill, Deane & Jefferies, 1992]. A further drawback of the mapping approach 
is that power electronics engineers are generally unfamiliar with discrete-time systems, and 
time-domain simulation of power converters is an accepted technique. (The modelling and 
control literature shows a marked preference for continuous-time average models. ) 
In computing Lyapunov exponents (either the largest or all of them), well-established 
algorithms [Parker & Chua, 1989] can readily be applied if the system equations are known. 
However, such algorithms are based on the assumption that the equations are smooth, 
i. e. the vector field is continuously differentiable. Consequently, direct application of these 
algorithms fail for systems with discontinuities. Unfortunately there is very little literature 
on this issue. 
Because power electronic systems are characterised by switching discontinuities and 
mapping functions are difficult to derive, we require a practical and efficient algorithm to 
compute the Lyapunov exponents directly from the state equations. 
Recently, Milller [Miiller, 1995] proposed a general algorithm to compute the LEs for 
dynamic systems with discontinuities, and it is applicable to power converters. 
In this chapter, we first review why existing approaches produce erroneous results when 
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applied to non-smooth systems. We then study the feasibility of Miller's algorithm for 
power electronics and show how this is implemented. The algorithm is then put to test 
by computing the largest LE to verify chaotic behaviour in a well known Buck DC-DC 
converter. Finally, we implement the algorithm for the space power system model to es- 
tablish the identity of chaotic and other qualitative nonlinear behaviour suggested from the 
bifurcation diagrams in the previous chapter. 
5.2 Computation of the LLE 
It follows from section 2.4.5 that since the LLE dominates over all others and we are 
interested in the evolution of closeby trajectories, it is sufficient to define it directly in terms 
of the evolution of an infinitesimal perturbation: 
Al = lim liin 
1 ln 
lläx(t)11 ý (5-1) 
dx(O)-+Ot--+ 
(t 
FI(i-X(0)Ilj 
where bx(O) is an initial small perturbation from x(O) and 11 - 11 denotes a vector norm. 
As observed from (5-1), we are concerned with tracking the evolution of a perturbation 
associated with a reference trajectory. Since the LLE is of paramount interest, in what 
follows, we focus on the computation of the LLE, although this material can be extended 
to the other LEs as well. 
5.2.1 Difference Method 
The direct interpretation of (5.1) gives the difference (or direct) method. Consider two 
trajectories that are computed by numerical integration: 
ic =f (x); x(0) (5.2a) 
Sr =f (y); y(0) = x(0) + bx(o) (5.2b) 
where x(t) and y(t) are the solutions to (5.2a) and (5.2b) with initial conditions x(O) and 
y(O) respectively. The difference Jx(t) = y(t) - x(t) expands and contracts with t. After a 
sufficiently long time T (many times around the attractor), the LLE is computed from 
1 
In( 
I ly(T) - x(T) I1 (5.3) 
TI ly(o) - X(O) II 
In practice, this method is unusable without refinement. If the LLE is positive, as in 
a chaotic system, the initial perturbation grows until x and y are on the opposite extreme 
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sides of the attractor, at which point they can diverge no further; and beyond which time, 
the calculated LLE will be smaller than the true value. This 'saturation' effect results 
from the use of a non-infinitesimal perturbation. Once 6x(O) becomes comparable to the 
dimensions of the attractor, it can no longer be considered small. Although 6x(O) should be 
infinitesimal, it cannot be chosen arbitrarily small in practice, because of limited machine 
precision. 
If, instead, the LLE is negative, bx shrinks until eventually underflow occurs; x(T) =- 
y(T), to machine precision. Then a run-time error occurs when attempting to evaluate 
the logarithm of zero in (5-3). Moreover, rounding and truncation errors cause significant 
numerical noise if Jx is very small. 
To avoid these effects, it is necessary to renormalise the perturbation regularly. This 
means choosing renormalisation times It, } at which to scale 6x(t'. ) back to its original size 
116x(O)II, multiplied by a scaling factor s,. Ideally, this is done many times, then the LLE 
can be computed from the product of the scaling factors, and A, -- In IT, I -il I. 
IT. 
If one is interested in all LEs, not just the laxgest, then the more complex procedure of 
reorthonormalisation is needed [Paxker & Chua, 1989]. 
The difference method raises many difficult practical questions and is seldom used. 
Here, we describe it solely for the purpose of illustration. If one is determined to use this 
approach for the sake of simplicity, then prior information such as the size of bx(O), and the 
renormalisation time It, } must be known. This becomes both inefficient and inaccurate. 
5.2.2 Variational Method 
To overcome the problems in the above approach, the variational method [Parker & 
Chua, 1989] is used. Applying Taylor's theorem to (2.9) for an infinitesimal perturbation 
bx, 
d (x + Sx) =f (x) + F(x)Sx (5.4) dt 
Subtracting (2-9), we have the variational equation 
d 
Wt-Sx = F(x)Sx (5.5) 
Essentially this linearises f (x) at each point along a reference trajectory x(t), describing 
the dynamics in an infinitesimal neighbourhood of the point by a linear system. An infin- 
itesimal perturbation Jx would evolve according to (5.5). Because it is linear, Sx(O) can be 
chosen to have any convenient non-zero value. After a sufficiently long time T the LLE is 
calculated from 
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A, ; Z: ý 
1 
log 
115x(T)II (5.6) 
T JISX(0)11 
Renormalisation will probably still be necessary to prevent underflow and overflow, 
but the choice of renormalisation time It,. } becomes non-critical. For instance, we could 
renormalize whenever 115x(t) II leaves the interval [10-3,103] or [10-6,106] without affecting 
the result. Obviously, the interval selected must be within machine precision. 
Even when F(x) can be found analytically from f (x), x must be obtained numerically. 
The simplest way is to solve (5.5) simultaneously with (2-9), forming a 2n-dimensional 
augmented system: 
d[x (X) (5.7) 
dt bx Ff(x)Jx 
] 
The variational method is an improvement upon the difference method for two reasons. 
First, it deals with infinitesimal perturbations, which is how the Lyapunov exponent is 
defined, so it is more accurate. Secondly, the variational method avoids the saturation 
problem. In what follows, we adopt the variational method. 
5.3 The Effect of Discontinuities 
Power converters are a special case in that the action of their idealised switches and 
diodes inherently introduces discontinuities into f (x), and the effects must be addressed. 
- reference trajectory 
........... ..... perturbed trajectory 
VU 
bv; 
Uo- 
diHerence trajectory 
Figure 5.1: Triangle wave gen- Figure 5.2: Propagation of perturbation through 
erator switching events 
Our first observation is that numerical integration must not use a fixed time step, or 
a large local truncation error is committed when the step spans a switching instant. The 
proper way to handle switching events is to detect them, locate the switching instant t, as 
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precisely as possible, integrate up to t,, apply the appropriate new-initial conditions at t,,, 
then integrate onwards. 
The second observation is that if f (x) contains step discontinuities, then F(x) contains 
impulses (Dirac delta functions). In extreme cases (e. g. a capacitance discharged via a 
switch), F(x) will be even more pathological because x itself is discontinuous. The above 
strategy for handling switching instants is insufficient to integrate the variational equation 
accurately. A simple example illustrates this. 
Fig. 5.1 shows a triangle-wave generator, comprising a controlled current source ±I, a 
capacitor C, and a Schmitt trigger (hysteretic comparator) with lower and upper thresholds 
V, and V,, respectively. The Schmitt trigger output S(v) E 10,1} determines the direction 
of I depending on the history of the capacitor voltage v. Thus v is governed by 
dv +I if S(V) =0 (5.8a) c f (V) = dt I 
if S(V) =1 (5.8b) c 
and the trajectory v(t) cycles between VI and V,,. Here F(x) is simply dfldv, which is 
zero everywhere apart from the switching points v=V, and v=V, where it is ±oo. 
Now consider a perturbation 6v. As can be seen from Fig. 5.2, the perturbed trajectory 
is simply offset along the time axis. The difference Jv(t) between the perturbed (dashed) 
and unperturbed (solid) trajectory alternates between a positive and negative value at each 
discontinuity. Although shown for a sizeable perturbation, the principle clearly holds for 
an infinitesimal perturbation too, resulting in a square wave. 
8v =f (v st 
-------------A-------------- 
o +) 
f (v 
------ ------ 
gradient gradient 
f (V-) f, o ') 
Figure 5.3: Discontinuity handling for the triangle wave generator 
Since (5-8) is piecewise constant, the vaxiational equation formed ignoring the discon- 
tinuities would be d(6v)ldt = 0, whose solution is a constant. This is qualitatively incorrect. 
One cannot simply avoid the discontinuities, one must integrate through them. 
If we are unwilling to entertain numerical integration of impulses, it is necessary to 
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applied of (5-9); (c) bottom: without correction 
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correct the perturbation to its true value following each switching event. Bearing in mind 
that the variational method deals with infinitesimal quantities, the correction must be 
applied just after the switching instant t,. Using superscripts - and + to indicate values 
just before and after a switching event respectively, the perturbation 6v- at t; needs to be 
corrected to 6v+ at t, +. This can be done using the intermediate value 6t shown in Fig. 5-3. 
By geometrical arguments, Sv- If - (v-) =R= 6v+ If + (v+). Therefore 
Jv += 
f+(v+) 
Jv- (5-9) 
f- (V-) 
Since f+ (v+) = -f - (v-) for every switching event, the adjustment produces a square 
wave, which is correct. 
In order to verify its validity, we approach with a test case with this example using 
parameter values: C= 83-33/iF, V,, = 12V, V1 = OV and I= 1A. This gives a period of 
ims for the triangle wave generator. We begin with a perturbation of 1V. Fig. 5.4(b) shows 
the difference trajectory alternating between +1V and -1V when (5.9) is applied but when 
chosen to ignore this correction, we instead end up with a constant difference trajectory in 
Fig. 5.4(c). This result is clearly incorrect and demonstrates that the correction of (5-9) is 
necessary. 
5.4 Summary of Miiller's Algorithm 
The above argument was recently extended by Mfiller, who proposed a general method 
to compute the Lyapunov exponents of dynamical systems where f (x) contains various types 
of discontinuities [Mfiller, 1995] (the mathematical proof is found in Appendix A). 
Consider a piecewise-smooth time-invariant system of the form 
f(x) f (X), t<t, 
f+ (x), t>t, 
(5.10a) 
(5.10b) 
where the superscripts - and + indicate values just before and after the switching event 
respectively. Close to a switching instant t, the augmented system (5.7) is given by 
d[x f(x) = 
f-(x), t<t, 
dt Jx 
1=t 
f+(x), t>t, (5.11) 
F(X)JX 
1 
The switching instant t, occurs when an indicator function h(x(t, )) = 0. Let its Jac- 
obian be H(x(t)) = D. h(x(t)). At switching, the state vector is transformed by an impact 
function, x(ts+) = g(x(t, -)). Let its Jacobian be G(x(t)) = D,. g(x(t)). 
5.4 Summary of Mfiller's Algorithm 100 
MiMer's algorithm for dealing with the propagation of perturbations through a dis- 
continuity is summarised here. The correction of Jx(t-) = Jx- to Jx(t+) = Jx+ during 85 
numerical integration of (5.11) can be stated as follows with reference to appendix A: 
Milller's Algorithm 
(a) Detect the occurrence of a switching event by monitoring the sign of h(x) and/or a 
local truncation error estimate and/or switch drive functions. 
(b) Use a numerical root-finding algorithm to locate the precise instant t, at which h(x) 
0. 
(c) Find the values of the state vector (x-) and the perturbation vector (Jx-) at t, 
(d) Solve the following equation for R: 
H (x-) [äx- + f- (x-) St] = 
for the autonomous case and 
H(x-, t., ) f -(x-, t, ) + 
Oh (x-, t, ) öt + H(x-, t, )Jx- =0 (5.13) 
1 
49t 
1 
for the nonautonomous case. 
(e) Obtain Jx+ from 
&x+ = G(X-)Sx- + [G(X-)f -(x-) - f+(x+)] Jt 
for the autonomous case and 
Jx+ = G(X-, t)JX- 
+[G(x-, t, )f-(x-, t, )+, 
og(X-, t., ) f+(X+, tl) öt (5.15) 
et 
1 
for the nonautonomous case. 
Originally developed for impacting mechanical systems, Miiller's algorithm is very gen- 
eral and can cope with the discontinuities found in power electronics. This includes certain 
undesirable situations that could nevertheless occur in practice. For instance, x is usually 
continuous across switching instants, accounted for by defining g(x) = X. But if a capa- 
citor is shunted by a switch, the voltage goes to zero when the switch closes. In Mfiller's 
algorithm the corresponding entry of g(x) is zero. 
To illustrate the application of Miffler's algorithm and its usefulness in power electronics, 
we consider the much-studied voltage-mode controlled Buck converter where operation in 
CCM (continuous conduction mode) is assumed. Two versions of this example are given 
here, one of which is autonomous and the other, nonautonomous. 
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Figure 5.5: Schematic of autonomous Buck DC-DC converter with voltage-mode feedback 
control 
5.5 The Autonomous Buck Converter 
5.5.1 Preliminaries 
The system in Fig. 5.5 is autonomous because a ramp waveform generator is included. 
Note that this circuit includes a switch across a capacitor. The ramp voltage v..... p rises from 
V, to V, at a rate dv,, mp/dt = IICI. When v,,,, p reaches V, switch S1 closes momentarily 
and v,., p falls instantly to V1. The period of the ramp is T, = Cl(V,, - VI)II. 
Defining x= [v i VraMP]T, the system equation is 
(i - v1R) 
c 
d SVI -v 
L 
I 
Vramp ZFI- 
(5-16) 
Let vcOn = A(v - Vf). In (5.16), S=1 if vc,,, < v,,, p or S=0 otherwise. 
Differenti- 
ating the RES of (5.16), the variational equation (5.5) is found as 
5.5 The Autonomous Buck Converter 102 
Jv 
110 
5v 
RC C 
d (5.17) jt- ji L00 
si 
L 
JVramp 
iL000L 
Jvramp 
J 
In this circuit there are two indicator functions signalling the occurrence of a switching 
event: 
hl (x) = vp - V 
h2 (X) = Vramp - Vcon 
5.5.2 Indicator ]Function h, 
First consider hi(x) = 0, which indicates when the ramp reaches its upper limit. Switch 
S, closes, discharging C, and ending a ramp cycle. State vaxiables v and i are continuous 
V I]T across the switching event but v,,,,,, p is reset to Vt. Hence gi (x) = [v The 
Jacobians of gi(x) and hi(x) are both constant matrices in this example: 
10 0] 
, Glý 010 Hi = [0 0 l] 
10 
01 
It is straightforward to solve (5.12) for 6t: 
sv; ýMpcl it =- ra 1 (5.20) 
There are three possibilities for switch S, depending on v,,,,,: 
W if VCC. ! ý- VI S remains closed; 
(ii) if Vt < vcon < Vu S makes a closed-to-open transition 
(iii) if VCO" ý! Vu S remains open. 
For cases (i) and (iii), there is no topological change, and applying (5-14) gives 
bv+ Jv- 0 
si+ si- +0 St (5.21) 
Jv+ ramp 0 
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Graphically depicted in Fig. 5.6(a), we can see clearly that at this discontinuity, the 
perturbation Jv-,,, p = 
Jv+ 
ra ramp) as correctly worked out by Miller's algorithm. 
But for case (ii), there is an additional closed-to-open transition in switch S. Jvr+. mp 
is worked out as above. In this special case, Mfiller's algorithm does not apply to the 
perturbations Sv and Ji, since h2 is undefined at this instant, violating the assumption 
that h is at least one-time differentiable. However, at this discontinuity, as depicted in 
Fig. 5.6(b), we see clearly that Jv and Ji in fact warrant no correction. 
f- 
sv- 
ramp lamp 
5v 
ramp 
+mp vramp cl v- vra ramp c 1) 
(a) 
5x- 
f+ 
ts at Vramp =Vu 
8ýc =8x+ 
(b) 
Figure 5.6: (a): Jv ..... p and (b) Sv and Ji across switching discontinuity at vramp = Vu 
5.5.3 Indicator ]Function h2 
Next consider h2(X) = 0, which indicates when the control and ramp voltages intersect 
whenever v,,,,,,, p V,,. All three state variables are continuous across the switching event, so 
92(X) =X= [V Vramp 
]T 
- The Jacobian matrices Of 92(x) and h2(x) = va,, p-A(v-Vf) 
are: 
1001, 
G2010 H2 
---: [-A 0 1] (5.22) 
001 
Now R can be found from (5.12) as 
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5v, -,, 
mp - AJv- (5.23) 
A i- - V- -I c Cý 
Finally, we find Jx+ from (5.14) as 
Jv+ Sv- 
si+ si- 
V, 
st (5.24) 
L 
Jv+ ramp st ZF 
, 
where the positive sign is taken for a closed-to-open transition of S and the negative sign 
for an open-to-closed transition. 
5.5.4 Indicator ]Functions h, and h2 
In the special case where Vcon Vramp --.,: V., hi(x) and h2(x) become zero simultan- 
eously. This case is already covered by the equality relation of subsection 5.5.2. 
5.5.5 Simulation Results 
We investigate the Buck converter using the following parameters values [Hamill, Deane 
& Jefferies, 1992]: L=20mH, C= 47pF, R= 220, A=8.2, Vf = 11.3V, VI = 3-8V, 
V. = 8.2V, with C1 = 90.90nF, I= 1mA, to give a ramp period of 400ps. We used 
VI E [25V, 40V] as the bifurcation parameter. The integration was performed by a fourth- 
order Runge-Kutta routine with a time step of 4ps, the switching instants being located by 
repeated bisection of the interval. 
Fig. 5.7 shows a bifurcation diagram (Ivcon} sampled at hi(x) = 0) and Fig. 5.8 shows 
the computed LLE. It can be seen that periodic behaviour (of various periods) is correctly 
indicated by an LLE which is almost close to but less than zero (Ama., < -0.3s-I ; it is 
observed to converge to zero if the algorithm is run further in time), whilst apparently 
chaotic regions have a positive LLE. 
As a check, we modified our program to compute the LLE without Miiller's algorithm, 
and got A.,,., = -0.276s-1 for all values of Vi. This qualitatively incorrect result demon- 
strates that Miller's algorithm is not merely a refinement: it is necessary for computing 
LEs of power converters. 
The magnitude of the LLE is interesting. In the chaotic region, it is about 1250s- 1; its 
reciprocal may be identified with a characteristic time of 1/1250 = 80011s. This is just two 
ramp cycles, revealing that nearby trajectories diverge extremely rapidly. 
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Figure 5.7: Bifurcation diagram for the Buck converter Iv,,, } plotted against VI; (y-axis: v,,,,, 
x-axis: VI) 
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Figure 5.8: Largest Lyapunov exponent Amax plotted against VI, computed by the variational 
method incorporating M61ler's algorithm for discontinuities; (y-axis: LLE, x-axis: Vi) 
5.6 The Nonautonomous Buck Converter 
5.6 The Nonautonomous Buck Converter 
We next look at the nonautonomous version shown in Fig. 5.9. 
+(Vu- ý )Frac(L) 
.IT 
Vref 
trIp 
Figure 5.9: Schematic of the nonautonomous Buck converter 
5.6.1 Preliminaries 
106 
The ramp generator is now described by v,.,,,, p = V, + (V,, - V, )Frac() where Frac(x) T 
returns the fractional part of x. The system is now nonautonomous and two-dimensional. 
The state vector x: is defined as [v i]T and the system equations axe expressed as 
(i - v1R) 
c 
dt (SVI - V) 
L 
The variational equation is worked out from (5.5) to be 
d 6v 6v RC C (5.26) 
dt 1 
L 
By Mfiller's algorithm, t becomes a state variable appended to (5.25), i. e. xn+1 =t and 
it follows that in+1 = l- With regards to t, let Jxn+l = Jto be defined as its perturbation 
and all other perturbations are set to zero. Thus the variational equation also involves this 
perturbation appended to (5.26) given by Jin+l = bio = 0. This recovers Ro when solving 
the variational equation and hence gives a zero value to one of the LEs. By considering the 
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second group of initial conditions, we obtain information about the type of attractor from 
the largest of the two remaining LEs. Because one LE is already zero, if it is negative, a 
periodic attractor is observed; a positive LE confirms chaos. 
The indicator function h(x) that constitutes correction of the perturbation vectors by 
Miiller's algorithm is given by 
t h(x) = Vt + (V, - VI)Frac(i; ) - Vcon (5.27) 
which is the intersection of the v ..... p and v,,,, when v,,,,, p : 7ý V.. The perturbations at the 
discontinuity when v,,,,, p = V. require no correction, analogous to the autonomous case. 
5.6.2 Indicator Function h 
Since both v and i are continuous across the switching event, we have Jacobian matrices 
of g(x) and h(x) given by 
H(x) = [-A 0] (5.28) 1 
Thus, R is worked out from (5.13) as 
st =- 
AJv- (5.29) 
A('- - "-) - 
V-v' 
C RC T 
Finally, Jx+ is solved from (5.15) giving us 
6v+ Jv- 0 
V, 6t 
(5.30) 
L- 
5.6.3 Simulation Results 
From Fig. (5-10) and (5.11), we observe that a zero LLE is obtained from the autonomous 
case. For the nonautonomous: case, one of the Lyapunov exponents as worked out from 
Appendix A is zero i. e. A. + 1=0. Thus, if Ai < 0, i=1, ---, n, then the LLE '\ 1=0. 
Hence, the LLE worked out for both the autonomous and nonautonomous cases is the 
same. 
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Figure 5.10: Bifurcation diagram for the Buck converter fvcon} plotted against'VI; (y-axis: vc,,,, 
x-axis: Vi) 
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Figure 5.11: Largest Lyapunov exponent Amax Plotted against VI, computed by the variational 
method incorporating M61ler's algorithm for discontinuities; (y-axis: LLE, x-axis: VI) 
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5.7 A Space Power System Model 
A simple model of a spacecraft DC power system was investigated in section 4.5. Bi- 
furcation diagrams suggested limit cycles, co-existing attractors and chaos. 
Defining x= [VI iL V21, the system equation is rewritten from (4.32) as 
V1 
dt iL 
L V2 J 
(il -0 
C, 
Vl - iLR, - V2 
L 
iL - i2S(t) 
C2 
(5.31) 
and the switching function is given by (4-30). Combining with (4.1) and (4.31), the Jacobian 
matrices of (4.32) associated with the respective switch domains are next obtained and used 
to construct the variational equation. 
For switch close (i. e. S= 1), the variational equation is given by 
aI,, exp( ") 
Svj n,, 
Vth 
ClnsVth exp( Voc 
dn 
Vth 
dt SiL L 
L SV2 j0 
0 bvj 
1ý1- 
_R -1 JiL LL 
1-p 6V2 j 2j U2- U2 V2 
For switch open, the variational equation is instead given by 
aI,,, exp( 
Svl 
n. Vth 0 Svj v Cln,, Vth exp( Oc Cl 
d 
n, Vth 
at- UL JiL 
LLL 
JV2 010jL h2 j C2 
5.7.1 Indicator Function hi 
(5.32) 
(5.33) 
In this system, there are two indicator functions that signal a switching event: 
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hl(x) ' V2 - Vhi (5.34) h2 (X) : -- V2 - Vio 
1 
The function of hj(x) =0 indicates that V2 has reached the upper threshold and the 
switch has to make a open-to-closed transition since S(t-) = 0. Therefore S(t+) =1 and will 
remain so until V2 becomes less than Vl,, because of the action of the switch hysteresis. Across T the switch transition, all the state variables are continuous, hence gi(x) = [vl iL V2] 
The Jacobians G1 and Hi are given by 
1001, 
Gl(x) 010 Hl(x) = [0 0 11 (5.35) 
10 
01 
From (5.12), we obtain 6t 
6t 
6V2 C2 
(5.36) 
i- L 
Applying (5.5), we obtain the expressions for the new perturbation vectors immediately 
after the switch transition from closed-to-open as 
8v+ Jv- 0 11 
ji+ ji- 0 st (5.37) LLp 
Sv+ Jv- 2 L- 2 _j c 
+)2 
2N 
5.7.2 Indicator ]Function h2 
We now consider the next indicator function, which indicates that V2 has fallen to the 
lower threshold, and the switch has to make a closed-to-open transition; now S(t-) =1 
and S(t+) = 0. Here, all the state variables are continuous. In this case, the Jacobians 
G2(X) = GI(x) and Hj(x) = H2(X). But instead, bt is given by 
6V2- C2 (5-38) 
i- p L V- 2 
and the perturbation vectors immediately after this transition should be corrected to that 
given by 
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Jv + Jv- 0 
+0 it (5.39) LLp 
Jv+ Jv- L2j2jc +)2 j 
-2N 
5.7.3 Discussion of the Simulation Results 
We used the same integration and root-finding routines as those employed in the Buck 
example. The bifurcation diagram along with the computation of its LLE was shown in 
Fig. 4.20 and Fig. 4.22 in section 4.5, where a is the bifurcation parameter. Referring to 
these diagrams, periodicity spans the range aE [0.3,0.546] where A,,,,., = 0. For aE 
(0.547,0.597], chaos can be clearly distinguished from a positive LLE. It was found that 
stable equilibrium points (Amax) were also exhibited, approximately in the range between 
a ; z-, 0.592 and a ; z: ý 0.595. When a>0.597, the LLE is negative, and a equilibrium branch 
results. 
5.8 Conclusion 
In smooth continuous-time systems, computation of the largest Lyapunov exponent 
is straightforward. In idealised converters, the switching discontinuities cause problems. 
If they are not treated properly, the variational method gives invalid results. Miller's 
algorithm can be employed to ensure accurate propagation of infinitesimal perturbation 
through the switching events. We have used this method successfully to calculate the 
largest Lyapunov exponent of an idealised Buck converter when it is considered both as an 
autonomous system and a nonautonomous system. The algorithm was also implemented 
for a space power system model to confirm chaos. 
Unlike mapping-based approaches, this continuous-time approach should appeal more 
to power electronics engineers, who are already familiar with continuous-time simulation. 
Chapter 6 
Synthesis, Simulation and 
Experimental Verification of a 
Simple Maximum Power Point 
Tracker for Photovoltaic 
Applications 
Abstract 
A new approach is proposed, based on the application of nonlinear-dynamics concepts, 
to extract the maximum power from a photovoltaic solar array. A nonlinear dynamical 
system comprising the array, a Buck converter and a battery is designed so the maximum 
power point (MPP) becomes an inherent global attractor. This is achieved with a simple, 
robust controller. Simulations and experimental measurements show good tracking 
efficiency and the ability to follow rapid parameter changes. 
6.1 Introduction 
Nonlinear dynamics is not only confined to investigating the behaviour of nonlinear 
systems. In the recent literature, practical applications of nonlinear dynamics have been 
proposed. In power electronics, 'spreading' of the frequency spectrum to reduce electromag- 
netic interference has been suggested by operating converters in the chaotic regime [Deane 
& Hamill, 1996]. Other applications include the stabilisation of periodic operations [Pod- 
dar, Chakrabarty & Banerjee, 1998] and 'targeting' [Aston, Deane & Hamill, 1997] for the 
purpose of improving a system's robustness and response. 
The rationale behind using nonlinear dynamics to tackle nonlinear engineering issues is 
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that nonlinear problems could be more effectively approached by nonlinear methods, and 
hence may be able to offer more viable and effective solutions. 
Inspired by these recent developments, a control strategy for extracting the maximum 
power from a photovoltaic array was derived using nonlineax dynamics principles. It is 
designed so that the maximum power point (MPP) becomes a global attractor of the system. 
Hence, system operation will always converge upon the MPP regardless of changes to the 
operating conditions and under transient and steady state conditions. 
This chapter presents the systematic synthesis, simulations and practical realisation of 
the MPPT controller implemented on the Buck DC-DC converter. We use the Buck topo- 
logy as the focus of the study because it is relevant to the University of Surrey microsatellite 
(UoSAT). The intention is to integrate this control algorithm to the UoSAT bus architec- 
ture. A simple block diagram comprising only its fundamental subsystems is shown in 
Fig. 6.1. It comprises a solar array, a DC-DC Buck converter (Battery Charge Regulator) 
and a battery as the load. 
Battery 
Solar Array Charge Battery 
Regulator 
Figure 6.1: A simple fundamental model of the UoSAT power system for the proposed MPPT 
The applicability of the algorithm for maximum power point tracking is not only re- 
stricted to the Buck converter. PSpice simulations also suggest that the algorithm works 
for the Boost version. 
6.2 Synthesis of the Control Algorithm 
Solar cells show a unique global maximum point [Midya, Krein, Turnbull, Reppa & Kim- 
ball, 1996]. Typically, an axray's v-i characteristic is also unimodal and this is assumed here 
(Fig. 6.2(a)). Denoting v and i as the array's voltage and current respectively, the array's 
v-p characteristic (Fig. 6.2(b)) exhibits a unique global maximum at the point denoted by 
(V .. Pp, P,,,,,, 
), where v= Vmpp is the operating array voltage that gives the maximum power 
Pmax- 
Unfortunately, the fundamental problem is that V,,, pp is unknown and variable. 
As 
mentioned in section 3.1.2.1, the array power p is a function of many variables i. e. p= 
P(V, 011 02 1***)** ') where the O's represent such time varying parameters as temperature, 
illumination, ageing etc. which cause p to vary. This leads to 
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dP 09P OV 19P ao, + -ýP 
0 
-- Tt +'LO, - 
ý1 
+ ... (6.1) dt av 19t 1902 19t 
confusion/noise 
We see from (6-1) that the parameters denoted by the O's introduce a 'noise' term which 
is varying, so V,,, pp cannot be deduced exactly. 
(3 P P UT 
ISC 
MPP Pmax ........ - MPP 
V11C VOC V 
. LMPP V 
Vý- V-PP V-PP MPP 
(b) (C) 
Figure 6.2: Typical (a) v-i, (b) v-p, (c)v-Op/Ov characteristic of a photovoltaic array 
By differentiating the v-p curve of Fig. 6.2(b), Fig. 6.2(c) is obtained. It is observed 
that the MPP is located where apli9v = 0. 
Mathematically, this chaxacteristic can be expressed as 
ap >0 if v< V-pp =0 if v=V,, pp (6.2) 
I<o 
if v> V-pp 
An obvious control strategy would be the following : 
(a) if aplav > 0, we deduce that v<V.. pp, and so increase v towards Vmpp. 
(b) if aplav < 0, we deduce that v> Vmpp, so decrease v towards V,,, pp. 
(c) if 9plav = 0, we deduce that v=V.. pp, thus hold v constant, since the operation is 
at the MPP. 
This ensures that if v< Vmpp (case(a)), then its rate of change should be positive. 
Instead if v> Vmpp (case(b)), then v is forced to fall and hence its rate of change should 
be negative. But if v= Vmpp, then v is held fixed, thus its rate of change should be zero. 
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The mathematical expression of v in differential form with reference to its position relative 
to V. pp can thus be written as: 
dv 
>0 if v< V-pp 
dt =V=0 
if v=V,, pp (6.3) 
1<0 
if v> vmpp 
A simple function that conforms to (6-3) is ýb = -r(v - V,,, pp), where r is a positive 
coefficient associated with speed: the larger the r, the faster the dynamic response. 
This function is graphically depicted in Fig. 6.3(a). However, any function complying 
with (6.3) would do, for instance that of Fig. 6.3(b), which even has a discontinuity at 
V= VMPP- 
dv 
dt 
'MPP 
(a) 
V 
dv 
dt 
V 
v 1-11, MPP 
(b) 
Figure 6.3: (a) Simple and (b) alternative characteristic of ý against v making V,, pp an attractor 
It is observed that because (6.2) and (6-3) have similar forms, a simple control law can 
be deduced by making 
oc 
OP 
49V 
19P 
av 
(6.4) 
where x>0 is a constant. The right-hand-side (RHS) of (6.4) is seen as providing informa- 
tion about b. Necessary information about o9pl, 9v can be obtained from (6.1). This is given 
as 
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dp OP 1901 + 
OP 1902 
+ dt Pol at 4902 at 
ap confusion/noise (6-5) 
av Ov 
at 
However, we consider an arbitrary set of constant operating conditions, so the v-i char- 
acteristic remains static. Hence, we can ignore the noise term. The noise term is introduced 
when the v-i characteristics is changing. This gives us an error but we hope that the al- 
gorithm will be fast enough so that the error from the noise term is minimal. 
OP dp 
/ 
dv 
49V dt dt 
(6.6) 
v 
Therefore, a suitable control equation would seem to be 
ý= gý (6.7) 
However, equation (6-7) presents the following problems: 
(a) ii appears on both sides: this would manifest itself in practice as a high frequency 
oscillation. 
(b) Analogue dividers are undesirable components, as they have many imperfections. 
(c) A division-by-zero singularity occurs when b becomes zero: this happens at the MPP, 
a very unfortunate location. 
Rearranging the equation into the form (ý)2 = r-P does not help either, because squaring 
destroys the vital information of its sign. Other transformations are equally unhelpful. 
The whole issue, in fact, lies with the use of Pli) on the RHS of the control equation. 
However, referring to (6.2), this can be resolved since all that really matters is its sign. 
By invoking the normal definition of the signum function given by 
-1 if x<0 
sgn(x) 0 if x=0 (6.8) 
+1 if x>0 
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Equation (6.7) can be rewritten as 
sgn(ý) +- sgn(p/ý) (6-9) 
where the sign of ý is assigned (denoted '+-') from evaluating the signs given by ý and ý. 
The symbol'+-' here means the assignment of the information held by the RHS to the LHS 
of the control equation. This determines whether v should be increased or decreased such 
that appropriate action can be taken to do so. However, this is still not a satisfactory control 
equation, since the RHS can be zero even if we are not at the MPP and the singularity issue 
is still not resolved. However, this objection can be countered by replacing instead with a 
modified signum function (i. e. Sgn(x), with a capital 'S') defined as 
1 if X<O Sgn(x) 
+1 if X>O 
We can first rewrite the RHS of (6.9) as 
sgn 
sgn(ý) 
v sgn(ý) 
Making use of (6.10), we transform (6.11) into 
sgn(ý) 
=-> 
Sgn(ý) (6.12) 
sgn(ý) Sgn(ý) 
The differences between the LHS and RHS of (6.12), in practice is negligible. To see 
this, we refer to Table 6.1. 
Rows pI -b sgn(p)/sgn(, &) I Sgn(15)/Sgn( 
I <0 <0 +1 +1 
2 <0 >0 
3 >0 <0 
4 >0 >0 +1 +1 
5 =0 >0 0 -1 
6 =0 o 
-< 
0 +1 
7 >0 - =0 undefined -1 
8 <0 =0 undefined +1 
Table 6.1. Differences between using sgn(p/ý) and Sgn(p)/Sp(ý) 
Rows 1 to 4 comprise all the cases if we are not exactly at the MPP. We observe that 
the outcomes of the LHS and RHS of (6.12) are identical. 
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Rows 5 and 6 highlight the cases where the possibility of a latch-up could occur if p 
remains constant. This is resolved immediately since ý assume the value of +1 or -1 which 
causes p to vary and transfers this undesirable state back to rows 1 to 4. 
The division-by-zero caused by ý=0 in the denominator of (6.12) is also taken care of 
by rows 7 and 8. Thus, the system will never settle to the MPP but will instead oscillate 
axound it. 
In practice, noise would constantly perturb the system operation such that it is continu- 
ously thrown off from the MPP; and so the effects of not settling precisely on the MPP is 
completely negligible. A good MPPT will spend most of the time close to the MPP, and is 
reflected from a good tracking effectiveness. 
We can further rewrite (6.12) to avoid the undesirables of using analogue dividers by 
Sgn(ý) 
Sgn(ý)Sgn(ý) (6.13) 
Sgn(b) 
Referring back to (6-9), our final control equation becomes: 
Sgn(ý) ý- Sgn(ý)Sgn(ý) (6.14) 
The truth table of the RHS of the control equation is given in Table 6.2. 
ýRows I ýI ý I Sgn(ý) I Sgn(v) I Sgn(P)Sg 
1 <0 : 50 -1 -1 +1 
2 <0 >0 -1 +1 -1 
3 >0 <0 +1 -1 -1 
4 >0 >0 +1 +1 +1 
Table 6.2: Truth table of the sign multiplier 
With reference to Table 6.2, if Sgn(ý)Sgn(b) = +1, then v should be increased, else if 
Sgn(P)Sgn(ý) = -1, then v should be decreased instead. 
6.3 Practical Realisation of the Controller 
The control equation can be implemented by considering its LHS and RHS separately. 
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6.3.1 Implementation of the RHS of the Control Equation 
The realisation of the circuitry for the RHS of (6.14) can be achieved using only a few 
commonplace analogue components, as shown in Fig. 6.4. 
0 n(ý )Sgn(v 
Figure 6.4: Realisation of the circuitry for the RHS of the control equation 
The indicative quantities of the array voltage v and current i can be measured using 
analogue sensors constructed with op-amps. The magnitude of the current is sensed via 
Rsense, where Rsense < R3. Here, an analogue multiplier evaluates the power of the array, 
p= vi. This is then fed to a differentiator which can be realised by a first-order high- 
pass filter with a time constant Td, also implemented using op-amps. Because perfect 
differentiators cannot be realised in practice, its output yields an approximation to the true 
time derivative of P. The same goes for ý. 
Instead of using - 1/ +1 to represent the sign of a value, it is more convenient in practice 
to use the boolean 0/1. Thus, a comparator is then used to evaluate its sign, producing 
a binary signal Xp whose value is 0 if ý<0 or 1 if > 0. The array voltage v is treated 
likewise, producing a second binary signal, X,,. 
The multiplication of the two signs, now expressed as binary signals or booleans, is 
performed using an exclusive-OR gate (XOR). Its output yields another binary signal. This 
result indicates whether the array voltage should be increased or decreased in order to 
converge upon the MPP. If its output is 0, then v should be increased, else if 1, then v 
should be decreased. The truth table is tabulated in Table 6.3. 
1 Rows 1ý1 ---iy 1 Sgn(ffl 1 Sgn(ü) j XOU 
1 <0 <0 0 0 0 
2 <0 >o 0 1 1 
3 >o <O 1 0 1 
4 70 >0 1 0 
Table 6.3: Truth table with the use of the XOR 
Rsense <<R3 
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Comparing Tables 6.2 and 6.3, we see that the XOR can be used to implement the 
function Sgn(ý)Sgn(ý). With the output from the XOR, we now implement the LHS of the 
control equation. 
6.3.2 Implementation of the LHS of the Control Equation 
The LHS of the control equation can be easily realised in the system shown in Fig. 6.5. 
The system comprises the solar array source, the Buck converter and a battery as the load. 
In practice, a blocking diode Db is connected in series with the array to prevent reverse 
terminal current. 
Solar A 
D L 
Vb 
T' Df T 
y--I- _7 
ýgn(P)Sgn(VQ) 
Controller ----FD Q 
TS 
Figure 6.5: Realisation of the circuitry for the LHS of the control equation 
To increase the voltage impressed across the array, we can open switch S so that capa- 
citor C charges up. To decrease the impressed array voltage, the switch is instead made 
to close, so that capacitor C discharges. The opening and closing of the switch can thus 
be made to correspond correctly to the output from the XOR gate, thereby increasing and 
decreasing the array voltage. The overall control equation is now satisfied. 
A D-type latch clocked at a constant frequency, 11T, is introduced here to sample the 
output from the XOR gate so that the output of the latch provides a signal that makes a 
decision to close or open the switch only at regular intervals in time. 
This latch is included for two reasons: 
(a) It prevents high frequency chattering, 
(b) It minimises the effects of the unavoidable interference generated by the Buck con- 
verter's switching action. This interference occurs immediately after a clock transition, 
and is over before the next, so it is never sampled by the latch. 
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6.4 Principle of Operation of the Proposed Controller 
The controller's qualitative operation is described here. Each comparator has two states 
so there are four basic modes, displayed in Table 6.4. 
Comparator output 
Row Condition XV X, S Switch v 
_ 1 v< vMPP >0 >0 1 1 0 opens increases 
2 v< VMPP <0 <0 0 0 0 opens increases 
3 v>V,,, PP >0 <0 1 0 1 closes decreases 
4 v> VMPP :50 >0 0 1 1 closes decr'eases 
Table 6.4: Principle of operation of the controller 
P 
H 
Figure 6.6: Graphical visualisation of a global attractor 
Consider point A in Fig. 6.6 where v<V.. pp. If v decreases, p also decreases, retreating 
from the NIPP. To counter this, the controller opens the switch so that C can charge. This 
corresponds to row 2 of Table 6.4. With the switch open, v now increases towards V. pp, 
increasing p and approaching the MPP as desired (row 1). On the other hand, if v> V"'pp 
(point B), the controller takes the reverse action, decreasing v towards the MPP by closing 
the switch (rows 3 and 4). 
Hence, the controller creates an inherent attractor at the MPP. However, it is impossible 
to reach the AIPP exactly, because if v=V.. pp, the switch opens, making v increase. But 
this subsequently leads to the switch closing, making v decrease; thus the voltage wanders 
axound VmPP- 
From the above arguments, v may be perceived to converge upon V"pp starting anywhere 
on the v-p characteristic. 
vmpp , oc 
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6.5 Preliminaries of the Proposed MPPT System Using Buck 
Topology 
Combining Fig. 6.5 and Fig. 6.4 together, the overall system is presented in Fig. 6.7. In 
this system, a constant current source I,, shunted by a string of n, diodes is used to mimic 
the characteristics of a real solar array. The HP Solar Array Simulator E4350A is used 
as the current source. 
Different values of I,, and n, correspond to different array's characteristics, for which 
the associated MPP is located at different array voltages. A varying insolation is simulated 
by changing I,, and vaxiations of temperature by changing n, For our investigation into 
the viability of the controller, the following parameters are used: 1,, = 0.25 - 0.75A, 
n, = 12 - 20 diodes and T, = 20kHz. 
Solar Array D 1.5mH bL 
Is 470uF 4V 
77 
Ir _L _L ns 
Rs 7c 
D. 
T 
Vb 
0.47 
Op-amp IN2F Ik Comparator 
51 
36k 
lk Op-amp Differentiator 
(Op-amp) 
Figure 6.7: System to be investigated 
6.6 Initial Power Circuit Design 
TS 
Q 
D 
5V 
4.7k XoR 
Comparator 
Baseline values to use for Vb, L and C for the power circuit based on the Buck topology 
are first estimated in accordance with the parameters specified for I,, n. and T.. 
Assuming silicon diodes, each exhibiting a typical junction voltage of O-7V, V,,, pp is 
estimated to be 88% of Vm at a temperature of 25'C from (3.20). From (3.22), 1 .. pp is 
approximately 96% of I, The fill factor is approximately 84% from (3-21). 
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Making use of these estimates, we base our design on the assumption that under steady 
state operation, v will oscillate close to the MPP and so use v=V,, pp as our design centre 
reference value. 
The battery voltage is chosen to ensure that the Buck converter works properly within 
the normal operating limits, i. e. V,,, pp > Vb. The worst case occurs when the number of 
diodes is smallest, and Vnpp is at its lowest. Since n, = 12 diodes and assuming a typical 
diode voltage of 0.7V, the open voltage Vc = 12 x OW = 8AV. Assuming that the Vmpp 
is 88% of Voc, Vmpp is estimated to be 8AV x 0.88 -zý 7.392V. Therefore, the battery voltage 
was chosen to be approximately half of this value, and Vb = 4V. 
Assuming continuous conduction operation, then the voltage impressed on the array is 
VbID, where D is the switch duty cycle. Below the MPP, the switch is open and above 
the MPP, the switch is closed. Close to the MPP, the closing and opening of the switch 
fluctuates on a cycle-by-cycle basis at the clock frequency. Denoting the number of switch 
open and closed events as SL and SH, respectively, the average duty cycle may be defined 
as 
SH 
D lin. (6.15) 
SL+SH--*00 SL + SH 
In the steady state, the controller forces D= D*, the theoretical duty cycle at the 
MPP. As an example, assuming that 15 = 0.3183..., Table 6.5 illustrates the first ten of 
the discrete duty cycle sequence. In the first row, and assuming the switch is open, then, in 
order to converge to the theoretical duty cycle, the switch closed for the first clock period. 
At the beginning of the next clock period, the switch is required to closed again since 
D> D'. The switch remains closed until the fourth event, when D< D*, and the switch 
closes. The rest of the sequence follows through as before. 
SL+SH D SL T 7ý 
1 1 V 2 0.5 
3 0.33 
4 0.25 
5 0.4 
6 _ OM 
7 0.2857 
8 0.375 
9 0.13- 
10 0.3 
Table 6.5: Example of a duty cycle sequence to approach D* = 0.3183 
Since D* is the theoretical duty cycle at V,,, pp, then V,,, pp = 
VbID* ý-- VbIU. This gives 
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us D- VbIV .. pp. 
Hence, the average inductor current is Ib = Impp/D. Since the array 
current is close to I,, at MPP, we take for convenience, Tb = ISC115- 
If D* is a rational number, the duty cycle will be periodic, and the attractor will be a 
limit cycle. However, if not, then by exclusion of possible behaviour, the operation may be 
either quasi-periodic or chaotic. 
The value for L is based upon an inductor current exhibiting a 10% ripple. Therefore, 
the ripple current AIb = O. lTb. At the maximum number of diodes, V,, pp is estimated to be 
20 x 0.7 x 0.88 = 12-32V and D=0.32. Hence, Tb = 0.75/0-32 = 2.34A. To obtain a 10% 
ripple, the inductance is estimated from 
L'6'Ib V,,, pp - Vb TS 
(6.16) 
From (6.16), L is calculated to be 1.77mH. The final value chosen for L is 1.5mH. 
Likewise for the value of C, this can be estimated from 
AV 
IIc - 
Tbl (6.17) 
To operate close to the MPP, the ripple voltage has to be small, and a 2% ripple is 
intended. This results in C= 317pF. The final value is chosen to be C= 470,4F for a 
practical capacitance. 
The op-amps are configured as amplifiers and are used to realise the analogue sensors 
for the array voltage and current. To ensure that the output signals stay within the limits 
of the positive and negative rails of ±15V, the voltage and current sensors are chosen to 
have gains of 0.8 and 36 respectively. 
The sampling period is T, = 50ps and the differentiator time constant is arbitrarily 
chosen to be Td = 100ps. To realise this, the resistance is chosen to be R= 1kfj and 
capacitance is 1OOnF for the RC combination. 
To validate the proposed strategy, the system in Fig. 6.7 is next simulated with PSpice 
[Tuinenga, 19881. 
6.7 PSpice Simulation Model 
PSpice is a widely used circuit simulator. One of its useful features lies in its con- 
trolled sources, which can be used to model essential input-output characteristics of com- 
plex devices by describing them as polynomial functions. There are four types of con- 
trolled devices, namely: voltage-controlled voltage source (VCVS), current-controlled cur- 
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rent source, voltage-controlled current source (VCCS), and current-controlled voltage source 
(CVVS). 
A PSpice model for the system in Fig. 6.7 is shown in Fig. 6.8. The analogue sensors 
for the array current and voltage which double as a buffer and amplifier are simplistically 
modelled in PSpice by a CCVS and VCVS respectively. 
--------------------- 
470uF 
Gsc t Di: C 
----------- --------- 
10. 
L 1.5mH D Flip-Floo 
4V 
Df Vb 
T 7 c- 1 70ý- ----------------------- -III: I 0.47 ----------------- 
-- -------- +5V X"rNn - ------ ---------- 
341 00n 
P4 ýt ------------------------ -------------- com 1ý 
Meg 
Ik 0.1 
'! 
FO. 
8 
Multiplier Com arat4 P., 
------------------------- 
Ik 
: Differentiatoi 
---------------- 
------------------ 
V 
Oe6 
IW: 
VB 
6 0-4(VA -: 
i5)(2.5- VB)+2.5 
...................... 
Figure 6.8: PSpice model of system 
A VCVS is used to implement the I'Spice model of the analogue multiplier. It multiplies 
the two signals and attenuates the result by a factor of 0.1. This attenuation was included 
to model the AD633 (analogue multiplier) used in the experiments. 
Our PSpice model of the comparator is implemented using a VCVS with a gain of a 
million. The output is clamped by the diodes to 5V if the positive input terminal is greater 
than the negative input terminal, or OV otherwise. 
Our PSpice model of the XOR gate receives two input signals, VA and VB, where each 
assumes either a logic high (5V) or logic low (OV). A voltage of 2.5V is added to one of 
the input, while the same amount is subtracted from the other. A VCVS is then used to 
multiply the resulting two signals and is attenuated by a factor of 0.4. This result is added 
to another 2.5V. This process is summarised in the function 
V,, = OA(VA - 2.5)(2.5 - VB) + 2.5 (6.18) 
which conforms to the truth table of the XOR and delivers 5V as a logic high (1) and OV 
6.8 The Experimental Circuit 
as a logic low (0) - 
126 
Our PSpice model of a D-type Flip-Flop has two inputs. One input receives the sampling 
clock pulse, the other accepts the signal that is to be sampled. It prinlarily makes use of ail 
analogue sainple-and- hold circuit which comprises a VCVS, a switch, and a capacitor C'. 
IN'lien the switch is closed. it has an on-resistance R, The charging time constant is given 
by R,,, C,, When the switch is open, its off-resistance is R, ff, and the discharging time 
constant is R, ff C, The signal to be sampled is fed to the 'D' input and the clock pulse is 
fed to the 'CLK' input. Denoting T,,, as the on-pulse and T, as the sampling period, the 
charging and discharging time constants have to satisfy 0 
R. C< T"', < T, < Rff C 
Since the sampling period of 50, us is used, the switch's resistances are chosen to be 
= 0.00059 and R, ff = 10NMQ and the capacitance C, is 511F to satisfy (6.19). 
6.8 The Experimental Circuit 
The experimental circuit to realise Fig. 6.7 was prototyped and the controller, array and 
power stage (buck converter) were breadboarded separately. 
For the controller, commonplace analogue component chips were used. All the op-anips 
are implemented using the LM318, the LM311 is used for the comparator, CD4030 for 
the XOR. The inultiplier uses an AD633 and the D-flip-flop uses 74HC74. This is shown 
in Fig. 6-9. 
Figure 6.9: The experimental circuit for the controller 
The array was shuillated by a constant current source of 0.25A to 0.75A shunted by a 
string of 12 to 20 silicon diodes shown in Fig. 6.10. 
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Figure 6.10. The experimental circuit for the array 
The battery was simulated with a 4V const ant- voltage sink, as shown in Fig. 6.11. It 
comprises a constant voltage source shunted by a resistance Rb. 
0-- T 
: LT 
Figure 6.11: The experimental construct to simulate a battery 
In order to ýIiinilate a constant voltage sink, the resistance Rb must satisfy 
Rb <T 
Vb 
(6.20) 
lb, _ 
The Buck converter is shown in Fig. 6.12. 
6.9 Simulation and Experimental Results 
The PSI)i(-(, simulations serve as a prelude to the experiment. Even when the results 
from simulations are encouraging, for electronic circuits, complete confirmation must be 011 
accompanied by the necessary laboratory experiments. They are part and parcel of the 
verification proCess- 
The experiments serve the following purposes: 
To that the propose(I strategy works III ii practice as predicted by theory alid 
slllllllatioll, ý. 
6.9 Simulation and Experimental Results 
'I 
Figure 6.12: The experimental circuit for the Buck converter 
(b) To ine; isure how well it works in practice. 
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(c) To determine how well the model used for the simulations describes the actual system, 
especially in revealing the fundamental dynamics of the system. 
(d) To facilitate further theoretical analysis and understanding of the actual system dy- 
namics. 
6.9.1 Dynamic Performance 
We first concentrate on the dynamic performance of the controller. To establish its ro- 
bustness. a variety of extreme scenarios were simulated and experimented with, to establish 
its dynainic performance. 
Figs. 6.13.6.14.6.15 and 6.16 show the PSpice simulated and exp erinient ally obtained 
waveforins NN-lien I,,. is abruptly switched froin inininium to maximum and vice versa, at the 
iiiiiiiiiiiiiii and maximum milliber of diodes, simulating all abrupt change in illumination. 
Such a scenario call be associated In practice with the satellite recovering from or entering 
eclipse. 
For example. iii Fig. 6.13,1, is abruptly switched from 0.25A to 0.75A with the number 
of clio(les fixed at the maxiiiiiiiii. (n, = 20). When I, increases, the maxiiiiiiiii available 
power P ...... increases. 
Fig- 6.13(M presents the simulated voltage and power time trajectories as they ascend 
to the new MPP. Comparing to the experimentally obtained time trajectories shown in 
Fig. 6.130)), they are in excellent agreement. 
Also, Nvc observe that the time response to reacquire the new NIPP is extremely fast. 
Referrill. 0, to Fig. 6-13(b) again. steady state is first attained with I, initially at 0.25A. 
At 151ns. I, is suddenly iliade to change to its maximum 0.75A, in which the power is 
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Figure 6.13: (a) PSpice simulation, middle: array voltage, bottom: array power, (b) experiment- 
ally obtained time trajectory and (c) PSpice simulated (d) experimentally obtained voltage-power 
characteristic when I,, switched from 0.25A to 0.75A with 20 diodes 
6.9 Simulation and Experimental Results 
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Figure 6.14: (a) PSpice simulated (middle): array voltage, (bottom): array power, (b) exper- 
imental obtained time trajectory and (c) PSpice simulated (d) experimentally obtained array 
voltage-power characteristic when In switched from 0.75A to 0.25A with 20 diodes 
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Figure 6.15: (a) PSpice simulated (middle): array voltage, (bottom): array power (b) exper- 
imental obtained time trajectory and (c) I'Spice simulated (d) experimentally obtained array 
voltage-power characteristic when Ic is switched from 0.25A to 0.75A with 12 diodes 
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Figure 6.16: (a) PSpice simulated (middle): array voltage, (bottom): array power (b) exper- 
imental obtained time trajectory and (c) PSpice simulated (d) experimentally obtained array 
voltage-power characteristic when I,, is switched from 0.75A to 0.25A with 12 diodes 
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Figure 6.17: PSpice simulated (middle): array voltage, (bottom): array power (b) experimentally 
obtained time trajectory and (c) I'Spice simulated (d) experimentally obtained array voltage- 
power characteristic when n, is switched from 20 to 12 with I,, = 0.25A 
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Figure 6.18: (a) PSpice simulated (middle): array voltage, (bottom): array power (b) ex- 
perimentally obtained waveform and (c) PSpice simulated (d) experimentally obtained array 
voltage-power characteristic when n, is switched from 12 to 20 with I,, = 0.25A 
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Figure 6.19: (a) PSpice simulated (middle): array voltage, (bottom): array power (b) experi- 
mentally obtained time trajectory and (c) PSpice simulated (d) experimentally obtained array 
voltage-power characteristic when n, is switched from 20 to 12 with I,,, = 0.75A 
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Figure 6.20: PSpice simulated (middle): array voltage, (bottom): array power (b) experimentally 
obtained time trajectory and (c) I'Spice simulated (d) experimentally obtained array voltage- 
power characteristic when n, is switched from 12 to 20 with 1,, = 0.75A 
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substantially increased. The response to its new steady state is observed to be approximately 
less than 3ms. 
Fig. 6.13(c) shows the PSpice simulation plotting the array voltage against power and 
Fig. 6-13(d) is its experimental counterpart. As the trajectory traverses to the new MPP, 
it traces out a typical nonlinear power-voltage characteristic, culminating and tracing out 
a peak as it converges to the new MPP. The thickening of the patch there also shows that 
once it has converged upon the new MPP, it oscillates there. 
With the same number of diodes, Fig. 6.14 simulates instead an abrupt reduction in the 
illumination. I., first settles to its steady state at 0.75A and is then switched abruptly to 
0.25A. Again, observing the experimentally captured time trajectory of Fig. 6.14(b), the 
dynamic response is almost instantaneous. 
Instead of n, = 20, the minimum number of diodes (n, = 12) is used. The illumin- 
ation is now made to change from maximum to minimum and vice versa. Fig. 6.15 and 
6.16 show again the excellent agreement between the PSpice simulations and those exper- 
imentally captured. The dynamic response was observed to be within a few milliseconds, 
exhibiting similar timescales as those from the PSpice simulations. The order of magnitude 
of timescales of the dynamic response can be predicted, and this is illustrated in Chapter 7. 
The next set of figures, i. e. Figs. 6.17,6.18,6.19 and 6.20, corresponds to maintaining 
I, c at a fixed value and switching the number of diodes from maximum to minimum and 
vice versa. This simulates e. g. a change in the temperature that affects a change in V,,,. 
In Fig. 6.17, the number of diodes is abruptly reduced from 20 to 12 with I,, fixed 
at 0.25A. Unlike the change in illumination, it is observed from Fig. 6.17(a) and its ex- 
perimental counterpart Fig. 6.17(b) that the array power time trajectory first falls to zero 
before converging to the MPP. This is similarly observed in Fig. 6.19(a) and 6.19(b). It 
was found that this occurs when V,,, decreases below v, because p=0 since i=0. This, in 
fact, harbours a possible but undesirable occurrence where the switch remains latched to 
the open position and the algorithm is unable to resume tracking. 
row present 
switch 
status 
P v Sgn(P) Sgn(il) Sgn(P)Sgn(ib) next 
switch 
status 
1 open 0 constant <0 0 -1 +1 open 
2 +1 -1 close 
3 close 1 0 falling <0 <0 -1 +1 T 7ýý 
Table 6.6: The scenario which can cause latch-up 
This is best illustrated with Table 6.6. We first assume that the switch was open. As 
p drops to zero, P<0 and Sgn(p) = -1. However, since the switch is open, v remains 
constant but i; can either be +1 or -1. Assuming that if iy = -1, then Sgn(P)Sgn(iý) = -1 
and the switch will remain open (row 1). 
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However, if i) = +1, then Sgn(P)Sgn(ý) = -1 and the switch will close on the next cycle 
(row 2). When the switch closes, v will fall, hence, b<0 and Sgn(i)) = -1. This results 
in Sgn(ý)Sgn(ý) = +1 and the switch opens on the next cycle. Once the switch opens, the 
same occurs as in row 1. 
So, regardless of whether the switch was open or closed, ultimately the switch will latch 
up in the open position. Since the switch is open and v is still greater than V,,, tracking 
will only resume when V,, becomes greater than v or v discharges to the new V, 
Fortunately, this potential switch latch-up can be easily resolved. We note that the latch 
up occurs because the switch remains in the open position. If the switch was closed instead, 
then v will discharge until it falls below the new V,,, p, now rises instantaneously to its new 
value and the algorithm recovers. 
To force a switch to close under a latch up condition, we can impose an operational 
boundary for MPP seeking: if P< Pthreshold (a threshold value), we set the switch always 
to close. Effectively, this refinement confines MPPT operation to the 'normal' paxt of the 
v-p curve, and requires just another comparator and a gate. Pthre, hold should be small, to 
allow MPP tracking at low illumination levels. 
Figs. 6.18 and 6.20 look at the situation when n, is abruptly increased from its minimum 
to maximum, simulating a change in an increase in Voc. The time trajectories clearly show 
that the axray voltage and power directly ascend to the new MPP. 
We also observe that there is a relatively higher ripple voltage from Figs. 6.15 and 6.13. 
This can be easily seen from (6.17). If we assume that Tb varies little in a clock period, and 
all other parameters axe constant, then the increase in Ic would cause AV to increase. 
For all the possible worst case scenarios, not only did the algorithm maintain the ability 
to track but re-acquisition times were less than 15ms, showing excellent dynamic perform- 
ance. 
6.9.2 Static Performance 
With the controller disabled, and the Buck converter driven by a pulse generator at a 
frequency 11T, the value of P ...... ý= max(vi) was measured. Over most of the experimental 
range, the tracking effectiveness was observed to be not less than 0.96, which is very close 
to the ideal value of 1, as shown in Fig. 6.21. 
6.10 PSpice Simulations of the Proposed MPPT Using Boost 
Topology 
To investigate the feasibility of the controller in another widely used DC-DC switching 
topology, some preliminary work is done here for a system based on the Boost converter, 
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l» 
20 
Figure 6.21: Experimental tracking effectiveness against number of diodes (n, ) and array's 
short-circuit current (1,, ) 
shown in Fig. 6.22. 
Without making changes to the controller used for the Buck converter, the system in 
Fig. 6.22 is simulated using PSpice under a variety of scenarios based on the following 
paxameters: I,, = 0.25 - 0.75A, n, =8- 20 diodes, L= 1mH, C= 470pF, T, = 50ps, 
Vb = 30V. 
Qualitative changes to the controller are not necessary except for scaling the measure- 
ment sensors to the appropriate values. This can be observed easily if we refer to the state 
equations of the power stage given below. 
For the switch closed, 
dv ict (V) - iL 
dt c 
diL v 
dt L 
(6.21) 
and for the switch open, 
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Figure 6.22: Simple realisation of the MPPT system based on the boost converter 
dv i(V) - iL 
dt c (6.22) 
diL V- Vb 
dt L 
Equating the above time derivatives to zero, we obtain the system at rest if the switch 
continues to be closed and open respectively, i. e. v=0 and v= Vb. For proper operation 
of the Boost converter, Vb > V,,,. So, closing the switch, the array voltage decreases and 
opening the switch, it increases. This is identical to the case of the Buck converter and the 
controller does not require any change. 
All the various extreme scenarios conducted for the Buck system are simulated using 
PSpice for the Boost system and some are shown in Figs. 6.23,6.24,6.25 and 6.26. 
They show the same ability to track with similar reacquisition times as in the Buck case, 
suggesting that the control algorithm is also applicable to the Boost converter. Further work 
would entail a experimental prototype for confirmation of its static (tracking effectiveness) 
and dynamic response and analysis of its dynamics. However, time did not permit the 
inclusion of this work in the present thesis. 
6.11 Summary 
In this section, we have proposed a novel maximum power point tracker for the use of 
a Buck converter power system whose architecture is based on that of the UoSAT power 
system. 
It was shown how the controller was synthesised from first principles and practically 
implemented. A system model was derived for simulation with PSpice and an experimental 
Synthesis, Simulation and Experimental Verification of a Simple Maximum 
Power Point Tracker for Photovoltaic Applications 141 
ov ------------------------------------------------------------------------------------------------------- 
. V12001 
lov -------------------- - ---------------------------------------------------------------------------------- 
ov ------------------------------------------------------------------------------------------- 
. V(3) 
low -------------------- - ---------------------------------------------------------------------------------- 
OW -------------------- - --------------------------------------------------------------------------------- 
10- 20" 30- 40- so- Go- 
V(3)- 11RO 
T- 
(a) 
---------------------------------------------------------------------------------------------------- 
SAW, 
4. ow 
I Qw- 
I. Ow ------------------------------------------------------------------------------------------------------- 
'V 5V 10V 15V 
V(3) -I Ift) 
VM 
(b) 
Figure 6.23: (a) PSpice simulated, middle: array voltage time trajectory; bottom: array power 
time trajectory (b) array voltage plotted against power when I,, is switched from 0.75A to 0.25A 
with n, = 10 diodes 
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Figure 6.24: (a) PSpice simulated, middle: array voltage time trajectory; bottom: array power 
time trajectory (b) array voltage plotted against power when I,, is switched 0.25A to 0.75A 
with n, = 10 diodes 
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Figure 6.25: (a) PSpice simulated, middle: array voltage time trajectory; bottom: array power 
time trajectory (b) array voltage plotted against power when n, is switched from 8 to 20 diodes 
with I,, = 0.75A 
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Figure 6.26: (a) PSpice simulated, middle: array voltage time trajectory; bottom: array power 
time trajectory (b) array voltage plotted against power when n, is switched from 20 to 8 diodes 
with is, = 0.75A 
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prototype circuit was built. Simulations and experiment were in excellent agreement. 
The typical tracking effectiveness was above 98% and the dynamic response to abrupt 
changes simulating variations in illumination and temperature was observed to be in times- 
cales of milliseconds. 
Evidence of the ability to track under extreme and abrupt changes to the simulated op- 
erating conditions is witnessed from the experimentally obtained waveforms. The dynamic 
response and its qualitative behaviour are also shown to be in excellent agreement with the 
PSpice simulations. The longest response time observed was less than 15ms. 
In addition, the simple PSpice model used was also proven to be a good representation 
of the complete system and was able to reveal its fundamental dynamics. 
In essence, this strategy uses few components, is simple to implement, and robust. 
Furthermore, the encouraging results from PSpice on the Boost topology further suggest 
that this algorithm may be adapted for other DC-DC switching topologies, making it a very 
flexible algorithm indeed. 
Chapter 7 
Analysis and Nonlinear Dynamics 
of the Proposed Maximum Power 
Point Tracker 
Abstract 
The dynamics of the proposed MPPT system are studied in this chapter. The analysis 
reveals that the system's global attractor and its underlying features can be described 
by a two-dimensional approximate stroboscopic map, which was derived by linearising 
at the MPP. This is evidenced from the excellent agreement between the simulated and 
experimentally obtained one-dimensional return maps. Preliminary design guidelines 
are also deduced and discussed. 
7.1 Introduction 
The use of nonlinear dynamics techniques and concepts to investigate the dynamics of 
DC_DC converters has been well pursued and documented [Hamill, Deane & Jefferies, 19921, 
[Banerjee, Ott, Yorke & Yuan, 1997], [Tse, 1994a], to name a few. They have allowed the 
true behaviour of these nonlinear time-varying systems to be revealed and studied. One 
such technique is the use of nonlinear iterative mappings which, in the same way, govern the 
dynamics of a continuous system as differential equations do. The mapping may be derived 
by sampling at particular events or features in the system, such as regular intervals in time. 
or the peaks or troughs in the system waveform. The result is an algebraic relationship that 
expresses the next state of the system as a function of its present state and hence charts the 
evolution of the state of the system cycle by cycle or defined by its characteristic events. 
The advantages of modelling by iterated mappings are several. They allow one to 
study and predict nonlinear behaviour that cannot be dealt with using conventional linear 
modelling. Because the map is an algebraic function, it is also much quicker to evaluate 
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the state trajectories than to integrate them over a cycle. Furthermore, it avoids the issue 
where the qualitative behaviour of the computed dynamics of the system may be affected 
by the integration routines used. However, mappings are also difficult to derive even for 
simple systems. Although closed-form analytical expressions may exist, they have to be 
computed numerically in most cases. 
In DC-DC converters, iterative mappings arise naturally due to the periodic-driven 
nature of these systems. They were shown to be successful in describing and predicting 
the existence of nonlinear behaviour such as subharmonics and chaos, where conventional 
linear systems theory fails. 
In this chapter, it is shown that although the system is strongly nonlinear, we can still 
derive a two-dimensional mapping which adequately describes the fundamental dynam- 
ics of the system. This is evidenced by the excellent agreement between simulation and 
experiment from a return map featuring one of its state variables. From the stroboscopic 
two-dimensional map and a bifurcation study, preliminary design guidelines are established. 
7.2 System Modelling 
For the purpose of analysis, the full system shown in Fig. 6.7 is first modelled as shown 
in Fig. 7.1. 
Nonlinear Aa Db L 
S=0 open 
S =I closed 
v Df Vb 
Ti 17 c7 S=10,1) Q 
Lýý DL= (0, I) Vc2 
0 
R2 
ýýýVCITRI 
Figure 7.1: Schematic of full system model 
7.2.1 The Power Stage 
TS 
III.. 
D 
We first concentrate on the power stage and make the following assumptions: 
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(a) All components are ideal. 
(b) The diodes Df and Db are ideal. 
(c) The clock pulses are of infinitesimal duration and period T.. 
(d) The Buck converter operates in continuous conduction mode, i. e. L is large enough 
that ib ýý* OVt- 
Assuming continuous conduction operation, we can write down the state equations for 
the power stage as 
dv i(V) - S(t)ib (7.1a) dt c 
dib S(t)V - Vb (7.1b) 
dt L 
where S(t) =1 or 0 for switch closed or open respectively. The vector field of the power 
stage comprises two sets of differential equations, one for switch closed, the other for switch 
open. Because of the nonlineaxity exhibited by the array characteristics in the term i(v) 
given by (3-11), it is not possible to obtain an analytical solution for the separate switch 
configurations given by (7.1). 
In Fig. 7.2(a), the MPP is located where the tangentials of the two v-i characteristics 
of the array and converter meet. We assume that a typical v-i characteristic of an array 
is described by a general function i= i(v) which is smooth and differentiable everywhere. 
Hence, we can represent the general function i(v) as an infinite series obtained from Taylor's 
expansion 
00 
(V V)k Impp +E Zk tnpp 
k=l 
I+ Zl(V V) + 
Z2 (V 
mp mpp _ V)2 + 
Z3 (V V)3 mpp p 2! 3! Tnpp 
r+ ZI(V inpp - V) +0 
(VMpp _ V)2 (7.2) mpp 
where Zk = dik(v)IdVk lv=vmpp represents the kth partial derivatives of i with respect to v. 
We first assume that the MPPT operates arbitrarily close to the MPP such that we can 
make a first order approximation of the series given by (7.2). We then apply the truncated 
series to the exponential model of the array described by (3.11). Differentiating (3.11) with 
respect to v and from (3.20), (3.22), we have 
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Figure 7.2: (a) The tangential intersection of the array and converter characteristics showing 
the location of the MPP (b) Extrapolation of the linear approximation to the exponential model 
of the array at the MPP 
To obtain V,,, pp, (7.3b) has to be numerically solved. This value is then substituted to 
(7.3a) and (7.3c). We next extrapolate the linear approximation, as shown in Fig. 7.2(b). 
From (7.2), we define i=I.,, when v=0 and v=V,,, when i=0. Hence, 
I I. = I-pp + zi V-pp (7.4a) 
V,, 'c = V., + 
1"w (7.4b) 
Z1 
it 
-sc = Z1 (7.4c) V 1. 
Since z, = dildvl,, =v.,,, we have 
uc oc 
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I, c exp 
VMPP ) 
Z1 =-(n, 
Vth 
(7.5) 
n, Vth exp 
,)A (n$Vth 
Back substituting (7.4) into (7.2), we have 
i=I, ', - z1v 
11-ý: (7.6) 
( 
oc 
) 
where z, is in fact obtained by linearising at the MPP. So, we postulate that if the operation 
under steady state is arbitrarily close to the MPP, then we are in fact studying the local 
behaviour at the MPP and hence the linearised model given by (7.6) is equivalent to the 
array described by the exponential model. This, of course, is local to the MPP, but we hope 
that the MPPT will operate close to the MPP. In essence, the study of the global behaviour 
is in fact focused upon the study of the local behaviour there. 
By replacing the equations given by (3.11) with that of (7.6), analytical solutions to the 
individual switch configurations governed by (7.1) can be obtained. 
7.2.2 The Controller Stage 
The whole purpose of the controller stage is to determine where V,, pp lies so that ap- 
propriate action can be taken to operate there. Ideally, we hope for a MPP 
detector that 
is always able to have access to the knowledge of the "elusive" or "hiddený' V,,, pp value. If 
such an MPP detector did exist, then the controller can easily be implemented. 
All that is 
required is just a compaxator, as shown 
in Fig. 7.3(a). Its output is then described by the 
function 
DL(t) 
1 if V(t) > V,,, pp (7.7a) 
0 if V(t) !ý vmpp (7-7b) 
where this function is graphically depicted in Fig. 7.4(a . Unfortunately, we 
do not know 
exactly the v-p curve and therefore V,,, pp but we can obtain a good approximation using 
real differentiators and comparators, as shown in Fig. 7.3(b). From the synthesis of the 
control law in chapter 6, we have seen that the function Sgn(ý)Sgn(ý) is used to mimic the 
equivalence to (7.7). 
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Figure 7.3: (a) The ideal case and (b) in practice of the MPP detector 
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Figure 7A The function DL: (a) ideal case (b) in practice 
However, perfect differentiators are not realisable in practice and there are imperfections 
such as delay, noise and offiets that produce an indeterminate region at the MPP, as shown 
in Fig. 7.4(b). 
The use of two differentiators in the controller stage adds a further two state equations. 
The differentiators are modelled by a first-order high pass filter with a time constant Td 
RiCi = R2C2. The state equations axe written as 
dv, j vp - Vj (7.8a) 
dt Td 
dVc2 V- Vc2 (7.8b) 
dt Td 
where vc, and vc2 axe the capacitor voltages and the evaluated power p is represented by 
the voltage vp = vilIf normalised to If = 1A. 
Although (7.8) appears to present a trivial analytical solution, its solution is complicated 
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by the term vp. This voltage is a function of v, and the use of the linear characteristics 
woud still involve a quadratic term. 
The outputs of the differentiators, namely vp-v, l and V-Vc2 are then fed to a comparator 
that produces one of two values. If the differentiator output is greater than zero, then the 
comparator produces a boolean logic 1, else it is 0. The outputs of both comparators are 
then exclusive-ored together. Denoting Xp and X, as the outputs of the two comparators, 
the approximation to the function described by (7.7) is instead described by the function 
DL(t) ý Xp ED Xv (7.9) 
which implements in circuit terms the mathematical function given by 
Sgn(vp - v,,, )Sgn(v - Vc2) (7.10) 
The signal from (7-9) becomes the input to the D input of the flip-flop. Assuming no noise 
terms are present in (6.5), the function DO) supposedly indicates whether OplOv is greater 
or less than zero, which implies whether v is below or above V,,, pp (since v=V.. pp when 
Oplav = 0). 
However, a perfect differentiator cannot be realised in practice. The output of the 
differentiators, each given by vp - v, j and V- VC2, is only an approximation to the true 
time derivatives, ýp and b respectively. This can be observed as follows: if we first take the 
Laplace transform of (7.8), then each high-pass filter is governed by the following equations 
in the s-domain 
es 
T VP 
(7.11a) Vp Td i -+- 
d 
+s 
(7.11b) Td 
, ST 
V 
d 
where the approximated time derivatives of vp and v are denoted with a circumflex, i. e. vp 
and v respectively. 
The block diagram realisation of (7.11) comprises two blocks, as shown in Fig. 7.5. 
We see that the actual differentiation is performed by the second block whilst the first 
only involves a gain. If we confine ourselves only to the second block and introduce an 
appropriate scaling to return the gain to unity, then we have for vp 
s 
vp =1+ 
sTdvp 
(7.12) 
By manipulating (7-12) and returning to the time domain, we obtain 
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VP Td 
L-Td 
+ 
_IP 
3 ^0 va - Td - Tdi+I - va 
Figure 7.5: Block diagram realisation of imperfect differentiator 
1 vp(l + sTd) = svp (7.13a) 
Vp + Td! 
ýVLP 
= ilp (7.13b) 
V 
dt 
vp 
Vp = Vp - TdýL (7.13c) dt 
Likewise for v, we have 
6 
i) - Td- (7.14) dt 
Both the terms Tddvlpldt and Tddvldt are the error terms of the approximate derivatives. 
From (7.13) and (7.14), we observe that Td should be small to minimise the error. 
If we focus on the block represented by sl(l + sTd) in Fig. 7.5, one of the many possible 
ways of viewing the denominator in the term sl(l + sTd) is that it may be considered as a 
result of a truncation of the infinite series in which the term sl(l + sTd) may be viewed as 
an approximation given by 
a8 (7.15) J! Ld Z+J! Ld2 + STd 1+ STd + 2! 3! 
provided that sTd < 1. Equation 
(7.15) may also be rewritten as 
1+ss Td ;: t: sexp(-sTd) 
(7.16) 
This transfer function corresponds to an ideal differentiator followed by a pure time delay, 
Td. However, it is actually an ideal differentiator and a first-order lag with time constant 
Td. Thus, an imperfect differentiator may be modelled as a perfect differentiator with a 
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time delay Td provided that sTd < 1. This is helpful in understanding the effects of a non- 
zero Td, under the assumption that Td is sufficiently small that 3Td <1 for all waveforms 
encountered in practice. By assuming that in the limit Td -+ 0, then vp = &P and v=v. 
This results in an ideal differentiator since there is no delay term. 
Assuming we neglect all imperfections, the ideal case is thus implemented by the func- 
tion Sgn(tip)Sgn(ý) _= Sgn(P)Sgn(, b). 
So, we can replace it, for theoretical purposes, by a 
comparator which has access to the "hidden" V,,, pp. 
The hypothesis of a perfect differentiator in fact reduces the system by two dimensions 
involving the differentiators. With this simplification, a perfect differentiator leads us to 
the function given by (7.7). 
The output from DL(t) is next sampled periodically at T,, to produce the driving signal 
for the switch S(t) 
as- 
DO) at t= kT, where k=10,1,2,... l (7-17) 
DL (kT, ) for kT, <t< (k + 1)T, (7.18) 
The complete system is fundamentally described by a four-dimensional nonlinear equa- 
tion of the form dxldt =f (x, t) comprising (3.11), (7.1), (7.8), (7.10), (7-9) and (7.17). 
Unfortunately, such a high-dimensional system is difficult to analyse, and any analysis will 
only be largely numerical. This does not allow us much insight into its dynamics. 
However, if we assume that a linear v-i charapteristics for the array is used and that the 
differentiators are ideal, as mentioned before, then the original model in Fig. 7.1 is reduced 
to that in Fig. 7.6. We can now derive an iterative mapping that allows us to unravel the 
fundamental features of the system. The simplified model is two-dimensional, and is thus 
governed by a two dimensional mapping. 
Because the system is driven periodically by an external clock, we shall sample at T, 
In other words, the Poincar6 section is taken at t=T,. The time variable t is implicit in 
the derived equations but does not appear explicitly. This derived mapping will thus be 
identified as a stroboscopic mapping. 
7.3 Derivation of the Mapping of the Simplified System 
Although the real system is at least four-dimensional, it can be reduced to a two- 
dimensional version that nonetheless captures the features of interest in the behaviour of 
the real system by making the following simplifications discussed in the previous section: 
(a) The solar array is replaced by a linear v-i characteristic. 
(b) The controller is assumed ideal. 
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From these simplifications, the system model is reduced to that shown in Fig. 7.6. This 
enables us to derive a two-dimensional mapping. 
TS 
III 
Figure 7.6: Schematic of the Simplified Model 
The linear v-i characteristic is simply given by 
i=ISC I- V (7.19) VIC 
) 
Rom (7.19), the array power is 
VIc 
(I 
-) (7.20) 
Differentiating (7.20) with respect to the axray voltage and equating to zero, we obtain 
V,. PP = 
V. 12 and I,,, pp = 1,,, /2. 
7.3.1 Derivation of the Exact Mapping 
Assuming continuous conduction operation, the state equations that govern the power 
circuit are 
dv 
= 
i(V) - S(t)ib (7.21a) 
dt c 
dib 
= 
S(OV - Vb (7.21b) 
dt L 
where i(v) is given by (7.19) and S(t) Ef0,1} represents the switch position (open and 
closed, respectively). 
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The switch opens or closes for a duration of T, until the next sampling pulse arrives, 
where the switch can then change state i. e. when the necessary condition S(t) = S(T, ) is 
satisfied. Considering that the controller is ideal, the switching function may be described 
by 
0 if v (kT, ) :5V,,, pp (7.22a) 
S(t) 1 if v(kT. ) > Vmpp (7.22b) 
S(kT, ) for U, <t< (k + 1)T, (7.22c) 
where k= 11,2,3, - - -}. 
For the convenience of analysis, we present the equations in a more compact way and 
reduce the number of parameters by normalising all voltages, current, and time based 
variables and parameters to V. pp, I. pp and T. respectively. Hence, the transformed state 
variables axe xi ----: V/Vmppv X2 : -"n ib/Impp, and the parameters are CVmpp1I,,, ppT,, 
r, = LI,,, pp1VmppT,, ot = 
VbIV,,, pp and r= t1T,. 
For the interval when the switch is closed, the dimensionless state equations' are 
dxj 2-xi -X2 (7.23a) 
d, r 10 dX2 X1 - Ci (7.23b) dr r. 
and for the interval when the switch is open 
dxj 
=2-x, (7.24a) d, r 16 dX2 -ce (7.24b) ý -Ir- = r. 
Because (7.23) and (7.24) are linear differential equations, analytical solutions can be 
obtained. 
The solution to (7.23) describing the system dynamics when the switch is closed is given 
by 
xi(r) = exp(-a-r)[Alcos(wr)+A2sin(w7-)]+a (7.25a) 
X2(r) = 2-a-exp(-ar)[cos(w7-)(Al/2+A20UJ) 
+ sin(wT) (A2 /2 - Al, 3w)] (7.25b) 
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)3 
> 1, leading to a damped where a and w= aVLý- 1. In practice, the term 
L 
2)3 K ru 
0 
oscillatory solution. We will assume in the following that 
L>1. 
The terms A, and A2 ril 
are the two arbitrary constants that define a paxticulax solution. 
When the switch is open, the evolution of the system variables is instead described by 
the solution to (7.24) which is given by 
xi(7-) = 2+A3exp(-2or) (7.26a) 
X2('r) = -ar/r. + 
A4 (7.26b) 
where A3 and A4 are again the two arbitrary constants that define a particular solution. 
Every time t=T,, the switch can change state. So, a convenient choice would be to 
sample there, and each solution is computed to r=1. At r=1, a decision on the basis 
of whether v is above or below V. pp is then made to determine whether the switch should 
be made to close or open for the next cycle. Because the voltages are normalised to V .. pp, 
comparing v against V .. pp is equivalent to comparing x, against unity. Once the status of 
the switch is determined, the appropriate solution given by either (7.25) or (7.26) is then 
selected. By setting r=0 and making use of the boundary conditions that both x, and 
X2 are smooth when the switch opens or closes, the new solution is computed, again to 
,r=1, defined by the pair of constants A, and A2 or A3 and A4 in accordance with the 
appropriate solution. This process is then iterated, tracing the evolution of the system 
dynamics cycle-by-cycle. 
For example, assuming r=0 and that the switch is in the closed position, we start with 
a pair of initial state variables with values xi(O) and X2(0) and calculate the appropriate 
pair of constants A, and A2 defined by 
A, = XI (0) -a (7.27a) 
2-a- (xi(0) - a)/2 - X2(O) 1,7 n"7t. N 
-t12 
16(l) 
(7.27b) 
to obtain a new solution valid to r=1- This is iterated as long as x, > 1, where the switch 
remains closed. In the event that x, : 5:, 1, then the switch opens, and the new solution will 
instead be obtained from (7.26) defined by the constants 
A3 = xl(O) -2 (7.28a) 
A4 = X2(0) (7.28b) 
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So, by incorporating (7.25), (7.26), (7.27), (7.28) and -r = 1, the overall mapping is 
described by 
xl(k+l) = exp(-o, ) 
[(X, 
(, ) - a) cos(w) 
+2-a- 
(x, 
() - a)/2 - X2(k) sin(w) +a 
if xi(h) >1 (7.29a) 
X2(k+l) --*-- 2-a- exp(-o, ) 
[cos(w) [(x, 
(, ) - 2)/2 
+2 -a- (xl(, ) - a)/2 - 
X2(k) 
1 
+ sin(w) 
(2 -a- (x, (, ) - a)/2 - X2(k) /2 
-(XI(, ý) 
( 
ci)ßw)1 
ßw 
2+ (xl(, ) - 2) exp(-2a) 
if xl(, ) :51 (7.29b) 
X2(k+l) ý-- X2(k) - CtIN 
where the subscript (k) denotes the present solution and (k + 1) denotes the next solution. 
Once a new pair of iterates i. e. xi(k+2) andX2(, +, ) 
is computed, the two components of 
the solution become xl(, ) andX2(, ) respectively and axe substituted into the appropriate 
functions depending on whether xl(,, ) is less than or greater than 1. 
Equation (7.29) is a two dimensional piecewise-lineax smooth stroboscopic iterative map- 
ping. Here, this mapping is described as 'exact', since no inherent approximations are made 
during the derivation of the solutions. 
Although (7.29) is now algebraic, it still does not appear favourable for analysis and 
hence does not enhance our understanding of the system behaviour because of the exponen- 
tial and sinusoidal terms. Fortunately, further simplification is still possible and is discussed 
in the next section. 
7.3.2 Derivation of the Approximate Mapping 
A reasonably accurate approximation to (7.29) can be derived if the transition matrix 
used to evaluate the solutions is represented as a finite series truncated up to second-order 
terms. The truncation is sufficient since, in practice, the capacitor voltage appears as a 
piecewise quadratic waveform and the inductor current increases and decreases linearly. 
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To derive this approximate mapping, the state equations are first represented in matrix 
form 
k= Aix + Bi, (7.30) 
where the subscript i denotes switch closed or open i. e. i (-= Iclosed, open} and xE M2 is 
the state vector. The general solution to (7.30) may be expressed as 
t2 
X(t2) = -I)i(t2 - tl )X(tl) + 
ft, 
4)i(t2 
- ()Bid( (7.31) 
which gives the state vector at a time t2 in terms of the state vector at some earlier time tj. 
-Iýj is the state transition matrix with the subscript i denoting its association with Switch 
closed or open and C is a dummy variable. 
The state transition matrix is defined as 
'Pi(t2 - tl) = exp(Ai(t2 - ti)). (7.32) 
By substituting (7.32) into (7.31), we obtain 
X(t2) " 'Iýi(h - tl)X(tl) + Ai 1['Pi(t2 - tl) - I]Bi. (7.33) 
The state transition matrix of (7.32) can be expressed as an infinite series given by 
1 
)2 
1 
tl) ýI+ Ai(t2 - tl) + yAs? (t2 - tl +y Aj3 
(t2 _ tl)3 + (7.34) 3! ' 
We are interested in the solution from tj 1'-- 0 to t2 ý Ts. Hence, in dimensionless form, 
t2 is replaced by r=1 and (7.34) becomes 
l2l 
4ýj=I+Aj+ Ai+-A4+... (7.35) 
2! 3! ' 
For switch closed, the state equations axe expressed as 
[ ii ]=[ -1/, 8 -1/, 0 1[ xi + 
2/0 (7.36) i2 l/K 0 X2 -ct/K 
Aclosed B, lo,, d 
For switch open, it is given by 
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16 1 H-1/1 11 [-ý, ]+[ 2/)3 (7.37) i2 00 X2 
Aopen Bopen 
We examine the eigenvalues of Ai. For the switch closed, the eigenvalues of Aclosed are 
given by 
Pclosed 1 : Lj rIß ( Nf- - 1) 
and for the switch open 
Popen 
(7.38) 
(7.39) 
The spectral radius of an n-by-n square matrix M is the radius of the smallest circle 
in the complex plane centred on the origin that contains all the eigenvalues of M. Hence, 
JIMIJ is the largest magnitude of the eigenvalue. For the switch closed, 
Aclosed (7.40) 
and for 
IlAopenlIs 
IlAopenji (7.41) 
For any abitrary n-by-n matrix A containing finite elements, the series given by (7.35) 
always converges. In practice, On >1 and 8>1, so II Ai II<1. Hence, the series given by 
(7.35) also converges rapidly and the higher order terms can be neglected. Tyuncating the 
series given by (7.35) to second order terms, the state transition matrix is approximated as 
(Iýj r, - I+ Ai +1A? (7.42) 2" 
Rom (7.33), 
-Iojx(O) + Ai '[-I)i - I]Bi (7.43) 
where x is the solution after 7- =1 has elapsed from -r =0 given an initial condition x(O). 
F, quation (7.43) may therefore be expressed in general as 
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X(k+l) ý-- 'I)iX(k) + Ai 1 [-I)i - IjBi (7.44) 
where x(A; +, ) is the solution after r=1 given an 
initial condition x(A; ). 
By substituting (7.36) and (7.37) into (7.42) and evaluating (7.44) respectively for switch 
open and closed, we obtain the stroboscopic map as 
)= 
[l 
- 
(l 
+ X2(k) 
0 2n 2,3 13( 2# 
2+ 
r 
fl(closed) (Xl(k) 
7 X2(A: )) 
if x, (, ) >1 
(7.45a) 
1 
X2(h+ll 
f2(d 
)I 
Xl(k) +] X2(k) 
2,3 2,6n 
a) 
Deed) 
(Xl(k) 
I 
X2(k)) 
xl(k) + 
(1 
_) 20 2# 
fl 
(op.. ) 
(X 
I (k) ) X2(k) 
if xi(A, ) :51 (7.45b) 
X2(k+l) X2(k 
f2(op.. 
)(Xl(h))X2(h)) 
Equation (7.45) is described as an 'approximate' map due to the approximation made 
by truncating the state transition matrix to second order terms. 
7.4 Analysis of the Approximate Stroboscopic Map 
The map given by (7.45) now appears in a much more convenient fashion for analysis. 
To study the map, we invoke a common, basic and powerful tool in the study of nonlinear 
systems and chaos theory - 
known as a return map. The basic return map plots the 
present state against 
its next state. If the return map is one-dimensional, then we can plot 
the map on a graph where the values given by 27(k+1) is on the vertical axis and x(k) is on 
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the horizontal axis. Because our map is derived stroboscopically, it would be classified as a 
stroboscopic return map. 
Unfortunately, because (7.45) is two-dimensional, it is impossible to depict graphically. 
Although the map is two-dimensional, we can still obtain useful insight into the behaviour 
by observing the return map plotted with only one of the state variables. In fact, this is 
the usefulness of a return map because by observing only one of the state variables, the 
dynamics of the attractor are encapsulated in a compact way, revealing the interesting 
features of the system. This is because the evolution of a variable can be strongly related to 
another or others that by itself, it carries dynamic information about those others as well 
[William , 1997]. 
Based on this hypothesis, attractors have been reconstructed successfully 
using the time series of a single variable e. g. [Fraser, 1989]. 
In this study, the normalised. array voltage x, is chosen as the state variable for the 
return map for the convenience of recognising xi at MPP (since at MPP, xj,.. would be 
1), although there is nothing wrong in choosing X2, which would produce an analogous 
result to xi. 
We now refer to the individual equations describing x, given by the map (7.45). To 
simplify the analysis, we rewrite (7.45b) as 
1,1(A, ) +a (7.46) 
where 
Ml 8)2,3 (7.47) 2 
a 1-- 
, 0( 2,3 
where mi is the slope of the equation and a involves the system's normalised parameters. 
Equation (7.46) describes the evolution of the dynamics of xl(A, ) when it is below xj. PP, 
which is the normalised array voltage at MPP, implying the operation is in the switch open 
domain. Because (7.46) is uncoupled, this equation is a straight line. 
For 1(, ) >xj(_P,, ), the operation 
is in the switch closed domain. We rewrite (7-45a) as 
bX2(h) +c (7.48) 
wbere 
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M2 -` 
[1-1(1+ 
- 
1)] 
2n 2,6 
b (7.49) 
c2+a_1 4n 2,3 
This equation has a slope M2 and the system's normalised parameters are contained in b 
and c. Note that (7-48) is coupled to the other state variable T2 by the product term bX2- 
7.4.1 Fixed Points and Their Stability 
We begin by looking for the existence of fixed points when the switch is open and 
when it is closed. The fixed point is found by substituting xl(, +, ) = xl(, ) and 
X2(k+l) ý X2(,, ) in (7.45a) and solving for xl(,, ) and X2(, ) = -X2*(e from the 
resulting simultaneous equations. This gives us 
= Xl(dosed) 
'I ... d) 
X*l(closed) Cl (7.50a) 
X2(closed) 2-a (7.50b) 
Doing likewise for (7.45b), we have 
"'1(open) =2 (7.51a) 
12*(open) =0 (7.51b) 
The fixed point x*1 (chned) =a 
is not surprising. Recall that a is the normalised battery 
voltage, which becomes the voltage impressed across the array if the switch was permanently 
closed. The same goes for x*, (. P.. ) = 
2, which is the normalised open circuit voltage, and 
appears across the array if the switch was permanently open. To investigate if the fixed 
points are attracting or repelling, we examine the eigenvalues of the Jacobian matrix of 
(7.45a) and (7.45b) given by 
J(closed/open) ý 
dfl(closed/open) Idxi dfl(clomeed/open) ldX2 
(7.52) 
1 
df2(Closed/open) Idxi df2(closed/open) /dIý2 
] 
x* 
For switch closed, the eigenvalues of the Jacobian matrix are 
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P(closed) ý""' 1-11+1-1±j 
ýFr. (4)3 - 
-r. )(20 - 1)2 (7.53) TO 
( 
r%l To 
) 
4,62 r. 
For switch open, we obtain 
11 
P(open) 0+ 
(7.54) 
From (7.53), its spectral radius is given by 
I IP(,. Iosed)11 43K2 
(7.55) To + ýFfl-r. --) 
Typically, 6>1, Or. >1 and jO > n, so from (7.53), we have I IP(eosed) II<1. Thus, the 
fixed point at x*1 =a when the switch is closed is attracting. 
But for (7.54), 1 IP(open)11 = 1, which lies on the unit circle of the complex plane. So, this 
fixed point is non-hyperbolic, that is, the fixed point is not structually stable. If the fixed 
point is structually stable, then it still exists under small perturbations of the vector field 
[Parker & Chua, 1989]. 
However, in practice, there is always parasitic resistance (inductor and wiring) which 
was not modelled in the ideal case. If this was considered, then 11POPeOll < 1. Note that 
#2), r2 P(open) 1/p + 1/(2 - O/n + 0/2 where 0=R, I(V .. pplI,,, pp) is the normalised 
parasitic resistance. This gives Oln = RTIL, which is a normalised time constant. In 
pratice, 0< O/K < 1, hence, 11P(open)11 < 1. Therefore, the fixed point x*1 =2 when the 
switch is open is also attracting. In summary, both fixed points are stable and attracting. 
7.4.2 A Global Attractor from the Stroboscopic Return Map 
To simplify the analysis, we assume for the moment that the change in X2 is minimal so 
that -bX2 +c remains constant, such that 
(7.48) will also exhibit a straight line relationship. 
jVe now proceed to envisage the return map. This is depicted in Fig. 7.7. The diagonal 
line (xi(, +j) 
known as the identity line divides the graph into two halves. Because 
the straight line given by the function fl(. P.. ) 
intersects xl(, +, ) = xl(, ) at *=2 and its 
Xl(-pe. 
) 
slope mi is less than unity 
(because 8> 1), it lies in the upper half. This function governs 
the dynamics when the switch is open. 
On the other hand, the function fl(, .1... d) lies in the bottom half. This is because it 
intersects li(h+j) xl(, ) at x* a instead whereby a< xl(,,,,, ) <2 and M2 < '(closed) 
The two fixed points that were established earlier axe indicated by the intersection of the 
identity line with the two straight lines. 
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Xi 
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(closcd) 
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(switch close) 
X1 
fnpp 
Figure 7.7: The ideal return map 
Xi 
Q0 
Because hj,. ) is valid 
in the range xi(, ) E [0, xi... ], the straight line given by this 
function does not extend beyond xl.,,,. Hence, the fixed point xi(. P.. ) =2 
is a virtual fixed 
point. 
For the function h(dwed), it is instead valid in the range xl(, ) E (xl(, n,, ), 
2]; hence, the 
fLxed point at xl(,,,,, d) =a is also a virtual 
fixed point. This is shown in Fig. 7-8(a). The 
union of the two ranges spans the whole operating space 
for xj. 
The evolution of the dynamics can now be easily visualised. 
Looking at Fig. 7.8(b), 
assume first that an arbitrary value xl(,, ) appears 
to the left of the line xl(,, ) = xl.,,,,. 
If 
this value is below the line xl(,, +, ) = xiln", 
indicating that xl(,, ) < ximpp, then we are 
considering only 
fi(,. ) since the switch 
is open. Because it has an attracting virtual 
fixed point at x; 2, subsequent 
iterates will move towards this point. Graphically, 
we extend horizontally 
to the identity line and then upwards until we intersect the slope. 
This gives us the value of the next state. 
The new iterates axe then compared with the 
line xt(,, +, ) - xl,, P,. 
As long as 11(k) < Ximpp) this process is repeated. Hence, the new 
values will continue 
to evolve via a 'staircase' route upwards towards the virtual fixed point, 
increasing in value on each iteration. 
This is equi%-alent to substituting i(, ) into the equation of 
(7.46) to obtain xl(A; +, ) which 
yields the same results as 
the graphical approach. 
If each iterate that continues to fall on the slope is marked with a dot, then the sequence 
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X1 
X1 TxI 
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Figure 7.8: (a) Virtual Fixed Points; (b) A Global Attractor 
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of dots will form a straight line. This is depicted in Fig. 7.8(b). 
However, if instead xl(, ) 
is above xj_PP, then the operation reverts to the switch being 
closed. Instead of fl,.,. ), we now consider only 
h 
(closed) . 
This function has a virtual fixed 
point but at x*, (, P,. ) ,,,: 
a< xl_,, which is also attracting. So, instead of extending upwards 
from the identity line, we extend downwards, moving towards this fixed point. The sequence 
of iterates now leads a 'staircase' route downwards, decreasing in value on each iteration. 
In fact, we can now visualise a global attractor for the whole system since any values 
appearing smaller or greater than X(k+l) = xl,,,, will be propelled towards the line X(k+l) 
XIMPP* 
7.4.3 A Trapping Region 
Because there is a discontinuity at xl(,,, = xl,,,,,, the identity line does not intersect 
with any of the equations, and a fixed point cannot exist. Hence, the system behaviour can 
never settle to an equilibrium. 
XI 04 
X1 
I ............. I ... ..................... 
I 
now : TRAPPING REGION 
F-I (k) IT I" 
2xi! c : (k)* 
b2(k)+ 
X1 
Run (switch close) 
KI X1 X1 
X1 
94) 
m8n fnpp max 
Figure 7.9: A Trapping Region 
Instead, there exists a trapping region bounded by the limits denoted xi... and xi.,, 
shown in Fig. 7.9. Once entered, it oscillates within this region and cannot escape. It can 
be seen that if xl,, ) lands arbitrarily close to but below xl,,,,,, with the switch 
in the open 
position, then for the next iterate, the switch still remains in the open position. The next 
iterate will land arbitrarily close to xl,,... In the limit as xl(, ) -4 xl(.,, ), xl(, +, ) = xl,.... 
Once xi(, +, ) > xi.,, 
the switch will revert to the closed position and the next iterate will 
be less than xi..,. 
On the contrary, if instead xi(A, ) arrives arbitrarily close to 
but above xi,.,,, in the 
switch closed position, then the switch will remain closed for the next iterate and will land 
arbitrarily close to xl,,,,,,. Again in the limit as xl(, ) -ý xl.,,, 
Xl(k+l) -"'- Xlmin' 
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Therefore, the trapping region is bounded by xi. j. and xl,.... These limits can be 
found by substituting xi.,, into (7.45b) to obtain xl,,,,,.. To obtain xl.,,., the value X2'nPP 
is substituted for -T2(, ) in (7.45a) together with xl,,,,,. 
Similarly, this applies for X2 because a symmetry exists between them. This is not hard 
to see, since if the switch opens, then the normalised array voltage (xj) increases, but the 
normalised inductor current (X2) decreases. Else, if the switch is closed, then x, decreases 
but X2 increases. Hence, we have 
+2 
Likewise for X2, 
2 
I. Pp + TO 
(7.56a) 
+- xl,. 
Pp 2mpp 2 TO x 
a- (7.56b) ý-x To- 
) 
[1 (1 11 
jp-)] Xlvnpp +ýI X2mpp 
rb 2fln 
1-) 
+1 (7.57a) 
rb 
-TZ. j. ` X2. " (7.57b) 
Recall that since xi., = 1, Xi.. is a constant. However, an analytical expression 
for x2.,, cannot be found due to the fact that there axe more unknowns than there axe 
equations. To obtain X2.,,, either X2... 9 X2,. j. or xi.,. has to be known. Because of that, 
xl,,,, cannot be readily obtained. 
On the other hand, a convenient way would be to obtain 
an estimate of the value Of X2.. pp 
from the return map Of X2(, ) against X2(A, +, ). 
This in turn 
allows us to estimate -T2..,. t X2. j. and xl,,,,. 
7.4.4 Size of Attractor 
Assuming that We know X2,,,,, then the size of the attractor can be found. This is 
obt, ained by subtracting xi, from xl,,,, and 
X2,. i,, 
from X2.... The width of xj is given 
by Ax, and X2, 
AX-2- 
1ximse 
- x1mi"I 
II 
(X,.., 
p - 
Cl) + X2,. 
pp 
(7.58) 
2. %, 0 io- 
)I 
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and 
AX2 IX2,,,.. X2min I 
11 (1 1)-1( XUpp (7-59) 
T'J xlmpp - ril Tr. 2 
From (7.58) and (7.59), we see that the size of the attractor is affected by the normalised 
parameters 8 and n. The larger the values of 0 and n, the smaller the trapping region, 
and the operation is concentrated much closer to the MPP, yielding a higher tracking 
effectiveness. 
7.4.5 Basic Features of the Attractor 
With the switch open, it can be seen from (7.47) that if ja > 1, then the slope m, 
approaches unity. Since a gives the intercept on the xl(,, +, ) axis, the smaller the value of a 
is, the smaller the gap between this dotted line and the identity line. 
When the switch is closed, we see from (7-48) that this equation is coupled to the other 
state variable X2, i. e. the normalised inductor current. Because X2 varies, -bX2 +c also 
varies. The slope of the equation is given by M2- If 0>1, then this slope approaches 
unity. 
If the change by X2 in the product term bX2(, ) 
is negligible compared to c, then -bX2 + 
c remains constant and the iterates in this operating domain evolve as a straight line. 
ilowever, if the product term varies substantially such that the term -bX2 +c changes 
significantly with each iterate, then it will present a vertical shift of the Y-intercept of the 
equation, namely with respect to each iterate. Instead of a straight dotted line, 
these dots will instead form a "fuzzy" region. 
7.4.6 Possible Behaviours of the Attractor 
From the return map in Fig. 7.8(b), the attractor approximates a two-piece monotonic 
linear slope sepaxated by a discontinuity at 1. Interestingly, the return map resembles a 
class of a 1-D discontinuous map that was studied in [Sharkovsky & Chua, 1993). We 
invoke the results obtained in [Sharkovsky & Chua, 1993] to suggest possible behaviours 
in the dynamics exhibited by our return map. We assumed that the return map is 1- 
dimensional (although in effect it is 2-dimensional, and hence the effective slope exhibited 
by f1(,: 1ozed) may not 
be linear since it depends on the term -b12 + c) and both the slopes 
in Fig. 7.8(b) are linear. 
From [Sharkovsky & Chua, 1993], given a map f of the interval I= [a, b], the conditions 
for chaos axe given by the following conditions: 
(i) It is continuous everywhere except at the discontinuity point. 
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(ii) It is monotonic on each interval. 
lim,,, -o 
f (x) 5ý lim,,, j+o f 
(x) and limT-+zi+of(x) E fa, bl, i = 1,..., r where zi 
are the discontinuity points and r is the number of discontinuity points. 
(iv) Each piece has a slope greater than 1 such that it is expanding. 
The last property gives the sensitive dependence on initial conditions which is a necessaxy 
condition for chaotic behaviour to arise. This is because of the expansion caused by the 
slope, which moves two initial close trajectories apart on each iteration. Thus the Lyapunov 
exponent considered locally on each interval is positive (slope greater than one) and all 
trajectories are unstable. This last property highlights a sufficient condition for chaos. 
The dynamical behaviour exhibited by discontinuous maps are still by and laxge poorly 
understood, and many complicated problems axe still unresolved [Sharkovsky & Chua, 1993]. 
We can only suggest as much that the map we are considering does not exhibit this last 
property, since the absolute value of one of the slopes (fj(.,,.. )) is always less than unity (and 
hence not expansive). This can be observed from the mapping for switch open, where the 
slope is given by 1- (1/0)(1 - (1/20)) and because 8>1. So, although chaotic behaviour 
may be unlikely, it is not precluded. Since we have established that an equilibrium is not 
possible, the more likely candidates for the attractor axe periodicty and quasi-periodicity. 
7.5 Dynamics of the Full System 
We now look at the full system to verify (from simulations and experiment) whether 
the simplified model and the approximate return map based on linearisation at the MPP 
give a reasonable chaxacterisation of the dynamics of the real system. Effects of non-perfect 
differentiators will also be incorporated. 
The state equations are presented in full as 
isc 1- exp(v/n. 
Vth) -1 S(t)ib 
dv 
= 
exp(V,, c/n. Vth) - 1) (7.60a) 
dt c 
dib 
= 
S(t)V Vb 
(7.60b) 
dt L 
i1c exp(v/n, Vth) -1- Vci dvc, 
= 
If exp(V,,, /n, Vth) - 1) (7-60c) 
dt Td 
dVc2 
-V- 
Vc2 (7-60d) 
dt Td 
By normalising in a manner similar to what we hve done in section 7.3, the state variables 
are set to xi = V/Vmpp) X2 = ib/Impp) X3 = Vcl/Vmpp) X4 = Vc2/vmpp- 
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The state equations of the nonlinear system in dimensionless form are thus given by 
il =[1 
(1 
_ 
exp(xl/C3) -1 S(T)X2 /ß (7.61a) 
(2 exp(l/Cl (3) -1 
i2 = (S(r)xi - a)Ir. (7.61b) 
i3 = 
[Xl (1 
- 
eXP(X1/e3) -1)- 
X3 /0 (7.61c) (2 exp(1/C, C3) -1 
i4 : -- 
(Xl - 410 (7.61d) 
where ii = dxlldr, i2 = dX21dr, i3 = dX31dr, i4 = dX41d-r and (1 = V,,, ppIV,,,, 
(2 = 
(eXP(Vmpv/Vthns) 1)/(exp(V,,, /n. Vth) - 1)i G=n, Vth/Vmppi 0= CVmpp/TaImpp? 
LInpp/T. Vmpp, 0 TdIT., 7- = tIT,,. 
Let 
xp = 
x, (1 exp(xl/(3) -1 (7.62) - iXP(l/Cl(3) 
- 1) 
and 
S' = Sgn(xp - X3)Sgn(xi - X4) (7.63) 
Then, the switching function S is given by 
S0 
if S'(kr) = +1 (7.64a) 
1 if S'(kr) = -1 (7-64b) 
The parameters of the array, 3 and n in the simplified system that makes use of a 
linearised array v-i characteristic contain the slope V,,, II,,. Similarly, the normalised, 8 and 
r. in the full system which uses the nonlinear v-i characteristic contain V .. ppll", pp- This is 
equivalent to the slope linearised at the MPP. 
Hence, we can make use of the existing map to study the local behaviour of the nonlinear 
system by substituting the fl and n of the full system into (7.45). All the other normalised 
paxameters are identical. 
To obtain, 8 and n, we need to compute V. pp numerically 
from (3.20) and then substitute 
V pp into 
I,,, pp = 1,, 
(1 - (exp(V .. pp/n, Vth) - 1)/(exp(V,,, 
/n, Vth) - 1)) to obtain Inpp. 
From (7.15), imperfect differentiators are seen to introduce a delay compared to a perfect 
differentiator. This effect can be incorporated into the map by introducing a shift register 
to the indicator function S. In other words, the switch does not respond immediately to 
the indicator function but is delayed by an arbitrary number of r units. 
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7.5.1 The Experimental Return Map Plotter 
172 
T() vvrlýv tile alial. N. Si". ,I return map was captured to compare it with the simulation. 
To plot the return iii; qw oii ail (), scffloscopc, a dedicated circult had to be designed and 
constructed. 
7/411('1'123 +5V 74HCT 123 +5V 
A (a) A (b) 
BB 
+-5 VRC +5V 
_ 
R/C 
R7R is QCQC 
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-jjý, kF398 yn 
/n ý 
b) i i/ n UP ii/pn , 
b) X-Channel 
10001)1. = I OOOpF 
(n+ 1) 
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Figure 7.10: Simple Realisation of an experimental return map plotter 
Shown in Fig. 7.10 is the simple realisation of the circuit modified from one suggested 
in [Ogorzalek. 1997]. The actual breadboarded construction is shown in Fig. 7.11. 
The circuit coniprises ýi buffer for the input sigual to be sampled, three monostables 
. ..... . ..... ...... ...... .. 
. 
........ 
. ........... . 
........... 
U, 
ru3iL 
....... ... 
Figure 7.11: The experimental return map plotter 
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(MS) (74HCT123) and two sample and hold (S&H) devices (LF398). All the monostables 
are configured by an external RC network to exhibit a pulse of zt 41ts duration. This is 
the minimum acquisition time of the chip. The output of S&H-(a) holds the most recent 
sampled value. This is connected to the Y channel. The value sampled a clock cycle 
ago relative to the most recent sampled value is held at the output of S&H-(b). This is 
connected to the X-channel. Thus, switching to X-Y mode on the oscilloscope, we have 
X(k) plotted on the x-axis and against it, X(k+l) on the y-axis. 
Upon the rising edge of the clock, signalling the beginning of a new clock cycle, MS-(a) 
outputs a pulse of -zt 4ps duration. This pulse causes the most recently sampled value to 
propagate from the input of MS-(b) to its output, thus becoming the previous sampled 
value. At the end of this pulse, the falling edge immediately triggers MS-(b) to output 
another pulse of ; ýf 4ps duration. This pulse causes the value from the input to MS-(a) 
to be sampled to its output, becoming the most recently sampled value, appearing on the 
Y-axis. Both these values will now be held at the respective S&H outputs. Immediately 
following the second pulse, another pulse is triggered which is sent to the Z-MOD channel. 
Since a high at the Z-MOD channel causes a blackout on the oscilloscope (Fluke PM3394B 
20OMHz Oscilloscope) screen, the Z-MOD channel is connected to the Q from the MS- 
(c), in which the screen is normally blacked out. So, the later high-to-low pulse from the 
MS-(c) will light up (unblank) the sampled values once they have settled down. 
Hence, appearing on the screen will be dots of light that plot the previous and present 
sampled values. 
7.5.2 Comparison between Simulated and Experimental Return Maps 
This section investigates the viability of the derived map given by (7.45) against the state 
equations generated from (7.61), (7-62), (7-63) and (7.64) implemented using code written 
in C. The state equations are numerically integrated using a fourth order Runge-Kutta 
routine. 
The return map focuses on the state variable given by the normalised array voltage xj. 
The parameter values used are those found in chapter 6. Two operating conditions are 
presented here, one given by 1, = 0.75A and the number of diodes n, = 12; the other is 
given by 1,, = 0.25A and the number of diodes n, = 20. 
0.25A and 20 diodes I I, = 0.75A and 12 diodes 
0= 96.84 484.22 
K 2.91 = 0.58 
a 0.539 a=0.323 
Table 7.1: Comparison of the variations of the normalised parameters between I, ý 0.25A and 
20 diodes and I, = 0-75A and 12 diodes 
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We assume that the typical junction voltage of each cell is approximately 0.7V for 
the silicon diodes, so the estimated open circuit voltage is V,,, = 8-4V for 12 diodes and 
V. c = 14V for 20 diodes. The array voltage at MPP is estimated by (3.20) to be about 
0.884 of Vc at Vjh = 25mV. It follows that I .. pp is 0.9612 of I, The parameters 0 and 
r. are tabulated for each individual case. These values axe just estimates to appreciate the 
orders of magnitude of the normalised parameters. As shown, 0>1,0 > r. and 8r. > 1. 
Figs. 7.12(a), 7-12(b), 7.12(c) show the return maps featuring x, for I,, = 0.25A and 
n, = 20. 
Fig. 7.12(a) is generated from numerically integrating the state equations with a norm- 
alised differentiator time constant 0=2. Fig. 7.12(b) shows the return map generated from 
the derived approximate stroboscopic map exhibiting a delay of -r =1 unit and Fig. 7.13(c) 
was experimentally captured. 
Comparing both the simulated and experimentally captured return maps, they are qual- 
itatively in good agreement. Fig. 7.12(a) is obtained by numerically integrating the state 
equations, so it is subjected to truncation and round off errors. Fig. 7.12(b) is instead 
obtained from the approximate stroboscopic map via the state transition matrix truncated 
to second order terms. As predicted from the analysis in section 7.4.5, these maps cleaxly 
reveal the two operating domains. For switch open, it is identified by a sequence of densely 
populated dots that formed a straight line. A straight line emerges because the equations 
that govern the evolution of x1 are uncoupled, given by (7.46) and hence depends solely on 
X1. 
Located below the straight line is a "fuzzy" region of dots. It identifies the operation 
when the switch is closed. From (7.48), we observe that the equations axe now coupled, and 
the evolution of x, depends not only on x1 itself but also on the value Of X2. If we consider 
the term -bX2+C in (7.48) as the y-intercept of a straight line equation and that the value of 
X2 changes substantially, then this y-intercept will vary significantly too. So, the evolution 
of x, is now charted by a sequence of dots that no longer conforms to a straight line but 
instead displays a "fuzzy" region. The variation in X2 can be observed from the return map 
featuring X2 in Fig. 7.14(a). It shows that the width of the attractor of X2 in Fig. 7.14(a) 
is wider than Fig. 7.14(b). In the former, this is expected, since n, has a relatively higher 
value and the voltage at MPP is higher. If we refer to (6.16), this translates to a higher 
ripple for the normalised inductor current, X2, for a given fixed inductance L. 
The simulated and experimentally captured return maps for I, = 0.75 and n, = 12 
shown in Figs. 7-13(a), 7.13(b) and 7.13(c) are also, qualitatively, in good agreement. The 
straight line that defines the operation when the switch is open is evident, due to the 
uncoupled equation of (7.46), although the dots are less densely populated. However, located 
below it is a less "fuzzy" region compared to the return maps operated at I,, = 0-25A and 
n, o = 
20. In fact, it approximates a straight line. This is because the fluctuation Of X2 is 
relatively small and hence the change in the term -bX2 +C is minimal. This can be observed 
from the return map Of X2 in Fig. 7.14(b) in which the width Of X2 is relatively much smaller 
as compared to Fig. 7.14(a). This is because n, now has a much lower value, hence the 
inductor current has a lower ripple. 
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Figure 7.12: (a) Simulated return map generated from state equations (b) from approximate 
map with a delay Of TýI (c) Experimental return map based on I, = 0.25A and n, = 20 
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Figure 7.13: (a) Simulated return map generated from state equations (b) from approximate 
map with a delay of 7=2, (c) Experimental return map based on I, = 0.75A and n, = 12 
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Figure 7.14: Simulated return MaP Of X2 with (a) I, = 0.25A and n, = 20 diodes (b) 
I, = 0.75A and 71, = 12 diodes 
Referring to Fig. 6.14(b), the voltage at MPP was measured to be in the neighbourhood 
of 12.5V. The width of the attractor from the simulated maps of Figs. 7.12(a) and 7.12(b) is 
approximately 0.03. Since this is a value which is normalised to Vpp, the magnitude is about 
375mV. Compared to the experimental map of Fig. 7.13(c), the width is approximately 
600mV. This gives a quantitative discrepancy of about 225mV. 
For the case when 1, = 0.75A and n, = 12, the width of the attractor from the 
simulations (Figs. 7.13(a) and 7.13(b)) is approximately 0.08. The MPP voltage as observed 
from Fig. 6.16(b) was measured to be in the neighbourhood of 8V. This amounted to 
approximately 640mV. The width of the attractor observed from the experimental map of 
Fig. 7.13(c) is about 1.6V, exhibiting a difference of about 1V. The discrepancy is much 
more pronounced in this case. However, the simulated and experimental values still exhibits 
the same order of magnitude. 
We have assumed, in the ideal case, a delay of a maximum of 2T units. However, in 
practice, there are other factors that could possibly introduce additional delay. For example, 
the progagation time of the switching pulses, the switch's driver circuit, parasitics inherent 
of the switch etc. 1n addition, there are other parasitics that are not modelled in the 
practical circuit. These include the resistance of the switch and inductor, and the effective 
series resistance (ESR) of the input capacitor, which is frequency dependent. There are 
also other errors e. g. nonlinearity and offsets of the op-amps used in the controller circuit. 
The high pass filters are of special concern as they are used to evaluate the time derivatives 
which ultimately determine when to close and open the switch. 
As shown in Fig. 7.15, the simulated return map with a delay of 6 -r units shows a higher 
degree of quantitative accuracy, whilst still retaining the qualitative features. The width 
is now 0.18, which translates to about 1.44V, approximating closer to the value from the 
experiment. 
02468 
(a) 
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Figure 7.15: Simulated return map generated from approximate map based on Ic = 0.75A and 
n, = 12 with a delay of T=6 units 
We can now make use of (7.25) and (7.26) to estimate the magnitude of the timescales 
with regards to the dynamic response. 
We consider the possible worst case scenarios: a) when the array voltage is below the 
MPP and b) when the axray voltage is above the MPP at the lower and upper extremes of 
the operating range. 
From (7.25a), if we assume that the voltage is above the MPP at the extreme lower end 
of the operating range, i. e. xi, we can work out the number of -r units for the trajectory 
to reach the MPP, i. e. xi, = 1. So, substituting xl(O) =2 and X2(0) =0 into (7.27), and 
then substituting (7.27) into (7.25a), we have the implicit expression for -r given by 
exp(-a, r)(Al cos(wT) + A2 Sin(Wr)) +a=1 (7.65) 
Because (7.65) is transcendental, it has to be numerically solved. Using values given in 
Table 7.1, we find that r ; z:: 33. So, it means that it takes about 33 clock cycles to reach the 
MPP. This assumes that there are no delays attributed by the controller. Equation (7.65) 
predicts an estimate for the ideal lower bound of how long it might take to reach the MPP 
given that the initial conditions are at the upper extreme end of the operating range. By 
multiplying the number of r units with the clock period of 50ps, we find that this value is 
approximately 2ms. 
Likewise, when the array voltage is below the MPP and assuming that it is located at 
the lower extreme end of the operating range, i. e. xl(O) = a, we can substitute into (7.28) 
and then into (7.26a) to obtain an explicit expression given by 
Analysis and Nonlinear Dynamics of the Proposed Maximum Power Point 
nacker 179 
1 
In(- 
1) (7.66) 
2a a-2 
Equation (7.66) also predicts another estimate for the ideal lower bound of how long 
it takes to reach the MPP if we begin from the lower extreme end of the operating range. 
From Table 7.1, we find that 7- -- 37 units and hence the time is estimated to be also around 
2ms. 
The timescales predicted from (7.65) and (7.66) axe in the same order of magnitude (in 
milliseconds) as observed from both simulations and experiments. 
7.6 Preliminary Design Guidelines 
From the analysis in the previous sections, we observe that it is worthwhile in studying 
the unrealistic array with a linear v-i characteristic if it approximates the behaviour of the 
real array operating close to the MPP. 
Hence, I,, and V,,, for a real array may be extrapolated to -[, 
'c and Vý' c 
from (7.4) based on 
the linear array. They are then used to obtain the values of, 3 and K as a design guide. From 
(7.58) and (7.59), it can be seen that the product termfin and 0 should be large to minimise 
the size of the attractor of xj, which formally dictates how close the system is operating 
with reference to the MPP. In addition, r. may necessarily be made larger to minimise the 
ripple of the normalised inductor current by increasing the size of the inductance. 
Employing (7.15) with respect to our normalised state equations, we have 
di 
d, r 
(7.67) 
where I is the approximate time derivative, ,i is the true derivative, and TdIT' is the 
differentiator time constant normalised to the sampling period. 
We assume that 
di d. + (7.68) TTT Yr 
and consider separately the cases when the switch is open and closed. 
We first look at the error term for the normalised array voltage xj. For the switch 
closed, 
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di 1 
(-il - i2) (7.69) 
= il 
(lß+ 
-0) + 
0i2 
pß 
For the switch open, 
dil 
Xl Xl dr 
il (7.70) 
= kl (1 + ß) 
From the above equations, we see that the ratio 0 in the limit produces the true 
derivative. 
The normalised power function is given by 
xp = xi(2 - x, ) (7.71) 
its derivative is 
ip = 2. *l (1 - x, ) (7.72) 
and its second derivative is 
ip -- -2 i2 + 2ii(l - xi) (7.73) 1 
So, for the switch closed, 
XP gi ip -, Oip 
= 2. il(1 - xi) - O(-2i2 + 2ii(1 - x, » 1 
i2 2 = 2ii(1 - xi) -, 0 
(-2 
,+2 
(- 
p-ß 
(1 - xj» 
(7.74) 
= 2£1 (1 - xi) 
(1 
+ ß) +2 ß 
[i2(1 
- Xl) +ß (2 - x, - X2)2 
1 
= ip 
(1+2 )+ 
22 [i2(1 - xi) +: bi(2 - xi - X2)1 0ß 
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For the switch open, we have 
xp gýý ip - 0ip 2ii(1 - xi) - O(-2i2 1+ 2ii (1 - xi» 
i2 
il 
2ii(1 - xi) -0 
(-2 
,+2 
(_ 
-2 (1 - xi» 
0i2 2: ii(1 - xi) 1+ +2 (7.75) 
2: ii(1 - xi) 1++ 2ý (ii(2 - xi» 
+ 2ý (xi(2 - x, » ip (i + ß) ß 
We see that 0 in the limit yields the true derivative for the normalised power 
function. 
To observe the effects of 0 on the attractor, return maps are generated for different 
values of 0. 
From Figs. 7.16(a), 7.16(b) and 7.16(c), it can be seen that as 0 is reduced, the attractor 
approximates that obtained using the ideal controller. The delay caused by using imperfect 
differentiators manifest in from the longer slopes marked by the extended dots beyond 
xj(,,, pp) on the horizontal axis. This indicates that during this time, it remains in the 
incorrect switch operation. However, the preservation of its basic features shows that the 
attractor remains robust. 
A bifurcation diagram with 0 as the bifurcation parameter is generated. The vaxiable of 
interest is xi (the normalised array voltage) and xp (the normalised averaged array power) 
shown in Fig. 7.17(a) and Fig. 7.17(b) respectively. 
The bifurcation diagrams indicate that even for larger ý values, tracking effectiveness is 
still relatively good. That is because it is the term 0/# that dominates. Given a large 
the effect of the delay due to the differentiator time constant is minimised. 
In summary, for a good design: 
(a) Pic > 1,0 >1 
810 >1 
7.7 A Design Procedure 
We include in this section a sample baseline design procedure. We shall only concentrate 
on the use of the Buck converter. In the design of a typical space power system which 
employs a photovoltaic array as the source, we are often given the following specifications: 
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Figure 7.16: Simulated return map featuring x, with (a) 0= 20 (b) 0=2 (c) 0=0.02 
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Figure 7.17: Simulated bifurcation diagram featuring (a) xi (b) xp(.,, ) with 0E 
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(a) The nominal bus voltage, which connects to the batteries, and is so labelled Vb for 
easy reference to the work in this thesis. 
(b) The photovoltaic array characteristics. The two values we are concerned with are the 
nominal open circuit voltage V,,, and 1, 
(c) In addition, the values of the reactive components, namely L and C, in the power 
stage of the converter are pre-determined from the design of the Buck converter in 
regulating the bus voltage when the maximum power from the array is not required. 
Often, L is designed to be sufficiently large to ensure continuous conduction mode 
operating at a pre-determined switching frequency. Pulse width modulation is often 
used in the feedback loop, so the converter is also designed for stability under these 
values. 
In short, we are typically presented with the following parameters before we begin the 
design of the MPPT. They are Vb, V,,, I,,, C and L. 
We first estimate the values of V. pp and I .. pp. We first choose a typical MPR value at a 
reference temperature (say room temperature) to serve as a design reference centre. Again, 
a typical fill factor value of the array is chosen to obtain an estimated value of 1,,,, pp from 
3.21. That is given by 
VII (7.76a) V-pp 
MPR 
T (fill factor)V,, I,, P7 P71Z LN IMPP = vmpp (7.76b) 
From the preliminary design guidelines, )3 <1 andfln < 1. We choose a clock frequency 
with a period of T, - The clock frequency should be chosen to satisfy 
CVMPP 
> (7.77) To IMPP 
where, 6 should preferably be in the hundreds. However, T, should not be chosen too high 
to avoid undesirable high frequency artefacts such as switching noise that may interfere 
with the controller. In such a situation, C may be used in conjuction with T, to achieve a 
large, 6 value. 
The value of n is found from 
LI,,, 
pp 
T, V. pp 
(7-78) 
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where x is preferably a large value but we only need to satisfy )3K >> 1. Since 0 is large, 
this is easily achieved. In addition, we have the option to increase L but that would lead 
to increasing the size of the magnetic component. 
The normalised battery voltage a= VbIV .. pp must be less than 1 to ensure proper 
operation of the Buck converter. 
Next, we can estimate the lower bound of the response time from the expressions given 
by (7.65) and (7.66), which gives us a gauge of the order of timescales for the dynamic 
response. That is 
1 
In(- 1) (7.79) 
2a a-2 
where a= 1/2,8 and 
exp(-a, r) (Al cos (wr) + A2 sin(wr)) +a=1 (7.80) 
2-a-(2-a)/2 
where w=a V-(4)31n - 1), A, =2-a and 
A2 = fJW 
The last step is to determine the differentiator time constant, Td. The normalised time 
constant is given by 0= TdIT.. From the values used in the experimental circuit, 2. 
For example, if T, = 201ts, we choose Td = 401ts. 
Based on the design procedure outlined above, the envisaged maximum and minimum 
values of V,,, are then used to establish worst case scenarios with which the design criteria 
are still met under these values. 
7.8 A Design Example 
We now illustrate with an example that concentrates on using a typical MPR value 
and fill factor. The following procedure should be repeated with a range of MPR values to 
establish a possible worst case scenario; the use of a spreadsheet would be useful. Assuming 
that we are presented with the following design values : V,,, = 46V, IIC = 4A, L= 7501M, 
C= 2501X, Vb = 14V. These parameter values axe of similar magnitude to the UoSAT 
power system where it employs a nominal 14V bus voltage. From section 3.2, we first 
choose MPR = 0.86 and fill factor = 0.82. Rom (7.76b), we have V. pp = 39.56V and 
I .. pp = 3.95A. 
Next, we choose a, 8 value of 250. From (7.77), we have T, -- 10ps. We fixed T, = 10ps 
which gives us a clock frequency of 100KHz. 
We check the value of n from (7.78). This works out to be approximately 7.5. So, 
, 6x ; ý-, 1875. 
The normalised differentiator time constant, 0 is 2. So, Td = 20jAs. 
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The value of a is VbIV .. pp -- 0.354. From (7.79) and (7.79), we have approximately 124 
and 85 -r units respectively. Taking the worst case of the two, and multiplying by 1011s, the 
lower limit for the response time is estimated to be approximately one millisecond, when 
initiated from the extreme ends of the operating range. We next simulate the return maps 
based on (7.45) incorporating a delay of 2r units (the delay is estimated from TdIT, = 2). 
Figs. 7.18(a) and 7.18(b) show the simulated return maps of the normalised array voltage 
x, and inductor current X2, respectively. 
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Figure 7.18: Simulated return map of (a) x, and (b) X2 incorporating a delay of 2 7' units 
From these simulated return maps, we observe that the width of the attractor of x, is 
comparable to Figs. 7.12 and 7.13. So, the tracking effectiveness is also anticipated to be 
very high, of the same order of magnitude measured in Fig. 6.21. 
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Figure 7.19: (a) PSpice simulated, top: array voltage time trajectory; bottom: array power time 
trajectory (b) array voltage plotted against power when In is switched from IA to 4A with a 
string of 53 diodes to simulate an approximate V,,, of 46V. 
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The system is next simulated with PSpice, where only one scenario is presented here to 
illustrate the results. Fig. 7.19(a) and Fig. 7.19(b) shows that the trajectory settles down 
to a steady state close to the MPP in approximately lms after an abrupt change in the 
operating conditions. 
7.9 Summary 
A general analysis of the dynamics of the proposed MPPT was performed in this chapter. 
By linearising at the MPP and assuming ideal differentiators, a two-dimensional strobo- 
scopic map was derived. This map was shown to adequately describe the fundamental 
dynamics of the attractor, revealed from a one-dimensional return map which only features 
one of the state variables. An experimental return map was also produced which correlates 
with the simulation. It was also shown that the imperfection of practical differentiators 
may be modelled as an ideal differentiator with a lag. Preliminary design guidelines were 
also established. 
Chapter 8 
Conclusion and Explorations for 
Further Research 
Abstract 
This chapter remarks on the significance of the major results obtained in this thesis. 
It summarises what has been achieved and developed in the course of this-research. 
In addition, due to the nature of this research, which attempts to pioneer nonlinear 
dynamics in space power systems, a wide ranging scope of topics and areas exist for 
potential future work. This chapter also explores and identifies the more pertinent ones 
that emerged as a direct result of this thesis. 
8.1 Conclusion 
In the past decade, the use of nonlinear dynamics concepts and tools has gathered in- 
creasing momentum across many diverse disciplines. Its effectiveness in revealing the true 
behaviour of nonlinear systems exposes the limitations and fallacies of conventional linear 
systems theory. In addition, the simulations generated using simple models in Chapters 6 
and 7 have been shown to reveal a striking degree of resemblance to experiments, both qual- 
itatively and quantitatively, in spite of the seemingly complex behaviour of the complicated 
system they model. This has significant implications for engineering. 
First, the belief that nonlinear dynamics is often regarded as highly mathematical and 
best left within the boundaries of research and hence improper for engineering is dispelled. 
Second, unwary engineers who are in general accustomed to linear systems theory often 
misinterpret the boundaries of local stability as global and unknowingly compromise reli- 
ability and system performance. In the literature, nonlinear dynamics has yet to find its 
way to space power systems, which axe strongly nonlinear systems. 
In this thesis, the concepts of nonlineax dynamics were applied first to investigate the 
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dynamics of four simple but relevant models of space power systems. A simple first order 
system comprising a model of the array and a DC-DC Buck converter was subjected to a bi- 
furcation analysis under variations in illumination and load. A saddle-node bifurcation was 
shown to occur leading to hysteresis and the presence of coexisting stable equilibria. This 
has facilitated the understanding of voltage collapse, a common operational phenomenon in 
space power systems. A simple second order system revealed a subcritical Hopf bifurcation, 
leading to a stable limit cycle coexisting with a stable equilibrium. The existence of stable 
limit cycles would explain the appeaxance (to the unwary engineer) of spurious oscillations, 
since a stable equilibrium also exists under the same set of parameters. Worse still, if left 
undiscovered, large amplitude oscillations could cause undue stress to system components 
and render disastrous consequences. Both a saddle-node bifurcation and a subcritical Hopf 
bifurcation were observed in a third order system model. 
The fourth model presented a common solution to avoid these operational phenomena. 
An undervoltage lockout circuit was incorporated into the model. But instead of resolving 
the problem, the analysis unearthed more hidden complex behaviour. A computed bifurc- 
ation diagram suggests coexisting limit cycles and chaotic behaviour. Chaos was confirmed 
from the observation of a sensitive dependence on small perturbations, a Poincar6 section 
showing a fractal strange attractor and most importantly, a positive Lyapunov exponent. 
Because chaos exhibits a broadband frequency spectrum, an engineer may view its appear- 
ance as externally induced noise rather than a behaviour which is inherent in the system 
dynamics. 
The bulk of nonlinear dynamics focuses on smooth equations, hence general established 
algorithms are not directly applicable to non-smooth ones. This thesis also reviewed the 
problems of computing the Lyapunov exponent directly from state equations with discon- 
tinuities. A proposed modified algorithm to the variational equation (Mfiller's algorithm) 
was investigated. This arose out of necessity because space power systems are inherently 
nonlinear systems which exhibit discontinuous state equations. In this work, Miller's al- 
gorithm was successfully applied to a well-known DC-DC Buck converter and was found 
to be generally applicable to power electronics. This work introduces and demonstrates to 
power electronics practitioners an efficient algorithm to compute the LEs directly from the 
state equations so that the identity of the nonlinear behaviour can be established. 
The second part of this thesis proposed and developed a practical engineering application 
from nonlinear dynamics principles. A simple maximum power point tracker for photovol- 
taic array based on the Buck DC-DC converter was realised. A systematic synthesis of 
the controller was presented in which a very simple control relationship was derived. The 
control law can be implemented using a small number of commonplace analogue compon- 
ents. A practical prototype was constructed which showed excellent static and dynamic 
performance. 'Racking effectiveness was observed to be an average of 98% based on the 
parameter values used and reacquisition of tracking was achieved in milliseconds. Excellent 
agreement between the experimental results and PSpice simulations were observed. PSpice 
simulations also suggest that the algorithm is applicable to a photovoltaic system based on 
a Boost DC-DC converter. 
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Nonlinear dynamics analysis was also conducted on the proposed system. A simplified 
continuous-time model of the system was derived. It was shown that the global behaviour 
of the nonlinear system is equivalent to studying the dynamics linearised at the MPP. From 
this model, a two-dimensional approximate stroboscopic map was also derived. Based on 
this map, our study of a return map based on one of the state variables revealed the features 
of a global attractor. An experimental return map plotter was constructed. Experiment and 
simulation were in good agreement. A further analysis of the return map and bifurcation 
study established some preliminary design guidelines. 
In summaxy, the reseaxch described in this thesis has 
(a) Pioneered the applications of nonlinear dynamics concepts to explain operational phe- 
nomena in common space power systems. 
(b) Furthered the use of nonlinear dynamics techniques to investigate nonlinear phenom- 
ena in space power systems and power electronics. 
(c) Pioneered the use of nonlineax dynamics concepts to develop a practical engineering 
application for space power systems -a maximum power point tracker for photovol- 
taic arrays. 
(d) Enhanced the understanding of the dynamics of the proposed MPPT by analysis from 
a nonlinear dynamics standpoint. 
8.2 Explorations for Further Research 
Because the work outlined in this thesis is in a new field, a very wide scope exists for 
future work. 
The study conducted based on the models in this thesis has suggested common space 
power system phenomena that fit into the general framework of nonlinear dynamics. However, 
the models are general and their simplicity was intended to serve an illustrative purpose. 
The concepts and techniques employed in this thesis serve as a foundation for a more de- 
tailed and thorough study for one who wishes to investigate a specific example. Since space 
power system architectures axe usually custom-configured for a particular mission, many 
examples abound. 
On the modelling aspect, since the converter cannot operate at infinite switching fre- 
quency, the modelling of the converter should include this in the consideration of the overall 
system dynamics. 
In addition, the approaches and results should be extended to consider a distributed sys- 
tem, where several sources, batteries and loads axe interconnected. Studying such systems 
will be very complex, because of the complex interactions, but will also be more interesting 
and challenging. In addition, because it is closely associated with a real system, its results 
will be more appealing to the design engineer. 
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The development and analysis of the proposed maximum power point tracker has been 
restricted to a system based on a Buck DC-DC converter. This was for two reasons: it is 
used in the UoSAT power system and it is a popular DC-DC converter topology; hence it is 
widely used. However, this does not preclude systems based on other switching topologies. 
PSpice simulations of the proposed algorithm on the Boost version in section 6.10 have 
been carried out and have shown the same ability to track as the Buck system. However, 
experimental verification and further validation will be required to validate this assertion. 
This opens up possibilities for the integration of this simple algorithm into a family of 
different switching topologies, where choice of topology is dictated by system specifications 
or efficiency concerns. 
In fact, applications of the developed control algorithm are not limited for maximum 
power point tracking only. It can be applied to any cost function with a unimodal maximum. 
This opens the door to a multitude of possibilities in control engineering. For example, 
to optimise the efficiency of a resonant converter by continuously varying the switching 
frequency. 
Another interesting aspect would be to focus on the inductor current instead of the 
array power as the maximisation variable, since the battery presents a relatively stiff voltage 
source. This results in the simplification of the implementation of the controller. First, the 
use of the analogue multiplier is avoided. Also, we only need to sense the inductor current, 
instead of both the array current and voltage. More importantly, this should allow a much 
higher degree of analytical treatment, since the product term arising from the evaluation of 
the power is replaced by a linear function involving only the state variable i. e. the inductor 
current. This implies that the state equations are piecewise linear, and it should be possible 
to obtain closed form solutions for the individual switch configurations. 
The nonlinear dynamics analysis conducted in this thesis has been general. A more 
in-depth study may reveal even more interesting behaviour. 
Appendix A 
Mfiller's Algorithm 
A. 1 Time-Invariant systems 
; j7( t) 
x(t) 
(t) 
(t) 
Figure A. 1: Undisturbed and disturbed motion within a variable structured system 
Fig. A. 1 shows an unperturbed trajectory x(t) and a perturbed trajectory R(t) = x(t) + 
Jx(t). Assuming a positive time shift, the perturbed trajectory arrives at the discontinuity 
at time f,, = t, + Jt later than the unperturbed trajectory. 
So, at t=1, the perturbed trajectory satisfies the indicator function. Hence, by a first 
order approximation 
h(R(t- a 
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h((ç) + f((t; ))t) 
h(x(t. + Jx(t. +f- (x(t. + bx(t. ))Jt) 
h(x(t, -)) +H(x(t. )) [Jx(t. +f- (x(t. ))Jt] (A. 1) 
0 
This leads us to 
H(x(t. )) [Sx(t. +f- (x(t. ))Jt] =0 (A. 2) 
It is assumed that the rank given by H(x(t-))Jx(t-) is the same as H(x(t-))f - (x(t-)) 888 
which essentially means that the perturbed aný unperturbed trajectory has structurally the 
same behaviour. This ensures a solution for bt from (A. 2). 
Carrying on to the impact function, we have 
R(fl+) = 90ý(T, -)) 
-) +f + Sx(ts g(x(ts 
g(x(t, -))+G(x(t-))[Jx(t-)+f-(x(t-))bt] (A. 3) 
x(t, +) 
Rom Fig. A. 1, since 
5x (i. + Z+ z+ 
,')=: R(t 
)- x(t, ) (A. 4) 
Substituting (A. 3) into (A. 4), we have 
x(tý) + G(x(t +f- (X(t-))Jt] - X(t, + St) 
; ýi x(t+)+G(x(t-))[Jx(t-)+f-(x(t-))St]-x(t, +)-f+(x(t+)St 
G(x(t, -))Sx(t, -) + [G(x(t, -))f-(xýt, f+(X(t, +))Ist (A. 5) 
where x(t, +) = g(x(t. )) and R found from (A. 2) is substituted into (A. 5) to obtain the 
correct difference between the perturbed and unperturbed trajectory after the discontinuity. 
A. 2 Time-Varying Systems 
Section A. 1 considers an autonomous system but applies to a nonautonomous system 
as well with only minor modifications to (A. 2) and (A. 5). 
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Instead of (5.10), the time-varying system is now given by 
t<t, 
f+ (x, t), t>t, 
(A. 6) 
(A. 7) 
Given an n-dimensional system, we append t as an additional state variable, thus x,, +l = 
t and we have zbn+l = 1. Also, it follows that the vaxiational equation contains S-tn+l =0 
whose solution is a constant, denoted 6x,, +l = Sto. With regard to time t, bto is its 
perturbation. 
When the perturbed trajectory arrives at the discontinuity, we have 
0= h((i8), i3) 
h(x(t. ), t, )+H(x(t, -), t, )Jx(t, )+ i9h(x(t, -), 
ts-) Jto + H(x(t, -), t, -)f - (x(t, -), t, -)Jt 
11----V---., at 
0 Oh(x(t-), t-) it 
Instead of (A. 2), R is obtained by solving 
(A. 8) 
[H(x(t. 
), t, )f- (x(t. ), t, ) + 
ah(x(t. ), t, ) R+ H(x(t. ), t, )Jx(t. )+ 
ah(x(t t') 
at ito =o (A. 9) 
For the impact function, 
bx(t, +) = 
g(x(t-), t, -)+G(x(t-), t, )Jx(t-)+ 
ag(x(t-)It. ) ito - 
X(tt) 
G(x(t-), t, )f-(x(t-), t, ) + 09g(x(t-)'t-) - f+(x(t+), t, )] Jt (A. 10) 88 at 8 
and so instead of (A. 5), the correction to bx(t+) is evaluated from 8 
Jx t+ G(x(t-), t,, )bx(t-)+Og(x(t, -), 
t, ). Jto 888 at 
8- (x(t; ), t, ) + 
9g(x(t, -), t, ) 
- +), t. + 
IG(x(t; 
), t, )f a at f+(x(ts 
)] St (A. 11) 
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A further simplification to (A. 11) can be obtained if we consider two groups of initial 
conditions. One in which the time variable is not perturbed while the rest are, and the other 
where only the time vaxiable is disturbed. The former is given by Jxi (to) = 0, i=1, --n 
and Jxn+l = Jto : ý6 0, and the latter is given by Jxj (to) 54 0, i=1, ---, n and bxn+l = 0. 
Since time is the only perturbed variable, we observed from (5-6) that we obtain A"+j = 
0. The second group of initial conditions provides us with the rest of the LEs. The largest 
of these LEs reveals the nature of the attractor. 
Now, setting Jx :A0 and bto =0 and substituting into (A. 9) and (A. 11) respectively 
give us 
o9h(x(t-), t, ) [H(X(t, -), t, )f-(x(t;, t, ) +8 8 8t + H(x(t-), t, )8x(t, -, ) =0 (A. 12) at 
18 
and 
3x(t+ 
+ 
[G 
(t7), t»)f - (x(tj), tg) + 
ag( (t, 
ät (A. 13) 
et f+ (X (t8+) , ts)1 
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