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Vector Spaces of Generalized Linearizations for Rectangular
Matrix Polynomials
Biswajit Das ∗ Shreemayee Bora ∗
Abstract
The seminal work [21] introduced vector spaces of matrix pencils, with the property that almost
all the pencils in the spaces are strong linearizations of a given square regular matrix polynomial.
This work was subsequently extended to include the case of square singular matrix polynomials
in [5]. We extend this work to non-square matrix polynomials by proposing similar vector spaces
of rectangular matrix pencils that are equal to the ones in [21] when the polynomial is square.
Moreover, the properties of these vector spaces are similar to those in [5] for the singular case. In
particular, the complete eigenvalue problem associated with the matrix polynomial can be solved by
using almost every matrix pencil from these spaces. Further, almost every pencil in these spaces can
be ‘trimmed’ to form many smaller pencils that are strong linearizations of the matrix polynomial
which readily solve the complete eigenvalue problem for the polynomial. These linearizations are
easier to construct and are often smaller than the Fiedler linearizations introduced in [7]. Further,
the global backward error analysis in [10] applied to these linearizations, shows that they provide
a wide choice of linearizations with respect to which the complete polynomial eigenvalue problem
can be solved in a globally backward stable manner.
AMS subject classification. 15A22, 15A18, 15A03, 15A23, 15A54, 47J10, 65F15, 65F35, 93B1.
Keywords. Rectangular matrix polynomials, generalized linearization, strong generalized lineariza-
tion, linearization, strong linearization, complete polynomial eigenvalue problem, recovery of minimal
indices and bases, backward error analysis.
1 Introduction
Eigenvalue problems associated with matrix polynomials P(λ ) = ∑ki=0 λ
iAi, where Ai, i = 0, . . . ,k
are m×n real or complex matrices, occur in a wide range of applications like vibration analysis of ma-
chines, building and vehicles, in control theory and linear systems theory and as approximate solutions
of other nonlinear eigenvalue problems [25, 16, 19, 24, 28].
When the polynomial is square and regular, i.e., det P(λ ) 6≡ 0, the associated polynomial eigenvalue
problem consists of finding the finite and infinite eigenvalues and corresponding eigenvectors. However
when the polynomial is singular, i.e., when it is either non-square or det P(λ )≡ 0, then the eigenvalue
problem is said to be a complete eigenvalue problem as in addition to finite and infinite eigenvalues
and corresponding elementary divisors, the minimal indices and bases corresponding to the left and
right null spaces of the polynomial also have to be computed. The most common approach for solving
such problems is to linearize them by converting the problem into an equivalent problem associated
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with a larger matrix pencil of the form L(λ ) = λX +Y called a linearization of P(λ ), and solving the
eigenvalue problem for L(λ ) by using standard algorithms like the QZ algorithm [17] when L(λ ) is
regular, or the staircase algorithm [26] when L(λ ) is singular. The solution for P(λ ) is then recovered
from that of its linearization. The solution of the complete eigenvalue problem for singular matrix
polynomials is more challenging as ideally, there should be a simple rule for extracting left and right
minimal bases and indices of the polynomial from those of its linearization. We refer to [16] and a
more recent survey article [22] for the theory of polynomial eigenvalue problems and their solutions.
The most commonly used forms of linearizations for solving polynomial eigenvalue problems as-
sociated with P(λ ) = ∑ki=0 λ
iAi are the first and second Frobenius companion formsC1(λ ) and C2(λ ),
given by (2.1) and (2.2) respectively. One of the first systematic studies of linearizations to be under-
taken was [21] which introduced the following vector spaces L1(P) and L1(P) of matrix pencils for a
given n×n regular matrix polynomial P(λ ) as sources of linearizations of P(λ ).
L1(P) := {L(λ ) : L(λ )(Λk(λ )⊗ In) = v⊗P(λ ),v ∈ Fk}, (1.1)
L2(P) := {L(λ ) : (Λk(λ )T ⊗ In)L(λ ) = wT ⊗P(λ ),w ∈ Fk} (1.2)
where Λk(λ ) := [λ
k−1, . . . ,λ ,1]T . (1.3)
The defining identities in (1.1) and (1.2) are called the right and left ansatz equations respectively
and the corresponding vectors v in (1.1) and the vector w in (1.2) are called right and left ansatz vec-
tors. This work gave a whole new direction to research in the theory of linearizations due to the special
properties of these vector spaces. For instance, it was shown that constructing pencils in these spaces
corresponding to a given ansatz vector is very simple and almost all the resulting pencils are lineariza-
tions of P(λ ) from which the eigenvalues and corresponding eigenvectors can be easily recovered. In
further work [18, 20, 12], it was shown that if P(λ ) has some special structure like, Hermitian, symmet-
ric, ⋆-alternating and ⋆-palindromic, (see [22] for definitions), then there exist subspaces of L1(P) and
L2(P) with the property that almost every pencil of the subspace is a structure preserving linearization
of P(λ ) from which both finite and infinite eigenvalues of P(λ ) and corresponding eigenvectors can be
easily recovered.
It was shown in [5] that even when P(λ ) is square but singular, almost every pencil in L1(P)
and L2(P) is a linearization of P(λ ) from which the solution of complete eigenvalue problem for
P(λ ) can be easily recovered. The vector space setting for constructing linearizations has since been
extended to cover other polynomial bases [13] and inspired further work that throws fresh light on these
spaces [23]. Other important choices of linearizations not covered by L1(P) and L2(P) are the Fiedler
pencils and their generalizations [1, 29, 6, 2, 4] which are also sources of linearizations for non-square
matrix polynomials [7]. Systematic studies of linearizations that cover both square and non-square
linearizations are relatively recent in the literature. For example, [10] introduced the framework of
block minimal bases pencils as potential linearizations of rectangular matrix polynomials with focus
on particular subclasses like the Block Kronecker pencils. These ideas were further extended in [3].
Inspired by [21], the recent work [14] considers linearizations of rectangular matrix polynomials in a
vector space setting. Referred to as Block Kronecker ansatz spaces, these vector spaces contain Block
Kronecker linearizations as well as Fiedler linearizations and their extensions modulo permutations and
share some of the important properties that L1(P) and L2(P) have when P(λ ) is square. However, the
Block Kronecker ansatz spaces do not become L1(P) and L2(P) when P(λ ) is square.
The goal of this present work is to provide a direct generalization of the spaces L1(P) and L2(P)
to the case when P(λ ) is not square by forming vector spaces of matrix pencils that have some of the
key features of L1(P) and L2(P) and coincide with them when P(λ ) is square. We propose such vector
spaces and show that the matrix pencils in these spaces can be constructed from the coefficient matrices
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of P(λ ) in a manner very similar to the ones in L1(P) and L2(P). We also show that the solution of
the complete eigenvalue problem for P(λ ) can be easily recovered from that of almost every pencil in
these spaces. To this end, we define generalized linearizations of matrix polynomials (which we refer
to in short as g-linearizations), and their strong versions and show that the proposed vector spaces have
all the properties with respect to being g-linearizations that L1(P) and L2(P) are shown to possess with
respect to being linearizations of square singular polynomials in [5].
Although the pencils in our proposed vector spaces are not linearizations of the non-square poly-
nomial P(λ ) in the conventional sense, we show that almost every such pencil in these spaces can give
rise to many linearizations of P(λ ) from which the finite and infinite eigenvalues and corresponding
elementary divisors as well as left and right minimal indices and bases of P(λ ) can be easily extracted.
We also give the relationship between these linearizations and those in some of the Block Kronecker
ansatz spaces in [14], thus showing how g-linearizations and linearizations arising from them, interact
with some of the important linearizations for rectangular matrix polynomials in the literature.
From the point of view of computation, a desirable property of any linearization for solving an
eigenvalue problem associated with a matrix polynomial P(λ ) is that the computed solution is the ex-
act solution of some polynomial P(λ )+∆P(λ ) such that the ratio |||∆P||||||P||| is of the order of unit roundoff
u with respect to some choice of norm |||·||| on matrix polynomials. Moreover, when P(λ ) is singu-
lar, it is also desirable that the rules for extracting the left and right minimal indices of P(λ ) from
a particular class of linearizations for P(λ ) remains the same for P(λ )+∆P(λ ) with respect to that
class. This is referred to as global backward stability analysis for the polynomial eigenvalue problem
and has been undertaken for algorithms that use the Frobenius companion linearizations in [27]. More
recently this has been extended to the Block Kronecker linearizations in [10] which identifies optimal
choices of Block Kronecker linearizations that ensure global backward stability when used to solve the
eigenvalue problem for P(λ ). We extend the analysis in [10] to the linearizations of P(λ ) extracted
from g-linearizations. Our analysis shows that there is a wider choice of linearizations beyond the ones
identified in [10] that can be used to solve the complete eigenvalue problem for P(λ ) in a backward
stable manner.
2 Definitions and notations
In this paper we use standard notations like F to denote the field of real or complex numbers, In to
denote the n× n identity matrix and ei, 1 ≤ i ≤ n, to denote the i-th column of In unless otherwise
specified. Also, wherever it is necessary to emphasize the dimension of a zero matrix, we will use 0n
to denote a column of n zeros and 0m×n to denote the m× n zero matrix. We will use F(λ ) to denote
the field of rational functions with coefficients in F and F(λ )n to denote the vector space of n-tuples
with entries from F(λ ). Also F[λ ] will denote the ring of polynomials over the field F and F[λ ]m×n
will denote the ring of m×nmatrix polynomials with entries from F[λ ].
Here we will consider m×n matrix polynomials with grade k of the form
P(λ ) =
k
∑
i=0
λ iAi ∈ F[λ ]m×n,
where any of the coefficient matrices may be the zero matrix. Degree of P(λ ) denoted by degP is the
maximum integer d such that Ad 6= 0. In this paper we will assume that degP ≥ 2. A square matrix
polynomial Q(λ ) is said to be unimodular if its determinant is a nonzero constant independent of λ .
The normal rank of P(λ ), denoted by nrankP(λ ), is the rank of P(λ ) considered as a matrix with
entries in F(λ ). Also the k-reversal revkP(λ ) of P(λ ) is defined by revkP(λ ) = λ
kP(1/λ ).
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A finite eigenvalue of P(λ ) is an element λ0 ∈ F such that rankP(λ0) < nrankP(λ ). We say that
P(λ ) with grade k has an infinite eigenvalue if the k−reversal polynomial revkP(λ ) = λ kP(1/λ ) has
zero as an eigenvalue.
The following subspaces associated with P(λ ) will be frequently used.
Definition 2.1 The right and left null spaces of a m×n matrix polynomial P(λ ), denoted by Nr(P) and
Nl(P) respectively are defined as follows.
Nr(P) = {x(λ ) ∈ F(λ )n : P(λ )x(λ )≡ 0},
Nl(P) = {y(λ ) ∈ F(λ )m : y(λ )TP(λ )≡ 0}.
A vector polynomial is a vector whose entries are polynomials. For any subspace of F(λ )n, it
is always possible to find a basis consisting entirely of vector polynomials. The degree of a vector
polynomial is the greatest degree of its components, and the order of a polynomial basis is defined as
the sum of the degrees of its vectors. Also any subspace of F(λ )n has a polynomial basis of least order
among all such bases and the ordered list of degrees of the vector polynomials in any such basis is
always the same [15]. A minimal basis of the subspace is therefore defined as any polynomial basis of
least order among all such bases and the minimal indices of the subspace are the ordered list of degrees
of the vector polynomials in such a basis. In particular we have the following definitions.
Definition 2.2 For a given m× n matrix polynomial P(λ ), a left minimal basis is a minimal basis of
Nl(P) and a right minimal basis is a minimal basis of Nr(P).
Definition 2.3 For a given m× n matrix polynomial P(λ ), let {x1(λ ), . . . ,xp(λ )} be a right minimal
basis and {y1(λ ), . . . ,yq(λ )} be a left minimal basis such that
degx1 ≤ ·· · ≤ degxp and degy1 ≤ ·· · ≤ degyq.
Setting ηi = degxi, i= 1, . . . , p, and ε j = degy j, j= 1, . . . ,q, the right and left minimal indices of P(λ )
are defined as η1 ≤ ·· · ≤ ηp, and ε1 ≤ ·· · ≤ εq respectively.
The left and right minimal bases and indices of a matrix polynomial P(λ ) are defined as the minimal
bases and indices of its left and right null spaces Nl(P) and Nr(P) respectively.
The most widely used approach for solving polynomial eigenvalue problems is linearization.
Definition 2.4 (Linearization) A matrix pencil L(λ )= λX+Y with X ,Y ∈C(m+s)×(n+s) is a lineariza-
tion of an m× n matrix polynomial P(λ ) of grade k if there exist two unimodular matrix polynomials
E(λ ) ∈ F[λ ](m+s)×(m+s) and F(λ ) ∈ F[λ ](n+s)×(n+s) for some positive integer s such that
E(λ )L(λ )F(λ ) =
[
P(λ )
Is
]
.
For example the first and second Frobenius companion forms C1(λ ) and C2(λ ) given by
C1(λ ) := λ


Ak
In
. . .
In

+


Ak−1 Ak−2 . . . A0
−In 0
. . .
−In 0

 (2.1)
C2(λ ) := λ


Ak
Im
. . .
Im

+


Ak−1 −Im . . .
Ak−2
. . . −Im
A0 0 0

 (2.2)
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are linearizations of P(λ ) with s = (k− 1)n and s = (k− 1)m respectively. It is clear that a matrix
polynomial and its linearization has the same finite eigenvalues and corresponding elementary divisors
(for details, see, [16]). However, if the same is to be guranteed for the eigenvalue at infinity also, then
the linearization has to be a strong linearization of P(λ ).
Definition 2.5 (Strong Linearization) A linearization L(λ ) = λX+Y of a matrix polynomial P(λ ) of
grade k is called a strong linearization of P(λ ) if rev1L(λ ) is also a linearization of revkP(λ ).
3 Vector spaces of generalized linearizations
The vector spaces L1(P) and L2(P) defined by (1.1) and (1.2) were introduced in [21] as sources of lin-
earizations for a given square regular matrix polynomial P(λ ). This work was subsequently extended
in [5] to the case of square singular matrix polynomials. In this section we extend the notion of these
spaces to the case of rectangular matrix polynomials. For this we introduce the notion of generalized
linearizations of matrix polynomials which we refer to as g-linearizations in short. We then define vec-
tor spaces of matrix pencils corresponding to the polynomial P(λ ) and show that they have properties
with respect to g-linearizations that closely resemble those of L1(P) and L2(P) established in [5] with
respect to linearizations in the square singular case.
3.1 Generalized linearizations of matrix polynomials
Definition 3.1 (g-Linearization) A matrix pencil L(λ ) = λX +Y with X ,Y ∈ Cmk×nk is called a g-
linearization of an m× n matrix polynomial P(λ ) of grade k if there exist two unimodular matrices
E(λ ) ∈ F[λ ]mk×mk and F(λ ) ∈ F[λ ]nk×nk such that
E(λ )L(λ )F(λ ) =
[
P(λ )
Ik−1⊗ Im,n
]
Here Im,n =
[
In
0(m−n)×n
]
if m> n, Im,n =
[
Im 0m×(n−m)
]
if m< n and Im,n = Im = In if m= n.
Definition 3.2 A matrix pencil L(λ ) = λX +Y with X ,Y ∈ Cmk×nk is a strong g-linearization of an
m× n matrix polynomial P(λ ) of grade k if L(λ ) is a g-linearization of P(λ ) and rev1L(λ ) is a g-
linearization of revkP(λ ).
From the above definition, it is clear that every linearization of a square matrix polynomial is also a
generalized linearization, which justifies our choice for the term. Also, evidently a matrix polynomial
has the same eigenvalues and elementary divisors as it g-linearization and the same finite and infinite
eigenvalues and elementary divisors as its strong g-linearization. Therefore, to establish that the so-
lution of a complete eigenvalue problem for a rectangular matrix polynomial can be obtained from a
given strong g-linearization, it is enough to show that the minimal bases and indices of the polynomial
can be easily recovered from the g-linearization.
3.2 The vector spaces L1(P) and L2(P)
To extend the work in [21] to non-square matrix polynomials, we propose the following vector spaces,
which we continue to denote by L1(P) and L2(P) for ease of notation.
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L1(P) := {L(λ ) : L(λ )(Λk(λ )⊗ In) = v⊗P(λ ),v ∈ Fk}, (3.1)
L2(P) := {L(λ ) : (Λk(λ )T ⊗ Im)L(λ ) = wT ⊗P(λ ),w ∈ Fk}. (3.2)
Following [21] we will refer to the vector v (w) in the identity in (3.1), ((3.2)) satisfied by L(λ ) ∈
L1(P), (L(λ ) ∈ L2(P)) as the right (left) ansatz vector corresponding to L(λ ). The sets L1(P) and
L2(P) are not empty as C
g
1(λ ) := λX1+Y1 ∈ L1(P) with right ansatz vector v= e1 ∈ Fk
where X1 =


Ak
Im,n
. . .
Im,n

, Y1 =


Ak−1 Ak−2 . . . A0
−Im,n 0
. . .
−Im,n 0

.
and C
g
2(λ ) := λX2+Y2 ∈ L2(P) with left ansatz vector w= e1 ∈ Fk,
where X2 =


Ak
Im,n
. . .
Im,n

, Y2 =


Ak−1 −Im,n . . .
Ak−2
. . . −Im,n
A0 0 0

.
As Theorem 3.7 and Theorem 3.8 show, if m≥ n then Cg1(λ ) is a strong g-linerization of P(λ ) and
if m≤ n then Cg2(λ ) is a strong g-linerization of P(λ ).
For any matrix polynomial P(λ ), clearly L1(P) and L2(P) are vector spaces over F. In this section
we find some important properties of these vector spaces. The results show that if the m× n matrix
polynomial P(λ ) is tall, i.e., m ≥ n, then the properties of L1(P) with respect to g-linearizations are
very similar to those of the corresponding space for square matrix polynomials considered in [21] and
[5] with respect to linearizations. The same is true of L2(P) when P(λ ) is broad, i.e., m≤ n.
For the case m = n, the matrix pencils in L1(P) and L2(P) were originally characterized in [21]
by introducing special operations on block matrices called column shifted sums and row shifted sums
respectively. We state these definitions with the aim of showing that the same characterizations also
hold when m 6= n.
Definition 3.3 (Column and row shifted sums) Let X and Y be block matrices
X =


X11 . . . X1k
X21 . . . X2k
...
. . .
...
Xk1 . . . Xkk

 ,Y =


Y11 . . . Y1k
Y21 . . . Y2k
...
. . .
...
Yk1 . . . Ykk


with blocks Xi j,Yi j ∈ Fm×n then the operations
X Y :=


X11 · · · X1k 0
X21 · · · X2k 0
...
...
. . .
...
Xk1 . . . Xkk 0

+


0 Y11 · · · Y1k
0 Y21 · · · Y2k
...
...
. . .
...
0 Yk1 · · · Ykk

 ,and
X Y :=


X11 X12 . . . X1k
...
...
. . .
...
Xk1 Xk2 · · · Xkk
0 0 · · · 0

+


0 0 · · · 0
Y11 Y12 · · · Y1k
...
...
. . .
...
Yk1 Yk2 · · · Ykk

 ,
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where the zero blocks are also of size m× n are referred to as the column shifted sum and the row
shifted sum of X and Y respectively.
The above definition immediately gives the following lemma, the proof of which is obvious.
Lemma 3.4 Let P(λ ) = ∑ki=0λ
iAi be an m× n matrix polynomial of grade k and L(λ ) = λX +Y be
an km× kn pencil. Then for v,w ∈ Fk,
(λX +Y )(Λk(λ )⊗ In) = v⊗P(λ )⇔ X Y = v⊗
[
Ak Ak−1 . . . A0
]
(Λk(λ )
T ⊗ Im)(λX +Y) = wT ⊗P(λ )⇔ X Y = wT ⊗
[
ATk A
T
k−1 . . . A
T
0
]T
Thus we have an immediate characterization of the spaces L1(P) and L2(P) in the next theorem
the proof of which is omitted as it follows by arguing exactly as in the proof of [21, Theorem 3.5].
Theorem 3.5 Let P(λ ) = ∑ki=0 λ
iAi be a m× n matrix polynomial of grade k and v,w ∈ Fk. Then the
pencils in L1(P) with right ansatz vector v consists of all L(λ ) = λX+Y such that X =
[
v⊗Ak −W
]
and Y =
[
W + v⊗ [Ak−1 . . . A1] v⊗A0] with W ∈ Fkm×(k−1)n chosen arbitrarily.
Similarly, the pencils in L2(P) with left ansatz vector w are given by L(λ ) = λX +Y such that
X =
[
wT ⊗Ak
−Wˆ
]
and Y =
[
Wˆ +wT ⊗ [ATk−1 . . . AT1 ]T
wT ⊗A0
]
with Wˆ ∈ F(k−1)m×kn chosen arbitrarily.
It is clear from Theorem 3.5 that the vector spaces L1(P) and L2(P) are completely determined by
the pairs (v,W ) and (w,Wˆ ) respectively, where v,w ∈ Fk,W ∈ Fkm×(k−1)n and Wˆ ∈ F(k−1)m×kn. Hence
the dimensions of the vector spaces L1(P) and L2(P) over F are both equal to k(k− 1)mn+ k. The
following immediate corollary of Theorem 3.5 shows that in particular matrix pencils in L1(P) and
L2(P) with corresponding ansatz vector αe1 ∈ Fk for some non zero scalar α are easy to construct
from the coefficient matrices of P(λ ).
Corollary 3.6 Suppose L(λ ) = λX+Y ∈L1(P) with right ansatz vector v= αe1 for α 6= 0. Then X =[
αAk X12
−Z
]
andY =
[
Y11 αA0
Z
]
where X12,Y11 ∈Fm×(k−1)n satisfy X12+Y11=α
[
Ak−1 . . . A1
]
and Z ∈ F(k−1)m×(k−1)n is arbitrary.
Similarly, if L(λ )= λX+Y ∈L2(P) has left ansatz vector w=αe1 for α 6= 0, then X =
[
αAk
Xˆ12 −Zˆ
]
and Y =
[
Yˆ11 Zˆ
αA0
]
where Xˆ12,Yˆ11 ∈ F(k−1)m×n satisfy Xˆ12+Yˆ11 = α


Ak−1
...
A1

 and Zˆ ∈ F(k−1)m×(k−1)n
is arbitrary.
Given an m×n matrix polyomial P(λ ), it is easy to see that
L(λ ) ∈ L2(P)⇔ L(λ )T ∈ L1(PT ). (3.3)
Therefore, the results in the rest of the paper for L1(P) where P(λ ) is of size m×nwithm≥ n, give
rise to corresponding results for L2(P) when m≤ n with appropriate modifications. We provide proofs
only for the statements concerning L1(P) as the corresponding statements for L2(P) follow either by
using the correspondence (3.3) or by similar independent arguments. The first among these is an analog
of [5, Theorem 4.1], that gives a sufficient condition for a pencil in L1(P) (respectively, L2(P)) to be
a strong g-linearization of P(λ ) when m≥ n (respectively, m≤ n).
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Theorem 3.7 Let P(λ ) = ∑ki=0λ
iAi be an m× n matrix polynomial. If m ≥ n and L(λ ) ∈ L1(P) with
right ansatz vector v ∈ Fk \ {0}, then for any nonsingular M ∈ Fk×k such that Mv = αe1 for some
α 6= 0, the pencil (M⊗ Im)L(λ ) satisfies
(M⊗ Im)L(λ ) = λ
[
αAk X12
−Z
]
+
[
Y11 αA0
Z
]
(3.4)
with Z ∈ F(k−1)m×(k−1)n. If Z is of full rank, i.e., rankZ = (k− 1)n, then L(λ ) ∈ L1(P) is a strong
g-linearization of P(λ ).
Proof: We first prove the theorem for the case that v= αe1 for some α 6= 0. Then
L(λ ) = λ
[
αAk X12
−Z
]
+
[
Y11 αA0
Z
]
= λX +Y (say),
where X12,Y11 ∈ Fm×(k−1)n satisfy X12+Y11 = α
[
Ak−1 . . . A1
]
and Z ∈ F(k−1)m×(k−1)n is arbitrary.
Partitioning Z as Z =
[
Z1 Z2 . . . Zk−1
]
where Zi ∈ F(k−1)m×n, and setting
G(λ ) =


1 0 . . . λ k−1
. . .
...
1 λ
1

⊗ In,
we have,
L(λ )G(λ ) =
[ ∗ ∗ . . . ∗ ∗
Z1 (Z2−λZ1) . . . (Zk−1−λZk−2) −λZk−1
]
G(λ )
=
[ ∗ ∗ . . . ∗ αP(λ )
Z1 (Z2−λZ1) . . . (Zk−1−λZk−2) 0
]
.
Now,
L(λ )G(λ )


In λ In
In
In
. . .
In




In
In λ In
In
. . .
In

 . . .


In
. . .
In λ In
In
In


=
[ ∗ ∗ . . . ∗ αP(λ )
Z1 Z2 . . . (Zk−1−λZk−2) 0
]


In
In λ In
In
. . .
In

 . . .


In
. . .
In λ In
In
In


=
[ ∗ ∗ . . . ∗ αP(λ )
Z1 Z2 . . . Zk−1 0
]
=
[ ∗ αP(λ )
Z
]
.
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Therefore there exist a unimodular matrix F(λ ) such that
L(λ )F(λ ) =
[
P(λ ) W (λ )
Z
]
for someW (λ ) ∈ F[λ ]m×(k−1)n. (3.5)
If Z is of full rank, then Z†Z = I(k−1)n. Therefore,[
Im −W (λ )Z†
I(k−1)m
]
L(λ )F(λ ) =
[
P(λ )
Z
]
.
As rankZ = (k− 1)n = rank (Ik−1⊗ Im,n), there exist invertible matrices E ∈ F(k−1)m×(k−1)m and F ∈
F(k−1)n×(k−1)n such that Z = E(Ik−1⊗ Im,n)F. This implies that L(λ ) is a g-linearization of P(λ ) as,[
Im −W (λ )Z†
I(k−1)m
]
L(λ )F(λ ) =
[
Im
E
][
P(λ )
Ik−1⊗ Im,n
][
In
F
]
.
To show that L(λ ) is a strong g-linearization of P(λ ), notice that
λ k−1Λk(1/λ ) =
[
1 λ . . . λ k−1
]T
= RkΛk(λ ), where Rk =


1
...
1


k×k
.
As L(λ ) ∈ L1(P) with corresponding right ansatz vector αe1, we have
rev1L(λ )(RkΛk(λ )⊗ In) = αe1⊗ revkP(λ )⇒ rev1L(λ )(Rk⊗ In)︸ ︷︷ ︸
=:L˜(λ)
(Λk(λ )⊗ In) = αe1⊗ revkP(λ ).
Therefore L˜(λ ) = λ X˜+ Y˜ ∈ L1(revP), where
X˜ = Y (Rk⊗ In) =
[
αA0 X˜12
−Z˜
]
and Y˜ = X(Rk⊗ In) =
[
Y˜11 αAk
Z˜
]
with Z˜ = −Z(Rk−1⊗ In) which is of full rank if Z is of full rank. Hence L˜(λ ) is a g-linearization of
revkP(λ ) and consequently rev1L(λ ) is a g-linearization of revkP(λ ), this completes the proof for the
case that v= αe1.
Now let L(λ ) ∈ L1(P) with corresponding nonzero right ansatz vector v ∈ Fk. From (3.4) it follows
that L(λ ) is a strong g-linearization of P(λ ) if and only if the pencil
Lˆ(λ ) := λ
[
αAk X12
−Z
]
+
[
Y11 αA0
Z
]
is a strong g-linearization of P(λ ). Clearly, Lˆ(λ ) ∈ L1(P) with corresponding right ansatz vector αe1.
Since rankZ = (k−1)n, by the first part of the proof, it follows that Lˆ(λ ) is a strong g-linearization of
P(λ ) and this completes the proof. 
The corresponding theorem for L2(P) is as follows.
Theorem 3.8 Let P(λ ) = ∑ki=0 λ
iAi be an m×n matrix polynomial. If, m ≤ n and L(λ ) ∈ L2(P) with
left ansatz vector w∈Fk \{0}, then for any nonsingular Mˆ ∈Fk×k such that Mˆw=αe1 for some α 6= 0,
the pencil L(λ )(MˆT ⊗ In) satisfies
L(λ )(MˆT ⊗ In) =
[
αAk
Xˆ12 −Zˆ
]
+
[
Yˆ11 Zˆ
αA0
]
, (3.6)
with Zˆ ∈ F(k−1)m×(k−1)n. If Zˆ is of full rank, i.e., rank Zˆ = (k− 1)m, then L(λ ) ∈ L2(P) is a strong
g-linearization of P(λ ).
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It was proved in [21, Theorem 4.1 and Theorem 4.3] that if P(λ ) is a square regular polynomial,
then L(λ ) ∈ L1(P) is a strong linearization of P(λ ) if and only if the matrix in the position of the block
labelled Z in (3.4) is nonsingular. However as shown in [5, Example 2], the same is not a necessary
condition for L(λ ) to be a strong linearization of P(λ ) if it is square but not regular. The following
simple modification of that example shows that if P(λ ) is an m×nmatrix polynomial with m≥ n, then
L(λ ) ∈ L1(P) with corresponding nonzero right ansatz vector v ∈ Fk, can be a strong g-linearization of
P(λ ) even if the matrix labelled Z in (3.4) is rank deficient.
Example 3.9 Let P(λ ) = λ 2A2 where A2 =

 1 00 0
0 0

 . Then L(λ ) = λ [ A2 −Xˆ
0 −Z
]
+
[
Xˆ 0
Z 0
]
where
Xˆ =

 0 00 −1
0 0

 , Z =

 −1 00 0
0 0


belongs to L1(P) with right ansatz vector e1. Although rankZ = 1, interchanging the second and fifth rows of
L(λ ) gives Cg1(λ ) which is a strong g-linearization of P(λ ).
Since the matrix in the block labelled Z in the reduction (3.4) of L(λ ) ∈ L1(P) plays an important
role in determining whether L(λ ) is a g-linearization of P(λ ), we refer to it as the Z-matrix of L(λ )
with respect to the pair (M,α) as it may vary depending on the choice of the nonsingular matrix M
satisfying Mv= αe1. Therefore it is important to know whether its rank can change with change in the
choice ofM. The next theorem shows that this does not happen, i.e., the rank of the Z-matrix in a given
L(λ ) ∈ L1(P), remains invariant of the choice of M. The proof of the theorem is omitted as it follows
by arguing exactly as in the proof of [5, Lemma 4.2].
Theorem 3.10 Let P(λ ) = ∑ki=0 λ
iAi be an m×n matrix polynomial with m≥ n and L(λ ) = λX+Y ∈
L1(P) with right ansatz vector v 6= 0. Suppose that M1,M2 ∈ Fk×k are two nonsingular matrices such
that M1v = α1e1 and M2v = α2e1 for some α1 6= 0, and α2 6= 0. If Z1,Z2 ∈ F(k−1)m×(k−1)n are the
matrices in the block labelled Z in (3.4) corresponding to the pairs (M1,α1) and (M2,α2) respectively,
then rankZ1 = rankZ2.
In a similar way it can also be shown that if the m× n matrix polynomial P(λ ) satisfies m ≤ n,
the rank of the matrix labelled Zˆ in the reduction (3.6) is independent of the choice of the nonsingular
matrix Mˆ. The above result allows us to make the following definition.
Definition 3.11 For an m×n matrix polynomial P(λ ) with m≥ n, (respectively m≤ n,) the Z-rank of
L(λ ) ∈ L1(P) (respectively, L(λ ) ∈ L2(P)) is the rank of any matrix appearing in the block labelled Z
(respectively, Zˆ) under any reduction of L(λ ) of the form (3.4) (respectively, (3.6)). If Z (respectively, Zˆ)
in (3.4) (respectively, (3.6)) is of full rank, then we say that L(λ ) ∈ L1(P) (respectively, L(λ ) ∈ L2(P))
has full Z-rank.
The final result of this section shows that for a given m× n matrix polynomial P(λ ) with m ≥ n,
almost every pencil in L1(P) is a g-linearization of P(λ ).
Theorem 3.12 (Genericity of g-linearizations in L1(P) and L2(P)) For any m×n matrix polynomial
P(λ ) of grade k with m ≥ n, (respectively, m ≤ n,) almost every pencil in L1(P) (respectively, L2(P))
is a strong g-linearization of P(λ ).
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Proof: Let P(λ ) = ∑ki=0 λ
iAi be an m×n matrix polynomial with m≥ n. The set of pencils in L1(P)
with right ansatz vector v consists of all L(λ ) = λX+Y such that
X =
[
v⊗Ak −W
]
and Y =
[
W + v⊗ [Ak−1 . . . A1] v⊗A0]
withW ∈ Fkm×(k−1)n chosen arbitrarily. For a parameterized L1(P) we define the isomorphism
Γ : L1(P) → Fk×Fkm×(k−1)n
λX +Y 7→ (v,W ).
Suppose L(λ ) = λX +Y ∈ L1(P) with right ansatz vector v=
[
v1 . . . vk
]T
. Let
M =


1 0
−v2
...
−vk
v1Ik−1

 ,
thenMv= v1e1 and if v1 6= 0 thenM is nonsingular. Now (M⊗ Im)L(λ ) = λ ((M⊗ Im)X)+((M⊗ Im)Y )
where
(M⊗ Im)X =
[
Mv⊗Ak −(M⊗ Im)W
]
=
[
v1e1⊗Ak −(M⊗ Im)W
]
:=
[
v1Ak ∗
Z˜
]
.
Clearly −Z˜ is a Z-matrix of L(λ ) with respect to (M,v1). Then
P(v,W ) := v1∑det( minor of Z˜ of order (k−1)n)
is a polynomial in the k+ k(k−1)mn entries of v andW . The pair corresponding to Cg1(λ ) has v= e1
and W =
[
0
−Ik−1⊗ Im,n
]
. Hence, Z˜ = Ik−1⊗ Im,n and thus P(v,W ) 6= 0 for Cg1(λ ). Therefore the
zero set of P(v,W ) defines a proper algebraic subset of L1(P). Clearly any pair (v,W ) such that
P(v,W ) 6= 0 has v1 6= 0 and any one of the minors of Z˜ of order (k−1)n has nonzero determinant. So
the corresponding L(λ ) will have full Z-rank and hence is a strong g-linearization of P(λ ). 
An important difference between linearizations of regular and singular square matrix polynomials
P(λ ) in the space L1(P) is that while every linearization of P(λ ) in L1(P) is also a strong linearization
of P(λ )when P(λ ) is a regular matrix polynomial [21, Theorem 4.3], the same is not true if P(λ ) is sin-
gular [5, Example 3]. The following example shows that the same also holds for g-linearizations of rect-
angular matrix polynomials, i.e., there exist rectangular matrix polynomials P(λ ) with g-linearizations
in L1(P) that are not strong g-linearizations.
Example 3.13 Let P(λ ) =

 λ 2 λλ 1
0 0

 . Then
L(λ ) = λ


1 0 0 0
0 0 0 0
0 0 0 0
0 0 −1 0
0 0 0 0
0 0 0 0

+


0 1 0 0
1 0 0 1
0 0 0 0
1 0 0 0
0 0 0 0
0 0 0 0

 ∈ L1(P)
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is a g-linearization of P(λ ) as E(λ )L(λ )F(λ ) =
[
P(λ ) 0
0 I3,2
]
for
E(λ ) =


0 0 1 λ 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 1 0 0 0 0
1 0 0 0 0 0
0 0 0 0 0 1

 and F(λ ) =


0 1 0 0
0 −λ 0 1
−1 0 0 0
0 −1 1 0

 .
But L(λ ) is not a strong g-linearization of P(λ ) as infinity is a eigenvalue of L(λ ) but not of P(λ ).
4 Recovery of minimal indices and bases in L1(P) and L2(P)
In this section we show the process of extraction of left and right minimal bases and indices of an m×n
polynomial P(λ ) from that of a g-linearization in L1(P) or L2(P). In particular we show that these
extractions are possible from g-linearizations of P(λ ) in L1(P) with full Z-rank if m ≥ n and those of
P(λ ) in L2(P) if m≤ n. It is easy to see that if m≥ n and L(λ ) ∈ L1(P) is of full Z-rank, then
dim Nr(L) = dim Nr(P) and dim Nl(L)+ (k−1)(m−n) = dim Nl(P).
On the other hand if m ≤ n, and L(λ ) ∈ L2(P) has full Z-rank, then the above equalities hold when
the positions of the right and left null spaces are interchanged for both P(λ ) and L(λ ). Therefore
the process of extracting the right (respectively, left) minimal bases and indices of P(λ ) ∈ F[λ ]m×n
from those of a g-linearization of P(λ ) in L1(P) (respectively, L2(P)) is identical to the extraction of
the same quantities from a linearization of a square singular polynomial in the respective spaces (as
established in [5]). However, showing that the left (respectively, right) minimal bases and indices of
P(λ ) can also be extracted from those of L(λ ) ∈ L1(P) (respectively, L(λ ) ∈ L2(P)) with full Z-rank
requires more work.
4.1 Recovery of right (left) minimal indices and bases in L1(P) (L2(P))
Given an m× n matrix polynomial P(λ ) with m ≥ n, the following lemma provides an isomorphism
between Nr(P) and Nr(L) that enables extraction of the right minimal bases and indices of P(λ ) from
those of L(λ ) ∈ L1(P).
Lemma 4.1 Let P(λ ) be an m×n matrix polynomial of grade k with m≥ n, L(λ )∈L1(P) with nonzero
right ansatz vector v, and x(λ ) ∈ F(λ )n. Then Λk(λ )⊗ x(λ ) ∈ Nr(L) if and only if x(λ ) ∈ Nr(P).
Moreover, if L(λ ) is a g-linearization of P(λ ), then the mapping
RΛ : Nr(P) → Nr(L)
x(λ ) 7→ Λk(λ )⊗ x(λ ).
is a linear isomorphism between the F(λ )-vector spaces Nr(P) and Nr(L). Furthermore, x(λ ) ∈ Nr(P)
is a vector polynomial if and only if Λk(λ )⊗ x(λ ) ∈ Nr(L) is a vector polynomial.
We skip the proof as it follows by arguing exactly as in the proof of [5, Lemma 5.1]. Now the
following theorem whose proof is immediate shows that the right minimal bases and indices of P(λ ) ∈
F[λ ]m×n, m ≥ n, have a very simple relationship with those of a g-linearization L(λ ) ∈ L1(P) and can
be easily extracted from the latter.
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Theorem 4.2 Let P(λ ) be an m×n matrix polynomial of grade k with m≥ n and nrankP(λ ) = r. Also
let L(λ ) ∈ L1(P) be a g-linearization of P(λ ).
1. The right minimal indices of P(λ ) are ε1≤ ε2≤ ·· · ≤ εn−r if and only if the right minimal indices
of L(λ ) are (k−1)+ ε1 ≤ (k−1)+ ε2 ≤ ·· · ≤ (k−1)+ εn−r.
2. Every right minimal basis of L(λ ) is of the form {Λk(λ )⊗ x1(λ ), . . . ,Λk(λ )⊗ xn−r(λ )} where
{x1(λ ), . . . ,xn−r(λ )} is a right minimal basis of P(λ ).
Similarly, if P(λ ) is an m×n matrix polynomial with m≤ n, then the mapping
RΛ : Nl(P)→ Nl(L), y(λ ) 7→ Λk(λ )⊗ y(λ ),
is an isomorphism between Nl(P) and Nl(L) that also induces a bijection between vector polynomials
in Nl(P) and Nl(L). This results in the following counterpart of Theorem 4.2 for extraction of the left
minimal bases and indices of P(λ ) from those of L(λ ) ∈ L2(P) with full Z-rank.
Theorem 4.3 Let P(λ ) be an m×n matrix polynomial of grade k with m≤ n and nrankP(λ ) = r. Also
let L(λ ) ∈ L2(P) be a g-linearization of P(λ ).
1. The left minimal indices of P(λ ) are ε1 ≤ ε2 ≤ ·· · ≤ εm−r if and only if the left minimal indices
of L(λ ) are (k−1)+ ε1 ≤ (k−1)+ ε2 ≤ ·· · ≤ (k−1)+ εm−r.
2. Every left minimal basis of L(λ ) is of the form {Λk(λ )⊗ y1(λ ), . . . ,Λk(λ )⊗ ym−r(λ )} where
{y1(λ ), . . . ,ym−r(λ )} is a left minimal basis of P(λ ).
4.2 Recovery of left (right) minimal indices and bases in L1(P) (L2(P))
In this section we first show that the left minimal bases and indices of P(λ ) ∈ F[λ ]m×n with m≥ n, can
be extracted from the g-linearizations in L1(P) that are of full Z-rank. The following lemmas will be
very useful for establishing Theorem 4.6 which is the main result.
Lemma 4.4 Let P(λ ) = ∑ki=0λ
iAi be an m× n matrix polynomial of grade k with m ≥ n. Suppose
L(λ ) ∈ L1(P) has full Z-rank and right ansatz vector v 6= 0. Then the mapping
Lv : Nl(L) → Nl(P)
y(λ ) 7→ (vT ⊗ Im)y(λ )
is a linear map from the vector space Nl(L) onto the vector space Nl(P) over F(λ ). Furthermore it is an
onto map from the vector polynomials in Nl(L) to the vector polynomials in Nl(P) with the property that
if q(λ ) ∈ Nl(P) is a vector polynomial of degree δ , then there exists a vector polynomial y(λ ) ∈ Nl(L)
of degree δ such that Lv(y(λ )) = q(λ ).
Proof: Let y(λ ) ∈ Nl(L). Since L(λ ) ∈ L1(P),
y(λ )TL(λ )(Λk(λ )⊗ In) = 0⇒ y(λ )T (v⊗P(λ )) = 0⇒ y(λ )T (v⊗ Im)P(λ ) = 0.
Therefore (vT ⊗ Im)y(λ ) ∈ Nl(P) and this shows that Lv is well defined and clearly linear.
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Let q(λ ) ∈ Nl(P). To show that Lv is onto we prove that there exists y(λ ) ∈ Nl(L) such that
Lv(y(λ )) = q(λ ). Let
Sk(λ ) :=


1 λ . . . λ k−2
. . .
. . .
. . . λ
1
0


k×(k−1)
,
q1(λ ) :=
[
q(λ )
q˜(λ )
]
and y(λ ) = (MT ⊗ Im)q1(λ ) (4.1)
where
q˜(λ )T =−q(λ )T (λ [Ak X12]+ [Y11 A0])(Sk(λ )⊗ In)Z†︸ ︷︷ ︸
=:C
(4.2)
and M is a nonsingular matrix such that Mv= e1. Clearly Lv(y(λ )) = q(λ ).
Now y(λ )∈Nl(L) if and only if q1(λ )∈Nl(Lˆ), where Lˆ(λ ) = (M⊗ Im)L(λ ). Also as L(λ )∈L1(P)
corresponds to right ansatz vector v and Mv= e1, therefore Lˆ(λ ) ∈ L1(P) corresponds to right ansatz
vector e1. So,
Lˆ(λ ) = λ
[
Ak X12
−Z
]
+
[
Y11 A0
Z
]
where Z has full rank and X12+Y11 =
[
Ak−1 Ak−2 · · · A1
]
. This implies that,
X12 :=
[
X1 X2 · · · Xk−1
]
and Y11 :=
[
Y1 Y2 · · · Yk−1
]
where Xi,Yi ∈ Fm×n satisfy Xi+Yi = Ak−i for i= 1,2, . . . k−1. Now from (4.1) and (4.2),
q1(λ )
T Lˆ(λ ) = [q(λ )T q˜(λ )T ]Lˆ(λ )
= q(λ )T [Im −C]
(
λ
[
Ak X12
−Z
]
+
[
Y11 A0
Z
])
= q(λ )T
(
λ [Ak X12+Cˆ]+ [Y11−Cˆ A0]
)
(4.3)
where
Cˆ = (λ
[
Ak X1 X2 . . . Xk−1
]
+
[
Y1 Y2 . . . Yk−1 A0
]
)(Sk⊗ In)
= (
[
λAk+Y1 λX1+Y2 λX2+Y3 . . . λXk−2+Yk−1 λXk−1+A0
]
)(Sk⊗ In)
= [ λAk+Y1 λ
2Ak+λ (Y1+X1)+Y2 λ
3Ak+λ
2(Y1+X1)+λ (Y2+X2)+Y3
. . . . . . λ k−1Ak+λ k−2(Y1+X1)+ · · ·+λ (Yk−2+Xk−2)+Yk−1 ]
= [ λAk+Y1 λ
2Ak+λAk−1+Y2 . . . λ k−1Ak+λ k−2Ak−1+ · · ·+λA2+Yk−1 ]
= [ λAk λ
2Ak+λAk−1 . . . λ k−1Ak+λ k−2Ak−1+ · · ·+λA2 ]+Y11 (4.4)
the 2-nd last equality being due to the fact that Xi+Yi = Ak−i, i= 1,2, . . . ,k−1. Therefore,
λ (X12+Cˆ) = λ (X12+Y11)+λ [ λAk λ
2Ak+λAk−1 . . . λ k−1Ak+λ k−2Ak−1+ · · ·+λA2 ]
= [ λ 2Ak+λAk−1 λ 3Ak+λ 2Ak−1+λAk−2 . . . λ kAk+λ k−1Ak−1+ · · ·+λ 2A2+λA1 ]
. (4.5)
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Using (4.5) and (4.4) in (4.3),
q1(λ )
T Lˆ(λ ) = q(λ )T
([
λAk λ
2Ak+λAk−1 λ 3Ak+λ 2Ak−1+λAk−2 · · · P(λ )−A0
]
+
[ −λAk −(λ 2Ak+λAk−1) −(λ 3Ak+λ 2Ak−1+Ak−2) · · · A0 ])
= q(λ )T
[
0 0 · · · 0 P(λ ) ]
= 0.
Therefore q1(λ ) ∈ Nl(Lˆ) and hence Lv is an onto linear map from the vector space Nl(L) to the
vector space Nl(P) over F(λ ).Now clearly, if y(λ )∈Nl(L) is a vector polynomial, then so isLv(y(λ )).
Conversely, if q(λ )∈Nl(P) is a vector polynomial, then from (4.1) and (4.2) it follows that q˜(λ ), q1(λ )
and y(λ ) are also a vector polynomials. Since Lv(y(λ )) = q(λ ) and y(λ ) ∈ Nl(L), it follows that Lv
maps the vector polynomials in Nl(L) onto the vector polynomials in Nl(P). To complete the proof we
show that if the degree of q(λ ) is δ , then y(λ ) can be chosen so that it has degree δ .
Let q(λ ) ∈Nl(P) and y(λ ) ∈ N1(L) be vector polynomials such that Lv(y(λ )) = q(λ ). Let deg q=
δ and suppose degy= δˆ > δ . Let q1(λ ) = (M
−T ⊗ Im)y(λ ). Then degq1 = δˆ and
q(λ ) = Lv(y(λ )) = (v
T ⊗ Im)(MT ⊗ Im)q1(λ ) = (eT1 ⊗ Im)q1(λ ).
This implies that q1(λ ) =
[
q(λ )
q˜(λ )
]
where deg q˜= δˆ . Hence
q1(λ ) =
δˆ
∑
i=δ+1
λ i
[
0
ti
]
+
[
q(λ )
∑δi=0λ
iti
]
︸ ︷︷ ︸
=:qˆ(λ)
where ti ∈ F(k−1)m, i= 0, . . . , δˆ , with tδˆ 6= 0. Clearly deg qˆ= δ and
q(λ ) = Lv(y(λ )) = (e
T
1 ⊗ Im)q1(λ ) = (eT1 ⊗ Im)qˆ(λ ) = (vT ⊗ Im)(MT ⊗ Im)qˆ(λ )︸ ︷︷ ︸
=:η(λ)
= Lv(η(λ )). (4.6)
Since deg qˆ = δ , it follows that degη = δ . To complete the proof we show that η(λ ) ∈ Nl(L). Now
y(λ ) ∈ Nl(L)⇒ q1(λ ) ∈ Nl(Lˆ). Therefore,
q1(λ )
T Lˆ(λ ) = 0
⇒

[ 0m
∑δˆi=δ+1λ
iti
]T
+ qˆ(λ )T

(λ [ Ak X12−Z
]
+
[
Y11 A0
Z
])
= 0
⇒ λ
[
0m
∑δˆi=δ+1λ
iti
]T [
Ak X12
−Z
]
+
[
0m
∑δˆi=δ+1λ
iti
]T [
Y11 A0
Z
]
+ qˆ(λ )T Lˆ(λ ) = 0 (4.7)
⇒
[
0Tn −∑δˆi=δ+1λ i+1tTi Z
]
+
[
∑δˆi=δ+1λ
itTi Z 0
T
n
]
+ qˆ(λ )T Lˆ(λ ) = 0
⇒ λ δ+1 [tTδ+1Z 0Tn ]+λ δ+2 ([tTδ+2Z 0Tn ]+ [0Tn − tTδ+1Z])+ · · ·
· · ·+λ δˆ
([
tT
δˆ
Z 0Tn
]
+
[
0Tn − tTδˆ−1Z
])
+λ δˆ+1
[
0Tn − tTδˆ Z
]
+ qˆ(λ )T Lˆ(λ ) = 0. (4.8)
Since the degree of qˆ(λ )T Lˆ(λ ) is atmost δ + 1, equating the coefficients of λ i, i = δ + 2, . . . , δˆ + 1 in
(4.8) to 0, we have tTi Z = 0 for i = δ + 1, . . . , δˆ . Therefore (4.8) implies that qˆ(λ )
T Lˆ(λ ) = 0 and this
completes the proof as
η(λ )TL(λ ) = qˆ(λ )T (M⊗ Im)L(λ ) = qˆ(λ )T Lˆ(λ ) = 0.

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Lemma 4.5 Let P(λ ) = ∑ki=0 λ
iAi be an m×n matrix polynomial of grade k with m≥ n and let L(λ )∈
L1(P) correspond to a nonzero right ansatz vector v ∈ Fk with full Z-rank. Let r = nrank(P(λ )),
c = (k− 1)(m− n) and Lv(y(λ )) = (vT ⊗ Im)y(λ ) for all y(λ ) ∈ Nl(L). Then there exists a minimal
basis of Nl(L) of the form
{y1(λ ), . . . ,ym−r(λ ),um−r+1, . . . ,um−r+c},
where {um−r+1, . . . ,um−r+c} ⊂ Fkm is a basis of N(Lv).
Proof: Since L(λ ) is a g-linearization of P(λ ) and m≥ n, therefore dim(Nl(L)) = dim(Nl(P))+(k−
1)(m−n). Let r = nrankP(λ ) and {v1(λ ), . . . ,vm−r(λ )} be a minimal basis of Nl(P) with degv j = δ j
for j= 1, . . . ,m−r. By Lemma 4.4, there exist linearly independent vectors y1(λ ), . . . ,ym−r(λ )∈Nl(L)
such that
Lv(y j(λ )) = v j(λ ), and degy j = δ j.
Also from Lemma 4.4 we have, rankLv = dimNl(P), and hence dim(N(Lv)) = (k−1)(m−n) = c. Let
M ∈ Fk×k be a nonsingular matrix such thatMv= e1 and Lˆ(λ ) := (M⊗ Im)L(λ ). Since L(λ ) has full Z-
rank, Lˆ(λ ) = λ
[
Ak X12
−Z
]
+
[
Y11 A0
Z
]
,where rankZ= (k−1)n.We show that there exists a basis
of N(Lv) consisting vectors of the form (M
T ⊗ Im)
[
0
v
]
such that vTZ = 0. Since rankZ = (k−1)n,
there exist c linearly independent vectors v1, . . . ,vc ∈ F(k−1)m such that vTi Z = 0 for all i = 1, . . . ,c.
Therefore βv :=
{
(MT ⊗ Im)
[
0
v1
]
, . . . ,(MT ⊗ Im)
[
0
vc
]}
is a linearly independent subset of N(Lv)
as (
(MT ⊗ Im)
[
0
vi
])T
L(λ ) =
[
0
vi
]T
(M⊗ Im)L(λ ) =
[
0
vi
]T
Lˆ(λ ) = vTi Z = 0
and (vT ⊗ Im)(MT ⊗ Im)
[
0
vi
]
= (eT1 ⊗ Im)
[
0
vi
]
= 0
for all i= 1, . . . ,c. Clearly βv is also a basis of N(Lv) as it has c linearly independent vectors. Let
β = {y1(λ ), . . . ,ym−r(λ ),um−r+1, . . . ,um−r+c}
where um−r+ j := (MT ⊗ Im)
[
0
v j
]
, for j = 1, . . . ,c. Since rankLv = dim(Nl(P)) = m− r, β has
dim(Nl(L)) vectors. Therefore β is a basis of Nl(L) if it is a linearly independent set. Suppose there
exist a1(λ ), . . . ,am−r+c(λ ) ∈ F(λ ) such that
a1(λ )y1(λ )+ · · ·+am−r(λ )ym−r(λ )+am−r+1(λ )um−r+1+ · · ·+am−r+c(λ )um−r+c = 0. (4.9)
Then, Lv(a1(λ )y1(λ )+ · · ·+am−r(λ )ym−r(λ )) = 0⇒ a1(λ )v1(λ )+ · · ·+am−r(λ )vm−r(λ ) = 0.
This gives a j(λ ) = 0 for j = 1, . . . ,m− r as {v1(λ ), . . . ,vm−r(λ )} is a basis of Nl(P). So from (4.9)
we have am−r+1(λ )um−r+1 + · · ·+ am−r+c(λ )um−r+c = 0 which implies that a j(λ ) = 0 for j = m−
r+ 1, . . . ,m− r+ c as βv is a basis of N(Lv). Hence β is a basis of Nl(L). Suppose that it is not a
minimal basis of Nl(L). Since the sum of the degrees of the polynomials in β is ∑
m−r
j=1 δ j, there exists
a minimal basis βˆ := {yˆ1(λ ), . . . , yˆm−r+c(λ )} of Nl(L) such that ∑m−r+ci=1 deg yˆi < ∑m−ri=1 δi. Then Lv(βˆ )
is a spanning set in Nl(P). Let {Lv(yˆi1(λ )), . . . ,Lv(yˆim−r (λ ))} ⊂Lv(βˆ ) be a basis of Nl(P). Then
m−r
∑
j=1
degLv(yˆi j )<
m−r
∑
j=1
δ j =
m−r
∑
j=1
degy j =
m−r
∑
j=1
degv j.
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But this contradicts the assumption that {v1(λ ), . . . ,vm−r(λ )} is a minimal basis of Nl(P). Hence the
proof. 
The following theorem now shows how the left minimal indices and bases of an m× n matrix
polynomial P(λ ) with m≥ n can be extracted from those of L(λ ) ∈ L1(P) with full Z-rank.
Theorem 4.6 Let P(λ ) be an m×n matrix polynomial of grade k with m≥ n, and let L(λ )∈L1(P) cor-
responding to nonzero right ansatz vector v ∈ Fk be of full Z-rank. Let r= nrankP(λ ), c= (k−1)(m−
n) andLv(y(λ )) = (v
T⊗Im)y(λ ) for all y(λ )∈Nl(L). If β = {y1(λ ), . . . ,ym−r(λ ),um−r+1, . . . ,um−r+c}
be a minimal basis of Nl(L) satisfying the properties of Lemma 4.5, then {Lv(y1(λ )), . . . ,Lv(ym−r(λ ))}
is a minimal basis of Nl(P). Moreover if δ1 ≥ δ2 ≥ ·· · ≥ δm−r ≥ 0 = 0= · · ·= 0︸ ︷︷ ︸
c zeros
are the left minimal
indices of L(λ ) then δ1 ≥ δ2 ≥ ·· · ≥ δm−r are the left minimal indices of P(λ ).
Proof: Since {um−r+1, . . . ,um−r+c} forms a basis ofN(Lv), hence Lv(ui)= 0 for i=m−r+1, . . . ,m−
r+ c. Let zi(λ ) = Lv(yi(λ )) for i = 1, . . . ,m− r. Evidently, degyi = degzi for all i = 1, . . . ,m− r and
{z1(λ ), . . . ,zm−r(λ )} is a basis of Nl(P). Now if it is not a minimal basis of Nl(P), then there exists a
basis {zˆ1(λ ), . . . , zˆm−r(λ )} of Nl(P) such that deg zˆ j0 < degz j0 for some 1< j0 <m− r. Consequently,
by Lemma 4.4 and Lemma 4.5, there exists a basis
βˆ := {yˆ1(λ ), . . . , yˆm−r(λ ),um−r+1, . . . ,um−r+c}
of Nl(L) such that Lv(yˆ j(λ )) = zˆ j(λ ) and deg yˆ j = deg zˆ j for j = 1, . . . ,m− r. The sum of the degrees
of the vector polynomials in βˆ are clearly lower than that of the ones in β as, deg zˆ j0 < degz j0 . But this
contradicts the fact that β is a minimal basis of Nl(L). Hence the proof follows. 
Remark 4.7 A minimal basis of Nl(P) may be extracted from a basis of Nl(L) that satisfies the as-
sumptions of Lemma 4.5. We outline the steps for constructing such a basis from any given minimal
basis of Nl(L).
1. Let {y1(λ ), . . . ,yt(λ ),yt+1(λ ), . . . ,ym−r+c(λ )} be a minimal basis of Nl(L) with degyi = di such
that d1 ≥ d2 ≥ ·· · ≥ dm−r+c. Without loss of generality we may assume that there exists 1≤ t ≤
m− r such that di > 0 for i= 1, . . . , t and di = 0 for i= t+1, . . . ,m− r+ c.
2. Consider um−r+ j = (MT ⊗ Im)
[
0
v j
]
, for j = 1, . . . ,c such that {v1, . . . ,vc} forms a basis of left
null space of Z. Such a basis may be obtained by choosing v1, . . . ,vc to be the complex conjugate
transpose of the last c columns of the matrix Q of a QR decomposition of Z. Then um−r+ j belongs
to Nl(L) and Lv(um−r+ j) = 0 for j = 1, . . . ,c.
3. Clearly the set β = {y1(λ ), . . . ,yt(λ ),um−r+1, . . . ,um−r+c} is linearly independent. Check if
yt+1(λ ) belongs to span(β ), and include it in β if this is not the case. Repeat the process for
i= t+2, . . . ,m− r+ c with respect to the updated β after each step.
Remark 4.8 There are situations when left minimal bases of L(λ ) ∈ L1(P) will generically satisfy the
assumptions in Lemma 4.5. For example if n< m≤ (k+1)n, then generically, A := [ A0 · · · Ak ]
is a full rank matrix and consequently, none of the left minimal indices of P(λ ) are zero. Consequently,
there does not exist any vector polynomial of degree zero in a left minimal basis of L(λ ) that does not
belong to N(Lv). This implies that any such basis must satisfy the assumptions of Lemma 4.5.
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The preceding results imply that if P(λ ) ∈ F[λ ]m×n with m ≤ n, then the right minimal bases and
indices of P(λ ) can be extracted from those of L(λ ) ∈ L2(P) of full Z-rank. In particular we have in
this case the following counterpart of Lemma 4.4 which can either be proved by arguing as in the proof
of Lemma 4.4 or by using the relation (3.3).
Lemma 4.9 Let P(λ ) = ∑ki=0λ
iAi be an m× n matrix polynomial of grade k with m ≤ n. Suppose
L(λ ) ∈ L2(P) has full Z-rank and nonzero left ansatz vector w ∈ Fk. Then the mapping
Lw : Nr(L) → Nr(P)
x(λ ) 7→ (wT ⊗ In)x(λ )
is a linear map from the vector space Nr(L) onto the vector space Nr(P) over F(λ ). Furthermore
it is an onto map from the vector polynomials in Nr(L) to the vector polynomials in Nr(P) with the
property that if q(λ ) ∈ Nr(P) is a vector polynomial of degree δ , then there exists a vector polynomial
x(λ ) ∈ Nr(L) of degree δ such that Lw(x(λ )) = q(λ ).
Therefore, by arguing as in the proof of Lemma 4.5, there exists a minimal basis of Nr(L) of the
form
{x1(λ ), . . . ,xn−r(λ ),un−r+1, . . . ,un−r+c},
where c = (n−m)(k− 1) and {un−r+1, . . . ,un−r+c} ⊂ Fkn is a basis of N(Lw). This leads to the fol-
lowing theorem for extracting the right minimal indices and bases of P(λ ) from those of L(λ ) ∈ L2(P)
with full Z-rank.
Theorem 4.10 Let P(λ ) be an m×n matrix polynomial of grade k with m≤ n, and L(λ ) ∈ L2(P) with
corresponding nonzero left ansatz vector w ∈ Fk be of full Z-rank. Let r = nrankP(λ ), c= (k−1)(n−
m) andLw(x(λ )) = (w
T⊗In)x(λ ) for all x(λ )∈Nr(L). If β = {x1(λ ), . . . ,xn−r(λ ),un−r+1, . . . ,un−r+c}
be a minimal basis of Nr(L) such that {un−r+1, . . . ,un−r+c} ⊂ Fkn is a basis of N(Lw), then the set
{Lw(x1(λ )), . . . ,Lw(xn−r(λ ))} is a minimal basis of Nr(P). Moreover if δ1 ≥ δ2 ≥ ·· · ≥ δn−r ≥ 0 =
0= · · ·= 0︸ ︷︷ ︸
c zeros
are the right minimal indices of L(λ ) then δ1 ≥ δ2 ≥ ·· · ≥ δn−r are the right minimal
indices of P(λ ).
5 Linearizations arising from g-linearizations
Let P(λ ) = ∑ki=0 λ
iAi be an m×n matrix polynomial of grade k. In this section we show that although
the pencils in L1(P) and L2(P) are generically g-linearizations of P(λ ), they can give rise to smaller
pencils that are linearizations of P(λ ) from which the left and right minimal bases and indices of P(λ )
may be easily extracted. In the following we first describe the process of extracting these smaller
pencils from g-linearizations of P(λ ) of full Z-rank in L1(P) when m≥ n.
Let L(λ ) ∈ L1(P) with nonzero right ansatz vector v ∈ Fk be of full Z-rank. Let M ∈ Fk×k be a
nonsingular matrix such thatMv= αe1. From (3.5), (M⊗ Im)L(λ ) =
[
P(λ ) W (λ )
Z
]
(F(λ ))−1. Let
Z = Q
[
R˜
0
]
(5.1)
be a QR decomposition of Z where Q ∈ F(k−1)m×(k−1)m is an unitary matrix and R˜ ∈ F(k−1)n×(k−1)n
nonsingular and upper triangular. Then we have,
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[
Im
Q∗
]
(M⊗ Im)L(λ ) =

 P(λ ) W (λ )R˜
0

(F(λ ))−1, (5.2)
Let Q =
[
Q1 Q2
]
, be a partition of Q such that Z = Q1R˜ is the condensed QR decomposition
of Z. Then recalling that c = (k− 1)(m− n), the submatrix formed by the last c rows of the matrix[
Im
Q∗
]
(M⊗ Im)L(λ ) is
[
0 Q∗2
]
(M⊗ Im)L(λ ). Since the last c rows of the matrix on the RHS of
(5.2) are zero, we have
[
0 Q∗2
]
(M⊗ Im)L(λ ) = 0. Consider D ∈ Fm+(k−1)n×km such that[
D[
0 Q∗2
]
(M⊗ Im)
]
(5.3)
is nonsingular. Then
[
D[
0 Q∗2
]
(M⊗ Im)
]
L(λ ) =
[
DL(λ )
0
]
. We set,
Lt(λ ) = DL(λ ). (5.4)
Given a g-linearization L(λ )∈L1(P) of full Z-rank, the above process of extracting the pencil Lt(λ )
from L(λ ) clearly depends not only on L(λ ) but also on the choice of the nonsingular matrixM ∈ Fk×k
satisfying Mv= αe1 and the matrix D ∈ Fm+(k−1)n×km such that the matrix in (5.3) is nonsingular. For
ease of expression, We will refer to Lt(λ ) as the trimmed version of L(λ ) ∈ L1(P), with respect to M
and D, the sizes of the matrices M and D being evident from the context.
Clearly, for a given choice of nonsingular M ∈ Fk×k, there are infinitely many choices of D in (5.4).
One possible choice is to set D to be the first m+ (k− 1)n rows of
[
Im
Q∗
]
(M ⊗ Im). Then the
corresponding linearization is
Lˆt(λ ) := λ
[
αAk X12
−R˜
]
+
[
Y11 αA0
R˜
]
. (5.5)
If L(λ ) = Cg1(λ ), then such a choice of D results in Lt(λ ) being the first Frobenius companion lin-
earization C1(λ ). Every other linearization Lt(λ ) that is not of the form (5.5) is strictly equivalent to
some Lˆt(λ ) as
Lt(λ ) = DL(λ )
= D(M−1⊗ Im)
{
λ
[
αAk X12
−Z
]
+
[
Y11 αA0
Z
]}
= D(M−1⊗ Im)
[
Im
Q
]
λ

 αAk X12−R˜
0

+

 Y11 αA0R˜
0




= D(M−1⊗ Im)
[
Im
Q1
]
︸ ︷︷ ︸
=E1
{
λ
[
αAk X12
−R˜
]
+
[
Y11 αA0
R˜
]}
= DE1︸︷︷︸
=:D˜
Lˆt(λ ). (5.6)
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where clearly, D˜ ∈ Fm+(k−1)n×m+(k−1)n is nonsingular as it satisfies[
D˜ ∗
I(k−1)(m−n)
]
=
[
D[
0 Q∗2
]
(M⊗ Im)
]
(M−1⊗ Im)
[
Im
Q
]
.
Remark 5.1 The QR decomposition of the Z-matrix of the g-linearization L(λ ) that has been used to
extract the pencils Lt(λ ), from L(λ ) can easily be replaced by any other decomposition like the rank
revealing QR decomposition or the SVD of Z without affecting the results and the analysis concerning
these pencils. Therefore, the upper triangular structure of the block R˜ in (5.5) is not essential for the
rest of the paper.
5.1 Trimming a g-linearization results in a strong linearization
We now show that trimming a g-linearization of full Z-rank results in a strong linearization of P(λ )
from which the left and right minimal bases and indices of P(λ ) can easily be recovered. In doing
so, we establish the connection between the resulting pencils with some of the important classes of
linearizations for rectangular matrix polynomials that have been recently introduced in the literature.
We begin with the block minimal bases pencils introduced in [10].
Definition 5.2 A block minimal bases pencil is a pencil of the form[
A(λ ) Bˆ(λ )T
B(λ )
]
,
[
A(λ )
B(λ )
]
or
[
A(λ ) Bˆ(λ )T
]
where the rows of B(λ ) and Bˆ(λ ) form minimal bases of the rational subspaces spanned by them.
Wewill need a few important concepts and results related to block minimal bases pencils from [10].
For convenience, following [10], we refer to a matrix polynomial whose rows form a minimal basis of
the rational subspace spanned by them as a minimal basis. Such a minimal basis can be associated with
a dual minimal basis defined as follows.
Definition 5.3 A pair of minimal bases B(λ ) ∈ F[λ ]n1×n and C(λ ) ∈ F[λ ]n2×n are called dual minimal
bases if n1+n2 = n and B(λ )C(λ )
T = 0.
For example, the matrix polynomials
H j(λ ) =


−1 λ
−1 λ
. . .
. . .
−1 λ


j×( j+1)
. (5.7)
and Λ j+1(λ )
T given by (1.3) are dual minimal bases. For most practical purposes, we will need the
following special kind of block minimal bases from [10].
Definition 5.4 A block minimal bases pencil
L(λ ) =
[
A(λ ) Bˆ(λ )T
B(λ ) 0
]
(5.8)
is called a strong block minimal bases pencil if it has the following additional properties:
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(a) The row degrees of B(λ ) and Bˆ(λ ) are all equal to one.
(b) The row degrees of any minimal basis dual to B(λ ) are all equal.
(c) The row degrees of any minimal basis dual to Bˆ(λ ) are all equal.
We will adopt the convention that if the block B(λ ) (Bˆ(λ )) is absent, then the corresponding dual
minimal basis is an identity matrix of the same size as the number of columns (rows) of A(λ ). The
following theorem about block minimal bases pencils which is a combination of [10, Theorems 3.3
and 3.7] will be important for the results in this section and the next one.
Theorem 5.5 Let L(λ ) be a minimal bases pencil given by (5.8) and C(λ ) and Cˆ(λ ) be the dual
minimal bases of B(λ ) and Bˆ(λ ) respectively. Then L(λ ) is a linearization of the matrix polynomial
Q(λ ) = Cˆ(λ )A(λ )C(λ )T . (5.9)
Moreover, if L(λ ) is a strong block minimal bases pencil, then the following hold.
(a) L(λ ) is a strong linearization of Q(λ ) considered as a polynomial of grade 1+degC+degCˆ.
(b) If 0≤ ε1 ≤ ε2 ≤ ·· · ≤ εp are the right minimal indices of Q(λ ), then
ε1+degC ≤ ε2+degC ≤ ·· · ≤ εp+degC,
are the right minimal bases of L(λ ).
(c) If 0≤ η1 ≤ η2 ≤ ·· · ≤ ηq are the left minimal indices of Q(λ ), then
η1+deg Cˆ ≤ η2+deg Cˆ ≤ ·· · ≤ ηq+deg Cˆ
are the left minimal indices of L(λ ).
Given a strong block minimal bases pencil, the above result shows the construction of a polynomial
from the pencil such that the pencil is a strong linearization of the polynomial and lays out the recovery
rules for extracting left and right minimal indices of the polynomial from those of the pencil. However
in practice, we are generally more interested in the reverse process, i.e., given a matrix polynomial Q(λ )
of grade k,we are interested in constructing a strong linearization from which the left and right minimal
indices of the polynomial can be easily extracted. It was shown in [10], that this easily achieved by
the so called Block Kronecker pencils that are a special class of strong block minimal bases pencils for
which
Bˆ(λ ) = Hε(λ )⊗ Im and B(λ ) =Hη(λ )⊗ In
with ε +η +1= k, and H j(λ ) given by (5.7). The conditions on the block A(λ ) under which the Block
Kronecker pencils become strong linearizations of a given polynomial P(λ ) are given in [10, Theorem
5.4]. Now we have the main result of this section.
Theorem 5.6 Let P(λ ) = ∑ki=0λ
iAi be an m× n matrix polynomial of grade k with m ≥ n and r =
nrankP(λ ). Let L(λ ) ∈ L1(P) with right ansatz vector v ∈ Fk \ {0} be of full Z-rank. Let Lt(λ ) be
the pencil obtained by trimming L(λ ) ∈ L1(P), with respect to M and D. Then Lt(λ ) is a strong
linearization of P(λ ) such that the following hold.
(a) Every minimal basis of Nr(Lt) is of the form {Λk(λ )⊗ x1(λ ), . . . ,Λk(λ )⊗ xn−r(λ )} where
{x1(λ ), . . . ,xn−r(λ )} is a minimal basis of Nr(P).
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(b) The right minimal indices of Lt(λ ) are those of P(λ ) shifted by k−1.
(c) Every minimal basis of Nl(P) is of the form {(vT ⊗ Im)DT y1(λ ), . . . ,(vT ⊗ Im)DTym−r(λ )} where
{y1(λ ), . . . ,ym−r(λ )} is a minimal basis of Nl(Lt).
(d) The left minimal indices of P(λ ) are equal to those of Lt(λ ).
Proof: From (5.5) and (5.6),
Lt(λ ) := D˜
[
Im
R˜
]
λ
[
αAk X12
−I(k−1)n
]
+
[
Y11 αA0
I(k−1)n
]
︸ ︷︷ ︸
=:K(λ)
(5.10)
Clearly K(λ ) is in the Block Kronecker form
[
A(λ )
B(λ )
]
with
A(λ ) := λ
[
αAk X12
]
+
[
Y11 αA0
]
and B(λ ) =Hk−1(λ )⊗ In.
Now A(λ )C(λ )T = P(λ ),whereC(λ ) = 1α (Λk(λ )⊗ In)T is a dual of B(λ ). As the block Bˆ(λ ) is absent
in K(λ ) (and consequently, Cˆ(λ ) = Im,) by Theorem 5.5, K(λ ) is a strong linearization of P(λ ) such
that P(λ ) and K(λ ) have the same left minimal indices and the right minimal indices of K(λ ) are those
of P(λ ) shifted by k−1. The relation (5.10), shows that the same is true of each pencil Lt(λ ) obtained
by trimming a strong g-linearization in L1(P) and this proves (b) and (d).
The process of obtaining Lt(λ ) from L(λ ) implies that Nr(L) = Nr(Lt). Therefore the proof of (a)
follows from Theorem 4.2. To prove (c) we consider the map
L : Nl(Lt) → Nl(P)
y(λ ) 7→ Lv(DTy(λ ))
If y(λ ) ∈ Nl(Lt) then DTy(λ ) ∈ Nl(L) ⊂ Nl(P), and therefore L is well defined. Also from the defi-
nition of L it is clear that it is a linear map from Nl(Lt) to Nl(P). We first show that L is bijective.
Let Z be the Z-matrix of (M⊗ In)L(λ ) and Q2 be the last c = (k− 1)(m− n) columns of the unitary
matrix Q of a QR decomposition of Z. Now y(λ ) ∈ N(L ) if and only if DTy(λ ) ∈ N(Lv). As noted in
Remark 4.7, there exists a basis of N(Lv) of the form
{
(MT ⊗ Im)
[
0
q1
]
, . . . ,(MT ⊗ Im)
[
0
qc
]}
where
c= (k−1)(m−n) and {q¯1, . . . , q¯c} are the columns of Q2. Therefore there exists a nonzero a∈ Fc such
that
DTy(λ ) = (MT ⊗ Im)
[
Im
Q2
][
0
a
]
= (MT ⊗ Im)
[
0
Q2a
]
.
This implies that
[
y(λ )
−a
]T [
D[
0 Q∗2
]
(M⊗ Im)
]
= 0, which gives y(λ ) = 0 as
[
D[
0 Q∗2
]
(M⊗ Im)
]
is nonsingular. Therefore L is a one to one linear map. Since Nl(Lt) and Nl(P) are of the same
dimension, it follows that L is a bijective linear map.
Now we will show for any vector polynomial p(λ ) ∈ Nl(P) of degree δ we can find a polynomial
vector z(λ ) ∈ Nl(Lt) of degree δ such that L (z(λ )) = p(λ ). By Lemma 4.4 ∃ zˆ(λ ) ∈ Nl(L) such
that Lv(zˆ(λ )) = p(λ ) and deg zˆ = deg p. Let z(λ ) be the first with m+(k− 1)n entries of a vector
polynomial yˆ(λ ) which satisfies
[
D[
0 Q∗2
]
(M⊗ Im)
]T
yˆ(λ ) = zˆ(λ ). Then z(λ ) ∈ Nl(Lt) as,
z(λ )TLt(λ ) = yˆ(λ )
T
[
Lt(λ )
0c
]
= yˆ(λ )T
[
D[
0 Q∗2
]
(M⊗ Im)
]
L(λ ) = zˆ(λ )TL(λ ) = 0.
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Now as (vT ⊗ Im)(MT ⊗ Im)
[
0m+(k−1)n
Q¯2
]
= (αeT1 ⊗ Im)
[
0m+(k−1)n
Q¯2
]
= 0, we have
L (z(λ )) = (vT ⊗ Im)DT z(λ ) = (vT ⊗ Im)
[
D[
0 Q∗2
]
(M⊗ Im)
]T
yˆ(λ ) = Lv(zˆ(λ )) = p(λ ).
Also it is clear that z(λ ) and p(λ ) have the same degree as
deg z≥ deg p= deg zˆ= deg yˆ≥ deg z.
Now the proof of part (c) follows by arguing as in the proof of Theorem 4.6. 
Remark 5.7 It can be proved that the pencils Lt(λ ) are strong linearizations of P(λ ) without estab-
lishing their connection with Block Kronecker pencils. However, we prefer to give this connection to
highlight their position in the current literature of strong linearizations of rectangular matrix polynomi-
als. In fact it is also clear from (5.10) that among the linearizations formed by trimming g-linearizations
in L1(P), only the pencils Lˆt(λ ) of the form (5.5) belong to the Block Kronecker ansatz spaces G1(P)
introduced in [14].
Remark 5.8 The recovery rules for the left and right minimal bases of P(λ ) from those of Lt(λ ) may
also be derived from [10, Theorem 7.7] which gives the rules for extracting the same for general Block
Kronecker linearizations. However, as the pencils K(λ ) in (5.10) to which the pencils Lt(λ ) are strictly
equivalent are special types of Block Kronecker pencils, we prefer to prove these parts directly by using
the notions and techniques previously introduced in the paper.
In a similar way, if m ≤ n, pencils in L2(P) of full Z-rank can provide strong linearizations of
P(λ ). In particular if L(λ ) ∈ L2(P) with nonzero left ansatz vector w ∈ Fk has full Z-rank, then for any
nonsingular matrix Mˆ ∈ Fk×k such that Mˆw= αe1 for some α 6= 0,
L(λ )(MˆT ⊗ In) = λ
[
αAk
Xˆ12 −Zˆ
]
+
[
Yˆ11 Zˆ
αA0
]
,
where Zˆ ∈ F(k−1)m×(k−1)n with rank Zˆ = (k−1)m. If Zˆ∗ =Q
[
Rˆ
0
]
, be a QR decomposition of Zˆ∗ and
Q2 is the matrix formed by the last c= (k−1)(n−m) columns of Q, then it is easy to see that
L(λ )(MˆT ⊗ In)
[
0
Q2
]
= 0.
For any choice of Dˆ ∈ Fkn×(n+(k−1)m), such that the kn× kn matrix[
Dˆ (MˆT ⊗ In)
[
0 QT2
]T ]
(5.11)
is nonsingular, we get the pencils L(λ )Dˆ. We refer to them as the pencils formed by trimming L(λ ) ∈
L2(P), with respect to Mˆ and Dˆ. For instance, the second companion linearization C2(λ ) arises from
C
g
2(λ ) ∈ L2(P), with respect to Mˆ = Ik and Dˆ=
[
In
Ik−1⊗ In,m
]
.
By arguing as in the proof of Theorem 5.6, these pencils can be shown to be strictly equivalent
to Block Kronecker linearizations of P(λ ) of the form
[
A(λ ) Hk−1(λ )T ⊗ Im
]
from which the left
and right minimal bases and indices of P(λ ) may be easily extracted. In fact we have the following
theorem.
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Theorem 5.9 Let P(λ ) = ∑ki=0λ
iAi be an m× n matrix polynomial of grade k with m ≤ n and r =
nrankP(λ ). Let L(λ ) ∈ L2(P) with left ansatz vector w ∈ Fk \{0} be of full Z-rank. Let Lt(λ ) be the
pencil formed by trimming L(λ )∈L2(P), with respect to Mˆ and Dˆ. Then Lt(λ ) is a strong linearization
of P(λ ) and the following hold.
(a) Every minimal basis of Nl(Lt) is of the form {Λk(λ )⊗ y1(λ ), . . . ,Λk(λ )⊗ ym−r(λ )} where
{y1(λ ), . . . ,ym−r(λ )} is a minimal basis of Nl(P).
(b) The left minimal indices of Lt(λ ) are those of P(λ ) shifted by k−1.
(c) Every minimal basis of Nr(P) is of the form {(wT ⊗ In)Dˆx1(λ ), . . . ,(wT ⊗ In)Dˆxn−r(λ )} where
{x1(λ ), . . . ,xn−r(λ )} is a minimal basis of Nr(Lt).
(d) The right minimal indices of P(λ ) are equal to those of Lt(λ ).
Remark 5.10 For L(λ ) ∈ L2(P) of full Z-rank with left ansatz vector w ∈ Fk \{0} and a given choice
of Mˆ ∈ Fk×k such that Mˆw= αe1, if the matrix Dˆ in (5.11) is chosen to be the first n+(k−1)m columns
of (MˆT ⊗ In)
[
In
Q
]
, then in fact, the resulting pencil belongs to the Block Kronecker ansatz space
Gk(P) introduced in [14]. Also every other pencil formed by trimming L(λ ) with respect to Mˆ and
some other choice of Dˆ is strictly equivalent to such a pencil but does not belong to Gk(P).
As the following example shows, the linearizations Lt(λ ) arising from the pencils of full Z-rank in
L1(P) and L2(P) are not subclasses of the class of block minimal bases linearizations.
Example 5.11 Consider P(λ ) = λ 2A2+λA1+A0 where
A2 =

 1 22 5
4 9

 , A1 =

 3 49 2
15 10

 , and A0 =

 1 72 5
4 19

 .
Then L(λ ) = λ Xˆ + Yˆ ∈ L1(P) where
Xˆ =


0 0 −1 0
0 0 0 −1
0 0 0 0
1 2 0 0
2 5 0 0
4 9 0 0

 , Yˆ =


1 0 0 0
0 1 0 0
0 0 0 0
3 4 1 7
9 2 2 5
15 10 4 19

 ,
with corresponding right ansatz vector vector v=
[
0
1
]
. Now
[
0 1
1 0
]
︸ ︷︷ ︸
=:M
v=
[
1
0
]
, and
(M⊗ I3)L(λ ) = λX+Y,
where
X = (M⊗ I3)Xˆ =


1 2 0 0
2 5 0 0
4 9 0 0
0 0 −1 0
0 0 0 −1
0 0 0 0

 , and Y = (M⊗ I3)Yˆ =


3 4 1 7
9 12 2 5
15 10 4 19
1 0 0 0
0 1 0 0
0 0 0 0

 .
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Clearly, Z =

 1 00 1
0 0

 is full rank with QR decomposition Z = I3Z. Hence,
[
0 Q∗2
]
(MT ⊗ I3) =
[
0 0 1 0 0 0
]
, and


1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 −2 −1 1
0 0 1 0 0 0


is nonsingular. So,
Lt(λ ) :=


1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 −2 −1 1

L(λ ) = λ


0 0 −1 0
0 0 0 −1
1 2 0 0
2 5 0 0
0 0 0 0

+


1 0 0 0
0 1 0 0
3 4 1 7
9 2 2 5
0 0 0 0

 ,
is a strong linearization of P(λ ). Evidently it is not a block minimal bases linearization.
Remark 5.12 It is clear that if m≥ n the size (m+(k−1)n)×kn of Lt(λ ) is the same as that of the first
Frobenius companion linearization C1(λ ) of P(λ ). On the other hand, if m ≤ n, then Lt(λ ) is of size
km× (n+(k−1)m) which is the same as that of the second Frobenius companion linearization C2(λ ).
Since C1(λ ) and C2(λ ) are the smallest among all possible Fiedler and Block Kronecker linearizations
of P(λ ), therefore, the size of Lt(λ ) is less than or equal to that of all such linearizations for rectangular
matrix polynomials.
Remark 5.13 Although the pencils Lt(λ ) are extracted from g-linearizations in L1(P) and L2(P), in
practice, it is not necessary to form them by trimming g-linearizations. For example we can directly
build these linearizations from a given matrix polynomial P(λ ) = ∑ki=0λ
iAi, of grade k and m> n, by
using the fact that they are of the form Lt(λ ) := D˜
(
λ
[
αAk X12
−R˜
]
+
[
Y11 αA0
R˜
])
where α 6= 0,
X12+Y11 = α
[
Ak−1 . . . A1
]
and D˜ ∈ Fm+(k−1)n×m+(k−1)n and R˜ ∈ F(k−1)n×(k−1)n are nonsingular.
The process of trimming g-linearizations to form linearizations of this type can be seen as a means to
connect the g-linearizations of P(λ ) with linearizations.
In the next section we undertake a global backward stability analysis of the solution of polynomial
eigenvalue problems using Lt(λ ) on the lines of the analysis in [10] and show that their is in fact a wide
choice of optimal strong linearizations (beyond the ones identified in [10]) which can be used to solve
the complete eigenvalue problem for P(λ ) in a globally backward stable manner.
6 Global backward error analysis of solutions of polynomial eigenvalue
problems using linearizations arising from g-linearizations
In this section we carry out a global backward error analysis of the process of solving the complete
eigenvalue problem associated with a rectangular matrix polynomial P(λ ) = ∑ki=0 λ
iAi ∈ F[λ ]m×n of
grade k by using linearizations that arise from a g-linearization in L1(P) or L2(P). It will be an exten-
sion of the one in [10] for Block Kronecker linearizations. As mentioned in Section 1, any solution of
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such a problem involves finding the finite and infinite eigenvalues and associated elementary divisors as
well as the left and right minimal bases and indices of P(λ ). Typically this is done by initially finding
the said quantities for some choice of strong linearization via very effective backward stable methods
like the staircase algorithm proposed in [26] and further developed in [8, 9]. The backward stabil-
ity of such algorithms guarantee that any computed solution of the eigenvalue problem corresponding
to a linearization say, L(λ ) of P(λ ), is the exact solution of the problem for a pencil L(λ )+∆L(λ )
where
|||∆L|||
|||L||| = O(u) with respect to some norm |||·|||. The solution of the complete eigenvalue problem
for P(λ ) is then computed from the solution for L(λ )+∆L(λ ) by applying the same recovery rules to
L(λ )+∆L(λ ) that would have been applied to the solution for L(λ ) if it were available. Following [10],
the process is said to be globally backward stable if it is the exact solution of the complete eigenvalue
problem for P(λ )+∆P(λ ) with the following conditions being met.
(a) If P(λ ) is of grade k, the perturbed pencil L(λ )+∆L(λ ) a strong linearization of P(λ )+∆P(λ )
of grade k such that
|||∆P|||
|||P||| = O(u).
(b) The rules for extracting the left and right minimal indices of P(λ ) from those of L(λ ) remain the
same when they are replaced by P(λ )+∆P(λ ) and L(λ )+∆L(λ ) respectively.
The analysis in [10], showed that (a) and (b) are satisfied for optimal choices of Block Kronecker
linearization of P(λ ) with respect to the norm
|||P|||F :=
√
k
∑
i=0
‖Ai‖2F
where ‖A‖F :=
√
trace (A∗A) is the Frobenius norm of A. In particular, it was shown that there exists a
constant CP,L depending on P(λ ) and L(λ ) such that
|||∆P|||F
|||P|||F ≤CP,L
|||∆L|||F
|||L|||F , (6.1)
where, CP,L ≈ k3
√
m+n under certain conditions that are satisfied by appropriate choice of Block
Kronecker linearizations and scaling of P(λ ).
We establish that the same analysis can be extended to solutions obtained via linearizations Lt(λ )
of P(λ ) ∈ F[λ ]m×n that arise from g-linearizations in L1(P) when m> n. Similar arguments can easily
complete the corresponding analysis for the case m < n with respect to linearizations that arise from
g-linearizations in L2(P).
Our choice of norm |||P|||F on F[λ ]m×n considered as a vector space over F is not submultiplicative. The
following lemma from [10] which bounds the Frobenius norm of the product of two matrix polynomials
will therefore be useful in the analysis. For notational convenience in this section we set
Λk,p(λ ) := (Λk(λ )⊗ Ip),PQ(λ ) := P(λ )Q(λ ) and (P+Q)(λ ) := P(λ )+Q(λ ),
for two matrix polynomials P(λ ) and Q(λ ) for which the above products and sums are defined.
Lemma 6.1 Let P(λ ) = ∑
d1
i=0Aiλ
i and Q(λ ) = ∑
d2
i=0Biλ
i be two matrix polynomials and such that all
the products below are defined. Then the following inequalities hold.
1. |||PQ|||F ≤min{
√
d1+1,
√
d2+1}|||P|||F |||Q|||F
2. |||PΛk,p|||F ≤min{
√
d1+1,
√
k}|||P|||F
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Initially we analyse the global backward stability of the process of computing a solution of the
complete eigenvalue problem for P(λ ) arising from linearizations of the form (5.5). Later on we will
extend this analysis to the case where any linearization Lt(λ ) arising from a g-linearization in L1(P) is
used.
Since the matrix R˜ ∈ F(k−1)n of Lˆt(λ ) given by (5.5) is upper triangular and nonsingular, Lˆt(λ ) is a
strong block minimal bases pencil of the form[
A(λ )
B(λ )
]
where,
A(λ ) = λ
[
αAk X12
]
,+
[
Y11 αA0
]
, (6.2)
B(λ ) = λ
[
0(k−1)n×n −R˜
]
+
[
R˜ 0(k−1)n×n
]
. (6.3)
Note that Λk,n(λ )
T is a dual minimal basis of B(λ ).
Any computed solution of the complete eigenvalue problem associated with Lˆt(λ ) is an exact solu-
tion of a perturbed pencil Lˆt(λ )+∆Lˆt(λ ) where
∆Lˆt(λ ) =
[
∆A(λ )
∆B(λ )
]
with ∆A(λ ) ∈ F[λ ]m×kn and ∆B(λ ) ∈ F[λ ](k−1)n×kn so that
Lˆt(λ )+∆Lˆt(λ ) =
[
A(λ )+∆A(λ )
B(λ )+∆B(λ )
]
.
Our initial aim is to show that for small enough |||∆Lˆt |||F , Lˆt(λ )+∆Lˆt(λ ) is a strong block minimal
bases linearization of some perturbed polynomial P(λ )+∆P(λ ) of grade k such that |||∆P|||F|||P|||F is bounded
above by a small multiple of
|||∆Lˆt |||F
|||Lˆt |||F .
We establish an upper bound on |||∆B|||F such that Lˆt(λ )+∆Lˆt(λ ) is a strong block minimal bases
pencil. This requires that the following conditions are satisfied.
Condition (A) B(λ )+∆B(λ ) is a minimal basis with all row degrees equal to one;
Condition (B) There exists a matrix polynomial ∆D(λ )∈ F[λ ]kn×n of grade k−1 such that Λk,n(λ )T +
∆D(λ )T is a dual minimal basis of B(λ )+∆B(λ ) with all row degrees equal to k−1.
Following the strategy in [10], we will use the concept of convolution matrices associated with
P(λ ) = ∑ki=0Aiλ
i which are defined as follows.
C j(P) =


Ak
Ak−1 Ak
... Ak−1
. . .
A0
...
. . . Ak
A0 Ak−1
. . .
...
A0


︸ ︷︷ ︸
j+1 block columns
for j = 0,1,2, . . . . (6.4)
The following lemma which states some important and useful properties of convolution matrices
can be easily proved.
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Lemma 6.2 Let P(λ ) = ∑ki=0Aiλ
i and Q(λ ) = ∑li=0Biλ
i be matrix polynomials of grade k and l re-
spectively and C j(P) and C j(Q) for j = 0,1,2, . . . , be corresponding convolution matrices as given
by (6.4).
(a) If P(λ ) and Q(λ ) are of same size and grade then C j(P+Q) =C j(P)+C j(Q) for all j.
(b)
∥∥C j(P)∥∥F =√ j+1|||P|||F for all j.
(c) If the product P(λ )Q(λ ) is defined, then considering it as a grade k+ l matrix polynomial, we
have C0(PQ) =Cl(P)C0(Q).
The next Theorem from [10] for convolution matrices will be useful to show that for sufficiently
small |||∆B|||F , B(λ )+∆B(λ ) can be a minimal basis with all row degrees equal to 1.
Theorem 6.3 For any positive integer l, let N(λ ) = A+λB∈ F[λ ]ln×(l+1)n and C j(N) for j= 0,1, . . . ,
be the sequence of convolution matrices of N(λ ). Then N(λ ) is a minimal basis with all its row degrees
equal to 1 and all the row degrees of any dual minimal basis equal to l, if and only if Cl−1(N) ∈
F(l+1)ln×(l+1)ln is nonsingular and Cl(N) ∈ Fl(l+2)n×(l+1)2n has full row rank.
Observing that B(λ ) = R˜(Hk−1(λ )⊗ In) where Hk−1(λ ) is given by (5.7), the next lemma which
is proved in the appendix will be useful in establishing a bound on |||∆B|||F that achieves the desired
objectives. 1
Lemma 6.4 For τ(λ ) := (Hk−1(λ )⊗ In), σmin(Ck−2(τ)) = σmin(Ck−1(τ)) = 2sin( pi4k−2 )≥ 32k .
The following result bounds |||∆B|||F such that B(λ )+∆B(λ ) is a minimal basis with all row degrees
equal to 1.
Theorem 6.5 Let B(λ ) be the pencil given by (6.3), and ∆B(λ )∈ F[λ ](k−1)n×kn be any pencil such that
|||∆B|||F < 3σmin(R˜)
2k3/2
. (6.5)
Then B(λ )+∆B(λ ) is a minimal basis with all its row degrees equal to 1 and all row degrees of any
minimal basis dual to it equal to k−1.
Proof: In view of Theorem 6.3, the proof follows by establishing that Ck−2(B+∆B) is nonsingular
and Ck−1(B+∆B) has full row rank. For j = k−1 or k−2,
σmin(C j(B)) = σmin




R˜
. . .
R˜

C j(τ)

≥ σmin(R˜)σmin(C j(τ)). (6.6)
Therefore by Lemma 6.4,
σmin(C j(B))≥ 2σmin(R˜)sin pi
4k−2 ≥ σmin(R˜)
3
2k
. (6.7)
Since R˜ is nonsingular, it follows that Ck−2(B) is nonsingular and Ck−1(B) has full row rank. By
Lemma 6.2(a),
C j(B+∆B) =C j(B)+C j(∆B)
1A proof of this result is available in [11] which is a revised version of [10]. Our proof was made independently and with
different arguments.
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for j = k−1 and k−2. Therefore Ck−2(B+∆B) is nonsingular and Ck−1(B+∆B) has full row rank if∥∥C j(∆B)∥∥F < σmin(C j(B)) for both values of j. But both inequalities follow from Lemma 6.2(b), and
the relations (6.5) and (6.7). Hence the proof. 
Now the following result establishes the required upper bound on |||∆B|||F such that both Condition
(A) and Condition (B) are fulfilled. The proof is omitted as it follows by arguing as in the proof of [10,
Theorem 6.18].
Theorem 6.6 Let B(λ ) be the pencil given by (6.3) and ∆B(λ ) ∈ F[λ ](k−1)n×kn be any pencil such that
|||∆B|||F < σmin(R˜)
2k3/2
. (6.8)
Then there exists a matrix polynomial ∆D(λ ) ∈ F[λ ]kn×n of grade k−1 such that
(a) B(λ )+∆B(λ ) and Λk,n(λ )
T +∆D(λ )T are dual minimal bases, with all the row degrees equal
to 1 and k−1 respectively, and
(b) |||∆D|||F ≤ k
√
2
σmin(R˜)
|||∆B|||F < 1√2k .
Next we have the main result which completes the global backward error analysis for solutions of
the complete eigenvalue problem for P(λ ) obtained from the linearizations Lˆt(λ ).
Theorem 6.7 Let Lˆt(λ ) be any linearization of P(λ ) = ∑
k
i=0λ
iAi ∈ F[λ ]m×n of grade k with m> n, of
the form (5.5). Let A(λ ) and B(λ ) be the blocks of Lˆt(λ ) as specified by (6.2) and (6.3) respectively
and R˜ ∈ Fm+(k−1)n be the nonsingular upper triangular matrix appearing in the block B(λ ). If ∆Lˆt(λ )
is any pencil of the same size as Lˆt(λ ) such that
|||∆Lˆt |||F < σmin(R˜)
2k3/2
(6.9)
then Lˆt(λ )+∆Lˆt(λ ) is a strong linearization of a matrix polynomial P(λ )+∆P(λ ) of grade k and
|||∆P|||F
|||P|||F ≤ CˆLˆt ,P
|||∆Lˆt |||F
|||Lˆt |||F
(6.10)
where CˆLˆt ,P =
1
|α |
|||Lˆt |||F
|||P|||F
(
3+2k |||A|||F
σmin(R˜)
)
.
The right minimal indices of Lˆt(λ )+∆Lˆt(λ ) are those of P(λ )+∆P(λ ) shifted by k− 1 and left
minimal indices of Lˆt(λ ) + ∆Lˆt(λ ) are same as those of P(λ ) + ∆P(λ ), which is the same as the
corresponding relationship between the minimal indices of Lˆt(λ ) and P(λ ).
Proof: Clearly,
|||∆Lˆt |||F < σmin(R˜)
2k3/2
⇒ |||∆B|||F < σmin(R˜)
2k3/2
.
By Theorem 6.6, there exists ∆D(λ ) ∈ F[λ ]kn×n of grade k−1 such that B(λ )+∆B(λ ) and Λk,n(λ )T +
∆D(λ )T are dual minimal bases with all the row degrees 1 and k− 1 respectively. Therefore Lˆt(λ )+
∆Lˆt(λ ) is a strong block minimal bases pencil and Theorem 5.5 implies that Lˆt(λ )+∆Lˆt(λ ) is a strong
block minimal bases linearization of
1
α
(A(λ )+∆A(λ ))(Λk.n(λ )+∆D(λ )) := P(λ )+∆P(λ )
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of grade k. As P(λ ) = 1αA(λ )(Λk,n(λ )), we have,
∆P(λ ) =
1
α
{(A(λ )+∆A(λ ))∆D(λ )+∆A(λ )(Λk,n(λ ))}
which implies that
|||∆P|||F ≤ 1|α |{|||A(∆D)|||F + |||(∆A)(∆D)|||F + |||(∆A)Λk,n|||F}.
By applying Lemma 6.1 and Theorem 6.6 (b), we get
|||∆P|||F
|||P|||F ≤
1
|α |
|||Lˆt |||F
|||P|||F
(
3+2k
|||A|||F
σmin(R˜)
) |||∆Lˆt |||F
|||Lˆt |||F
(6.11)
Also as the block Bˆ(λ ) is absent in the linearization Lˆt(λ )+∆Lˆt(λ ), we have Cˆ(λ ) = Im in (5.9) and
consequently by Theorem 5.5, the right minimal indices of Lˆt(λ )+∆Lˆt(λ ) are those of P(λ )+∆P(λ )
shifted by k− 1 and left minimal indices of Lˆt(λ )+∆Lˆt(λ ) are same as those of P(λ )+∆P(λ ). By
Theorem 5.6, the shifting relations between the left and right minimal indices of P(λ )+∆P(λ ) and
Lˆt(λ )+∆Lˆt(λ ) are exactly the same as those between P(λ ) and Lˆt(λ ). 
Now we extend the above analysis to solutions of the complete eigenvalue problem for P(λ ) ob-
tained via any linearization Lt(λ ) arising from a g-linearization in L1(P). As noted in Section 5, any
such linearization Lt(λ ) is strictly equivalent to a linearization of the form Lˆt(λ ). Using this fact, and
the results for Lˆt(λ ), we have the following theorem.
Theorem 6.8 Let Lt(λ ) be any linearization of P(λ ) = ∑
k
i=0λ
iAi ∈ F[λ ]m×n of grade k with m > n,
arising from a g-linearization in L1(P). Let Lˆt(λ ) = D˜
−1Lt(λ ) where D˜ is as given in (5.6). Then Lˆt(λ )
is of the form (5.5). Let A(λ ) and B(λ ) be the blocks of Lˆt(λ ) as specified by (6.2) and (6.3) respectively
and R˜ ∈ Fm+(k−1)n be the nonsingular upper triangular matrix appearing in the block B(λ ). If ∆Lt(λ )
be any pencil of the same size as Lt(λ ) such that
|||∆Lt |||F < σmin(R˜)σmin(D˜)
2k3/2
, (6.12)
then Lt(λ )+∆Lt(λ ) is a strong linearization of a matrix polynomial P(λ )+∆P(λ ) as grade k such
that |||∆P|||F
|||P|||F ≤CLt ,P
|||∆Lt |||F
|||Lt |||F , (6.13)
where CLt ,P =
κ2(D˜)
|α |
|||Lˆt |||F
|||P|||F
(
3+2k |||A|||F
σmin(R˜)
)
, κ2(D˜) being the 2-norm condition number of D˜. The right
minimal indices of Lt(λ )+∆Lt(λ ) are those of P(λ )+∆P(λ ) shifted by k−1 and left minimal indices
of Lt(λ )+∆Lt(λ ) are same as those of P(λ )+∆P(λ ), which is the same as the corresponding relations
between the minimal indices of Lt(λ ) and P(λ ).
Proof: Evidently, Lˆt(λ ) := D˜
−1Lt(λ ) is of the form form (5.5). Since Lt(λ )+∆Lt(λ ) = D˜(Lˆt(λ )+
D˜−1∆Lt(λ )), and (6.12) implies that
|||D˜−1∆Lt |||F < σmin(R˜)
2k3/2
,
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by Theorem 6.7, Lˆt(λ )+ D˜
−1∆Lt(λ ) is a strong block minimal bases linearization of some polynomial
P(λ )+∆P(λ ) of grade k such that
|||∆P|||F
|||P|||F ≤
1
|α |
|||Lˆt |||F
|||P|||F
(
3+2k
|||A|||F
σmin(R˜)
) |||D˜−1∆Lt |||F
|||Lˆt |||F
. (6.14)
The relation (6.13) now follows by using the fact that Lt(λ ) = D˜Lˆt(λ ). Also as Lt(λ )+∆Lt(λ ) =
D˜(Lˆt(λ ) + D˜
−1∆Lt(λ )), Lˆt(λ ) + D˜−1∆Lt(λ ) are strictly equivalent, Lt(λ ) +∆Lt(λ ) is a strong lin-
earization of P(λ )+∆P(λ ) and the recovery rules for the left and right minimal indices of P(λ )+
∆P(λ ) from those of Lt(λ )+∆Lt(λ ) are the same as the ones from Lˆt(λ )+ D˜
−1∆Lt(λ ). Therefore it
follows from Theorem 6.7, that the right minimal indices of Lt(λ )+∆Lt(λ ) are those of P(λ )+∆P(λ )
shifted by k−1 and left minimal indices of Lt(λ )+∆Lt(λ ) are same as those of P(λ )+∆P(λ ), which
is same as the corresponding relations between the minimal indices of Lt(λ ) and P(λ ). 
Observe that as the block Bˆ(λ ) is absent in the pencil Lˆt(λ ) when compared with the block minimal
bases pencil (5.8), this greatly simplifies the analysis as the arguments in pages 24-30 of [10] for Block
Kronecker linearizations may be skipped as a consequence.
If the complete eigenvalue problem for Lt(λ ) is solved by using a backward stable algorithm, then
|||∆Lt |||F
|||Lt |||F = O(u). In such a situation (6.13) shows that the process of solving the complete eigenvalue
problem for P(λ ) via linearizations Lt(λ ), is globally backward stable if CLt ,P is not very large. As
CLt ,P = κ2(D˜)CˆLˆt ,P, so a good choice of Lt(λ ) would be one for which κ2(D˜)≅ 1 and CˆLˆt ,P is not large
for the corresponding pencil Lˆt(λ ) = D˜
−1Lt(λ ). To identify such linearizations, we first note that for
the block A(λ ) of Lˆt(λ ),
αP(λ ) = A(λ )Λk,n(λ )⇒ |α | |||P|||F = |||AΛk,n|||F ≤
√
2|||A|||F .
This implies that
|||Lˆt |||F
|||P|||F ≥
|||A|||F
|||P|||F ≥
|α |√
2
.
Now if |α | |||P|||F >> σmin(R˜) then
√
2|||A|||F
σmin(R˜)
>> 1, and since |||Lˆt |||F|α ||||P|||F ≥
1√
2
so CˆLˆt ,P will be big.
Again if |α | |||P|||F << σmin(R˜) then |||Lˆt |||F|α ||||P|||F >
‖R˜‖F
|α ||||P|||F >> 1 and once again CˆLˆt ,P will be big. So, a
good choice of Lˆt(λ ) would be one for which |α | |||P|||F ≅ σmin(R˜).
Besides, if |||A|||F ≅ |α | |||P|||F ≅ σmin(R˜), and κ2(R˜)≅ 1 then
CLt ,P ≅ (3+2k)
√
1+2(k−1)n
and then |||∆P|||F
|||P|||F / (3+2k)
√
1+2(k−1)n |||∆Lt |||F|||Lt |||F .
In summary, by using linearizations Lt(λ ) satisfying
(i) κ2(D˜)≅ 1 and κ2(R˜)≅ 1 and
(ii) |||A|||F ≅ |α | |||P|||F ≅ σmin(R˜),
we will have
|||∆P|||F
|||P|||F = O(u) if
|||∆Lt |||F
|||Lt |||F = O(u). So the complete eigenvalue problem for P(λ ) can be
solved in a globally backward stable manner by using backward stable algorithms to solve the complete
eigenvalue problem for such choices of Lt(λ ). The optimal Block Kronecker linearizations of the form
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[
A(λ )
B(λ )
]
ensuring global backward stability that were identified in [10] are included in the above
choices. In fact they are the ones for which D˜ = Im+(k−1)n, |α | = 1/|||P|||F , R˜ = I(k−1)n and ‖X12‖2F +
‖Y11‖2F ≅ 1|||P|||F 2 ∑
k−1
i=1 ‖Ai‖2F in (5.10) which include the Frobenius companion formC1(λ ). Our analysis
shows that there exist many more choices of linearizations from among the pencils Lt(λ ) with which
the complete eigenvalue problem for P(λ ) can be solved in a globally backward stable manner.
7 Conclusion
Given an m× n rectangular matrix polynomial P(λ ) = ∑ki=0 λ iAi, of grade k, in this paper we have
introduced the notion of a generalized linearization (g-linearization) of P(λ ).We have also constructed
vector spaces of rectangular matrix pencils such that almost every matrix pencil in the space provides
solutions of the complete eigenvalue problem for P(λ ) with the property that the left and right minimal
indices and bases of P(λ ) can be easily extracted from those of the pencil. These spaces become
the vector spaces L1(P) and L2(P) introduced in [21] whenever P(λ ) is square. They also have the
same properties with respect to g-linearizations that the spaces L1(P) and L2(P) have with respect to
linearizations (as shown in [5]) when P(λ ) is square and singular. The results provide a direct extension
of the theory of the vector spaces L1(P) and L2(P) to the case of rectangular matrix polynomials. We
have also shown a process of extracting many different strong linearizations from almost every pencil
in L1(P) and L2(P). We believe that our work complements the recent work in [14] which allows the
study of linearizations of rectangular matrix pencils in a vector space setting by introducing the Block
Kronecker ansatz spaces. While [14] gives the relationship between the particular Block Kronecker
ansatz spaces G1(P) and Gk(P) and the spaces L1(P) and L2(P) respectively when P(λ ) is square and
regular, our work extends the notion of the spaces L1(P) and L2(P) to the rectangular case and shows
the relationship between strong linearizations of P(λ ) extracted from the pencils in L1(P) and L2(P)
and the linearizations in G1(P) and Gk(P).
A global backward error analysis of the process of solving the complete eigenvalue problem for
P(λ ) via the linearizations that can be extracted from strong g-linearizations in L1(P) and L2(P) was
also conducted on the lines of the one in [10]. It showed that these g-linearizations provide a wide
choice of linearizations that can solve the eigenvalue problem for P(λ ) in a globally backward stable
manner. This analysis which was not carried out earlier even for the case that P(λ ) is square, will be
useful in making optimal choices of linearizations in computation. Moreover, we believe that when
P(λ ) is square and has some additional structure, the results may be extended to identify larger col-
lections of optimal structure preserving linearizations beyond the ones known in the literature, with
respect to which the eigenvalue problem for P(λ ) can be solved in a globally backward stable manner.
8 Appendix: Proof of Lemma 6.4
As the result is obvious for k= 2, we assume that k> 2. SinceC j(τ)=C j(Hk−1)⊗In for j= k−1,k−2,
it is enough to show that
σmin(Ck−1(Hk−1)) = σmin(Ck−2(Hk−1)) = 2sin
(
pi
4k−2
)
. (8.1)
For simplicity, we denote C j(Hk−1) by C j for j = k− 1,k− 2. To complete the proof it is enough
to show that both the matrices Ck−1 and Ck−2 are full rank and the smallest nonzero eigenvalues of
Sk−2 :=C∗k−2Ck−2 and Sk−1 :=C
∗
k−1Ck−1 are both equal to 2+2cos
(
2(k−1)pi
2k−1
)
. For j ≥ 1, let
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D j =


1
2
. . .
2
1


j× j
,L j =


0
−1 0
. . .
. . .
−1 0


j× j
and,
Tj = D j+L j+L
T
j + e je
T
j , Tˆj = D j+L j+L
T
j + e1e
T
1 ,
where e j is the j-th column of I j. Now a simple multiplication shows that
Sk−2 =


Dk L
T
k
Lk Dk L
T
k
. . .
. . .
. . .
. . .
. . .
. . .
Lk Dk L
T
k
Lk Dk


︸ ︷︷ ︸
(k−1) block columns.
and Sk−1 =


Dk L
T
k
Lk Dk L
T
k
. . .
. . .
. . .
. . .
. . .
. . .
Lk Dk L
T
k
Lk Dk


︸ ︷︷ ︸
k block columns.
.
To find the smallest eigenvalue of Sk−2 consider the permutation matrix
P˜ =
[
P˜1 P˜2 . . . P˜k+1
] ∈ Ck(k−1)×k(k−1)
where P˜1 =
[
e˜1 e˜1+(k+1) . . . e˜1+(k−2)(k+1)
]
, P˜2 =
[
e˜2 e˜2+(k+1) . . . e˜2+(k−2)(k+1)
]
and
P˜i =
[
e˜i e˜i+(k+1) . . . e˜i+(k−3)(k+1)
]
, for i= 3,4, . . . ,(k+1). Here e˜ j is the j-th column of Ik(k−1).
Then P˜TSk−2P˜ is a block diagonal matrix of (k+1) blocks where the first block is Tk−1, the second
block is Tˆk−1, and the j-th block is
[
Tˆk− j+1
Tj−3
]
for j= 3,4, . . . ,(k+1) with T0 and Tˆ0 being empty
matrices.
Clearly the first two blocks have the same eigenvalues and the sub-blocks of all other blocks are
submatrices of the first or second block. Hence the smallest eigenvalue of Sk−2 is the smallest eigen-
value of any one of the first 2 blocks, in particular of the second block Tˆk−1.
To find the smallest eigenvalue of Sk−1, consider the permutation matrix
Pˆ =
[
Pˆ1 Pˆ2 . . . Pˆk+1
] ∈ Ck2×k2
where Pˆ1 =
[
eˆ1 eˆ1+(k+1) . . . eˆ1+(k−1)(k+1)
]
and Pˆi =
[
eˆi eˆi+(k+1) . . . eˆi+(k−2)(k+1)
]
, for i =
2,3, . . . ,(k+ 1). Here eˆ j is the j-th column of Ik2 . Then Pˆ
TSk−1Pˆ is a block diagonal matrix of
(k+ 1) blocks where the first block is Dk + Lk+ L
T
k , the second block is Tˆk−1, and the j-th block is[
Tˆk− j+1
Tj−2
]
for j = 3,4, . . . ,(k+1) with Tˆ0 being the empty matrix.
Clearly 0 is an eigenvalue of the first block and the second block can be obtained by removing the
first row and first column of the first block. Hence the smallest eigenvalue of the second block is less
than or equal to the second smallest eigenvalue of the first block. Again the sub-blocks of all other
blocks are either submatrices of the second block Tˆk−1 or of Tk−1. Since Tk−1 and Tˆk−1 have the same
eigenvalues, the smallest eigenvalue of Sk−1 is 0 and the second smallest eigenvalue is the smallest
eigenvalue of the second block Tˆk−1.
From [30, Theorem 1] the smallest eigenvalue of Tˆk−1 is 2+ 2cos
(
2(k−1)pi
2k−1
)
(6= 0). Hence 2+
2cos
(
2(k−1)pi
2k−1
)
is the smallest nonzero eigenvalue of both the matrices Sk−1 and Sk−2. This proves that
Ck−1 and Ck−2 are both full rank such that (8.1) holds. 
33
References
[1] E.N. Antoniou and S. Vologiannidis. A new family of companion forms of polynomial matrices.
Electron. J. Linear Algebra, 11(411):78–87, 2004.
[2] M.I. Bueno, F. De Tera´n, and F.M. Dopico. Recovery of eigenvectors and minimal bases of
matrix polynomials from generalized Fiedler linearizations. SIAM Journal on Matrix Analysis
and Applications, 32(2):463–483, 2011.
[3] M.I. Bueno, F.M. Dopico, J. Pe´rez, R. Saavedra, and B. Zykoski. A unified approach to Fiedler-
like pencils via strong block minimal bases pencils. arXiv preprint arXiv:1611.07170, 2016.
[4] M.I. Bueno and S. Furtado. Palindromic linearizations of a matrix polynomial of odd degree
obtained from Fiedler pencils with repetition. Electron. J. Linear Algebra, 23:562–577, 2012.
[5] F. De Tera´n, F.M. Dopico, and D.S. Mackey. Linearizations of singular matrix polynomials and
the recovery of minimal indices. Electron. J. Linear Algebra, 18:371–402, 2009.
[6] F. De Tera´n, F.M. Dopico, and D.S. Mackey. Fiedler companion linearizations and the recovery
of minimal indices. SIAM Journal on Matrix Analysis and Applications, 31(4):2181–2204, 2010.
[7] F. De Tera´n, F.M. Dopico, and D.S. Mackey. Fiedler companion linearizations for rectangular
matrix polynomials. Linear Algebra and its Applications, 437(3):957–991, 2012.
[8] J. Demmel and B. Ka˚gstro¨m. The generalized Schur decomposition of an arbitrary pencil A–
λB: robust software with error bounds and applications. Part I: theory and algorithms. ACM
Transactions on Mathematical Software (TOMS), 19(2):160–174, 1993.
[9] J. Demmel and B. Ka˚gstro¨m. The generalized Schur decomposition of an arbitrary pencil A–
λB: robust software with error bounds and applications. Part II: software and applications. ACM
Transactions on Mathematical Software (TOMS), 19(2):175–201, 1993.
[10] F.M. Dopico, P.W. Lawrence, J. Pe´rez, and P. Van Dooren. Block Kronecker linearizations of
matrix polynomials and their backward errors. MIMS EPrint 2016.34, 2016.
[11] F.M. Dopico, P.W. Lawrence, J. Pe´rez, and P. Van Dooren. Block Kronecker lin-
earizations of matrix polynomials and their backward errors. Numerische Mathematik,
https://doi.org/10.1007/s00211-018-0969-z, 2018.
[12] H. Faßbender, D.S. Mackey, N. Mackey, and C. Schroeder. Structured polynomial eigenprob-
lems related to time-delay systems. Electronic Transactions on Numerical Analysis, 31:306–330,
2008.
[13] H. Faßbender and P. Saltenberger. On vector spaces of linearizations for matrix polynomials in
orthogonal bases. Linear Algebra and its Applications, 525:59–83, 2017.
[14] H. Faßbender and P. Saltenberger. Block Kronecker ansatz spaces for matrix polynomials. Lin-
ear Algebra and its Applications, 542:118–148, 2018.
[15] G.D. Forney. Minimal bases of rational vector spaces, with applications to multivariable linear
systems. SIAM Journal on Control, 13(3):493–520, 1975.
[16] I. Gohberg, P. Lancaster, and L. Rodman. Matrix polynomials. Academic Press, New York,
1982.
34
[17] G.H. Golub and C.F. Van Loan. Matrix computations, 4th. Johns Hopkins, 2013.
[18] N.J. Higham, D.S. Mackey, and F. Tisseur. Definite matrix polynomials and their linearization
by definite pencils. SIAM Journal on Matrix Analysis and Applications, 31(2):478–502, 2009.
[19] T. Kailath. Linear systems, volume 156. Prentice-Hall Englewood Cliffs, NJ, 1980.
[20] D.S. Mackey, N. Mackey, C. Mehl, and V. Mehrmann. Structured polynomial eigenvalue prob-
lems: Good vibrations from good linearizations. SIAM Journal on Matrix Analysis and Appli-
cations, 28(4):1029–1051, 2006.
[21] D.S. Mackey, N. Mackey, C. Mehl, and V. Mehrmann. Vector spaces of linearizations for matrix
polynomials. SIAM Journal on Matrix Analysis and Applications, 28(4):971–1004, 2006.
[22] D.S. Mackey, N. Mackey, and F. Tisseur. Polynomial eigenvalue problems: Theory, computa-
tion, and structure. In Numerical Algebra, Matrix Theory, Differential-Algebraic Equations and
Control Theory, pages 319–348. Springer, 2015.
[23] Y. Nakatsukasa, V. Noferini, and A. Townsend. Vector spaces of linearizations for matrix poly-
nomials: a bivariate polynomial approach. SIAM Journal on Matrix Analysis and Applications,
38(1):1–29, 2017.
[24] H.H. Rosenbrock. State-space and multivariable theory. Studies in dynamical systems. Nelson,
London, 1970.
[25] F. Tisseur and K. Meerbergen. The quadratic eigenvalue problem. SIAM review, 43(2):235–286,
2001.
[26] P. Van Dooren. The computation of Kronecker’s canonical form of a singular pencil. Linear
Algebra and its Applications, 27:103–140, 1979.
[27] P. Van Dooren and P. Dewilde. The eigenstructure of an arbitrary polynomial matrix: computa-
tional aspects. Linear Algebra and its Applications, 50:545–579, 1983.
[28] A.I.G. Vardulakis. Linear multivariable control: algebraic analysis and synthesis methods. J.
Wiley, 1991.
[29] S. Vologiannidis and E.N. Antoniou. A permuted factors approach for the linearization of poly-
nomial matrices. Mathematics of Control, Signals, and Systems, 22(4):317–342, 2011.
[30] W.C. Yueh. Eigenvalues of several tridiagonal matrices. Applied mathematics e-notes, 5:66–74,
2005.
35
