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Abstract. An impulse noise detection scheme employing machine learning 
(ML) algorithm in Orthogonal Frequency Division Multiplexing (OFDM) is in-
vestigated. Four powerful ML's multi-classifiers (ensemble) algorithms (Boost-
ing (Bos), Bagging (Bag), Stacking (Stack) and Random Forest (RF)) were used 
at the receiver side of the OFDM system to detect if the received noisy signal 
contained impulse noise or not. The ML's ensembles were trained with the 
Middleton Class A noise model which was the noise model used in the OFDM 
system. In terms of prediction accuracy, the results obtained from the four ML’s 
Ensembles techniques show that ML can be used to predict impulse noise in 
communication systems, in particular OFDM. 
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1 Introduction 
Orthogonal Frequency Division Multiplexing (OFDM) has become a popular modula-
tion for both wireline and wireless communications. A block diagram of an OFDM 
system (including a ML block at the reciver) is shown in Figure 1. An OFDM system 
has advantages of being robust against frequency selective fading and high data rate 
compared to single carrier systems, due to the transmission of data in multiple fre-
quency carriers. However, OFDM can be adversely affected by impulse noise because 
the energy of an impulse is spread by the FFT such that it appears distributed across 
all the frequency carriers at the output of the FFT [1]. It is for this reason that most 
impulse noise mitigation schemes on OFDM focus on reducing the effect of the im-
pulse noise before the FFT on the receiver side of the OFDM system (see [2] and [10] 
for impulse noise mitigation schemes and impulse noise models). Such methods are 
termed clipping and/or nulling [4], [5], where thresholds are used to detect impulse 
noise in the time-domain and clip or null any time sample that is above the set thresh-
old. Other impulse noise mitigation methods can be used together with the clip-
ping/nulling scheme, for example: in [3] and [8], the authors implemented the itera-
tive impulse noise estimation technique with clipping/nulling. In [6], [7] and [9], error 
correcting coding is used to combat impulse noise and it can still work together with 
the clipping or nulling scheme to obtain a powerful impulse noise combatting scheme.  
 
In this paper, the focus is the clipping and/or nulling schemes using thresholds to 
detect impulse noise. In that regard machine learning multi-classifier or ensemble 
algorithms were used to estimate the amplitude (or power) of the impulse noise.  
 
Machine learning (ML) is a subfield of artificial intelligence theory that was devel-
oped from the study of pattern recognition and computational learning theory [12]. 
Recently, Machine Learning algorithms have been utilised in prediction, classifica-
tion, monitoring and optimisation tasks in many important applications such as medi-
cal science, engineering applications, intelligent control systems etc. [12], [13].  
 
Ensembles or multi-classifier methods have recently become as a common learning 
method, not only because of their straightforward implementation, but also due to 
their outstanding predictive performance on practical and real-life problems [13]. An 
ensemble contains a set of individually trained classifiers (for example decision trees 
or neural networks) whose predictions are combined when classifying distinctive 
instances. Ensemble methods aim to improve the predictive performance of a given 
statistical learning or model fitting technique [13].  
 
This work was conducted to examine the use of four popular and powerful multi-
classifiers (ensembles) (Bag, Bos, Stack and RF) to predict, thus estimate impulse 
noise on OFDM. In this work we consider the conventional OFDM communication 
system employing PSK/QAM modulation as shown in Figure 1, which we call 
PSK/QAM-OFDM in short. The OFDM system is discussed in detail in Section II.  
 
The ML classifiers are trained with the impulse noise statistics so that they should 
be able to predict the DFT samples (of OFDM) that contain impulse noise at the re-
ceiver. Once the samples with impulse noise are located using the ML classifiers, the 
impulse noise can be subtracted from the received signal, leaving an estimate of the 
transmitted signal plus additive white Gaussian noise (AWGN). 
2 System Model 
OFDM uses the power of the discrete Fourier transform (DFT) to transmit data in 
multiple frequencies as follows: Symbols from phase shift Keying (PSK) modulation 
or quadrature amplitude modulation (QAM) are taken as input to the OFDM transmit-
ter. These symbols are processed by the inverse discrete Fourier transform (IDFT) at 
the transmitter. At the receiver side, a DFT is performed on the received symbols 
which would have been affected by channel noise. The PSK/QAM-OFDM system is 
shown in Figure 1, where the transmitter side is shown together with the transmitted 
signal (Tx) which is affected by additive noise (AWGN and Impulse noise) as it pass-
es through the channel. 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. OFDM communication system with Machine Learning for impulse noise estimation 
 
The noise affected signal (Rx) is received at the receiver side for processing by the 
ML noise prediction tool which contains the ensemble algorithms before being fed to 
the DFT. The ML noise prediction tool task is to estimate the noise in the received 
signal and classify the signal as either containing only AWGN or impulse noise. The 
details of how the ML noise prediction ensemble algorithms are used to classify the 
noise are discussed in Section IV. For now the ML ensemble algorithms used in the 
prediction of noise are discussed, in the next section. 
3 Multi-classifiers (Ensembles) Algorithms 
3.1 Bagging  
Bagging or Bootstrap aggregating (Bag) is a popular way to obtain multiple classifi-
ers. Bag. was proposed by Breiman in 1996 to improve the classification results by 
merging outputs of classifiers that are trained using randomly-generated training sets 
[14], [15].  
 
Bag. is a “bootstrap” multi-classifier method that produces individuals for its en-
semble by training each classifier on a random redistribution of the training set. Each 
classifier’s training set is generated by randomly drawing, with replacement, X exam-
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ples, where X is the size of the original training set; many of the original examples 
may be repeated in the resulting training set while others may be left out [14], [15]. 
Each single classifier in the ensemble is generated with a different random sampling 
of the training set [15]. 
3.2 Boosting (Bos) 
Bos. algorithm was proposed by Schapire and Freund [16]. Boosting comprises a 
family of methods. The focus of those methods is to generate a series of classifiers. 
The training set used for each member of the series is chosen based on the perform-
ance of the earlier classifier(s) in the series [17]. In Bos, cases that are wrongly pre-
dicted by previous classifiers in the series are chosen more often than cases that were 
appropriately predicted. Thus Boosting tries to create new classifiers that are better 
able to predict cases for which the present ensemble’s performance is poor. Note that 
in Bag. technique, the resampling of the training set is not dependent on the perform-
ance of the earlier classifiers [15, 16, 17]. 
3.3 Random Forest (RF) 
The Random Forest method is based on bagging (bootstrap aggregation) models built 
using the Random Tree method, in which classification trees are grown on a random 
subset of descriptors [18]. The Random Tree method can be viewed as an implemen-
tation of the Random subspace method for the case of classification trees. Combining 
two ensemble learning approaches, bagging and random space method, makes the 
Random Forest method a very effective approach to build highly predictive classifica-
tion models [19]. 
3.4 Stacking (Stack)  
Stack. is historically one of the first ensemble learning methods. It combines several 
base classifiers, which can belong to absolutely different classes of machine learning 
methods, by means of a “meta-classifier” that takes as its inputs the output values of 
the base classifiers [19]. Although stacking is a heuristic method and does not guaran-
tee improvement in all cases, in many practical studies it shows excellent perform-
ance. 
4 Simulations 
4.1 Simulation set-up 
 
The four machine learning ensemble techniques were used to classify thresholds of 
the received signals as either containing the transmitted signal, containing the trans-
mitted plus AWGN or containing the transmitted signal plus AWGN plus impulse 
noise. To do this we create three classes which will be used by the four used ensemble 
techniques.  
 
To set up the three thresholds (or classes) we use the following knowledge about 
signal transmission in an impulse noise channel. Impulse noise is usually of very high 
amplitude compared to the transmitted signal and AWGN. The transmitted signal is 
usually given a variance of one (  
   ) and AWGN also has a variance of one 
(  
   ). We can set the variance of impulse noise (  
 ) to any value greater than one. 
When employing the Middleton Class A noise model, it is customary to define the 
variance of impulse noise as function of   
   , such that   
     
 , where    .  
On average, we can note that the amplitude of the transmitted signal plus AWGN will 
be the value 2 (  
    
     ). Therefore we set our first threshold to cover  val-
ues from 0 to 1 (T0 = 0 - 1). The second threshold is set to cover values from 1.1 to 
2.1 (T1 = 1.1 - 2.1). The third threshold is set to be values from 2.2 and above (T2  ≥ 
2.2). The threshold of 2.2 was used in [8] and was shown to be effective for detecting 
impulse noise. Table 1 shows a summary of the different classes of the received sig-
nal. 
 
The split to train ratio for all used classifiers was 70% to 30% of the data.  
 
Table 1. Signal, AWGN and Impulse noise level classes 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2 illustrates the number of instances (count) and weight distribution for each 
class for noise classes. 
 
 
Class Threshold  
Description 
Numerical Threshold 
Level 
1 Signal, T0  0 - 1 
2 Signal + 
AWGN, T1  
1.1- 2.1 
3 Signal + AWGN 
+ IN, T2 
> 2.2 
 Fig. 2. Data distribution over class 
It can be seen from figure 2 that 1546 instances were classified as class 1, 441 in-
stances as class 2, and 61 instances as class 3. Almost 75% of the data were classified 
as class 1 which cause the data to be imbalance, however the data in this experiment 
were dealt with collectively using cross validation by randomly choosing 70% of the 
impulse noise generated data to train the classifiers and 30% to test them. 
4.2 Results discussion 
The main performance measure for this experiment is the prediction accuracy, how-
ever mean absolute error and root mean square error are included as a secondary per-
formance measures to provide more statistical information about each classifier per-
formance. MATLAB simulator was used to classify the data, using default parameters 
for all classifiers. The simulation results are shown in Table 2. 
 
In terms of prediction accuracy, it can be seen from Table 2 that Bag and RF barely 
outperformed the other two ensemble classifiers with a 99.85% prediction accuracy. 
Bos and Stack also showed good performance with high prediction accuracy of 
99.51%, and 97.31% respectively. In terms of the secondary performance measures, it 
can be noticed that Bag and RF also achieved the best performance and scored the 
lowest mean absolute error and root mean square error. 
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Table 2. Impulse noise prediction accuracies 
 
5 Conclusions 
We have shown that ensemble or multi-classifiers techniques can be used for impulse 
noise prediction in OFDM systems affected by background noise (AWGN) and im-
pulse noise. The results achieved from this investigation show that the Bag, RF, Stack 
and Bos algorithms can predict impulse noise with high level of confidence and accu-
racy. The four different ML’s ensemble techniques were tested, and found to be effec-
tive at predicting impulse noise as Bag, Bos and RF realized more than 99.0%, and 
Stack achieved 97.31%. In terms of imbalanced data, this problem could be overcome 
by using techniques such as, re-sampling data, collecting more data. etc. The data 
imbalance tends to suit RF and Bagging, hence these methods could be used for pre-
dicting impulse noise. Statistically, Tukey multiple test shows that there no significant 
difference in performance between all classifiers.  
References 
1. T. Shongwe A. J. H. Vinck and H. C. Ferreira, “On impulse noise and its models,” in Pro-
ceedings of the 2014 International Symposium on Power-Line Communications and its 
Applications, Glasgow, Scotland, March 30 - April 2, 2014, pp. 12–17. 
 
2. S. V. Zhidkov, “Impulsive noise suppression in OFDM-based communication systems,” 
IEEE Transactions on Consumer Electronics, vol. 49, no. 4, pp. 944–948, November 2003. 
 
Description Bag Bos Stack RF 
Prediction  
accuracy 
99.85% 99.51% 97.31% 99.83% 
Mean absolute 
error 
0.002 0.017 0.028 0.002 
Root mean 
squared error 
0.022 0.066 0.028 0.030 
3. J. Häring and A. J. H. Vinck, “OFDM transmission corrupted by impulsive noise,” in Pro-
ceedings of the 2000 International Symposium on Power-Line Communications and its 
Applications, Limerick, Ireland, April 5–7, 2000, pp. 5–7. 
 
4. S. V. Zhidkov, “Performance analysis and  ,optimization of OFDM receiver with blanking 
nonlinearity in impulsive noise environment,” IEEE Transactions on Vehicular Technol-
ogy, vol. 55, no. 1, pp. 234–242, January 2006. 
 
5. D.-F. Tseng, Y. S. Han, W. H. Mow, L.-C. Chang, and A. J. H. Vinck, “Robust clipping 
for OFDM transmissions over memoryless impulsive noise channels,” IEEE Communica-
tions Letters, vol. 16, no. 7, pp. 1110–1113, July 2012. 
 
6. D. H. Sargrad and J. W. Modestino, “Errors-and-erasures coding to combat impulse noise 
on digital subscriber loops,” IEEE Transactions on Communications, vol. 38, no. 8, pp. 
1145–1155, Aug. 1990. 
 
7. T. Li, W. H. Mow, and M. Siu, “Joint erasure marking and viterbi decoding algorithm for 
unknown impulsive noise channels,” IEEE Transactions on Wireless Communications, 
vol. 7, no. 9, pp. 3407–3416, Sept. 2008. 
 
8. A. Mengi and A. J. H. Vinck, “Successive impulsive noise suppression in OFDM,” in Pro-
ceedings of the 2009 IEEE International Symposium on Power Line Communications, Rio 
de Janeiro, Brazil, Mar. 5–7, 2009, pp. 33–37. 
 
9. T. Faber, T. Scholand, and P. Jung, “Turbo decoding in impulsive noise environments,” 
Electronics letters, vol. 39, no. 14, pp. 1069–1071, July 2003. 
 
10. T. Shongwe, A.J.H. Vinck and H. C. Ferreira, “A Study on Impulse Noise and its Models,” 
SAIEE Africa Research Journal, Vol. 106, no. 3, pp. 119-131, September 2015. 
 
11. I. Witten and E. Frank, “Data Mining, Practical Machine Learning Tools and Techniques,” 
second edition, 2005, ISBN: 0-12-088407-0. 
 
12. T. Mitchell and H. McGraw, “Machine learning,” Second Edition, Chapter One, January 
2010. 
 
13. A. N. Hasan, B. Twala and T. Marwala, “Moving Towards Accurate Monitoring and Pre-
diction of Gold Mine Underground Dam Levels,” IEEE IJCNN WCCI, Beijing, China, 
2014. 
 
14. Q. Sun and B. Pfahringer, “Bagging Ensemble Selection,” The University of Waikato, 
Hamilton, New Zealand, 2010. 
 
15. L. Breiman, “Bagging predictors,” Machine Learning 24(2), pp. 123-140, 1996.  
 
16. S. Vemulapalli, X Luo, J. Pitrelli and I. Zitouni, “Using Bagging and Boosting Techniques 
for Improving Coreference Resolution,” Informatica 34, pp. 111-118, 2010. 
 
17. P. Buhlmann, “Bagging, Boosting and Ensemble Methods,” ETH Zurich, Seminar fur Sta-
tistik, HG G17, CH-8092 Zurich, Switzerland, 2010. 
 
18. L. Breiman, “Random Forests. Machine Learning,” 45(1):5-32, 2001. 
  
19. D. H. Wolpert, “Stacked generalization,” Neural Networks. 5:241-259, 1992.  
 
 
 
 
 
 
 
 
 
 
 
 
 
