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Abstract
Recently, the class of Generalized Locally Toeplitz (GLT) sequences has been introduced as a gen-
eralization both of classical Toeplitz sequences and of variable coefficient differential operators and, for
every sequence of the class, it has been demonstrated that it is possible to give a rigorous description of
the asymptotic spectrum in terms of a function (the symbol) that can be easily identified. This general-
izes the notion of a symbol for differential operators (discrete and continuous) or for Toeplitz sequences
for which it is identified through the Fourier coefficients and is related to the classical Fourier Analy-
sis. The GLT class has nice algebraic properties and indeed it has been proven that it is stable under
linear combinations and products: in this paper we prove that the considered class is closed under inver-
sion as well when the sequence which is inverted shows a sparsely vanishing symbol (sparsely vanishing
symbol = a symbol which vanishes at most in a set of zero Lebesgue measure). Furthermore, we show
that the GLT class virtually includes any Finite Difference or Finite Element discretization of PDEs and,
based on this, we demonstrate that our results on GLT sequences can be used in a PDE setting in vari-
ous directions: (1) as a generalized Fourier Analysis for the study of iterative and semi-iterative methods
when dealing with variable coefficients, non-rectangular domains, non-uniform gridding or triangulations,
(2) in order to provide a tool for the stability analysis of PDE numerical schemes (e.g., a necessary von
Neumann criterium for variable coefficient systems of PDEs is obtained, uniformly with respect to the
boundary conditions), (3) for a multigrid analysis of convergence and for providing spectral information
on large preconditioned systems in the variable coefficient case, etc. The final part of the paper deals
indeed with problems (1)–(3) and other possible directions in which the GLT analysis can be conveniently
employed.
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0. Introduction
In the last decade, a type of approximation theory for matrix sequences of increasing dimensions
has been devised. The idea is to reduce the study of crucial spectral properties of (difficult)
large matrices to the same study on a parametric class of substantially simpler sequences. Here
“simpler” has to be intended in the sense of the related computational complexity and, for
instance, in the sense of sparse vs dense, shift invariant vs smoothly shift variant, Toeplitz
vs quasi-Toeplitz, circulant vs Toeplitz, etc. We remind that such spectral information are in
fact important for devising efficient and accurate numerical methods when the size of the in-
volved linear systems is large. When introducing a notion of approximation theory, the first step
is to understand when two matrix sequences are close. The most natural notion of “close in
norm sense” is often not the best choice because it is too restrictive and, consequently, weaker
notions have to be taken into account. For instance, consider the approximation by second or-
der centered Finite Differences of the elliptic equation −(a(x)u′)′ = G(x) on (0, 1) with two
different sets of boundary conditions: (a) u(0) = 0, u(1) = 0 namely homogeneous Dirichlet
and (b) u(0) = 0, u′(1) = 0 namely homogeneous Dirichlet–Neumann. The resulting matrices
are
An(a) =


a 1
2
+ a 3
2
−a 3
2−a 3
2
a 3
2
+ a 5
2
−a 5
2
−a 5
2
.
.
.
.
.
.
.
.
.
.
.
. −a 2n−1
2−a 2n−1
2
a 2n−1
2
+ a 2n+1
2


(1)
and
A′n(a) =


a 1
2
+ a 3
2
−a 3
2−a 3
2
a 3
2
+ a 5
2
−a 5
2
−a 5
2
.
.
.
.
.
.
.
.
.
.
.
. −a 2n−1
2−a 2n−1
2
a 2n−1
2


, (2)
respectively, with at = a(t · h), h = (n + 1)−1. Since the operator is elliptic we have a(x) 
a∗ > 0 and therefore
‖An(a) − A′n(a)‖ =
∣∣a 2n+1
2
∣∣  a∗ > 0
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for ‖ · ‖ being any Schatten p norm ‖ · ‖p (so including the spectral norm, p = ∞, the Frobenius
norm, p = 2, and the trace norm, p = 1). We recall that the Schatten p norm of a generic matrix
X is defined as
(∑n
j=1 σ
p
j
)1/p if p ∈ [1,∞) and as σ1 if p = ∞ where σ1  σ2  · · ·  σn are
the singular values of X (see, e.g., the beautiful book by Bhatia [10]). Hence An(a) and A′n(a)
are not close in norm. However, they share many spectral properties. They have both similar kind
of frequency eigenvectors, their eigenvalues belong to (0, 4‖a‖∞) and are described (up to a
discrepancy infinitesimal as n−1) by uniform samplings of the same function (2 − 2 cos(s))a(x),
their minimal eigenvalues go to zero asymptotically as n−2 and their maximal eigenvalues go to
4‖a‖∞ with an error tending to zero asymptotically as n goes to infinity. For the latter statements
(some are trivial, other are delicate) and for their multidimensional generalizations see [85,75]
and references therein.
Indeed these two matrices are very close in a different sense since their difference is a rank one
matrix. Therefore, in many important situations, it emerged that the right notion for describing
such a kind of closeness is that, asymptotically, the difference between two large matrices can be
written as a term of small (spectral) norm and a term whose rank divided by the matrix size is
again small (small norm plus small relative rank). Now we discuss more in detail the notion of
approximation, i.e., we consider simpler matrix structures. Take, for instance, the above problems
in the case where the weight a(x) ≡ 1. Then we have
An(1) = Tn =


2 −1
−1 2 −1
−1 . . . . . .
.
.
.
.
.
. −1
−1 2


,
A′n(1) = T ′n =


2 −1
−1 2 −1
−1 . . . . . .
.
.
.
.
.
. −1
−1 1


,
(3)
where the first matrix Tn is a nth section of the (infinite) Toeplitz matrix generated by the
symbol 2 − 2 cos(s) (see the beginning of Section 1.1 for a formal definition) and T ′n is a rank
one perturbation of the first Tn. Moreover, we consider an auxiliary (and a bit artificial) class
of problems −a[j,m]u[j,m]′′ = G(x) on j = (j/m, (j + 1)/m), a[j,m] = a(j/m), j =
0, . . . , m − 1, and boundary conditions: (a) u[j,m](k/m) given, k = j, j + 1, j = 1, . . . , m −
2, u[0,m](1/m), u[m − 1,m]((m − 1)/m) given, u[0,m](0) = 0, u[m − 1,m](1) = 0, and (b)
u[j,m](k/m) given, k = j, j + 1, j = 1, . . . , m − 2, u[0,m](1/m), u[m − 1,m]((m − 1)/m)
given, u[0,m](0) = 0, u′[m − 1,m](1) = 0. In that case, taking, e.g., the boundary conditions
in (a) and using the same discretization operator as before, the resulting sequences of matrices is
An(a,m) =
m−1⊕
j=0
a[j,m]Tn/m,
where the symbol
⊕
is the direct sum (see Definition 1.1) and where, for notational simplicity, we
have assumed that m divides exactly n. As previously observed, the matrices An(a) and A′n(a) are
close for large n, but the complexity of the related two sequences is the same. On the other hand,
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the latter construction shows intuitively what we mean for approximating class of sequences. For
every m, {An(a,m)} is a new sequence and, for large m, we can see that
An(a) − An(a,m) = Nn,m + Rn,m,
where rank(Rn,m) = 2m (since a does not vanish in its domain) and Nn,m has the same pattern
(structure of the formally zero entries) as An(a,m) and its spectral norm is bounded by 4ωa(1/m)
where ωa is the modulus of continuity of a (see, e.g., [47]). If we assume that a is continuous
over [0, 1] then ωa(1/m) is infinitesimal as 1/m and it is exactly of order 1/m if a is Lipschitz
continuous.
Therefore {{An(a,m)} : m ∈ N} is an approximating class of sequences for {An(a)} since for
large m the difference between the nth elements of the two sequences can be written as small norm
plus relatively small rank. Moreover, here An(a,m) is substantially simpler than An(a) since the
latter is only banded, while the first is a block diagonal matrix with blocks all of the same size
and all having the same Toeplitz structure. Therefore the eigenvalues can be identified explicitly
as a function of those of Tn/m which are known in close form. More precisely, the eigenvalues of
An(a,m) are
a(j/m)(2 − 2 cos(k/(n/m + 1))), j = 0, . . . , m − 1, k = 1, . . . , n/m. (4)
It is interesting to observe that, while in the expression of the eigenvalues of Tn, it occurs a
function (whose Fourier coefficients are written in the entries of Tn) of one variable in a Fourier
domain, that is 2 − 2 cos(s), here we have a global function (see the one emerging in (4)) whose
domain is the Cartesian product of the space domain [0,1] and of the Fourier domain [−, ).
Moreover that function, whose samplings in (4) are the eigenvalues of An(a,m), can be written as
am(x)(2 − 2 cos(s)) with am(x) being piecewise constant function coinciding with the constant
a(j/m) on the interval (0, j/m), j = 1, . . . , m. It is clear that am(x)(2 − 2 cos(s)) converges to
a(x)(2 − 2 cos(s)) and indeed the latter function is the distribution function for the eigenvalues
of {An(a)}. This is the essence in the Tilli construction for switching from the case of pure
Toeplitz structures to a variable coefficient case, that is, to the class of Locally Toeplitz structures
(see [85]). It is also clear how the space domain of the differential operator comes into the play.
Generalizations to the multidimensional case are contained in [75] and lead to the Generalized
Locally Toeplitz (GLT) sequences (see Definition 1.5): as it is clear from (4), the LT and GLT
analysis is a way for extending the classical Fourier Analysis from constant coefficient one-
dimensional and multidimensional differential operators to the variable coefficient case by taking
into account also the geometry of the domain and of the gridding or triangulation (see [75,43,7]
and Section 3). In order to state the right definition and for proving the stability of the GLT
class under linear combination and products (under mild assumptions), one of the key tool is the
use of the notion of approximating class of sequences (a.c.s.), see Definition 1.4. For a proof of
these results and for some applications we refer to [75] and references therein. However, when
dealing with preconditioning strategies (see, e.g., [5]) or when the dealing with the analysis of
implicit numerical methods for PDEs (see, e.g., [53]), it is essential to consider inverses as well
and this problem has not been tackled in [75] for GLT sequences, neither in [85] in the case of (one
dimensional) Locally Toeplitz sequences. Here, motivated by this requirement (coming from, e.g.,
the convergence analysis of iterative methods and from the stability analysis of numerical methods
for PDEs), we will prove that the GLT class is stable under inversion as well. Roughly speaking, if
a GLT sequence is not too close to singular (sparsely vanishing, see Definition 1.6), then its inverse
will be a GLT sequence and the symbol (the function describing asymptotically the spectrum)
will be the inverse of the original symbol. We recall that the result is not trivial since the inverse of
Toeplitz matrices is not Toeplitz (and this is trivial to see) and its expression can be really far from
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Toeplitz if the symbol has zeros (see the absolutely non-trivial asymptotic formula by Rambour
and Seghier in the version by Böttcher [13] and the very informative discussion by Böttcher and
Widom in [16]). Since the key tool for proving the GLT closure under linear combination and
products was the closure under the same operations of the a.c.s., one would expect that the a
similar situation will occur for showing the stability under inversion. Surprisingly enough, this is
not the case and in the present paper we obtain such a result for GLT sequences (see Theorem 2.2)
without making recourse to the corresponding stability property for a.c.s. (which, by the way, has
been demonstrated in a recent paper by the author and Sundqvist [77]).
The paper is organized as follows. Section 1 is devoted to notations, definitions, and pre-
liminary results. In Section 2 we prove the stability of the GLT class under inversion. Sec-
tion 3 contains a discussion on applications in which it emerges as the GLT approach can
be viewed as a generalization for non-constant coefficient problems of the classical Fourier
Analysis: more in detail, we review spectral properties of discrete differential operators in a
general setting (Section 3.1) where “general setting” means non-constant, non-smooth coeffi-
cients, non-rectangular domains, general gridding or triangulations; we introduce a generalized
Fourier Analysis of iterative methods (in the constant coefficient (periodic) case for a specific
problem, see [23]; for a variable coefficient approach on rectangles see [55]) in the general PDE
setting through the GLT approach (Section 3.2); motivated by the case of systems of PDEs, we
extend the GLT analysis by introducing the block GLT class, by studying the algebra gener-
ated by (block) Toeplitz sequences, and by furnishing further tools for the subsequent analysis
(Section 3.3); we discuss in few examples some stability criteria for Finite Difference (Finite
Element) methods from the GLT viewpoint, by obtaining a necessary von Neumann condi-
tion for variable coefficient systems of PDEs in a general setting and uniformly with respect
to the boundary conditions (Section 3.4); we discuss a stochastic approach to the analysis of
iterative methods for large linear systems from the GLT viewpoint (Section 3.5); we consider
the stability problems from an average point of view (Section 3.6); we discuss how to use
the GLT approach in multigrid methods (Section 3.7) and when considering preconditioning
strategies (Section 3.8); finally we briefly mention potential applications to image deblurring in
the space variant case (Section 3.9), to the notion of approximate displacement rank (Section
3.10), and we indicate few pointers connecting the GLT analysis with spectral results known
in the infinite dimensional setting (Section 3.11). Conclusive remarks in Section 4 end the
paper.
Remark 0.1. It is a common and correct rule to associate circulant matrices to periodic boundary
conditions and Toeplitz matrices to Dirichlet boundary conditions. Circulant matrices have the
nice property of sharing the set of Fourier vectors as common eigenvectors and, essentially
based on this, the Fourier Analysis is applied to constant coefficient differential problems via
the use of a compact symbol. Then one may ask why Generalized Locally Toeplitz and not
Generalized Locally Circulant sequences for generalizing the Fourier Analysis. The reason is quite
technical: while it is equivalent to consider a Toeplitz matrix sequence generated by a polynomial
or a circulant matrix sequence generated by a polynomial (use the natural approximation also
called Strang preconditioner, see [22]), it is not easy to define a circulant sequence generated
by a L1 symbol or even by a continuous nasty symbol (for instance not belonging to the Dini–
Lipschitz class [100]) that has the nice property to be spectrally described by the symbol and
to be simply expressed in terms of its Fourier coefficients. An alternative possibility is the use
of the Frobenius optimal circulant approximation Cn(f ) (see, e.g., [22]) in place of Tn(f ) for
which we know both Szegö style theorems and that ‖Cn(f )‖p  ‖Tn(f )‖p (see [71]): however,
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its expression is not immediate in terms of Fourier coefficients and this would make the analysis
more involved. Conversely, there is a canonical way of building a Toeplitz sequence by the
Fourier coefficients having a spectral behavior described by the symbol (see (6) and Theorem
1.1). So if we are interested in constructing a Generalized Locally Circulant sequence, we have to
restrict our attention to the band case (taking Definitions 1.2, 1.3, and 1.5, and replacing the word
“Toeplitz” by “band circulant”). Furthermore, in the band case, a (multilevel) Toeplitz matrix and
its (multilevel) circulant counterpart differs only of a small relative rank. From this argument and
from the definitions, it is a direct check to prove that every Generalized Locally Circulant would
be also a Generalized Locally Toeplitz sequence described in spectral terms by the same symbol.
This shows simultaneously two things: the reason why the GLT approach has to be preferred,
in principle, to the GLC approach and the reason why the GLT approach has to be seen as a
generalized Fourier Analysis. Finally, we mention that the subclass of the GLC sequences can
be used for describing the eigenvectors of (specific) GLT sequences or, in a weaker sense, those
of all GLT sequences. Indeed, the fact that these sequences are almost commuting in a spectral
sense has to be related to some common feature of -eigenvectors: in this respect, refer to [89]
where, implicitly, single-level banded Locally Circulant have been studied.
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1. Notations and preliminary tools
First, we introduce some notations and definitions concerning general sequences of matrices.
For any function F defined on C and for any matrix An of size dn, by the symbols σ (F,An)
and λ(F,An) we denote the means
1
dn
dn∑
j=1
F [σj (An)], 1
dn
dn∑
j=1
F [λj (An)],
and by the symbol ‖ · ‖ the spectral norm ‖ · ‖∞ (Schatten p norm with p = ∞) and by ‖ · ‖p the
other Schatten p norms recalled in the Introduction (see [10]). Moreover, given a sequence {An}
of matrices of size dn with dn < dn+1 and given a µ-measurable function f defined over a set K
equipped with a σ finite measure µ, we say that {An} is distributed as (f,K,µ) in the sense of
the singular values (in the sense of the eigenvalues) if for any continuous F with bounded support
the following limit relation holds
lim
n→∞σ (F,An) =
1
µ(K)
∫
K
F(|f |) dµ,
(
lim
n→∞λ(F,An) =
1
µ(K)
∫
K
F(f ) dµ
)
.
(5)
In this case we write in short {An} ∼σ (f,K,µ) ({An} ∼λ (f,K,µ)). In the following the symbol
µ is used only for general theoretical results and is suppressed for the specific cases under study
(Toeplitz sequences, Generalized Locally Toeplitz sequences, etc.) since the measure will always
coincide with the standard Lebesgue measure on RN for some positive integer N .
1.1. Toeplitz and Locally Toeplitz sequences
Let m{·} be the Lebesgue measure on Rd for some d and let f be a d variate complex-valued
(Lebesgue) integrable function, defined over the hypercube Qd, with Q = (−, ) and d  1.
From the Fourier coefficients of f
fj = 1
m{Qd}
∫
Qd
f (s) exp(−iˆ(j, s)) ds, iˆ2 = −1, j = (j1, . . . , jd) ∈ Zd (6)
with (j, s) = ∑dk=1 jksk, n = (n1, . . . , nd) and N(n) = n1 · · · nd, we can build the sequence of
Toeplitz matrices {Tn(f )}, where Tn(f ) = {fj−i}ni,j=eT ∈MN(n)(C) (square complex matrices
of size N(n)), eT = (1, . . . , 1) ∈ Nd is said to be the Toeplitz matrix of order n generated by
f (see [92]). Furthermore, throughout the paper when we write n → ∞ with n = (n1, . . . , nd)
being a multi-index, we mean that min1jd nj → ∞.
The asymptotic distribution of eigen and singular values of a sequence of Toeplitz matrices
has been thoroughly studied in the last century (e.g., see [92,15] and the references reported
therein). The starting point of this theory, which contains many extensions and other results
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[15,96,18,97,98,4,60,66,67,87,69,86,88,91], is a famous theorem of Szegö [35], which we report
in the Tyrtyshnikov and Zamarashkin version [93]:
Theorem 1.1. If f is integrable over Qd, and if {Tn(f )} is the sequence of Toeplitz matrices
generated by f, then it holds
{Tn(f )} ∼σ (f,Qd). (7)
Moreover, if f is also real-valued, then each matrix Tn(f ) is Hermitian and
{Tn(f )} ∼λ (f,Qd). (8)
This result has been generalized to the case where f is matrix-valued (see, e.g., [87,57,86,67])
so that the matrices Tn(f ) have multilevel block Toeplitz structure and to the case where the test
functions F have not bounded support (see, e.g., [86,66,74]).
If f is not real-valued, then Tn(f ) is not Hermitian in general: consequently, the distribution
of eigenvalues is more involved and (8) cannot be extended in the natural way (see [87] for a
discussion on possible extensions and, for elegant geometric based results, refer to [88]). Now
we introduce the notion of (unilevel) Locally Toeplitz matrix-sequences [85] that leads to a
generalization of (unilevel) Toeplitz sequences. We mention that, with respect to the original
paper by Tilli [85], the definitions will take into account very minor improvements (as discussed
in Remark 1.1 of [75]).
Definition 1.1. Consider two matrices A ∈Mn(C) and B ∈Mm(C). The direct sum S = A ⊕
B ∈Mn+m(C) is defined as
[
A O
O B
]
. The tensor product P = A ⊗ B ∈Mnm(C) is defined as
the n × n block matrix with m × m blocks, whose block (i, j), i, j = 1, . . . , m, is given by ai,jB.
Furthermore, if square matrices Aj ∈Mnj (C), j = 1, . . . , r, are given, then Diagj=1,...,rAj =
A1 ⊕ A2 ⊕ · · · ⊕ Ar : as a particular case, ifAj = A for every j = 1, . . . , r, then Diagj=1,...,rA =
A ⊕ · · · ⊕ A.
Definition 1.2. A sequence of matrices {An}, where An ∈Mn(C), is said to be Locally Toeplitz
with respect to a pair of functions (a, f ), with a : [0, 1] → C and f : Q → C, if f is Lebesgue-
integrable and, for all sufficient large m ∈ N, there exists nm ∈ N such that the following splittings
hold:
An = LT mn (a, f ) + Rn,m + Nn,m, ∀n > nm, (9)
with
rank(Rn,m)  c(m), ‖Nn,m‖1  ω(m)n, (10)
where c(m) and ω(m) are functions of m with limm→∞ ω(m) = 0 and with
LT mn (a, f ) = Dm,a ⊗ Tn/m(f ) ⊕ Onmod m,
where, as usual, n/m is the integer part of n/m and n mod m = n − mn/m (it is understood
that the zero block Onmod m is not present if n is a multiple of m). Moreover Dm,a is the m × m
diagonal matrix whose entries are given by a(j/m), j = 1, . . . , m, Tk(f ) denotes the Toeplitz
matrix of order k generated by f and Oq is the null matrix of order q.
In this case we write in short {An} ∼LT (a, f ).
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For this class of matrix sequences the following Szegö-like results hold (see [85,75]).
Theorem 1.2. Assume that {An} is a sequence of n × n complex matrices. Let f ∈ L1(Q) and a
be Riemann integrable over 1 = [0, 1]. Then
{An} ∼σ (a(x) · f (s),1 × Q) (11)
holds whenever {An} is Locally Toeplitz with respect to the pair (a, f ). If in addition the matrices
An are Hermitian at least definitely, then {An} ∼λ (a(x) · f (s),1 × Q).
Notice that for very specific Hermitian cases and by the use of analytic tools, the very same
formula {An} ∼λ (a(x) · f (s),1 × Q) has been obtained by Kac, Murdoch and Szegö (see the
deep results in [50] and also [61]).
1.2. Multilevel Toeplitz sequences and GLT sequences
We first introduce the notion of multilevel Locally Toeplitz sequences and of approximating
class of sequences (a.c.s.). The combination of the two concept leads to the definition of the GLT
class.
Definition 1.3. A sequence of matrices {An}, where n ∈ Nd , N(n) = n1 · · · nd and An ∈
MN(n)(C), is called separable multilevel Locally Toeplitz with respect to a pair of functions (a, f ),
with a : d → C and f : Qd → C, if the separable function f (s1, . . . , sd) = f1(s1) · · · fd(sd)
is Lebesgue-integrable and, for all sufficient large m ∈ Nd , there exists nm ∈ Nd such that the
following splittings hold:
An = LT mn (a, f ) + Rn,m + Nn,m, ∀n > nm (12)
with
rank(Rn,m)  c(m)N(n)

 d∑
j=1
n−1j

 (13)
‖Nn,m‖1  ω(m)N(n),
where c(m) and ω(m) are functions of m with limm→∞ ω(m) = 0 and with
LT mn (a, f )=
((
Diagj1=1,...,m1Tn1/m1(f1) ⊗
(
Diagj2=1,...,m2Tn2/m2(f2)
⊗ ( · · · ⊗ (Diagjd−1=1,...,md−1Tnd−1/md−1(fd−1)
⊗ (Dmd,aj,m,d ⊗ Tnd/md(fd) ⊕ Ond mod md )
⊕ O(nd−1 mod md−1)nd
) · · · ))))⊕ O(n1 mod m1)ndnd−1···n2 .
The matrixDmd,aj,m,d is themd × md diagonal matrix constructed as the matrixDm,a in Definition
1.2. Here the function aj,m,d is the projection of the function a over the last component, i.e.,
aj,m,d(y) = a(j1/m1, j2/m2, . . . , jd−1/md−1, y), y ∈ 1 = [0, 1].
Finally Tk(g) denotes the unilevel Toeplitz matrix of order k generated by the univariate function
g and Oq is the null matrix of order q.
In this case we write in short {An} ∼sLT (a, f ).
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A sequence of matrices {An} is called multilevel Locally Toeplitz if it can be written a finite
sum of separable multilevel Locally Toeplitz sequences {A(i)n } with respect to suitable pairs of
functions (ai, fi).
Definition 1.4. Suppose a sequence of matrices {An} of size dn is given (with dn < dn+1). We
say that {{Bn,m} : m ∈ N}m, is an approximating class of sequences (a.c.s.) for {An} if, for all
sufficiently large m ∈ N, the following splittings hold:
An = Bn,m + Rn,m + Nn,m, ∀n > nm, (14)
with
rank(Rn,m)  dnc(m), ‖Nn,m‖  ω(m), (15)
where nm, c(m) and ω(m) depend only on m and, moreover,
lim
m→∞ω(m) = 0, limm→∞ c(m) = 0. (16)
At this point, it is useful to clearly discuss a point that can lead to misunderstandings in
the mathematical derivations of Section 2. It is evident that the use of the spectral norm makes
things easier than working with other Schatten norms. This is the reason for which we employed
the spectral norm in the above definition of a.c.s. The definition of Locally Toeplitz in one
dimension was in my opinion a great invention by Paolo Tilli and the admiration for his work
made me reluctant in changing the definition. However, in the original definition of Tilli there was
a pathology: the use of the Frobenius norm (Schatten 2 norm) in the norm correction implied that
every Toeplitz sequence with L2(Q) symbol is also Locally Toeplitz, but a Toeplitz sequence with
L1(Q)\L2(Q) symbol is not Locally Toeplitz. The latter resulted in a logical problem, since the
new notion of Locally Toeplitz was intended for generalizing in an asymptotic setting the older
notion of Toeplitz structure.
Consequently, in Definitions 1.2 and 1.3 we shifted from employing the Frobenius norm
(that indeed Paolo Tilli inherited from the work of Evgenii Tyrtyshnikov, again an historical
motivation!) to the use of the trace norm, i.e., the Schatten 1 norm: in this way every Toeplitz
sequence generated by a one variable Lebesgue integrable symbol is also Locally Toeplitz in
one variable (see [75, Theorem 5.2]). Another possibility would have been the modification
of the rank condition in (13) from rank(Rn,m)  c(m)N(n)
(∑d
j=1 n
−1
j
)
with arbitrary c(m)
to rank(Rn,m)  c(m)N(n) with infinitesimal c(m). Indeed, we opted for this more substantial
change when introducing the new notion of Generalized Locally Toeplitz sequences.
The idea in the next lemma is to show that in Definitions 1.2 and 1.3 we can switch from a
splitting with a trace norm bound to a representation with a spectral norm bound, which will be
useful for practical manipulations in the next section, and especially for proving the structure of
algebra of GLT sequences.
Lemma 1.1. Assume that the sequence {An} is given, An of size dn with dn < dn+1, and that
An = Bn,m + Nn,m + Rn,m with rank(Rn,m)  c(m)dn, ‖Nn,m‖1  ω(m)dn, where
lim
m→∞ c(m) + ω(m) = 0. (17)
Then there exists an other splitting An = Bn,m + N ′n,m + R′n,m such that rank(R′n,m)  c′(m)dn,
‖N ′n,m‖  ω′(m), and
lim
m→∞ c
′(m) + ω′(m) = 0. (18)
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Proof. From the trace norm assumption on Nn,m, for every m large enough, we have
ω(m)dn  ‖Nn,m‖1 =
dn∑
j=1
σj (Nn,m)

∑
σj (Nn,m)>
√
ω(m)
σj (Nn,m)

∑
σj (Nn,m)>
√
ω(m)
√
ω(m)
= √ω(m)#{j = 1, . . . , dn : σj (Nn,m) > √ω(m)}.
Therefore the cardinality of the singular values bigger than
√
ω(m) is bounded from above by√
ω(m)dn. In fact, by exploiting the singular value decomposition (see, e.g., [10,32]) of Nn,m,
we can write Nn,m as
Nn,m = Rˆn,m + N ′n,m
where ‖N ′n,m‖ 
√
ω(m) and rank(Rˆn,m) 
√
ω(m)dn. More precisely, from the singular value
decomposition, there exist Un,m and Vn,m unitary matrices and Dn,m diagonal matrix (containing
the singular values of Nn,m sorted non-decreasingly) such that
Nn,m = Un,mDn,mVn,m.
At this moment take D>n,m the matrix containing all the entries bigger than
√
ω(m) of Dn,m (in the
same position as in Dn,m) and D<n,m the matrix containing all the entries at most equal to
√
ω(m)
of Dn,m (in the same position as in Dn,m). Therefore Dn,m = D>n,m + D<n,m with
‖D<n,m‖ 
√
ω(m), rank(D>n,m) 
√
ω(m)dn.
Finally since Un,m and Vn,m are unitary we have
‖Un,mD<n,mVn,m‖ = ‖D<n,m‖ 
√
ω(m),
rank(Un,mD>n,mVn,m) = rank(D>n,m) 
√
ω(m)dn,
and Nn,m = Un,mD<n,mVn,m + Un,mD>n,mVn,m. The statement is proven by putting N ′n,m =
Un,mD
<
n,mVn,m and R′n,m = Rˆn,m + Rn,m = Un,mD>n,mVn,m + Rn,m so that ω′(m) =
√
ω(m),
c′(m) = √ω(m) + c(m) and hence (18) follows from (17). 
An immediate interpretation in the language of a.c.s is that {{LT mn (a, f )} : m ∈ Nd}m is an
approximating class of sequences for {An}, whenever {An} is either given as in Definition 1.2,
i.e., with d = 1 or in Definition 1.3, i.e., with d  1. Now we are ready for introducing the GLT
class of sequences.
Definition 1.5. A sequence of matrices {An}, where n ∈ Nd , N(n) = n1 · · · nd and An ∈
MN(n)(C), is approximated by separable multilevel Locally Toeplitz sequences with respect
to a measurable function κ, if, for every  > 0,
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• there exist pairs of functions {(ai,, fi,)}Ni=1 with fi, separable and polynomial and ai,
defined over d such that
∑N
i=1 ai,fi, − κ will converge in measure to zero over d × Qd
as  tends to zero,
• there exist matrix sequences {{A(i,)n }}Ni=1 such that {A(i,)n } ∼sLT (ai,, fi,) and if
• {{∑Ni=1 A(i,)n } :  = (m + 1)−1,m ∈ N} is an approximating class of sequences for {An}.
In this case the sequence {An} is said to be a Generalized Locally Toeplitz sequence with respect
to κ and we write in short {An} ∼GLT κ .
Some remarks are in order. Given a sequence of matrices {An}, we will write {An} ∼sLT (a, f )
to indicate that {An} is separable multilevel Locally Toeplitz with respect to a and f . It is under-
stood that each An has order N(n), that a is defined over d , and that f is defined over Qd
with f (s1, . . . , sd) = f1(s1) · · · fd(sd); moreover, both a and f are supposed to be complex-
valued, unless otherwise specified. We call a the weight function, and f the generating function.
Furthermore, in the splittings (12), the matrices Rn,m are called rank corrections, while the
matrices Nn,m are called norm corrections.
If {An} is a Generalized Locally Toeplitz sequence, i.e., {An} ∼GLT κ with κ measurable on
d × Qd, it is evident that the unique function κ has simultaneously the role of weight function
and of generating function: we call κ the kernel function or symbol.
Moreover, it is clear that Generalized Locally Toeplitz sequences contain the multilevel Locally
Toeplitz sequences since the first space of sequences is a sort of topological closure of the second
space.
It is worth observing that, contrary to multilevel Toeplitz structure, a single matrix A is never
Generalized Locally Toeplitz: the notion of Local Toeplitzness is only of asymptotic type and it
is always referred to a sequence of matrices {An}.
For the GLT class as in Definition 1.5, Szegö-like formulae for eigen and singular values have
been proven.
Theorem 1.3 [75]. Assume that {An} is a sequence of complex matrices of size N(n). Let κ be
measurable over d × Qd . Then
{An} ∼σ
(
κ(x, s),d × Qd
) (19)
holds whenever {An} is a Generalized Locally Toeplitz sequence with respect to κ as in Definition
1.5 and the functions ai, involved in Definition 1.5 are Riemann integrable over d . Moreover,
if the matrices An are Hermitian at least definitely then {An} is distributed as κ over d × Qd in
the sense of the eigenvalues too that is
{An} ∼λ
(
κ(x, s),d × Qd
)
. (20)
We should also mention that relation (20) has been recently proved in the non-Hermitian case
as well under suitable trace norm assumptions on the skew-Hermitian part [30] that are usually
fulfilled when dealing with discretizations of differential operators (see [42,43]).
1.3. Sparsely vanishing and sparsely unbounded functions and matrix sequences
We first introduce the notion of sparsely vanishing and sparsely unbounded matrix sequences.
For functions the notion is trivial: a measurable function is sparsely vanishing (s.v.) if the set where
192 S. Serra-Capizzano / Linear Algebra and its Applications 419 (2006) 180–233
the function vanishes has zero Lebesgue measure; moreover we say that a measurable function
θ taking values in C ∪ {∞} is sparsely unbounded (s.u.) if the set where the function takes the
value ∞ has zero Lebesgue measure. We notice that these notions can be considered with respect
to more general measures µ but, for our purposes, it is sufficient to limit the description to the
Lebesgue case.
Definition 1.6. A sequence of matrices {An}, An ∈Mdn(C), is said to be sparsely unbounded
(s.u.) if for each M > 0, there exists an n¯M such that for n  n¯M we have
#{i : σi(An) > M}  r(M)dn, lim
M→∞ r(M) = 0. (21)
Analogously, a sequence of matrices {An}, An ∈Mdn(C), is said to be sparsely vanishing (s.v.)
if for each M > 0, there exists an n¯M such that for n  n¯M we have
#{i : σi(An) < M−1}  r(M)dn, lim
M→∞ r(M) = 0. (22)
Some properties are easily derived.
Proposition 1.1. Let {An}, An ∈Mdn(C) be a s.u. sequence. The following facts hold:
Part 1. The sequence {A+n } is s.v. if dn − rank(An) = o(dn).
Part 2. With the notations of Definition 1.6, for n large enough, we have An = A(1)n,M + A(2)n,M,∥∥A(1)n,M∥∥  M, and rank(A(2)n,M)  r(M)dn.
Part 3. If {An} ∼σ (θ,K) with a measurable θ defined on K (of positive and finite Lebesgue
measure) and taking values in C ∪ {∞}, then {An} s.u. if and only if θ is s.u. as well.
Proof
Part 1: It follows directly from Definition 1.6 (compare relation (21) and relation (22)).
Part 2: The assertion is a plain consequence of the definition (relation (21)) and of the singular
value decomposition (see, e.g., [10,32]).
Part 3: It is enough to consider relation (5), to choose as test function F a continuous L1 approxi-
mation of the characteristic function FM of [0,M] (with bounded support), and to observe
that the left-hand-side of (5) with F = FM counts the number of the singular values not
exceeding M and the right-hand-side gives the measure of the set where the symbol θ has
modulus not exceeding M (recall the if θ is s.u. then limM→∞ m{z ∈ K : |θ(z)| > M} =
0). These observations (see also Lemma 3.1 and Lemma 3.2 for more details) joint with
(21) give the desired result. 
Proposition 1.2. Let {An}, An ∈Mdn(C) be a s.v. sequence. The following facts hold:
Part 1. The sequence {A+n } is s.u.
Part 2. If {An} ∼σ (θ,K) with a measurable θ defined on K (of positive and finite Lebes-
gue measure) and taking values in C ∪ {∞}, then {An} s.v. if and only if θ is s.v.
as well.
Proof
Part 1: It follows directly from Definition 1.6 (compare relation (21) and relation (22)).
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Part 2: The proof is the same as the one in Part 3 of Proposition 1.1 with FM−1 in place of FM and
with the observation that θ s.v. implies limM→∞ m{z ∈ K : |θ(z)| < M−1} = 0. 
Proposition 1.3. The following facts hold:
Part 1. Any function f belonging to L1 is s.u.
Part 2. The product ν(z) of a finite number of measurable s.u. functions is s.u.
Part 3. A measurable function f is s.v. if and only if f−1 is s.u.
Part 4. The product ν(z) of a finite number of measurable s.v. functions is s.v.
Part 5. If {An} ∼GLT κ with Riemann integrable weight functions, then κ is necessarily s.u.
Proof
Part 1: Use a contradiction argument.
Part 2: Observe that the set where ν is unbounded in, at most, the union of the sets where each
factor is unbounded. Since the number of such factors is finite, the proof is complete.
Part 3: It follows from the definition of s.u. and s.v. functions.
Part 4: It is the same argument as in Part 2.
Part 5: From Definition 1.5, κ is measurable and there exist pairs of functions {(ai,, fi,)}Ni=1
with fi, separable and polynomial and ai, defined over d such that
∑N
i=1 ai,fi, − κ
converges in measure to zero over d × Qd as  tends to zero. Hence κ is a point-
wise limit almost everywhere of a bounded sequence (in L∞) and therefore it has to
be s.u. 
Finally, we need to borrow a result from [80] that basically tells that the sequences which are
distributed as a the zero function behave as an ideal in the space of s.u. matrix sequences (exactly
as compact operators form an ideal in the space of bounded operators [15]).
Theorem 1.4. Let {An} and {Bn}, An, Bn ∈Mdn(C), be two matrix sequences. Suppose that
the sequence {Bn} is s.u. and that {An} ∼σ (0,D) for a certain measurable domain D with
finite and positive Lebesgue measure. Then, {AnBn} ∼σ (0,D) and {BnAn} ∼σ (0,D) i.e. they
both distribute as the identically zero function. Furthermore, if ∀M > 0, ∃ Rn,m and Nn,m such
that rank(Rn,m)  c′(m)N(n), ‖Nn,m‖  ω′(m), with c′(m), ω′(m) being functions of m and
limm→∞ c′(m) + ω′(m) = 0, then both (Rn,m + Nn,m)Bn and Bn(Rn,m + Nn,m) can be writ-
ten as a term of norm bounded by ω(m) and a term of relative rank bounded by c(m) with
limm→∞ c(m) + ω(m) = 0.
Notice that all the previous statements hold in the sense of the eigenvalues (in place of the
singular values) whenever all the involved matrix sequences are definitely Hermitian.
2. The structure of algebra of GLT sequences
We have already demonstrated that a linear combination of GLT sequences is a GLT sequence
with respect to same linear combination of the kernel functions (use Proposition 3.2 and The-
orem 4.1 in [75] and the definition of GLT sequences). Along the same lines (with a bit more
involved proof) we have also shown that a product of sparsely unbounded GLT sequences is a
GLT sequence with respect to the product of the kernel functions (see Theorem 5.8 in [75]).
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Here we complete the picture by proving that the inverse of a GLT sequence is a GLT sequence
with respect to the inverse of the kernel, provided that the original sequence is sparsely vanishing
with Riemann integrable weight functions. We should comment that the verification that a GLT
sequence with Riemann integrable weight functions is either s.v. or s.u. is trivial since, according
to the discussion in the previous subsection, we have only to check the measure of the set where
the kernel function is either zero or infinity. Moreover, by combining Propositions 1.3(Part 5)
and 1.1(Part 3), one finds that every GLT sequence with Riemann integrable weight functions is
necessarily s.u.
From the matrix side, from Section 1.3, we have all the necessary tools. We need a preparatory
result from the analytic viewpoint.
Theorem 2.1. Let κ be a measurable s.u. function defined over d × Qd . Then the following
facts hold:
Part 1. There exists a sequence κm of the form
κm(x, s) =
k(m)∑
j=−k(m)
a
(k(m))
j (x) exp(i(j, s)), (j, s) =
d∑
t=1
jt st , k(m) ∈ Nd , (23)
a
(k(m))
j integrable in the Riemann sense over d , such that κm converges in (Lebesgue)
measure to κ as m tends to infinity.
Part 2. Moreover, if κ is s.v. then its inverse κ−1 is measurable, s.u., and can be approximated
by a sequence of the form (23).
Part 3. If k is not s.u. then k cannot be approximated in measure by functions of the form (23).
Proof
Part 1: We first observe that the functions of the form (23) contains all the trigonometric
monomials
exp(i(l, x)) exp(i(j, s)),
(l, x) =
d∑
t=1
lt xt , (j, s) =
d∑
t=1
jt st , j, l ∈ Zd , x ∈ d , s ∈ Qd,
and the span of the latter terms is a dense subspace of L1(d × Qd) (in the L1 topology). Now
consider a s.u. measurable function κ over d × Qd . Then the sequence
θm(x, s) =
{
κ(x, s) if ‖κ(x, s)|  1/m,
0 otherwise,
converges in measure to κ since m
{
(x, s) ∈ d × Qd : |κ(x, s)| > 1/m
}
tends to zero as m
tends to infinity (κ is s.u.). Therefore, since θm ∈ L∞(d × Qd) ⊂ L1(d × Qd) (recall that
m(d × Qd) = (2)d ) and since the L1 convergence implies the convergence in measure, it
follows that κ can be approximated in measure by functions of the type (23).
Part 2: Since κ is measurable, by the very definition, it follows that κ−1 is measurable as
well. Moreover κ is s.v. and therefore, by Definition 1.6, κ−1 is s.u. Therefore, the desired result
follows from Part 1.
S. Serra-Capizzano / Linear Algebra and its Applications 419 (2006) 180–233 195
Part 3: The last part is a consequence of the following observations. Every κ˜ of the form (23)
is bounded and therefore, for every  > 0, we have
m
{
(x, s) ∈ d × Qd : |κ(x, s) − κ˜(x, s)| > 
}
 m
{
(x, s) ∈ d × Qd : |κ(x, s)| = ∞
}
> 0. 
Now we are ready to prove that the GLT class is close under algebraic operations, provided that
the sequences that are inverted are s.v. and that the assumption of Theorem 1.3 (i.e., the Riemann
integrability of the weight functions) is satisfied.
Theorem 2.2. For any (α, β) belonging to a finite set S, let {A(α,β)n } be a GLT sequence with
respect to the kernel function κ(α,β) with Riemann integrable weight functions. Consider the
sequence

t∑
α=1
qα∏
β=1
[
A(α,β)n
]s(α,β) , s(α, β) ∈ {±1,+} (24)
where s(α, β) = + implies that {A(α,β)n } is s.v. (and if A(α,β)n is also invertible, then the pseudo-
inversion superscript + can be replaced with usual inversion superscript −1). Then

t∑
α=1
qα∏
β=1
[
A(α,β)n
]s(α,β) ∼GLT
t∑
α=1
qα∏
β=1
κ
s(α,β)
(α,β) .
Proof. Any linear combination of GLT sequences is a GLT sequence with respect to same linear
combination of the kernel functions (use Proposition 3.2 in [75], Theorem 4.1 in [75], and the
definition of GLT sequences). Moreover any product of GLT sequences with Riemann integrable
weight functions is a GLT sequence with Riemann integrable weight functions and with respect
to the product of the kernel functions (see Theorem 5.8 in [75]): we observe that every κ(α,β)
is necessarily s.u. by Proposition 1.3(Part 5), and therefore every sequence {A(α,β)n } is s.u. by
Proposition 1.1(Part 3), so that the explicit assumption of s.u. kernel functions of Theorem 5.8 in
[75] was not necessary. Therefore, by using induction on the structure of the expression in (24),
the proof is reduced to the following claim: if {An} ∼GLT κ and is s.v., then {A+n } ∼GLT κ−1.
By Definition 1.5, there exist pairs of functions {(ai,, fi,)}Ni=1 with fi, separable and poly-
nomial and ai, Riemann integrable (by the hypotheses) overd such that
∑N
i=1 ai,fi, − κ will
converge in measure to zero overd × Qd as  tends to zero. Furthermore, again by Definition 1.5,
there exist matrix sequences
{{A(i,)n }}Ni=1 such that {A(i,)n } ∼sLT (ai,, fi,) and{{∑Ni=1 A(i,)n } :
 = (m + 1)−1,m ∈ N
}
is an a.c.s. for {An}.
Therefore, by invoking (12) and (13) in Definition 1.3 and the equivalence Lemma 1.1, we
deduce that, for all sufficient large m ∈ Nd , there exists nm ∈ Nd such that
An =
N∑
i=1
LT mn (ai,, fi,) + Rn,m + Nn,m, ∀n > nm, (25)
with
rank(Rn,m)  c(m)N(n), (26)
‖Nn,m‖  ω(m),
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where c(m) and ω(m) are functions of m with limm→∞ c(m) + ω(m) = 0. Now we consider the
functionκ−1 which is s.u. by Proposition 1.3(Part 3). Then, by Theorem 2.1, it can be approximated
in measure by functions as in (23) and therefore there exist pairs of functions {(bi,, gi,)}N
′

i=1 with
gi, separable and polynomial and bi, continuous over d such that
∑N ′
i=1 bi,gi, − κ−1 will
converge in measure to zero over d × Qd as  tends to zero.
By the assumption and by Proposition 1.3(Parts 3 and 5), both κ and κ−1 are both s.v. and s.u.
Consequently, we deduce that
 N ′∑
i=1
bi,gi,

( N∑
i=1
ai,fi,
)
= 1 + θ (27)
with θ converging to zero in measure. Consider now
∑N ′
i=1 LT mn (bi,, gi,). Clearly
Pn, =

 N ′∑
i=1
LT mn (bi,, gi,)

( N∑
i=1
LT mn (ai,, fi,)
)
=
N ′∑
i=1
N∑
j=1
LT mn (aj,bi,, fj,gi,) + R′n,m + N ′n,m, ∀n > nm,
where  = (m + 1)−1,
rank(R′n,m)  c′(m)N(n), (28)
‖N ′n,m‖  ω′(m),
c′(m) and ω′(m) are functions of m, and limm→∞ c′(m) + ω′(m) = 0. Therefore, by Lemma 3.1
of [75], we infer that
Pn, = I +n, + R′n,m + N ′n,m
where n, is distributed as θ . Moreover, since the function θ converges to zero in measure as
 goes to zero, we can write
Pn, = I + R′′n,m + N ′′n,m, ∀n > nm,
where  = (m + 1)−1,
rank(R′′n,m)  c′′(m)N(n), (29)
‖N ′′n,m‖  ω′′(m),
c′′(m) and ω′′(m) are functions of m, and limm→∞ c′′(m) + ω′′(m) = 0. Hence, taking into
account (25), (26), (28), and (29), we deduce that
 N ′∑
i=1
LT mn (bi,, gi,)

An = I + R′′′n,m + N ′′′n,m, ∀n > nm,
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where  = (m + 1)−1,
rank(R′′′n,m)  c′′′(m)N(n), (30)
‖N ′′′n,m‖  ω′′′(m),
c′′′(m) and ω′′′(m) are functions of m, and limm→∞ c′′′(m) + ω′′′(m) = 0. Therefore, by multi-
plying both sides by A+n on the right, by Theorem 1.4 and by Definition 1.5, the claimed thesis
follows since {An} is s.v. (and therefore A+n is s.u. by Proposition 1.2, Part 1) and AnA+n = I +n
with n of small relative rank. 
We remark that the assumptions concerning the s.v. kernel of the sequences which are inverted
and the s.u. kernel of those which are multiplied are both necessary. Take the example of the real
diagonal sequences {An(f )} and {An(g)} as at the end of Section 2.2 in [66]: then it is immediate to
show that {An(f )} ∼LT (f, 1), {An(g)} ∼LT (g, 1), and {A−1n (g)} ∼LT (1/g, 1) but the resulting
real diagonal sequence {A−1n (g)An(f )} is not distributed as f/g.
2.1. Eigenvalue distribution in the non-Hermitian case: Some remarks
A strong limitation of the results shown in the above sections is the lack of information
on the eigenvalue distribution when non-Hermitian matrix sequences are considered. From a
certain viewpoint the problem is structural. Indeed, it is possible to furnish examples a non-
Hermitian GLT sequences whose eigenvalues do not distribute as the kernel. A very extremal one
is discussed at the beginning of Section 2 in [76]: this sequence is a GLT sequence with respect to
(0,Q) and therefore its singular values are distributed as the zero function, while the eigenvalues
cluster at infinity. A second extreme but simple example is the Toeplitz sequence {Tn(f )} with
f (s) = exp(−is) (Tn(f ) is a simple Jordan block). In this case {Tn(f )} ∼LT (1, f ) and therefore
{Tn(f )} is a GLT with respect to (f,Q): as a consequence its singular values are clustered at 1,
while all the eigenvalues coincide with zero. In this direction, a beautiful result [88] for Toeplitz
sequences generated by essentially bounded symbols has been given by Tilli who proved that the
sequence {Tn(f )} distributes as (f,Q) in the sense of eigenvalues (for singular values is known,
see (7) in Theorem 1.1) if the essential range of f has empty interior in the complex field and
its complement is connected in C. As a consequence, the continuous symbols for which these
requests are satisfied (namely the second one) are exceptional and hence the average case is the
one in which the considered eigenvalue canonical distribution does not hold.
The above discussion on the Toeplitz case shows that for obtaining eigenvalue distribution
results in the generic non-Hermitian case, further assumptions have to be imposed: for partial
results see [87,88,81,76,43,30] and references therein where complex analysis tools (such as the
Mergelyan theorem [63]) and majorization tools (such as the Weyl Majorant theorem and the
Ky–Fan–Mirski Theorem [10]) have been essential.
3. GLT and Fourier Analysis: Seven problems from Variable Coefficient von Neumann
Stability to Approximate Displacement Rank
We consider some concrete problems and we show how to use the GLT analysis as a generalized
Fourier Analysis via seven test problems. Instead of following a general approach, we show the
idea through examples and simple models, we build up the minimal necessary theory, and we
discuss possible difficulties.
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We start by reviewing (and completing) global distribution results for the spectrum of discret-
ized differential operators from the LT and GLT viewpoint.
3.1. Spectral analysis of discrete PDEs (Finite Differences and Finite Elements)
Consider the discretization of the one-dimensional boundary value problem{
− ddx
(
a(x) ddx u(x)
)
= G(x), x ∈ (0, 1),
u(0), u(1) given numbers
(31)
on a uniformly spaced grid using centered Finite Differences of precision order 2 and minimal
bandwidth. The resulting linear systems are of tridiagonal type with coefficient matrices An(a)
as in (1). When a(x) ≡ 1, the matrix An(a) reduces to the Toeplitz matrix An(1) = Tn(f ),
f (s) = 2 − 2 cos(s), displayed in (3): note that the numbers −1, 2,−1 are the (non-zero) Fourier
coefficients c1, c0, c−1 of f and represent also the stencil of the Finite Difference formula. Indeed
if we change the stencil (for instance in order to obtain more precise discretization schemes), then
we obtain Toeplitz matrices generated by a new function f having Fourier coefficients given by
the entries of this new stencil [78]. Therefore by Theorem 1.1 we have {An(1) = Tn(f )} ∼σ,λ
(f (s),Q) and by Theorem 1.2 we infer (see [85,50,61])
{An(a)} ∼σ,λ (a(x) · f (s),1 × Q). (32)
As in the constant coefficient case, the change of the discretization scheme, i.e., of the stencil,
will change only the function f in the symbol (compare [78] and [85]). Finally, we observe
that the matrices {An(a)} are essentially of the same type as those which one encounters when
dealing with sequences of orthogonal polynomials with varying coefficients. Here again Locally
Toeplitz tools have been used for finding the distribution of the zeros of the considered orthogonal
polynomials under very weak assumptions (only measurability) on the regularity of the coefficients
[52].
3.1.1. Non-uniform gridding
Now take into consideration the use of non-equispaced grids. We make the assumption that
the new grid of size n is obtained as the image under a map φ : [0, 1] → [0, 1] of a uniform
grid of the same size n. This is not strictly necessary since the previous statement should hold
only asymptotically as formalized in Definition 4.6 of [80]. Under the above assumptions, the
corresponding matrix sequence {A˜n(a)} discretizing (31) is real symmetric and LT with respect
to the kernel
κ(x, s) = a(φ(x))[φ′(x)]2 f (s). (33)
Therefore {A˜n(a)} ∼σ,λ (κ(x, s),1 × Q) by Theorem 1.2.
3.1.2. Examples in two dimensions
Consider now the following problem:
− ∇(A(x)∇Tu) = G(x) on , u = g on , (34)
on a two-dimensional bounded domain  with smooth variable coefficients Ai,j (x), i, j = 1, 2,
A(x) uniformly symmetric positive definite.
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For instance, when  = (0, 1)2 and A = I2, using the classical 5 point stencil or the 7 point
stencil (in this case there is no difference since A1,2 = A2,1 = 0) on a uniform gridding, we obtain
the two-level Toeplitz matrix
Tn(f ) = Tn1(g) ⊗ In2 + In1 ⊗ Tn2(g), (35)
where n = (n1, n2) (n1 is the number of internal points in the x1 direction and n2 is the num-
ber of internal points in the x2 direction), N(n) = n1n2 is the size, f (s1, s2) = g(s1) + g(s2)
with g(s) = 2 − 2 cos(s). Also in this case the bi-variate stencil represents the non-zero Fourier
coefficients of the bi-variate generating function g, and this property remains valid for other
stencils as well. Indeed, according to Theorem 1.1, the joint spectrum of {Tn(f )} is described
both for eigenvalues and singular values by the pair (f (s),Q2). We observe that the same matrix,
with n1 = n2 = ν − 1, is obtained when employing the P1 Finite Element approximation with
triangles having the vertices(
(j, k)
ν
,
(j + , k)
ν
,
(j, k + )
ν
)
,  = ±1. (36)
We observe that we can go very far from the uniform case in (35). For instance, the asymptotic
spectral distribution of Finite Difference approximations of (34) can be given for a general matrix-
valued function A(x) and a general domain  (even Peano–Jordan measurable [48]). Consider
the seven point stencil with uniform gridding (see Fig. 1).
Then the corresponding matrix sequence {An(A,)} admits a joint asymptotic spectrum (see
[7,42,75]) given by
κ(s, x) =
[
1 − exp(iˆs1)
1 − exp(iˆs2)
]H
· A(x) ·
[
1 − exp(iˆs1)
1 − exp(iˆs2)
]
(37)
over × Q2 that is
{An(A,)} ∼σ,λ (κ(x, s),× Q2). (38)
Here, for seven point stencil, we mean classical second order Finite Difference formulae applied
to −∇(A∇T u) in the form
− 
x1
(
[A1,1 + A1,2] ux1
)
− 
x2
(
[A2,2 + A1,2] ux2
)
+
(

x1
− 
x2
)(
A1,2
(
u
x1
− u
x2
))
. (39)
Fig. 1. The vertex (j, k) and its adjacent vertices for the seven point Finite Difference stencil and P1 Finite Elements.
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Notice that, if  = (0, 1)2 and A(x) = I2, then the above symbol κ reduces to the one of (35)
since
[
1 − exp(iˆs1)
1 − exp(iˆs2)
]H [
1 − exp(iˆs1)
1 − exp(iˆs2)
]
= |1 − exp(iˆs1)|2 + |1 − exp(iˆs2)|2
= g(s1) + g(s2) = f (s).
Furthermore, for non-equispaced tensor grids obtained as the image under a bijective map
φ(x) = (φ1(x1), φ2(x2))T of an equispaced tensor grid, the general structure of the symbol (see
[80,75]) is the natural generalization of (33): denoting by ∇φ the (diagonal) Jacobian of φ(x) =
(φ1(x1), φ2(x2))T, we have
κ(s, x) =
[
1 − exp(iˆs1)
1 − exp(iˆs2)
]H
· A˜(x) ·
[
1 − exp(iˆs1)
1 − exp(iˆs2)
]
,
A˜(x) = ∇φ(x)−1A(φ(x))∇φ(x)−T
(40)
over ˜× Q2, ˜ := φ−1() (often we can choose ˜ = ). We notice that (40) is the natural
two-dimensional generalization of (33) and that the symbol in (40) reduces to the one in (37) if
φ1(x1) = x1 and φ2(x2) = x2, i.e., in the case where the grids are uniform.
3.1.3. Finite Element examples
In this subsection, we would like to make some comments on the Finite Element case. As
previously observed in connection with problem (34), a uniform triangulation on the square such
as (36), with A(x) = I2 and linear elements, induces the same matrix of Toeplitz type observed
in the Finite Difference case. However, even in a more general setting, the analogies are quite
strong. Indeed, taking a triangulation of Clos() with vertices described by a bijective mapping
φ : ˜ →  of the form
(j/ν, k/ν)T ∈ ˜ : Pj,k = φ((j/ν, k/ν)), (41)
with Jacobian J (x) and triangles as in (36), the usual procedure for solving (the variational form
of) (34) via P1 Finite Elements (see, e.g., [20,24]) by using hat functions, leads to a sequence of
Hermitian positive definite matrices {An} which is distributed as k(x, s) over ˜× Qd (see [7]),
where
k(s, x) =
[
1 − exp(iˆs1)
1 − exp(iˆs2)
]H
· A˜(x) ·
[
1 − exp(iˆs1)
1 − exp(iˆs2)
]
, (42)
A˜(x) = | det J (x)|J (x)−1A(φ(x))J (x)−T, J (x) = ∇φ(x). (43)
We remind that often we can choose ˜ =  in analogy with the Finite Difference case. Further-
more, notice that the same matrix of coefficients An but a different right-hand-side is obtained if
the Dirichlet boundary conditions in (34) are partly replaced by Neumann boundary conditions.
Moreover, this formula for the joint asymptotic spectrum, remains valid if one uses numerical
integration for evaluating the entries of An, as long as the quadrature formula integrates con-
stants exactly. Finally, the following items put in evidence the strong relationships between Finite
Element and Finite Difference matrices.
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(a) {An} has the same joint asymptotic spectrum as the one obtained by applying P1 elements
on the uniform grid (36) to the PDE
− ∇(A˜∇Tu) = G˜ on ˜, u = g˜ on ˜. (44)
Moreover, the bilinear forms in the weak formulation of problems (34) and (44) are equiv-
alent via variable transformation.
(b) One obtains for {An} the same asymptotic spectrum as the one for matrices obtained by
applying Finite Differences based on a (uniform) seven-point stencil to (44).
3.1.4. A general setting: The reduced GLT sequences
It should be noted that the GLT approach (see [75] and the mild assumptions of Riemann
integrability in Theorem 1.3) allows to treat problems as in (34) under very weak requirements
on the domain  and on the regularity of the coefficient matrix A(x). Indeed, the coefficient
Ai,j can be chosen only Riemann integrable and the set  only Peano–Jordan measurable (see
[75]): we recall that a set is Peano–Jordan measurable if and only if its characteristic function
is Riemann integrable (see [48, pp. 28–29]). The reason for that very weak assumptions can be
condensed in the fact that we need only that our domain is approximated in measure by a finite
union of rectangles and that our coefficients Ai,j can be approximated by a linear combination
of characteristic functions of rectangles (the essence of the Peano–Jordan measurability and of
the Riemann integrability). In this way, our matrix is approximated by a linear combination of
matrices which are zero except for a block which is of Toeplitz type and this is the very basic idea
in any Locally Toeplitz analysis.
However, it should be observed that the GLT class contains, by definition, only sequences
of size N(n) = n1 · · · nd, n = (n1, . . . , nd), and therefore the natural PDE setting covered by
Theorem 1.3 is the one of rectangular domains. Nevertheless, in [75], we have proved (37) and
(38). Here, first we give a sketch of the proof and then we generalize the notion of GLT sequences
in order to treat Peano–Jordan measurable domains.
The idea of the proof of (37) and (38) is in the following way. If  = 2 = (0, 1)2, then it is
simple to prove that {An(A,)} ∼GLT κ and therefore the result is a consequence of Theorem
1.3. If  is a rectangle (with axes parallel to the main axes), then by a simple affine change of
variable we can interpret {An(A,)} as a GLT sequence and again we can use Theorem 1.3. If 
is a bounded domain, then we follow the subsequent procedure:
Procedure 3.1
• We choose the affine change of variable that moves  into (0, 1)2 and maximizes the measure
of the new set. Call  also the new set and A(x) the coefficient matrix in (34) with the new
variables.
• Then we consider A˜ as the extension of A over 2 = (0, 1)2 which is identically zero outside
. Furthermore, take the sequence {Bn} obtained by adding zero rows and columns to the
{An(A,)} in such a way that Bn is the same discretization as An(A,) over the whole
domain d with respect to problem (34) with A˜ in place of A (in this way Bn is a (permuted)
zero dilation of An(A,), for the notion of dilation see [45]).
• It can be easily proved that {Bn} ∼GLT κ˜ where κ˜ is Riemann integrable since κ˜ equals κ
times the characteristic function of  (which is Riemann integrable since  is Peano–Jordan
measurable [48]) and κ as in (37).
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• By Theorem 1.3 we have {Bn} ∼σ (κ˜(s, x),2 × Q2) and, since Bn is a (permuted) zero
dilation of An(A,) (or, equivalently, An(A,) is the only non-zero diagonal block of Bn),
it is clear that {An(A,)} ∼σ (κ(s, x),× Q2).
In addition, according to recent results (see [43]), we also know that the distribution result
holds for the (complex) eigenvalues as well, i.e., {An(A,)} ∼λ (κ(s, x),2 × Q2) even when
we lose the symmetry of the matrices in {An(A,)}.
The idea in the above procedure is that An(A,) cannot be seen as an element of a GLT
sequence because its size is not N(n) but it can be seen as a projection through a rectangular
identity n of size N(n) × dn, dn  N(n), of a certain Bn such that Bn has the right size
N(n) and {Bn} ∼GLT κ˜ for a certain κ˜ . Here we recall that a rectangular identity is obtained
from the identity matrix by deleting some columns (see [45] for related concepts of partial
permutation and partial identity): therefore An = TnBnn, i.e., An is a principal submatrix of
Bn. Of course the sequence {n} is not generic and indeed it identifies  as a subset of d . More
precisely, letGn(d) = d ∩ {j/n = (j1/(n1 + 1), . . . , jd/(nd + 1)) : jt ∈ Z, t = 1, . . . , d} ≡
{j/n = (j1/(n1 + 1), . . . , jd/(nd + 1)) : 1  jt  nt , t = 1, . . . , d} and let Gn() =  ∩
{j/n = (j1/(n1 + 1), . . . , jd/(nd + 1)) : jt ∈ Z, t = 1, . . . , d} ⊂ Gn(d). Clearly the cardinal-
ity of Gn(d) is N(n) and the cardinality of Gn() is some dn  N(n). Now assume that the
points of Gn(d) are ordered lexicographically and choose the same ordering for the points of
Gn(). Then the rectangular identityn is defined such that the (unique) 1 in the column j of is in
position i = i(j) and the j th element ofGn() coincides with the ith element of the Cartesian grid
Gn(d). In other words, let I be the identity of order N(n): the matrixn is obtained by deleting
from I every column j˜ , j˜ ∈ {1, . . . , N(n)}, such that the corresponding j˜ th grid point ofGn(d)
is not in . Here the j˜ th grid point of Gn(d), in multi-index notation, is identified as (i1/(n1 +
1), . . . , id/(nd + 1)) with j˜ = i1 + n1(i2 − 1) + n1n2(i3 − 1) + · · · + n1 · · · nd−1(id − 1).
Definition 3.1. A sequence of matrices {An},wheren ∈ Nd ,N(n) = n1 · · · nd andAn ∈Mdn(C),
dn  N(n), is approximated by (reduced) separable multilevel Locally Toeplitz sequences with
respect to a measurable function κ, if, for every  > 0,
• there exists a sequence of rectangular identities {n} of size N(n) × dn identifying the set
 ⊂ d ,
• there exist pairs of functions {(ai,, fi,)}Ni=1 with fi, separable and polynomial and ai,
defined over d such that
∑N
i=1 ai,fi, − κ will converge in measure to zero over d × Qd
as  tends to zero,
• there exist matrix sequences {{A(i,)n }}Ni=1 such that {A(i,)n } ∼sLT (ai,, fi,) and if
•
{{∑N
i=1
T
nA
(i,)
n n
} :  = (m + 1)−1,m ∈ N} is an approximating class of sequences for
{An}.
In this case the sequence {An} is said to be a reduced Generalized Locally Toeplitz sequence with
respect to κ and  and we write in short {An} ∼rGLT κ with respect to .
Theorem 3.1. Assume that {An} is a sequence of complex matrices of size dn. Let κ be measurable
over × Qd with Peano–Jordan measurable  ⊂ d . Then
{An} ∼σ (κ(x, s),× Qd) (45)
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holds whenever {An} is a reduced Generalized Locally Toeplitz sequence with respect to κ and
 as in Definition 3.1 and the functions ai, involved in Definitions 1.5 and 3.1 are Riemann
integrable over d . Moreover, if the matrices An are Hermitian at least definitely then {An} is
distributed as κ over × Qd in the sense of the eigenvalues too that is
{An} ∼λ (κ(x, s),× Qd). (46)
Theorem 3.2. For any (α, β) belonging to a finite setS, let {A(α,β)n } be a reduced GLT sequence
with respect to the kernel function κ(α,β) and a domain  ⊂ d , with Riemann integrable weight
functions and with Peano–Jordan measurable . Consider the sequence

t∑
α=1
qα∏
β=1
[A(α,β)n ]s(α,β)

 , s(α, β) ∈ {±1,+} (47)
where s(α, β) = + implies that {A(α,β)n } is s.v. (and if A(α,β)n is also invertible, then the pseudo-
inversion superscript + can be replaced with usual inversion superscript −1). Then

t∑
α=1
qα∏
β=1
[A(α,β)n ]s(α,β)

 ∼rGLT
t∑
α=1
qα∏
β=1
κ
s(α,β)
(α,β) .
We observe that the proofs of the above two theorems follow the same lines as the corresponding
results for GLT sequences, by taking into account Procedure 3.1. Of course, every GLT sequence
is also a reduced GLT sequence (the rectangular identities become identities).
3.2. Generalized Fourier analysis of iterative methods via GLT analysis
Let {An} be a reduced GLT sequence with respect to the kernel κ and to  ⊂ d , with Rie-
mann integrable weight functions and with Peano–Jordan measurable  (e.g., any discretization
sequence of PDEs considered in the previous subsections). We are concerned with the solution of a
linear system with matrix An by using stationary methods as Jacobi, Gauss–Seidel, SOR, etc. and
preconditioned conjugate gradient or semi-iterative methods (see [23] and references therein). In
all these cases, the error vector after k steps is given byP (k)n times the initial error vector whereP (k)n
is a polynomial of degree k of a certain matrix Tn. Moreover Tn is usually described as a product a
2 (at most 3) matrices which are related to An. For instance, in the stationary methods P (k)n = T kn ,
where Tn = Q−1n Rn with An = Qn − Rn (a regular splitting). For Gauss–Seidel Qn = Tril(An),
Rn = −sTriu(An) and for JacobiQn = Diag(An), Rn = −sTriu(An) − sTril(An),with Diag(X)
being the diagonal matrix containing the diagonal entries of X, Tril(X), Triu(X), sTril(X), and
sTriu(X) being the lower triangular part, the upper triangular part of X, the strict lower triangular
part (zero diagonal elements), and the strict lower triangular part (zero diagonal elements) of X,
respectively.
In the semi-iterative methodsP (k)n = pk(Tn)wherepk is a polynomial of degree k andTn = An
(non-preconditioned method), Tn = Q−1n An (left preconditioned method), Tn = AnQ−1n (right
preconditioned method), and Tn = L−1n AnU−1n (“symmetrically” preconditioned method), Qn =
LnUn.
Now if Qn is a good preconditioner for An (for large n), since {An} ∼rGLT κ, then it is generally
true that also {Qn} is a reduced GLT sequence with respect to κQ such that |κ/κQ| is bounded
and well separated from zero (see Proposition 3.8). For instance, if {An} is the uniform discret-
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ization of (34) with A(x) = I2 and {Qn} is such that Qn is the optimal circulant preconditioner
of An (see, e.g., (34)), then An = Tn(f ) as in (35) and both {An} and {Qn} have the same
distribution κ(x, s) = f (s) = 4 − 2 cos(s1) − 2 cos(s2) and then κ/κQ = 1: however, this does
not prevent the preconditioned matrices from having outliers (see the discussion after Proposition
3.8 where we show that, in this case, there are various theoretical motivations for expecting bad
outliers).
Therefore, for giving a generalized Fourier Analysis of the above methods, we have just to
convince ourselves that {Op(An)}, Op ∈ {Diag,Tril,Triu, sTril, sTriu}, is still a reduced GLT
sequence, provided that {An} is a reduced GLT sequence. Unfortunately, this cannot be true in
general since in the definition of reduced GLT sequences we have no control on the structure of
the rank corrections: here is an example.
Example 3.1. The sequence {(−1)nEn}, (En)i,j = 1 ∀i, j, is a LT sequence with respect to
(a, f ) = (0, 1) and therefore it is a GLT sequence with respect to κ = 0 (for every n, En is a rank
one matrix) but, e.g., {Diag((−1)nEn)} cannot be a GLT sequence since Diag(An) = (−1)nIn.
Clearly, {(−1)nIn} has not a joint distribution according to (5). Notice however that the even
subsequence is distributed as 1 and odd subsequence is distributed as −1. This is not surprising
because, by compactifying the extended real axis, from any subsequence of {An}, we may extract
a subsequence having a joint asymptotic spectrum, but in general there is no joint asymptotic
spectrum for the whole sequence {An}. Take now {En} which is again LT with respect to (0, 1)
and consider {Tril(En)} which a sequence of lower triangular Toeplitz matrices having all ones
on the first column. This Toeplitz sequence cannot be associated to any symbol because, by the
Riemann–Lebegue lemma, the Fourier coefficients fk should tend to zero as k tends to infinity
and this is not the case. Nevertheless, by Theorem 2.2, {Tril(En)} is a GLT sequence with respect
to κ(x, s) = (1 − exp(iˆs))−1, because Tril(En) = T −1n (1 − exp(iˆs)) and 1 − exp(iˆs) is s.v.
However, the positive news is that the structure of the rank corrections in any discretization of
PDEs by local methods (e.g., Finite Differences, Finite Elements) is very specific and therefore
we can deduce that {Op(An)}, Op ∈ {Diag,Tril,Triu, sTril, sTriu}, are reduced GLT sequences
with respect to a new kernel function κOp that can be easily identified in terms of κ . Therefore,
since any algebraic operation is an internal operation (by Theorem 3.2), it follows that
• {Tn} ∼rGLT κT ,
• κT = κ/κQ in the preconditioned methods since Tn = Q−1n An (left preconditioned method),
Tn = AnQ−1n (right preconditioned method), or Tn = L−1n AnU−1n (symmetrically precondi-
tioned method), Qn = LnUn,
• κT = 1 − κ/κTril for Gauss–Seidel, κT = 1 − κ/κDiag for Jacobi, etc.,
• {P (k)n } ∼rGLT p˜k(κT ) since P (k) = pk(Tn) (if p˜k does not depend on n and pk = p˜k + ek,n,
ek,n infinitesimal as n tends to infinity).
So we can identify explicitly the distribution function also of the iteration matrix after k steps,
for every k. However, it should be noticed that we can choose k large but is has to be independent
of n, otherwise the symbol is no longer independent of n and the distribution results stated so far
cannot be applied. Furthermore, in this connection, we must add that a weak dependency of n is
allowed as long as the kernel is an infinitesimal approximation of a kernel independent of n (as it
may happen, e.g., in the study of the stability for Finite Difference methods). Now we give some
mathematical details.
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Definition 3.2. Let f be a trigonometric polynomial in d variables that is f (s) = ∑|j |q fj
exp(i(j, s)), (j, s) = ∑dt=1 jt st , q ∈ Nd . Then
fDiag(s) = f0, fTril(s) =
∑
0j1q1
fj [exp(i(j, s))]Tril,
and
[exp(i(j, s))]Tril =
{
0 if condition (∗) holds
[exp(i(j, s))]Tril otherwise.
where condition (∗) means j1 < 0, or j1 = 0, j2 < 0, or · · · or j1 = . . . = jd−1 = 0, jd < 0.
Moreover
fsTril(s) = fTril(s) − fDiag(s), fTriu(f ) = f (s) − fsTril, fsTriu = fTriu(s) − fDiag(s).
Proposition 3.1. Let {An} ∼rGLT κ with respect to  ⊂ d and let dn the size of An. Assume
that, for every m, the rank corrections Rn,m in Definition 1.5 influence at most o(dn) rows or
columns at most. Then
{Op(An)} ∼rGLT κOp, Op ∈ {Diag,Tril,Triu, sTril, sTriu},
with respect to the same. Here the κOp is obtained as the limit in measure (if it exists) as  tends
to zero of ∑Ni=1 ai,[fi,]Op and the functions ai, and fi, are those indicated in Definition 1.5
with
∑N
i=1 ai,fi, − κ converging in measure to zero overd × Qd as  tends to zero. Moreover,
if the weight functions ai, are all Riemann integrable and  is Peano–Jordan measurable, then
{Op(An)} ∼σ (κOp(x, s),× Qd).
Proof. The first part is a plain consequence of Definitions 1.5 and 3.1 taking into account that a di-
rect inspection shows Op(TnTn(f )n) = TnTn(fOp)n for Op ∈ {Diag,Tril,Triu, sTril, sTriu}
(see Definition 3.2) and for n rectangular identities identifying  as in Definition 3.1. For the
second part, use Definition 3.1 and Theorem 3.1. 
Proposition 3.2. Let {An} ∼rGLT κ with respect to a Peano–Jordan measurable set  ⊂ d and
let dn the size of An. Assume that {An} comes from the discretization by Finite Differences or
Finite Elements of a PDE over the set . The following facts hold:
Part 1. The key assumption of Proposition 3.1 on the structure of the rank correction is satisfied.
Part 2. {Op(An)} ∼rGLT κOp with respect to , Op ∈ {Diag,Tril,Triu, sTril, sTriu}.
Part 3. {Op(An)} ∼σ (κOp(x, s),× Qd), Op ∈ {Diag,Tril,Triu, sTril, sTriu}.
Proof
Part 1: The rank correction in a Finite Difference or Finite Element approximation of a PDE are
dictated by the boundary conditions (think to the difference of two matrices coming from
the same discretization of the Laplacian with periodic or Dirichlet boundary conditions):
since the domain is Peano–Jordan measurable, then its boundaries can be embedded in
a union of rectangles having total measure as small as we want. Therefore, only o(dn)
equations and unknowns in the resulting linear system are affected: this number becomes
the standard O(dd−1/dn ) if the boundaries are smooth enough. Finally, the key assumption
of Proposition 3.1 on the structure of the rank correction is satisfied.
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Part 2: The assertion follows from the first part of Proposition 3.1.
Part 3: The assertion follows from the first part of Proposition 3.1. 
We summarize the use of the above results in a proposition.
Proposition 3.3. Let us consider any stationary method or any (preconditioned) method for the
solution of Anx = b, where An ∈ Mdn(C) is a member of a reduced GLT sequence {An} with
Riemann integrable weight functions and with respect to a Peano–Jordan measurable set ⊂ d .
Consider the iteration matrix P (k)n after k steps are and let {P (k)n } ∼rGLT κ over  with Riemann
integrable weight functions. The following facts hold:
Part 1. If ‖κ‖∞ > 1, then for every  > 0 such that ‖κ‖∞ −  > 1, there existsS(, n) subspace
of Cdn of size [r()dn], r() > 0, such that ∀e0 ∈S(, n) we have ‖ek‖  (‖κ‖∞ −
)‖e0‖ with ej error after j steps.
Part 2. If ‖κ‖∞ = 1, then for every  > 0, there existsS(, n) subspace of Cdn of size [r()dn],
r() > 0, such that ∀e0 ∈S(, n) we have ‖ek‖  (‖κ‖∞ − )‖e0‖ with ej error after
j steps.
Proof. The proofs of the two parts can be sketched together. Since {P (k)n } ∼rGLT κ and by the
assumptions on the Peano–Jordan measurability of  and on the Riemann integrability of the
weight functions, we can use Theorem 3.1. Therefore {P (k)n } ∼σ (κ(x, s),× Qd). By the
latter and by invoking elementary measure theoretic arguments, we can choose almost every
 such that (45) holds with F (as in (5)) being the characteristic function of the set (‖κ‖∞ −
, ‖κ‖∞ + ): use, e.g., Lemma 3.1, by taking into account that the domain of κ has finite
measure and that the set of the values y such that m{(x, s) ∈ × Qd : κ(x, s) = y} > 0 has
to be countable (refer to Lemma 3.2). Therefore, in both cases, for every  > 0, we deduce
that there exists a whole positive fraction r() of the size dn of singular values of An that
are bigger than ‖κ‖∞ − : more specifically, if m{(x, s) ∈ × Qd : κ(x, s) = y} = 0, then
r() = m{(x, s) ∈ × Qd : |κ(x, s)|  ‖κ‖∞ − } > 0. Then instability occurs in a large sub-
space for Part 1 while, for Part 2, if a reduction of the error is observed, then it is arbitrarily small for
large n. 
We observe that Part 1 indicates that the error will grow for a choice of the initial guess in
a large affine space. Part 2 indicates that we may have convergence but its speed is arbitrarily
slow for large n as long as ‖κ‖∞ = 1. For instance we get exactly this situation when considering
Jacobi, Gauss–Seidel or even the conjugate gradient applied to An(a)x = b with An(a) as in (1)
or to its multidimensional versions. The case ‖κ‖∞ < 1 is not considered since the distribution
results do not tell important information: we know that most of the singular values will be at
most equal ‖κ‖∞ < 1 but this does not exclude, e.g.,
√
dn outliers possibly bigger that 1 (in this
respect, it is interesting the general observation made by Widlund (see [94]) in the MathSciNet
revue of [23] on the cautious use of Fourier Analysis).
With reference to Proposition 3.2, we have to observe that when dealing with approximation of
PDEs by local methods, the reduced GLT structure is more specific since we have a finite sum of
multilevel Locally Toeplitz sequences. As a consequence, the kernel κ(x, s), which in the general
Definition 1.5 is a limit of a sequence, here is just the finite sum of terms of the form ak(x)fk(s).
For instance, in the case of (34), formulae (42)–(43) (in the P1 Finite Element case) emphasize d2
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functions coming from A(x), d (separable) polynomials in the s variables, and the grid function
φ(x). These observations naturally lead to Questions 3.1 and 3.2.
Question 3.1. When dealing with constant coefficient PDEs, there exists a classical symbolic
calculus for describing the symbol of the discrete operator and this is achieved by using standard
Fourier Analysis (see [84,37,19]). For second order PDEs with non-constant coefficients and
general domain and meshes, the variable coefficient extension can be found in Section 6 of [75]
by using the GLT approach. For higher order variable coefficient differential operators (order of
the highest derivative bigger that 2), this is also possible by using the (reduced) GLT approach as
sketched in Remark 3.15 of [79]: according to (40) and (42)–(43), which concern the second order
case, we know that the GLT kernel is a finite sum of simple terms and that the corresponding
sequence is a finite sum of separable multilevel Locally Toeplitz sequences. Furthermore, the
GLT kernel (describing the asymptotic spectrum for variable coefficients higher order operators)
emphasizes three groups of actors: the differential operator and the discrete formulae appearing
as (polynomial) functions of the Fourier domain Qd, the data of the PDE, i.e., A(x) and its
space domain  ⊂ d , and the gridding or triangulation represented by φ and its space domain.
Moreover, it is interesting to understand how the picture changes when moving from Finite
Differences to Finite Elements and Finite Volumes. Finally, it would be of interest to establish
connections with Hörmander’s symbolic calculus for Pseudo-Differential operators (see [44]
and also [55] for some relations with the discrete case). In fact, in the continuous, extensions
of the Weyl formulae, that are based on the Hörmander symbolic calculus, are available, see
[27,28,29,36,17,65]. Our distribution results in Section 3.1 can be considered the discrete version
of those formulae. In this respect, it would be nice to understand if the knowledge in the discrete
can give more insights in the continuous and vice-versa, e.g., in terms of more general assumptions,
higher order differential operators, symbolic and functional calculus: this investigation will be
subject of future researches.
Question 3.2. Propositions 3.1 and 3.2 give an effective procedure for computing the distribution
of the iteration matrices in different for both stationary and preconditioned semi-iterative methods.
Of course, the there is still a lot of work in making the calculations for concrete examples. Another
interesting question would be the analysis in terms of distribution of the various incomplete LU
factorizations for the variable coefficient case on general geometries as done in the circulant
case for an elliptic constant coefficient PDE in [23]. Finally, we should mention that, beside the
triangular parts, many other “matrix operations” can be considered as done, e.g., by Bhatia in
connection with the Fourier Analysis (see [11]): more specifically, we can consider sparsification
operations such those associating to a matrix its tridiagonal, pentadiagonal, or (p, q)-diagonal part.
In this respect, it could be very useful to consider the matrix operations (multilevel sparsifications)
given in Section 5 of [40] which are designed ad hoc for multilevel structures as those that one
encounters when discretizing multi-dimensional problems (e.g., the (p, q)-diagonal part operation
where p and q are d-indices if the structure comes from a d-dimensional GLT).
Remark 3.1. The present GLT approach allows to describe, in a very compact way, the asymptotic
spectral behavior of PDE matrix sequences and the related iteration matrix sequences under very
mild assumptions: to appreciate this generality, it is instructive to compare the present (partial)
results with those in [23], where only the constant coefficient Laplacian over a rectangle and
with periodic boundary conditions has been considered. A big step in the direction of variable
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coefficients was done in [55]: however, in that approach there are more severe restrictions on the
smoothness of the coefficients and only rectangular domains are included.
3.3. Systems of PDEs and block GLT sequences
When we deal with systems of PDEs, the case of constant coefficients leads to multilevel block
Toeplitz matrices generated by Hermitian matrix-valued polynomials in the sense that the symbol
occurring in (6) is matrix-valued so that every Fourier coefficient fj is a matrix of the same size.
Therefore the ergodic results proved in [86] (a block generalization of Theorem 1.1) are of interest
in the context of systems of PDEs.
Take for instance the hyperbolic system
ut +
d∑
j=1
Aj(t, x)uxj = 0, t > 0, x ∈  ⊂ (0, 1)d (48)
where u = u(t, x) is a vector of p functions, Aj = Aj(t, x), j = 1, . . . , d, are square matrices of
size p, and u(0, x) is given. Consider the forward-time central-space scheme for solving (48) and
assume that A = A1 is constant, d = 1, and  = (0, 1). Then, the resulting matrix connecting
the approximation at the new time to the approximation at the previous time, has the following
block structure:
Mn(A) = I + λHn ⊗ A.
Here λ is the ratio between the time step and the space step, Hn = iˆTn(sin(s)) if the boundary
conditions are Dirichlet in space, and a rank 1 perturbation of iˆTn(sin(s)) if one-side Dirichlet
boundary conditions are imposed. We recall that every 1 rank perturbation does not modify the
asymptotic joint spectrum and therefore, for notational simplicity, we focus out attention on the
first case. More in detail, if Hn = iˆTn(sin(s)), then the resulting matrix is a block Toeplitz matrix
generated by the matrix-valued symbol f (s) = I + iˆA sin(s) : Q →Mp(C). Also in this matrix-
valued case we can write {Tn(f )} ∼σ (f,Q) as in Theorem 1.1, but the meaning is a little different
(see [87,57,86,67]), since for matrix-valued symbols {An} ∼σ (f,K,µ), {An} ∼λ (f,K,µ), is
equivalent to write
lim
n→∞σ (F,An) =
1
µ(K)
∫
K
1
p
tr[F(|f |)] dµ, (49)
lim
n→∞λ(F,An) =
1
µ(K)
∫
K
1
p
tr[F(f )] dµ, f Hermitian-valued,
respectively, with |f | = (f Hf )1/2 and tr[g] = ∑j λj (g), λj (g), j = 1, . . . , p, being the eigen-
values of g. Notice that if g = |f | then tr[g] = ∑j σj (f ) and therefore (49) represents a natural
generalization of (5). Moreover the symbol f appearing in (49) can be rectangular as well.
A direct check in the case of the above example informs us that the matrix function |f (s)|,
f (s) = I + iˆλA sin(s), has spectral radius (and a fortiori maximal singular value) bigger than
1 (unless A is identically zero) and therefore the method is unstable. Of course, in this very
elementary example, the conclusion can be obtained in a simpler way. However, in the general
the result is quite useful. This gives us the motivation for building up a theory for block GLT
sequences (see also Remark 3.5 in [79] and Remark 2.2 in [75]).
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The construction is surprisingly simple, given Definitions 1.3 and 1.5. Indeed, in both cases,
the only change is to suppose that the weight functions a are q1 × p matrix-valued and that the
generating functions f are p × q2 matrix-valued, p, q1, q2  1. All the rest is identical with the
obvious adaptations: for instance Riemann integrable, Lebesgue integrable, measurable, conver-
gence have to be intended component-wise. Of course, every GLT sequence is also a block GLT
sequence with p = q1 = q2 = 1 and, as consequence of the new notions formalized in this paper,
also reduced block GLT sequences are directly defined as a generalization both of the block GLT
and reduced GLT classes: in this respect it is sufficient to replace n by n ⊗ Iq2 and Tn by
Tn ⊗ Iq1 in Definition 3.1.
The block and reduced block versions of Theorem 1.3 for the related block and reduced block
GLT sequences are as follows.
Theorem 3.3. Assume that {An} is a sequence of complex matrices of size N(n)q1 × N(n)q2.
Let κ be measurable over d × Qd and having values in the q1 × q2 complex matrices. Then
{An} ∼σ (κ(x, s),d × Qd) (50)
holds, in the sense of (49) with p = min{q1, q2}, whenever {An} is a block Generalized Locally
Toeplitz sequence with respect to κ and the functions ai, are component-wise Riemann integrable
overd . Moreover, in the case q1 = q2, if the matrices An are Hermitian at least definitely, then
{An} is distributed as κ over d × Qd in the sense of the eigenvalues and in the sense of (49),
that is
{An} ∼λ (κ(x, s),d × Qd). (51)
Theorem 3.4. Assume that {An} is a sequence of complex matrices of size dnq1 × dnq2. Let κ
be measurable over × Qd,  Peano–Jordan measurable, and having values in the q1 × q2
complex matrices. Then
{An} ∼σ (κ(x, s),× Qd) (52)
holds, in the sense of (49) with p = min{q1, q2}, whenever {An} is a reduced block Generalized
Locally Toeplitz sequence with respect to κ and the functions ai, are component-wise Riemann
integrable over d . Moreover, in the case q1 = q2, if the matrices An are Hermitian at least
definitely, then {An} is distributed as κ over × Qd in the sense of the eigenvalues and in the
sense of (49), that is
{An} ∼λ (κ(x, s),× Qd). (53)
The block and reduced block generalizations of the corresponding Theorem 2.2 are then also
immediate and look absolutely identical to Theorem 2.2 (replace GLT by block GLT and by
reduced block GLT, respectively).
Theorem 3.5. For any (α, β) belonging to a finite set S, let {A(α,β)n } be a reduced block GLT
sequence with respect to the matrix-valued kernel function κ(α,β) and a domain ⊂ d , with Rie-
mann integrable weight functions and with Peano–Jordan measurable . Consider the sequence

t∑
α=1
qα∏
β=1
[A(α,β)n ]s(α,β)

 , s(α, β) ∈ {±1,+}, (54)
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where s(α, β) = + implies that {A(α,β)n } is s.v. (and if A(α,β)n is also invertible, then the pseudo-
inversion superscript + can be replaced with usual inversion superscript −1). Then

t∑
α=1
qα∏
β=1
[A(α,β)n ]s(α,β)

 ∼rbGLT
t∑
α=1
qα∏
β=1
κ
s(α,β)
(α,β) .
The only delicate points are the notion of sparsely vanishing symbol that now translates into
sparsely vanishing minimal singular value, the notion of sparsely unbounded symbol that, of
course, becomes sparsely unbounded maximal singular value, and the fact that we have to pay
attention, in terms of notation, to the order to the products since, in general, we cannot assume
commutativity of the matrix-valued symbols.
As a consequence of Theorem 3.3, if in Eq. (48) we take d = 1, A = A1(t, x), then the
kernel κ(x, s), describing the asymptotic spectrum of the related discretizations, is given by
I − iˆλA(t, x) sin(s), t fixed. Also in this case, for every non-zero choice of the real matrix A, the
kernel κ(x, s) has maximal singular value and spectral radius bigger than 1 Therefore, by (50),
by observing that ‖σmax(κq)‖∞  ‖ρq(κ)‖∞ (ρ(X) denoting the spectral radius of the square
matrix X), and by an immediate measure theory argument (follows the same steps as in the proof
of Proposition 3.3), we deduce
lim inf
n→∞ ‖Mn(A)‖∞  ‖σmax(κ)‖∞ (55)
and, for every  > 0 and q > 0 such that ‖ρ(κ)‖q∞ −  > 1, there exists rq() > 0 such that, at
least, [rq()n] singular values of Mqn (A), σ (n)j , j = 1, . . . , [rq()n], satisfy the following limit
inequality
lim inf
n→∞ σ
(n)
j  ‖ρ(κ)‖q∞ −  > 1. (56)
Therefore, the method is unstable. The latter analysis (included the one used in Proposition 3.3),
has been useful several times and hence, in Section 3.3.2, we provide specific tools that we will
use repeatedly. In Section 3.3.1, we consider a noteworthy consequence of Theorem 3.5.
3.3.1. The algebra generated by Toeplitz sequences
An interesting consequence of Theorem 3.5 is that every sequence generated by algebraic
operations on Toeplitz sequences has a canonical distribution described by the same algebraic
operations on the symbols. The next result generalizes to matrix-valued case those of
[72,75].
Theorem 3.6. For any (α, β) belonging to a finite setS, letf(α,β) be aL1 matrix-valued function.
Consider the sequence

t∑
α=1
qα∏
β=1
[Tn(f(α,β))]s(α,β)

 , s(α, β) ∈ {±1,+} (57)
where s(α, β) = + implies that {f(α,β)} is s.v. Then the resulting sequence is a block GLT sequence
and
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

t∑
α=1
qα∏
β=1
[Tn(f(α,β))]s(α,β)

 ∼σ

 t∑
α=1
qα∏
β=1
f
s(α,β)
(α,β) ,d

 .
Moreover if all the matrices are definitely Hermitian, then the symbol ∼σ can be replaced by ∼λ.
Proof. Every block Toeplitz sequence is a block GLT sequence: see Theorem 5.2 in [75] for
details in the scalar-valued case and follow the very same arguments for treating the present block
case. Therefore the desired result follows from Theorems 3.5 and 3.4 with  = d . 
3.3.2. Further tools for the analysis
We start with two preparatory lemmas.
Lemma 3.1. Let {An} ∼σ (f,K,µ) in the sense of (49) with q1 × q2 matrix-valued f and let
p = min{q1, q2}. Let α and β two real numbers with α < β and assume that µ{z ∈ K : σj (f ) =
α or σj (f ) = β} = 0 for every j = 1, . . . , p. Then
lim
n→∞
1
dn
#{σi(An) ∈ [α, β]} = 1
p
µ

 p⋃
j=1
{z ∈ K : σj (f ) ∈ [α, β]}

 (58)
with dn being the size of An.
Proof. Notice that (58) coincides with (49) when F is the characteristic function of the set [α, β].
The test function F is not continuous but can be  approximated in the L1 norm by contin-
uous functions with bounded support. Since the measures induced by the functions σj (f (z)),
j = 1, . . . , p, do not cumulate at α neither at β, we can make the limit as  tends to zero and the
proof is concluded (see also [95]). 
Lemma 3.2. Let f be a µ-measurable q1 × q2 matrix-valued function over K with µ(K) finite
and let p = min{q1, q2}. Consider j = 1, . . . , p and consider the setSj = {y ∈ R : µ{z ∈ K :
σj (f ) = y} > 0} is at most countable.
Proof. The proof is immediate by contradiction. Indeed ∞ > µ(K)  µ(⋃y∈Sj {z ∈ K :
σj (f ) = y}
) = ∞ where the latter holds since the sets {z ∈ K : σj (f ) = y} are pair-wise disjoint
and since the setSj is not countable. 
We notice that Lemma 3.2 implies that the assumptions of Lemma 3.1 are satisfied for almost
every choice of α and β with α < β.
Theorem 3.7. Let {An} ∼σ (f,K,µ) in the sense of (49) with q1 × q2 matrix-valued f and let
p = min{q1, q2}. Assume that ‖σmax(f )‖∞ > 1. Then the following facts hold:
Part 1. lim infn→∞ ‖An‖∞  ‖σmax(f )‖∞ > 1.
Part 2. For every  > 0 such that ‖κ‖∞ −  > 1, there exists r() > 0, such that, at least,
[rq()dn] singular values of An, σ (n)j , j = 1, . . . , [r()dn], satisfy the limit inequality
lim infn→∞ σ (n)j  ‖σmax(f )‖∞ −  > 1.
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Part 3. If for every j = 1, . . . , p we have µ{z ∈ K : σj (f ) = ‖σmax(f )‖∞ − } = 0, then
r() = 1
p
µ
(⋃p
j=1{z ∈ K : σj (f )  ‖σmax(f )‖∞ − }
)
.
Proof. Part 1 is a consequence of Part 2, and Part 2 follows from Lemmas 3.1 and 3.2. Part 3 is
written again in Lemma 3.1. 
Theorem 3.8. Let q  1 be an integer number, let {Aqn} ∼σ (f q,K,µ) in the sense of (49) with
p × p matrix-valued f . The following facts hold:
Part 1. Assume ‖ρ(f )‖∞ > 1 (with ρ(X) denoting the spectral radius of the square matrix X),
then lim infn→∞ ‖Aqn‖∞  ‖ρ(f )‖q∞ > 1.
Part 2. Assume ‖ρ(f )‖∞ > 1. Then, for every  > 0 such that ‖ρ(f )‖q∞ −  > 1, there exists
rq() > 0, such that,at least, [rq()dn] singular values ofAqn,σ (n)j , j = 1, . . . , [rq()dn],
satisfy the limit inequality lim infn→∞ σ (n)j  ‖ρ(f )‖q∞ −  > 1.
Part 3. Assume ‖ρ(f )‖∞ = 1. Assume that the spectral radius is attained simultaneously by
r eigenvalues (formally, there exist 1  i1 < i2 < · · · < ir  p such that the infimum
(up to zero measure sets) of ∑r−1l=1 |λil+1(f ) − λil (f )| + |1 − λ1(f )| is zero) and that
the geometric multiplicity is r ′ < r (defective eigenvalue, [32]). Then there exists c > 0
independent of q such that lim infn→∞ ‖Aqn‖∞  cqr−r ′ > 1 (for q large enough) and,
for every  > 0 such that cqr−r ′ −  > 1, there exists rq() > 0, such that, at least,
[rq()dn] singular values of Aqn, σ (n)j , j = 1, . . . , [rq()dn], satisfy the limit inequality
lim infn→∞ σ (n)j  cqr−r
′ −  > 1.
Proof. For every square matrix X we always have ‖X‖ = σmax(X)  ρ(X) and ρ(Xq) = ρq(X)
(since q is positive). Therefore, the assumptions imply that ‖σmax(f q)‖∞  ‖ρ(f q)‖∞ =
‖ρ(f )‖q∞. Consequently, Parts 1 and 2 follows from Parts 1 and 2 of Theorem 3.7, respectively,
since ‖ρ(f )‖∞ > 1. The third part is just a little bit more involved since, by the hypothesis, we
know that the spectral radius is attained by a defective eigenvalue. Therefore, by exploiting the
Jordan canonical form of f (see, e.g., [32]), we see that the maximal singular value (the spectral
norm) of f q grows asymptotically as qr−r ′ and the proof is completed by using again Parts 1 and
2 of Theorem 3.7. 
3.4. Problem 1: Variable coefficient von Neumann stability in the strong sense
As an example, we consider the homogeneous one-way scalar wave equation
ut + a(t, x)ux = 0, t > 0, x ∈ (0, 1) (59)
in one dimension with u(0, x) given and one-side Dirichlet boundary conditions.
3.4.1. The Lax–Wendroff method via GLT sequences
Consider the Lax–Wendroff method (see [54,84]) for the constant coefficient case (i.e.,
a(t, x) ≡ a). Then, setting k the step in time and h the step in space, denoting by v(q)m the
approximation of u(tq, xm), tq = qk, xm = mh, we have
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v
(q+1)
m = v(q)m − aλ2
(
v
(q)
m+1 − v(q)m−1
)+ (aλ)2
2
(
v
(q)
m+1 − 2v(q)m + v(q)m−1
)
, λ = k
h
.
Then by neglecting the one rank correction due to the space boundary conditions, the above
equations have a nice compact representation as
v(q+1) = Mnv(q), Mn = In − aλiˆTn(sin(s)) − (aλ)2Tn(1 − cos(s)),
v(q) = (v(q)j )j .
(60)
Therefore the matrix Mn defined in (60) can be written as Tn(f ) with f (s) = 1 − aλi sin(s) −
a2λ2(1 − cos(s)). This connection with the symbol is indeed the essence the Fourier Analysis.
In fact, with the usual notations for the Schatten p norm, we have (see [82])
‖Tn(f )‖p  n1/p‖f ‖p, ‖f ‖pp = 12
∫ 
−
|f (s)|p ds, p ∈ [1,∞), f ∈ Lp (61)
and
‖Tn(f )‖∞  ‖f ‖∞, ‖f ‖∞ = ess sup |f |, f ∈ L∞. (62)
Moreover, by Theorem 1.1, {Tn(f )} ∼σ (f,Q) and, from the above formula, it is easy to prove
that the inequalities in (61)–(62) are all asymptotically sharp for every f (see [74]) since, when
f belongs to the right space, we deduce
lim
n→∞‖Tn(f )‖∞ = ‖f ‖∞, f ∈ L
∞, (63)
lim
n→∞ n
−1/p‖Tn(f )‖p = ‖f ‖p, f ∈ Lp, p ∈ [1,∞). (64)
Now the stability of the Lax–Wendroff method amounts in proving that the sequence v(q) will
remain bounded as q tends to infinity for every initial choice v(0). Therefore, by the above inequali-
ties with p = ∞, we have that the latter is true if we prove that Mn = Tn(f ) is bounded in spectral
norm uniformly by 1 + O(1/n). Clearly the latter is equivalent to write that ‖f ‖∞  1 which is
fulfilled if and only if |aλ|  1.
Now, if we consider Eq. (59) in more generality by taking a non-constant, then the resulting
structures are no longer Toeplitz. More precisely, let a(t, x) be depending both on t and x. Then
the Lax–Wendroff method reads as follows:
v
(q+1)
m = v(q)m − a
(q)
m λ
2
(
v
(q)
m+1 − v(q)m−1
)
+ a
(q)
m λ
2
2
(
a
(q)
m+1/2v
(q)
m+1 −
(
a
(q)
m+1/2 + a(q)m−1/2
)
v
(q)
m + a(q)m−1/2v(q)m−1
)
,
with λ = k
h
and aj = a(q)j = a(qk, jh). If we assume Dirichlet boundary conditions in space,
then we infer
v(q+1) = Mn(a)v(q), Mn(a) = In − λiˆDn(a)Tn(sin(s)) − λ
2
2
Dn(a)An(a),
v(q) = (v(q)j )j ,
(65)
where, setting a(x) = a(q)(x) = a(qk, x), we have
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Dn(a) =


a1
a2
.
.
.
.
.
.
an


, (66)
and An(a) is as in (1). As anticipated the structure is no longer Toeplitz, but it is GLT since it is
a linear combination of products of basic LT matrices (every LT sequence is also a GLT sequence).
In fact, {I } ∼LT (1, 1), {Dn(a)} ∼LT (a(x), 1), {Tn(sin(s))} ∼LT (1, sin(s)), {An(a)} ∼LT (a(x),
2 − 2 cos(s)) and therefore, by Theorem 2.2, we have {Mn(a)} ∼GLT κ with κ(x, s) = 1 −
a(x)λi sin(s) − a2(x)λ2(1 − cos(s)). Hence, by Theorem 1.3, we obtain {Mn(a)} ∼σ (κ(x, s),
1 × Q). Moreover, by Theorem 3.7, the latter implies that
lim inf
n→∞ ‖Mn(a)‖∞  ‖κ‖∞ (67)
and, for every  > 0 and q > 0, there exists rq() > 0 such that, at least, [rq()n] singular values
of Mn(a), σ (n)j , j = 1, . . . , [rq()n], satisfy the formula
lim inf
n→∞ σ
(n)
j  ‖κ‖q∞ − . (68)
As a consequence, the condition ‖κ‖∞  1 is only necessary for the stability (see the celebrated
von Neumann criterium [37]): we should notice that the afore-mentioned condition implies again
|λa(x)|  1. (69)
If the time stepping k is taken constant and |a(x)| is large, then, in order to fulfill (69) it is
necessary to use a small space step (may be smaller than the desired accuracy would require). In
order to save computational time without violating (69), a natural possibility is to use a variable
space step. The idea is to take h = h(x) = ka(x) if a is positive: this satisfies with equality the
stability requirement dictated by (69) and minimizes the computational effort (i.e., the number of
spatial points in (0, 1)): we are assuming that the desired accuracy of the approximation is obtained
by using the variable stepsize. This is the conclusion to which we arrive when using the classical
Fourier analysis and by freezing the coefficients. However, the GLT analysis can tell something
more (and may be a bit different). With this choice we are in the case of a non-uniform gridding
and hence the used frozen symbol that is κ(x, s) = 1 − a(x)λi sin(s) − a2(x)λ2(1 − cos(s)) is
somehow wrong since it does not describe the asymptotic spectrum: compare (33) where the
correct spectral distribution function requires to identify the grid mapping φ (if any). Therefore we
have to find our mapping φ as in (33). Since hj = kaj = φ(xj+1) − φ(xj ), xj = jh equispaced
points, it follows that φ′(x) = λa(x) with φ(0) = 0 and φ(1) = 1 = λ ∫ 10 a(y) dy. With this
choice the GLT analysis tells us that {Mn(a)} ∼GLT κ˜ with
k˜(x, s)= 1 −
a
(∫ x
0 a(y) dy/
∫ 1
0 a(y) dy
)
a(x)
i sin(s)
−
a
(∫ x
0 a(y) dy/
∫ 1
0 a(y) dy
)
a2(x)
(1 − cos(s)),
which now would require
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a
(∫ x
0 a(y) dy/
∫ 1
0 a(y) dy
)
a(x)
 1,
which is not automatically satisfied by imposing (69): we recall that (69) is satisfied with equality.
3.4.2. The Crank–Nicolson method via GLT sequences
We consider now the Crank–Nicolson discretization of problem (48) withd = 1 andA1(t, x) =
A(x). The related block system is described by the coefficient matrix
Mn(A) =
(
I + λ
2
Hn ⊗ A
)−1 (
I − λ
2
Hn ⊗ A
)
,
where Hn = iˆTn(sin(s)) if the boundary conditions are Dirichlet in space and a rank 1 perturbation
of iˆTn(sin(s)) if a one-side Dirichlet boundary condition is imposed. Here the symbol is a p × p
matrix and is deduced by using a block version of Theorem 2.2 since the related matrix sequence is
given by the inverse of a block GLT sequence times a block GLT sequence (a block generalization
of Theorem 2.2 is immediate thanks to the results of Section 3.3 and is given in Theorem 3.5).
Therefore, we have
κ(x, s) = [I + iˆλA(x) sin(s)/2]−1[I − iˆλA(x) sin(s)/2].
Also in this case, by using Theorems 3.7 and 3.8, we find
lim inf
n→∞ ‖Mn(A)‖∞  ‖σmax(κ)‖∞‖ρ(κ)‖∞,
where, by direct inspection, the latter right-hand-side is always at least one and it equals one
if and only if A(x) has only real eigenvalues for every x. Moreover, for A(x) having non-real
eigenvalues, by Theorem 3.8, for every  > 0 and q > 0 such that ‖ρ(κ)‖q∞ −  > 1, there exists
rq() > 0 such that, at least, [rq()n] singular values ofMqn (A), σ (n)j , j = 1, . . . , [rq()n], satisfy
the limit relation
lim inf
n→∞ σ
(n)
j  ‖ρ(κ)‖q∞ −  > 1. (70)
Therefore, unless A(x) has only real spectrum, we observe exponential instability phenomena.
3.4.3. A variable coefficient von Neumann criterium for systems of PDEs
We finish this subsection by collecting the discussions related to the examples of the above
subsections and summarizing them in the following result (von Neumann condition), which is
derived for variable coefficient PDEs as an immediate consequence of Theorem 3.2 and of the
tools in Section 3.3.2. We state it for systems of PDEs as in (48), but the proof stands unchanged
for any time dependent hyperbolic or parabolic system of PDEs as long as the domain  ⊂ d
is Peano–Jordan measurable, the coefficients of the PDE are Riemann integrable, and the Finite
Difference gridding or the Finite Element triangulation can be asymptotically described by some
mapping of a uniform mesh (refer to Section 3.1).
Proposition 3.4. Let {An} be the reduced block GLT sequence representing a Finite Difference
or Finite Element approximation of (48) with any choice of the boundary conditions and with
p  1 at a fixed time. Assume that the weight functions are Riemann integrable (i.e., the matrices
Aj(t, x), j = 1, . . . , d, have Riemann integrable entries), let κ(x, s) be the related kernel and
 ⊂ d be its Peano–Jordan measurable domain. Then a necessary condition to the stability of
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{An} (i.e., by the Uniform Boundedness Theorem, {Aqn} uniformly bounded with 1  q  T/k
for a fixed T > 0 or ‖Aqn‖  1 + O(k) for large q independent of n and k) is that ‖ρ(κ)‖∞  1
and, if ‖ρ(κ)‖∞ = 1, then the eigenvalue for which the spectral radius is attained has to be
non-defective. Here ρ(κ) reduces to |κ| when κ is scalar-valued that is when considering (59)
((48) with p = 1).
Proof. For checking stability we have to consider Aqn. However, the symbol of {Aqn} is κq by
Theorem 3.5 and, by Theorem 3.4, we have {Aqn} ∼σ (κq(x, s),× Qd) in the sense of (49):
notice that, thanks to the Peano–Jordan measurability of, the choice of the boundary conditions
does not affect the kernel functionκ(x, s) as emphasized in Part 1 of Proposition 3.2. Consequently,
if the condition is violated, then we are in the assumptions of Theorem 3.8 and the proof is
concluded. Moreover, according to Theorem 3.8, instability occurs in a large subspace. 
In the above proposition, we have assumed t fixed time. In a time dependent problem, when
the functions Aj(t, x), j = 1, . . . , d, really depend on t, we cannot make this assumption. In that
case, for every fixed q, the stability amounts in checking a product (in the right order) of q terms
A
(1)
n , A
(2)
n , . . . , A
(q)
n , where the associated kernel functions slightly depend n. More precisely, by
considering the Crank–Nicolson method applied to the same problem as in Section 3.4.2 with
A1(t, x) = A(t, x), we deduce that {A(j)n } is informally associated to the symbol
κj (x, s) = [I + iˆλA(jk, x) sin(s)/2]−1[I − iˆλA(jk, x) sin(s)/2],
which, unfortunately, depend on k and therefore on n. However, if A(t, x) is smooth then, for
every fixed q (large as we want but independent of n), we find that every sequence {A(j)n },
j = 1, . . . , q, is a reduced block GLT sequence with respect to a unique symbol κ(x, s) = [I +
iˆλA(0, x) sin(s)/2]−1[I − iˆλA(0, x) sin(s)/2] and therefore Proposition 3.4 can still be applied
unchanged. The information that it provides in this case is also interesting: indeed if the criterium is
violated then, for n large enough, for large q, we observe an exponential or polynomial instability
already in a small time region close to the initial condition and therefore the method cannot be
globally stable, that is, when q becomes of the order of the inverse of the time step.
Question 3.3. A nice feature of the Fourier Analysis is that the symbol describes the eigenvalues
and, simultaneously, one has information on the related eigenvectors (the Fourier vectors, i.e.,
eigenvectors of any (multilevel) circulant matrix). In the GLT case a general analysis of the
eigenvectors is not available and it seems to be a quite difficult task especially in the non-normal
case (see, e.g., the very interesting paper by Chapman and Trefethen [89] and, in this connection,
refer to Remark 0.1). In this respect, since the classical Fourier vectors on equi-spaced nodes are
the eigenvectors of the circulant class and are close to those of Toeplitz matrices (at least in an
asymptotic sense), one may ask if some non-equi-spaced Fourier matrix (see [62] and references
therein) could represent (asymptotically) the eigenvectors of concrete interesting classes of GLT
sequences.
Question 3.4. If one is interested in a full Finite Element approximation (both in space and in
time), e.g., of Eq. (48), then the classical Fourier Analysis is quite difficult if the underlying
triangulation is not uniform and not Cartesian, while it is almost straightforward to identify the
corresponding GLT symbol. The subsequent step would be its use for deciding the stability of the
chosen Finite Element method (which often is for free thanks to energy conservation, see [37]) via
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GLT analysis. The contribution would be an interpretation of the above stability in a matrix sense,
which could be used for Finite Difference and Finite Volume schemes giving raise to the same
GLT symbol: this is very natural, see, e.g., items (a) and (b) in Section 3.1.3, where the P1 Finite
Element sequence on a grading triangulation and the 7 stencil Finite Difference sequence on a
uniform gridding, but with different PDE coefficients, are reduced GLT sequences with respect
to the same kernel and domain.
3.5. Problem 2: Stochastic analysis of iterative methods
It is well known that in a stationary iterative method, for the dn sized linear system Anx = b
with iteration matrix Pn, the kth error ek satisfies the rule ‖ek‖  ‖P ‖k · ‖e0‖ where ‖ · ‖ denotes
the Euclidean vector norm and the spectral norm in the matrix case. If Pn is also a normal matrix,
then ‖Pn‖ coincides with the spectral radius ρ(Pn) of Pn while in the generic case, due to the
norm equivalence in finite dimensional vector spaces, we have
lim
k→∞
[‖ek‖
‖e0‖
]1/k
= ρ(Pn).
However, in the normal case it is also a common practical observation that the reduction factor
ρ(Pn) can be a pessimistic bound (especially for k/n small) and consequently, in order to find
more realistic bounds, a statistical approach was proposed in [31]. Let e0 be a random vector and
let ak = E(‖ek‖2)E(‖e0‖2) be the average error reduction with E(X) denoting the expectation of a random
variable (r.v.) X.
Not surprisingly, while the worst case is driven by the spectral radius of Pn, the average case
is determined by the global behavior of the spectrum of Pn (depending also on the initial guess).
Therefore the GLT analysis (e.g., Theorems 3.1 and 3.2; Sections 3.1–3.3) can be used in this
case for providing a precise characterization of ak for large matrices.
The results are somehow surprising and indeed are confirmed by numerical tests: for instance,
under suitable assumptions on the random vector e0, methods, whose classical convergence rate is
badly depending on the size dn, are proven to have an average convergence rate independent of dn
for k  dn. Moreover, an interesting fact is that when we consider a class of methods depending on
a parameter (like the damped Jacobi, the Richardson, the SSOR, etc.), the optimal choice is in gen-
eral different from the corresponding optimal choice when minimizing the spectral radius. We give
some details. For every positive integer k, let us consider the Hermitian matrix B(k)n = [P kn ]HP kn .
Then by denoting with Q(k)n the unitary eigenvector matrix of B(k)n and with qi,k its ith column,
we have e0 = Q(k)n k = ∑dni=1 αi,kqi,k and ‖ek‖2 = eH0 [P kn ]HP kn e0 = ∑dni=1 |αi,k|2λ2i,k with λ2i,k,
i = 1, . . . , dn, denoting the real eigenvalues of the Hermitian matrix Bk . Then it follows
ak = E(‖ek‖
2)
E(‖e0‖2) =
∑n
i=1 E(‖αi,k‖2)λi,k∑n
i=1 E(‖αi,k‖2)
.
Under the assumption that E(‖αi,k‖2) are approximately equal with respect to i and for k large
enough, we deduce that ak is asymptotically given by
tr(B(k)n )
dn
,
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which is exactly the left-hand-side on (5) in the eigenvalue case with F(z) = z. Then if B(k)n
comes from as sequence {B(k)n } ∼rGLT κ over  with Riemann integrable weight functions, then
the above mean can be approximated by 1
m()(2)d
∫

∫
Qd
k(x, s). We recall that, by Sections 3.1–
3.3, it is the usual situation that {B(k)n } is a GLT sequence with known symbol, when dealing with
multi-dimensional variable coefficient differential problems.
In the case where Pn is a Hermitian matrix, we observe that B(k)n = P 2kn , Q(k)n = Q(0)n and
αk = α0, ∀k  0. We assume that the αi,0 are r.v. having the same distribution and therefore,
following [31], we have
ak = E(‖ek‖
2)
E(‖e0‖2) =
tr(B(k)n )
dn
= tr(P
2k
n )
dn
(71)
and bk = Var(‖ek‖2)Var(‖e0‖2) is equal to
Var(α)tr(P 2kn )+Cov(α,β)
[
tr2(P 2kn )−tr(P 4kn )
]
dnVar(α)+Cov(α,β)(d2n−dn) where Var(α) denotes the
variance of the αi,0, for i = 1, . . . , n and Cov(α, β) denotes Cov(αi,0, αj,0) for i /= j .
In the normal case all the same except thatB(k)n does not reduce toP 2kn . Therefore (71) coincides
with
ak = E(‖ek‖
2)
E(‖e0‖2) =
tr([P kn ]HP kn )
dn
= tr(B
(k)
n )
dn
(72)
and the variance ratio is given by bk = Var(α)tr([P
k
n ]HP kn )+Cov(α,β)
[
tr2([P kn ]HP kn )−tr([P 2kn ]HP 2kn )
]
nVar(α)+Cov(α,β)(n2−n) .
Then the important observation is that the average error reduction ak given in (71) for the
Hermitian case is exactly
λ(F, Pn), for F(y) = y2k, (73)
and therefore, if Pn is extracted from a sequence {Pn}, then the connection between the average
error reduction and the global spectral distributions is clearly stated in relation (73) and (5). In the
non-Hermitian, case we can recover the spectral behavior of B(k)n , for n large enough, in terms of
the one of Pn thanks to the a basic GLT analysis (for instance all the results in Section 3.2 are of
interest in this setting as well). Finally, notice that also the variance ratio bk can be studied in the
same manner and reduced to distribution results with easy test functions F .
3.5.1. A basic example and its generalization
Consider Tn(f ), f (s) = 2 − 2 cos(s), coming from the equation −u′′(x) = G(x) on (0, 1)
with Dirichlet boundary conditions and assume that a simple Richardson iteration with parameter
ω (which, in this case, coincides with the damped Jacobi method due to the Toeplitz-ness of the
matrix Tn(f )), i.e.,
x(k) = x(k−1) − ωAn(1)x(k−1) + ωb.
The iteration matrix is given by Pn(ω) = I − ωAn(1) and we have convergence if and only if
ω ∈ (0, 1/2] since the spectrum of Tn(f ) is contained in (0, 4). For ω = 1/2 we find the Jacobi
method while for ω = 1/4 we obtain a classical smoother for the multigrid iteration (see, e.g.,
[38]). The sequence {Pn(ω)} is still Toeplitz and symmetric (it is a real linear polynomial of
Tn(f )) and hence, by Theorem 1.1, we infer
{Pn(ω)} ∼λ (1 − ω(2 − 2 cos(s)),Q).
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Therefore, according to Eq. (71), we have
ak = ak(ω) = 1

∫ 
0
(1 − ω(2 − 2 cos(s)))2k ds[1 + O(n−1)].
Now, by taking into account the following relationships and the Wallis formula (see [1]), we have∫ 
0
cos2v(s/2) ds = 2
∫ /2
0
cos2v(s) ds =
∫ 
0
cos2v(s) ds = 
22v
(2v)!
(v!)2 ∼
√

v
.
Consequently, for ω = 1/2, 1/4 and k large, by exploiting the previous identities, we easily obtain
ak(1/2) = 1

∫ 
0
cos2k(s) ds[1 + O(n−1)] ∼ 1√
k
[1 + O(n−1)], (74)
ak(1/4) = 1

∫ 
0
cos4k(s/2) ds[1 + O(n−1)] ∼ 1√
2k
[1 + O(n−1)]. (75)
Notice that the classical bounds are given by
ρk(Pn(1/2)) = cosk
(

n + 1
)
≈ 1 − k
2
2(n + 1)2 ,
ρk(Pn(1/4)) = cos2k
(

2(n + 1)
)
≈ 1 − k
2
4(n + 1)2 .
(76)
Strangely enough, for every  > 0 and n large enough, ak(1/2), ak(1/4) are uniformly bounded
by 1+√
k
, 1+√
2k
, respectively, which are not depending on n, while
sup
n
ρk(Pn(1/4)) = sup
n
ρk(Pn(1/4)) = 1 (77)
for every k fixed with respect to n. In our case the reduction factors 1+√
k
, 1+√
2k
inform us that the
convergence rates deteriorate with k and in fact we have
lim
k→∞
(
1 + √
k
)1/k
= lim
k→∞
(
1 + √
2k
)1/k
= 1,
which is in accordance with (77) at least asymptotically with k. However, for k big enough but
independent of n, (77) tells us a dramatic deterioration if n is large while, for the statistical
approach, the average reduction factors displayed in (74) and (75) are independent of n.
Remark 3.2. We observe that ρk(Pn(1/2)) < ρk(Pn(1/4)) while, in average, the opposite rela-
tion holds since ak(1/2) > ak(1/4): the reason is that Pn(1/4) has a worse spectral radius but
it has small eigenvalues on a larger subspace (of high and middle frequencies) and this is the
motivation for which it is chosen in a multigrid context [38].
Remark 3.3. In the above analysis, if the matrix in (3) is replaced by its variable coefficient
version (1) or even by the convection–diffusion version (the matrix in (1) plus h times the
discretization of the first order term), then the corresponding damped Jacobi methods show
exactly the same distribution function as in the constant coefficient case. Indeed the corre-
sponding coefficient matrix sequence {An}, by (32), shows the kernel a(x)(2 − 2 cos(s)) and
its diagonal part {Dn} has a kernel given by 2a(x) (apply Proposition 3.2). Therefore, by
Theorem 2.2, the symbol of {Pn(ω)}, Pn(ω) = I − 2ωD−1n An (the damped Jacobi iteration
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matrix), is given by 1 − 2ωa(x)(2 − 2 cos(s))/2a(x) = 1 − ω(2 − 2 cos(s)) which is exactly
the same as in the constant coefficient case: therefore the very same conclusions as before can be
drawn for the class of damped Jacobi methods applied to the related convection–diffusion linear
systems.
Remark 3.4. We notice that the results in Section 3.2 are of interest here. In particular, Proposi-
tions 3.1 and 3.2 furnish the spectral distribution of several iteration matrices which can be used,
with the right test functions, in the stochastic approach.
Question 3.5. Finally we should critically discuss the results and, in particular, we should observe
that in practice the assumption that |αi,k|2, i = 1, . . . , dn, have all the same expectation is not
realistic in general and often, especially when the matrix is ill-conditioned, the numerical behavior
shows that the classical bounds are quite close to the reality. This leads of course to the question
weather it is possible to devise a kind of “stochastic preconditioning” that transforms the original
system in a new one (or, better, that provides an initial guess) such that the above assumption is
roughly speaking satisfied. The substantial problem is to find a procedure, which is efficient in
the ill-conditioned case.
3.6. Problem 3: Stability in average
There exist specific situations in which the stability of a numerical scheme for PDEs is governed
more by the global behavior of spectrum than by the spectral norm (in analogy with the case of
iterative methods sketched in Section 3.5). Then, in accordance with the discussion in Section 3.4,
the stability can be studied by looking at the left-hand-side of a Szegö like formula with a proper
choice of a test function F . Since the resulting matrix sequences are of GLT type (as shown in
Sections 3.1–3.3) and the kernel functions are easily determined, the GLT analysis can give the
right answer in the average case by evaluating some integral formulae. Moreover, we observe that
also the role of the initial vector (determined, e.g., by the initial condition in a time dependent
problem) has to be taken into account in the sense of Question 3.5.
3.7. Problem 4: Multigrid analysis
Let us consider the solution of Anx = b by using a multigrid method. For the description of
the method and the related convergence theory we refer to [38,90]. Here, we only notice that the
idea is based (1) on approximating the solution in a subspace where the original problem is well
conditioned (smoothing iteration), (2) in projecting the error system into one of much smaller
dimension Bky = c, Bk = [pkn]HAnpkn, [pkn]H projector where the projection has to be done in the
ill-conditioned subspace, (3) in solving (approximately) the projected system, and (4) in extending
the projected solution to the original size. The combination of steps (2)–(4) is the so-called coarse
grid correction and, in the projected system, the same idea is applied recursively: with only one
recursive call per level the method is known as V-cycle (for other cycles and variations, see [38,90]
and references therein). In essence, the method can be seen of a composition of possibly slow
or non-convergent methods, but having a kind of spectral complementarity for which the whole
iteration converges rapidly (see, e.g., [34,73] and references therein). The critical parameters
are the choice of the smoothers and (especially) the choice of the projection operators. The
smoothers are usually iterative or semi-iterative methods and therefore, if An comes from some
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local approximation of a differential problem, then its spectral behavior is asymptotically well
known or can be easily recovered (see Section 3.2 for the classical case and Section 3.5 for the
average case).
The basic structure for defining a projection operator is
(T kn )i,j =
1√
2
{
1 for i = 2j, j = 1, . . . , k,
0 otherwise. (78)
In dimension one, the projector pkn has size n × k, k roughly speaking one half of n, and is
defined as pkn = PnT kn with Pn = Tn(2 + 2 cos(s)) if An comes from a second order differential
problem. For d dimensional second order differential equations (on square regions), the projection
is constructed as pkn = PnUkn , where a classical choice is
Pn = Tn
(
d∏
i=1
[2 + 2 cos(si)]
)
(79)
and where the matrix Ukn is defined as T
k1
n1 ⊗ T k2n2 ⊗ · · · ⊗ T kdnd with nj ≈ 2kj with T kjnj is the
single-level matrix given in Eq. (78). In the general case where An ∈Mdn(C) is a member of
a reduced GLT sequence {An} with respect to a certain κA with domain  ⊂ d , we can allow
a more general Pn where {Pn}, Pn ∈Mdn(C), is also a reduced GLT sequence with respect to
κP and the same . In this case, due to dimension constraints, Ukn is conveniently modified and
replaced by U˜ kn = TnT knk of the right size dn × dk with {n} being the sequence of rectangular
identities coming from Definition 3.1 and identifying the set .
In this general framework, the following propositions hold true.
Proposition 3.5. Let {An} be a reduced GLT sequence with respect to the kernel function κ(x, s)
and to the Peano–Jordan measurable set  ⊂ d , with Riemann integrable weight functions.
Consider the sequence {Bk = [U˜ kn ]TAnU˜kn }, U˜ kn = TnT knk, with {n} being the sequence of
rectangular identities coming from Definition 3.1 and identifying the set . Then
{Bk} ∼rGLT newκ(x, s) (80)
with Riemann integrable weight functions and where
newκ(x, s) = 12d
∑
z∈Qd :zi=si/2 or zi=si/2+
κ(x, z). (81)
Therefore
{Bk} ∼σ (newκ(x, s),d × Qd)
and
{Bk} ∼λ (newκ(x, s),d × Qd),
whenever {An} is Hermitian at least definitely.
Proof. For diagonal sampling matrices as in (66) and n = 2k, we have [T kn ]TDn(a)T kn = Dk(a)
and for Toeplitz matrices it holds [T kn ]TTn(f )T kn = Tk(g) with g(s) = [f (s/2) + f (s/2 + )]/2
(see [3,73]). The same relation is true in d dimensions for the diagonal sampling matrix (only the
grid points with all even indices are selected). Concerning multilevel Toeplitz matrices, by [3,73],
we have [Ukn ]TTn(f )Ukn = Tk(g) with
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g(s) = 1
2d
∑
z∈Qd :zi=si/2 or zi=si/2+
1
2d
f (z).
Therefore, due to the linearity with respect to multilevel Locally Toeplitz matrices in the con-
struction of the GLT sequences, and taking into account the any multilevel Locally Toeplitz
sequence is constructed as a tensor product of diagonal and Toeplitz matrices, the desired results
follow when {An} is a GLT sequence. For the reduced case, it is enough to repeat the same
proof by taking into account that the sequence of rectangular identities {n} identifies the set
 in the sense that, by definition, it selects only the grid points in d which are also in .

Proposition 3.6. Let {An}, {Pn} be two reduced GLT sequences with respect to the kernel func-
tions κA(x, s), κP (x, s), respectively, and with respect to the same Peano–Jordan measurable set
 ⊂ d . Assume that the weight functions involved in the construction of κA(x, s) and κP (x, s)
are Riemann integrable. Consider the sequence {Bk = [pkn]HAnpkn = [U˜ kn ]TPHn AnPnU˜kn }, U˜ kn =
TnT
k
nk, with {n} being the sequence of rectangular identities coming from Definition 3.1 and
identifying the set . Then, setting newκ as in (81), we have
{Bk} ∼rGLT newκA|κP |2(x, s) (82)
with Riemann integrable weight functions. Therefore
{Bk} ∼σ
(
newκA|κP |2(x, s),d × Qd
)
and
{Bk} ∼λ
(
newκA|κP |2(x, s),d × Qd
)
whenever {An} is Hermitian at least definitely.
Proof. By the assumption we have {An} ∼rGLT κA(x, s) and {Pn} ∼rGLT κP (x, s) with respect
to the same  ⊂ d . Therefore, by construction, it follows that {PHn } ∼rGLT κP (x, s) and then,
by invoking Theorem 3.2, we have {PHn AnPn} ∼rGLT (κA(x, s)|κP |2)(x, s). The use of Propo-
sition 3.5 with {PHn AnPn} in place of {An} implies that {Bk} ∼rGLT newκA|κP |2(x, s). Since all
the involved sequences have Riemann integrable weight functions, again by Theorem 3.2 and
Proposition 3.5, we deduce that {An} has Riemann integrable weight functions. In conclusion,
both distribution results follow by Theorem 3.1, since the Hermitianity of An implies that of
PHn AnPn and finally of Bk . 
Following the recursive structure of the V-cycle algorithm, starting from a fixed An of size dn,
we can identify a finite sequence {Bn,i}[c log(dn)]i=0 : here c is a positive constant which decides to
minimal dimension to which we solve the projected system directly, Bn,0 = An, Bn,i of size dn,i ,
dn,0 = dn (usually dn,i ≈ dn/2di). Now fix i independent of n. Following Proposition and taking
into account (81), if we start from a reduced GLT sequence {An}, with respect to κ and  ⊂ d ,
and we use projectors Pn,i with {Pn,i} being reduced GLT sequences related to the same domain,
then we deduce {Bn,i} ∼rGLT κi with respect to 
κi+1(x, s) = newκi |κP,i |2(x, s), κ0 = κ.
By interpreting the smoothing condition and the approximation condition (see [64]) in terms
of symbols and by considering sequences coming from elliptic PDEs, we can give necessary
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conditions for the optimal convergence of the considered V-cycle (here optimal means with a
convergence rate independent of the size). Consider
ψ˜i(x, s) = κi+1(x, s)/κi(x, s), ψi(x, s) = ψ˜i(x, s)/‖ψ˜i‖∞. (83)
Then a necessary condition is that the sequence ψi is bounded from below uniformly with respect
to i and to (x, s) ∈ × Qd .
Proposition 3.7. Let {An}, An ∈Mdn(C), be a Finite Difference (or Finite Element) sequence
coming from an elliptic PDE on a Peano–Jordan measurable  ⊂ d . Assume that {An} is a
reduced GLT sequence with respect to  and with kernel κ(x, s) having Riemann integrable
weight functions. Consider the (finite) sequence of matrices {Bn,i}[c log(dn)]i=0 , c positive constant,
Bn,0 = An, Bn,i of size dn,i , dn,0 = dn (usually dn,i ≈ dn/2di), arising from the multigrid pro-
jections. Assume that, for fixed i, {Bn,i} is a reduced GLT with respect to κi(x, s), (according
to (81), κi+1(x, s) = newκi |κP,i |2(x, s)), κ0 = κ, with the same  and with Riemann integrable
weight functions. Assume that the function ψi exist and have limit ψ as i tends to infinity. Then a
necessary condition for the V-cycle to be optimally convergent on the sequence {An}, is that the
sequence ψi is bounded from below uniformly with respect to i and to (x, s) ∈ × Qd a.e. with
ψi defined as in (83).
Proof. Use the smoothing condition and the approximation condition (see [64]) in terms of
symbols as done in [3] in the constant coefficient case. 
We only remark that such a condition can be transformed into a sufficient one as long as the
spectrum of all the involved sequences belongs to the range of the associated symbol (see [3]).
Moreover, if {An} is not related to a differential problem but is still a reduced GLT sequence,
then, according to [3] where the constant coefficient case has been considered, the above prop-
osition stands provided that the functions ψi in (83) are modified in terms, informally speak-
ing, of a suitable translate of κi+1 (see [3] for a rigorous analysis in the constant coefficient
case).
3.7.1. Two-grid and k-grid iteration matrices
The conditions for convergence considered in the above propositions concern essentially the
approximation condition. The requirements for satisfying the smoothing condition are usually
much simpler and we do not discuss them. Here we would like to show that global two-grid
and k-grid iteration are still block GLT sequences. This can be already observed in [26, Section
2.1] where, starting from a DST I matrix sequence with generating function f, we find that the
two-grid iteration matrix sequence is still a block DST matrix sequence associated to a 2 × 2
symbol. Indeed, by generalizing an observation by Thomas Huckle [46] in the more involved
Toeplitz context, in general, if we start from a block GLT sequence with c × c kernel and x
variable belonging to a Peano–Jordan measurable  ⊂ d , then the two-grid iteration (obtained
by assuming that at the lower level the solution is made by exact inversion) is an element of a
matrix-sequence that still lives in the block GLT class with c2d × c2d -valued kernel defined on
the same domain × Qd . Furthermore, by repeating the same arguments, the k-grid iteration
sequence will be again a reduced block GLT sequence with c2d(k−1) × c2d(k−1)-valued kernel
defined on the very same × Qd . The exact expression of these new kernels can be directly
identified. For instance, if d = 2 and κS(x, s) is the symbol associated to the smoother, a direct
inspection shows that the two-grid GLT kernel is
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κtwogrid(x, s)=
[
I −v(κP (x, s))new−1κA|κP |2(x, 2s)v
H(κP (x, s))D(κA(x, s))
]
D(κS(x, s)),
where, setting s′j = sj + , j = 1, 2, we have
v(κ(x, s)) =


κ(x, (s1, s2))
−κ(x, (s1, s′2))
κ(x, (s′1, s2))−κ(x, (s′1, s′2))

 , d(κ(x, s)) =


κ(x, (s1, s2))
κ(x, (s1, s
′
2))
κ(x, (s′1, s2))
κ(x, (s′1, s′2))

 ,
D(κ(x, s)) = diag(d(κ(x, s))).
We should observe that this kernel is rank 3 matrix (irrespectively of x and s) and therefore
predicts dn/3 zero eigenvalues which are really present, thanks to the exact inversion in the
lower dimensional space (see, e.g., [99] and, especially, the very clear analysis given by Anne
Greenbaum, a multigrid non-specialist, in [34]). The whole matrix is symmetrizable, has the
same inertia as d(κS(x, s)), and, since the coarse-grid correction kernel is similar to a sym-
metric projector, it follows that the spectral radius of the whole two-grid kernel is bounded
by the spectral radius of d(κS(x, s)) which in turn equals |κS(x, s)| whose infinity norm is
generally 1 (if we start from a PDE problem). In conclusion, as already observed when deal-
ing with the approximation condition, to get a real improvement, we have to choose κP (x, s)
carefully. In fact, the same conditions as in the pure Toeplitz case are determined concerning
the location of the zeros of κP (x, s) in the so-called mirror points (see [3] and references
therein).
3.8. Problem 5: Preconditioning
Consider a linear system Anx = b with An ∈Mdn(C). If An is ill-conditioned, then standard
iterative and semi-iterative methods usually show a slow rate of convergence and therefore a
popular remedy is to use preconditioning and to switch to the equivalent system B−1n Anx = c,
c = B−1n b. An obvious request is that a system with Bn has to be easy to invert (for instance
with complexity bounded by the matrix vector product with matrix An and a generic vector).
The other request is that the number of required iterations to reach the solution within a fixed
accuracy is reduced: the (preconditioned) method is optimal if this number of iteration is bounded
by a constant independent of the size dn of the problem at hand. Now, as an example, we will
consider only the preconditioned conjugate gradient method for normal equations (CGN) whose
convergence speed is decided by the localization and distribution of the singular values. Here are
some useful definitions.
Definition 3.3. Let {An} be a sequences of matrices of increasing size dn. We say that {An} is
spectrally positive and bounded if all the singular values of An belong to a positive interval [α, β]
independent of n with 0 < α  β < ∞. {An}n is positive and is essentially bounded if and only
if there is, at most, a constant number q of outliers (not belonging to [α, β]), q independent of n,
and they are all bigger than β.
Definition 3.4. Let {An} be a sequences of matrices of increasing size dn. We say that {An} is
properly (or strongly) clustered at 1 if, for every  > 0, the number of the singular values of An
not belonging to (1 − , 1 + ) can be bounded by a pure constant q possibly depending on 
but not on n.
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In the cases covered by Definition 3.3, the preconditioned CGN is optimally convergent (num-
ber of required steps independent of n and possibly depending on the required accuracy, see, e.g.,
[6]). If also the strong clustering holds, then the constant number of iterations is reduced and we
observe a superlinear convergence history (see, e.g., [6]). The following proposition, based on
the GLT approach, gives necessary conditions for optimality.
Proposition 3.8. Let {An} and {Bn} be two reduced GLT sequences with respect to a Peano–
Jordan measurable  ⊂ d and with kernel functions κA(x, s) and κB(x, s), respectively, with
Riemann integrable weight functions. Assume that κB(x, s) is s.v. and that Bn is invertible, at
least definitely, and consider the (preconditioned) sequence {Pn = B−1n An} or {Pn = AnB−1n }.
Then the following fact are true:
Part 1. A necessary condition for the sequence {Pn} to have positive and essentially bounded
spectrum is that κA/κB is bounded and far away from zero a.e.
Part 2. A necessary condition for the sequence {Pn} to be clustered at 1 is that |κB/κA| = 1 a.e.
Proof. Combine Definitions 3.3–3.4, Theorem 3.2, and Lemmas 3.1 and 3.2. 
Indeed, the necessary condition in Part 1 tells us the range of |κA/κB | is contained in a positive
interval [α, β] with 0 < α  β < ∞ and that {Pn} ∼σ (κA(x, s)/κB(x, s),× Qd) (by Theo-
rem 3.2). Therefore, by Lemmas 3.1 and 3.2, the relation {Pn} ∼σ (κA(x, s)/κB(x, s),× Qd),
implies that [α, β] is a weak cluster for the singular values of the sequence {Pn}: that is, ∀ > 0,
the cardinality cn() of the singular values of Pn which do not belong to (α − , β + ) is such
that cn() = o(dn) as n tends to infinity. Along the same lines, by Lemmas 3.1 and 3.2, we see
that {Pn} ∼σ (1,× Qd) that is 1 is a weak cluster for the singular values of the sequence {Pn}
which, by definition, means the following: ∀ > 0, the cardinality cn() of the singular values of
Pn which do not belong to (1 − , 1 + ) is such that cn() = o(dn) as n tends to infinity.
3.8.1. Positive and negative results on preconditioning
Now we critically discuss the results in Proposition 3.8, by showing that the necessary criteria
cannot be turned into sufficient in general. Moreover we also discuss positive and negative results
that are connected with the Fourier Analysis and its generalized version via GLT sequences.
Consider the model problem{
La,pu ≡ −∇[a(x)∇u(x)] + p(x)∇u(x) = G(x), x ∈ ,
Dirichlet BC, (84)
with being a rectangle of R2, a(x) being uniformly positive and smooth, and with p(x) denoting
the Reynolds function which is also assumed to be smooth. The related centered Finite Difference
discretization is denoted by An.
We consider three type of test preconditioning:
(a) two-level Toeplitz plus diagonal: Bn = DnTnDn where Tn is the Toeplitz structure obtained
when a ≡ 1 and p ≡ 0 and where D2n is the diagonal part of An (see [8] for details);
(b) two-level optimal circulant: Bn = Cn the two-level circulant minimizing the Frobenius dis-
tance (Schatten 2 norm) from An (see [21] for details);
(c) two-level circulant plus diagonal: Bn = DnCnDn.
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In cases (a) and (c), by Theorem 3.2, we deduce that both preconditioning sequences {Bn}
are GLT sequences with respect to κA = κB = a(x)(4 − 2 cos(s1) − 2 cos(s2)) which coincides
with the GLT symbol of {An}. Therefore, by Proposition 3.8, we infer that {Pn = B−1n An} is
distributed as the function 1 and therefore we can deduce only a weak clustering. In case (b),
again by elementary GLT analysis, we know that kA = a(x)(4 − 2 cos(s1) − 2 cos(s2)) and kB =
4 − 2 cos(s1) − 2 cos(s2) so that, by Proposition 3.8, we infer that the range of a(x) = κA/κB is a
weak cluster for {Pn = B−1n An} (since a is positive and smooth, this range is a positive bounded
interval).
However, both in cases (b) and (c), the statements on the weak clusters cannot be transformed
in statements on strong clusters (as required in Definitions 3.3–3.4). More precisely, we have
1. the spectral positivity and boundedness is violated;
2. the spectral positivity and essential boundedness is violated;
3. the strong clustering does not hold.
The above example it is quite interesting because the three negative results stated above are not
specific of the two-level optimal circulant preconditioner, but are simply related to the fact that
the chosen preconditioner is a two-level circulant. The motivation is contained in the following
statements:
1. if an operator with Dirichlet boundary conditions is preconditioned by (asymptotically) the
same operator with periodic boundary conditions, then the spectral equivalence is impossible,
i.e., the spectral positivity and boundedness of the preconditioned sequence will be violated
(see [56]);
2. a two-level Toeplitz matrix (generated by a non-negative polynomial symbol with zeros) cannot
be preconditioned by any two-level circulant sequence, by obtaining spectral positivity and
essential boundedness of the preconditioned sequence (see [59]);
3. a two-level Toeplitz matrix (generated by a polynomial symbol with zeros) cannot be precon-
ditioned by any two-level circulant sequence, by obtaining spectral strong clustering of the
preconditioned sequence (see [83] and references therein).
Nevertheless, we have to acknowledge that the strategy (b) induces a certain improvement
with respect to the original sequence: more in detail, the conditioning moves from the one of An
which is asymptotical to N(n) = n1n2 to cn with cn asymptotical to √N(n) and, in addition, we
observe weak clustering around the range of a(x) which is positive and bounded.
Concerning the preconditioned sequence in (a) it has been proven that, when considering
the symmetrical preconditioning, there is both spectral equivalence and strong clustering (see
[7,8,68,70,79]) for eigenvalues and singular values (with the number and the magnitude of
the outliers showing a mild dependency on the size of ‖p‖∞). The proof techniques include
matrix-valued linear positive operators and local domain analysis which can be described as the
natural Finite Difference counterpart of the Element-by-Element analysis (see, e.g., [2]) in the
Finite Element case. We observe that both these tools could be employed for giving sufficient
conditions in the context of the stability considered in Section 3.4, when also the boundary
condition information is included.
Finally, we would like to mention the semi-circulant approach for first order operators (see, e.g.,
[41]). In that case, the circulant structure is used only partially. The idea is to maintain the (variable
coefficient) structure in one level and to average in a circulant way in the other. We observe that
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this approach circumvents all the above mentioned negative results (that is [56,59,83]) and indeed
it has been proven that the spectral positivity and boundedness is obtained for the corresponding
preconditioned sequences.
3.9. Problem 6: Space variant image deblurring
Consider the classical de-blurring problem of noisy and blurred images (see, e.g., [9]) with a
general point spread functions (PSFs). The mathematical model of the continuous image blurring
and noising is described by the following integral equation:
g˜(x, y) =
∫
R2
h˜(x, θ, y, ξ)o˜b(θ, ξ) dθ dξ + ν˜(x, y), (x, y) ∈ 2,
related to a Fredholm operator. Here o˜b is the (true) input object, h˜ is the integral kernel of the
operator (the continuous PSF), ν˜ is the noise which arises in the process, and g˜ is the observed
image. Given the blurred and noisy image g˜, the image restoration problem is to recover a suitable
approximation of the input object o˜b. The previous equation is discretized by rectangle formulae
over a uniform grid with step-size H (not very accurate discretization schemes are required since
the object o˜b is in general only piecewise regular). As a consequence, we obtain a system whose
ith equation is given by
g(i) =
∑
j∈Z2
ob(j)hi,j + ν(i), i ∈ Z2, (85)
where the mask (hi,j )i,j∈Z2 ,usually locally supported or numerically locally supported, represents
the (discrete) blurring operator (the discrete PSF), and, for t ∈ Z2, ν(t) is the noise contribution
and g(t) is the blurred and noisy observed object. Here g(i) = g˜(H(i − 1)), hi,j = h˜(H(i −
1),H(j − 1)), ν(i) = ν˜(H(i − 1)) and ob(i) represents an approximation of o˜b(H(i − 1)), for
i, j ∈ Z2. Usually, the function h˜ is not generic but it can be assumed space invariant or smoothly
variant (i.e., locally spatially invariant). In the first case the quantity hi,j simply become hi−j
and the underlying matrix structure is of (two-level) Toeplitz type. In the second case we again
obtain a GLT structure if we restrict (85) to a uniform gridding on 2. If one divides 2 in m2
non-overlapping (or weakly overlapping) squares of equal size, m large enough but independent
of n, if h˜ is smooth and if one takes in every square a space invariant approximation of h˜ (simply
freezing the coefficients), then the resulting discrete structure is piece-wise two-level Toeplitz.
This fact can be used for proving the GLT nature of the related sequences. However, here we
want to emphasize a practical aspect since this procedure can be employed for obtaining a fast
(approximate) matrix–vector product in O(N(n) log(N(n))) operations by using standard FFTs
(in this respect, see also [58]). However, another important point is still not well understood and
this leads to the next question.
Question 3.6. In the space invariant case, the classical Fourier Analysis gives information on the
asymptotic discrete ill-posedness of the related sequences by identifying the subspace associated
to the extremely small eigen and singular values. In practical applications, this subspace has
a wide intersection with the subspace where most of the noise is located. In terms of sym-
bols, the latter means that the symbol vanishes or is very small in a wide area close to any
(s1, s2) with |s1| = |s2| =  and it is positive at (0, 0), which is the complementary situation
with respect to differential operators: this observation is not surprising since integral opera-
228 S. Serra-Capizzano / Linear Algebra and its Applications 419 (2006) 180–233
tors can be seen as inverses of differential operators. The eigen and singular value asymptotic
information is also available in the variable coefficient case, but more work has to be done
for understanding the eigenvector structure in order to have a precious information to be used
in devising effective regularizing methods [25] for large systems as in (85) (see also Question
3.3).
3.10. Problem 7: Approximate displacement rank
Let J be the transpose of the Jordan block of size n that is Tn exp(iˆs). Then it is well known that
every Toeplitz matrix Tn satisfies the displacement equation, i.e., TnJ − JTn = C with C special
matrix having rank bounded by 2. This displacement rank (see, e.g., [39,51]) relation leads to the
celebrated and beautiful Gohberg–Semencul formula for expressing, in a computationally attrac-
tive way, the inverse of a Toeplitz matrix. In general, if a class of matrices satisfies a displacement
equation with low rank right-hand-side C, then for this class of matrices fast inversion formulas
can be obtained [39,51].
Now take a LT sequence {An} with smooth weight function a(x). Is it true that AnJ − JAn has
small rank at least asymptotically? Then answer is in the negative as it can be easily checked by
considering {Dn(a)} ∼LT (a(x), 1), with Dn(a) as in (66), and {An(a)} ∼LT (1, 2 − 2 cos(s)),
with An(a) as in (1). However the -rank of AnJ − JAn is small in both cases. For instance
if one assumes continuity of a(x), then AnJ − JAn can be written as a matrix having spectral
norm bounded by ωa(h) in the case of the diagonal example and can be written as a term having
spectral norm bounded by 4ωa(h) plus a term having rank 2 in the other case (and with ωa being
the modulus of continuity of a [47]).
Therefore the question is about the generalizations of the inverse formulas in the case of dense
LT sequences with smooth weight functions and without substantial rank corrections (as those
coming from a Gaussian blur in signal processing which have to be inverted after Tikhonov
like regularization [9,25]). This question, raised by Tilli in [85], has found a partial answer in
a work by Bini and Meini [12], where the notion of approximate displacement rank has been
introduced (see also [14]), but without explicitly exploiting the LT structure of the underlying
sequences.
3.11. Connections with the infinite dimensional setting
We finish the section by making a further comment and by presenting further questions which
are probably of pure theoretical interest. The remark concerns the fact that the structure of the
definition of GLT sequences needs as building block the notion of Toeplitz generated by a symbol
and we have observed that there is no difference depending on the nature of the symbol in
the deduced results: the symbol can be in one variable or in many variables, it can be scalar-
valued or (rectangular) matrix-valued. Therefore one may ask weather it is of interest building
a GLT theory where the symbols of the Toeplitz structures are, e.g., operator-valued. The sec-
ond question concerns the link of the general spectral results for approximations of PDEs with
the spectrum of the continuous operators. It is clear that we have some technical difficulty in
generalizing a formula as (5) in the case of the continuous operator (which may have an infinite
countable unbounded spectrum): for instance, to give a meaning to left-hand-side of (5) we
should have something for replacing dn; moreover, since F has bounded support and in the
important case of continuous operators having a discrete spectrum with ∞ as unique accumula-
tion point (see, e.g., the classical differential operators considered in [49]), the summation will
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contain only a finite number of terms. A possibility can be as follows: fix t positive value and
consider
1
#{λn : |λn| < t}
∑
|λn|<t
F (λn/t) (86)
or, for second order operators,
1
td/2
∑
λn<t
F (λn/t), (87)
since #{λn : |λn| < t} = #{λn : λn < t} ∼ td/2, where F is a usual test function and the λns are
the eigenvalues of the considered PDE with the right boundary conditions. The latter are both
potential analogs of (5) and then the next step is to understand how the above quantity behaves as
t tends to infinity: in this direction, see the generalizations of Weyl’s formula in [27–29,36,17,65],
the beautiful question by Kac [49] (where, at page 4 setting λ = t/v, v constant in (0, 1], (86)
occurs with F being vF0(v·) with F0(·) being the characteristic function of [0, 1]), the beautiful
answer 25 years later in [33], and the discussion in [42] and in Question 3.1.
4. Conclusions
In this paper, we have proved that the GLT class behaves as an algebra in the space of the s.u.
sequences, we have extended the notion to the block case and to the reduced case in order to cover
properly the case of discretization of systems of PDEs on non-rectangular regions. Moreover, we
have shown that the kernel functions associated to (block, reduced) GLT sequences describe the
asymptotic spectrum and, as a case study, we have considered several Finite Difference and Finite
Element approximations of variable coefficient differential problems.
Then we have indicated seven problems and we have discussed possible solutions, partial
answers, and open questions. The unifying aspect in the considered problems (ranging from
stability of numerical methods for PDEs to convergence issues both classical and stochastic of
iterative solvers) is that the GLT analysis can be viewed as a variable coefficient generalization
of the well-known Fourier Analysis for constant coefficient operators. Concerning more specific
results, we stress that Propositions 3.3, 3.4, 3.7, and 3.8 are all “in the negative” since they contain
only necessary conditions (for convergence, stability, etc.). However we should refrain to use these
criteria as sufficient conditions in analogy with the classical Fourier Analysis: quoting Widlund
[94] “… the use of the von Neumann stability analysis provides a great deal of insight, although
it also can lead to incorrect conclusions. Similarly, Achi Brandt has long advocated the use of a
non-rigorous local mode analysis for multigrid problems. These techniques often are most useful
in sorting out methods worth further study and numerical experimentation”. Therefore, to become
more effective and attractive, these tools should be accompanied by sufficient conditions. This
can be achieved by exploiting properties and tools such as monotonicity, dyadic or low-rank
decompositions, etc., for specific class of problems, where additional information is available. In
the most general setting, such positive results are impossible to obtain due to the very definition
of the GLT class where, for instance, the rank corrections are assumed to be of “small relative
rank”: this means in practice that a correction term of rank dn/ log(dn) is allowed, dn being the
global size of the matrix. Clearly, under these general conditions, we can have a large number
(still negligible if compared to dn) of outliers outside of the range of the symbol and therefore it is
transparent that we cannot claim in general more than necessary conditions (for stability, optimal
V-cycle or PCG convergence, etc.) However, the case of the preconditioning results (see, e.g.,
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[22]) and of the multigrid results in (see, e.g., [90]), show that these conditions can be transformed
into sufficient ones, if more information is used.
Of course, a lot still has to be done in order to understand wether the proposed GLT approach
gives substantially more information than the classical Fourier Analysis in the variable coefficient
case. The latter seems to be definitely true when considering the analysis of iterative methods
for PDEs (compare the weak assumptions and the general results in Section 3.2 and the specific
assumptions and the results in [23]), but in other cases of remarkable applicative and mathematical
interest, as the stability of numerical methods for PDEs, this issue has to be investigated more
deeply.
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