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Abstract—We extend standard Markovian open quantum sys-
tems (quantum channels) by allowing for Hamiltonian controls
and elucidate their geometry in terms of Lie semigroups. For
standard dissipative interactions with the environment and dif-
ferent coherent controls, we particularly specify the tangent
cones (Lie wedges) of the respective Lie semigroups of quantum
channels. These cones are the counterpart of the infinitesimal
generator of a single one-parameter semigroup. They comprise
all directions the underlying open quantum system can be
steered to and thus give insight into the geometry of controlled
open quantum dynamics. Such a differential characterisation is
highly valuable for approximating reachable sets of given initial
quantum states in a plethora of experimental implementations.
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I. INTRODUCTION
Extending quantum channels by allowing for Hamiltonian
control turns them into interesting and important examples of
geometric control of open systems. While for closed systems,
the theory of Lie groups provides a rich structure to address
questions of reachability, accessibility, and controllability [1],
already simple open quantum systems come with the intricate
geometry of Lie semigroups [2, 3]. For instance, in most
closed systems the reachable set to an initial state ρ0 simply
is the orbit OG(ρ0) := {Gρ0G−1 |G ∈ G} of a unitary
subgroup G whose Lie algebra can be identified easily via Lie
closure, while in open systems reachable sets are much more
difficult to determine explicitly. Thus in view of controlling
open quantum dynamics, in [4] we systematically related the
framework of completely positive semigroups [5–11], which
is well established in quantum physics, with the more recent
mathematical theory of Lie semigroups. An early example
confined to single-qubit systems can be found in [12].
More precisely, for exploiting the power of systems and con-
trol theory in open quantum dynamics, the system parameters
have to be characterised first, e.g., by input-output relations
in the sense of quantum process tomography. The decision
problem whether the dynamics of the quantum system thus
2specified is Markovian to good approximation has recently
been analysed [13, 14]. Moreover (time-dependent) Markovian
quantum channels were elucidated from the viewpoint of
divisibility [13] thus paving the way to Lie semigroups [4].
Following up, this work sets out to determine the geometry of
quantum channel semigroups in terms of their tangent cones
(Lie wedges) for a number of coherently controlled standard
unital channels in a unified frame in line with [15].
For the first time, here we explicitly parameterize the set of
all possible directions an open quantum system under coherent
controls may take — its Lie wedge. Thereby, we heavily
exploit the fact that the set of all reachable quantum maps
governed by a controlled Markovian master equation consti-
tutes a Lie semigroup [4]. Previous characterizations of reach-
able sets for unital open quantum systems by majorization
techniques, e.g., [16], become increasingly inaccurate once
full controllability of the Hamiltonian part (condition (H) vide
infra) is violated, which for growing number of qubits happens
in all experimentally realistic settings. In contrast, the Lie-
semigroup tools presented here do not require condition (H)
and carry over to multi-qubit systems without the draw-back
of increasing inaccuracy.
II. THEORY AND BACKGROUND
We start out by recalling some basic notions and notations
of Lie subsemigroups [2] and their application for character-
ising reachable sets of quantum control systems modelled by
Lindblad-Kossakowski master equations [4].
A. Lie Semigroups
To begin with, let G be a matrix Lie group, i.e. a
group which is (isomorphic to) a path-connected subgroup
of GL(n,R ) or GL(n,C ) for some n ∈ N, and let g be
its corresponding matrix Lie algebra. Thus g is (isomorphic
to) a Lie subalgebra of gl(n,R ) or gl(n,C ). Then a subset
S ⊂ G which is closed under the group operation in the sense
S · S ⊆ S and which contains the identity 1l is said to be a
subsemigroup of G. The largest subgroup within S is written
E(S) := S ∩ S−1.
Furthermore, a closed convex cone w ⊂ g is called a wedge.
The largest linear subspace of w is denoted E(w) := w∩(−w)
and it is termed the edge of the wedge w. Now, w ⊆ g is a
Lie wedge of g if it is invariant under the adjoint action of the
subgroup generated by the edge E(w), i.e. if it satisfies
eAw e−A = w (1)
(or equivalently eadA(w) = w) for all A ∈ E(w). Note that
the edge of a Lie wedge always forms a Lie subalgebra of g.
Moreover, for any closed subsemigroup S of G we define
its tangent cone L(S) at the identity 1l by
L(S) := {A ∈ g | exp(tA) ∈ S for all t ≥ 0} . (2)
Then one can show that L(S) is a Lie wedge of g satisfying
the identity E
(
L(S)
)
= L
(
E(S)
)
. Yet, the ‘local-to-global’
correspondence between Lie wedges and closed connected
subsemigroups is much more subtle than the correspondence
between Lie (sub)algebras and Lie (sub)groups: for instance,
several connected subsemigroups may share the same Lie
wedge w in the sense that L(S) = L(S′) for S 6= S′,
or conversely there may be Lie wedges w which do not
correspond to any subsemigroup, i.e. w = L(S) fails for all
subsemigroups S ⊂ G.
Therefore, one introduces the important notion of a Lie
subsemigroup S which is characterised by the equality
S = 〈expL(S)〉S , (3)
where the closure is taken in G and 〈expL(S)〉S denotes
the subsemigroup generated by expL(S), i.e. 〈expL(S)〉S :=
{eA1 · · · eAn |n ∈ N, A1, . . . , An ∈ L(S)}. Moreover, a
Lie wedge w is said to be global in G, if there is a Lie
subsemigroup S ⊂ G such that
L(S) = w . (4)
Thus, one has the identity S = 〈expw〉S .
Whenever a Lie wedge w ⊂ g specialises to be compatible
with the Baker-Campbell-Hausdorff (BCH) multiplication
A ⋆ B := A+B + 12 [A,B] + · · · = log(e
AeB) ∀A,B ∈ w
(5)
defined via the BCH series, it is termed Lie semialgebra. For
this to be the case, there has to be an open BCH neighbourhood
B ⊂ g of the origin in g such that (w ∩ B) ⋆ (w ∩ B) ⊆ w.
An equivalent definition for being a Lie semialgebra is given
by the tangential condition
[A, TAw] ⊂ TAw for all A ∈ w , (6)
where TAw denotes the tangent space of w at A defined by
TAw :=
(
A⊥ ∩w∗
)⊥
. (7)
Here A⊥ denotes the orthogonal complement of A and
w∗ := {A ∈ g | 〈A,B〉 ≥ 0 for all B ∈ w} the dual
wedge—both taken with respect to the standard trace inner
product. The conceptual importance of Lie semialgebras roots
in the fact that—in Lie semialgebras—the exponential map
of a zero-neighbourhood in L(S) yields a 1l-neighbourhood
in S. In contrast, as soon as w is merely a Lie wedge that
fails to carry the stronger structure of a Lie semialgebra,
there will be elements in S that are arbitrary close to the
identity without belonging to any one-parameter semigroup
completely contained in S. For more details and a variety
of illustrative examples, we recommend [2] and [17], where
the respective introduction does provide a lucid overview of
the entire subject. The connection between Lie semialgebras
and time-independent Markovian quantum channels has been
worked out in detail in [4].
With these stipulations, the frame is set to describe the
time evolution of Markovian (i.e., memory-less) open quantum
systems in the differential geometric picture of Lie wedges.
B. Markovian Quantum Dynamics and Quantum Channels
Markovian quantum dynamics is conveniently described by
a linear autonomous differential equation
X˙(t) = −LX(t) , (8)
3where X(t) usually denotes the state of a quantum system
represented by its density operator ρ(t), i.e. ρ(t) = ρ(t)†,
ρ(t) ≥ 0, and tr ρ(t) = 1. Here and henceforth, (·)† denotes
the adjoint (complex-conjugate transpose). For ensuring com-
plete positivity, L has to be of Lindblad form [10], i.e.
L(ρ) = i adH(ρ) + ΓL(ρ) , (9)
with adHj (ρ) := [Hj , ρ] and
ΓL(ρ) :=
1
2
∑
k
V
†
k Vkρ+ ρV
†
k Vk − 2VkρV
†
k , (10)
Here, the Hamiltonian H is assumed to be a Hermitian N ×N
matrix while the Lindblad generators {Vk} may be arbitrary
N ×N matrices. The resulting equation of motion (8) acts on
the vector space of all Hermitian operators, her(N), and more
precisely, leaves the set of all density operators pos1(N) :={
ρ ∈ her(N) | ρ = ρ†, ρ ≥ 0, tr ρ = 1
}
invariant.
In [4] it was shown that the set of all Lindblad generators
{−L} has an interpretation as a particular Lie wedge. To see
this, consider the group lift of (8), i.e. now X(t) denotes an
element in the general linear group GL(her(N)). Moreover,
define the set of all completely positive (cp), trace-preserving
invertible linear operators acting on her(N) as Pcp, i.e.
Pcp := {T ∈ GL(her(N)) |T is cp and trace-preserving}
and let Pcp0 denote its connected component of the identity.
Then, Pcp is exactly the set of so-called invertible quantum
channels. A quantum channel T is said to be time independent
Markovian or briefly Markovian, if it is a solution of (8). Thus
T = e−tL for some fixed Lindblad generators L and some
t ≥ 0. Furthermore, T is time dependent Markovian if it is
a solution of (8), where now L = L(t) may vary in time
(for terminology see also [13, 14]). Finally, we will denote
the set of all time independent Markovian and time depen-
dent Markovian quantum channels by MQC and TMQC,
respectively. Then, with regard to the work by Lindblad [10]
and Kossakowski [9], one obtains the following result [4]:
(a) The global Lie wedge of Pcp0 is given by the set of all
Lindblad generators of the form
−L := −
(
i adH +ΓL
) (11)
with H ∈ her(N) and ΓL as in (10).
(b) The Lie semigroup
〈expL(Pcp0 )〉S (12)
clearly contains MQC and moreover it exactly coin-
cides with the closure of TMQC thus excluding the
non-Markovian ones in Pcp0 , which is most remarkable.
While assertion (a) reformulates previous results by Lindblad
and Kossakowski [6, 9, 10], part (b) is noteworthy as it also
says that Pcp0 is not a Lie subsemigroup of GL(her(N)).
C. Coherently controlled Master Equations
Controlled Markovian quantum dynamics is appropriately
addressed as right-invariant bilinear control system [4, 18–20]
ρ˙(t) = −Lu(t)
(
ρ(t)
)
, ρ(0) ∈ pos1(N) , (13)
where Lu now depends on some control variable u ∈ Rm.
Here, we focus on coherently controlled open systems. This
means that Lu has the following special from
Lu(ρ) = −i adHu(ρ)− ΓL(ρ) with (14)
adHu := adHd +
m∑
j=1
uj adHj . (15)
Note that the control terms i adHj with control Hamiltonians
Hj ∈ her(N) are usually switched by piecewise constant
control amplitudes uj(t) ∈ R . The drift term of (14) is
then composed of two parts, (i) the term i adHd (in abuse
of language sometimes called ‘Hamiltonian’ drift) accounting
for the coherent time evolution and (ii) a dissipative Lindblad
part ΓL. So Lu denotes the coherently controlled Lindbladian.
As in the uncontrolled case, system (13) acts on the vector
space of all Hermitian operators leaving the set of all density
operators invariant. Equivalently, one can regard (13) as an
affine system on her0(N) := {H ∈ her(N) | trH = 0}.
In the following, we further impose unitality, i.e. we assume
ΓL(1l) = 0. This ensures that (13) actually yields a bilinear
control system on her0(N) instead of an affine one. Therefore,
it allows a group lift to GL
(
her0(N)
)
which henceforth is
referred to as (Σ), i.e.
(Σ) X˙(t) = −Lu(t)X(t) , X(0) ∈ GL
(
her0(N)
)
. (16)
The corresponding group lift in the affine case is more involved
[4, 19]. Now, the system semigroup PΣ associated to (Σ) reads
PΣ = 〈Tu(t) = exp(−tLu) | t ≥ 0, u ∈ Rm〉S (17)
and lends itself to exemplify the notion of a Lie wedge. To
distinguish between different notions of controllability in open
systems, we define three algebras: the control algebra kc, the
extended algebra kd, and the system algebra s as follows
kc := 〈i adHj | j = 1, . . . ,m〉Lie ,
kd := 〈i adHd , i adHj | j = 1, . . . ,m〉Lie ,
s := 〈Lu|uj ∈ R〉Lie
= 〈i adHd +ΓL, i adHj | j = 1, . . . ,m〉Lie .
(18)
Note that s is different from kd, because it contains the entire
drift term (i adHd +ΓL) for the Lie closure, while kd only
takes its Hamiltonian component i adHd . Then (Σ) is said to
fulfill condition (H), (WH), and (A), respectively, if
(H) kc = adsu(N) (19)
(WH) kd = adsu(N) while kc 6= adsu(N) (20)
(A) s = gl(her0(N)) (21)
While condition (A) respects a standard construction of non-
linear control theory [1, 21] to express accessibility, conditions
(H) and (WH) serve to characterize different types of con-
trollability of the Hamiltonian part of (Σ) in the absence of
relaxation: Condition (H) says that the Hamiltonian part is
fully controllable even without resorting to the drift Hamilto-
nian, whereas condition (WH) yields full controllabilty of the
Hamiltonian part with the drift Hamiltonian being necessary.
4We refer to the first scenario as (fully) H-controllable and to
the second as satisfying the (WH)-condition. Generically, open
systems (Σ) given by (16) meet the accessibility condition (A)
[22, 23].
Finally, note that via ei adH (ρ) = eiHρ e−iH the Lie algebra
adsu(N) generates the Lie group AdSU(N)
iso
= PSU(N) here
acting on her0(N) by conjugation.
D. Computing Lie Wedges for Controlled Master Equations
Here, the goal is to determine the (global) Lie wedge of a
coherently controlled unital open system (Σ) given in terms
of its Markovian master equation (16) of GKS-Lindblad form.
In view of the examples worked out in detail in Sec. III, here
we sketch how to approximate a Lie wedge of a controlled
Markovian systems in two ways, (i) by an inner approximation
and (ii) by an outer approximation thus following [3, 4].
Moreover for unital systems, we present two results which
guarantee that the inner approximation is global and thus
coincides with the Lie wedge L(PΣ) sought for.
Let (Σ) be a unital open control system as in (16) where,
for simplicity, the system algebra s fulfills the accessibility
condition (A). Moreover, let
ΩΣ := {Lu|u ∈ R
m} ⊂ gl(her0(N)) (22)
be the set of all directions specified by (16). The reachable
set Reach (ΩΣ, 1l) of (Σ) is defined as the set of all states
X(T ), T ≥ 0 that can be reached from the unity X(0) = 1l
under the dynamics of (Σ), while the controls u(t) ∈ Rm are
assumed to be piecewise constant functions. In general, one
could allow for larger classes of admissible controls, such as
locally bounded or locally integrable ones. Yet, the closure of
the corresponding reachable sets will not differ [20, 21, 24].
Clearly, Reach (ΩΣ, 1l) takes the form of a subsemigroup
within the embedding Lie group GL(her0(N)) in the sense of
Sec. II-A. For instance, restricting the control amplitudes {uj}
to be piecewise constant yields the equality Reach (ΩΣ, 1l) =
PΣ. More generally, the following result holds.
Theorem 1 ([3]): Let PΣ be defined as in (17). Then
PΣ = Reach (ΩΣ, 1l) = Reach (L(PΣ), 1l) . (23)
In particular, PΣ is a Lie subsemigroup. Furthermore, L(PΣ)
is the smallest global Lie wedge containing ΩΣ as well as the
largest subset Ω′ of gl(her0(N)) which satisfies the equality
Reach (Ω′, 1l) = Reach (ΩΣ, 1l) . (24)
Due to the last property, the Lie wedge L(PΣ) is also called
the Lie saturate of ΩΣ, cf. [3, 25, 26].
Unfortunately, for an arbitrary system (Σ), currently no
procedure is known to explicitly determine its global Lie
wedge. Yet there is a straightforward strategy to compute an
inner approximation [3, 4]. It consists of the following steps:
(1) form the smallest closed convex cone w containing ΩΣ;
(2) compute the edge E(w) of the wedge and the smallest
Lie algebra e containing E(w), i.e. e := 〈E(w)〉Lie;
(3) make the wedge invariant under the Ad-action of e by
forming the set
⋃
A∈eAdexpA(w);
(4) update by taking the convex hull conv {S} of the set S
obtained in step (3);
(5) repeat steps (2) through (4) until nothing new is added:
the resulting final wedge w0 is henceforth referred to as
inner approximation to the global Lie wedge L(PΣ).
Now, the crucial question arises whether the inner ap-
proximation w0 is global or not. If it is global, Theorem 1
guarantees that w0 is equal to L(PΣ). Next we present two
results which proved quite helpful to decide the globality
problem: The first one yields a global outer approximation w0
of L(PΣ). Combining inner and outer approximation, the Lie
wedge L(PΣ) sought for can be determined via the inclusions
w0 ⊆ L(PΣ) ⊆ w0. (25)
Clearly, if the outer and inner approximations coincide, one
is done. The second one based on the so-called Principal
Theorem of Globality from [2] (see also Appendix A) provides
a ‘direct’ method for proving globality. It will be the key tool
to show that the inner approximations given in the worked
examples of Secs. III and IV are in fact global Lie wedges.
Theorem 2 ([4]): Let (Σ) be a unital controlled open sys-
tem as in (16). If there exists a pointed cone c in the set of
all positive semidefinite operators that act on her0(N) so that
(1) ΓL ∈ c
(2) [c, c] ⊂ adsu(N)
(3) [c, adsu(N)] ⊂ (c − c)
(4) AdU cAdU† ⊂ c for all U ∈ SU(N),
then the subsemigroup associated to (Σ) follows the inclusion
PΣ ⊆ AdSU(N) · exp(−c) and hence its Lie wedge obeys
the relation L(PΣ) ⊆ adsu(N)⊕(−c), i.e. adsu(N)⊕(−c) is
a global outer approximation to L(PΣ).
Corollary 2.1: ([4, 12]) Let (Σ) be a unital single-qubit
system satisfying condition (H) with a generic1 Lindblad term
ΓL. Then PΣ = AdSU(2) · exp(−c), where the cone
c := R +0 conv {AdU ΓL AdU† | U ∈ SU(2)}
is contained in the set of all positive semidefinite elements in
gl(her0). Furthermore L(PΣ) = adsu(2)⊕(−c).
Theorem 3: Let (Σ) be a unital controlled open system
given by (16). In addition assume that (Σ) meets the ac-
cessibility condition (A) and that the Lie subgroup K which
corresponds to the control algebra kc is closed within SU(N).
Then, w := kc ⊕ (−c) is a global Lie wedge in gl(her0(N)),
where c := R+0 conv
{
AdU
(
adiHd +ΓL
)
Ad†U | U ∈ K
}
.
Moreover, w is the global Lie wedge of (Σ), i.e. w = L(PΣ).
Proof: (Sketch) The full proof will be given elsewhere in
a more general context. For applying the ‘Principal Theorem
of Globality’ [2] (see Appendix A), the following steps have
to be established:
(1) The edge of w coincides with kc.
(2) w is a Lie wedge in g := gl(her0(N)).
1In [4] Cor. 2.1 is stated under the above genericity assumption; yet one
can drop this additional condition.
5(3) There exists a function ϕ : GL(her0(N)) → R such
that its differential satisfies dϕ(X)AX ≥ 0 for all X ∈
GL(her0(N)) and all A ∈ w.
(4) The differential of ϕ fulfills dϕ(1l)A > 0 for all A ∈
w \ E(w).
Note that step (3) is the essential one, and an appro-
priate candidate for ϕ is given by X 7→ −〈X,X〉 :=
−
∑N2−1
k=1 tr
(
X(Bk)X(Bk)
)
, where B1, . . . , BN2−1 is any
orthonormal basis of her0(N).
As a useful tool, we add the following Corollary, which is put
into a broader context in Appendix A:
Corollary 2.2 ([2]): Let G be a Lie group with Lie algebra
g and let w0 ⊆ w be two Lie wedges in g. Provided one has
w0 \ −w0 ⊆ w \ −w [or equivalently E(w0) = E(w) ∩w0],
then w0 is global in G if the following conditions are satisfied:
(i) w is global in G; (ii) the edge of w0 is the Lie algebra of
a closed Lie subgroup of G.
Guideline through Applications
For illustrating the power of the Lie-semigroup formalism
by applications, we follow a two-fold route: Sec. III addresses
three paradigmatic types of bilinear control systems on R3,
where the control parts of the dynamics generate easy-to-
visualise rotations in SO(3). Thus Sec. III is meant to be
readable without any background in quantum mechanics, yet
it directly corresponds to single-qubit systems undergoing
relaxation as the presented examples coincide with the so-
called coherence-vector representation of such systems [27].
Therefore, the results obtained in Sec. III can readily be
transferred to Sec. IV, where we address quantum channels
in the customary explicit su(2)-representation of qubits. By
the isomorphism so(3) iso= su(2), the geometry in Sec. III thus
illustrates key results in Sec. IV for qubit channels.
III. GEOMETRY OF OPEN SYSTEMS IN R3
In this section, we discuss three simple introductory ex-
amples of ‘open’ systems, the geometry of which can be
envisaged as rotations in R3 concomitant to relaxation. To
fix notations, define the following
Hx :=
[
0 0 0
0 0 −1
0 1 0
]
, Hy :=
[
0 0 1
0 0 0
−1 0 0
]
, Hz :=
[
0 −1 0
1 0 0
0 0 0
]
(26)
as generators of the rotations Rν(θ) := eθHν reading
Rx(θ) :=
[
1 0 0
0 cos(θ) − sin(θ)
0 sin(θ) cos(θ)
]
, Ry(θ) :=
[
cos(θ) 0 sin(θ)
0 1 0
− sin(θ) 0 cos(θ)
]
,
Rz(θ) :=
[
cos(θ) − sin(θ) 0
sin(θ) cos(θ) 0
0 0 1
]
.
(27)
So we have 〈Hx, Hy, Hz〉Lie = so(3) and thereby a basis for
the skew-symmetric matrices forming the k-part in the Cartan
decomposition gl(3,R) = so(3)⊕ sym(3), where the p-part is
spanned by the symmetric matrices
px :=
[
0 0 0
0 0 1
0 1 0
]
, py :=
[
0 0 1
0 0 0
1 0 0
]
, pz :=
[
0 1 0
1 0 0
0 0 0
]
(28)
Table I
COMMUTATION TABLE
[Hν , (·)] E11 E22 E33 px py pz
Hx 0 px −px −2∆23 −pz py
Hy −py 0 py pz −2∆31 −px
Hz pz −pz 0 −py px −2∆12
define ∆ij := Eii − Ejj
and the diagonal 3 × 3-matrices Eii := eie⊤i for i = 1, 2, 3.
Recall that the skew-symmetric k-part and a symmetric p-part
obeying the usual commutator relations [k, k] ⊆ k, [k, p] ⊆ p
and [p, p] ⊆ k. For later convenience, we note commutation
relations for the above basis in Tab. I.
A. Example 1: Corresponds to a Qubit System with Condition
(H) Satisfied and General Relaxation Operator
Using definitions from above, consider the control system
in GL(3,R) given by the equation
X˙ = −(A+Bu)X , (29)
where the control term Bu := uxHx + uyHy shall have
independent controls ux, uy ∈ R , and the drift term A :=
Hz+Γ0 is composed of a ‘Hamiltonian’ component, Hz , and
a relaxation component given by the matrix
Γ0 := diag (a, b, c) (30)
with relaxation-rate constants a, b, c ≥ 0. Since 〈Hx, Hy〉Lie =
so(3), system (29) satisfies in fact condition (H) in the sense
of Sec. II-C (i.e. without resorting to the drift component Hz).
For explicitly computing the Lie wedge of (29) we proceed
as in Sec. II-D. For the following calculations observe that
Hx, Hy, Hz belong to the k-part, while Γ0 is contained in the
p-part of ‘the’ Cartan decomposition of gl(3,R ).
Step (1) of the algorithm gives the initial wedge approximation
w1 := RHx ⊕ RHy ⊕ (−c1) , (31)
where c1 := R+0
(
Hz +Γ0
)
. In step (2) one then readily finds
E(w1) = RHx ⊕ RHy (32)
so e = 〈Hx, Hy〉Lie = so(3). Hence, step (3) and (4) give
w0 = so(3) ⊕ R
−
0 convOSO(3)(Γ0) , (33)
where OSO(3)(Γ0) := {ΘΓ0Θ⊤ |Θ ∈ SO(3)} denotes the
orthogonal orbit of Γ0. Here we used the trivial fact that so(3)
is AdSO(3)-invariant. By a well-known result of Uhlmann2 the
convex hull of the isospectral set OSO(3)(Γ0) simplifies to
convOSO(3)(Γ0) = {S ∈ sym(3) |S ≺ Γ0} =:M(Γ0) .
(34)
Defining the pointed convex cone c0 := R+0 M(Γ0), we obtain
w0 = so(3) ⊕ (−c0) , (35)
2The result mentioned is originally stated for density matrices and SU(N).
However, the proof in [28] immediately carries over to symmetric matrices
and SO(N) [28–30].
6as final inner approximation to the global Lie wedge of (29).
Lemma 3.1: The set w0 is a Lie wedge of gl(3,R). Its edge
E(w0) is given by so(3).
Proof: It suffices to show that the edge of w0 is given
by so(3). Then the invariance of w0 under the Ad-action
of E(w0) is obviously guaranteed by construction. Clearly,
one has the inclusion so(3) ⊂ E(w0). Conversely, let W ∈
E(w0). Then, W = A + B with A ∈ so(3) and B ∈ c0.
Since −W ∈ E(w0), there exits A′ ∈ so(3) and B′ ∈ c0
such that −W = A′ + B′. Hence A + B = −(A′ + B′) and
thus A + A′ = −(B + B′). Since c0 ∈ sym(3), it is trivial
that so(3) ∩ c0 = {0}. Therefore, A+ A′ = −(B + B′) = 0
and hence A′ = −A and B′ = −B. Now, B,−B ∈ c0 =
R
+
0 M(Γ0). But M(Γ0) is contained in the set of all positive
semidefinite matrices and therefore we conclude B = 0. Thus
we obtain E(w0) = so(3).
Proposition 3.1: The set w0 = so(3)⊕ (−c0) is the global
Lie wedge to control system (29).
Proof: This is an immediate consequence of Theorem 3
and the fact that (29) comes from a unital GKS-Lindblad
master equation in the coherence-vector representation.
Remark 1: Alternatively to the above proof, one could
apply Corollary 2.1, because w0 is a matrix representation
of the global Lie wedge described therein.
For general Γ0 = diag (a, b, c), the Lie wedge w0 in Exam-
ple 1 does not carry the special structure of a Lie semialgebra,
cf. Sec. II-A. This can be shown by choosing a suitable
A′ ∈ w0 which violates the inclusion [A′, TA′w0] ⊂ TA′w0.
— In contrast, for the case3 Γ0 = λ ·1l, indeed we obtain a Lie
semialgebra, because the BCH-product A⋆B obviously stays
inside w0, whenever A,B ∈ w0. Further details and proofs
are given in Appendix B.
B. Example 2: Corresponds to a Qubit System with Condition
(WH) Satisfied and Control Invariant Relaxation Operator
Consider the control system in GL(3,R ) given by
X˙ = −(A+Bu)X , (36)
where the control term Bu is of the form Bu := uHy with
u ∈ R and the drift term A := Γ0 + Hz is composed of a
‘Hamiltonian’ part, Hz , and a relaxation part
Γ0 := γ diag (1, 0, 1) (37)
with γ ≥ 0. Since 〈Hy , Hz〉Lie = so(3) the system (36) fulfills
condition (WH) in the sense of Sec. II-C but obviously not
condition (H).
Now in step (1) of the inner approximation procedure to the
global Lie wedge of (36) one finds
w1 = RHy ⊕ (−c1) (38)
3Note that this case exactly corresponds to the (isotropic) depolarising
quantum channel discussed in Sec. IV.
(a)
(b)
0
‹H
x
›
‹H
y
›
Figure 1. The Lie wedge for the system of Example 2 satisfying the (WH)-
condition is four-dimensional: it contains (a) the convex cone c0 (see (42) with
λ = 1) generated by eθHy (Γ0 + Hz)e−θHy and shown in the projection
into the subspace spanned by {Hx, Hz,Γ0}; and it comprises (b) the prism-
shaped wedge projected into the subspace spanned by {Hy ,Hz ,Γ0}. Note
that the edge of the wedge is spanned by the control Hamiltonian Hy . Both
parts of the figure scale with λ→∞.
with c1 := R+0 (Hz + Γ0) whose edge is given by
E(w1) = RHy . (39)
In step (3) we include elements obtained by conjugations
generated by edge elements identified in step (2), i.e. elements
of the form
eθHy c1 e
−θHy = λ (cos(θ)Hz + sin(θ)Hx + Γ0) (40)
for θ ∈ R and λ ≥ 0. By orthogonality 〈Γ0|Hν〉 = 0
for ν = x, y, z one readily gets a Hilbert space H :=
span {Hx, Hz,Γ0}, in which the edge-invariant cone elements
of (40) can be expanded using the following short-hand
λ
(
sin(θ)Hx + cos(θ)Hz + Γ0
)
=: λ
[
sin(θ)
cos(θ)
1
]
·
[
Hx
Hz
Γ0
]
. (41)
Then its convex hull gives the final cone
c0 := R
+
0 conv
{[
sin(θ)
cos(θ)
1
]
·
[
Hx
Hz
Γ0
]
| θ ∈ R
}
(42)
— a classical 3-dimensional ‘ice cone’, cf. Fig. 1(a). By
construction, c0 remains AdexpE(w)-invariant. Finally, since
Hy ⊥ c0, the Lie wedge itself admits the orthogonal decom-
position
w0 := RHy ⊕ (−c0) . (43)
Proposition 3.2: The set w0 = RHy ⊕ (−c0) is the global
Lie wedge to control system (36).
Proof: The Lie wedge property of w0 can be derived as
in Example 1. Then the globality of w0 follows again from
Theorem 3.
7Remark 2: For clarity, let us denote the Lie wedge of
Example 1 for Γ0 as in (37) by w′0 while w0 still refers to
the Lie wedge of Example 2. Clearly, one has w0 ⊂ w′0 and
E(w0) = E(w
′
0)∩w0. Hence globality of w0 also follows by
Corollary 2.2 and the globality of w′0.
Note that the Lie wedge w0 in Example 2 does not specialise
to the form of a Lie semialgebra as can readily be verified by
a counter example: According to (42), choose B ∈ w0 as
B = Γ0+Hx (recalling Γ0 := E11+E33 and A = Γ0+Hz).
Then by the commutator relations of Tab. I, the BCH product
A ⋆ B = 2Γ0 +Hx +Hz +
1
2 (Hy + px + pz) + . . . (44)
immediately leads outside the Lie wedge w0, e.g., by the non-
vanishing component px+pz . (NB: This argument can be made
rigorous by introducing a scaling factor t to give tA ⋆ tB).
Finally, the edge of w0 in Example 2 is E(w0) = RHy (for
γ > 0, see Fig. 1) while in the limit of a closed system, i.e.
for γ = 0, it turns into the entire Lie algebra so(3).
C. Example 3: Corresponds to a Qubit System with Condition
(WH) Satisfied and General Diagonal Relaxation Operator
Consider the contol system in GL(3,R ) given by
X˙ = −(A+Bu)X , (45)
where A := Γ0 +Hz , B := uHy , and
Γ0 := γ diag (1, 1, 2) (46)
with u ∈ R and γ ≥ 0. So for approximating the correspond-
ing Lie wedge, we take the first step to be
w1 := RHy ⊕ (−c1) , (47)
with c1 := R+0 (Hz + Γ0) and edge given by the span of Hy
— the control ‘Hamiltonian’. Again, in step (2) we identify
the conjugation to be brought about by AdexpE(w) acting on
the drift terms such as to give in step (3) the set
c3 = R
+
0 {Ry(θ)(Γ0 +Hz)Ry(θ)
⊤ | θ ∈ R} (48)
with the k-component brought about by the conjugated drift
Ry(θ)HzRy(θ)
⊤ = cos(θ)Hz + sin(θ)Hx (49)
and the p-component reading
Ry(θ)Γ0Ry(θ)
⊤ = γ
[
1+sin2(θ) 0 sin(θ) cos(θ)
0 1 0
sin(θ) cos(θ) 0 1+cos2(θ)
]
= Γ0 +
γ
2∆13 −
γ
2
(
cos(2θ)∆13 − sin(2θ)py
)
= 11+cos(2θ)12 Γ0 +
γ
2
(
(1− cos(2θ))∆ + sin(2θ)py
)
,
(50)
where the matrices ∆ij and py are defined as in Tab. I, and,
for the sake of orthogonality, ∆ := 291l +
1
18∆12 +
8
9∆13.
Therefore, the Lie wedge can be expanded within the five-
dimensional Hilbert space H := span{Hx, Hz, py,∆,Γ0} and
the final inner approximation to the Lie wedge takes the form
w0 := RHy ⊕−c0 , (51)
Figure 2. (Colour online) The Lie wedge of the more general system in
Example 3 is five-dimensional. Here the surface of the convex cone c0
generated by eθHy (Γ0 + Hz)e−θHy (see (52) with λ = 1) is projected
into the subspace span{Hx,Hz ,Γ0}. Since [Γ0,Hy ] 6= 0 it deviates from
the rotational symmetry of Example 2 given in the inner part for comparison,
cp Fig. 1(a). The figure scales with λ→∞. The prism-shaped projection into
the subspace span{Hy, Hz,Γ0} (not shown) is similar to that of Example 2
already given in Fig. 1(b).
where c0 is parameterised (again in the short-hand of (41)) as
c0 := R
+
0 conv
{
2 sin(θ)
2 cos(θ)
γ sin(2θ)
γ(1−cos(2θ))
(11+cos(2θ))/6
 ·
HxHzpy
∆
Γ0
 ∣∣∣ θ ∈ R}. (52)
It is shown in Fig. 2. — As in Example 2, letting AdexpE(w)
act on the drift terms adds no further elements to the edge of
the wedge, so one gets:
Proposition 3.3: The set w0 = RHy ⊕ (−c0) is the global
Lie wedge to control system (45).
Proof: The Lie wedge property of w0 can be derived as
in Example 1. Then the globality of w0 follows again from
Theorem 3.
Generalising the relaxation operator in Example 3 to Γ0 :=
γ diag (a, b, c) with a, b, c, γ ≥ 0 results in a generalised p-
component replacing (50) by
Ry(θ)Γ0Ry(θ)
⊤ = γ
[
a+(c−a) sin2(θ) 0 (c−a) sin(θ) cos(θ)
0 b 0
(c−a) sin(θ) cos(θ) 0 c−(c−a) sin2(θ)
]
= Γ0 + γ(c− a) sin
2(θ)∆13 + γ(c− a) sin(θ) cos(θ)py
= Γ0 +
γ(c−a)
2 ∆13 −
γ(c−a)
2
(
cos(2θ)∆13 − sin(2θ)py
)
This leads to a cone c0 for (51) that keeps the structure of (52)
in a slightly more general form, where Example 2 is readily
reproduced by c = a, while Example 3 follows for a = b = 1
and c = 2.
The Lie wedge in Example 3 and its generalised form
treated above do not take the form of a Lie semialgebra either.
Choose B := Hy from the wedge w0 of (51) and recall
A := Γ0 +Hz . Then the BCH product
A ⋆ B = Γ0 +Hy +Hz −
1
2 (Hx + py) + . . . (53)
8leads outside the Lie wedge of (51) since the component Hx+
py is not within4 the cone (52).
As pointed out already, in this section, we have chosen a
representation in R3 in order to visualise the Hamiltonian parts
of the respective quantum dynamics by SO(3)-rotations. In
quantum mechanics, this picture can be recovered in the so-
called coherence-vector representation [27]. Therefore, when
taking an explicit spin-12 representation of adsu(2) in the
following chapter, the key results obtained here in Examples 1
through 3 will show up again.
IV. OPEN SINGLE-QUBIT QUANTUM SYSTEMS
In this section, we analyze the standard single-qubit unital
quantum systems beyond their purely dissipative evolution by
allowing for Hamiltonian drifts and controls. In view of steer-
ing open quantum systems, this is an important generalisation.
A. Markovian Master Equation in Qubit Representation
Based on the Pauli matrices
σx :=
[
0 1
1 0
]
, σy :=
[
0 −i
i 0
]
, σz :=
[
1 0
0 −1
]
(54)
in this section we deliberately depart from the previous nota-
tion by using the explicit spin- 12 adjoint representation carrying
the spin-quantum number j = 12 as prefactor in given by
σˆν :=
1
2 (1l2 ⊗ σν − σ
⊤
ν ⊗ 1l2) , (55)
for ν ∈ {x, y, z}, where ⊗ denotes the Kronecker product of
matrices. One easily recovers the su(2) commutation relations
[i σˆp, i σˆq] = −εpqr i σˆr (56)
to convince oneself of âdsu(2) := 〈iσˆx, iσˆy, iσˆz〉Lie
iso
= adsu(2).
Here and henceforth we use εpqr to discriminate even and
odd permutations of (x, y, z) by their signs, i.e. εpqr = +1 if
(p, q, r) is an even permutation of (x, y, z), while εpqr = −1
for an odd permutation.
Thus for a single open qubit system in the above represen-
tation the controlled master equation (13) or rather its group
lift (16) takes the explicit form
X˙(t) = −
(
i
(
Hˆd +
∑
j
ujHˆj
)
+ ΓˆL
)
X(t) . (57)
Here, X(t) may be a density operator regarded (via the
so-called vec -representation5 or a qubit quantum channel
represented in GL(4,C). Moreover, Hˆd and Hˆj are in general
of the from Hˆd := (1l2 ⊗Hd −H⊤d ⊗ 1l2) and similar Hˆj . To
ensure complete positivity, the relaxation term ΓˆL shall be
again of Lindblad-Kossakowski form which for the standard
unital single-qubit systems (with Vk Hermitian) simply reads
ΓˆL = 2
∑
k γk σˆ
2
k to give the nicely structured generator
Lu = i
(
Hˆd +
∑
j
ujHˆj
)
+ 2
∑
k∈{x,y,z}
γk σˆ
2
k . (58)
4This would require the equality 2 sin(θ) = sin(2θ) to hold for non-
trivial θ beyond its actual solutions θ = 0 mod pi.
5Note that the vec -representation as well as the vector of coherence
notation just provide different ‘coordinates’ for the abstract master equation
(13). [31]) as an element in C 4
The generator is of this form because the iHˆ terms are in
the k-part of the Cartan decomposition of gl(4,C) into skew-
Hermitian (k) and Hermitian (p) matrices, whereas the σˆ2k
terms are in the p-part.
B. Single-Qubit Systems Satisfying Condition (H)
Here we consider the class of fully Hamiltonian controllable
unital single-qubit systems whose dissipation is governed by
a single Lindblad operator σˆ2k for some k ∈ {x, y, z} i.e. two
of the three prefactors γx, γy, γz have to vanish.
Similar to Example 1 of Sec. III, choose the controls σˆx
and σˆy to see that such a system fulfills condition (H), since
〈iσˆx, iσˆy〉Lie = âdsu(2). Then it is actually immaterial which
single Pauli matrix is chosen as the Lindblad operator σˆ2k,
because all of the Pauli matrices are unitarily equivalent. So
without loss of generality, one may choose k = z, i.e. γx = 0,
γy = 0, and γz =: γ.
Therefore the fully Hamiltonian controllable version of the
bit-flip, phase-flip, and bit-phase-flip channels are dynamically
equivalent in as much as they have (up to unitary equivalence)
a common global Lie wedge
w0 := âdsu(2) ⊕−c0 , (59)
where the cone c0 is defined by
c0 := R
+
0 conv
{
Uˆ σˆ2z Uˆ
†
∣∣ U ∈ SU(2)} (60)
with
Uˆ := U¯ ⊗ U . (61)
Clearly, the wedge w0 is global by Corollary 2.1 or, alter-
natively, by Theorem 3 and its edge E(w0) is given by the
Lie subalgebra âdsu(2). The above Lie wedge is isomorphic
to the one in Example 1 of Sec. III for the particular choice
that Γ0 = diag (1, 1, 0).
C. Single-Qubit Systems Satisfying Condition (WH): One
Lindblad Operator
Here we discuss an important class of standard single-qubit
systems which are particularly simple in three regards
(i) their dissipative term is governed by a single Lindblad
operator, Γ0 := 2γσˆ2k for some k ∈ {x, y, z};
(ii) their switchable Hamiltonian control is brought about by
a single Hamiltonian σˆc for some c ∈ {x, y, z};
(iii) their non-switchable Hamiltonian drift is σˆd for some
d ∈ {x, y, z}.
Applying the algorithm for the inner approximation of the
Lie wedge, we get in step (1)
wcdk(1) := i Rσˆc ⊕ −R
+
0
(
iσˆd + 2γσˆ
2
k
)
, (62)
where again we note the separation by k-p components. In step
(2) we identify the span generated by the control iσˆc as the
edge E(w) of the wedge. So the conjugation has to be by the
9control subgroup, i.e. by e−i2θσˆc = e+iθσ⊤c ⊗ e−iθσc . Thus in
step (3) one obtains as k-component of the conjugated drift
Kcd(θ) := e
−iθσˆc(iσˆd)e
iθσˆc
=
{
i σˆd for c = d
i cos(θ)σˆd + i εcdq sin(θ)σˆq else
(63)
and as p-component
P ck (θ) := e
−iθσˆc(2γ σˆ2k)e
iθσˆc
=
{
2γ σˆ2k for c = k
2γ
(
cos(θ)σˆk + εckr sin(θ)σˆr
)2
else .
(64)
The last expression (for c 6= k) can be further resolved using
the anticommutator {A,B}+ := AB +BA
P ck (θ) = 2γ
[
cos2(θ)
sin2(θ)
cos(θ) sin(θ)
]
·
[
σˆ2k
σˆ2r
εckr{σˆk,σˆr}+
]
.
= γ2
[
2
1+cos(2θ)
1−cos(2θ)
sin(2θ)
]
·
 1l−(σ⊤k ⊗σk)
−(σ⊤r ⊗σr)
−εckr((σ
⊤
k ⊗σr)+(σ
⊤
r ⊗σk))
 ,
(65)
where the latter identity gives a decomposition into mutually
orthogonal Pauli-basis elements.
To summarize, if the control Hamiltonian neither commutes
with the Hamiltonian part nor with the dissipative part of the
drift, one obtains in terms of the above Kcd(θ) and P ck (θ)
ccdk := R
+
0 conv {K
c
d(θ) + P
c
k (θ) | θ ∈ R } (66)
However, if [σˆc,Γ0] = 0, then the convex cone in equation
(66) simplifies by P ck (θ) = Γ0 to
ccdk = R
+
0 conv
{[ cos(θ)
sin(θ)
1
]
·
[
iσˆd
iεcdqσˆq
Γ0
] ∣∣∣ θ ∈ R} (67)
in entire analogy to Example 2 of Sec. III.
The final Lie wedge admits the orthogonal decomposition
wcdk := iR σˆc ⊕−c
c
dk (68)
and moreover by Theorem 3 (or alternatively by Corollary 2.2)
it is global. For γ > 0, the edge E(w) = 〈i σˆc〉 is again the
span generated by the control, yet it flips into the full algebra
E(w) = âdsu(2) in the limit γ = 0.
The relation to Examples 2 and 3 of Sec. III is obvious:
Let a unital qubit system satisfy the (WH)-condition and have
a dissipative Lindbladian Γ0 := 2γσˆ2k induced by a single
Lindblad operator Vk = σk . If [σˆc,Γ0] 6= 0, one arrives at a
situation resembling Example 3, whereas if [σˆc,Γ0] = 0, one
obtains a result analogous to Example 2.
Application: Bit-Flip and Phase-Flip Channels
Also the relation to standard unital qubit channels is imme-
diate: Note that in the bit-flip channel the noise is generated
by σˆ2x, while it is σˆ2y in the bit-phase-flip channel and σˆ2z in the
phase-flip channel, see Tab. II. In the absence of any coherent
drift or control brought about by the respective Hamiltonians
Hd = σˆd or Hj = σˆj , the Kraus representations are standard.
By allowing for drifts and controls, the Kraus rank K of
the channel usually increases to K=4 with exception of a
single σˆd or σˆj commuting with the single Lindblad operator
σˆ2k keeping K=2. Also the time dependences become more
involved. Hence explicit results will be given elsewhere.
Under full H-controllability, the Lie wedges of all the three
channels become equivalent as the Pauli matrices and thus the
corresponding noise generators are unitarily similar.
In contrast, for the case satisfying the (WH)-condition,
assume a control system with a Hamiltonian drift term gov-
erned by σˆz . Upon including relaxation, now there are two
different scenarios: if the control Hamiltonian (indexed by
c ∈ {x, y, z}) commutes with the noise generator (indexed
by k ∈ {x, y, z}), one finds a situation as in Example 2 and
(67), otherwise the scenario is more general as in (66).
D. Single-Qubit Systems Satisfying Condition (WH): Several
Lindblad Operators
Consider a unital qubit system satisfying the (WH)-
condition and whose Lindbladian Γ0 is generated by ℓ = 2
or ℓ = 3 different Lindblad operators σˆ2k. Then one obtains
the following generalisations of the symmetric component
P ck (θ) ∈ c
c
dk.
For ℓ = 2 and σc ⊥ σk, σc = σk′
P ckk′ (θ) = 2
 γ′γ cos2(θ)
γ sin2(θ)
γ cos(θ) sin(θ)
 ·
 σˆ2k′σˆ2k
σˆ2r
εckr{σˆk,σˆr}+

= 12
 γ
′
2(γ+γ′)
γ(1+cos(2θ))
γ(1−cos(2θ))
γ sin(2θ)
 ·

−(σ⊤
k′
⊗σk′ )
1l
−(σ⊤k ⊗σk)
−(σ⊤r ⊗σr)
−εckr((σ
⊤
r ⊗σk)+(σ
⊤
k ⊗σr))
 .
(69)
while for ℓ = 3 and σc ⊥ σk, σc ⊥ σk′ , σc = σk′′
P ckk′k′′ (θ) = 2
 γ′′γ cos2(θ)+γ′ sin2(θ)
γ′ cos2(θ)+γ sin2(θ)
(γ−γ′) cos(θ) sin(θ)
 ·
 σˆ2k′′σˆ2k
σˆ2
k′
εckk′{σˆk,σˆk′}+

= 12

γ′′
2(γ+γ′+γ′′)
γ+γ′+(γ−γ′) cos(2θ)
γ+γ′−(γ−γ′) cos(2θ)
(γ−γ′) sin(2θ)
 ·

−(σ⊤
k′′
⊗σk′′ )
1l
−(σ⊤k ⊗σk)
−(σ⊤
k′
⊗σk′ )
−εckk′ ((σ
⊤
k′
⊗σk)+(σ
⊤
k ⊗σk′ ))
 .
(70)
which for γ = γ′ = γ′′ simplifies to
P ckk′k′′ (θ) = Γ0 = 2γ(σˆ
2
k + σˆ
2
k′ + σˆ
2
k′′ ) . (71)
Note that (69) with γ = γ′ precisely corresponds to Example 3
in Sec. III.
Application: Depolarising Channel
Treating the depolarising channel also becomes immediate,
since one has three noise generators governed by all of σˆx, σˆy ,
and σˆz . Thus the fully Hamiltonian controllable version of
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Table II
CONTROLLED SINGLE-QUBIT CHANNELS AND THEIR LIE WEDGES
Channel Primary∗ Lindblad Operators Primary∗ Kraus Operators ———————— Lie Wedges ————————-
case satisfying (WH)-condition H-controllable case
Bit Flip V1 =
√
a11 σx E1 =
√
r11 σx w
c
dx
= 〈iσˆc〉 ⊕ −ccdx w = âdsu(2) ⊕−c0
E0 =
√
q11 1l [see Eqns. (66,67)] [see Eqn. (60)]
Phase Flip V1 =
√
a22 σz E1 =
√
r22 σz w
c
dz
= 〈iσˆc〉 ⊕ −ccdz —same as above—
E0 =
√
q22 1l [see Eqns. (66,67)]
Bit-Phase Flip V1 =
√
a33 σy E1 =
√
r33 σy w
c
dy
= 〈iσˆc〉 ⊕ −ccdy —same as above—
E0 =
√
q33 1l [see Eqns. (66,67)]
Depolarizing V1 =
√
a11 σx E1 =
√
r1 σx w
c
d,xyz
= 〈iσˆc〉 ⊕ −ccd,xyz w = âdsu(2) ⊕−cxyz
V2 =
√
a22 σy E2 =
√
r2 σy [see Eqn. (63) and Eqns. (70,71)] [see Eqns. (72,73)]
V3 =
√
a33 σz E3 =
√
r3 σz
E0 =
√
r0 1l
∗) Primary operators are for purely dissipative time evolutions (no Hamiltonian drift no control). Then the time dependence of the
Kraus operators roots in the GKS matrix {aii}3i=1. Define: λ1 := a22 + a33, λ2 := a22 − a33, λ3 := a11 + a22 , and thereby qii := 12 (1 + e−aiit),
rii :=
1
2
(1 − e−aiit) and r0 := 14 (1 + e−λ1t + e−λ2t + e−λ3t), r1 := 14 (1− e−λ1t + e−λ2t − e−λ3t), r2 := 14 (1 + e−λ1t − e−λ2t − e−λ3t),
r3 :=
1
4
(1 − e−λ1t − e−λ2t + e−λ3t). — Under Hamiltonian drift and control the Kraus-rank gets K = 4 except for one single control Hc or drift Hd
that commutes with the only Lindblad operator Vk: in this case the Kraus rank is K = 2. Time-dependences are involved and will be given elsewhere.
The Pauli matrices σν are defined in Eqn. (54).
the depolarising channel follows the bit-flip and phase-flip
channels in the structure of its global Lie wedge
w0 := âdsu(2) ⊕−cxyz , (72)
where the cone cxyz now reads
cxyz := R
+
0 conv
{
Uˆ(γxσˆ
2
x + γyσˆ
2
y + γz σˆ
2
z)Uˆ
† | U ∈ SU(2)
}
(73)
with Uˆ of the form (61). Again, the edge of the wedge is given
by the entire algebra E(w) = âdsu(2) and globality of the
wedge follows by Theorem 3 or Corollary 2.1. — Moreover,
note that the Lie wedge in the fully Hamiltonian controllable
depolarising channel with isotropic noise takes the structure of
a Lie semialgebra as (in the coherence-vector representation)
it corresponds to the special case of Example 1 in Sec. III,
where the relaxation operator is a scalar multiple of the unity,
Γ0 = λ · 1l. For anisotropic relaxation, however, this feature
does not arise.
If only condition (WH) is satisfied, there are two distinc-
tions: if the noise contributions are isotropic (i.e. with equal
contribution by all the Paulis through γx = γy = γz), one finds
a cone expressed by (63) and (71). However, in the generic
anisotropic case, the cone can be expressed by (63) and (70),
see also Tab. II.
V. OPEN TWO-QUBIT QUANTUM SYSTEMS
In this section we extend the notions introduced in the
previous chapter to three types of two-qubit quantum systems
with uncorrelated noise. The two qubits will be denoted
A and B, respectively. Moreover, we use the short-hands
σµν := σµ ⊗ σν with µ, ν ∈ {x, y, z, 1}, where σ1 := 1l
as well as the corresponding ‘commutator superoperators’
σˆµν :=
1
2 (1l⊗ σµν − σ
t
µν ⊗ 1l).
A. Fully H-Controllable Two-Qubit Channels
A fully Hamiltonian controllable two-qubit toy-model sys-
tem with switchable Ising-coupling is given by the master
equation
ρ˙ = −
(
i
∑
j
uj σˆj + Γ0
)
ρ (74)
where σˆj ∈ {σˆx1, σˆy1; σˆ1x, σˆ1y; σˆzz} are the Hamiltonian
control terms with amplitudes {uj}5j=1 ∈ R.
Since 〈iσˆj | j = 1, 2, . . . , 5〉Lie = âdsu(4), the edge of the
wedge is E(w) = âdsu(4). Following the algorithm for an
inner approximation of the Lie wedge, step (1) thus gives
w1 := âdsu(4) ⊕−R
+
0 Γ0 . (75)
Conjugating the dissipative component by the exponential map
of the edge and then taking the convex hull yields the convex
cone
c0 := conv
{
λUˆΓ0Uˆ
†|Uˆ := U¯ ⊗ U,U ∈ SU(4), λ ≥ 0
}
, (76)
which is the two-qubit analogue of the cone in Eqn. (60). The
resulting Lie wedge
w0 := âdsu(4) ⊕−c0 (77)
is global by Theorem 3.
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B. Two-Qubit Channels Satisfying the (H)-Condition Locally
and the (WH)-Condition Globally
By shifting the Ising coupling term from the set of switch-
able control Hamiltonians into the (non-switchable) drift term,
σˆd = σˆzz , one obtains the realistic and actually widely
occuring type of system
ρ˙ = −
(
iσˆd + i
∑
j
ujσˆj + Γ0
)
ρ (78)
where now one just has the local control terms σˆj ∈
{σˆx1, σˆy1; σˆ1x, σˆ1y}. Since 〈iσˆx1, iσˆy1〉Lie = âdsuA(2) ⊗ 1lB,
whereas on the other hand 〈iσˆ1x, iσˆ1y〉Lie = 1lA ⊗ âdsuB(2),
the edge of the wedge
E(w) = âd
suA(2)⊕̂suB(2)
(79)
is in fact brought about by the Kronecker sum of local algebras
suA(2)⊗ 1lB + 1lA ⊗ suB(2) =: suA(2)⊕̂suB(2) (80)
forming the generator of the group of local unitary actions
exp
(
suA(2)⊕̂suB(2)
)
= SUA(2)⊗ SUB(2) . (81)
Remarkably, in this important class of open quantum-
dynamical systems, qubits A and B are locally
(H)-controllable, respectively, while globally the system
satisfies but the (WH)-condition.
The final Lie wedge in these systems reads as
w2⊕2dk = âdsuA(2)⊕̂suB(2) ⊕−c
2⊕2
dk (82)
with the convex cone
c2⊕2dk := R
+
0 conv
{
K2⊕2d + P
2⊕2
k
} (83)
being given in terms of the respective k and p-components.
Here we use the short-hand of (61) in the sense of Uˆ2⊗2 :=
U¯2⊗2 ⊗ U2⊗2 to arrive at
K2⊕2d := {Uˆ2⊗2(iσˆd)Uˆ
†
2⊗2 |U2⊗2 ∈ SU(2)⊗ SU(2)} (84)
P 2⊕2k := {Uˆ2⊗2(Γ0)Uˆ
†
2⊗2 |U2⊗2 ∈ SU(2)⊗ SU(2)} . (85)
As before, this immediately results from the initial wedge
approximation by step (1)
w2⊕21 := âdsuA(2)⊕̂suB(2) ⊕−R
+
0 (iσˆd + Γ0) (86)
followed by conjugation with AdexpE(w) = Ad2⊗2 to give
K2⊕2d + P
2⊕2
k := OSU(2)⊗SU(2)
(
iσˆd + Γ0
)
. (87)
Step (3) then takes the convex hull. — To show globality, let
w′ denote the global Lie wedge corresponding to the fully
H-controllable system given in Eqn. (74). Then w2⊕2dk ⊂ w′,
and it can be shown that w2⊕2dk satisfies the conditions of
Corollary 2.2 and therefore is global.
C. Two-Qubit Channels Satisfying Only the (WH)-Condition
In the final example of a two-qubit system, the independent
local controls shall even be limited to either x or y-controls
on the two qubits according to
ρ˙ = −
(
i(σˆd + uAσˆc1 + uBσˆ1c′) + Γ0
)
ρ , (88)
where now σˆd := i
(
σˆz1 + σˆ1z + σˆzz
)
and σˆc1 with a single
c ∈ {x, y} and likewise σˆ1c′ with a single c′ ∈ {x, y} and
uA, uB ∈ R. Furthermore, assume the system undergoes local
uncorrelated noise in each of the two subsystems in the sense
that the Lindblad operators are of local form
Vk ∈ {σk1 | k ∈ {x, y, z}} (89)
Vk′ ∈ {σˆ1k′ | k
′ ∈ {x, y, z}} , (90)
where k and k′ are chosen independently k, k′ ∈ {x, y, z} so
that in the convention of (55) one finds
Γ0 := 2γσˆ
2
k1 + 2γ
′σˆ21k′ . (91)
This system satisfies but the (WH)-condition both locally and
globally, the latter following from
〈iσˆc1, iσˆ1c′ , iσˆd〉Lie = âdsu(4) . (92)
The Lie wedge is given by
wcc
′
kk′ := 〈iσˆc〉+ 〈iσˆc′〉 ⊕ −c
cc′
kk′ , (93)
where the two-dimensional edge of the wedge is generated by
the rays 〈iσˆc1〉, 〈iσˆ1c′〉 and the cone
ccc
′
kk′ := R
+
0 conv
{
Kc(θ) +Kc
′
(θ′) +Kcc
′
(θ, θ′)
+ P ck (θ) + P
c′
k′ (θ
′) | θ, θ′ ∈ R
} (94)
is given in terms of the k- and p-components (setting θ := uA
and θ′ := uB and using the relations in (63)) as
Kc(θ)+Kc
′
(θ′)+Kcc
′
(θ, θ′) =

cos(θ)
sin(θ)
cos(θ′)
sin(θ′)
cos(θ) cos(θ′)
cos(θ) sin(θ′)
cos(θ′) sin(θ)
sin(θ) sin(θ′)
·i

σˆz1
εczqσˆq1
σˆ1z
εc′zq′ σˆ1q′
σˆzz
εc′zq′ σˆzq′
εczqσˆqz
σˆqq′

(95)
and (as in (65))
P ck (θ) = 2γ
[
cos2(θ)
sin2(θ)
cos(θ) sin(θ)
]
·
[
σˆ2k1
σˆ2r1
εckr{σˆk1,σˆr1}+
]
= γ2
[
2
1+cos(2θ)
1−cos(2θ)
sin(2θ)
]
·
 1l−(σ⊤k ⊗σk)⊗1lB
−(σ⊤r ⊗σr)⊗1lB
−εckr((σ
⊤
k ⊗σr)+(σ
⊤
r ⊗σk))⊗1lB
 (96)
as well as
P c
′
k′ (θ
′) = 2γ′
[
cos2(θ′)
sin2(θ′)
cos(θ′) sin(θ′)
]
·
[
σˆ2
1k′
σˆ2
1r′
εc′k′r′{σˆ
2
1k′
,σˆ2
1r′
}+
]
= γ2
[ 2
1+cos(2θ′)
1−cos(2θ′)
sin(2θ′)
]
·
 1l−1lA⊗(σ⊤k ⊗σk)
−1lA⊗(σ
⊤
r ⊗σr)
−εc′k′r′1lA⊗((σ
⊤
k′
⊗σr′ )+(σ
⊤
r′
⊗σk′ ))
 .
(97)
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To see this, observe that by step (1), the initial wedge
approximation is given by
w1 := 〈iσˆc〉+ 〈iσˆc′〉 ⊕ −R
+
0 (iσˆd + 2γσˆ
2
k + 2γ
′σˆ2k′ ) , (98)
which has to be conjugated by Adexp(E(w)). As usual, the
edge of the wedge is invariant under such a conjugation, so
we need only determine the effects on the drift components of
the system as is done in Eqns. (95) through (97). Moreover,
the wedge is global by application of Corollary 2.2.
Now, the generalisation to systems with more than two
qubits satisfying the (H)- or (WH)-condition is obvious:
assuming uncorrelated noise, the p-parts of the Lie wedges
can be immediately extended on the grounds of the previous
description, since all processes are local on each qubit. Though
straightforward, calculating the k-components becomes a bit
more tedious: but the many-body coherences have to be
considered just as in (95).
VI. OUTLOOK: APPROXIMATING REACHABLE SETS
Knowing the global Lie wedge of a coherently controlled
Markovian system provides a convenient means to efficiently
approximate its reachable sets. As in the case of a Lie algebra,
the image of the wedge w under the exponential map yields
a first approximation of the corresponding Lie semigroup S.
Unfortunately, this image is in general only a proper subset
of S—this, however, may happen also for Lie algebras when
the corresponding Lie group is non-compact. Therefore, one
has to allow for finite products of the form eA1eA2 · · · eAℓ
with A1, A2, . . . , Aℓ ∈ w to obtain the entire semigroup
S. Although the minimal number ℓ∗ of factors to generate
S (called number of intrinsic control-switches) is in general
unknown, this approach provides a much more effective
parametrization of the reachable sets than the standard method
which works with the original control directions and piecewise
constant controls as parameter space. Thereby one can opti-
mize target functions almost directly over the reachable sets
thus complementing standard optimal control methods of open
systems [32–34]. Particularly simple are systems whose Lie
wedges do carry a Lie-semialgebra structure (like in isotropoic
depolarising channels). Here one knows a priori that only a
few (or sometimes even zero) intrinsic control-switches are
necessary, so some control problems may actually be solved
by constant controls.
VII. CONCLUSIONS
We have generalised standard unital quantum channels (bit-
flip, phase-flip, bit-phase-flip, and depolarising) by allowing
for different degree of coherent Hamiltonian control. For
the first time, here we have characterized their respective
global Lie wedges governing all directions the controlled open
system can possibly take. The results have been further gener-
alised to various types of two-qubit systems with uncorrelated
noise. Since controlled multi-qubit channels can be treated
likewise, the geometrical Lie-semigroup approach taken is
anticipated to find wide applications in quantum systems
theory and engineering: this is because knowing the global
Lie wedge of a controlled Markovian system paves the way to
efficiently approximate its reachable sets. Thus this knowledge
will be very useful for improving known bounds (cf. [16]) on
the corresponding system semigroup PΣ in follow-up work.
Finally, our results demonstrate that the Lie wedges asso-
ciated to most of the controlled quantum systems do not take
the special form of Lie semialgebras, an important exception
being the fully controlled isotropic depolarising channel.
VIII. APPENDIX
A. The Principal Theorem of Globality
For the reader’s convenience, we state the ‘Principal Glob-
ality Theorem’ with minor simplifications. For the full version
and its (quite involved) proof we refer to [2], which we sketch
in the sequel.
Let G be a matrix Lie group with Lie algebra g, so
gX := {AX | A ∈ g} (99)
can be envisaged as tangent space TXG at X ∈ G, while TG
and T ∗G shall denote the tangent bundle and, respectively,
cotangent bundle of G. Thus, one has the isomorphisms
TG ∼= g×G and T ∗G ∼= g∗ ×G. (100)
Now, let w be any wedge of g. A 1-form on G is a smooth
cross section of the cotangent bundle, i.e. ω : G → T ∗G with
ω(X) ∈ T ∗XG. Moreover, ω is called
(1) exact if there exists a smooth function ϕ : G → R such
that dϕ = ω;
(2) w-positive at X ∈ G if 〈ω(X), AX〉 ≥ 0 for all A ∈ w;
(3) strictly w-positive at X ∈ G if w-positivity holds at X ∈
G and one has 〈ω(X), AX〉 > 0 for all A ∈ w \ −w;
The existence of a strictly w-positive 1-form is ensured in the
following scenario [2]: If G is a Lie group with Lie algebra
g and H a closed subgroup with Lie algebra h, then for any
Lie wedge w ⊂ g whose edge E(w) coincides with h one can
construct strictly w-positive 1-forms on G. Note, however, that
these 1-forms on G are in general not exact. Yet, whenever
exactness can be guaranteed in addition, one has the following
equivalences.
Theorem 4 ([2]): Let G denote a finite-dimensional real
matrix Lie group with Lie algebra g and let w be a Lie
wedge of g. Moreover, let g0 := 〈w〉Lie be the Lie subalgebra
generated by w and let G0 be the corresponding Lie subgroup
of G. Further, assume that G0 is closed within G. Then the
following statements are equivalent:
(a) w is global in G.
(b) w is global in G0.
(c) There is a closed connected subgroup H of G0 with
L(H) = E(w) and a 1-from ω on G0 which satisfies
the following conditions:
(i) ω is exact.
(ii) ω is w-positive for all X ∈ G0.
(iii) ω is strictly w-positive at the identity 1l.
Now, the following consequence of the ‘Principal Globality
Theorem’ already mentioned in the main text is a useful tool
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whenever a global Lie wedge w embracing the Lie wedge w0
of interest is already known.
Corollary 2.2 ([2]) Let G be a Lie group with Lie algebra
g and let w0 ⊆ w be two Lie wedges in g. Provided
w0 \ −w0 ⊆ w \ −w , (101)
then w0 is global in G if the following conditions are satisfied:
(i) w is global in G.
(ii) The edge of w0 is the Lie algebra of a closed Lie
subgroup of G.
In other words, if the edge of the wedge follows the
intersection E(w0) = E(w) ∩ w0 and w is global, then w0
is also a global Lie wedge, whenever expE(w0) generates a
closed subgroup.
B. Lie Semialgebra Structure in Example 1
In Sec. III we stated that the Lie wedge of Example 1
w0 := so(3) ⊕ (−c0), (102)
where c0 := R+0 M(Γ0) and M(Γ0) := {S ∈ sym(3) |S ≺
Γ0}, is in fact a Lie semialgebra for Γ0 = λ ·1l (corresponding
to the isotropic depolarising channel), whereas it fails to be
a Lie semialgebra for any other Γ0. Recall, here sym(3) is
the set of all symmetric 3×3-matrices. For proving the above
statement, we distinguish the following cases6:
(i) Γ0 is a multiple of the identity, thus we can assume
without loss of generality Γ0 := 1l;
(ii) Γ0 has zero as eigenvalue with multiplicity 2, thus we
can assume Γ0 := diag (1, 0, 0).
(iii) Γ0 has an eigenvalue different to zero with multiplicity
2, thus without loss of generality Γ0 := diag(1, 1, 0).
(iv) Γ0 has three distinct eigenvalues, i.e. Γ0 := diag(a, b, c)
with a > b > c ≥ 0.
In all cases, the identification of the dual wedge of w0
is crucial for the compution of the tangent space TAw0 at
A ∈ w0 via (6). Therefore, we first provide an auxiliary result
characterizing the dual cone of c0 within sym(3).
Lemma 8.1: Let Γ0 := diag (a, b, c) with a ≥ b ≥ c ≥ 0
and let c0 := R+0M(Γ0) with M(Γ0) := {S ∈ sym(3) |S ≺
Γ0}. Then the dual cone of c0 within sym(3) is given by
c∗p := {S ∈ sym(3) | cλ1(S) + bλ2(S) + aλ3(S) ≥ 0} , (103)
provided λ1(S) ≥ λ2(S) ≥ λ3(S) are the eigenvalues of S.
Proof: By definition, one has the equivalence S ∈
c∗p if and only if 〈S, S′〉 ≥ 0 for all S′ ∈ c0.
Since c0 = R+0 convOSO(3)(Γ0) this condition reduces to
〈S,ΘΓ0Θ
⊤〉 ≥ 0 for all Θ ∈ SO(3). Then von Neumann’s
inequality [35] provides the equivalence: 〈S,ΘΓ0Θ⊤〉 ≥ 0 for
all Θ ∈ SO(3) if and only if cλ1(S)+ bλ2(S)+ aλ3(S) ≥ 0,
where λ1(S) ≥ λ2(S) ≥ λ3(S) are the eigenvalues of S.
Hence the result follows.
Now, we are prepared to prove the above claim about the
Lie semialgebra property of w0
6Although case (iii) seems to be quite similar to case (ii), its proof is more
involved and a helpful preparation of the general case (iv).
Proof: (i) In case Γ0 = 1l, the pointed cone c0 :=
R
+
0M(Γ0) equals the ray R
+
0 1l. By Lemma 8.1, we obtain
c∗p = {S ∈ sym(3) | trS ≥ 0} and thus c∗0 = sl(3,R)⊕R+0 Γ0,
where sl(3,R ) denotes the set of all 3×3-matrices with trace
zero. Hence
w∗0 = so(3)
⊥ ∩ c∗0 = {S ∈ sym(3) | trS ≥ 0} . (104)
For A := λ1l + Ω ∈ w0 with λ ≥ 0 and Ω ∈ so(3) it follows
A⊥ ∩w∗0 =
{S ∈ sym(3) | trS = 0} for λ > 0,{S ∈ sym(3) | trS ≥ 0} for λ = 0, (105)
and thus
TAw0 = (A
⊥ ∩w∗0)
⊥ =
so(3)⊕ R 1l for λ > 0,so(3) for λ = 0. (106)
Thereby the inclusion [A, TAw0] ⊂ TAw0 is obviously always
satisfied and hence w0 is a Lie semialgebra for Γ0 = 1l.
(ii) In case Γ0 = diag (1, 0, 0), it is easy to see that the
pointed cone c0 := R +0M(Γ0) actually consists of all positive
semidefinite 3×3-matrices. Here, Lemma 8.1 yields c∗p = c0.
This reflects the well-known fact that the cone of all positive
semidefinite matrices is self-dual within the space of all
symmetric matrices. Hence
w∗0 = so(3)
⊥ ∩ c∗0 = sym(3) ∩ c
∗
0 = c0 . (107)
Now, for A := Γ0+Hz =
[
1 0 0
0 0 0
0 0 0
]
+
[
0 −1 0
1 0 0
0 0 0
]
∈ w0 we obtain
A⊥ ∩w∗0 =
{[
0 0
0 S
] ∣∣∣ S ∈ sym(2) , S ≥ 0} (108)
and therefore
TAw0 = (A
⊥ ∩w∗0)
⊥ = so(3)⊕ span {Γ0, py, pz} . (109)
Finally, for disproving the inclusion [A, TAw0] ⊂ TAw0
consider the commutator of A ∈ w0 and B := pz ∈ TAw0 . It
follows [A,B] = −Hz+diag (−2, 2, 0) which clearly violates
the inclusion [A, TAw0] ⊂ TAw0. Thus w0 is not a Lie
semialgebra for Γ0 = diag (1, 0, 0).
(iii) In case Γ0 = diag (1, 1, 0), we obtain by Lemma 8.1 the
following description
w∗0 = so(3)
⊥∩c∗0 = c
∗
p = {S ∈ sym(3) |λ2(S)+λ3(S) ≥ 0} .
Now, let A := Γ0 +Hy . Then, it is easy to see that
A⊥ ∩w∗0 ⊇
R
+
0 conv {diag (1,−1, 1), diag (−1, 1, 1), (pz + E33)} .
Moreover, for S ∈ A⊥ ∩w∗0 one has the conditions
〈Γ0, S〉 = 0 and 〈ΘΓ0Θ⊤, S〉 ≥ 0
for all Θ ∈ SO(3). Now, differentiating the second condition
with respect to Θ ∈ SO(3) shows 〈[Ω,Γ0], S〉 = 0 for all
Ω ∈ so(3), i.e. [Ω,Γ0] belongs to (A⊥ ∩w∗0)⊥. Thus one has
TAw0 = (A
⊥ ∩w∗0)
⊥ ⊇ so(3)⊕ RA⊕ span {px, py} .
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Hence, counting dimensions finally yields
TAw0 = so(3)⊕ span {Γ0, px, py} .
To disprove the set inclusion [A, TAw0] ⊂ TAw0 consider
the commutator of A ∈ w0 and B := py ∈ TAw0 . The
computation is left to the reader (see Tab. I). The result clearly
violates the inclusion [A, TAw0] ⊂ TAw0 and thus w0 is not
a Lie semialgebra for Γ0 = diag (1, 1, 0) either.
(iv) For Γ0 = diag (a, b, c) with a > b > c ≥ 0 and A :=
Γ0 + Hν with ν ∈ {x, y, z}, the same arguments as above
show that TAw0 is given by
TAw0 = so(3)⊕ span {Γ0, px, py, pz} .
Therefore, an appropriate choice of B = pν with ν ∈ {x, y, z}
demostrates again that w0 is not a Lie semialgebra in the
general case Γ0 = diag (a, b, c) with a > b > c ≥ 0 either.
Note that in all the above cases the tangent space of w0 has
the following form
TAw0 = so(3)⊕ R Γ0 ⊕ TΓ0OSO(3)(Γ0) ,
where the tangent space of the orbit OSO(3)(Γ0) at Γ0 is given
by TΓ0OSO(3)(Γ0) = {[Ω,Γ0] |Ω ∈ so(3)}.
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