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Abstract The potential energy surfaces and non-adia-
batic dynamics of the C5H6NH2
? protonated Schiff base
(PSB3) have been investigated using the OM2 semiem-
pirical Hamiltonian with GUGA configuration interaction.
Three approaches to selecting the GUGA-CI active space
are evaluated using closed-shell and open-shell molecular
orbitals. Energy minima and minimum energy crossing
points (MECPs) have been compared with ab initio
CASSCF and CASPT2 results. Only the open-shell calcu-
lations give a qualitatively correct MECP. Minimum
energy path (MEP) calculations demonstrate that a minimal
active space gives a barrierless path from the planar S1
minimum to the ground state, whereas larger active spaces
result in a small barrier to torsional motion. Surface hop-
ping dynamics calculations indicate that this barrier
induces bi-exponential dynamics. The comparable CAS-
SCF S1 energy surface is barrierless, but the CASPT2
surface features an energy plateau, which may also lead to
more complex dynamics.
Keywords Retinal models  Pentadieniminium cation 
Conical intersections  Minimum energy paths 
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1 Introduction
The light sensitivity of the rhodopsin protein family is
due to the retinal chromophore, a protonated Schiff base
(PSB) which undergoes photoisomerisation on absorption
of a photon. In the human protein rhodopsin, the 11-cis
isomer of retinal is isomerised to the all-trans form [1],
while in bacteriorhodopsin, all-trans retinal is isomerised
to the 13-cis form [2, 3]. The reaction in both directions
is extremely efficient and occurs over a sub-picosecond
timescale.
Model retinal systems have been extensively used to
elucidate the reaction. The minimal model is the penta-3,5-
dieniminium cation C5H6NH2
?, or PSB3, with a conjugated
p-system of three double bonds. Robb and co-workers have
shown that at the ab initio CASSCF level the S1 minimum
energy path (MEP) to the ground state is barrierless and
leads to a conical intersection between the S0 and S1 energy
surfaces [4]. CASSCF dynamics calculations on PSB3 are
characterised by a sub-picosecond isomerisation with a
high quantum yield [5, 6].
At the higher CASPT2 level of theory, Page and Oli-
vucci [7] have shown that the PSB3 S1 potential energy
surface is qualitatively different from CASSCF, with only a
single planar cis CASPT2 minimum compared to two for
CASSCF. However, CASPT2 gradient calculations are
computationally too expensive to scale up to the full
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protein system. Instead, mixed methods have been used,
with single-point CASPT2 energies calculated at geo-
metries from a lower level of theory, such as CASSCF. At the
CASPT2//CASSCF level, the PSB3 S1 photoisomerisation
coordinate contains a small (2.5 kcal mol-1) barrier [8],
indicating that CASSCF alone is insufficient to properly
describe the path of the reaction.
Single-point CASPT2 calculations can also be used to
study the retinal chromophore, including interactions with
the protein binding pocket, with geometries provided by
lower level methods [9–11]. CASPT2//CASSCF has fur-
ther been used to calculate the excitation energies [12] and
absorption spectra [13, 14] of retinal in the full protein
environment using a combined quantum mechanical/
molecular mechanical (QM/MM) description. The conical
intersection of rhodopsin has also been characterised using
this technique [15]. However, mixed methods such as
CASPT2//CASSCF are still too costly for non-adiabatic
dynamics calculations. An approximate method using
scaled-CASSCF has been investigated [16], but again only
a limited number of trajectories can be calculated.
It is therefore of great interest to see whether lower cost
methods can give results of a similar accuracy on retinal
models with a view to calculations in the full protein
environment. Semiempirical approaches are promising in
this regard [17]. The OM2 semiempirical Hamiltonian [18,
19] with GUGA configuration interaction [20] is of par-
ticular interest because it has already been shown to give
accurate absorption energies for bacteriorhodopsin [21] and
to predict the spectral shift between bacteriorhodopsin and
sensory rhodopsin II [22].
In this study we compare the OM2/GUGA-CI descrip-
tion of the PSB3 retinal model with CASSCF and CASPT2
results. In Sect. 2 the details of the computational methods
are given, including in particular the various methods
considered for selecting the GUGA-CI active space. In
Sect. 3, the semiempirical and ab initio methods are
compared for optimising critical points on the PSB3
potential energy surface. The semiempirical S1 MEPs are
mapped to determine whether a barrier exists to the
isomerisation reaction, and surface-hopping dynamics
calculations are carried out to determine the S1 lifetime and
quantum yield of the isomerisation. Ab initio CASSCF and
CASPT2 S1 potential energy surface scans are also dis-
cussed. Section 4 presents our conclusions about the
validity of the semiempirical methods considered.
2 Computational methods
Except for the surface-hopping dynamics runs, all calcu-
lations were carried out within the ChemShell environment
[23] using the DL-FIND optimiser module [24]. In work to
be detailed in a forthcoming article, DL-FIND was exten-
ded to include the conical intersection optimisation
algorithms previously implemented in the MNDO semi-
empirical package [25].
2.1 Ab initio calculations
Reference ab initio calculations for PSB3 were obtained at
the CASSCF and CASPT2 levels. Analytic energies and
gradients were provided by the MOLPRO package [26]. In
order to make the results available to the optimiser, the
ChemShell interface to MOLPRO was extended to cover
CAS calculations (both single and multiple state).
Following Page and Olivucci [7], we have used the
6-31G(d) basis set. In our calculations cartesian basis
functions were employed. Again following Ref. [7], the
active space was selected to include the six p-valence
molecular orbitals. Cs symmetry was enforced for the
planar optimisations.
For the single state optimisations, conventional (non
state-averaged) CASSCF and CASPT2 calculations were
performed. For the conical intersection optimisations the
calculations were state-averaged between the S0 and S1
states, with an equal weighting given to both. Multi-state
multi-reference CASPT2 (MS-MR-CASPT2) was used,
with no level shift applied.
The optimised geometries of the cis form of PSB3 can
be compared directly with the results of Ref. [7]. A detailed
comparison is available in the electronic supplementary
material. To summarise, the CASSCF results are in very
good agreement with the geometries given in the supple-
mentary material of Ref. [7], with errors for bond lengths
and angles within 0.001 A˚ and 0.1, respectively. Larger
deviations are seen for the CASPT2 results, with some
errors of the order of 0.01 A˚/1.0. We attribute these dis-
crepancies to the different implementation of CASPT2
gradients used in Ref. [7], namely numerical gradients
derived from MOLCAS energies.
2.2 Semiempirical calculations
All semiempirical calculations used the OM2 Hamiltonian
with GUGA configuration interaction. Energies and gra-
dients were provided by MNDO [27]. The SCF
calculations were performed using either the restricted
Hartree–Fock (RHF) or restricted open-shell Hartree–Fock
(ROHF) formalism, with the latter corresponding to a
singlet excited state. In both cases three reference config-
urations were used for the configuration interaction
procedure, corresponding to the closed shell ground state
and to single and double HOMO–LUMO excitations. This
ensured that the RHF calculations correctly described the
S1 state and the ROHF calculations correctly described the
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S0 state. All single and double excitations within the active
space from these references were included in the
calculations.
The active space for OM2/GUGA-CI calculations is
typically chosen to be equivalent to those used in CASSCF
calculations, because these are assumed to give the largest
contribution to the correlation energy. Therefore we would
like to select the six molecular orbitals that make up the
conjugated p system. However, these MOs have to be
deduced from the output of the SCF calculation at any
given geometry.
For planar PSB3 they are straightforward to identify,
and this can be done automatically in MNDO. In this
procedure, the MO eigenvectors are used to calculate the
total p-orbital population for each MO along the vector
perpendicular to the plane of the molecule. The MOs with
p populations above a certain threshold (default: 0.4) are
classified as p MOs. These MOs are included in the active
space, counting outwards from the HOMO and LUMO,
until the user-specified active space size is reached.
This procedure is not practical for excited state calcu-
lations of PSB3, where the molecule is only planar at the
ground state minimum. In previous excited state calcula-
tions of retinal models (e.g. Ref. [25]), an ‘orbital tracking’
procedure was used instead. In this method, the p MOs are
first identified by inspection at the starting geometry. At
each subsequent geometry, the eigenvectors of every MO
are compared (by dot product) to those of the previous
geometry. The most similar MOs then form the new active
space.
There are two problems with applying this approach to
PSB3. First, if an optimisation is started at a distorted
geometry, it is not always clear from inspection which
orbitals correspond to the planar p orbitals. Second, as the
molecule twists around its central bond, the orbitals with p
character can mix with those of r character, which causes
the orbital tracking procedure to break down. Orbital
tracking only works for PSB3 if the starting geometry has
roughly the same torsion angle as the endpoint.
To overcome these difficulties, a new procedure was
developed for selecting the active space in conjugated p
systems. It is an extension of the method described above
for planar systems. At the beginning of the calculation, the
conjugated chain is identified. By default, this includes all
atoms with p-type basis functions, but for more compli-
cated systems it can be restricted to a user-specified list of
atoms. Then, for any given geometry, a plane is determined
for each atom in the chain based on the positions of its two
nearest neighbours in the chain. These planes therefore
follow the twists and turns of the conjugated chain. As
before, the total p-population for each MO is calculated
along the vectors perpendicular to these planes, and the
MOs with the greatest p character identified. Figure 1
illustrates this method for two MOs identified as having p
character at a point of conical intersection. For the special
case of a planar molecule, the new method is equivalent to
the original.
This new approach solves both the problems of the
orbital tracking method: there is no longer any need to
identify the active orbitals by inspection at the beginning of
the calculation, and the selection of the active space is
dependent only on the current geometry. The active space
selection will still be ambiguous at points where active and
inactive orbitals mix, but this is reduced to a localised
problem and no longer causes the whole calculation to
break down. The main restriction of the new approach is
that it is limited to conjugated p-systems, although it could
potentially be extended to include other easily-identifiable
orbital types (e.g. n orbitals).
By using this method, it becomes possible to carry out
OM2/GUGA-CI dynamics calculations of retinal models
using an active space larger than the minimal size. How-
ever, the problem of inactive/active orbital mixing still has
to be contended with. When mixing occurs (i.e. when the
eigenvalues of the active and inactive orbitals become
close and the p-population is split between them), large,
unphysical gradients may result. As this problem is local-
ised, its only effect on geometry optimisations is to hinder
convergence (assuming no mixing occurs at the target
geometry). For dynamics calculations the problem is more
serious, as the unphysical gradient will affect the course of
the trajectory.
We have therefore considered another method which
adds extra previously inactive orbitals into the active space.
The MNDO program was modified to allow the size of the
active space to vary. All MOs with p populations above the
threshold of 0.4 formed the basis of the active space.
Following this, neighbouring inactive orbitals were also
included in the active space if the eigenvalue difference
between them was lower than 0.1 eV.
To illustrate the effect of this change, Fig. 2 shows part
of a ground state PSB3 trajectory for the fixed-sized active
space method (denoted AS6). The gradients have then been
recalculated along the same trajectory for the variable-
sized active space method (denoted AS?). The gradient
Fig. 1 Two molecular orbitals identified as having p character at a
point of conical intersection. The arrows indicate the vectors along
which the p-population is calculated
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‘spikes’ have been removed. Note, however, that the
thresholds we have used are somewhat arbitrary, so some
gradient artefacts remain on the trajectory.
The downside of the AS? approach is that inclusion of
extra orbitals into the active space necessarily introduces
discontinuities into the energy. Large energy discontinuities
can occur for AS6 due to inactive/active orbital mixing, but
these are rarer. It is therefore appropriate to use AS? only
when the local accuracy of the gradient is considered more
important than the local continuity of energy.
A third method, AS2, has also been considered. This
uses a minimal active space with two orbitals, for which no
special active space selection procedure is necessary. In
total six methods have been investigated, with each of the
active space approaches tested with RHF and ROHF
orbitals.
3 Results and discussion
3.1 Geometry optimisations
Cartesian coordinates for all geometry optimisations are
available in the electronic supplementary material. In this
section AS? results are not quoted as they are identical to
the AS6 results to the level of precision given. In some
cases extra orbitals are added to the active space at the
minimum, but the change in the energy is not significant
(\0.001 eV). This demonstrates that the AS? method does
not distort the most important points on the PSB3 potential
energy surfaces.
Optimised bond lengths and angles for the cis S0 mini-
mum are given in Table 1. There is little variation in the
semiempirical results, with all methods in good agreement
with CASPT2. The AS2 methods perform at least as well
as AS6, and there is little difference between RHF and
ROHF. Very similar results are found for the trans S0
minimum (Table 2).
For the cis planar S1 minimum (Table 3), there are two
CASSCF minima but only a single CASPT2 minimum was
found, in agreement with the findings of Ref. [7]. The first
CASSCF minimum is characterised by a long central C=C
bond (third line of Table 3), whereas in the second the
central bond is much shorter and the bond length alterna-
tion (BLA) pattern of the C–C bonds is reversed. The
CASPT2 minimum lies between these extremes. In the
semiempirical case, two minima were found for RHF/AS2,
of a similar nature to those of CASSCF. All the other
methods converged to a single minimum. Only ROHF/AS2
gives the same BLA as CASPT2, although the absolute
values of the bond lengths are considerably different. Of
the AS6/AS? methods, RHF is closer to CASPT2 than
ROHF.




























Fig. 2 Gradient norms along a section of a ground state PSB3
trajectory calculated using the AS6 method with a timestep of 0.1 fs.
Gradients for the AS? method have been recalculated along the same
trajectory
Table 1 Ab initio and semiempirical optimised geometrical param-
eters at the PSB3 cis S0 minimum
CASSCF CASPT2 RHF ROHF RHF ROHF
AS2 AS2 AS6 AS6
C=C 1.347 1.356 1.348 1.350 1.354 1.355
C–C 1.455 1.438 1.433 1.431 1.442 1.439
C=C 1.360 1.376 1.377 1.379 1.373 1.376
C–C 1.433 1.413 1.420 1.420 1.432 1.428
C–N 1.290 1.312 1.316 1.317 1.314 1.314
C=C–C 121.3 120.1 119.1 119.0 119.4 119.3
C–C=C 128.6 128.5 125.3 125.2 125.3 125.3
C=C–C 123.5 122.9 122.3 122.4 122.2 122.1
C–C–N 123.0 123.1 120.3 120.3 120.2 120.2
Bond lengths are given in A˚ and angles in degrees
Table 2 Ab initio and semiempirical optimised geometrical param-
eters at the PSB3 trans S0 minimum
CASSCF CASPT2 RHF ROHF RHF ROHF
AS2 AS2 AS6 AS6
C=C 1.347 1.356 1.348 1.350 1.353 1.354
C–C 1.451 1.433 1.432 1.430 1.442 1.438
C=C 1.358 1.373 1.377 1.378 1.372 1.376
C–C 1.429 1.411 1.420 1.420 1.432 1.427
C–N 1.290 1.312 1.316 1.316 1.314 1.314
C=C–C 122.1 121.0 119.6 119.5 119.8 119.8
C–C=C 124.2 124.2 120.9 120.7 120.7 120.8
C=C–C 120.0 119.4 119.4 119.4 119.3 119.3
C–C–N 124.0 124.1 120.8 120.8 120.7 120.7
Bond lengths are given in A˚ and angles in degrees
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Only one CASSCF minimum could be located for the
trans planar S1 minimum (Table 4). It is clearly not similar
to the CASPT2 minimum however, with a long central
C=C bond and BLA pattern reminiscent of the first cis
CASSCF minimum. Again, two minima were found for
RHF/AS2, of a similar nature to the cis minima. RHF/AS6
has the wrong BLA with absolute bond lengths consider-
ably in error compared to CASPT2. The ROHF methods
perform better, with ROHF/AS2 closer to CASPT2 for the
central three bond lengths and ROHF/AS6 closer for the
outer bonds.
Results for the S0/S1 minimum energy crossing point
(MECP) are presented in Table 5. Due to numerical
instabilities in the region of the conical intersection, it was
not possible to obtain reliable interstate coupling gradients
for CASSCF at the time of the study, and CASPT2 inter-
state coupling gradients are not implemented in MOLPRO.
Therefore for both methods a penalty function approach
[25, 28] was used to optimise the MECP, which does not
require the interstate coupling gradient. By its nature the
penalty function method does not converge exactly to the
true minimum MECP, but the difference is insignificant for
this analysis. For the semiempirical methods the interstate
coupling gradient is available and so the more efficient
Lagrange–Newton method was used [25, 29].
The CASSCF and CASPT2 MECPs are quite similar,
with the same BLA and similar bond lengths and angles.
The results for the semiempirical methods are much more
varied. For RHF/AS2, no MECP could be located. For
RHF/AS6 and RHF/AS?, the MECP point features a large
torsion around the C=C–C–N single bond (141.7). This is
an artefact: in all the RHF cases there is an avoided
crossing in the region where the true MECP should lie. We
cannot therefore expect to obtain realistic dynamics results
from the RHF methods and they will not be considered
further. The ROHF methods perform better, with both AS2
and AS6/AS? giving qualitatively correct MECP
Table 3 Ab initio and semiempirical optimised geometrical parameters at the PSB3 cis planar S1 minima
CASSCF CASSCF CASPT2 RHF RHF ROHF RHF ROHF
1 2 AS2 1 AS2 2 AS2 AS6 AS6
C=C 1.421 1.393 1.388 1.399 1.378 1.363 1.386 1.387
C–C 1.366 1.449 1.419 1.359 1.450 1.406 1.411 1.423
C=C 1.524 1.387 1.434 1.537 1.357 1.459 1.427 1.402
C–C 1.374 1.447 1.425 1.366 1.478 1.407 1.429 1.448
C–N 1.356 1.345 1.363 1.354 1.329 1.335 1.345 1.341
C=C–C 121.3 123.4 121.8 119.0 120.2 119.2 119.7 119.9
C–C=C 126.7 121.4 123.2 122.3 122.0 122.2 122.6 122.3
C=C–C 125.7 126.5 126.1 121.5 124.1 121.5 123.1 123.4
C–C–N 123.3 120.1 120.6 120.1 117.9 119.8 118.6 118.2
Bond lengths are given in A˚ and angles in degrees
Table 4 Ab initio and semiempirical optimised geometrical param-
eters at the PSB3 trans planar S1 minima
CASSCF CASPT2 RHF RHF ROHF RHF ROHF
AS2 1 AS2 2 AS2 AS6 AS6
C=C 1.427 1.385 1.399 1.380 1.359 1.386 1.386
C–C 1.361 1.427 1.356 1.447 1.430 1.404 1.424
C=C 1.519 1.421 1.544 1.362 1.415 1.444 1.403
C–C 1.369 1.427 1.364 1.469 1.431 1.417 1.445
C–N 1.357 1.362 1.354 1.328 1.329 1.346 1.340
C=C–C 121.6 122.5 119.0 120.7 119.6 120.0 120.3
C–C=C 123.5 121.1 119.1 118.3 118.4 119.3 119.0
C=C–C 122.6 124.0 118.9 119.9 119.1 119.5 119.8
C–C–N 123.8 121.3 120.3 119.0 119.8 119.6 118.9
Bond lengths are given in A˚ and angles in degrees
Table 5 Ab initio and semiempirical optimised geometrical param-
eters at the PSB3 S0/S1 minimum energy crossing point
CASSCF CASPT2 RHF ROHF RHF ROHF
AS2 AS2 AS6 AS6
C=C 1.377 1.387 – 1.344 1.379 1.390
C–C 1.398 1.398 – 1.439 1.413 1.404
C=C 1.458 1.464 – 1.415 1.412 1.441
C–C 1.375 1.402 – 1.374 1.486 1.437
C–N 1.326 1.329 – 1.341 1.287 1.304
C=C–C 120.9 122.8 – 118.7 121.3 118.9
C–C=C 123.9 123.0 – 119.8 120.4 120.3
C=C–C 122.5 122.0 – 121.5 116.3 118.6
C–C–N 124.9 122.3 – 120.7 120.8 119.7
C=C–C=C -179.0 -178.6 – -179.5 -177.0 175.6
C–C=C–C -92.2 -92.0 – -91.3 -90.6 -86.2
C=C–C–N -179.2 179.8 – -179.8 141.7 178.7
Bond lengths are given in A˚, bond angles and torsional angles in
degrees
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geometries compared to CASPT2. However only AS6/
AS? gives the same BLA pattern as CASPT2.
The relative energies for the various points on the
potential energy surfaces are given in Table 6, along with
cis and trans vertical excitation energies and energy dif-
ferences between the planar S1 minima and the MECPs.
ROHF/AS2 and CASSCF have similar excitation energies.
However, the difference between the planar S1 minimum
and the MECP is significantly larger for ROHF/AS2, which
means the slope between the two points is greater and we
therefore might expect the ROHF/AS2 lifetime to be
shorter than CASSCF. For ROHF/AS6 and ROHF/AS?,
the excitation energies are similar to CASPT2 (over 1 eV
lower than CASSCF), and the difference in energy to the
MECP is also lower than either of the ab initio methods, so
we can expect these lifetimes to be longer than for
CASSCF. Note that this analysis assumes that all the
energy paths are barrierless, as a barrier on the S1 surface
will strongly affect the lifetime of the S1 state. To inves-
tigate whether this is the case, MEP calculations are
required.
3.2 Excited state minimum energy paths
Minimum energy paths were calculated using the climbing
image nudged elastic band (NEB) method [30, 31] as
implemented in DL-FIND. The cis and trans paths were
refined separately, with the MECP and appropriate planar
S1 minimum serving as fixed end points to the paths. Ten
images were optimised between the endpoints.
The results for the three ROHF methods are shown in
Fig. 3. For ROHF/AS2, no barrier was found on either the
cis or trans S1 MEP. The AS2 MEP is much steeper than
the AS6/AS? MEPs due to the higher AS2 vertical exci-
tation energies for both cis and trans forms.
For ROHF/AS6 and ROHF/AS?, the MEPs are essen-
tially identical within the error due to the convergence
criteria. In both cases there are small barriers on both the
cis and trans MEPs. To determine their precise heights, the
transition states were fully optimised using the dimer
method in DL-FIND [32]. The barrier heights relative to
Table 6 Energies and selected energy differences on the PSB3 S0 and S1 potential energy surfaces
State Geometry CASSCF CASPT2 RHF ROHF RHF ROHF
AS2 AS2 AS6 AS6
S0 cis S0 min 0.12 0.13 0.08 0.08 0.08 0.07
S1 cis S0 min 5.11 4.00 4.47 4.95 3.95 3.88
S1 cis planar S1 min 1 4.84 3.77 4.35 4.88 3.81 3.76
S1 cis planar S1 min 2 4.84 – 4.32 – – –
S0/S1 S0/S1 MECP 3.06 2.04 – 2.33 2.90 2.33
S0 trans S0 min 0.00 0.00 0.00 0.00 0.00 0.00
S1 trans S0 min 5.15 3.96 4.37 4.89 3.89 3.79
S1 trans planar S1 min 1 4.74 3.76 4.33 4.84 3.74 3.68
S1 trans planar S1 min 2 – – 4.22 – – –
Description
cis VEE(S1-S0) 4.98 3.87 4.39 4.87 3.87 3.80
DE(cis planar S1 min - MECP) 1.78 1.73 – 2.55 0.90 1.43
trans VEE(S1-S0) 5.15 3.96 4.37 4.89 3.89 3.79
DE(trans planar S1 min - MECP) 1.69 1.72 – 2.51 0.84 1.36
Energies are given relative to the trans ground state minimum at the same level of theory. All values are in eV


























Fig. 3 PSB3 minimum energy paths between the cis and trans planar
S1 minima and the S0/S1 MECP for the ROHF/AS2, ROHF/AS6 and
ROHF/AS? methods. Energies (in eV) are plotted relative to the
MECP
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the respective S1 planar minima were for the cis form
0.036 eV for both methods and for the trans form 0.039 eV
for ROHF/AS6 and 0.037 eV for ROHF/AS?. The AS?
cis barrier is very slightly higher than AS6, as the cis planar
S1 minimum is stabilised by an additional orbital in the
active space. In contrast, the AS? trans barrier is slightly
lower than the AS6 barrier because the AS? transition
state is stabilised by an additional orbital in the active
space. As both methods give almost identical barriers, it is
apparent that these are true barriers and not an artefact of
the orbital selection procedure.
The results can be compared with the ab initio CAS-
SCF(6,9)/6-31G* MEP from the cis isomer to the MECP in
Ref. [4], which was determined by steepest descent from
the Franck–Condon point using mass-weighted cartesian
coordinates. The initial relaxation results in stretching of
all the formal double bonds, i.e. movement towards the two
CASSCF planar S1 minima. The barrierless steepest des-
cent path then continues to an MECP with a central double
bond torsion of 76.8. Note that this end point cannot be
compared directly to the present NEB paths because the
latter have an endpoint fixed at the MECP.
A CASPT2//CASSCF energy profile for the cis isomer
starting from the Franck–Condon point is also available
[8]. A state-averaged (6,6) CASSCF wave function was
used with the 6-31G* basis set. For this method a barrier is
observed, in agreement with ROHF/AS6 and ROHF/AS?,
but with a somewhat larger height of 2.5 kcal mol-1
(0.11 eV).
Energy paths for SA-2-CASSCF(6,6), MR-CIS(4,5) and
MR-CISD(4,5) with the 6-31G* basis set are given in Ref.
[33] (Fig. 3) for both the cis and trans MEPs. All three
methods are barrierless for the path from the planar trans
minimum to the MECP, but both MR-CI methods appear to
have very small barriers on the cis path. These results
should not be over-interpreted, however, because the paths
are calculated by linear interpolation and are therefore only
a first approximation to the true MEPs.
The results indicate that the ROHF/AS2 photoisomeri-
sation is likely to proceed much faster than either AS6 or
AS?, due to both the larger vertical excitation energy and
the barrierless path.
3.3 Surface-hopping dynamics
Semiempirical surface-hopping dynamics calculations
were performed using the non-adiabatic dynamics module
implemented in MNDO [34]. Six sets of trajectories were
run to compare the ROHF methods starting from the cis
and trans isomers.
Initial geometries were sampled from ground state
Born–Oppenheimer dynamics runs. An equilibration run
was carried out first, starting from the appropriate ground
state minimum. An initial instantaneous temperature of
300 K was set, and the trajectory propagated for 1 ps
with a time step of 0.1 fs. Velocity scaling was used to
equilibrate the system to 300 K. It was applied every 100
steps with a maximum allowed energy change of
1.0 kcal mol-1.
Following the equilibration run, a production run was
carried out. Again the trajectory was propagated for 1 ps
with a time step of 0.1 fs. Velocity scaling was applied
again to prevent the possibility of discontinuities in the
system energy pushing the system away from its equili-
brium temperature. In the case of AS6 several preliminary
dynamics runs had to be discarded due to discontinuities
too large to be controlled by the scaling procedure.
In each case 200 snapshots were taken at random from
the production run. A snapshot consists of both the
geometry and the atom velocities at the chosen timestep.
For each snapshot a single point calculation was performed
to obtain the excitation energy, DE10, and oscillator
strengths, f10, for the S1 excitation (only excitations to the
S1 state were considered, as this is considered to be the
only state relevant to PSB photodynamics [35]). Following
Ref. [36], a stochastic algorithm was used to determine
whether a surface-hopping run should be started from a











For each snapshot a random number between 0 and 1 is
generated, and if the number is lower than P10 then a
surface-hopping trajectory is started from the snapshot’s
geometry and initial velocities. The surface hopping
method of Tully (fewest switches algorithm) was used [37,
38]. In all cases a timestep of dt = 0.05 fs was used for
propagation of the nuclear degrees of freedom, with
quantum amplitudes propagated using a unitary propagator
with a time step dt0 ¼ dt=200. The ROHF/AS2 trajectories
were propagated for 250 fs, compared to 1 ps for AS6 and
AS?.
The fractional populations of the S1 state for the cis case
are given in Fig. 4a. As expected, the AS2 trajectories
return to the ground state much more rapidly than AS6 or
AS?. The AS2 photodynamics is characterised by a delay
period followed by exponential decay of the occupation of
the S1 state. The best fit line is of the form
f ðtÞ ¼ eðtsdÞ=s1 ð2Þ
The fitting parameters are given in Table 7. The total S1
lifetime, defined as the time for the fraction of trajectories
occupying the S1 state to drop to 1/e, is sd ? s1 = 63.7 fs.
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Just over half of the trajectories resulted in formation of the
trans product, giving a quantum yield for the photoi-
somerisation of 0.51.
The decay of the S1 population for ROHF/AS6 is clearly
much slower than for AS2. Assuming that the curve is
exponential, the total lifetime is over 1 ps. The quantum
yield is also dramatically lower, another indication of the
barrier to torsional motion.
The AS? decay is intermediate between AS2 and AS6,
but is also characterised by a more complex curve that
cannot be fitted to a simple exponential decay. This is in
line with the findings of Olivucci et al. [39], who used
wavepacket dynamics on a simple analytic potential to
show that the presence of even a small excited-state barrier
(0.6 kcal mol-1) has a drastic effect on retinal model
dynamics, introducing multi-exponential decay. The addi-
tional slow exponential component corresponds to
trajectories that have oscillated around the planar S1 min-
imum due to the barrier to torsion. The S1 decay for AS?
can be fitted to a bi-exponential curve of the form
f ðtÞ ¼ AeðtsdÞ=s1 þ ð1  AÞeðtsdÞ=s2 ð3Þ
Although the bi-exponential decay curve is not strictly
comparable with simple exponential decay, we can use a
nominal S1 lifetime (again defined as the time taken for the
fractional occupation to drop to 1/e) as an indication of the
initial relative speed of the photodynamics. This is
305.4 fs, significantly slower than AS2 but much faster
than AS6. The fraction of trajectories belonging to the fast
exponential component, A, is 0.63. The quantum yield is
also intermediate between AS2 and AS6. We can therefore
think of the decay behaviour of the AS6 dynamics as being
similar to the slow component of the AS? dynamics.
The results for the trans form of PSB3 are given in
Fig. 4b. The ROHF/AS2 curve is again of a simple expo-
nential form, but the total lifetime is longer at 110.8 fs and
the quantum yield much lower. There is no obvious
explanation for these results as the MEPs are virtually
symmetrical around the conical intersection point. It is
presumably related to more subtle aspects of the energy
surfaces which are not captured by the MEPs.
Unlike the cis form, the trans AS6 decay curve clearly
has two exponential components. The S1 lifetime is also
much lower at 613.9 fs. Roughly one third of the trajec-
tories follow the fast exponential decay component. This is
also reflected in the quantum yield which has risen to 0.25.
The trans population decay for AS? is of a similar
nature to AS6 but slower overall, again in contrast to the
cis results. The quantum yield is also similar to AS6.
















































Fig. 4 Average occupation of the S1 state of PSB3 over time starting
from a the cis isomer and b the trans isomer for the ROHF/AS2,
ROHF/AS6 and ROHF/AS? methods. Exponential/bi-exponential
best fit lines are also plotted
Table 7 Exponential/bi-exponential fitting parameters and quantum
yield calculations for the cis and trans PSB3 photoisomerisation
reactions using the ROHF/AS2, ROHF/AS6 and ROHF/AS?
methods
AS2 AS2 AS6 AS6 AS? AS?
cis trans cis trans cis trans
Fitting parameters
sd 35.7 38.7 57.6 68.5 51.0 69.6
s1 28.0 72.1 1164.1 30.7 119.0 29.9
s2 – – – 848.9 1125.3 965.2
A – – – 0.30 0.63 0.16
S1 lifetime
a 63.7 110.8 1221.7 613.9 305.4 863.8
Trajectory analysis
Total trajectories 193 188 153 147 153 140
Returned to S0
b 193 183 94 110 131 93
Product formed 99 49 15 28 56 25
Reactant re-formed 94 134 79 82 75 68
Quantum yield 0.51 0.27 0.16 0.25 0.43 0.27
Fitted time constants are in fs
a Defined as the time taken for the fractional population of the S1
state to reach 1/e
b Within 250 fs for AS2, 1 ps for AS6 and AS?
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The dynamics results clearly highlight the difference
between the barrierless S1 surface of ROHF/AS2, leading
to simple exponential decay, and the torsional barrier of
ROHF/AS6 and ROHF/AS?, leading to bi-exponential
decay. There is however no straightforward answer to the
question of how the change from ROHF/AS6 to ROHF/
AS? affects the PSB3 dynamics. As the level of inactive/
active orbital mixing at any given point is inherently
unpredictable, it is perhaps not surprising that the resulting
gradient spikes lead to unpredictable changes in the results.
Unlike with the optimisation calculations, there may also
be a statistical effect present. Although a relatively large
number of trajectories have been used in this study, the
active space effects and more complex dynamics may
require an even larger number to average out completely,
which could explain some of the difference between AS6
and AS?.
Ab initio surface-hopping dynamics results for PSB3 are
available in Refs. [5, 6, 36, 40]. In Refs. [5, 6], SA-2-
CASSCF(6,6)/6-31G* dynamics is studied starting from
the cis and trans isomers. The reactions are started with
initial velocities sampled using the ground state vibrational
modes at 0 K. 70 trajectories were calculated for the cis
dynamics and 66 for trans. The photoisomerisation reac-
tion in both cases is found to be fast and efficient, with 55%
of the trajectories showing decay within 80 fs for the cis
form. It is not reported whether the decay is of a simple
exponential form, although this is what we would expect as
the MEP is barrierless [4]. The cis lifetime is almost as
short as that of the present ROHF/AS2 results, in line with
our expectations. The authors state that similar results are
found for the trans form. The quantum yield for both
directions was found to be 0.81, much higher than any of
the results obtained with OM2/GUGA-CI. This could be
due to the different initial conditions, because the initial
geometries and velocities in this study were generated from
a 300 K dynamics run and so are likely to be more varied
than those generated at 0 K from the harmonic vibrational
modes. This in turn means that more of the configuration
space will be sampled and so conical intersection regions
will be found at lower torsional angles, leading preferen-
tially to a return to the reactant isomer. It is also notable
that the quantum yield for the AS6 and AS? results is
roughly proportional to the proportion of trajectories that
decay via the fast component of the reaction, so a barrier on
the S1 surface appears to favour a return to the reactant
after decay to the ground state.
SA-2-CASSCF(6,6)/6-31G* calculations are also avail-
able in Ref. [36] for dynamics starting from the trans form.
30 trajectories were calculated with initial conditions again
sampled using vibrational modes. The decay process
is shown to be a simple delayed exponential decay, with
sd = 47.5 fs and s1 = 82.5 fs, giving a total lifetime of
130 fs. This is similar to our ROHF/AS2 results, reflecting
the similarity of the MEPs of the two methods. The cal-
culation was repeated for 90 trajectories in Ref. [40], with a
lifetime of 98 fs reported, although in this case the expo-
nential fit does not include the 22% of trajectories that did
not decay within 200 fs, thereby lowering the lifetime.
Barbatti et al. [40] report a quantum yield for the trans
dynamics of 0.52, again higher than our ROHF results
which are in the range 0.25–0.27.
In Ref. [40], results using the same method starting from
the cis form are also available. 150 trajectories were run,
and a lifetime of 109 fs was found (again eliminating 15%
of the trajectories that failed to hop). This lifetime is sig-
nificantly slower than that found for ROHF/AS2, but faster
than for ROHF/AS?. The quantum yield is 0.65, rather
lower than in Ref. [5]. This is possibly because the results
are not converged in Ref. [5] due to the lower number of
trajectories run, or possibly because of differences in the
initial sampling or surface hopping algorithms.
In Refs. [33, 36], MR-CIS(4,5)/3-21G results are
available for the trans form. 50 trajectories were run in
Ref. [36] and 100 in Ref. [33], with reported lifetimes of
149 and 96 fs, respectively. This suggests that the value is
not converged when only 50 trajectories are run. In both
cases the decay is of a simple delayed exponential form,
which agrees with the barrierless MEPs shown in Fig. 3 of
Ref. [33].
Higher level results for the cis form are not to our
knowledge available. However, it is notable that the MR-
CIS and MR-CISD paths differ qualitatively for the 6-31G*
basis set compared to the 3-21G basis set (as shown in
Fig. 3 of Refs. [33] and [40]). A very small barrier or
energy plateau is observed for 6-31G* which would pre-
sumably affect the dynamics results. This is not the case for
the trans form, where no barrier is observed for either basis
set.
3.4 Ab initio excited state surface scans
Although it was not feasible to run CASPT2 surface hop-
ping dynamics calculations in this study, a first step
towards understanding the dynamics can be made by
examining the CASPT2 S1 potential energy surface. If the
path from the planar S1 minimum to the MECP is barrier-
less, the dynamics will resemble the simple exponential
decay of CASSCF or ROHF/AS2. If there is a barrier, we
can expect the dynamics to resemble ROHF/AS6 and AS?.
CASPT2 energies calculated along the CASSCF MEP do
find a barrier [8], but this result does not prove that a
barrier is present along the true CASPT2 path.
For technical reasons the nudged-elastic band method in
DL-FIND is currently incompatible with CAS methods.
However, the NEB paths for the OM2/GUGA-CI methods
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are qualitatively all very similar, in that the reaction
coordinate is essentially the torsion angle of the central
double bond, while the two parts of the system either side
of the central bond remain close to planar. Therefore it
should be possible to determine whether there is a barrier
on the ab initio S1 surfaces using a simple PES scan around
the region of the planar S1 minimum.
As a first step PES scans were performed using the
OM2/GUGA-CI method to check that they were in
agreement with the NEB results. Six torsional restraints
were used. The major restraint was on the central C–C=C–
C double bond, with a force constant of 10.0 Hartree/rad2.
There were five further constraints, including the H–C=C–
H torsion of the central double bond, and two pairs of
torsions for the C–C bonds adjacent to the central double
bond. The latter four torsions were fixed to 180, as all the
OM2/GUGA-CI NEB results gave torsional values of
roughly 180 along the MEP. If these restraints were not
included, the scan tended to break down as it reached
strangely distorted geometries that did not correspond to
the true MEP. Only a small force was needed for the five
further restraints (force constant of 0.1 Hartree/rad2),
which allowed the torsions to relax away from 180 to
some extent.
The restraints are simple penalty functions, and the
restraint energy increases as the system moves away from
planarity. For very small barriers this gives a significant
contribution to the height of the barrier, so the restraint
energies were subtracted again to obtain the final energies.
The PES scans were calculated at 5 intervals from 0 to
35 for cis and from 180 to 145 for trans. For both sets of
scans, the OM2/GUGA-CI results were quantitatively in
agreement with the NEB results. The ROHF/AS2 path was
again found to be barrierless, and the ROHF/AS6 and
ROHF/AS? paths again had barriers, of a similar height to
the NEB result (approximately 0.01 eV higher in all cases).
The small increase in the barrier heights can be explained
by the fact that the PES scan is only an approximation to
the true MEP.
The same procedure was then repeated for CASSCF and
CASPT2 using the 6-31G(d) basis set. For the cis form of
CASSCF, two scans were run starting from the two
CASSCF minima. The cis results are shown in Fig. 5a. The
scan for CASSCF minimum 1 is characterised by a smooth
barrierless descent, similar to ROHF/AS2. The scan for
CASSCF minimum 2, however, features a barrier, but
collapses to the same path as minimum 1 at a torsional
angle of 15. This suggests that the path via minimum 1 is
favoured during dynamics, leading to the observed single
exponential decay.
For CASPT2, the PES features an energy plateau from
0 to 25. The sudden drop in energy at 30 is accompanied
by a substantial change in the geometry of the system, with
the central C=C bond length rising from 1.432 A˚ at 25 to
1.514 A˚ at 30. This change is not seen for the CASSCF
minimum 1 curve because the central C=C bond is already
long in the planar form (1.524 A˚).
Results for the trans form are given in Fig. 5b. Again for
CASSCF the S1 curve is smooth and barrierless, much like
ROHF/AS2. For CASPT2, an energy plateau is observed
from 180 to 160. There is an extremely small barrier with
a maximum at 160, but this is well within the margin of
error of the PES scan procedure. A downward turn in the
energy then begins at 155 accompanied by an increase in
the central C=C bond length from 1.421 A˚ at 160 to
1.512 A˚ at 155. Again this is not seen in the CASSCF
scan because the planar form already has a long central
bond length (1.519 A˚).
The CASPT2 S1 cis and trans surfaces are therefore quite
different to those of CASSCF and they would be expected
to give different dynamics, possibly with bi-exponential
decay. However, unlike ROHF/AS6 and AS?, there is no
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Fig. 5 Constrained S1 potential energy surface scans for a the cis
isomer and b the trans isomer of PSB3 using CASSCF and CASPT2.
Energies (in eV) are plotted relative to the trans S0 minimum
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explicit barrier, and so the effect on the dynamics can be
expected to be less dramatic than for those methods.
There is experimental evidence that the excited-state
decay of the full retinal chromophore, both in solution [41]
and in the protein environment [42–44], is multi-expo-
nential. The results in solution have been shown to arise
from a barrier on the excited-state surface [41]. It remains
to be seen whether the OM2/GUGA-CI method can model
this dynamics accurately, but the results for PSB3 suggest
that this approach is promising.
4 Conclusions
This study has shown that the semiempirical OM2/GUGA-
CI description of the PSB3 potential energy surfaces and
excited state dynamics is acutely sensitive to both the choice
of molecular orbitals (closed-shell or restricted open-shell)
and active space. Methods using RHF orbitals have been
found to give a qualitatively incorrect description of the
MECP and so cannot be expected to give meaningful
dynamics results. The ROHF methods perform better. The
minimal ROHF/AS2 method gives results that are similar to
CASSCF(6,6)/6-31G*, including similar vertical excitation
energies, a barrierless MEP and single delayed exponential
decay dynamics with a broadly similar lifetime. However,
CASSCF is not an ideal reference, in particular for vertical
excitation energies which are much lower for CASPT2/
6-31G*. ROHF/AS6 and ROHF/AS? are much closer to
CASPT2 for vertical excitation energies. The MEPs for both
these methods feature barriers on the S1 surface, leading to
multi-exponential dynamics with a fast sub-picosecond
component (similar to AS2) and a slower picosecond
component. Significant barriers are not found on the cor-
responding CASPT2 surfaces, although the CASPT2 path
was found to have an energy plateau extending over a wide
range of torsional angles. This may lead to multi-expo-
nential dynamics, although the effect is unlikely to be as
pronounced as that seen for ROHF/AS6 and ROHF/AS?.
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