Abstract The efficiency of algorithms for solving nonlinear equations is a measure of comparison between different iterative methods. In the case of scalar equations two parameters are considered as it is well-known, but frequently in recent literature inaccurate generalizations combining these parameters are used when solving systems of nonlinear equations. Our goal in this paper is to clarify the concept of the efficiency in the multi-dimensional case. To do it we present a detailed definition of the computational efficiency. The relation between the efficiency parameters in scalar and vectorial cases is analyzed in detail and tested in two numerical examples.
Introduction
To approximate a root x ∈ R of a scalar equation
where f : I ⊂ R −→ R is a nonlinear function and I a non-empty neighborhood of x , iterative schemes are usually employed. For instance, given x 0 ∈ I, it may be used x n+1 = φ(x n ), n ≥ 0. The choice of the most appropriate algorithm for solving (1) depends on its efficiency, which links the necessary number of iterations to obtain a prefixed precision (order of convergence) to its computational cost. Let S = {x n } n≥0 ⊂ R be a convergent sequence obtained using the without memory iteration function φ with limit x such that x n = x for all n ≥ 0. Wall [24] suggested the quantity ρ = lim n→∞ log |e n+1 | log |e n |
as the order of S (also the order of iteration function φ) provided the limit exists, where e n = x n − x * . It is known that ρ is then equal to the R-order of S defined by Ortega and Rheinboldt in [15] . Another way to express the order is using the recursion
where K is the error asymptotical constant and ρ is a positive integer if φ is an iterative method without memory.
To compare different iterative methods, it is widely used the efficiency index suggested by Ostrowski ( [16] , 1960) EI = ρ 1/α , where ρ is the local order of convergence of the method and α represents the number of the evaluations of functions necessary to carry out the method per iteration.
Other classical measure of the efficiency for iterative methods applied to scalar nonlinear equations is the computational efficiency proposed by Traub ( [22] , 1964) CE = ρ 1/ω , where ω is the number of operations, expressed in product units, which are needed to compute each iteration. In general, if we are interested in knowing the efficiency of a scalar scheme the parameter most used is EI, instead of any combination of it with CE.
In m-dimensional case we are interested in solving systems of nonlinear equations F (x) = 0, where
m is a nonlinear function and D is a non-empty open convex domain that contains a root x ∈ R m . The choice of the most suitable iterative method, x n+1 = Φ(x n ), depends mainly on its efficiency which also depends on the convergence order and the computational cost. We point out that the number of operations per iteration in the computational cost increases in such a way that some algorithms will not be used because they are not efficient. In this case, we say that iterative method (without memory) Φ has order of convergence ρ ≥ 1, if
. . ., e n ) T and e n ∈ R m . We remark that the order ρ previously considered is Wall's definition (2) using norms instead of absolute values and it is the R-order given in [15] . A most complete discussion about this issue can be found in [15] .
It is important to define the efficiency taking into account not only the number of evaluations of scalar functions but also other aspects. When we implement an iteration of Φ it is possible to use different alternatives such as methods based on extrapolation algorithms (RRE, MPE, MMPE, -algorithms, Arnoldi, GMRES and others (see [20] and references therein)), and schemes where a system of linear equations has to be solved at each iteration. In the following the last option is chosen and the LU -decomposition plus the resolution of two linear triangular systems in the computation of the inverse operator appears. In other words, in the multi-dimensional case we have to perform a great number of operations, while in scalar case the number of operations is reduced to a very few products.
Let be the conversion factor of quotients into products (necessary time to perform a quotient in time of product units). Recall that the number of products and quotients that we need for solving a m-dimensional linear system, by using LU -decomposition is
and for solving the two triangular linear systems with ones in the main diagonal of matrix L we have P 2 = m (m − 1) + m products. Finally, the total number of products is
To clarify concepts we consider two iterative methods of fourth-order and we study and compare the computational cost of them. The first one is a variant of the works of Ren et al. [18] and Zheng et al. [25] , where the iteration function is written hereafter. Namely, for a given x ∈ D ⊂ R m ,
where
; F ] is a divided difference operator of first order. Recall that the first divided difference operator of F in R m as a mapping
, where L(R m , R m ) denotes the set of bounded linear functions (see [15, 17] and references therein).
The second iterative function is a Steffensen-like function of three-steps where the operator Θ is frozen. That is, given
Here we will consider the divided difference of first order defined in [17] by
where u, v ∈ R m . In the scalar case we have a unique definition. Namely, if u, v ∈ R, then the divided difference of first order is
Clarification of main concepts
In m-dimensional case we define the computational efficiency index (CEI) by (see [8, 10, 17] )
The computational cost of the method is given by
where α(m) represents the number of evaluations of the scalar functions used in the evaluation of F and the first order divided operator. It is expressed in number of products because µ is a factor that converts the number of scalar evaluations into products. The function ω(m, ) is the number of products of the algorithm needed per iteration. Recall that parameter means that one division is equivalent to products. In the multi-dimensional case CEI will be used to compare the efficiencies of different algorithms. Some significant discussions on the efficiency of iterative methods can also be found in [1, 5, 6, 9, 12, 19] .
The motivation of this note is to clarify the use of EI and CE in the vectorial case. It is not exact, and therefore inappropriate to define the computational cost by α + ω, and the efficiency by E = ρ 1/ (α + ω) . This definition is used recursively in [2-4, 14, 23] where the above mentioned authors may not have realized that they have mixed up two entirely different issues. We modestly think that this subject should be reviewed to avoid procedures that, in our opinion, could lead to inconsistent results.
Comparison of the efficiencies of
and
Notice that the first step of iteration functions φ 1 and φ 2 is the same and has two evaluations, f (x) and f (x + f (x)), one product and one quotient. The second step of φ 1 has a new evaluation f (y) and three quotients, while the second and third step of φ 2 has only a quotient each one since θ is computed previously.
Recall that EI = ρ 1/ α , and in both cases we have ρ 1 = ρ 2 = 4 [18, 25] . On the other hand, α 1 = 3 and α 2 = 4, and consequently EI 1 = 4 1/3 > EI 2 = 4 1/4 . It is interesting to observe the small number of products and quotients of these two scalar algorithms. In general, this fact is important to distinguish the difference between the scalar and vectorial case.
Another concept that changes when we work in the resolution of a system of nonlinear equations is the optimality of an iterative method. For example, following the conjecture of Kung-Traub [13] , scheme φ 1 has optimal order since it has fourth-order and only uses three evaluation of the function f . But, this is not important in the m-dimensional case as we will see later on.
The m-dimensional case
Now, we study the computational cost of iteration functions Φ 1 and Φ 2 defined in (3) and (4) 2 quotients in the computation of each divided difference operator. Scheme Φ 1 presents three operators. Moreover, we apply twice LU -decomposition and we solve two triangular linear systems twice. Hence,
For iteration function Φ 2 we have three evaluations of F , F (x), F (y) and F (z), and m 2 evaluations of scalar functions when we compute the unique operator Θ, then we have α 2 (m) = m (m + 3) = 3 m + m 2 . Now, it is only necessary m 2 quotients and a factorization LU because we have only one operator Θ, but we have to solve three times a double triangular linear system. That is,
Usually, to compare the efficiency of two iterative methods it is considered the ratio between the logarithms of their corresponding CEIs. In this case, since both schemes to be analyzed have the same order, it will be suffice to study the ratio between C 2 and C 1 . That is, For m ≥ 2 and ≥ 1, the function µ(m, ) is always negative and for µ ≥ 0 the computational cost of Φ 1 is higher than the computational cost of Φ 2 , as can be easily checked. As a consequence, Φ 2 is the most efficient. A connected concept with CEI is the time factor (T F ) defined by
It is related to the elapsed time necessary to get an approximation of the root with a certain precision [10] . Moreover, if we consider the respective and analogous time factors corresponding to EI and CE, we have
Numerical comparison
Hereafter, the efficiency of methods previously considered, is studied for a function in both scalar and multi-dimensional case and computed correctly. The numerical computations were performed using the MPFR library of C++ multi-precision arithmetics [7, 21] with 4096 digits of mantissa. All algorithms were compiled by g++(4.2.1) for i686-apple-darwin1 with libgmp (v.5.0.2) and libmpfr (v.3.1.0) libraries in a processor Intel Xeon E5620, 2.4GHz (64-bit machine). Now, it is natural to wonder about why the computational cost of additions and subtractions does not appear in the discussion. The reason is that in this case, one product has the same computational cost as 77 additions. Furthermore, in this machine the quotient and product ratio is = 1.731.
For each example the starting point is the same for the two methods tested. The classical stopping criterion e I = x I − α > 10 and · = · ∞ (see [11] ). Moreover,ȇ n is obtained by
Note that this criterion is independent of the knowledge of the root. To evaluate the numerical efficiency of each method in the m-dimensional case we compute its factorκ (see [10] ). That is, for each iteration k we get the precision (number of correct decimals) D k in computational time Θ(D k ) (elapsed time from D 0 to obtain D k correct decimals), where
We approximate the pairs (log D k , Θ(D k )), 1 ≤ k ≤ I, in the least-squares sense by a polynomial of degree one, where the slopeκ is computed . Namely,κ is a coefficient measuring the time of execution in function of the approximate number of correct decimals, say
Using this value of the slope we compare the time factor T F with the computed time factor T F defined by
where t p is the necessary time spent by one product and q = D I /D 0 . Taking into account the definition given in [24] , in these experiments we calculate the computational order of convergenceρ, for short PCLOC, defined in [11] by
.
If ρ =ρ ± ∆ρ, where ρ = 4 is the local order of convergence and ∆ρ is the error of PCLOC, then we get ∆ρ < 10 −3 . This fact means that in all computations of PCLOC we obtain at least 3 significant digits and this result is a good test for the local order of convergence of the iterative methods worked in this paper.
Scalar example
To test the scalar case we consider the function
We begin the computation using the guess point x 0 = 0.1 ∈ R and the solution of (7) obtained is x * = 0.56714 32904 09783 87299 99687 . . . Table 1 shows the number of iteration I for each method, the number of correct figures D I and the elapsed time T I measured in milliseconds. Notice that T I (φ 1 ) < T I (φ 2 ) agreeing with the theoretical results. 
Multi-dimensional example
To test the multi-dimensional case we consider the 7-dimensional function
where x = (x 1 , . . . x 7 ) t , the guess point used is x 0 = (0.1, . . . 0.1) t ∈ R 7 and the solution of (8) (8) is the computational cost of the exponential function; that is, µ = 76.4. Table 2 shows the number of iterations I for each method, the number of correct figures D I , the elapsed time T I measured in milliseconds andκ fitted by least-square method. Note that for this function both T I (Φ 2 ) andκ(Φ 2 ) are smaller than the corresponding values for method Φ 1 agreeing with the theoretical CEI previously studied. Furthermore, observe that Φ 2 get maximum CEI, and this fact is just the contrary to what occurred with the values of EI(φ 1 ) and EI(φ 2 ) in the scalar case.
