On the prime power factorization of n!  by Zhai, Wenguang
Journal of Number Theory 129 (2009) 1820–1836Contents lists available at ScienceDirect
Journal of Number Theory
www.elsevier.com/locate/jnt
On the prime power factorization of n!✩
Wenguang Zhai
School of Mathematical Sciences, Shandong Normal University, Jinan, Shandong, 250014, PR China
a r t i c l e i n f o a b s t r a c t
Article history:
Received 18 May 2007
Revised 27 February 2009
Available online 6 May 2009
Communicated by Carl Pomerance
MSC:
11N37
Keywords:
Prime power factorization
Exponential sum
Asymptotic formula
For a ﬁxed prime q, let eq(n) denote the order of q in the prime
factorization of n!. For two ﬁxed integers m  2 and r with 0
rm − 1, let A(x;m,q, r) denote the numbers of positive integers
n x for which eq(n) ≡ r (mod m). In this paper we shall prove a
sharp asymptotic formula of A(x;m,q, r).
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1. Introduction
Let p1 = 2, p2 = 3, . . . be the sequence of all primes in ascending order. For a nonnegative inte-
ger n, it is well known that its prime power factorization is of the form
n! =
∏
p jn
p
ep j (n)
j
with
ep(n) =
[
n
p
]
+
[
n
p2
]
+
[
n
p3
]
+ · · · . (1.1)
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Conjecture 1. Does there exist, for every ﬁxed k, some n > 1 with all the exponents ep1(n), ep2(n), . . . ,
epk (n) even?
In 1997 Berend [1] proved this conjecture by showing that for every ﬁxed integer k, there exist
inﬁnitely many n for which
ep1(n) ≡ ep2(n) ≡ · · · ≡ epk (n) ≡ 0 (mod m).
A generalization of Conjecture 1 is
Conjecture 2. Let k 1 be a ﬁxed integer, q1,q2, . . . ,qk be distinct primes, m1,m2, . . . ,mk be arbitrary
positive integers ( 2), and 0  r j mj − 1 for j = 1, . . . ,k be arbitrary residue classes modulo mj .
Then there are inﬁnitely many n for which
eq1(n) ≡ r1 (mod m1), . . . , eqk (n) ≡ rk (mod mk).
Conjecture 2 is conjecture 1 of Sander [7] when m1 =m2 = · · · =mk = 2 and in this case Sander
proved that Conjecture 2 is true for k = 2. When m1 = m2 = · · · = mk, Conjecture 2 is Conjecture 4
of Chen and Liu [3] and they proved the case k = 1. Chen and Liu also proved the following result:
suppose k = 2 and m1 =m2 =m 2, then there exists a constant D(m) such that Conjecture 2 is true
if max(q1,q2) D(m).
A stronger form of Conjecture 2 is the following
Conjecture 3. Let k 1 be a ﬁxed integer, q1,q2, . . . ,qk be distinct primes, m1,m2, . . . ,mk be arbitrary
positive integers ( 2), and 0  r j mj − 1 for j = 1, . . . ,k be arbitrary residue classes modulo mj .
Then
#
{
0 n < x: eq j (n) ≡ r j (modmj), 1 j  k
}∼ x
m1m2 · · ·mk , x → ∞.
For convenience, let
m= {m1, . . . ,mk}, q= {q1, . . . ,qk}, r= {r1, . . . , rk},
A(x;m,q, r) := #{0 n < x: eq j (n) ≡ r j (modmj), 1 j  k},
E(x;m,q, r) := A(x;m,q, r) − x
m1m2 · · ·mk .
Under the assumption q j mj (1 j  k), Luca and Sta˘nica˘ [6] proved that
E(x;m,q, r) = O (x1−1/120k2q3mm2), (1.2)
where m := max{m1, . . . ,mk}, q := max{q1, . . . ,qk}. The proof of (1.2) depends on a result of Kim [5].
Conjecture 3 was completely solved by Berend and Kolesnik [2]. Before stating their main result,
we explain some notations. For (p,k) = 1, let u(p,k) denote the least positive integer for which
pu − 1
p − 1 ≡ 0 (mod k).
Note that 2 u(p,k) k. Write mj = pα jj k j with (k j, p j) = 1. Deﬁne
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u j = 2, β j = 2, α j = 1, k j = 1,
u j = 1, β j = α j, α j  2, k j = 1,
u j = u(p j,k j), β j = u j, α j = 0, k j > 1,
u j = u(p j,k j), β j = lcm(α j,u j), α j  1, k j > 1.
Finally, deﬁne
m˜ = max
1 jk
m j, q˜ = max
1 jk
p
β j
j .
Berend and Kolesnik proved that
E(x;m,q, r) = O (x1−4/(q˜2m˜2k log q˜+8k+8)), (1.3)
which not only substantially improved (1.2), but also removed the superﬂuous restrictions q j  mj
(1 j  k).
Berend and Kolesnik [2] asked how tight the result (1.3) is, namely whether the estimate can be
reduced. They listed two examples in their paper. The ﬁrst example is
E(x;2,2, r) = O (1), r = 0,1. (1.4)
The second example is
E(x;2,3, r) = Ω(x1/2), r = 0,1,2. (1.5)
For k 2, it seems very diﬃcult to improve the estimate (1.3). However, when k = 1, much better
results can be obtained. For example, Sander [7] proved the following result: let q be a prime, r ∈
{0,1}, then
∣∣E(x;2,q, r)∣∣ 3q
2
x1/2. (1.6)
In this paper, we shall prove the following Theorem 1, which is a more general result for the case
k = 1.
Theorem 1. Suppose q 2 is a prime, m 2, and suppose m = qcm0 such that (q,m0) = 1. Deﬁne
θm,q := | sinqπ/m|
sinπ/m
.
(1) If m0 > 1, let
u0 := min
d|m0,d>1
u(q,d),
then we have
∣∣E(x;m,q, r)∣∣ C(m,q)x 1u0 +(1− 1u0 ) log θm,qlogq + q, (1.7)
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C(m,q) := q
2
q
1
u0
+(1− 1u0 )
log θm,q
logq − 1
.
(2) If m = qc , c  2, then we have
∣∣E(x;m,q, r)∣∣ q2
θm,q − 1 x
log θm,q
logq + q. (1.8)
(3) If m = q, then we have
∣∣E(x;m,q, r)∣∣ q2
2
+ q. (1.9)
Remark 1. It is easy to see that θm,q m/2. Suppose c > 1/2 is a ﬁxed constant such that q  cm,
then we have θm,q  cm/2c  q/2c and
1/u0 + (1− 1/u0) log θm,q
logq
 1
2
+ log θm,q
2 logq
 1− log2c
2 logq
,
which is better than the exponent in (1.3) for k = 1.
Remark 2. In many cases, the upper bounds contained in Theorem 1 is the best possible. The following
Theorem 2 provides some examples.
Theorem 2. If q ≡ 1 (modm), then we have
E(x;m,q, r) = O (x1/p0), x → ∞, (1.10)
E(x;m,q, r) = Ω(x1/p0), x → ∞, (1.11)
where p0 is the smallest prime factor of m.
If q ≡ −1 (modm), then we have
E(x;m,q, r) = O (x1/2), x → ∞, (1.12)
E(x;m,q, r) = Ω(x1/2), x → ∞. (1.13)
If m = qc (c  2), then
E(x;m,q, r) = Ω(x log θm,qlogq ), x → ∞. (1.14)
In [3], Chen and Liu proposed the following
Conjecture 4. Let k 1 be a ﬁxed integer, q1,q2, . . . ,qk be distinct primes, m1,m2, . . . ,mk be arbitrary
positive integers ( 2), and 0  r j mj − 1 for j = 1, . . . ,k be arbitrary residue classes modulo mj .
Then there are inﬁnitely many n for which
eq1
(
n2
)≡ r1 (mod m1), . . . , eqk(n2)≡ rk (mod mk).
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the end of their paper that even for k = 1, it is hard to determine if
{
eq
(
n2
)
(modm): n ∈ N}= Zm (1.15)
holds for any q and m. The following Theorem 3 shows that the answer is yes for any ﬁxed m 2 if
q 4m − 2.
Theorem 3. Suppose m 2, q 2, q m and 0 r min(m − 1, (q − 2)/4), then there exist inﬁnitely n for
which eq(n2) ≡ r (modm).
Corollary 1. If m 2, q 4m − 2, then (1.15) holds.
Notation. Throughout this paper, eq(n) denotes the order of q in the prime factorization of n! for a
prime q. Z,Zm,N denote the set of all integers, the set of all integers modulo m, the set of all natu-
ral numbers, respectively. For any real number t , [t] denotes the integer part of t and e(t) = e2π it .
f (x) = O (g(x)) (x → ∞) means that | f (x)|  Cg(x) for some absolute positive constant C > 0.
f (x) = Ω(g(x)) (x → ∞) means that there exists a positive constant c > 0 such that the inequal-
ity | f (x)/g(x)| c holds inﬁnitely often when x tends to inﬁnity.
2. On θm,q and u(q,d)
Suppose r ∈ Z. Deﬁne
S(m,q, r) :=
q−1∑
n=0
e
(
rn
m
)
. (2.1)
If m | r, then S(m,q, r) = q. If m = q, then S(m,q, r) = 0 for any r ∈ Z with m  r.
Now we suppose m = q and m  r. Since
S(m,q, r) = 1− e(
rq
m )
1− e( rm )
,
we have
∣∣S(m,q, r)∣∣= | sin rqπm || sin rπm | . (2.2)
We ﬁrst prove the following
Lemma 2.1. For all r ∈ Z(m  r) we have
∣∣S(m,q, r)∣∣ ∣∣S(m,q,1)∣∣= θm,q.
Proof. If r1 ≡ r2 (mod m), then S(m,q, r1) = S(m,q, r2). We also have S(m,q, r) = S(m,q,−r). From
these two facts we may suppose 1 r m/2. So
∣∣S(m,q, r)∣∣= | sin rqπm |
sin rπ
. (2.3)
m
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From (2.3) it is easy to see that
∣∣S(m,q, r)∣∣= ∣∣S(m,q0, r)∣∣= | sin rq0πm |
sin rπm
, (2.4)
which suggests that we may assume 1 q0 m/2.
If q0 = 1, then (2.4) implies that
∣∣S(m,1, r)∣∣≡ 1 (1 r m/2), (2.5)
which together with (2.4) proves Lemma 2.1 for the case q ≡ ±1 (mod m).
If q0 = 2, from the relation sin2x = 2sin x cos x we get
∣∣S(m,2, r)∣∣= 2∣∣∣∣cos rπm
∣∣∣∣= 2cos rπm
if recalling 1 r m/2, which combining (2.4) proves Lemma 2.1 for the case q ≡ ±2 (mod m).
If q0 = 3, from the relation sin3x = 2sin x cos2 x+ sin x cos2x we get
∣∣S(m,3, r)∣∣= ∣∣∣∣2cos2 rπm + cos 2rπm
∣∣∣∣.
So
max
1rm/2
∣∣S(m,3, r)∣∣= S(m,3,1) = 2cos2 π
m
+ cos 2π
m
,
which together with (2.4) proves Lemma 2.1 for the case q ≡ ±3 (mod m).
Now we consider the case 4 q0 m/2. For 0< t  π/2 we have the well-known inequality
sin t  2t/π. (2.6)
If r m/q0, then by (2.6) we get
∣∣S(m,q0, r)∣∣ 1
sin rπ/m
 q0/2. (2.7)
Next, we assume 1 r m/q0. Consider the function
f (x) = sinq0x
sin x
, π/m x π/q0.
By elementary analysis, it is easy to check that f (x) is a decreasing function of x in the interval
[π/m,π/q0]. So we have
max
π/mxπ/q0
f (x) = f
(
π
m
)
= S(m,q0,1) S(m,q0, r) (1 r m/q0). (2.8)
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S(m,q0,1) 2q0/π. (2.9)
From (2.7)–(2.9) we get
max
1rm/2
∣∣S(m,q0, r)∣∣= S(m,q0,1), (2.10)
which by combining with (2.4) proves Lemma 2.1 for q ≡ ±q0 (mod m) with 4 q0 m/2.
This completes the proof of Lemma 2.1. 
Lemma 2.2. If q ≡ 1 (mod d), then u(q,d) = d.
Proof. The condition q ≡ 1 (mod d) implies that the congruence
ql − 1
q − 1 ≡ l (mod d)
holds for any l 1. Whence Lemma 2.2 follows. 
Lemma 2.3. If q ≡ −1 (mod d), then u(q,d) = 2.
Proof. Trivial. 
3. An exponential sum involving eq(n)
Suppose 1 b q, s 0, 1 hm − 1. In this section we shall estimate the exponential sum
B(b, s;m,q,h) :=
∑
0n<bqs
e
(
heq(n)
m
)
.
If s = 0, then trivially |B(b,0;m,q,h)| q. Now we suppose s 1.
In order to bound B(b, s;m,q,h), we use the q-adic expansion of natural numbers. Each integer
0 n < bqs can be uniquely written as
n = nsqs + ns−1qs−1 + · · · + n1q + n0,
0 ns  b − 1, 0 n j  q − 1 (0 j  s − 1). (3.1)
It is easy to see that if n has the form (3.1), then
eq(n) =
s∑
j=1
n j f ( j,q), (3.2)
where
f ( j,q) := 1+ q + q2 + · · · + q j−1 = q
j − 1
.
q − 1
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B(b, s;m,q,h) =
b−1∑
ns=0
q−1∑
ns−1=0
· · ·
q−1∑
n1=0
q−1∑
n0=0
e
(
h
∑s
j=1 n j f ( j,q)
m
)
= q
b−1∑
ns=0
q−1∑
ns−1=0
· · ·
q−1∑
n1=0
e
(
h
∑s
j=1 n j f ( j,q)
m
)
= q
b−1∑
ns=0
e
(
hns f (s,q)
m
) s−1∏
j=1
S
(
m,q,hf ( j,q)
)
. (3.3)
Suppose ﬁrst q =m. Let d0 = (h,m), m1 =m/d0, h1 = h/d0. Since 1 hm− 1, we have m1  2.
Lemma 3.1. If (m1,q) = 1, then
∣∣B(b, s;m,q,h)∣∣ q2+ s−1u(q,m1) θ (s−1)(1− 1u(q,m1) )m,q . (3.4)
If q |m1, then ∣∣B(b, s;m,q,h)∣∣ q2θ s−1m,q . (3.5)
Proof. The lemma is trivial for s = 1. So suppose s 2.
The case (m1,q) = 1:
Let J = {1,2, . . . , s − 1}. By the deﬁnition of u(· , ·) we see that
m1 | f ( j,q) ⇔ j = tu(q,m1) (t  1).
Let J1 = J ∩ {tu(q,m1): t  1}, J2 = J \ J1. If j ∈ J1, then S(m,q,hf ( j,q)) = q. If j ∈ J2, then we
have m1  h1 f ( j,q) and |S(m,q,hf ( j,q))| θm,q. It is easy to see that
# J1 =
[
s − 1
u(q,m1)
]
, # J2 = s − 1−
[
s − 1
u(q,m1)
]
.
So from (3.3) and the trivial estimate
∣∣∣∣∣
b−1∑
ns=0
e
(
hns f (s,q)
m
)∣∣∣∣∣ q,
we get
∣∣B(b, s;m,q,h)∣∣ q2q[ s−1u(q,m1) ]θ s−1−[ s−1u(q,m1) ]m,q
= q2(qθ−1m,q)[ s−1u(q,m1) ]θ s−1m,q
 q2
(
qθ−1m,q
) s−1
u(q,m1) θ s−1m,q
= q2+ s−1u(q,m1) θ s−1−
s−1
u(q,m1)
m,q ,
where we used the inequality [u] u.
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In this case, for any j  1, we have m1  f ( j,q), whence m1  h1 f ( j,q). Thus the inequality
|S(m,q,hf ( j,q))| θm,q holds for any j  1, which by combining with (3.3) gives (3.5). 
From Lemma 3.1 we immediately get the following
Lemma 3.2. Let m = qcm0 , (m0,q) = 1, 1 hm − 1, s 1.
If m0 > 1, then we have
∣∣B(b, s;m,q,h)∣∣ q2+ s−1u0 θ s−1− s−1u0m,q , (3.6)
where u0 = mind|m0,d>1 u(q,d).
If m0 = 1, c  2, then we have
∣∣B(b, s;m,q,h)∣∣ q2θ s−1m,q . (3.7)
Proof. Recall m1 =m/(m,h), h1 = h/(m,h). If (m1,q) = 1, then m1 |m0. From (3.4) we have
∣∣B(b, s;m,q,h)∣∣ q2(qθ−1m,q) s−1u(q,m1) θ s−1m,q
 q2
(
qθ−1m,q
) s−1
u0 θ s−1m,q
= q2+ s−1u0 θ s−1−
s−1
u0
m,q .
If q |m1, then from (3.5) we have
∣∣B(b, s;m,q,h)∣∣ q2θ s−1m,q
 q2θ s−1m,q
(
qθ−1m,q
) s−1
u0
= q2+ s−1u0 θ s−1−
s−1
u0
m,q .
Whence (3.6) follows. The inequality (3.7) follows from (3.5) directly. 
Lemma 3.3. If m = q, then
B(b, s;m,q,h) = 0, s 2,∣∣B(b,1;m,q,h)∣∣ q2/2.
Proof. Since m = q, we have f ( j,q) ≡ 1 (mod m) for any j  1. So for any j  1 we have
S(m,q,hf ( j,q)) = S(m,q,h) = 0. From (3.3) we see that B(b, s;m,q,h) = 0 for any s  2. If s = 1,
then from (3.3) we have
∣∣B(b,1;m,q,h)∣∣= q
∣∣∣∣∣
b−1∑
ns=0
e
(
hns
m
)∣∣∣∣∣ q2/2. 
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Suppose that qk  x< qk+1. From the relation
1
m
m−1∑
h=0
e
(
h(t − r)
m
)
=
{
1, if t ≡ r (modm),
0, if t ≡ r (modm),
we get that
A(x;m,q, r) = 1
m
∑
0n<x
m−1∑
h=0
e
(
h(eq(n) − r)
m
)
= x
m
+ 1
m
m−1∑
h=1
e
(
−hr
m
) ∑
0n<x
e
(
heq(n)
m
)
. (4.1)
Hence
E(x;m,q, r) = 1
m
m−1∑
h=1
e
(
−hr
m
) ∑
0n<x
e
(
heq(n)
m
)
. (4.2)
Suppose
x = bkqk + bk−1qk−1 + · · · + b1q + b0,
where 1 bk  q − 1, 0 b j  q − 1 (0 j  k − 1).
For each 0 s k − 1, deﬁne
Ns :=
{
n ∈ N: bkqk + bk−1qk−1 + · · · + bs+1qs+1  n < bkqk + bk−1qk−1 + · · · + bsqs
}
and deﬁne
Nk :=
{
0 n < bkqk
}
.
Thus we have
∑
0n<x
e
(
heq(n)
m
)
=
k∑
s=0
∑
n∈N j
e
(
heq(n)
m
)
. (4.3)
Trivially
∣∣∣∣ ∑
n∈N0
e
(
heq(n)
m
)∣∣∣∣ q. (4.4)
Now we estimate the sum
∑
n∈N j e(
heq(n)
m ) for 1  s  k. Suppose m = qcm0, (m0,q) = 1 and
m0 > 1. We shall prove that the estimate
1830 W. Zhai / Journal of Number Theory 129 (2009) 1820–1836∣∣∣∣ ∑
n∈Ns
e
(
heq(n)
m
)∣∣∣∣ q2(qθ1− 1u0m,q )s−1 (4.5)
holds for 1 s k.
If s = k, then (4.5) follows from (3.6) of Lemma 3.2 directly. Now we assume 1  s  s − 1. If
bs = 0, then Ns = ∅. So suppose 1 bs  q − 1. Each n ∈ Ns can be uniquely written as
n = bkqk + bk−1qk−1 + · · · + bs+1qs+1 + nsqs + ns−1qs−1 + · · · + n1q + n0,
where 0 ns < bs − 1, 0 n j  q − 1 (0 j  s − 1). Thus from (3.2)
eq(n) =
k∑
j=s+1
b j f ( j,q) +
s∑
j=1
n j f ( j,q).
So we have
∑
n∈N j
e
(
heq(n)
m
)
=
bs−1∑
ns=0
q−1∑
ns−1=0
· · ·
q−1∑
n1=0
q−1∑
n0=0
e
(∑k
j=s+1 hb j f ( j,q) +
∑s
j=1 hn j f ( j,q)
m
)
= e
(∑k
j=s+1 hb j f ( j,q)
m
) bs−1∑
ns=0
q−1∑
ns−1=0
· · ·
q−1∑
n1=0
q−1∑
n0=0
e
(∑s
j=1 hn j f ( j,q)
m
)
= e
(∑k
j=s+1 hb j f ( j,q)
m
)
B(bs, s;m,q,h),
which combining (3.6) of Lemma 3.2 gives (4.5).
By (4.2)–(4.5) we get (let D = qθ1−
1
u0
m,q )
∣∣E(x;m,q, r)∣∣ q + q2 k∑
s=1
Ds−1 = q + q2 D
k − 1
D − 1
< q + C(m,q)x 1u0 +(1− 1u0 )
log θm,q
logq (4.6)
if noting that q  log x and D > 1. This completes the proof of (1.7). The proofs of (1.8) and (1.9) are
similar, so we omit the details.
5. Proof of Theorem 2
In this section we prove Theorem 2.
5.1. The case q ≡ 1 (modm)
In this case it is easy to see that (m,q) = 1. For any d | m (d > 1) we have q ≡ 1 (mod d). By
Lemma 2.2, u(q,d) = d. Thus
u0 = min
d|m
u(q,d) = min
d|m
d = p0,
d>1 d>1
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from (1.5).
Now we prove (1.9). Let x = qk+1, km is an integer. By (3.3) and (4.2) we have
E
(
qk+1;m,q, r)= 1
m
m−1∑
h=1
e
(
−hr
m
)
B(q,k;m,q,h)
= q
m
m−1∑
h=1
e
(
−hr
m
) k∏
j=1
S
(
m,q,hf ( j,q)
)
= q
m
m−1∑
h=1
e
(
−hr
m
) k∏
j=1
S(m,q,hj), (5.1)
where we used the congruence f ( j,q) ≡ j (mod m), which follows from q ≡ 1 (mod m) easily.
Suppose 1  h m − 1. Let m1 = m/(m,h), h1 = h/(m,h). If m  hj, then by Lemma 2.1 we have
S(m,q,hj) = 1. If m | hj, then S(m,q,hj) = q. The number of j ∈ {1,2, . . . ,k} for which m | hj is
[
k
τ (m1)
]
=
[
k
m1
]
=
[
k(h,m)
m
]
.
So
E
(
qk+1;m,q, r)= q
m
m−1∑
h=1
e
(
−hr
m
)
q
k(h,m)
m . (5.2)
If r = 0, then
E
(
qk+1;m,q,0)= 1
m
m−1∑
h=1
q
k(h,m)
m  q
1+[k/p0]
m
 q
k/p0
m
.
From this inequality we know that (1.9) holds for r = 0.
Now suppose 1 r m − 1. Let m = p0d0. Then we can write
E
(
qk+1;m,q, r)= q
m
∑
1hm−1
(h,m)=d0
e
(
−hr
m
)
q
k(h,m)
m + q
m
∑
1hm−1
(h,m) =d0
e
(
−hr
m
)
q
k(h,m)
m
= Σ1 + Σ2,
say. We have
Σ1 = q
m
q[
kd0
m ]
∑
1l(m−1)/d0
e
(
−d0lr
m
)
= q
m
q
[ kp0 ]
∑
1lp −1
e
(
− lr
p0
)
0
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⎧⎨
⎩
p0−1
m q
[ kp0 ]+1, if p0 | r,
−1
m q
[ kp0 ]+1, if p0  r.
If m is a prime, then Σ2 = 0. Now suppose m is not a prime and let d1 = mind|m,d>p0 d. Trivially
we have
|Σ2| q1+[
k
d1
]
.
Thus we get
E
(
qk+1;m,q, r)= 	(m, r)q[ kp0 ]+1 + ηq[ kd1 ]+1, (5.3)
where |η| 1 and
	(m, r) =
{
p0−1
m , if po | r,
−1
m , if p0  r.
Now (1.9) for r = 0 follows from (5.3).
5.2. The case q ≡ −1 (modm)
In this case, by Lemma 2.3 we get τ0 = 2 and by Lemma 2.1 we get θm,q = 1. So (1.10) follows
from (1.5).
Now we prove (1.11). Let x = q2k+1, km. Similar to (5.1) we have
E
(
q2k+1;m,q, r)= 1
m
m−1∑
h=1
e
(
−hr
m
)
B(q,k;m,q,h)
= q
m
m−1∑
h=1
e
(
−hr
m
) 2k∏
j=1
S
(
m,q,hf ( j,q)
)
. (5.4)
Since q ≡ −1 (mod m), it is easy to see that
f ( j,q) ≡
{
0 (modm), if j even,
1 (modm), if j odd,
which implies that
S
(
m,q,hf ( j,q)
)= {q, if j even,−e(− hm ), if j odd.
Thus
2k∏
j=1
S
(
m,q,hf ( j,q)
)= (−1)kqke(−kh
m
)
.
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E
(
q2k+1;m,q, r)= (−q)k
m
m−1∑
h=1
e
(
−h(r + k)
m
)
=
⎧⎨
⎩
(m−1)(−q)k
m , if k ≡ −r (modm),
(−1)(−q)k
m , if k ≡ −r (modm).
Whence (1.11) follows.
5.3. The case m = qc (c  2)
Now suppose m = qc , c  2, k c. Similar to (5.1) we have
E
(
qk+1;m,q, r)= q
m
m−1∑
h=1
e
(
−hr
m
) k∏
j=1
S
(
m,q,hf ( j,q)
)
= q
m
m−1∑
h=1
e
(
−hr
m
) c−1∏
j=1
S
(
m,q,hf ( j,q)
) k∏
j=c
S
(
m,q,hf (c,q)
)
= q
m
m−1∑
h=1
e
(
−hr
m
) c−1∏
j=1
S
(
m,q,hf ( j,q)
)
Sk−c+1
(
m,q,hf (c,q)
)
(5.5)
if noting f ( j,q) ≡ f (c,q) (mod m) for j  c.
Deﬁne
θ1 := max
2 jm−2
∣∣S(m,q, j)∣∣.
By Lemma 2.1 we have θ1 < θm,q.
Let h1 = q − 1, h2 = qc − h1. Since
f (c,q) = 1+ q + q2 + · · · + qc−1 = q
c − 1
q − 1 =
m − 1
q − 1 ,
it follows
(q − 1) f (c,q) =m − 1≡ −1 (mod m).
It is easy to check that h1 is the unique solution of the congruence equation hf (c,q) ≡ −1 (mod m).
Similarly h2 is the unique solution of the congruence equation hf (c,q) ≡ 1 (mod m). Thus we can
write
E
(
qk+1;m,q, r)= q
m
e
(
−h1r
m
) c−1∏
j=1
S
(
m,q,h1 f ( j,q)
)
Sk−c+1
(
m,q,h1 f (c,q)
)
+ q
m
e
(
−h2r
m
) c−1∏
j=1
S
(
m,q,h2 f ( j,q)
)
Sk−c+1
(
m,q,h2 f (c,q)
)
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m
∑
h =h1,h2
e
(
−hr
m
) c−1∏
j=1
S
(
m,q,hf ( j,q)
)
Sk−c+1
(
m,q,hf (c,q)
)
= 2q
m
A + B, (5.6)
say, where
A = e
(
−h1r
m
) c−1∏
j=1
S
(
m,q,h1 f ( j,q)
)
Sk−c+1
(
m,q,h1 f (c,q)
)
.
It is easy to show that
S(m,q,−1) = θm,qe−i q−1m ,
which implies that
Sm(m,q,−1) = δqθmm,q, (5.7)
where
δq =
{
1, q 3,
−1, q = 2.
Suppose
e
(
−h1r
m
) c−1∏
j=1
S
(
m,q,h1 f ( j,q)
)= aeib.
If b = π/2, we take k = lm + c − 1, then (5.7) implies
A = δqa cosb × θ lmm,q. (5.8)
If b = π/2, we take k = lm + c and then (5.7) implies
A = −δqa cos (q − 1)π
m
× θ lmm,q. (5.9)
Now we bound B . For each h = h1,h2, if hf (c,q) ≡ e (mod m) for some 1 e m − 1, then we
must have 2 e m − 2. Thus by the deﬁnition of θ1 we get |S(m,q,hf (m,q))| θ1 and
|B| qθ cm,qθ lm1 (5.10)
if recalling the choice of k.
Now (1.12) follows from (5.6) and (5.8)–(5.10) by letting l → ∞.
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Suppose 0 r  (q − 2)/4. Then
q 4r + 2> 2r + 1+ 2√(r + 1)r = (√r + 1+ √r )2,
which implies that
√
q(
√
r + 1− √r ) 1. (6.1)
From (6.1) we see that there exists at least a positive integer n such that
√
rq n <
√
(r + 1)q,
namely
rq n2 < (r + 1)q. (6.2)
Let n0 denote an integer such that (6.2) holds. Then [n20/q] = r, which implies
eq
(
n20
)≡ r (mod m). (6.3)
Since q >m, we have (m,q) = 1 and for any k 1
f
(
kτ (m),q
)≡ 0 (mod m).
For n = n0qkτ (m) we have
eq
(
n2
)= n20 f (2kτ (m),q)+ eq(n20)≡ r (mod m).
Hence Theorem 3 follows as k tends to inﬁnity.
7. Further conjectures
In this section, we propose some further conjectures, which are generalizations of Conjectures 2–4.
Conjecture 5. Let k  1 and l  1 be ﬁxed integers, q1,q2, . . . ,qk be distinct primes, m1,m2, . . . ,mk
be arbitrary positive integers ( 2), and 0  r j mj − 1 for j = 1, . . . ,k be arbitrary residue classes
modulo mj . Then there are inﬁnitely many n for which
eq1
(
nl
)≡ r1 (mod m1), . . . , eqk(nl)≡ rk (mod mk).
Conjecture 5 is a direct generalization of Conjecture 4. Theorem 2 in Section 1 is a partial an-
swer to the case k = 1, l = 2. When k = 1, l  3, similar to Theorem 3, we can prove the following
Theorem 4. The proof is omitted.
Theorem 4. Suppose l  3, m  2, 0  r m − 1, q  llml−1, then there exist inﬁnitely many n for which
eq(nl) ≡ r (modm).
Finally we propose the following two conjectures such that all conjectures above are special cases
of these two conjectures.
1836 W. Zhai / Journal of Number Theory 129 (2009) 1820–1836Conjecture 6. Let k  1 and l1  1, . . . , lk  1 be ﬁxed integers, q1,q2, . . . ,qk be distinct primes,
m1,m2, . . . ,mk be arbitrary positive integers ( 2), and 0  r j mj − 1 for j = 1, . . . ,k be arbitrary
residue classes modulo mj . Then there are inﬁnitely many n for which
eq1
(
nl1
)≡ r1 (mod m1), . . . , eqk(nlk)≡ rk (mod mk).
Conjecture 7. Let k  1 and l1  1, . . . , lk  1 be ﬁxed integers, q1,q2, . . . ,qk be distinct primes,
m1,m2, . . . ,mk be arbitrary positive integers ( 2), and 0  r j mj − 1 for j = 1, . . . ,k be arbitrary
residue classes modulo mj . Then
#
{
0 n < x: eq j
(
nl j
)≡ r j (modmj), 1 j  k}∼ x
m1m2 · · ·mk , x → ∞.
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