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Abstract
For integrable inhomogeneous supersymmetric spin chains (generalized graded
magnets) constructed employing Y (gl(N |M))-invariant R-matrices in finite-dimen-
sional representations we introduce the master T-operator which is a sort of gen-
erating function for the family of commuting quantum transfer matrices. Any
eigenvalue of the master T-operator is the tau-function of the classical mKP hier-
archy. It is a polynomial in the spectral parameter which is identified with the 0-th
time of the hierarchy. This implies a remarkable relation between the quantum su-
persymmetric spin chains and classical many-body integrable systems of particles
of the Ruijsenaars-Schneider type. As an outcome, we obtain a system of algebraic
equations for the spectrum of the spin chain Hamiltonians.
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1 Introduction
Supersymmetric extensions of quantum integrable spin chains were introduced in [1, 2].
Such models, called graded magnets in [2], are based on solutions of the graded Yang-
Baxter equation (graded analogues of quantum R-matrices) in the same way as ordinary
integrable spin chains are built from quantum R-matrices satisfying the Yang-Baxter
RRR = RRR relation. An important class of solutions are Y (gl(N |M))-invariant R-
matrices taken in finite-dimensional representations which are simple rational functions
of the spectral parameter x:
R(x) = 1⊗ 1+ η
x
P. (1.1)
Here P ∈ End(CN |M ⊗ CN |M) is the graded permutation operator. In this paper, we
focus on graded magnets constructed using the R-matrices from this class. They are
called (generalized) supersymmetric spin chains of the XXX type, or simply susy-XXX
spin chains. Their trigonometric analogue is known as the Perk-Schultz model [3].
For our purpose we need inhomogeneous susy-XXX spin chains or the correspond-
ing integrable lattice models of statistical mechanics on inhomogeneous lattices, with
quasiperiodic (twisted) boundary conditions. Their quantum monodromy matrices S(x)
are products of the type
S(x) = R0L(x− xL) . . .R02(x− x2)R01(x− x1) (g⊗ 1⊗L) (1.2)
along the chain, with xi being inhomogeneity parameters assumed to be distinct and
g ∈ GL(N |M) being the twist matrix assumed to be diagonal. (The label 0 corresponds
to the auxiliary space, where the product is taken.) The supertrace T(x) = str0 S(x) of
the quantum monodromy matrix in the auxiliary space is what is called the quantum
transfer matrix or the T-operator. The graded Yang-Baxter equation implies that the T-
operators commute for all x, so T(x) is a generating function of commuting Hamiltonians
Hj:
T(x) = str g · 1⊗L +
L∑
j=1
ηHj
x− xj . (1.3)
These Hamiltonians are non-local, i.e., involve interaction between operators on all lattice
sites. However, such models still make sense as generalized spin chains with long-range
interactions. Alternatively, one may prefer to keep in mind integrable lattice models of
statistical mechanics rather than spin chains as such. In either case the final goal of the
theory is diagonalization of the T-operators. This is usually achieved by the Bethe ansatz
method in one form or another. What we are going to do in this paper is to suggest an
alternative approach based on a hidden connection with classical many-body integrable
systems explained below.
As an intermediate step, we need to recall that there exists a broader family of
commuting T-operators which includes T(x) as a subset. Using the fusion procedure
in the auxiliary space, one can construct an infinite family of commuting T-operators
Tλ(x) indexed by Young diagrams λ, with T(x) = T(x). Following [4], we construct
the master T-operator as their generating (operator-valued) function of a special form.
Let t = {t1, t2, t3, . . .} be an infinite set of auxiliary “time variables” and sλ(t) be the
3
Schur polynomials. The master T-operator, T(x, t), for graded magnets1 is introduced
in the same way as in [4] and subsequent works [6]–[9]:
T(x, t)
T(x, 0)
=
∑
λ
Tλ(x)sλ(t). (1.4)
By construction, this family of operators is commutative for all x, t and can be simul-
taneously diagonalized: T(x, t) |Ψ〉 = T (x, t) |Ψ〉. The main fact about the master T-
operator, which makes the whole construction interesting, is that the so defined T(x, t)
satisfies the bilinear identity for the classical modified Kadomtsev-Petviashvili (mKP)
hierarchy, with x being identified with the “0th time” t0:∮
C
z(x−x
′)/ηe
∑
k≥1(tk−t
′
k
)zk T
(
x, t−[z−1])T(x′, t′+[z−1])dz = 0 (1.5)
for all t, t′, x, x′ and for a properly chosen integration contour. Here t ± [z−1] :={
tk ± 1k z−k
}
. This means that any eigenvalue T (x, t) of T(x, t) is a tau-function of
the mKP hierarchy. In this way, the commutative algebras of susy-XXX spin chain
Hamiltonians, for all possible gradings, appear to be embedded into the infinite integrable
hierarchy of non-linear differential-difference equations, the mKP hierarchy [10, 11, 12].
This is a further development of the earlier studies [13, 14, 15] clarifying the role of
classical integrable hierarchies in quantum integrable models.
The next step depends on analytical properties of the eigenvalues T (x, t) as functions
of the variable x. For finite spin chains each eigenvalue is a polynomial in x of degree L
for any t:
T (x, t) = estr ξ(t,g)
L∏
j=1
(
x− xj(t)
)
. (1.6)
The roots depend on the times t. At this point, a surprising link to integrable many-
body systems of classical mechanics comes into play. Namely, from the fact that T (x, t)
is a tau-function of the mKP hierarchy it follows [16, 17] that the roots xi move in the
times tk as particles of the Ruijsenaars-Schneider (RS) L-body system [18] subject to
the equations of motion corresponding to the kth Hamiltonian Hk of the RS model. For
example, the equations of motion for the t = t1 flow are
x¨i = −
∑
k 6=i
2η2x˙ix˙k
(xi − xk) [(xi − xk)2 − η2] , i = 1, . . . L. (1.7)
This link prompts to reformulate the spectral problem for the susy-XXX spin chain
Hamiltonians Hj in terms of the integrable model of classical mechanics. It is important
to stress that this quantum-classical correspondence (the QC-correspondence) does not
depend on the choice of the grading: all graded magnets are linked to the same RS system
of particles. The role of the QC-correspondence in supersymmetric gauge theories and
branes was discussed in [19, 20, 21].
The RS system is often referred to as an integrable relativistic deformation of the
famous Calogero-Moser system. Similarly to the latter, it admits the Lax represen-
tation, i.e. the dynamics can be translated into isospectral deformations of a matrix
1A preliminary form of the master T-operator for these models appeared in the earlier work [5].
4
Z({xi(t)}, {x˙i(t)}) which is called the Lax matrix. The essence of the QC-correspondence
of integrable systems lies in the fact that the spectra of the quantum Hamiltonians Hj
are encoded in the Lax matrix Z({xi(0)}, {x˙i(0)}) ≡ Z0 for the RS system at t = 0 af-
ter the identifications xi(0) := xi (the inhomogeneity parameters of the spin chain) and
−η x˙i(0) := Hi (the eigenvalues of the quantum Hamiltonians):
(Z0)ij =
η Hi
xj − xi + η . (1.8)
Given the xi’s, possible values of the Hi’s are determined from the condition that the
matrix Z0 has a prescribed set of eigenvalues which is a subset of {g1, g2, . . . , gN+M},
where gi are elements of the (diagonal) twist matrix g, taken with certain multiplicities.
In this way the spectral problem for the quantum Hamiltonians is reduced to a sort of
inverse spectral problem for the Lax matrix.
We give two different proofs of this remarkable correspondence. One (indirect) is
through the mKP hierarchy and its polynomial solutions. The other proof (based on
the technique developed in [21]) is by a direct computation using the description of
the spectrum in terms of the (nested) Bethe ansatz equations. Both proofs are rather
technical. It is of value to find a more conceptual proof.
As a corollary, computing the spectral determinant for the RS Lax matrix, we find
that the eigenvalues of the quantum Hamiltonians for all XXX spin chains on L sites are
encoded in the following system of algebraic equations:
∑
1≤i1<...<in≤L
Hi1 . . .Hin
∏
1≤α<β≤n
(
1− η
2
(xiα − xiβ)2
)−1
= en(g1, . . . , gL), n = 1, . . . , L.
(1.9)
Here en are elementary symmetric polynomials of L parameters gi: e1 =
∑
i gi, e2 =∑
i<j gigj, etc. Identifying them with elements of the twist matrix in a proper way (at
L > N +M some gi’s have to be merged), one finds a part of the spectrum (H1, . . . , HL)
for a particular spin chain among solutions to the system. Other solutions of the same
system correspond to some other spin chain. In order to find the full spectrum of a given
model, one should solve systems of the form (1.9), where gi’s are taken with different
possible multiplicities from a given set. Two points are worth emphasizing:
• These are equations for the spectrum itself, not for any auxiliary parameters like
in the Bethe ansatz solution.
• This system does not depend on the grading, so the set of its solutions contain
spectra of quantum Hamiltonians for the models with all possible gradings.
The detailed structure of solutions and their precise correspondence with spectra of par-
ticular spin chains is a subject of further study.
From the algebro-geometric point of view, equations (1.9) define a 2L-dimensional
algebraic variety SL which can be called the universal spectral variety for spin chains of
the XXX type. It contains a comprehensive information about spectra of spin chains on
L sites based on the gl(N |M) algebras with all possible gradings. The variety SL given
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by equations (1.9) is not compact. These equations only define its affine part embedded
into the 3L-dimensional space with coordinates (H1, . . . , HL; x1, . . . , xL; g1, . . . , gL). Pre-
sumably, a proper compactification of the universal spectral variety encodes information
about the spectra of homogeneous spin chain Hamiltonians (when xi → 0).
Organization of the paper. In Section 2 we recall the construction of the integrable
susy-XXX spin chains starting from the quantum R-matrices. For our purpose we need
a fully inhomogeneous model with twisted boundary conditions. We introduce the non-
local commuting Hamiltonians, which are the main observables in the system, and such
attendant objects like the higher T-operators (transfer matrices). The master T-operator
is introduced in section 2.4 as their generating function. In section 2.5 we present the
bilinear identity satisfied by the master T-operator which makes it possible to embed
the quantum stuff into the context of classical integrable hierarchies of non-linear PDE’s.
In particular, we define the classical Baker-Akhiezer function in terms of the quantum
T-operators.
In Section 3 we establish and exploit the link to the RS L-body system. The main
point here is the reformulation of the eigenvalue problem for the spin chain Hamiltonians
in terms of coordinates and velocities of the RS particles. The Lax pair for the RS system
is derived from the poles dynamics of the Baker-Akhiezer function in Section 3.2.
Section 4 contains some details of the QC correspondence which is based on the
identification of the twist parameters with eigenvalues of the Lax matrix for the RS model
(Section 4.1). In Section 4.3 the algebraic equations for eigenvalues of the spin chain
Hamiltonians are obtained and the notion of the universal spectral variety is introduced.
In Section 5 we give a direct proof of the QC correspondence, using the nested Bethe
ansatz solution. In section 6 some unsolved problems are listed.
There are also three appendices. In Appendix A we give some technical details needed
for deriving the higher T-operators in a more or less explicit form as derivatives of
supercharacters. Appendix B is a reference source for the Hamiltonian approach to the
RS system. Explicit examples of spin chain spectra for small number of sites (L = 1, 2, 3)
and their comparison with solutions to the algebraic equations from Section 4.3 are given
in Appendix C.
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The notation. Throughout the paper, we use the following notation.
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B: any one of the subsets of {1, 2, . . . , N +M} with Card(B) = N .
F: the complement set F = {1, 2, . . . , N +M} \B
p: the Z2-grading parameter, p(a) = 0 for a ∈ B and p(a) = 1 for a ∈ F
eab: generators of gl(N |M) identified with (super)matrix units, (eab)a′b′ = δaa′δbb′
va: orthonormal basis vectors in C
N |M such that eabvc = δbcva, p(va) = p(a)
g: a diagonal group element of GL(N |M), g = diag (g1, . . . , gN+M)
str: the supertrace strM =∑a(−1)p(a)Maa,
sdet: the superdeterminant sdetM = exp(str logM),
λ: a Young diagram with rows λ1 ≥ λ2 ≥ . . . ≥ λℓ > 0
λ′: the transposed Young diagram (λ reflected in the main diagonal)
1: the identity element in End(CN |M) or End(CL)
I: the identity operator in the tensor product spaces like (CN |M)⊗L, etc
O: an operator in (CN |M)⊗L or CL ⊗ (CN |M)⊗L
O(x): an operator-valued rational function of x
O(x): an operator-valued polynomial function of x
The Z2-grading of the gl(N |M)-generators eab (identified with the matrix units) is de-
fined as p(eab) = p(a)+p(b) mod 2. The commutation relations obeyed by the generators
are eabecd − (−1)p(eab)p(ecd)ecdeab = δbcead − (−1)p(eab)p(ecd)δadecb.
Any tensor product in this paper is the Z2-graded one. Namely, for any homoge-
neous operators {Ai}4i=1 the tensor product satisfies the relation (A1⊗A2)(A3 ⊗A4) =
(−1)p(A2)p(A3)(A1A3 ⊗A2A4).
We use the notation
−→
L∏
j=1
Oj = O1O2 . . .OL and
←−
L∏
j=1
Oj = OL . . .O2O1 for the ordered
product of the operators {Oj}Lj=1.
2 The master T-operator for supersymmetric spin
chains
2.1 Quantum R-matrices
The simplest Y (gl(N |M))-invariant R-matrix has the form
R(x) = 1⊗ 1+ η
x
K∑
a,b=1
(−1)p(b)eab ⊗ eba. (2.1)
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Hereafter, we set K ≡ N + M . The variable x is the spectral parameter. The extra
parameter η is not actually essential because it can be eliminated by a rescaling of x
(unless one tends η to 0 as in the limit to the Gaudin model). The R-matrix (2.2) is an
operator in the space CN |M ⊗CN |M . It can be represented as R(x) = 1⊗ 1+ η
x
P, where
P is the graded permutation operator given by P =
∑K
a,b=1(−1)p(b)eab ⊗ eba. It acts on
homogeneous vectors as follows: Px⊗ y = (−1)p(x)p(y)y ⊗ x.
Having in mind the construction of the spin chain on L sites, one can realize the
R-matrix as an operator in the space CN |M ⊗ (CN |M)⊗L:
R0j(x) = 1⊗ 1⊗L + η
x
K∑
a,b=1
(−1)p(b)eab ⊗ e(j)ba , (2.2)
where e
(j)
ba := 1
⊗(j−1)⊗ eba⊗1⊗(L−j) for j ∈ {1, 2, . . . , L}.2 The first space CN |M labelled
by the index 0 is called the auxiliary space while the space V = (CN |M)⊗L is the quantum
space of the model. The matrix elements (R0j(x))ab of the operator R
0j(x) with respect
to the auxiliary space are operators in the quantum space. They are defined by
R0j(x)(va ⊗ 1⊗L) =
K∑
b=1
(vb ⊗ 1⊗L)(1⊗ (R0j(x))ba) =
K∑
b=1
vb ⊗ (R0j(x))ba,
where va are orthonormal basis vectors in C
N |M . From (2.2) we obtain:
(R0j(x))ab = δab1
⊗L + (−1)p(a)p(b) η
x
e
(j)
ba , (2.3)
where we have used
(eac ⊗ e(j)ca )(vb ⊗ 1⊗L) = (−1)p(e
(j)
ca )p(vb)eacvb ⊗ e(j)ca = (−1)(p(c)+p(a))p(b)δcbva ⊗ e(j)ca .
For example, in the gl(1|1)-case with the grading (p(1), p(2)) = (0, 1) the block matrix
representation reads
R0j(x) =
I+ ηxe(j)11 ηx e(j)21
η
x
e
(j)
12 I− ηxe(j)22
 . (2.4)
Here I ≡ 1⊗L. Below we will keep the notation 1 for identity elements of End(CN |M) and
End(CL) and will often write I for the identity operator in any other spaces involved.
One may also extend the definition of the graded permutation to any two tensor
factors of the space V:
Pij =
K∑
a,b=1
(−1)p(b)e(i)ab e(j)ba . (2.5)
On tensor products of the basis vectors it acts as follows (here i < j):
Pij(va1 ⊗ · · · ⊗ vai ⊗ · · · ⊗ vaj ⊗ · · · ⊗ vaL)
= (−1)p(ai)+(p(ai)+p(aj ))
∑j−1
k=i p(ak)(va1 ⊗ · · · ⊗ vaj ⊗ · · · ⊗ vai ⊗ · · · ⊗ vaL). (2.6)
2The definition of the graded tensor product implies that e
(i)
ab e
(j)
cd = (−1)(p(a)+p(b))(p(c)+p(d))e(j)cd e(i)ab
for i 6= j.
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The aforesaid is related to theR-matrix in the evaluation representation of Y (gl(N |M))
based on the vector representation of gl(N |M). More generally, one can consider other
irreducible finite-dimensional representations. In this paper we shall restrict our con-
sideration to the class of covariant tensor representations [24, 25, 26]. Any partition λ
(identified with the Young diagram) labels a covariant representation πλ of the univer-
sal enveloping algebra U(gl(N |M)) if λN+1 ≤ M . For any such representation one can
construct an R-matrix acting in the tensor product of two spaces, one of which being
the representation space Vλ where the representation πλ is realized, while the other one
is still CN |M . We distinguish two R-matrices of this type depending on the order of the
spaces. One is the R-matrix with the auxiliary space Vλ. It has the form
Rλ(x) = 1⊗ 1+ η
x
K∑
a,b=1
(−1)p(b)πλ(eab)⊗ eba. (2.7)
The auxiliary space of the other one is CN |M :
Rλ(x) = 1⊗ 1+ η
x
K∑
a,b=1
(−1)p(b)eab ⊗ πλ(eba). (2.8)
Clearly, R(x) = R
(x) = R(x).
It is convenient to denote
P0jλ =
K∑
a,b=1
(−1)p(b)πλ(eab)⊗ e(j)ba , Pλ0j =
K∑
a,b=1
(−1)p(b)eab ⊗ πλ(e(j)ba ), (2.9)
then the R-matrix acting non-trivially in the tensor product of the auxiliary space Vλ and
the jth space CN |M is R0jλ (x) = I+
η
x
P0jλ while the R-matrix acting non-trivially in the
tensor product of the auxiliary space CN |M and the jth space VΛ(j) isR
Λ(j)
0j (x) = I+
η
x
PΛ
(j)
0j .
The R-matrix Rλ(x) obeys the graded Yang-Baxter equation
R12(x1−x2)Rλ13(x1−x3)Rλ23(x2−x3) = Rλ23(x2−x3)Rλ13(x1−x3)R12(x1−x2) (2.10)
and possesses the invariance property
π(g)⊗ πλ(g)Rλ(x) = Rλ(x) π(g)⊗ πλ(g) (2.11)
valid for any g. The graded Yang-Baxter equation for the R-matrix Rλ(x) reads
R12λ,µ(x1−x2)R13λ (x1−x3)R23µ (x2−x3) = R23µ (x2−x3)R13λ (x1−x3)R12λ,µ(x1−x2), (2.12)
where R12λ,µ(x) ∈ End
(
Vλ ⊗ Vµ
)
is a yet more general R-matrix. Its explicit form is
complicated. The invariance property for the Rλ(x) is similar to (2.11) with the opposite
order of the tensor factors.
2.2 Inhomogeneous susy-XXX chains
Here we construct, using the R-matrices from the previous subsection, the inhomogeneous
integrable susy-XXX spin chains with twisted boundary conditions.
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2.2.1 T-operators, non-local Hamiltonians and integrals of motion
Let g ∈ GL(N |M) be a group element represented by a diagonal (super)matrix g =
diag (g1, g2, . . . , gK) =
K∑
a=1
gaeaa. We call it the twist matrix with the twist parameters
gi. It is used for the construction of an integrable spin chain with twisted boundary
conditions. The T-operator (the transfer matrix) of the inhomogeneous spin chain with
twisted boundary conditions is defined by
T(x) = str0
(
R0L(x− xL) . . .R02(x− x2)R01(x− x1) (g⊗ I)
)
, (2.13)
where x1, x2, . . . , xL are inhomogeneity parameters. We assume that they are in general
position meaning that xi 6= xj and xi 6= xj±η for all i 6= j. As is known, the Yang-Baxter
equation implies that the T-operators with fixed inhomogeneous and twist parameters
commute: [T(x), T(x′)] = 0 for any x, x′.
The dynamical variables of the model (which we call “spins” in analogy with the rank
1 case) are vectors in the vector representation of gl(N |M) realized in the spaces CN |M
attached to each site. One can define a set of non-local commuting Hamiltonians Hj as
residues of T(x) at x = xj :
T(x) = I strg +
L∑
j=1
ηHj
x− xj . (2.14)
In general, the Hamiltonians Hj imply a long-range interaction involving all spins in the
chain (cf. [27]). Their explicit form is
Hj =
←−
j−1∏
k=1
(
I+
ηPkj
xj − xk
)
g(j)
←−−−
L∏
k=j+1
(
I+
ηPjk
xj − xk
)
(2.15)
=
∑
I⊆{1,2,...,L}\{j}
η|I|
(∏
k∈I
1
xj − xk
)(←−−−−∏
k∈I,k<j
Pkj
)
g(j)
(←−−−−∏
k∈I,k>j
Pjk
)
, (2.16)
where g(j) := 1⊗(j−1)⊗ g⊗ 1⊗(L−j) and Pij is the graded permutation operator (2.5). In
the second line, the sum is taken over all subsets I of the set {1, 2, . . . , L} \ {j} including
the empty one; |I| ≡ Card I.
In addition to the Hamiltonians Hj, there are other integrals of motion. It is easy to
see that the operators
Ma =
L∑
j=1
e(j)aa , (2.17)
referred to as weight operators, commute with the Hi’s: [Hj,Ma] = 0. Therefore, the
eigenstates of the Hamiltonians can be classified according to the eigenvalues (M1, . . . ,MK)
of the weight operators referred to as weights. For example, in the gl(2)-case, M1 and
M2 are the numbers of spins with positive and negative z-projections respectively.
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Let V = (CN |M)⊗L =
⊕
M1,...,MK
V({Ma}) be the “weight decomposition” of the quan-
tum space into the direct sum of weight spaces which are eigenspaces of the weight
operators with the eigenvalues Ma ∈ Z≥0, a = 1, . . . , K. Then any eigenstate of the Hj’s
belongs to some weight space V({Ma}). The dimension of the weight space V({Ma}) is
given by
dimV({Ma}) = L!
M1! . . .MK !
.
In particular, let 1 ≤ a0 ≤ K be some fixed index, then the space with Ma = Lδaa0 is
one-dimensional. It is spanned by the vector va0 ⊗ . . . ⊗ va0 which is an eigenvector of
the Hamiltonians (2.15). Indeed, using (2.6) in the particular case a1 = . . . = aL = a0,
one can see that
Hj(va0 ⊗ · · · ⊗ va0) = ga0
L∏
k=1, 6=j
(
1 +
(−1)p(a0)η
xj − xk
)
(va0 ⊗ . . .⊗ va0). (2.18)
The weight operators are not all independent. Since
∑
a
eaa = 1, we have
∑
a
Ma = L I
and hence
∑
a
Ma = L. Note also that
L∑
j=1
Hj =
L∑
j=1
g(j) =
K∑
a=1
gaMa, (2.19)
so the model has L+N+M−1 independent commuting integrals of motion.
For completeness, we give here the definition of the T-operator for a more general
inhomogeneous spin chain model with the quantum space
⊗L
j=1 VΛ(j) and the auxiliary
space CN |M . The spin chain is defined by the following data:
• The number of sites, L, and the inhomogeneity parameters xi at each site;
• Covariant tensor representations of gl(N |M) indexed by the Young diagrams
Λ(j) = (Λ
(j)
1 , . . . ,Λ
(j)
K ) ∈ (Z≥0)K , Λ(j)1 ≥ Λ(j)2 ≥ . . . ≥ Λ(j)K ≥ 0 (2.20)
assigned to each site j = 1, . . . , L;
• Elements of the diagonal twist matrix g = diag(g1, ..., gK) (the twist parameters).
The T-operator
TΛ(x) = str0
(
RΛ
(L)
0L (x− xL) . . .RΛ
(2)
02 (x− x2)RΛ
(1)
01 (x− x1) (g⊗ I)
)
. (2.21)
acts in the space
⊗L
j=1 VΛ(j). One may also introduce a set of Hamiltonians H
Λ
j in the
way similar to (2.14):
TΛ(x) = I strg +
L∑
j=1
ηHΛj
x− xj . (2.22)
Our main objects of interest will be the T-operator T(x) and the Hamiltonians Hj of
the model with vector representations at the sites corresponding to the choice Λ(j) =
(1, 0, . . . , 0) for all j = 1, . . . , L.
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2.2.2 Diagonalization of the T-operator via Bethe ansatz
The algebraic form of the nested Bethe ansatz technique for the twisted Y (gl(n)) inho-
mogeneous spin chain [28] can be naturally extended to the Y (gl(N |M))-case [2, 15, 29,
30, 31]. The T-operators and the Hamiltonians HΛj can be diagonalized by this method.
Although in what follows we need only the result for the choice Λ(j) = (1, 0, . . . , 0) 3, we
give here the general result for future references.
Eigenvalues of the T-operator TΛ(x) are given by
TΛ(x) =
K∑
b=1
(−1)p(b)gb
×
L∏
k=1
x−xk+(−1)p(b)ηΛ(k)b
x− xk
Lb−1∏
γ=1
x−µb−1γ +(−1)p(b)η
x− µb−1γ
Lb∏
γ=1
x−µbγ−(−1)p(b)η
x− µbγ
,
(2.23)
The corresponding eigenvalues of the Hamiltonians (2.14) are as follows:
HΛ, i = η
−1 Res
x=xi
TΛ(z) =
K∑
b=1
Λ
(k)
b gb
×
L∏
k 6=i
xi−xk+(−1)p(b)Λ(k)b η
xi − xk
Lb−1∏
γ=1
xi−µb−1γ +(−1)p(b)η
xi − µb−1γ
Lb∏
γ=1
xi−µbγ−(−1)p(b)η
xi − µbγ
.
(2.24)
It is convenient to set L0 = LK = 0. The parameters µ
b
α with
α = 1, ..., Lb , b = 1, ..., K − 1 , L ≥ L1 ≥ L2 ≥ ... ≥ LK−1 ≥ 0 (2.25)
are Bethe roots. They satisfy the system of Bethe equations which are equivalent to the
conditions
Res
x=µbα
TΛ(x) = 0 for all α = 1, ..., Lb , b = 1, . . . , K − 1 . (2.26)
The Bethe equations have the form:
gb
L∏
k=1
µbβ − xk + (−1)p(b) Λ(k)b η
µbβ − xk + (−1)p(b+1)Λ(k)b+1η
Lb−1∏
γ=1
µbβ − µb−1γ + (−1)p(b)η
µbβ − µb−1γ
= gb+1
Lb∏
γ 6=β
µbβ − µbγ + (−1)p(b+1)η
µbβ − µbγ − (−1)p(b)η
Lb+1∏
γ=1
µbβ − µb+1γ − (−1)p(b+1)η
µbβ − µb+1γ
.
(2.27)
Later we will specify these general formulae for the highest weights
Λ(j) = (1, 0, ..., 0) for all j = 1, . . . , L, i.e., Λ
(j)
b = δb1 . (2.28)
With this choice the first product in the l.h.s. of (2.27) disappears for b ≥ 2.
3The Bethe ansatz for trigonometric models closely related to this case was discussed in [32].
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2.3 The higher T-operators
The R-matrix (2.7) allows one to construct a family of T-operators with the more general
auxiliary space:
Tλ(x) = strVλ
(
R0Lλ (x− xL) . . .R02λ (x− x2)R01λ (x− x1) (πλ(g)⊗ I)
)
. (2.29)
Obviously, T(x) coincides with the T-operator T(x) introduced previously. The T-
operators with fixed inhomogeneous and twist parameters commute with T(x) and among
themselves:
[Tλ(x), Tµ(x
′)] = 0 (2.30)
for any x, x′, λ, µ. At λ = ∅ we put T∅(x) equal to the identity operator: T∅(x) = I.
It is clear from (2.7) and (2.29) that at L = 0 (the empty quantum space) as well
as in the limit x → ∞ for any L the T-operators become equal to the supercharacters
χλ(g) = strVλg. In what follows we also need the next-to-leading term of the expansion
of Tλ(x) as x→∞. From the definition (2.29) one obtains the expansion
Tλ(x) = χλ(g) I+
η
x
L∑
j=1
∑
a,b
(−1)p(b) ∂χλ(e
εeabg)
∂ ε
∣∣∣
ε=0
e
(j)
ba +O(1/x
2). (2.31)
Indeed, we have Tλ(x) = χλ(g) I+
η
x
L∑
j=1
strVλ
(
P0jλ πλ(g)
)
+O(1/x2) which is converted
to the form (2.31) by the following chain of equalities:
strVλ
(
P0jλ πλ(g)
)
=
∑
a,b
(−1)p(b)strVλπλ(eabg) e(j)ba =
∑
a,b
(−1)p(b) ∂
∂ε
[
strVλπλ(e
εeabg)
]∣∣∣
ε=0
e
(j)
ba .
In fact the following explicit expression for the T-operator in terms of the supercharacters
is available:
Tλ(x) =
L∑
l=0
ηl
L∑
i1<...<il
∑
a1, . . . , al
b1, . . . , bl
−→
l∏
α=1
(
(−1)p(bα)e(iα)bαaα
x− xiα
∂
∂εα
)
χλ
(
eεlealbl . . . eε1ea1b1g
) ∣∣∣∣∣
εα=0
=
−→
L∏
l=1
(
I+ η
∑
al,bl
(−1)p(bl)e(l)blal
x− xl
∂
∂εl
)
χλ
(
eεlealbl . . . eε1ea1b1g
) ∣∣∣∣∣
εl=0
.
(2.32)
The summation over each aα and bα runs from 1 to K = N+M . The derivation of (2.32)
is sketched in Appendix A 4.
As is known [24], supercharacters of the covariant tensor representations are expressed
by the same formulas as for ordinary groups except for traces replaced by supertraces.
4 In parentheses in the second line one can recognize the (graded) co-derivative operator [33] which
is a version of the matrix derivative. It proved to be a valuable technical tool for the proof of the CBR
identities and the master T-operator construction. However, in this paper we do not use the co-derivative
explicitly.
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In particular, the supercharacters are known to satisfy the Jacobi-Trudi identities [34]
which have superficially the same form as the ones for the usual characters:
χλ(g) = det
1≤i,j≤λ′1
χλi−i+j(g) = det
1≤i,j≤λ1
χλ
′
i−i+j(g). (2.33)
Here χk := χ(k) (respectively, χ
k := χ(1k)) is the character corresponding to the one-row
(respectively, one-column) diagram of length k.
There exist analogues of these identities for the T-operators depending on the spectral
parameter. These are the Cherednik-Bazhanov-Reshetikhin (CBR) determinant formulas
sometimes called the quantum Jacobi-Trudi identities:
Tλ(x) = det
1≤i,j≤λ′1
Tλi−i+j
(
x−(j−1)η) = det
1≤i,j≤λ1
Tλ
′
i−i+j
(
x+(j−1)η). (2.34)
The determinants are well-defined because all the T-operators commute. Similarly to
(2.33), Tk(x) := T(k)(x) and T
k(x) := T(1k)(x) are the T-operators corresponding to
the one-row and one-column diagrams respectively. There are the following “boundary
conditions” for them: Tk(x) = T
k(x) = 0 if k < 0 for N,M 6= 0; Tk(x) = 0 if k < 0 or
k > M at N = 0; Tk(x) = 0 if k < 0, or k > N at M = 0.
For models based on Y (gl(N))-invariant R-matrices, the quantum Jacobi-Trudi iden-
tities follow from resolutions of modules for the Yangian Y (gl(N)) [35]. In the physical
literature, they appeared in [36] for gl(N) (see also [37]), in [38] for gl(N |M) and in
[39, 40] for some infinite dimensional representations in the context of AdS/CFT corre-
spondence.
Remarkably, their general form does not depend on the grading, although their matrix
elements and eigenvalues of the T-operators do. In fact the assertion that the T-operators
for supersymmetric integrable models satisfy the quantum Jacobi-Trudi identities was a
conjecture in [38]. A direct proof of this fact was given in [33] for models based on the
Y (gl(N |M))-invariant R-matrices, where each “spin” of the chain was assumed to be
in the vector representation5. A proof which is independent of the quantum space is
only available [41] for models based on the q-deformed algebra Uq(sl(2|1)) in the case of
rectangular Young diagrams.
The eigenvalues of the T-operators (2.29) are rational functions of x with L poles.
Another normalization, where they are polynomials in x of degree L, is also convenient
and even preferable for the link to classical integrable hierarchies. The polynomial form
of the T-operators is obtained as follows:
Tλ(x) =
L∏
j=1
(x− xj)Tλ(x). (2.35)
In particular for λ = ∅, we have T∅(x) =
L∏
j=1
(x− xj). The CBR-formulas (2.34) in the
polynomial normalization acquire the form
Tλ(x) =
(λ′1−1∏
k=1
T∅(x− kη)
)−1
det
1≤i,j≤λ′1
Tλi−i+j
(
x−(j−1)η), (2.36)
5 There was a minor gap in the proof given in [33] which was filled in the appendix of [4] for the
gl(N) case. The proof for gl(N |M) is similar.
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Tλ(x) =
(λ1−1∏
k=1
T∅(x− kη)
)−1
det
1≤i,j≤λ1
Tλ
′
i−i+j
(
x+(j−1)η). (2.37)
2.4 The construction of the master T-operator
The master T-operator is a generating function of the T-operators Tλ(x) of a special
form. It can be introduced in the same way as in [4]. (In an implicit form, the notion
of the master T-operator appeared in [5].) For this we should recall the definition of the
Schur functions.
Let t = {t1, t2, t3, . . .} be an infinite set of complex parameters (we call them times)
and sλ(t) be the standard Schur functions (S-functions) which can be introduced as
sλ(t) = det
1≤i,j≤λ′1
hλi−i+j(t) ,
where the polynomials hk(t) = s(k)(t) (the elementary Schur functions) are defined by
eξ(t,z) =
∞∑
k=0
hk(t)z
k , ξ(t, z) :=
∞∑
n=1
tkz
k. (2.38)
It is convenient to put hk(t) = 0 for negative k and s∅(t) = 1. As is obvious from the
definition, the Schur functions are polynomials in the times ti. The Schur functions are
often regarded as symmetric functions of variables ξα such that tk =
1
k
∑
α ξ
k
α.
The supercharacters can be expressed in terms of the Schur functions6 as follows [24].
Set yk =
1
k
str gk, where str gk is the supertrace of gk realized in the vector representa-
tion as a K×K diagonal matrix: str gk =
N+M∑
a=1
(−1)p(a)gka . Then χλ(g) = sλ(y). This
is equivalent to the fact that
(
sdet (1− zg))−1 is the generating function for the super-
characters corresponding to one-row diagrams:
(
sdet (1− zg))−1 =∑k≥0 hk(y)zk. (For
diagonal matrices sdet g =
∏
a g
1−2p(a)
a .) For later use we need the following identity for
the supercharacters: ∑
λ
χλ(g)sλ(t) = exp
(∑
k≥1
tk str g
k
)
, (2.39)
which is simply the Cauchy-Littlewood identity for the Schur functions [34]. Here and
below, the sum
∑
λ goes over all Young diagrams λ including the empty one.
Now we are ready to introduce the master T-operator as an infinite sum over the
Young diagrams:
T(x, t) =
∑
λ
Tλ(x)sλ(t). (2.40)
It immediately follows from the definition that the T-operators Tλ(x) can be restored
from it by applying the differential operators in the times ti:
Tλ(x) = sλ(∂˜)T(x, t)
∣∣∣
t=0
, (2.41)
6 This expression is equivalent to the one in terms of the so-called supersymmetric Schur functions
(SS-functions) [42] which are symmetric functions of two sets of variables, {ga}a∈B and {gb}b∈F.
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where ∂˜ :=
{
∂t1 ,
1
2
∂t2 ,
1
3
∂t3 , . . .
}
. In particular, T∅(x) = T(x, 0) =
L∏
j=1
(x− xj) I and
T(x) = ∂t1T(x, t)
∣∣∣
t=0
, so that the T-operator T(x) = T(1)(x) = T(x) (2.13) is ex-
pressed as the logarithmic derivative of the master T-operator:
T(x) = ∂t1 logT(x, t)
∣∣∣
t=0
. (2.42)
Using (2.31) and the Cauchy-Littlewood identity (2.39), one can derive the following
expansion of the master T-operator as x→∞:
T(x, t)
T∅(x)
= estr ξ(t,g)
(
I+
η
x
L∑
j=1
∑
k≥1
ktk(g
(j))k + O(1/x2)
)
. (2.43)
Note that the sign factor (−1)p(b) coming from the definition of the P0jλ (2.9) cancels
against the one coming from the supertrace, so the two leading terms do not actually
depend on the grading (except for the supertrace in the common factor). More generally,
using (2.32) and the Cauchy-Littlewood identity one arrives, in a similar way, to the
following explicit expression for the master T-operator:
T(x, t)
T∅(x)
=
L∑
l=0
ηl
L∑
i1<...<il
∑
a1, . . . , al
b1, . . . , bl
(−→l∏
α=1
(−1)p(bα)e(iα)bαaα
x− xiα
∂
∂εα
)
estr ξ(t,e
εlealbl ...e
ε1ea1b1 g)
∣∣∣∣∣
εα=0
=
−→
L∏
l=1
(
I+ η
∑
al,bl
(−1)p(bl)e(l)blal
x− xl
∂
∂εl
)
estr ξ(t,e
εlealbl ...e
ε1ea1b1 g)
∣∣∣∣∣
εl=0
(2.44)
Given z ∈ C, we will use the standard notation t± [z−1] for the following special shift
of the time variables:
t± [z−1] :=
{
t1 ± z−1, t2 ± 12z−2, t3 ± 13z−3, . . .
}
.
As we shall see below, T(x, t ± [z−1]) regarded as functions of z with fixed x, t play an
important role. Here we only note that equation (2.41) implies that T(x, 0 ± [z−1]) are
the generating series for the T-operators corresponding to the one-row and one-column
diagrams respectively:
T(x, [z−1]) =
∞∑
s=0
z−sTs(x), T(x,−[z−1]) =
∞∑
a=0
(−z)−aTa(x). (2.45)
2.5 The master T-operator and the mKP hierarchy
2.5.1 The bilinear identity for the master T-operator
The main property of the master T-operator which provides a remarkable link to the
theory of classical non-linear integrable equations and their hierarchies is given by the
following statement.
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Theorem 2.1 The master T-operator (2.40) satisfies the bilinear identity for the mKP
hierarchy: ∮
C
z(x−x
′)/ηeξ(t−t
′,z) T
(
x, t− [z−1])T(x′, t′ + [z−1])dz = 0 (2.46)
for all t, t′, x and x′. The integration contour C encircles the cut [0,∞] between 0 and
∞ and does not enclose any singularities coming from the T-factors.
The bilinear identity has superficially the same form as the one for the master T-operator
for the ordinary (non-supersymmetric) spin chains associated with Y (gl(N)) [4] and can
be proved in a similar way. The proof is based on the CBR formulas (2.36) or (2.37).
The definition of the master T-operator (2.40) can be interpreted as the expansion of
the tau-function in Schur polynomials [10, 43, 44]. The functional relations for quantum
transfer matrices [35, 36, 37, 38] are then the Plu¨cker-like relations for coefficients of the
expansion 7.
The bilinear identity (2.46) is a source of various bilinear Hirota equations for the
master T-operator. For example, setting x′ = x− η, t′ = t− [z−11 ]− [z−12 ], we obtain the
3-term difference Hirota equation
z2T
(
x+ η, t− [z−12 ]
)
T
(
x, t− [z−11 ]
)− z1T (x+ η, t− [z−11 ])T (x, t− [z−12 ])
+ (z1 − z2)T(x+ η, t)T
(
x, t− [z−11 ]− [z−12 ]
)
= 0
(2.47)
which is in fact equivalent to the bilinear identity (see [48]).
2.5.2 The Baker-Akhiezer functions
Let T (x, t) be any eigenvalue of the master T-operator. As it follows from (2.46), it is a
tau-function of the mKP hierarchy. It is then natural to incorporate other key ingredients
of the soliton theory. The most important for us are the Baker-Akhiezer (BA) function
and its adjoint. In what follows we refer to both as the BA functions. They are defined
as
ψ(x, t; z) = zx/ηeξ(t,z)
T (x, t− [z−1])
T (x, t)
, (2.48)
ψ∗(x, t; z) = z−x/ηe−ξ(t,z)
T (x, t+ [z−1])
T (x, t)
. (2.49)
We are going to also consider the operator-valued BA functions ψˆ(x, t; z) defined by the
same formulas with T (x, t) substituted by T(x, t). Since these operators commute for all
x, t, the operator ψˆ(x, t; z) is well-defined.
7It is pertinent to note possible generalizations of this picture. There are functional relations [45, 39]
and their Wronskian-like determinant solutions [46, 47] related to infinite-dimensional representations
of gl(N |M). The solutions are given by changing the expansion point of the generating function for
the T-operators. Therefore, there is a possibility that the master T-operator (2.40) is still relevant for
such systems after a sort of analytic continuation. In this paper, we consider only covariant tensor
representations of gl(N |M). There are also contravariant and mixed representations whose characters
are labelled by a pair of Young diagrams. It is an interesting open problem whether the corresponding
master T-operator is a tau-function of any hierarchy of soliton equations (like the 2D Toda lattice).
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According to the definition of the master T-operator, T
(
x, t ∓ [z−1]) is an infinite
series in z−1. From (2.44) one can see that this series converges to a rational function of
z for any x, t if |z| > max{|g1|, |g2|, . . . , |gK |}. Explicitly, we obtain:
T
(
x, t∓ [z−1]) = −→L∏
l=1
(
(x− xl)I+ η
∑
al,bl
(−1)p(bl)e(l)blal
∂
∂εl
)
×
{[
sdet
(
1−z−1gaLbL,...,a1b1εL, ..., ε1
)]±1
e
str ξ
(
t,g
aLbL,...,a1b1
εL, ..., ε1
)} ∣∣∣∣∣
εl=0
,
(2.50)
where we have put ganbn,...,a1b1εn, ..., ε1 ≡ eεneanbn . . . eε1ea1b1g for brevity. Therefore, the function
z−x/ηe−ξ(t,z)ψ(x, t; z) (resp. zx/ηeξ(t,z)ψ∗(x, t; z)) is a rational function of z with poles at
the points z = ga (the eigenvalues of the matrix g) for a ∈ F (resp., a ∈ B ) of at least
first order. It can be also derived8 from (2.50) that
lim
z→0
z±(N−M)T(x, t∓ [z−1]) = (−1)N−M(sdet g)±1T(x± η, t). (2.51)
The left hand side is to be understood as the analytic continuation to the point z = 0
of the analytic function (rational in our case) defined by the series which converges in a
neighbourhood of infinity.
Since any eigenvalue T (x, t) is a polynomial in x, the functions z−x/ηψ and zx/ηψ∗,
regarded as functions of x, are rational functions with L zeros and L poles which are
simple in general position. From (2.40), (2.35) and (2.29), using the Cauchy-Littlewood
identity, or directly from (2.50), we conclude that
lim
x→∞
T (x, t∓ [z−1])
T (x, t)
=
estr ξ(t∓[z
−1],g)
estr ξ(t,g)
= estr ξ(∓[z
−1],g) =
[
sdet
(
1−z−1g)]±1 ,
hence
lim
x→∞
z−x/ηe−ξ(t,z)ψ(x, t; , z) = z−N+M sdet(z1− g), (2.52)
lim
x→∞
zx/ηeξ(t,z)ψ∗(x, t; z) = zN−M
(
sdet(z1− g))−1. (2.53)
8 The main underlying statement is thatxI+ η∑
a,b
(−1)p(b)e(l)ba
∂
∂ε
[sdet(eεeabg)]±1Φ(ε) ∣∣∣
ε=0
=
[
sdetg
]±1(x± η)I+ η∑
a,b
(−1)p(b)e(l)ba
∂
∂ε
 Φ(ε) ∣∣∣
ε=0
for any g ∈ GL(M |N) and any Φ ∈ End(Vl+1 ⊗ Vl+2 ⊗ . . . ⊗ VL) (here Vi ∼= CN |M ). It immediately
follows from the Leibniz rule and the identity
∂
∂ε
[
sdet
(
eεeabg
)]±1 ∣∣∣
ε=0
= str(eab)
[
sdetg
]±1
= (−1)p(b)δab
[
sdetg
]±1
which is easy to check.
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The (operator-valued) functions ψˆ(x, z) := ψˆ(x, 0; z) and ψˆ∗(x, z) := ψˆ∗(x, 0; z), as
well as the corresponding eigenvalues, are called stationary BA functions. Their explicit
form directly follows from (2.50):
z−x/ηψˆ(x, z)=
L∑
l=0
ηl
L∑
i1<...<il
∑
a1, . . . , al
b1, . . . , bl
(−→l∏
α=1
(−1)p(bα)e(iα)bαaα
x− xiα
∂
∂εα
)
sdet
(
1−z−1galbl,...,a1b1εl, ..., ε1
)∣∣∣∣∣
εα=0
,
(2.54)
zx/ηψˆ∗(x, z)=
L∑
l=0
ηl
∑
i1<...<il
∑
a1, . . . , al
b1, . . . , bl
(−→l∏
α=1
(−1)p(bα)e(iα)bαaα
x− xiα
∂
∂εα
) [
sdet
(
1−z−1galbl,...,a1b1εl, ..., ε1
)]−1 ∣∣∣∣∣
εα=0
.
(2.55)
In particular, we have the expansion of ψˆ(x, z) as |x| → ∞:
z−x/ηψˆ(x, z) = sdet
(
1−z−1g)(I − η
x
L∑
j=1
K∑
a=1
gae
(j)
aa
z − ga + O(1/x
2)
)
(2.56)
(we need it in the next section).
For calculations in the next section we also need the following general properties of
the BA functions of the mKP hiertarchy.
a) They obey the differential-difference equations of the form
∂t1ψ(x, t; z) = ψ(x+η, t; z) + V (x, t)ψ(x, t; z), (2.57)
− ∂t1ψ∗(x, t; z) = ψ∗(x−η, t; z) + V (x−η, t)ψ∗(x, t; z) (2.58)
(the linear problems), where V (x, t) = ∂t1 log
T (x+η, t)
T (x, t)
(see, e.g., [11, 12]);
b) They obey the relation
∂tm log
T (x+η, t)
T (x, t)
= res∞
(
ψ(x, t; z)ψ∗(x+η, t; z
)
zmdz), (2.59)
where the residue is normalized as res∞ z
−1dz = 1. It can be derived from (2.46)
and (2.51) in the same way as in [8].
3 From the master T-operator to the classical RS
model and back
3.1 Eigenvalues of the spin chain Hamiltonians as velocities of
the RS particles
As we already mentioned in the previous section, the eigenvalues of the master T-operator
are polynomials in the spectral parameter x of degree L:
T (x, t) = e str ξ(t,g)
L∏
k=1
(
x− xk(t)
)
. (3.1)
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The roots have their own dynamics in the times. The very fact that T (x, t) is a tau-
function of the mKP hierarchy implies [16, 17] that the roots xi move in the time t1 as
particles of the RS L-body system [18]. Moreover, their motion in the higher times tk
is the same as motion of the RS particles caused by the higher Hamiltonian flows of the
RS system (see [17, 8] which extend the methods developed by Krichever [49] and Shiota
[50]). We have T (x, 0) = T∅(x) =
L∏
k=1
(x− xk), where xk = xk(0). This means that
(i) The inhomogeneity parameters xk of the spin chain should be identified with initial
positions xk(0) of the RS particles.
With the help of (2.42) we can write:
T(x)
T∅(x)
= ∂t1 log T (x, t)|t=0 = str g−
L∑
k=1
x˙k(0)
x− xk , (3.2)
where x˙k(0) := ∂t1xk(t)|t=0. Comparing this with (2.14), we find:
x˙k(0) = −ηHk, (3.3)
where Hk is an eigenvalue of Hk. Therefore, in addition to (i) we conclude that
(ii) The eigenvalues Hk of the susy-XXX spin chain Hamiltonians are expressed through
the initial velocities of the RS particles as Hi = −x˙i(0)/η.
In other words, any point in the phase space of the L-body RS system with coordinates
{xi, x˙i} corresponds to an eigenstate, with the eigenvalues Hi = −x˙i/η, of the Hamilto-
nians of the susy-XXX spin chain on L sites with the inhomogeneity parameters xi.
This unexpected connection between quantum spin chains and the classical RS model
was pointed out in [4] as a corollary of the Hirota bilinear equations for the master
T-operator. A similar relation between quantum Hamiltonians in the Gaudin model
and velocities of particles in the classical Calogero-Moser model was found in [51] using
different methods (see also [52, 53] for further developments)9 The message of the present
paper is that the identifications (i) and (ii) are in fact independent of the grading: their
form is the same for all spin chains of the XXX type associated with any (super)algebra
gl(N |M) including the ordinary algebras gl(N |0) = gl(N).
3.2 Lax pair for the RS model from dynamics of poles
To make the correspondence “quantum spin chains ↔ classical RS systems” (the QC
correspondence) complete, we need the Lax matrix for the RS model. At this stage
the set-up is exactly the same as in [8]. Here we repeat the main formulas with some
comments skipping the details.
Below we will derive equations of motion for the t1-dynamics of the xi’s using Kri-
chever’s method [49], the starting point of which is the linear problem (2.57) for the BA
9 In [6] it was obtained from the master T-operator construction for the Gaudin model.
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function. Essentially, the derivation is not specific to the master T -operator case but
only depends on the polynomial form of the tau-function.
One can derive equations of motion for the xi’s performing the pole expansion of the
linear problem (2.57). It is convenient to denote t1 = t and put all higher times equal
to 0 because they are irrelevant for this derivation. Below in this section we often write
simply t instead of t. According to (2.48), the general form of ψ as a function of x is
ψ(x, t; z) = zx/ηetz
(
c0(z) +
L∑
j=1
cj(z, t)
x− xj(t)
)
, (3.4)
where c0(z) = sdet(1 − z−1g) (see (2.52)). One should substitute it into the linear
equation (2.57) with
V (x, t) = ∂t log
T (x+ η, t)
T (x, t)
=
L∑
k=1
(
x˙k
x− xk −
x˙k
x− xk + η
)
, xk = xk(t) (3.5)
and cancel all the poles at x = xi and x = xi − η (possible poles of the second order
cancel automatically). This yields an overdetermined system of linear equations for the
coefficients ci: 
(z1− Z)~c = c0(z) X˙~1
~˙c = G~c,
(3.6)
where ~c = (c1, c2, . . . , cL)
t, ~1 = (1, 1, . . . , 1)t are L-component vectors and the L×L
matrices X = X(t), Z = Z(t), G = G(t) are defined by their matrix elements as follows:
Xij = xiδij, Zij =
x˙i
xi − xj − η (3.7)
Gij =
(∑
k 6=i
x˙k
xi − xk−
∑
k 6=i
x˙k
xi−xk+η
)
δij +
(
x˙i
xi−xj −
x˙i
xi−xj−η
)(
1−δij
)
. (3.8)
The explicit form of the matrix G is not used in what follows. As is easy to check, the
matrix [X, Z] − Z has rank 1. More precisely, these matrices satisfy the commutation
relation
[X, Z] = ηZ+ X˙E , (3.9)
where E = ~1⊗~1t is the L×L matrix of rank 1 with all entries equal to 1. As a consequence
of this commutation relation, we mention the identity ~1tZkX˙~1 = −η trZk+1 which holds
for any k ≥ 0 (see [8]).
The compatibility condition of the problems (3.6) is the Lax equation
Z˙ = [G, Z] (3.10)
which is equivalent to the equations of motion
x¨i = −
∑
k 6=i
2η2x˙ix˙k(
xi−xk
)[
(xi−xk)2 − η2
] , i = 1, . . . , L. (3.11)
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This dynamical system called the RS model is sometimes referred to as the relativistic
deformation of the Calogero-Moser model, the parameter η being the inverse “velocity of
light”. The Hamiltonian formulation is given in the appendix. The integrability of the
RS model follows from the Lax representation. The matrix Z is the Lax matrix. As it
follows from (3.10), the time evolution preserves its spectrum, i.e., the coefficients Jk of
the characteristic polynomial
det(z1− Z(t)) =
L∑
k=0
JkzL−k (3.12)
are integrals of motion. Equivalently, one can say that eigenvalues of the Lax matrix are
integrals of motion.
For completeness, we also present here the linear problem for coefficients of the adjoint
BA function
ψ∗(x, t; z) = z−x/ηe−tz
(
c−10 (z) +
L∑
j=1
c∗j(z, t)
x− xj(t)
)
. (3.13)
As a counterpart of (3.6), we get, using the equations of motion,
~c∗tX˙−1(z1− Z) = −c−10 (z)~1t
∂t(~c
∗tX˙−1) = −~c∗tX˙−1G.
(3.14)
Here ~c∗t = (c∗1, c
∗
2, . . . , c
∗
L) and ~1
t = (1, 1, . . . , 1) (note that ~1tG = 0). Regarding these
equations as overdetermined linear problems for the (co)vector ~c∗tX˙−1, one comes to the
same Lax equation (3.10) as their compatibility condition. The adjoint linear problems
(3.14), together with general relation (2.59), are used for the extension of the time dy-
namics of the xi’s to the whole hierarchy, as it has been done in [17, 8], see Appendix
B.
3.3 The BA function and the master T-operator
The solution for the vector ~c reads ~c(z, t) = c0(z)
(
z1 − Z(t))−1 X˙~1. The BA function ψ
is then given by the formula
ψ = c0(z) z
x/ηetz
(
1 +~1t(x1− X)−1(z1− Z)−1X˙~1
)
. (3.15)
Similar formulas can be obtained for the adjoint vector ~c∗t and the adjoint BA function:
~c∗t(z, t) = − c−10 (z)~1t (z1−Z(t))−1X˙,
ψ∗ = c−10 (z) z
−x/ηe−tz
(
1−~1t(z1− Z)−1(x1− X)−1X˙~1
)
. (3.16)
It is easy to see that for non-zero values of the higher times the BA functions are given
by the same formulas with the factor e±tz substituted by e±ξ(t,z). Writing ~1tA~1 = tr(AE)
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and using the commutation relation (3.9), one can represent these expressions as ratios
of determinants10:
ψ(x, t; z) = sdet
(
1− z−1g)zx/η eξ(t,z) det[(x1−X)(z1−Z)−ηZ]
det(x1− X) det(z1− Z) , (3.17)
ψ∗(x, t; z) =
[
sdet
(
1−z−1g)]−1z−x/η e−ξ(t,z) det[(z1−Z)(x1−X)+ηZ]
det(x1− X) det(z1− Z) . (3.18)
In particular, the stationary BA functions are given by
ψ(x, z) = sdet
(
1− z−1g)zx/η det[(x1−X0)(z1−Z0)−ηZ0]
det(x1− X0) det(z1− Z0) , (3.19)
ψ∗(x, z) =
[
sdet
(
1− z−1g)]−1z−x/η det[(z1−Z0)(x1−X0)+ηZ0]
det(x1− X0) det(z1− Z0) . (3.20)
Hereafter, we use the notation X0 = X(0), Z0 = Z(0). Using (2.48), one can obtain from
(3.17) an explicit determinant formula for eigenvalues of the master T -operator:
T (x, t) = estr ξ(t,g) det
(
x1− X0 +
∑
k≥1
ktkZ
k
0
)
. (3.21)
Formulas (3.17) and (3.21) are not new in the context of classical integrable hierarchies
(see, e.g., [50, 54, 17]). The new observation is the close connection with quantum spin
chains. It is important to stress that we can understand (3.19) and (3.21) in the operator
sense, i.e. as expressions for the quantum operators ψˆ(x, z), T(x, t) in terms of the
matrices (X0)ij = xiδijI, (Z0)ij =
ηHi
xj − xi + η . The latter is the Lax matrix Z0 with the
operator-valued entries given by equation (3.7) with the substitution (3.3).
To summarize, we have derived equations of motion of the RS model for roots of
the master T-operator, together with the Lax representation. Then, embedding the
initial quantum problem into the context of the classical RS model, we have obtained
explicit operator expressions for the BA function and the master T-operator in terms
of the quantum spin chain Hamiltonians. In the next section we show how one can
reformulate the spectral problem for the quantum Hamiltonians in terms of an inverse
spectral problem for the RS Lax matrix.
4 Spectrum of the spin chain Hamiltonians from the
classical RS model
4.1 Twist parameters as eigenvalues of the Lax matrix
The expansion of the stationary operator-valued BA function ψˆ at large |x| has the same
form as in the gl(N) case [8] except for the overall super-determinant. In fact we have
10The order of the factors x1−X and z1−Z under the determinant upstairs is actually not important
because of the identity det(AB+A1) = det(BA+A1) valid for any matrices A,B,A1 such that [A,A1] = 0.
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two different (but equivalent) expressions for ψˆ: (2.54) and (3.19). Let us compare their
large |x| expansions. The large |x| expansion of (2.54) is given by (2.56):
ψˆ(x, z) = c0(z)z
x/η
(
I − η
x
L∑
j=1
K∑
a=1
gae
(j)
aa
z − ga + O(x
−2)
)
,
where ga are the twist parameters. The expansion of (3.19) is
ψˆ(x, z) = c0(z)z
x/η
(
1− η
x
tr
Z0
z1− Z0 + O(x
−2)
)
.
Equating the O(1/x) terms of the two expansions leads to the relation
tr
Z0
z1− Z0 =
∑
i
∑
a
e
(i)
aaga
z − ga (4.1)
which has to be valid identically. Let us stress that its left hand side is well-defined
because the entries of the matrix Z0 are commuting operators. Using the identity tr (z1−
A)−1 = ∂z log det(z1− A) valid for any matrix A, we integrate (4.1) to obtain
det
(
z1− Z0
)
=
K∏
a=1
(z − ga)Ma , (4.2)
where Ma are the weight operators(2.17). Since the time evolution is an isospectral
deformation, the same is true for the Lax matrix Z(t) for any values of the times. We see
that Ma is the “operator multiplicity” of the eigenvalue ga. In the weight space V({Ma})
the multiplicities become equal to the Ma’s. The conclusion is:
• The Lax matrix Z has eigenvalues ga with multiplicities Ma ≥ 0 such that M1 +
. . .+MN = L.
Our next goal is to formulate the QC correspondence11 between the spin chains and the
RS model.
4.2 The QC correspondence
Consider the Lax matrix Z0 of the L-particle RS model, where the inverse “velocity of
light”, η, is identified with the parameter η introduced in the quantum R-matrix (2.2),
and the initial coordinates and velocities of the particles are identified, respectively,
with the inhomogeneity parameters xi and eigenvalues of the Hamiltonians Hi through
11 The QC correspondence can be traced back to [55], where joint spectra of some commuting finite-
dimensional operators were linked to the classical Toda chain.
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x˙i = −ηHi:
Z0 =

H1
ηH1
x2−x1+η
ηH1
x3−x1+η . . .
ηH1
xL−x1+η
ηH2
x1−x2+η H2
ηH2
x3−x2+η . . .
ηH2
xL−x2+η
...
...
...
. . .
...
ηHL
x1−xL+η
ηHL
x2−xL+η
ηHL
x3−xL+η . . . HL

. (4.3)
According to the conclusion of the previous subsection, we claim that if the Hi’s are
eigenvalues of the Hamiltonians of the spin chain in the weight space V({Ma}) ⊂ V, then
Spec (Z0) =
(
g1, . . . , g1︸ ︷︷ ︸
M1
, g2, . . . , g2︸ ︷︷ ︸
M2
, . . . gK , . . . , gK︸ ︷︷ ︸
MK
)
. (4.4)
Equivalently, let Hj = tr (Z0)j be the higher integrals of motion of the RS model (see
Appendix B), then their level set is defined by Hj =
K∑
a=1
Mag
j
a. In general, the matrix Z0
with multiple eigenvalues is not diagonalizable and contains Jordan cells.
One can also say that the eigenstates of the quantum Hamiltonians correspond to the
intersection points of two Lagrangian submanifolds in the phase space of the RS model.
One of them is the hyperplane defined by fixing all the coordinates xi while the other one
is the Lagrangian submanifold obtained by fixing values of the L independent integrals
of motion in involution Hk, k = 1, . . . , L. In general, there are many intersection points
numbered by a finite set I, with coordinates, say (x1, . . . , xL, p
(α)
1 , . . . , p
(α)
L ), α ∈ I. The
values of p
(α)
j give, through equation (B2), the spectrum of Hj:
H
(α)
j = e
−ηp
(α)
j
∏
k=1, 6=j
xj − xk + η
xj − xk .
However, we can not claim that all the intersection points correspond to the energy levels
of the Hamiltonians for a given spin chain. The examples elaborated below in Appendix
C suggest that there are intersection points that do not correspond to energy levels of
a particular spin chain with a fixed grading. Instead, they correspond to spectra of the
Hamiltonians for spin chains with other possible gradings.
Summarizing, we claim that the spectral problem for the non-local inhomogeneous
susy-XXX spin chain Hamiltonians Hj in the subspace V({Ma}) is closely linked to
the following inverse spectral problem for the RS Lax matrix Z0 of the form (4.3). Let
us fix the spectrum of the matrix Z0 to be (4.4), where g1, . . . , gK are eigenvalues of
the (diagonal) twist matrix g. Then we ask what is the set of possible values of the
Hj’s allowed by these constraints. The eigenvalues Hj of the quantum Hamiltonians are
contained in this set.
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4.3 Algebraic equations for the spectrum
The characteristic polynomial of the matrix (4.3) can be found explicitly using the sim-
ple fact from the linear algebra that the coefficient in front of zL−k in the polynomial
detL×L(z1+A) equals the sum of all diagonal k×k minors of the matrix A. All such mi-
nors can be found using the decomposition Z0 = −HQ, where H = diag
(
H1, H2, . . . , HL
)
and
Qij =
η
xi − xj − η (4.5)
is the Cauchy matrix, and the explicit expression for the determinant of the Cauchy
matrix:
det
1≤i,j≤n
η
xi−xj−η = (−1)
n
∏
1≤i<j≤n
(
1− η
2
(xi−xj)2
)−1
.
The result is:
det
L×L
(z1− Z0) = det
L×L
(z1 + HQ) =
L∑
n=0
Jn zL−n, (4.6)
where
Jn = (−1)n
∑
1≤i1<...<in≤L
Hi1 . . . Hin
∏
1≤α<β≤n
(
1− η
2
(xiα−xiβ)2
)−1
. (4.7)
In particular, the highest coefficient is given by the following simple formula:
JL = (−1)LH1H2 . . .HL
∏
1≤i<j≤L
(
1− η
2
(xi−xj)2
)−1
.
Let us point out that the integrals Hk introduced in the previous section are connected
with the integrals Jk by the Newton’s formula [34]:
L∑
k=0
JL−kHk = 0 (we have set H0 =
tr(Z)0 = L).
Combining (4.4) and (4.7), we see that the eigenvalues Hi of the inhomogeneous
susy-XXX Hamiltonians can be found from the system of polynomial equations∑
1≤i1<...<in≤L
Hi1 . . .Hin
∏
1≤α<β≤n
(
1− η
2
(xiα − xiβ)2
)−1
= Cn({Ma}), (4.8)
where n = 1, 2, . . . , L and
Cn({Ma}) = 1
2πi
∮
|z|=1
K∏
a=1
(1 + zga)
Ma z−n−1dz
=
∑
n1,...,nK∈Z≥0,
∑K
j=1
nj=n
(
M1
n1
)
. . .
(
MK
nK
) K∏
a=1
gnaa .
(4.9)
There are L equations for L unknown quantities H1, . . . , HL. Examples for small values
of L are given in the appendix.
Here we point out some simple general properties of these equations.
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1. This system does not depend on N |M and the grading parameters and is also
invariant under the following transformations: a) η → − η , b) {xi} → {−xi} ,
c) {Hi} → {−Hi} simultaneously with {ga} → {−ga}.
2. ForMa = Lδaa1 (in this case Cn =
L!
n!(L−n)!
gna1) there are two distinguished solutions
Hj = ga1
L∏
k=1, 6=j
(
1± η
xj−xk
)
(4.10)
which give the eigenvalues of the Hamiltonians on the vector (va1)
⊗L. The two
choices of sign correspond to two possible values of the grading parameter p(a1).
3. Assume that L ≤ K and fix {a1, . . . , aL} ⊆ {1, . . . , K} such that all the ai’s
are distinct. Set Ma =
∑L
i=1 δaai , then the right hand sides of equations (4.8)
are elementary symmetric polynomials12 ek(ga1 , . . . , gaL) of the twist parameters
ga1 , . . . , gaL. Then the system of equations (4.8) has L! solutions (counted with
multiplicities). Indeed, at η = 0 the system is just
en(H1, . . . , HL) = en(ga1 , . . . , gaL), n = 1, . . . , L (4.11)
All solutions of this system are given by all possible permutations of the set
(ga1 , . . . gaL) containing L elements.
The detailed structure of solutions to (4.8) and their correspondence with spectra of
particular spin chains is a subject of further study. Some examples are discussed in
Appendix C.
One can consider the system (4.8) with the right hand sides being “in general position”
meaning that there are L twist parameters gi which are all distinct. This is the generic
situation from which all other possible cases can be obtained by merging some of the
twist parameters. The generic system (4.8) contains L equations of the form∑
1≤i1<...<in≤L
Hi1 . . .Hin
∏
1≤α<β≤n
(
1− η
2
(xiα − xiβ)2
)−1
= en(g1, . . . , gL). (4.12)
The complete information about spectra of the Hamiltonians for L-site spin chains based
on all (super)algebras of the type gl(N |M) is contained in the universal spectral variety
SL =
{(
H1, . . .HL; x1, . . . , xL; g1, . . . , gL
) ∣∣∣ Equations (4.12)}. (4.13)
It is a 2L-dimensional affine variety embedded into C3L. The spectra of the Hamiltonians
for particular spin chains are obtained by intersecting with the hyperplanes with fixed
values of xi’s and gi’s. The variety SL is not compact. We anticipate that a proper
compactification of the universal spectral variety encodes information about the spectra
of Hamiltonians for spin chains when some or all xi’s coalesce.
12The elementary symmetric polynomials are defined by means of the generating function as follows:
N∏
i=1
(1 + yiz) =
N∑
k=0
ek(y1, . . . , yN )z
k.
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5 The QC correspondence via nested Bethe ansatz
In this section we give a direct proof of the QC correspondence based on the nested Bethe
ansatz solution to the susy-XXX spin chains.
5.1 Bethe ansatz solution for Y (gl(N |M)) spin chain
Here we specify the general nested Bethe ansatz results (2.23), (2.27) for the spin chain
with vector representations at the sites. The eigenstates of the T-operator T(x) are
obtained from the reference state (v1)
⊗L with Ma = Lδa1 by action of creation operators.
In the weight space V(M1, . . . ,MK) with M1 = L − L1, M2 = L1 − L2, M3 = L2 − L3,
. . . , MK−1 = LK−2 − LK−1, MK = LK−1 such that L1 ≥ L2 ≥ . . . ≥ LK the eigenvalues
of T(x) are given by the formula
T(x) = (−1)p(1)g1
L∏
l=1
x− xl + (−1)p(1)η
x− xl
L1∏
γ=1
x− µ1γ − (−1)p(1)η
x− µ1γ
+
K∑
b=2
(−1)p(b)gb
Lb−1∏
α=1
x− µb−1α + (−1)p(b)η
x− µb−1α
Lb∏
γ=1
x− µbγ − (−1)p(b)η
x− µbγ
,
(5.1)
where the parameters µbγ (the Bethe roots) obey the system of Bethe equations
gb
L∏
k=1
µbβ − xk + δb1(−1)p(b)η
µbβ − xk
Lb−1∏
γ=1
µbβ − µb−1γ + (−1)p(b)η
µbβ − µb−1γ
= gb+1
Lb∏
γ 6=β
µbβ − µbγ + (−1)p(b+1)η
µbβ − µbγ − (−1)p(b)η
Lb+1∏
γ=1
µbβ − µb+1γ − (−1)p(b+1)η
µbβ − µb+1γ
.
(5.2)
Here b runs from 1 to K − 1 = N +M − 1 and the convention L0 = LK = 0 is implied.
Note that the first product in the r.h.s. of (5.2) disappears if (−1)p(b)+p(b+1) = −1. The
Bethe equations are equivalent to the conditions that T(x) given by (5.1) is regular at
the points x = µbβ for all β = 1, ..., Lb , b = 1, ..., K−1. The corresponding eigenvalues
of the Hamiltonians Hi are
Hi ({xi}L , {µ1α}L1 , g1) = g1
L∏
k=1
xi − xk +(−1)p(1)η
xi − xk
L1∏
γ=1
xi − µ1γ − (−1)p(1)η
xi − µ1γ
, (5.3)
where {xi}L emphasizes the dependence on L variables xi ({xi}L means {xi}Li=1, in par-
ticular, {xi}0 = ∅) and similarly for {µ1α}L1.
Example: N + M = 2. In the weight space V(M1,M2) with M1 ≥ M2 the Bethe
equations are:
gl(2|0) : g1
L∏
k=1
µ1α − xk + η
µ1α − xk
= g2
M2∏
γ 6=α
µ1α − µ1γ + η
µ1α − µ1γ − η
, (5.4)
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gl(1|1) with (p(1), p(2)) = (0, 1) : g1
L∏
k=1
µ1α − xk + η
µ1α − xk
= g2 , (5.5)
gl(0|2) : g1
L∏
k=1
µ1α − xk − η
µ1α − xk
= g2
M2∏
γ 6=α
µ1α − µ1γ − η
µ1α − µ1γ + η
. (5.6)
where α = 1 , ... ,M2. Note that the equations for gl(0|2) are obtained from those for
gl(2|0) by the transformation η → −η. The spectrum is given by (5.3) with p(1) = 0 for
gl(2|0), gl(1|1):
Hi = g1
L∏
k=1
xi − xk + η
xi − xk
M2∏
γ=1
xi − µ1γ − η
xi − µ1γ
, (5.7)
and p(1) = 1 for gl(0|2) which leads to the same expression with η → −η.
5.2 The QC correspondence: a direct proof
Here we extend the result of [21] to supersymmetric spin chains.
Theorem 5.1 Substitute
x˙i = −η Hi
({xi}L , {µ1α}L1 , g1) , i = 1, ..., L (5.8)
into the Lax matrix for the RS model (3.7), i.e. consider the matrix
(Z0)ij =
η Hi
xj − xi + η (5.9)
(see (4.3)), where Hj are eigenvalues (5.3) of the non-local Hamiltonians of the inhomo-
geneous graded gl(N |M) spin chain on L-sites with N +M = K ≤ L and the set {µ1α}L1
is taken from any solution {µbα}Lb, b = 1, . . . , K − 1 of the Bethe equations (5.2). Then
the spectrum of the Lax matrix (5.9) is of the form (4.4):
SpecZ0
∣∣∣
BE
=
(
g1 , . . . , g1︸ ︷︷ ︸
L−L1
, g2 , . . . , g2︸ ︷︷ ︸
L1−L2
, . . . , gK−1 , . . . , gK−1︸ ︷︷ ︸
LK−2−LK−1
, gK , . . . , gK︸ ︷︷ ︸
LK−1
)
.
(5.10)
Proof. The proof involves three steps. First, we recall the proof for the gl(K|0) case.
Next, we show how to modify it for the gl(0|K) case. Lastly, the general case is processed
by gluing together the previous two proofs in a proper way. When odd and even grading
parameters are intermixed then one should apply the scheme of the proof given below
each time the grading is changing.
Instead of Z0 it is more convenient to deal with the transposed Lax matrix Z
t
0 given
by
(Zt0)ij({x˙k}L, {xk}L, η) = −
x˙j
xi − xj + η =
η Hj
xi − xj + η , i , j = 1 , ... , L. (5.11)
Its spectrum coincides with that of Z0.
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1. gl(K|0) case. The proof given in [21] is based on the identity
det
L×L
(
Z ({xi}L, {yi}L˜, g)− λ1
)
= (g − λ)L−L˜ det
L˜×L˜
(
Z˜ ({yi}L˜, {xi}L, g)− λ1
)
(5.12)
for the pair of L× L and L˜× L˜ matrices
Zij({xk}L, {yk}L˜, g) =
g η
xi − xj + η
L∏
k 6=j
xj − xk + η
xj − xk
L˜∏
γ=1
xj − yγ
xj − yγ + η (5.13)
and
Z˜αβ({yi}L˜, {xi}L, g) =
g η
yα − yβ + η
L˜∏
γ 6=β
yβ − yγ − η
yβ − yγ
L∏
k=1
yβ − xk
yβ − xk − η (5.14)
(here L ≥ L˜). In addition, we have
det
L×L
(
Z0({xi}L, g)− λ1
)
= det
L×L
(
Z˜0({yi}L, g)− λ1
)
= (g − λ)L , (5.15)
where
Z0ij({xk}L, g) = Zij({xk}L, {yk}0, g) =
g η
xi − xj + η
L∏
k 6=j
xj − xk + η
xj − xk (5.16)
and
Z˜0αβ({yi}L, g) = Z˜αβ({yi}L, {xi}0, g) =
g η
yα − yβ + η
L∏
γ 6=β
yβ − yγ − η
yβ − yγ . (5.17)
The idea is to calculate det(Z0 − λ1) by sequential usage of the identity (5.12) (which
allows one to pass to a smaller matrix) and the Bethe equations (BE) (5.2) with p(b) = 0
for all b. Schematically13, the procedure of the proof is as follows:
〈
Zt0
〉 (−η {Hj}L , {xj}L , η) (5.3)= 〈Z〉 ({xi − η}L, {µ1α}L1, g1) (5.12)→〈Z˜〉 ({µ1α}L1 , {xi − η}L, g1) BEb=1= 〈Z〉 ({µ1α − η}L1, {µ2α}L2, g2) (5.12)→
〈Z˜〉 ({µ2α}L2 , {µ1α − η}L1, g2) BEb=2= 〈Z〉 ({µ2α − η}L2, {µ3α}L3, g3) (5.12)→ ...
(5.18)
Each time we use (5.12) the characteristic polynomial det(Z − λ1) acquires the factor
(gb − λ)Lb−1−Lb except for the last step when we use (5.15) to get (gK − λ)LK−1 .
13Here we symbolically write simply
〈Z〉 for the characteristic polynomial det(Z − λ1) with some
overall factor.
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2. gl(0|K) case. It is easy to see that this case is similar to the previous one but the roles
of Z and Z˜ in the scheme (5.18) get interchanged:〈
Zt0
〉 (−η {Hj}L , {xj}L , η) (5.3)= 〈Z˜〉 ({xi + η}L, {µ1α}L1, g1) (5.12)→〈Z〉 ({µ1α}L1, {xi + η}L, g1) BEb=1= 〈Z˜〉 ({µ1α + η}L1 , {µ2α}L2 , g2) (5.12)→
〈Z〉 ({µ2α}L2, {µ1α + η}L1, g2) BEb=2= 〈Z˜〉 ({µ2α + η}L2 , {µ3α}L3 , g3) (5.12)→ ...
(5.19)
Here we use the BE (5.2) with p(b) = 1 for all b.
3. gl(N |M) case. We assume that N,M ≥ 1. The scheme (5.18) works for b = 1, ..., N−1
while (5.19) does for b = N + 1, ..., N +M . In order to switch from the scheme (5.18) to
(5.19) we need an intermediate step. It is accomplished by the BE (5.2) at b = N :
BEb=N : gN
LN−1∏
γ=1
µNβ − µN−1γ + η
µNβ − µN−1γ
= gN+1
LN+1∏
γ=1
µNβ − µN+1γ + η
µNβ − µN+1γ
. (5.20)
Then for 〈Z˜〉 ({µNα }LN , {µN−1α − η}LN−1 , gN)
=
gN η
µNα − µNβ + η
LN∏
γ 6=β
µNβ − µNγ − η
µNβ − µNγ
LN−1∏
γ=1
µNβ − µN−1γ + η
µNβ − µN−1γ
(5.21)
we have:〈Z˜〉 ({µNα }LN , {µN−1α − η}LN−1 , gN) (5.20)= 〈Z˜〉 ({µNα + η}LN , {µN+1α }LN+1 , gN+1) .
(5.22)
This finishes the proof. 
6 Concluding remarks
Lastly, we would like to point out some unsolved problems and directions for further
research.
a) The properly taken limit η → 0 should lead to the similar QC correspondence
between graded quantum Gaudin models and classical Calogero-Moser systems.
This is technically involved but rather straightforward procedure. The details will
be published elsewhere.
b) A less straightforward but quite realistic program is the extension to the models
based on trigonometric solutions to the (graded) Yang-Baxter equation (the graded
XXZ magnets and corresponding vertex models of statistical mechanics). As the
results of [7] suggest, one can expect the trigonometric RS model on the classical
side of the QC correspondence. The precise relation between eigenvalues of the Lax
matrix and the twist parameters of the spin chain is to be elaborated.
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c) The extension to quantum integrable models with elliptic R-matrices is problematic.
Conceivably this might require new ideas. At the same time, the most natural
candidate for the classical part of the QC correspondence is the elliptic RS model.
The role of the spectral parameter which enters its Lax matrix is to be clarified.
d) There is a well-known duality [22, 23] of the classical RS (and Calogero-Moser)
type models when the action variables in a given system are treated as coordinates
of particles in the dual one. Equivalently, the soliton-like tau-function whose zeros
move as the RS particles becomes the spectral determinant for the dual system
and vice versa. An interesting future perspective is to realize the meaning of this
duality in the context of the quantun spin chains. Presumably, this duality implies
some correspondence between spectra of different spin chains.
Appendix A: The higher T-operators through super-
characters
Here we show how to derive (2.32). We have:
Tλ(x) = strVλ
[(
I+
η
x−xL P
0L
λ
)
. . .
(
I+
η
x−x2 P
02
λ
)(
I+
η
x−x1 P
01
λ
)(
piλ(g) ⊗ I
)]
= strVλpiλ(g) I+
∑
j
η
x−xj strVλ
(
P
0j
λ (piλ(g)⊗I
))
+
∑
i<j
η2
(x−xi)(x−xj) strVλ
(
P
0j
λ P
0i
λ (piλ(g)⊗I
))
+ . . . +
ηL
(x−x1) . . . (x−xL) strVλ
(
P0Lλ . . .P
01
λ (piλ(g)⊗ I
))
.
Plugging here the explicit form of P0jλ (2.9), we get:
Tλ(x) = strVλpiλ(g) I +
∑
j
∑
ab
η(−1)p(b)e(j)ba
x−xj strVλ
(
piλ(eab)piλ(g)
)
+
∑
i<j
∑
a1,b1;a2,b2
η2(−1)p(b1)+p(b2)e(i)b1a1e
(j)
b2a2
(x−x1)(x−x2) strVλ
(
piλ(ea2b2)piλ(ea1b1)piλ(g)
)
+ . . .
+
∑
{a1,b1;...;aL,bL}
ηL(−1)p(b1)+...+p(bL)e(1)b1a1 . . . e
(L)
bLaL
(x−x1) . . . (x−xL) strVλ
(
piλ(eaLbL) . . . piλ(ea1b1)piλ(g)
)
.
The last step is based on the following simple lemma:
Lemma A1. Let π be a representation of U(gl(N |M)), χ its character and h1,h2, . . . ,hn
be any homogeneous elements of the superalgebra gl(N |M) such that [hi,hi] = 0 (here
[ , ] means the graded commutator). Then for any group element g ∈ GL(N |M) it holds:
str
[
π(h1)π(h2) . . . π(hn)π(g)
]
=
∂
∂εn
. . .
∂
∂ε1
χ
(
eε1h1 . . . eεnhng
) ∣∣∣∣∣
εi=0
, (A1)
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where it is implied that p(εi) = p(hi).
The proof is simple. Since [hi,hi] = 0, the exponents e
εihi are supergroup elements for
any εi. Therefore, we have the chain of equalities
π
(
eε1h1 . . . eεnhng
)
=
[−→n∏
j=1
π
(
eεjhj
)]
π(g) =
[−→n∏
j=1
eεjπ(hj)
]
π(g),
from which it follows directly that
π(h1)π(h2) . . . π(hn)π(g) =
∂
∂εn
. . .
∂
∂ε1
π
(
eε1h1 . . . eεnhng
) ∣∣∣∣∣
εi=0
.
Taking supertrace of the both sides, we obtain (A1). Applying the lemma to the case
hi = eaibi, we arrive at (2.32).
Appendix B: Hamiltonian formulation of the RS model
For completeness, we give here the Hamiltonian formulation of the L-particle RS model,
including the higher flows. The Hamiltonian is
H1 =
L∑
i=1
e−ηpi
L∏
k=1, 6=i
xi − xk + η
xi − xk , (B1)
with {pi, xi} being the canonical variables with the standard Poisson brackets. The
Hamiltonian equations of motion
(
x˙i
p˙i
)
=
(
∂piH1
−∂xiH1
)
give the connection between
velocity and momentum
x˙i = −ηe−ηpi
L∏
k=1, 6=i
xi − xk + η
xi − xk (B2)
and the equations of motion (3.11).
The RS model is known to be integrable, with the higher integrals of motion in
involution being given by Hk = trZk, where Z is the Lax matrix of the model (3.7):
Zij =
x˙i
xi−xj−η =
η e−ηpi
xj−xi+η
L∏
k=1, 6=i
(
1 +
η
xi−xk
)
. (B3)
These integrals of motion can be regarded as Hamiltonians generating flows in the “higher
times” tk via the Hamiltonian equations(
∂tkxi
∂tkpi
)
=
(
∂piHk
−∂iHk
)
, k ≥ 1. (B4)
Moreover, the dynamics in the higher time tk is precisely the one induced by the mKP
flow on the roots of the tau function (3.1). The fact that the integrals of motion Hk are
in involution agrees with the commutativity of the mKP flows. The proof is based on
the linear problems (3.6), (3.14) and general relation (2.59). We will not repeat it here
since it is technically involved. It can be found in [17, 8].
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Appendix C: Examples for small values of L and lim-
iting cases
L = 1. For L = 1, T(x) = (str g)1+
η
x− x1
K∑
a=1
gaeaa and H1 =
∑K
a=1 gaeaa = g. This
case is trivial because there is only one Hamiltonian which is already diagonal. The
system (4.8) is in a trivial agreement with this: it states that H1 = ga. The master
T-operator has the form
e−str ξ(t,g)
T(x, t)
T∅(x)
∣∣∣∣∣
L=1
= I+ η
∑
k≥1
ktk(g
(1))k
x− xi . (C1)
L = 2. The case L = 2 is more interesting. We have: g = g1e11 + g2e22,
T(x) = (str g)1⊗ 1+ η
x− x1 g ⊗ 1 +
η
x− x2
+
η2
(x− x1)(x− x2)
K∑
a,b=1
(−1)p(a)gb eba ⊗ eab .
(C2)
It is convenient to work in the basis va ⊗ vb of the space V = CN |M ⊗ CN |M . The
Hamiltonians act as follows:
H1va ⊗ vb = gava ⊗ vb + (−1)
p(a)p(b)ηgb
x1 − x2 vb ⊗ va, (C3)
H2va ⊗ vb = gbva ⊗ vb + (−1)
p(a)p(b)ηgb
x2 − x1 vb ⊗ va, (C4)
where we have used the rule
(ecd ⊗ edc)(va ⊗ vb) = (−1)p(edc)p(va)ecdva ⊗ edcvb = (−1)(p(d)+p(c))p(a)δdaδcbvc ⊗ vd.
Therefore, eigenvalues of H1 in the subspace of V spanned by the vectors va1 ⊗ va2 and
va2 ⊗ va1 with some fixed a1 6= a2 are given by diagonalizing the 2× 2 matrix ga1
(−1)p(a1)p(a2)ηga1
x1 − x2
(−1)p(a1)p(a2)ηga2
x1 − x2 ga2
 .
Then the spectrum of the operators (H1,H2) is
(H1, H2) =
(
ga1 +
(−1)p(a1)ηga1
x1 − x2 , ga1 +
(−1)p(a1)ηga1
x2 − x1
)
in Cva1 ⊗ va1 (Ma = 2δaa1), (C5)
(H1, H2) =
(
ga1+ga2+
√
R
2
,
ga1+ga2−
√
R
2
)
,
(
ga1+ga2−
√
R
2
,
ga1+ga2+
√
R
2
)
in Cva1 ⊗ va2 + Cva2 ⊗ va1 for a1 6= a2 (Ma = δaa1 + δaa2). (C6)
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Here R = (ga1 − ga2)2 +
4η2ga1ga2
(x1 − x2)2 and 1 ≤ a1, a2 ≤ K are some fixed indices.
Let us compare these results with solutions of the system (4.8) which in our case
reduces to 
H1 +H2 = 2ga1
H1H2 = g
2
a1
(
1− η
2
(x1−x2)2
) for Ma = 2δaa1
and 
H1 +H2 = ga1 + ga2
H1H2 = ga1ga2
(
1− η
2
(x1−x2)2
) for Ma = δaa1 + δaa2 .
Each system has two solutions for the pair (H1, H2). One can easily check that the two
solutions of the former system are just (C5) for the two possible values p(a1) = 0, 1 while
the two solutions of the latter one are given by (C6).
The master T-operator has the form
e−str ξ(t,g)
T(x, t)
T∅(x)
∣∣∣∣∣
L=2
= I+ η
2∑
i=1
∑
k≥1
ktk(g
(i))k
x− xi +
η2
(x− x1)(x− x2)
×
[(∑
k1≥1
k1tk1(g
(1))k1
)(∑
k2≥1
k2tk2(g
(2))k2
)
+
∑
k≥1
ktk
k−1∑
α=0
P12(g
(1))α(g(2))k−α
]
. (C7)
L = 3. We start with the explicit form of the Hamiltonians Hi. Let us introduce the
short-hand notation pi := (−1)p(ai), pij := (−1)p(ai)p(aj ). In the 3-dimensional subspace
spanned by the vectors va1 ⊗ va1 ⊗ va2 , va1 ⊗ va2 ⊗ va1 and va2 ⊗ va1 ⊗ va1 for a1 6= a2,
we have
H1 =

ga1
(
ηp1
x12
+ 1
)
η2ga1p1p12
x12x13
ηga1p1
x13
0 ga1
(
ηp1
x13
+ 1
)
ηga1p12(x13+ηp1)
x12x13
ηga2(x12p1+η)
x12x13
ηga2p12
x12
ga2
 , (C8)
H2 =

ga1
(
−ηp1
x12
+ 1
)
ηga1p12(x12−ηp1)
x12x23
0
ηga2p12
x23
ga2 −ηga1p12(x23+ηp1)x12x23
−η2ga2
x12x23
−ηga2p12
x12
ga1
(
ηp1
x23
+ 1
)
 , (C9)
H3 =

ga2 −ηga1p12(x13−ηp1)x23x13 −
ηga1p1
x13
−ηga2p12
x23
ga1
(
−ηp1
x13
+ 1
)
η2ga1p1p12
x13x23
−ηga2 (x23p1−η)
x13x23
0 ga1
(
−ηp1
x23
+ 1
)
 . (C10)
In the 6-dimensional subspace spanned by the vectors {vaτ(1) ⊗vaτ(2) ⊗vaτ(3)}τ∈S3 , where
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S3 is the permutation group over {1, 2, 3} and ai 6= aj if i 6= j, we have
H1 =

ga1 0
ηga1p12
x12
η2ga1p12p13
x12x13
0
ηga1p12p13p23
x13
0 ga1 0
ηga1p12p13p23
x13
ηga1p13
x12
η2ga1p12p13
x12x13
ηga2p12
x12
η2ga2p12p23
x12x13
ga2 0
ηga2p12p13p23
x13
0
0
ηga2p12p13p23
x13
0 ga2
η2ga2p12p23
x12x13
ηga2p23
x12
η2ga3p13p23
x12x13
ηga3p13
x12
ηga3p12p13p23
x13
0 ga3 0
ηga3p12p13p23
x13
0
η2ga3p13p23
x12x13
ηga3p23
x12
0 ga3

,
(C11)
H2 =

ga2
ηga2p23
x23
ηga1p12
x21
−η2ga1p12p13
x12x23
0 0
ηga3p23
x23
ga3 0 0
ηga1p13
x21
−η2ga1p12p13
x12x23
ηga2p12
x21
−η2ga2p12p23
x12x23
ga1
ηga1p13
x23
0 0
0 0
ηga3p13
x23
ga3 −η
2ga2p12p23
x12x23
ηga2p23
x21
−η2ga3p13p23
x12x23
ηga3p13
x21
0 0 ga1
ηga1p12
x23
0 0 −η2ga3p13p23
x12x23
ηga3p23
x21
ηga2p12
x23
ga2

,
(C12)
H3 =

ga3
ηga2p23
x32
0 −η2ga1p12p13
x13x32
0
ηga1p12p13p23
x31
ηga3p23
x32
ga2 0
ηga1p12p13p23
x31
0 −η2ga1p12p13
x13x32
0 −η2ga2p12p23
x13x32
ga3
ηga1p13
x32
ηga2p12p13p23
x31
0
0
ηga2p12p13p23
x31
ηga3p13
x32
ga1 −η
2ga2p12p23
x13x32
0
−η2ga3p13p23
x13x32
0
ηga3p12p13p23
x31
0 ga2
ηga1p12
x32
ηga3p12p13p23
x31
0 −η2ga3p13p23
x13x32
0
ηga2p12
x32
ga1

.
(C13)
For general g1, g2, g3 the analytic diagonalization of these matrices is not possible. How-
ever, it can be done numerically for any particular values of the parameters.
For L = 3 the system (4.8) looks as follows:
H1 +H2 +H3 = C1({Ma})
H1H2
1− η2
x212
+
H2H3
1− η2
x223
+
H1H3
1− η2
x213
= C2({Ma})
H1H2H3(
1− η2
x212
)(
1− η2
x223
)(
1− η2
x213
) = C3({Ma})
(C14)
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where xij ≡ xi − xj ,
C1({Ma}) =
K∑
a=1
Maga
C2({Ma}) = 1
2
( K∑
a=1
Maga
)2
− 1
2
K∑
a=1
Mag
2
a
C3({Ma}) = 1
6
( K∑
a=1
Maga
)3
− 1
2
( K∑
a=1
Mag
2
a
)( K∑
b=1
Mbgb
)
+
1
3
K∑
a=1
Mag
3
a.
and M1 + . . .+MK = 3. Correspondingly, there are 3 possibilities:
a) Ma = 3δaa1 , then C1 = 3ga1 , C2 = 3g
2
a1
, C3 = g
3
a1
;
b) Ma = 2δaa1 + δaa2 (a1 6= a2), then C1 = 2ga1+ga2, C2 = 2ga1ga2+g2a1, C3 = g2a1ga2 ;
c) Ma = δaa1 + δaa2 + δaa3 (a0 6= a2 6= a3),
then C1 = ga1+ga2+ga3, C2 = ga1ga2+ga1ga3+ga2ga3 , C3 = ga1ga2ga3 .
Here 1 ≤ a1, a2, a3 ≤ K are 3 fixed indices.
It is instructive to solve the system and to figure out how the solutions correspond to
the spectra of the spin chains. In the case a) we have found the following sets of solutions
for the triple (H1, H2, H3):
Hj = ga1
3∏
k=1, 6=j
(
1± η
xjk
)
, j = 1, 2, 3, (C15)
Hα = ga1
(
1 +
η2 ± η√Q
2xαβxγα
)
, Q ≡ 2(x212+x213+x223)−3η2, (C16)
where {α, β, γ} in the second line stands for any cyclic permutation of {1, 2, 3}. The
multiplicity of each of the solutions (C15) is 1 and that of (C16) is 2 (thus there are
2 × 1 + 2 × 2 = 6 solutions in total). For the case b) with ga1 = ga2 or for the case c)
with ga1 = ga2 = ga3 the system of equations has exactly the same form as for the case
a). Therefore, these three cases share the same sets of solutions.
Let us give a more detailed description based on the analytic solutions as well as on
numerical calculations. By a solution of (C14) we mean here the ordered set (H1, H2, H3).
In case a), (M1,M2,M3) = (3, 0, 0), there are 6 solutions. One of them (the one in
(C15) with plus) coincides with the eigenvalues of (H1,H2,H3) in the one-dimensional
space V(3, 0, 0) with the grading parameter p(1) = 0. Another one (the one in (C15)
with minus) coincides with the eigenvalue in the space V(3, 0, 0) but with the grading
parameter p(1) = 1 (that is the same as changing η → −η). The rest 4 solutions
(C16) do not correspond to eigenvalues of (H1,H2,H3) in the same model if all the twist
parameters are different. Instead, they can be found among the sets of eigenvalues in
the 3-dimensional space V(2, 1, 0) for the model with g1 = g2 and p(1) = 0, 1 or in the
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6-dimensional space V(1, 1, 1) for the model with g1 = g2 = g3 independently of the
grading parameters.
In case b), (M1,M2,M3) = (2, 1, 0), among 6 solutions of (C14), three coincide with
three sets of eigenvalues of (H1,H2,H3) in the 3-dimensional space V(2, 1, 0) with the
grading parameter p(1) = 0. The rest three solutions coincide with three sets of eigen-
values in the space V(2, 1, 0) but with the grading parameter p(1) = 1.
Lastly, in case c), (M1,M2,M3) = (1, 1, 1), the 6 solutions of (C14) coincide with the
6 sets of eigenvalues of (H1,H2,H3) in the six-dimensional space V(1, 1, 1). They do not
depend on the grading parameters. It is the case of “general position”. The other cases
can be obtained form it by a degeneration procedure. We conjecture that this is true for
any L.
The master T-operator for L = 3 has the form
e−str ξ(t,g)
T(x, t)
T∅(x)
∣∣∣∣∣
L=3
= I+ η
3∑
i=1
∑
k≥1
ktk(g
(i))k
x− xi + η
2
∑
1≤i1<i2≤3
1
(x− xi1)(x− xi2)
×
((∑
k1≥1
k1tk1(g
(i1))k1
)(∑
k2≥1
k2tk2(g
(i2))k2
)
+
∑
k≥1
ktk
k−1∑
α=0
Pi1i2(g
(i1))α(g(i2))k−α
)
+
η3
(x− x1)(x− x2)(x− x3)
[
(∑
k1≥1
k1tk1(g
(1))k1
)(∑
k2≥1
k2tk2(g
(2))k2
)(∑
k3≥1
k3tk3(g
(3))k3
)
+
(∑
k1≥1
k1tk1(g
(1))k1
)(∑
k≥1
ktk
k−1∑
α=0
P23(g
(2))α(g(3))k−α
)
+
(∑
k2≥1
k2tk2(g
(2))k2
)(∑
k≥1
ktk
k−1∑
α=0
P13(g
(1))α(g(3))k−α
)
+
(∑
k3≥1
k3tk3(g
(3))k3
)(∑
k≥1
ktk
k−1∑
α=0
P12(g
(1))α(g(2))k−α
)
+
∑
k≥1
ktk
k−1∑
α2=0
P23
(
α2−1∑
α1=0
P12(g
(1))α1(g(2))α2−α1
)
(g(3))k−α2
+
∑
k≥1
ktk
k−1∑
α2=0
P23(g
(2))α2
(
k−α2−1∑
α1=0
P13(g
(1))α1(g(3))k−α1−α2
)]
. (C17)
Limiting cases. There are two limits, where one can obtain the spectrum explicitly:
η → 0,∞. Here we assume that the twist parameters do not depend on η. Thus, the
limit η → 0 discussed here differs from the one to the Gaudin model.
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(i) η → 0. The operator H(0)j = limη→0Hj = g(j) is diagonal in the basis va1 ⊗ va2 ⊗
. . . ⊗ vaL . It has the eigenvalues gaj . The degeneracy of each eigenvalue is KL−1.
The system of algebraic equations (4.8) degenerates into (4.11). The solutions of
(4.11) correspond to this case if L ≤ K and all the {ai}Li=1 are distinct. If some of
Mi’s are bigger than 1 (this is always the case if L > K), then the eigenvalues of the
Hamiltonians can be obtained by merging some of the twist parameters in (4.11).
Such solutions of (4.11) also correspond to the above eigenvalues when some of the
a′is or gk’s coincide.
(ii) η →∞. Consider the operatorH(∞)j = limη→∞ η1−LHj . It acts on the basis vectors
as follows (see (2.15)):
H
(∞)
j (va1 ⊗ va2 ⊗ . . .⊗ vaL) =
(−1)p(aL)∑L−1k=1 p(ak)gaL∏L
k=1, 6=j(xj − xk)
(vaL ⊗ va1 ⊗ . . .⊗ vaL−1).
(C18)
Then we find that H
(∞)
j has an eigenvector
L−1∑
k=0
(−1)− 2αkL +
∑k−1
i=0 p(aσi(L))
∑L−1
l=1 p(aσi(l))
L∏
i=1
g
L−i
L
a
σk(i)
(va
σk(1)
⊗ . . .⊗ va
σk(L)
) (C19)
for each α ∈ {0, 1, . . . , L − 1}, where σ(i) = i − 1 for i ∈ {2, 3, . . . , L}, σ(1) = L.
The corresponding eigenvalue is
(−1) 2αL ∏Lk=1 g 1Lak∏L
k=1, 6=j(xj − xk)
. (C20)
Apparently, degeneracy of each eigenvalue is (L− 1)! if ai 6= ak for any i 6= k. Note
that the eigenvalue (C20) does not depend on the grading parameters, although
the corresponding eigenvector (C19) does.
The system (4.8) in the limit η →∞ reduces to
∑
1≤i1<...<in≤L
H
(∞)
i1
. . .H
(∞)
in
n∏
α=1
n∏
β=1, 6=α
(xiα − xiβ) = δn,LCL, n = 1, . . . , L, (C21)
where we denote H
(∞)
j = limη→∞ η
1−LHj . Note that (C20) satisfies (C21), at least for
the case L = K and Mj = 1 (for all 1 ≤ j ≤ K). This fact follows from the following
identities: ∑
I⊂{1,2,...,L}, |I|=n,
I¯={1,2,...,L}\I
1∏
α∈I
∏
β∈I¯
(xα − xβ) = 0, n = 1, 2, . . . , L− 1. (C22)
Here we assume that all the {xi}Li=1 are distinct. The case L = 2 is trivial. Let us take
L ≥ 3. One can regard the left hand side of (C22) as a function of x1 and denote it
as f(x1). Apparently, f(x1) has a simple pole at x1 = xi for each i ∈ {2, 3, . . . , L}.
However, the residues of f(x1) at all these poles vanish. For example, the terms that
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can contribute to the residue at x1 = x2 (coming from the terms with 1 ∈ I, 2 ∈ I¯ or
2 ∈ I, 1 ∈ I¯) have the form
∑
J⊂{3,4,...,L}, |J|=n−2,
J¯={3,4,...,L}\J
1
x1 − x2
{
1∏
β∈J¯
(x1 − xβ)
∏
α∈J
(xα − x2)
∏
α∈J
∏
β∈J¯
(xα − xβ)
− 1∏
β∈J¯
(x2 − xβ)
∏
α∈J
(xα − x1)
∏
α∈J
∏
β∈J¯
(xα − xβ)
}
. (C23)
One can easily see that the residue at x1 = x2 is 0. All other cases are considered in a
similar way. In addition, limx1→∞ f(x1) = 0. This proves (C22).
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