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2The Large Hadron Collider at CERN, Geneva, Switzerland was designed
to answer the last open questions of Standard Model of particle physics and
is expected to open the doors for the discovery of new physics beyond the SM
since it allows to investigate energy scales, that have not been accessed so far. It
produces a relatively huge amount of data at each collision and delivers collisions
with a frequency of 40 MHz. To deal with this data the experiments at Large
Hadron Collider are equipped with a trigger system which separates the events
that are interesting from a physicist's point of view from the huge amount of
background events, that do not carry new information. At the CMS experiment
the trigger system consists of two parts, the hardware-based Level-1 Trigger and
a software-based High-Level Trigger. The latter can only deal with an input rate
of 100 kHz, therefore the Level-1 Trigger has to reduce the event rate by a factor
of 107. The core of the Level-1 Trigger System is the Global Trigger that provides
a largely programmable logic system which can deal with complex algorithms
consisting of physics objects and decides whether an event is forwarded to the
High-Level Trigger or irrecuperably discarded. The goal of this thesis was to
develop an interface within the existing CMS software infrastructure to generate
these physics algorithms and make the logic unit of the Global Trigger easily
adaptable to any physics requirements. The information about the logic in use
must also be recorded in the CMS conﬁguration database in order to make it
accessible by the High-Level Trigger and for further data analysis.
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Chapter 1
Introduction
The Large Hadron Collider (LHC) [1] in Geneva, Switzerland will allow physi-
cists to investigate completely new scales of energy and distance beyond the
TeV range [2] that have never been accessed before. It is expected to open the
doors for new physics and answer the last open questions of the Standard Model
of particle physics. The Higgs Boson, which explains mass within the Standard
Model, is of particular interest. Up to now neither the Large Electron Positron
Collider (LEP) at CERN nor the Tevatron at Fermilab have managed to provide
suﬃcient prove for its existence. Furthermore, there are great expectations that
the LHC will bring clues to answer some of the most urgent questions of todays
physics such as the matter-antimatter asymmetry in the universe, the uniﬁcation
of the fundamental forces or reconciliation of general relativity with quantum
physics. One promising approach to some of these problems is Supersymmetry.
It assigns a supersymmetric partner to each Standard Model particle, but is
not considered to be an exact symmetry. At energies larger than 1016 GeV it
opens a way to unify the strong, the electromagnetic and the weak force. On
the other hand it provides a clear candidate for the dark matter that emerges
in the theories of astrophysics, which still is one of the big enigmas of modern
physics. Some theorists expect the LHC to discover extra dimensions as they
are needed by string theory for example. Whatever turns out at the LHC, the
discoveries will have a lasting impact on physics and boost our understanding
of the structure of matter.
There are four big experiments at the LHC, one of which is the Compact
Muon Solenoid (CMS) experiment. It was designed as a general-purpose detec-
tor to deal with the enormous amount of events that will be produced by LHC
with a frequency of 40 MHz. It is optimized for the search for the Higgs Boson,
the only particle in the Standard Model that has not been discovered yet and
also to look for supersymmetric particles. Since it is only possible to record few
hundred of Hz to the storage, the event rate has to be reduced from 40 MHz
to about 100 Hz. Therefore the detector is equipped with a trigger system that
has to separate the events that are considered to carry information about new
physics from those which just can be considered to be background. This se-
lection process takes place in two steps. The ﬁrst part of the trigger system
called Level-1 Trigger (L1-Trigger) is hardware based while the second part, the
High-Level Trigger (HLT) consists of a huge computing farm.
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 The task of the L1-Trigger is to reduce the event rate by a factor of 107
from 40 MHz to less than 100 kHz, a frequency the HLT can deal with.
The core of the L1-Trigger System is the Global Trigger with a largely
programmable logic processor that can deal with complex trigger algo-
rithms consisting of logic combinations of certain trigger objects (called
conditions in the following). The number of trigger algorithms is lim-
ited by hardware to 128 at a given time. For each collision there is a
decision whether the event will be accepted or discarded forever. The L1
algorithms can apply energy and momentum thresholds, but also more
complex topological and quality conditions are possible.
 The High-Level Trigger, consisting of a big computing farm, reduces the
rate to about 100 Hz taking into account the full readout of the detector,
including alignment and calibration parameters, for its decision.
The principal goal of this thesis is to develop a user interface for physicists to
deﬁne the L1-Trigger algorithms in order to make the L1 Global Trigger of CMS
easily adaptable to physics requirements. It should be integrated in the existing
software infrastructure of the experiment, using common classes with the CMS
oine software and communicate with the online conﬁguration database to store
the information about the trigger algorithms in use. A set of trigger algorithms
combined with some additional, so-called technical triggers (logical values sent
by detectors to the Global Trigger) is called L1 trigger menu. The Global
Trigger hardware uses Fully-Programable Gate Arrays (FPGA) technology; it
uses FPGA chips that are programmable in Very High Speed Integrated Circuit
Hardware Description Language (VHDL), a language which is very close to
the hardware level. Therefore the physics deﬁnitions have to be translated to
VHDL code which can be compiled to binary ﬁles by commercial software and
are loaded to Global Trigger hardware.
The last chapter of this thesis is dedicated to some analysis of trigger rates
during the commissioning of CMS and the LHC. Since during this process the
luminosity of the accelerator is continiously increased by both adding more
protons to the circulating bunches and adding more bunches to the LHC orbit, it
is important to understand how the L1 trigger rate at CMS is inﬂuenced by these
changes in order to be able to keep it within a reasonable range. Furthermore,
the rates of particular triggers and their correlations are analyzed.
Chapter 2
High Energy Physics in 2010
2.1 Standard Model Physics
The Standard Model (SM) conceptually uniﬁes Einstein's theory of special rel-
ativity with quantum mechanics resulting in a relativistic quantum ﬁeld theory
where point-like particles correspond to ﬁelds. These ﬁelds are described by
their Lagrangian or more precisely Lagrangian density. The dependence of the
actions on these two quantities is as follows: S =
´
Ldt and S =
´ Ld4x where
L means Lagrangian and L Lagrangian density with L = ´ Ld3x. The core
principle of the Standard Model is the gauge invariance of its Lagrangian (den-
sity) under SU(3)⊗SU(2)⊗U(1) transformations. Here SU(3) is the symmetry
group of the strong interaction, while SU(2)⊗U(1) is the underlying symmetry
group of the theory of electroweak uniﬁcation. In total the Standard Model
has 18 free parameters which have to be determined by experiment. These free
parameters are:
 The electromagnetic coupling constant, also called ﬁne structure constant
α = e
2
4piε0~ ≈
1
137
 The strong coupling constant αs
 The weak coupling constant αw
 The mass of the Z0 boson (mZ = 91.1876±0.0021 GeV)
 The three CKM mixing angels and a additional complex phase
 In total nine fermion masses
 The mass of the Higgs boson
2.1.1 Elementary particles
The Standard Model knows three generations of elementary particles that can
be divided in two classes each (Table 2.1). The fermions with spin 1/2 are
ingredients of the matter that is surrounding us. The bosons with spin 1 on
the other hand are considered as the mediators of the fundamental interactions.
The leptons of the Standard Model can be classiﬁed by a doublet for each
8
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Leptons Bosons
e µ τ γ
νe νµ ντ Z
0
Quarks W+/−
u c t 8 gluons
d s b H
Table 2.1: The particle content of the Standard Model.
generation consisting of an electron, muon or tauon and its associated neutrino.
The quark content of the Standard Model shows a similar pattern. The lightest
generation consists of the up and down quarks, followed by a duplet of charmed
and strange, and top and bottom. On the boson side we have the massless
photon, transmitting the electromagnetic interaction, the relatively heavy W+,
W - and Z0 bosons responsible for the weak interaction and the 8 massless gluons
that mediate the strong interaction. Last but not least, there is the so called
Higgs boson that is needed to explain the mass within the SM.
At the Large Electron Positron Collider (LEP) it was shown that the num-
ber of light neutrinos is limited to three and therefore no more generations of
elementary particles of the structure described above can exist. This result was
obtained by precision measurements of the Z0 resonance since the decay of a Z0
in a pair consisting of a neutrino and a anti-neutrino contributes to the branch-
ing ratio of the Z0 decays and therefore the number of generations of neutrinos
inﬂuences the shape of the Z0 resonance.
Γz = Γ(Z → Hadrons) + 3Γ(l+l−) +NνΓ(ν − ν¯) (2.1.1)
The shape of the Z0 resonance gave clear experimental evidence for only three
and no more generations existing since more (or fewer) generations would mean
more decay channels into neutrinos and therefore lead to a diﬀerent shape as
Fig. 2.1.1 shows. For Nν equal to three the simulated curve exactly ﬁts the
experimental data [3].
2.1.2 Interactions within the Standard Model
As already mentioned before the Standard Model knows three fundamental in-
teractions that are mediated by gauge bosons. One great breakthrough in the
SM was the uniﬁcation of the electromagnetic and the weak interaction. How-
ever, the strong interaction is not included into the framework of electroweak
uniﬁcation and therefore has a separate description. The gravitation is neglected
in the SM since it appears extremely weak compared to the other three forces:
(Strong :1; EM: 1/137; Weak: 10−6; Gravitation:10−39).
The Electromagnetic Interaction If we consider the Lagrangian of a free
fermion (which leads to the Dirac equation, introducing it into the Euler -
Lagrange equations)
L = iψ¯(x)γµ∂µψ(x)−mψ¯(x)ψ(x) (2.1.2)
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Figure 2.1.1: The experimental data ﬁts the predicted Breit-Wigner curve for
only three generations of light neutrinos existing.
we note that its invariant under a global gauge transformation
ψ′ = eiΘψ (2.1.3)
However, this global symmetry is not very handsome since it would mean having
to apply the same phase transformation to all fermions in the entire universe at
the same time which deﬁnitely would lead to some theoretical and experimen-
tal complications. Therefore local U(1) transformations are of special interest,
where Θ is replaced by Θ(x). The transformation
ψ′ = eiΘ(x)ψ (2.1.4)
is called a local gauge transformation. Applying it to our Lagrangian we get an
extra term which destroys our invariance:
L′ = iψ¯(x)γµ∂µψ(x)−mψ¯(x)ψ(x)− ψ¯γµ∂µΘ(x)ψ (2.1.5)
This disturbing term can be canceled by introducing an additional ﬁeld that
should transform like
A′µ = Aµ −
1
e
∂µΘ(x) (2.1.6)
We can include this ﬁeld into our Lagrangian by replacing the common derivative
by the so called covariant derivative Dµ.
Dµ = ∂µ + ieAµ (2.1.7)
Arriving at the desired local gauge invariance we are left with a new vec-
tor ﬁeld Aµ that we had to introduce. Of course this ﬁeld has its own free
Lagrangian that should not violate gauge invariance. The expression Fµν =
∂µAν − ∂νAµtransforms as it should. AµAµ, corresponding to a mass term ac-
cording to the Proca Lagrangian for a vector Spin 1 ﬁeld with mass m, however,
does not. The Proca Lagrangian can be written as follows:
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Figure 2.1.2: Example of a charged weak current with the coupling
−igw√
2
γµ
(
1−γ5
2
)
.
L = −1
4
FµνF
µν +
1
2
m2AµA
µ − jµAµ (2.1.8)
Considering Eq. (2.1.8) we see that our spin-1 ﬁeld has to be massless (m=0)
since the AµA
µ dependency, a mass term would bring, destroys the local gauge
invariance we demand. Therefore Aµ turns out to be equivalent to the electro-
magnetic vector potential. Any m diﬀerent from zero would imply a massive
photon with mass m. Indeed the entire electrodynamics emerges by simply
demanding local gauge invariance for the Lagrangian of free fermions.
The Strong Interaction Since the focus on this chapter is set on electroweak
symmetry breaking the strong interaction will only shortly be described for
completeness. A good introduction to the subject can be found in Ref. [4] for
example. The strong interaction is (approximately) obeying a non-abelian SU(3)
symmetry and is described by Quantum Chromodynamics (QCD) at present.
The underlying charge is called color. The strong interaction is mediated by
eight gluons which also carry a color charge. The coupling constant of the
strong interaction increases with distance, at short ranges it is relatively weak.
This eﬀect has the important consequence that no free quarks can be observed in
nature. Furthermore, baryons and mesons only exist as color singlets. Gluons,
however, have mixed colors which allows a green quark to be changed into a
red one, for example, emitting a red-anti-green gluon. Like in QED, for the
Lagrangian of QCD local gauge invariance is demanded and the corresponding
covariant derivative is
Dµ = ∂µ + igs
λa
2
Gµa(x) (2.1.9)
with a running from 1 to 8. This covariant derivative implies the eight gluon
ﬁelds.
TheWeak Interaction and Electroweak Uniﬁcation A description of the
weak interaction is complicated since it is maximally parity-violating (chiral) due
to its V-A structure: considering the vertex factor of a charged weak current (e.g.
electron - neutrino scattering, Fig. 2.1.2) it turns out to contain both vector
and axial vector components. Therefore γµ(1− γ5) where γµ is a vector and γ5
is an axial vector is called V-A-form. A deﬁnition of the gamma matrices can be
CHAPTER 2. HIGH ENERGY PHYSICS IN 2010 12
found in Ref. [4]. This addition of a vector and an axial vector leads to a parity
violation. Consequently for the transformation behavior of fermions it plays a
role whether they are left-handed or right-handed. Left-handed fermions are
appearing in duplets building fundamental representations of SU(2), the weak
isospin symmetry group. Right-handed particles on the other hand are singlets.
Right-handed neutrinos do not exist within the standard model. Performing
gauge transformations we get a diﬀerent transformation behavior for left-handed
and for the right handed ﬁelds:(
ψν
ψ
)′
L
= eiα(x)k∗T
k
(
ψν
ψ
)
L
(2.1.10)
ψ
′
r = e
iα(x)∗Y ψr (2.1.11)
with
(
ψν
ψ
)
L
=
1− γ5
2
(
ψν
ψ
)
and ψr =
1 + γ5
2
ψ (2.1.12)
Tk (with T standing for the weak isospin) are the three generators of the SU(2)
symmetry group while the weak hypercharge Y is a generator of the U(1) sym-
metry group. There is an important relation between weak hypercharge, the
third component of the isospin and electric charge:
Q = T3 +
Y
2
(2.1.13)
In electroweak uniﬁcation the weak hypercharge plays a central role. There-
fore the underlying symmetry group of electroweak uniﬁcation is a non-abelian
SU(2)L×U(1)Y group. The U(1) symmetry is closely related to the weak hyper-
charge, which allows a relation between the electric charge and isospin. Again,
in analogy to the QED case, the covariant derivatives for the doublet and the
right handed singlets have to be introduced. For the left-handed doublet it can
be written as [5]:
Dµ = ∂µ − igWµ − ig
′
2
Y Bµ (2.1.14)
Wµ is a SU(2)L matrix ﬁeld:
Wµ =
Ti
2
W iµ(x) (2.1.15)
For the two right-handed singlets there are two derivatives of the form
Dµ = ∂µ − ig
′
2
Y Bµ (2.1.16)
The gauge ﬁelds introduced in the previous step result in describing theW+/−, Z
bosons and the photon. They cannot explain the W and Z mass so far [5, 6].
The weak interaction shows some very characteristic properties:
 It is the only interaction that can take place between diﬀerent ﬂavors.
 It has a ﬁnite range since its gauge bosons have a mass diﬀerent from zero.
 It violates the CP symmetry that is conserved by all other interactions
within the SM.
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Figure 2.1.3: The potential V (φ). Because of its characteristic shape it is often
called mexican hat potential.
2.1.3 Spontaneous symmetry breaking and the Higgs Mech-
anism
Electromagnetic and strong interactions can be described well by the concepts
presented above since the gauge bosons of these interactions are massless. For
weak interaction, however, the situation diﬀers: due to the ﬁnite range of this
interaction the gauge bosons have a rest mass diﬀerent from zero which has been
conﬁrmed by the experiment. A method was needed to unify this fact with the
concept of local gauge invariance. This method is called spontaneous symmetry
breaking. It involves the fact that in quantum ﬁeld theory the quantized ﬁelds
can be considered to be perturbations, the development of which starts at a
ground-state of minimum energy. The Lagrangian of electroweak uniﬁcation
with massless W and Z Bosons has a trivial minimum φ0 = 0 (φ is a complex
scalar ﬁeld in that Lagrangian). Adding the potential
V (φ) = µ2φ†φ+ (φ†φ)2 (2.1.17)
to the Lagrangian, the ground or vacuum state changes. If the coeﬃcient h > 0
is real and µ2 < 0 we get a degenerate, continuous ground state with a minimum
energy which is itself symmetric:
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φ0 =
√
−µ
2
2h
eiθ (2.1.18)
However, if we arbitrarily choose a minimum (e.g. θ =0) for the parametrization
of our ﬁeld the symmetry is broken spontaneously, since the entire system,
particle and ﬁeld is not symmetric any longer. The minima are located on a
circle in the complex plane as it is illustrated in Fig. 2.1.3. We can express our
complex ﬁeld by two real ﬁelds ϕ1and ϕ2:
φ(x) =
1√
2
[v + ϕ1(x) + iϕ2(x)] (2.1.19)
v is called vacuum expectation value of the Higgs ﬁeld. It is important to un-
derstand that this variable change does not at all change the physics described
by the system. However, the shape of the potential changes. For µ2 < 0, ϕ2 cor-
responds to a massive particle moving along the ﬂat direction of the potential.
This fact is a fundamental result about spontaneous symmetry breaking, the
so-called Goldstone theorem. If a Lagrangian is invariant under a continuous
symmetry group G, but the vacuum is only invariant under a subgroup H of
G, then there must exist as many massless spin-0 particles (Goldstone bosons)
as broken generators (i.e., generators of G which do not belong to H). To ex-
plain the mass of the W and Z boson, one has to make use of the local gauge
invariance of the electroweak Lagrangian. Applying a SU(2)L × U(1)Y trans-
formation, the SU(2)L dependence makes the dependence on iθ(x) disappear,
which corresponds to the massless Goldstone bosons that are generated by the
spontaneous symmetry breaking mechanism. Skipping the details which would
surpass the scope of this experimental thesis one arrives at a dependence of the
vacuum expectation value of the Higgs ﬁeld [6].
mW =
1
2
gv, mZ =
mW
cos(θW )
(2.1.20)
g is a constant, deﬁning the strength of the U(2)Lcoupling. θW stands for the
electroweak mixing angle which can be obtained from the experimental values
for the W and Z masses:
sin2 θW = 1− m
2
W
m2Z
= 0.223 (2.1.21)
The Higgs ﬁeld corresponds to a new particle, the Higgs boson.
2.1.4 Experimental search of the Higgs boson
The Higgs boson is the only particle, predicted by the Standard Model, that
has not been discovered yet. Since the Higgs boson appears in quantum loop
corrections of distinct SM processes, an upper limit for its mass range can be
determined, which depends on other well measured quantities as e.g. the masses
of the weak bosons. The lower limit has been determined by the experiments
at LEP and Tevatron. Therefore the most probable mass range for the Higgs
boson is 114.4 GeV ≤ mH ≤ 158 GeV. Furthermore, Tevatron at Fermilab could
exclude the Higgs in the range of 158 - 175 GeV [7]. The next paragraphs of
this thesis closely follow Ref. [8]. There are various mechanisms to produce the
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Figure 2.1.4: 4χ2 plotted vs probability. From experimental evidence and this
ﬁt it follows that 114.4 GeV ≤ mH ≤ 158 GeV. Tevatron excluded the Higgs
for a mass range from 158 - 175 GeV.
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Higgs at LHC. The most important production mechanism is gluon-gluon fusion
(gg −→ H) with a cross section of 2040 pb for the most likely range of the
Higgs mass from 114-185 GeV. The vector-boson-fusion (VBF) (qq −→ qqH),
the cross section of which is a factor eight smaller, is another way to produce
the Higgs boson. It is accompanied by two jets which mainly are directed in
forward direction with a large gap in pseudorapidity in-between in most cases.
There are additional ways to produce the Higgs with a lot smaller cross sections.
To detect the Higgs boson experimentally its decay channels play a crucial role.
It is predicted to decay in many diﬀerent ways with the branching ratios of the
diﬀerent channels depending on its mass (Fig. 2.1.5). For a very low Higgs
mass the decay mode via b b¯ is dominant which is not suitable for a discovery
unfortunately due to its high QCD backgrounds. Due to extensive Monte Carlo
studies performed by the CMS and ATLAS collaborations the best channels for
a discovery of the Higgs boson seem to be the following ones:
 The most important channel for a discovery of the Higgs isH −→ ZZ∗ −→
4l which is good for a wide mass range except for mH ≤ 130 GeV and
mH ≈ 2mW . A dominant background is the ZZ* continuum containing
smaller contributions by b b¯ and t t¯. Using impact parameters and lepton
isolation requirements the latter two can be signiﬁcantly reduced. The 4μ,
2e2μ and 4e ﬁnal states of ZZ* decays are often referred to as golden chan-
nels and should allow a 5 σ discovery of the Higgs in a wide range of the
allowed mass space with less than 30 fb−1 of integrated LHC luminosity.
 A further possibility is the channel H −→ WW ∗ for the mass range
2mW ≤ mH ≤ 2mZ due to the high branching ratio of this process. It
can be used at lower mass ranges (down to 130 GeV) and very high mass
ranges at the same time. The two ﬁnal states, being taken into consider-
ation are: lνlν and lνqq. Because of neutrinos occurring in the ﬁnal state
a complete mass reconstruction is not possible, which leads to complica-
tions estimating the background. For the Higgs signal without jets the
dominant background is q q¯ , g g¯ to WW*. However, this background can
be suppressed, considering the spin correlation between the ﬁnal lepton
states. On the other hand, for Higgs to two jets the t t¯ production is the
main background which can be reduced by forward jet tagging and cen-
tral jet veto. According to NLO-level studies less than 2 fb−1 integrated
luminosity are expected to be be suﬃcient for a 5 σ Higgs discovery with
m(H) =160170 GeV.
 H −→ γγ Although this channel has a very small branching ratio of
only 0,2 % in a mass region from 120 - 140 GeV it is important since it
produces a very clear signal. There are some irreducible backgrounds from
diphoton production gg, qq −→ γγ. Reducible backgrounds are due to γ
jet and jet-jet events. For an integrated luminosity of 30 fb−1 one can
obtain a signiﬁcance > 5σv at the CMS experiment for the mass range of
115140 GeV.
 The channel H −→ t t¯, produced by gluon fusion, is not very promising
because of large backgrounds which are hard to reduce.
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Figure 2.1.5: The branching ratios of the Higgs particle versus its mass.
2.1.5 B-physics and top quarks
Due to the high production rate of B-mesons, precision measurements of their
properties will be possible. A investigation of the decay of heavy ﬂavored
hardrons is also a way of measuring directly some elements of the Cabibbo-
Kobayashi-Maskawa (CKM) matrix, which describes the mixing of quarks in
weak interactions:  d′s′
b′
 =
 Vud Vus VubVcd Vcs Vcb
Vtd Vts Vtb
 ds
b
 (2.1.22)
The decay B0s −→ J/Ψφ −→ µ−µ+K+K− has three ﬁnal state helicity con-
ﬁgurations, the linear combination of which are eigenstates of the CP oper-
ator. Measuring three angles and the B0s proper time the weak phase δ ≡
Arg(V ∗ubVcb/V
∗
usVcs), where Vij are elements of the CKM matrix, and other pa-
rameters can be extracted. Therefore a deviation from the Standard Model
could be detected if it is existing. A presence of phases in the CKM Matrix
which is describing charge changing weak interactions is one possible explana-
tion for CP - violation. Last but not least the LHC produces a huge amount
of top quarks and therefore this particle, discovered in 1993 at Tevatron, can
be studied in detail (precision measurements of its mass, proper time etc.) Un-
derstanding the top quark well can improve the estimations of the background
during the search of new physics [9, 10]. Very recently the D0 Collaboration form
Fermilab observed a CP violation in Bs=B¯s meson mixing that signiﬁcantly ex-
ceeds the one predicted by the SM. The deviation from the SM prediction is
about 2.9 σ. In Ref. [11] it is claimed that this discrepancy could be explained
by uplifted supersymmetry, which is an adapted version of the Minimal Su-
persymmetric Standard Model (MSSM) described in the next section.
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Figure 2.2.1: One loop correction to m2H by the coupling of a fermion to the
Higgs ﬁeld.
2.2 Supersymmetry
2.2.1 Naturalness and the hierarchy problem
The so-called hierarchy problem is closely related to the concept of naturalness
which was founded by 't Hooft in 1979 as an order of magnitude restriction for
parameters of a theory that has to be valid for all energy scales. According to
t' Hooft's deﬁnition a system is "natural" under the following circumstances:
considering the system "at any energy scale µ, a physical parameter or set of
parameters αi(µ), is allowed to be very small only if the replacement αi(µ) = 0
would increase the symmetry of the system" [12]. An example to illustrate this
principle is the electron mass at an energy scale of 50 MeV. The electron mass at
this scale is at the order of magnitude 10−5 and therefore can be considered to
be small. With respect to the concept of naturalness there is no problem about
this since an electron mass of 0 would lead to an additional chiral symmetry in
order to have a separate conservation of left handed and right handed leptons.
Therefore the small electron mass is natural according to the deﬁnition from
above. "Unnaturalness" on the other hand occurs whenever fundamental scalars
(scalar particles that are not composite) are present in a theory. The Higgs mass
squaredm2H can be considered to be such a fundamental scalar of the electroweak
Lagrangian that is small at energy scales µ mH . According to naturalness a
new symmetry should emerge for the limit mH → 0 . This is not the case within
known concepts for some theoretical reasons explained in Ref. [12]. Assuming
that the Standard Model is a good theory beyond the electroweak scale, let us
say until the Planck scale for example where gravitation starts to play a role,
the Higgs mass gets increasingly unnatural, since it is small compared to the
considered energy scale due to reasons that have been described in the section
about the SM. On the other hand the square of the Higgs mass m2H receives
quantum corrections by every particle that couples to the Higgs ﬁeld. The
coupling of a fermion (Fig. 2.2.1) for example leads to a contribution of
∆m2H = −
|λf |
8pi2
2
Λ2UV (2.2.1)
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ΛUV , called ultraviolet momentum cutoﬀ regulates the loop integral. It cuts it
oﬀ at energy scales at which we expect the SM no longer to be a proper theory.
This is certainly valid for the Planck scale but probably already much below.
Taking into account that mH is expected to be about 150 GeV, m
2
H should be
roughly in the order of magnitude of (100 GeV)2. However, considering a cut-oﬀ
in the region of the Planck scale and comparingm2H with its quantum correction
there is a discrepancy of about 30 orders of magnitude, which is the basically the
essence of the hierarchy problem. To get rid of this ugly discrepancy rigorous
ﬁne tuning or new concepts are needed. Within the SM only the Higgs boson
is aﬀected by this problem since the corrections to fermions and gauge bosons
do not have a quadratic sensitivity to λ. There are several ways to escape from
this dilemma, two of which are:
1. To assume that the Higgs boson is not a fundamental scalar and therefore
composite. This would allow a cutoﬀ in the region of TeV and therefore
no hierarchy problem emerges.
2. A second, with respect to naturalness much more promising one is the fol-
lowing: One could assume that there is an unknown approximate symme-
try that is responsible for the small Higgs mass and leads to contributions
to the loop integral that more or less cancel the terms that boost m2H .
This postulated, fundamental symmetry is called Supersymmetry (SUSY) and
will be described in this section. Supersymmetry introduces a bosonic super-
partner for each fermion (and vice versa) that leads to a contribution to the
quantum correction of each fermion which exactly cancels the quadratic terms.
Therefore only a term that is logarithmic in lambda remains as leading contri-
bution:
m2H u (m0H)2 −
1
16pi2
(m2b −m2f )ln(
λ
mf
) + ... (2.2.2)
The couplings of fermions and their super-partners are assumed to be the same
in this equation: λ = λf = λb. Because of the logarithmic dependency the
quantum corrections stay reasonable even for very big lambdas, however, the
masses of the supersymmetric partners cannot exceed the TeV scale too far
because that again would boost the quantum corrections to m2H . If SUSY were
an exact symmetry (e.g. mass of fermion = mass of the supersymmetric partner)
even the contribution to the quantum correction, that is logarithmic in λ would
vanish [13, 14, 15].
2.2.2 Supersymmetric particles
Supersymmetry is one possible extension of the Standard Model that was in-
troduced to solve the hierarchy problem as described in the previous section.
Moreover, SUSY particle content has also particles that could be a candidate
for dark matter (Table 2.2). The basic idea is to attribute a fermionic super-
partner to each boson and the other way round which are diﬀering by spin
1/2. Consequently fermionic states are related to bosonic states by a symmetry
transformation and the other way round. However, SUSY cannot be an exact
symmetry since the superpartners would already have been discovered in that
case since a particle and its superpartner would have exactly the same mass.
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The coupling lambda of particles and superpartners is required to be identical.
The Langrangian can be split up in a part conserving supersymmetry LSUSY
and another part, LSOFT , which is breaking supersymmetry.
L = LSUSY + LSOFT (2.2.3)
LSOFT only contains mass terms therefore the masses of the supersymmetric
particles emerge from supersymmetry breaking.
2.2.3 R-Parity
The weak scale superpartners, which solve the SM hierarchy problem, have the
side eﬀect of violating the conservation of baryon and lepton numbers. The
decay of a proton to a pi0 and e−, which has not been detected so far, could
be mediated by a squark. To get rid of this process one can introduce a new
conserved quantity, the so called R-Parity:
R ≡ (−1)3B+L+2S (2.2.4)
B stands for baryon number, L for lepton number and S for spin. For all SM
particles R = 1, for the superpartners R = -1. A very important consequence
of R-Parity conservation is the stability of the lightest supersymmetric particles
which cannot decay to SM particles [16].
2.2.4 Supersymmetry, Dark Energy and Dark Matter
The lightest neutral supersymmetric particle is a promising candidate for cold
dark matter. In order to give mass to all fermions supersymmetric theories
require two Higgs doublets: Hu which gives mass to all up-type fermions and
Hd which is responsible for the masses of downtype fermions. These two Higgs
bosons have a supersymmetric partner with spin 1/2 called Higgsino. Also
for each SM neutrino there is a superpartner with spin 0, called sneutrino.
Furthermore one is expecting a spin 3/2 gravitino, the fermionic superpartner
of the graviton, which is considered to be a quantized gravitational wave. The
fact that the graviton should have spin 2 is a consequence of General Relativity
since there is an analogy between a particle of spin 2 and gravitational waves in
linearized gravity, a linear approximation of the Einstein equation. The spin 1/2
bino and the neutral wino are the superpartners of the gauge ﬁelds B and W in
electroweak uniﬁcation that appeared in the previous section. Supersymmetry
cannot be considered a good candidate to explain dark energy. Although SUSY
breaking contributes to the energy density of the vacuum and therefore can
reduce the ﬁne tuning in the cosmological constant from 1 part in 120 to 1
part in 90 this is not suﬃcient to explain dark energy. To solve this problem a
diﬀerent approach is required [17, 16].
2.2.5 The MSSM and mSUGRA
The Minimal Superymmetric Standard Model only extends the SM particle con-
tent at a minimal level. However, this theory introduces a large number of free
parameters, since the mechanism of SUSY breaking is not known and therefore
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Spin U(1) SU(2) Downtype Up-type
2 Graviton
3/2 Gravitino
1 B W0
1/2 Bino Wino Higgsino Higgsino Neutrino
0 Hd Hu Sneutrino
Table 2.2: The supersymmetric partners of neutral particles are considered to
be candidates for dark matter [16].
is diﬃcult to deal with. A version with only ﬁve free parameters at Grand Uni-
ﬁcation scale that induces electroweak symmetry breaking radiatively is called
mSUGRA (which stands for Minimal Super Gravity). The free parameters are
 a universal scalar mass m0
 a universal gaugino mass m1/2
 a universal triliniar coupling A0
 the Higgs vacuum expectation values tan(β)
 the sign of the Higgsino mass mixing parameter µ
The mass parameters of the gauginos and the sfermions can be written as linear
combinations of these free parameters. According to Eq. (2.2.5) the gluino mass
cannot be much bigger than the squark mass:
Mg˜ . 1.2mq˜ (2.2.5)
The most promising way to discover SUSY is via missing energy and jets. If
squarks and gluinos are existing and the phase-space allows it, high production
rates are expected. The two lightest neutralinos χ˜01 and χ˜
0
2 in mSUGRA show
ﬁve main decay modes each, where the χ˜02 should produce a very clear signature
that can be observed in inclusive searches [18, 19].
2.3 Beyond the Standard Model and Supersym-
metry
There is a wide range of theoretical approaches extending the Standard Model
and SUSY some of which will be presented in brief in the following section.
A summary and references on theoretical approaches like New Vector Boson
High Mass states or Heavy Majorana Neutrinos and right-handed bosons, not
described here can be found in Ref. [19].
2.3.1 The Little Higgs Model of electroweak symmetry
breaking
In contrast to the symmetry breaking mechanism of the SM the Little Higgs
Model proposes a symmetry breaking mechanism that breaks a global (in con-
trast to a local in the SM) symmetry spontaneously. The light Higgs boson of
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this theory is kept free from one-loop divergences that required an extension
of the SM with supersymmetric particle content. However, by this process new
heavy particles are introduced the lightest of which is a heavy quark singlet-state
with charge 2/3 called T. Its most important decay modes are:
T −→ t h (2.3.1)
T −→ t Z (2.3.2)
T −→ bW (2.3.3)
The channel T −→ t Z is expected to provide a very clear signal.
2.3.2 Extra Dimensions and Black Holes
A good overview on this subject can be found in Refs. [20, 21, 19]. What follows
is a summary of the concepts that are presented there in much more detail. Since
1914 there have been several approaches of unifying the fundamental forces by
introducing spatial extra dimensions. Furthermore, extra dimensions at the TeV
scale could provide a solution to the hierarchy problem and therefore they are
an interesting topic of research. There are several competing concepts of extra
dimensions providing distinct experimental signatures.
Large extra dimensions The so-called ADD model [21] introduces a certain
number δ of extra dimensions which are all of the same scale in order to solve
the hierarchy problem of the SM. It is assumed that gravitons can move freely
through a 4+δ dimensional world while the Standard Model particles are con-
ﬁned to the ordinary 4-dimensional spacetime, called braneworld. The extra
dimensions are assumed to be compactiﬁed over a torus with radius R. For the
Planck mass the theory arrives at the expression:
M2Pl ≈ RδM
δ+2
D (2.3.4)
MD stands for the quantum gravity scale of a theory with higher dimensions.
One possible way of detection of ADD is the process of direct graviton emission
which is accompanied by a jet or a photon like
qq¯ −→ Gγ, qq¯ −→ Gj (2.3.5)
The graviton would appear as missing traverse energy since its coupling to
matter in the Standard Model world is very weak. An interesting consequence
of the ADD model is the existence of microscopic black holes. For a center of
mass energy
√
s  MD a classical description of gravity could dominate over
quantum description, a fact that could allow black holes. The Schwarzschild
radius Rsof such a system could be larger than the one of an ordinary black
hole due to its 4+δ dimensionness. The produced black holes will evaporate
immediately due to emission of thermal radiation (with an average lifetime of
10−26 to 10−27 seconds). The evaporation of such a black hole should produce
spectacular events with a high total energy producing a bunch of SM particles
being distributed in all directions of space.
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Warped extra dimensions Warped extra dimensions are another approach
to solve the SM hierarchy problem introducing a 5th dimension which is highly
curved. The ﬁfth dimension consists of two branes: the ultraviolet brane, where
the graviton function has a peak, and a red-shifted ultraviolet brane. There are
two decay-channels of the graviton in this model:
G −→ ee (2.3.6)
G −→ µµ (2.3.7)
Universal extra dimensions The concept of universal extra-dimensions (UED)
also allows SM particles to propagate in a bulk of extra-dimensions. The extra-
dimensional momentum conservation leads to a new discrete symmetry called
Kaluza-Klein (KK) parity. There is a mechanism that allows the pair produc-
tion of ﬁrst KK-excitations, the lightest state of which is predicted to be stable
and therefore could be a candidate for dark-matter. KK-excitations are possible
for all SM particles which propagate along extra dimensions. These excitations
can have a mass depending on the compactiﬁcation radius R−1, a higher dimen-
sional mass M0 and the excitation mode m [22]. The compactiﬁcation radius
R−1 for these extra dimensions which describes their size is a free parameter.
The remaining two free parameters of this model are ΛR, which is the number
of KK levels present in the theory and mH , which is a parameter of the Higgs
sector without inﬂuence on the KK masses, apart from KK partners of the Higgs
particles. At CMS the discovery potential has been investigated for four values
of R−1 considering the ﬁnal states 4µ, 4e and 2µ2e, shown in Fig. 2.3.1. For a
given R−1 the highest signiﬁcance values are obtained by the muon channels.
2.3.3 Technicolor
Another alternative to the SM Higgs mechanism is Technicolor (TC) which
introduces a new strong interaction that shows a similar dynamical behavior as
spontaneous symmetry breaking. Technicolor introduces a new class of particles,
the so-called technifermions at an energy scale that is similar to the weak scale
and behaves like a QCD like force. Techinfermion doublet states can condensate,
producing pseudo-Goldstone bosons and a wide range of excited Technimesons.
Furthermore, there is a color singlet sector including a TC pion, the piTC with
spin 0 and TC mesons with spin 1 like the ρTC and ωTC . For the search for
Technicolor the channel
ρTC −→W + Z (2.3.8)
is of particular interest since it has a ﬁnal state of 3l + ν that can be clearly
distinguished from the background. The background consists of Standard Model
processes which are involving W and Z bosons. The channel
ρTC −→ piTC +W (2.3.9)
is much harder to distinguish from the Standard Model background.
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Figure 2.3.1: Discovery potential of universal extra-dimensions at CMS with
the doted lines showing the inﬂuence of experimental uncerntainties [21].
Chapter 3
Experiments at the Large
Hadron Collider
3.1 The LHC - Characteristics and parameters
The Large Hadron Collider (LHC) in Geneva is the most powerful particle ac-
celerator that has been built so far. It will produce proton-proton or heavy ion
collisions. The circular accelerator is installed in a tunnel with 27.6 km cir-
cumference, located on average 100 m below the surface. Along this ring there
are four interaction points, where the counter-rotating beams can be brought to
collision and the four LHC experiments are situated. At nominal design values,
for proton-proton run the LHC can achieve center of mass energies of 14 TeV
(7 TeV in each direction). For Pb-Pb collisions there will be a center of mass
energy of 2 * 2,76 TeV per nucleon available. However, until end of 2011 the
LHC will only be operated at 7 TeV. For particle accelerators the luminosity
plays a crucial role because it is closely related to the rate of interactions. If the
interacting beams have a cross section σv, the reaction rate (number of collisions
per unit time) is given by
N = L ∗ σ (3.1.1)
where L is called luminosity. According to Ref. [23] for LHC the luminosity is
given by the expression:
L = γ
4piβ∗
k
k0
N
εn
N
4tFφ (3.1.2)
with N being the number of particles per bunch, 4t standing for the bunch
interval and k standing for the number of bunches. εn stands for the normalized
beam emittance. Fφ is a rather small correction factor due to the ﬁnite crossing
angle φ were σx and σy are the rms lengths and widths of the bunches:
Fφ =
1√
1 +
(
φσx
2σy
)2
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Number of bunches per beam No 2808
Number of particles per bunch k 1.15*1011
Bunch Occupation k/k0 0.797
Revolution Frequency f 11.25 kHz
Bunch Interval 4t 25 ns
γ 7463
Normalised Emittance εn 3.75 µm
Crossing Angle φ 285µrad
rms Bunch Width σx 17 µm
rms Bunch Length σy 7.55 cm
beta at interaction point β∗ 0.55
Table 3.1: Parameters inﬂuencing the LHC luminosity [23, 24].
The LHC can provide luminosities of up to 1034 cm−2s−1 which is about 102
larger than those achieved by Tevatron at Fermilab. Introducing the LHC pa-
rameters from Table 3.1 into the formula from above, this design luminosity can
easily be obtained. Before a bunch enters the LHC, it has to undergo a series of
pre-accelerators, starting with the LINAC 2 which reaches an energy of 50 MeV.
The next step is the Proton Synchrotron Booster (PSB) which reaches 1.4 GeV.
The PSB is followed by the Proton Synchrotron (PS), the oldest accelerator
at CERN that is still operating, which accelerates the bunches to 26 GeV and
injects them to the Super Proton Synchrotron (SPS) which reaches 450 GeV
and is the last instance before the LHC. Figure 3.1.1 shows the CERN accel-
erator complex in detail. The SPS was the ﬁrst collider that brought protons
and anti-protons to collision. At the two SPS experiments UA 1 and UA 2 the
W and Z bosons were discovered in 1983.
3.2 Summary of the diﬀerent experiments and
their goals
To have a wide range of experimental possibilities the LHC is equipped with
four diﬀerent experiments (Fig. 3.2.1), two of which (ATLAS and CMS) were
designed as general purpose experiments. The other two peruse diﬀerent, more
speciﬁc goals.
ALICE (A Large Ion Collider Experiment)
Quantum Chromodynamics, the theory of the strong interaction, predicts a state
of matter which is called Quark Gluon Plasma. It is assumed that the universe
experienced this state for a very short time immediately after the Big Bang.
Due to conﬁnement this state, where quarks and gluons are considered to be
asymptotically free, is very short lived. However, the deconﬁned state is a crucial
prediction of QCD and therefore worth investigation. The ALICE detector is
optimized to investigate leptons, hadrons and photons that are produced in the
collision of heavy nuclei. The central feature of the detector is its huge time
projection chamber with a diameter of about 5 meters.
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Figure 3.1.1: The CERN accelerator complex. (©CERN 2007)
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Figure 3.2.1: The Large Hadron Collider with its four experiments.
ATLAS
ATLAS, like CMS, is one of the two general purpose experiments, built to hunt
the Higgs boson and discover new physics. Considering its diameter, it is the
biggest LHC experiment. Its principal feature is the toroidal magnetic ﬁeld.
LHCb
The purpose of LHCb is a detailed study of CP violation, investigating the
decays of b-mesons (particles that contain b-quarks and anti b-quarks). Hints
to an answer to the profound question why matter is dominant over antimatter
in the universe are expected. Compared to the other experiments at the LHC,
the LHCb detector was constructed asymmetrically and measurements only take
place in forward direction. This design was chosen due to the fact that b-mesons,
which have a relatively small mass compared to the total energies of the collisions
at LHC, are traveling mostly in forward direction.
CMS
The Compact Muon Solenoid experiment is more compact than ATLAS and its
key feature is the 4 Tesla solenoid magnetic ﬁeld created by a single magnet.
This strong magnetic ﬁeld allows a very compact design of the muon spectrom-
eter with a very good momentum resolution. The structure and properties of
the CMS experiment will be described in more detail in the following chapters
of this thesis.
Chapter 4
The Compact Muon Solenoid
Detector
The CMS experiment was designed as a general-purpose detector. A summary
of the CMS physics requirements to fully exploit the potential of the LHC is
given in Ref. [25]:
 A central role is played by good muon identiﬁcation and momentum reso-
lution. The momentum resolution should be about 1% at 100 GeV and it
should be possible to determine the charge of muons for momenta below
1 TeV unambiguously.
 The inner tracker should provide a good momentum resolution for charged
particles.
 Furthermore, a good di-photon and di-electron mass resolution (also 1% at
1 GeV ) with a wide geometric coverage, combined with good pi0 rejection
and photon and lepton isolation is needed.
 CMS also has to provide a good resolution for missing transverse energy.
 A robust, ﬂexible and eﬃcient trigger system is required.
Due to these physics requirements, a strong magnetic ﬁeld is needed to achieve
a good energy and momentum resolution for charged tracks and muons. This
4 Tesla magnetic ﬁeld is generated by a superconducting solenoid, which forms
the core of the CMS detector. Its ﬁeld conﬁguration was optimized for the
momentum measurement of muons produced in the collisions at LHC which
requires a large bending power. The inner region of the detector (within the
magnet) serves to identify photons, electrons and jets while muons are measured
in both the inner and the outer regions of the detector, where the return ﬁeld
is strong enough to saturate 1,5 meters of iron which is interrupted by muon
stations. The strength of the return-ﬁeld is 2 Tesla. Four muon stations were
integrated in the return yoke to provide a full geometric coverage. They consist
of Drift Tubes (DT) in the barrel region, Resistive Plate Chambers (RPC) in the
barrel and endcap regions and Cathode Stripe Chambers (CSC) in the endcap
region. The inner tracker and the electromagnetic calorimeter are placed inside
of the superconducting solenoid which has a inner diameter of 6 meters. The
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electromagnetic calorimeter uses lead tungstate crystals (PbWO4). In the bar-
rel region there are avalanche photodiodes (APDs) to detect scintillation light
which are combined with vacuum phototriodes in the endcap region. Muons
can be detected in both the inner tracker and in the muon system, which im-
proves the total resolution of their momentum. They are traveling through the
detector on a helix-curve due to the opposite direction of the magnetic ﬁeld in
the return yoke with respect to the central ﬁeld. To deal with the huge amount
of data produced in each LHC collision, the CMS experiment is equipped with
a powerful trigger system which will be described in Chapter 5. The rest of this
chapter will mainly focus on the detector itself.
4.1 The CMS coordinate frame
The coordinate frame of the CMS experiment, valid for all sub-detectors and
the trigger, is deﬁned as follows [26]:
 The origin is the CMS collision point
 x: horizontal axis of the coordinate frame which is pointing towards the
LHC center (southwards), CMS being located in the north of the LHC
center
 y: the vertical axis which is pointing upwards
 z: points westwards in beam direction and is aligned parallel to the mag-
netic ﬁeld of CMS
 φ is zero in the x-axis and 90 degrees in the y-axis
 The pseudorapidity η is zero in the x-y plane and inﬁnity on the z-axis
The pseudorapidity η approximates the rapidity from special relativity for par-
ticles with unknown mass and momentum. The rapidity of a particle is deﬁned
as
tanh(y) =
pL
E
(4.1.1)
where pL is the longitudinal momentum of the incident particle and E is the
energy. An advantage of the rapidity compared to velocity is that rapidity
values are easier to add since they are scalars and their diﬀerences are Lorentz
invariant. The pseudorapidity can be deﬁned as
η = − ln tan θ
2
(4.1.2)
θ is the polar angle of the considered particle relative to the beam. For high
energies rapidity and pseudorapidity converge. It is convenient to consider the
rapidity instead of the the polar angle θ as coordinate because the particle
production can more or less be considered as a constant function of rapidity.
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Figure 4.0.1: Design of the CMS detector [25].
(a) Scheme of the CMS detector.
(b) A slice of the CMS detector with a muon bend in both the calorimeter and muon system. Furthermore, a electron
and a photon are seen in the electromagnetic calorimeter, while hadron showers are observed in the hadronic calorimeter.
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Figure 4.1.1: The CMS reference frame.
Length 12.5 m
Cold bore diameter 6.3 m
magnetic induction 4 T
Total Ampere-turns 41.7 MA-turns
Nominal current 19.14 kA
Inductance 14.2 H
Stored energy 2.6 GJ
Table 4.1: Parameters of the superconducting solenoid of the CMS experiment
[25].
4.2 The Superconducting Solenoid
Compared to the magnets from previous high-energy physics experiments, the
CMS solenoid provides three innovative features: due to the high number of
ampere-turns required to produce a ﬁeld of 4 T the winding consists of four layers
instead of one to two that have been used at previous experiments (e.g. Aleph
or DELPHI at LEP). Furthermore the conductor is made from a Rutherford-
type cable co-extruded with pure aluminum and mechanically reinforced with
an aluminum alloy. Its dimensions are much larger than those of the magnets
of former experiments. Table 3 gives an overview of its general parameters [25].
4.3 The Tracking System
The CMS experiment is equipped with an inner tracking system, which allows
the precise measurement of track parameters of charged particles and the iden-
tiﬁcation of primary and secondary vertices. It has a length of 5.8 meters and a
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diameter of 2.5 meters and surrounds the interaction point. When the LHC is
operating at its design luminosity of 1034 cm−2s−1 there will be on average 1000
charged particles at each bunch crossing (i.e. every 25 ns) that are produced
by more than 20 proton-proton collisions. Due to this large number of tracks a
detector technology with high granularity and fast response is needed in order
to attribute the tracks to the correct bunch crossing. To achieve this goal a
high power density of on-detector electronics is needed, which requires an eﬃ-
cient cooling. On the other hand, the amount of material in the tracker should
be kept to a minimum in order to minimize such eﬀects as multiple scattering,
bremsstrahlung, photon conversion or nuclear reactions. A compromise between
these two requirements had to be found. Due to the intense particle ﬂux also
radiation damage has to be taken into account. These requirements led to a
concept of a tracker design entirely based on silicon detector technology. The
tracker is composed of a pixel detector and a silicon strip detector.
 The pixel detector consists of the barrel layers of radii 4.4 cm and 10.2
cm. It is the part of the tracking system that is placed closest to the
interaction point. The endcaps of this system consist of two disks. The
area covered in total by the pixel detector is 1 m2.
 The silicon strip tracker has 10 barrel detection layers which extend out-
wards up to a radius of 1.1 m.
The tracker has 48 million pixels in the barrel region and about 18 million
pixels in the endcaps. Figure 4.3.1 gives insight into the architecture of the CMS
tracker. The Tracker Inner Barrel and Disks (TIB/TID) are able to pursue up to
four r-φ measurements using 320 µm thick silicon micro-strip sensors with strips
parallel to the beam axis in the TIB and radial in the TID. At each of the two
edges of each TIB three TIDs are attached. The Tracker Outer Barrel (TOB),
surrounding the TIBs and TIDs has an outer radius of 116 cm and consists
of six barrel layers in total. It peruses another six r-φ measurements which
have a single point resolution of 53 µm and 35 µm since it uses two diﬀerent
types of sensors with diﬀerent resistivity. The Tracker Endcaps (TEC+, TEC-
where the sign corresponds to the position with respect to the z-axis) cover a
z range of ±118 cm and regions of 124 cm < |z| < 282 cm and 22.5 cm < |r|
< 113.5 cm. They are composed of nine disks each and perform up to nine φ
measurements per trajectory which increase the acceptance of the tracker up to
a pseudorapidity of |η| < 2.5 [25, 27, 28].
4.4 The CMS Calorimeters
Calorimeters at CMS are used to measure the energies of both electrically neu-
tral and charged particles. While electrons, positrons and photons lose their
energy already in the innermost part of the calorimeter, the electromagnetic
calorimeter, hadronic jets are detected in the hadronic calorimeter which is lo-
cated in the outer region.
4.4.1 The Electromagnetic Calorimeter
One of the most important criteria for the construction of the CMS Electromag-
netic Calorimeter (ECAL) was the predicted decay of the Higgs boson into two
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Figure 4.3.1: Schmatics of the CMS tracker where each line represents a detector
module.
photons. This decay produces a sharp peak over the background for a Higgs
mass up to 140 GeV and requires a high resolution energy measurement, good
angular precision and also a good pion/photon separation. The ECAL consists
of a barrel section and two endcaps and is located between the outer Tracker
and the Hadronic Calorimeter. In front of the endcaps a preshower detector
is installed. The barrel section counts 61200 lead tungstate (PbWO4) crystals
while each endcap has 7324 crystals. Lead tungstate crystals were chosen for
several reasons. They have high density (8.28 g/cm3), short radiation length
(0.89 cm) and a small Moliere radius (2.2 cm). Another important advantage is
their fast scintillation decay time, which is of the order of magnitude of a LHC
bunch crossing: they emit about 80% of their scintillation light within 25 ns.
Their relatively low light output depends on the temperature, while their spec-
trum shows a broad maximum at 420 - 430 nm. The light emitted is collected by
Avalanche photodiodes (APDs) in the barrel section and vacuum phototriodes
(VPTs) in the endcaps. The barrel part of the ECAL (EB) covers a pseudora-
pidity range of |η| < 1.479 and is roughly 6 m long. The crystals in the barrels
show a tapered shape and are slightly varying with position in η. The endcaps
(EE) cover an η range of 1.479 < |η| < 3.0 and the distance between the inter-
action point and the encap is 315.4 cm. A shift towards the interaction point
of 1.6 cm when the 4 T ﬁeld is switched on has to be taken into account. Each
endcap is divided in two halfs, so-called Dees each of which contains 3 662 crys-
tals which are structured in 138 standard SCs which are arranged in a x-y grid
and 18 special partial supercrystals. Since the number of scintillation photons
emitted and the ampliﬁcation are both temperature dependent, the operation
temperature of the entire system has to be kept constant (at nominally 291 K).
Also the nominal temperature of the CMS ECAL is 291 K [29, 30, 25].
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Figure 4.4.1: Schematics of the electromagnetic calorimeter at CMS.
4.4.2 The Hadron Calorimeter
The Hadron Calorimeter (HCAL) [31, 32] was optimized to study hadronic jets,
to detect missing transverse energy that could come from ν or heavy exotic
particles as predicted by SUSY for example. As the ECAL and Tracker, the
HCAL barrel (HB) is placed inside the superconducting solenoid between the
ECAL and the inner edge of the magnetic coil (1.77 m < R < 2.95 m). An outer
hadron calorimeter was also installed outside the solenoid which completes the
barrel calorimeter as can be seen in Fig. 4.4.2. The dotted line in this ﬁgure
represents the η coordinate of the detector. Beyond η = 3 the forward hadron
calorimeters with a distance of 11.2 meters from the interaction point extend
the range of coverage. They use a Cherenkov-based, radiation-hard technology.
Altogether the CMS hadron calorimeter covers an η range up to |η| = 5.2.
The hadronic barrel detector (HB) The HB is divided in two half sections
and covers an η range of 0 < |η| < 1.3. In total the HB consists of 36 identical
independent units called wedges which are located in azimuthal direction. Each
wedge consists of four φ sectors (also azimuthal). The scintillator in use is
divided into 16 η segments which gives a total segmentation (∆η, ∆φ) = (0.087,
0.087).
The endcaps (HE) The hadron calorimeter endcaps (HE) cover about
13.2% of the solid angle which corresponds to an η range of 1.3 < |η| < 3,
a region that contains about 34% of the ﬁnal state particles. Due to the high
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Figure 4.4.2: The Hadronic Calorimeter at CMS.
design luminosity of LHC the HE has to deal with high counting rates in the
MHz range and has to provide a high radiation tolerance. Furthermore it has
to be made of a non-magnetic material since it is inserted into the 4 T magnetic
ﬁeld. The main requirement to the absorber is to minimize the cracks between
the HB and the HE. The scintillation light, produced by charged particles, is
collected by wavelength shifting ﬁbers (WSF).
The outer calorimeter design (HO) Since in the important pseudorapid-
ity region 0 < |η| < 1.3 the resolution of the combination of HB and EB is
not suﬃcient for hadron showers these two systems are complemented by the
outer calorimeter HO which is installed outside the solenoid. It uses the coil as
additional absorber (equal to 1.4/sin(θ) interaction length) for both, measuring
late beginning showers and the energy of showers after passing the HB. Outside
the coil, the magnetic ﬁeld is returned through an iron yoke that consists of ﬁve
2.536 m wide rings along the z-axis. The HO is integrated as ﬁrst layer in each
of these rings. Since at η = 0 the HB has its minimal absorber depth the central
ring, corresponding to that position has two layers of HO scintillators on each
side of a 19.5 cm thick piece of iron. The HO is geometrically constrained by
the muon system.
The forward calorimeter (HF) The forward calorimeter has to deal with
a huge particle ﬂux, since for each collision about 760 GeV per proton-proton
interaction will go to the two forward calorimeters which is quite high compared
to 100 GeV that are deposited in the rest of the detector. The maximum of
its energy, that is not distributed homogeneously, is expected for the highest
rapidities. For this detector quartz ﬁbers were chosen as active medium where
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charged particles can produce Cherenkov light when traveling faster than the
speed of light in this medium (E > 190 keV for electrons). Only a small fraction
of the light that is produced will be captured. Since the HF is using Cherenkov
light it is almost insensitive to neutrons and other low energy particles that are
produced in decays of radio-nucleids.
4.4.3 The Muon system
Muon ﬁnal states at CMS play a decisive role in the search for the Standard
Model Higgs or supersymmetric particles, since muons are less aﬀected by ra-
diative loses in the tracker than electrons. Therefore a good 4-particle mass
resolution is possible. The decays H −→ Z Z or H −→ Z Z∗, for instance, are
considered as gold plated if all four leptons in the ﬁnal states are muons. The
key requirements for the muon system therefore are:
 Unambiguous muon identiﬁcation.
 A good muon momentum measurement. It should be within 8 to 15% in
δpT /pT at 10 GeV and 20 to 40% at 1 TeV.
 A good muon trigger. It should allow to trigger on single and multi-muon
events with well deﬁned pT thresholds.
 The charge assignment should be correct with 99% conﬁdence up to ener-
gies of 7 TeV.
 Furthermore, the muon system should be resistant to the high radiation
and interaction background produced by LHC.
Several processes contribute to the background. There are low energy radiative
electrons which are produced by slow neutron capture near the muon capture.
These neutrons emerge from hadronic cascades. The latter also can contribute
to the background directly. Furthermore, there are muons that are produced by
the pi/K decay inside the central cavity.
The muon system at CMS consists of three diﬀerent detector types all of
which contribute to the L1-Trigger:
Drift Tubes (DT) In the barrel region drift tubes are used as tracking de-
tectors because the expected muon rate is low and furthermore the strength
of the magnetic ﬁeld is also relatively low. The magnetic ﬁeld is mostly uni-
form in that region. The DTs, consisting of standard rectangular drift cells,
cover a pseudorapidity region 0 < |η| < 1.2 and are organized in four stations.
The ﬁrst three stations together contain eight chambers that form two groups
each of which is consisting of four cells. The ﬁrst group measures the muon
coordinate in the r-φ plane while the second group performs a measurement
of the z-coordinate along the beam pipe. The fourth station is not equipped
with z-measuring planes. The DTs contribute information for both, time and
transverse momentum assignment to the L1-Trigger.
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Figure 4.4.3: Scheme of the CMS Muon system [33].
Cathode stripe chambers (CSC) In the endcaps, which have a higher event
rate and background, cathode strip chambers are used covering 0.9 < |η| < 2.4.
In this region the magnetic ﬁeld is strong and non-uniform. There are also
four stations of this type perpendicular to the beam-pipe in each endcap. The
cathode strips of each chamber are leading radially outward in z-direction and
therefore perform a precision measurement within the r-φ plane. The anodes
are more or less perpendicular to the cathode stripes and therefore can be used
for a measurement of η and the beam crossing time of a muon.
Resistive Plate Chambers (RPC) There are resistive plate chambers lo-
cated in both the barrel and endcap regions providing an independent high
precision timing measurement which is needed by the trigger. Furthermore,
they can also perform a coarse pT measurement for the trigger. The RPCs con-
sist of parallel plates ﬁlled with gas and provide a very good time resolution of
about 1 ns and cover an η resolution up to 1.6. This results in a pT resolution for
muons of 15% in the barrel region and 25% in the endcaps for the L1-Trigger.
4.4.4 Forward detectors
4.4.4.1 Castor
The Centauro And Strange Object Research (CASTOR) is designed to look at
the very forward regions in LHC collisions. Situated at a distance of 14.38 m
from the interaction point, it covers an η range of 5.2 < |η| < 6.6. Like HF
also CASTOR is a Cherenkov-light based calorimeter and consists of layers of
tungsten (W) plates as absorber and fused silica quartz (Q) plates as active
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medium. These plates are installed at an angle of 45 degrees with respect to
the beampipe.
4.4.4.2 Zero Degree Calorimeter
A set of two zero degree calorimeters (ZDC), covering a pseudorapidity of |η|
> 8.3 to detect neutral particles, is located close to the two LHC beam pipes
at a distance of about 140 m from the interaction point. Each ZDC consists of
an electromagnetic and a hadronic calorimeter. It should be possible to detect
heavy spectator neutrons with a resolution of 10 - 15%. Tests in 2007 at SPS
gave an energy resolution for positrons with energies within 20 GeV to 100 GeV:( σ
E
)2
=
(
70%
E
)2
+ (8%)2 (4.4.1)
For pions with a positive charge and energies of 150 GeV to 300 GeV the energy
resolution can be given according to a Landau ﬁt:
σ
E
=
138%√
E
+ 13% (4.4.2)
4.4.5 Trigger and Data Acquisition
The high collision rate of LHC combined with a huge number of readout chan-
nels of the CMS detector (about 55 millions) requires an elaborate Trigger and
Data Acquisition (DAQ) system in order to collect and analyze the detector
information available. Purpose of the trigger system is to select the data to be
stored since due to the data size one cannot write all the data to the storage.
It consists of two parts:
 The L1-Trigger system which will be described in more detail in the next
section reduces the event rate from 40 MHz to a maximum of 100 kHz.
Since a decision has to be taken within about 1 µs a hardware based
solution using FPGA chips has been chosen.
 The High-Level Trigger has to deal with a data ﬂow of about 100 GByte/s
from approximately 650 data sources, corresponding to the events which
pass the L1-Trigger with an event rate of about 100 kHz. The HLT is
part of the DAQ system and consists of commercial processors (for LHC
startup 720 PC-nodes were foreseen). It has access to all the data recorded
for a particular event and reduces the event rate by a factor of 1000 to
100 Hz.
The main tasks of the DAQ system can be summarized as
 distribution of events to worker nodes after the L1A accept
 performance of consistency and quality checks on data
The ﬁrst storage of data takes place in the Front End Systems (FES) of the
various sub-detectors which continuously store data in 40 MHz pipelined buﬀers,
awaiting the decision of the L1-Trigger system. When the L1-Trigger sends an
accept signal with a latency of 3.2 µs the data will be extracted from the FES
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and moved to the DAQ system via the Front-End drivers (FED). The next step
within the DAQ system are so-called front-end readout links (FRL) which are
able to merge the data from up to two FEDs. The data is stored in 72 so-
called super-fragments stored in memory buﬀers on Read Out Units (RU). The
reconstruction of the entire event from the fragmented data is done by Builder
Units (BU) of the event builder (Fig. 4.4.4).
Variations in the event rate and size might produce buﬀer overﬂows in the
subdetectors front-end electronics which would lead to data corruption. To
avoid this the Trigger Throttling System (TTS) was introduced which gives
feedback from the front-ends of all subdetectors to the Global Trigger Processor
and throttles the trigger if there is danger of buﬀer-overﬂow. This leads to some
dead time at Level-1.
As a next step the data is processed by the High-Level Trigger. The HLT
algorithms which decide whether an event is stored in the end are applied in
so-called ﬁlter units (FU).
To have a fast way of evaluating the quality of the data taken, additional
quality and integrity checks on the data are performed which are referred to
as Data Quality Monitoring (DQM). The DQM provides a fast way to ﬁnd
problems of the detector at run time [25, 34].
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Figure 4.4.4: The CMS Trigger/DAQ system.
(a) Schema displaying the diﬀerent instances an event has to pass to be accepted.
(b) Schema of the CMS HLT and the DAQ system.
Chapter 5
The CMS L1-Trigger System
The physics that was taken as a guideline for the design of the L1-Trigger system
of has been described in chapter 2. Figure 5.0.1 shows that the cross sections
of processes to be investigated at LHC strongly vary in order of magnitude:
while the production of bb¯ has a cross section of about 1 mb, the cross section
of the decay of the SM Higgs into four muons is only of the order of a few fb
for the relevant mass range. This huge spectrum of cross sections requires a
ﬂexible and eﬃcient L1-Trigger system for the CMS experiment in order to be
able to select the interesting events among millions of background events. Its
implementation will be described in this chapter. Figure 5.2.1 shows the overall
architecture of the L1-Trigger system: the muon trigger and the calorimeter
trigger build trigger objects which are evaluated in the Global Trigger according
to requirements given in the L1 trigger menu.
5.1 Trigger objects
The following trigger objects [26] are built:
 µ - any muon (isolated or non-isolated)
 e/γ - electron/photon (isolated or non-isolated). This trigger only consid-
ers isolated electrons to avoid the huge background from QCD jets
 jet - a local energy cluster in the calorimeter (central and forward)
 τ - tau jets, corresponding to a narrow jet
 energy sums: EmissT (missing transverse energy), E
total
T (total transverse
energy), HmissT (missing hadronic jet energy), H
total
T (total hadronic jet
energy)
Combinations of the above trigger objects can also be built (2μ, 2e, eμ, 2 jets,
3 jets, cross-object triggers).
42
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Figure 5.0.1: Cross section for basic physics processes deﬁning the requirements
for the CMS trigger [26].
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Figure 5.2.1: The L1-Trigger in overview.
5.2 Design of the L1-Trigger
5.2.1 The Calorimeter Trigger
The starting point for the calorimeter trigger at CMS are the trigger tower en-
ergy sums which are formed by the readout Trigger Primitive Generator (TPG)
of the calorimeter detectors. A trigger tower is a deﬁned (η, φ) - region within
the detector. The cell size was chosen as a compromise between two require-
ments: the background of electron/positron triggers increases with the cell size.
On the other hand, the number of trigger channels, proportional to the num-
ber of cells has to be kept small for cost reasons. The towers are organized
in calorimeter regions each of which consists by 4 by 4 trigger towers, forming
the basis for jet and energy triggers. For the HF regions, a calorimeter region
consists only of one trigger tower. The trigger primitives are calculated from 40
MHz digital samples of the detector pulses, using TPG electronics. The most
important task of this electronics is to assign a detector pulse to the correct
bunch crossing since they can propagate through the detector several clock pe-
riods. The transverse energy sum is calculated for each tower separately. For
diﬀerent calorimeter regions diﬀerent energy scales can be applied. The calcu-
lation of trigger primitives in the calorimeter trigger consists of
 the conversion to the correct transverse energy scale
 the calculation of the tower energy sums
The trigger primitives are forwarded via high-speed serial links to the Regional
Calorimeter Trigger (RCT). The RCT determines electron and photon candi-
dates for each region and calculates the sums of electromagnetic and hadronic
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transverse energies for each tower. An important algorithm within the RCT is
the electron/photon isolation algorithm. It is able to distinguish isolated e/γ
from non-isolated e/γ within an η range |η| < 3.0. Furthermore, minimum-
ionizing particle (MIP) and isolation (ISO) bits for muons are calculated by
the RCT. Jets and τs are deﬁned by their traverse energy distribution in 3 x 3
calorimeter regions. Veto bits for the identiﬁcation of jets from τ -decays (τ -jets)
are set. In general they are narrower than quark or gluon jets. The τ -veto bit
is set if there are more than two active ECAL or HCAL towers within a 4 x 4
region. The classiﬁcation as a τ -jet is only possible for |η| < 3.0.
The Global Calorimeter Trigger (GCT) is the last part of the calorimeter
trigger. It takes data from the RCT and sends a reduced amount of data to the
Global Trigger. Its main task is to reduce the number of trigger objects that
have to be considered by the GT. To achieve this, a rank is attributed to the
RCT objects which is a criterion for sorting: only a deﬁned number of objects
with the highest rank is forwarded to the GT. After the sorting, up to four jets
and four τ -jets from the central HCAL and four from HF can be sent to the
GT. Furthermore, the total transverse energy vector and total missing energy
vector are calculated in the GCT and also sent to the GT [25].
5.2.2 The Muon Trigger
At CMS three diﬀerent muon systems (DT, CSC and RPC) contribute to the
muon trigger. The good spatial precision of DT and CSC guarantees sharp
momentum thresholds. The RPC system is dedicated to the trigger and provides
an unambiguous bunch crossing assignment by its excellent time resolution. The
muon trigger system consists of the following parts:
 a local DT and CSC muon triggers
 a regional DT and CSC trigger
 the Resistive Plate Chamber trigger
 the Global Muon Trigger
An overview of the components of the CMS Muon Trigger can be found in Refs.
[25, 26]:
The Local Muon Trigger The Drift Tube local trigger is a four component
electronic system: its ingredients are the Track Identiﬁers (BTI), Track Cor-
relators (TRACO), Trigger Servers (TS) and so called Sector Collectors (SC).
The BTIs search for aligned and coincident hits in four equidistant planes. The
information on hits is used to determine track segments by position and an-
gular direction. The TRACO tries to correlate track segments, measured in
two φ type superlayers of the DT chambers. These correlations can be used to
enhance the angular resolution and for producing a quality hierarchy. The TS
performs a track selection based on TRACO data. The SC collects the trigger
information (track quality, position, and transverse momentum) for each of the
sixty 30°-sectors of CMS and sends it to the DT local trigger.
The Cathode Strip Chamber local trigger is responsible for the endcap re-
gion. There muons at a given pT have a higher momentum than in the barrel
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region which is challenging for the trigger since they produce more photons by
Bremsstrahlung. For a better resolution the CSCs in the endcaps consist of six
layers with cathode stripes and anode wires which can be correlated. The anode
electronics is optimized to assign an event to the correct bunch crossing, while
the cathode electronics was optimized to measure the φ coordinate. For both
the cathodes and anodes coincident hits in at least four layers are required (the
probability that a real muon hits at least four layers exceeds 99%). In the end,
the track segments from the anode and cathode electronics are combined in so-
called Local Charged Tracks (LCT), the best two of which are forwarded to the
regional CSC trigger. The LTCs provide a high precision for the φ-coordinate
in the bending plane, a rough η coordinate assignment and the bunch crossing
number.
The Regional Muon Trigger The Regional Muon Trigger consists of two
subsystems, the Drift Tube Track Finder in the barrel region and the Cathode
Strip Chamber Track Finder in the endcaps.
The Drift Tube Trigger Track Finder has the main task to identify muons,
determine their pT , locations and quality. The candidate muons are sorted by
a rank which is given by their pT and quality information. The track ﬁnding
mechanism (Fig. 5.2.2) is based on the principle of the extrapolation from a hit
in a source segment in one certain muon station to a target segment in another
station. This operation is performed using a pre-calculated trajectory with the
vertex as origin. In case a compatible track segment is found it is linked to
the source segment. A complete track is combined by a maximum number of
track segments in the four muon stations. The DTTF works in two dimensions
only. Nevertheless, a rough η assignment is possible. This job is done by 12 η
assignment units that are referred to as Eta Track Finders (ETTF). The method
which is used is a pattern matching method since the η information consists of
patterns from the DT local trigger. In the regional trigger the DT chambers
are arranged in wedges. There are twelve horizontal wedges in beam direction.
Each wedge consists of six sectors with an angular width of 30 degrees in φ.
In contrast to the DTTF the CSC Track Finder (CSCTF), which is located in
the endcaps works in three dimensions. Like for the DTTF its core components
are twelve sector processors. There the consistency of almost all possible pair-
wise combinations of track segments with a single track is checked. Redundant
tracks are canceled, while complete tracks are assembled from the extrapola-
tion results. For each processor the best three muons are assigned quality and
kinematic parameters.
In the region where DT and CSC chambers overlap (η ≈ 1) the informa-
tion from both systems can be used. For each wedge there are at most 12
muon candidates which are deﬁned by transverse momentum, charge, η, φ and
quality: This corresponds to two candidates per 30 degree sector. As next in-
stance the so-called 12 Wedge Sorters (WS) perform a ﬁrst sorting to at most
144 candidates per event by their pT and their quality. Duplicate candidates
are suppressed in this step. The ﬁnal Barrel Sorter (BS) selects the best four
candidates for the entire barrel region and forwards them to the Global Muon
Trigger.
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Figure 5.2.2: Scheme of the DTTF track ﬁnding mechanism.
The Resistive Plate Chamber trigger The RPCs were designed as ded-
icated trigger detectors which have an excellent time resolution of about 1 ns
that can be used for the bunch crossing identiﬁcation. To measure the momen-
tum of muons the φ coordinate is determined at several points along a track to
get its bending which gives pT of the muon. In the barrel region the stripes of
the RPCs run parallel to the beam pipe while they run radially in the endcap
region. Similar to the other systems described before, the RPC trigger is based
on the evaluation spatial and temporal coincidence of muon hits in diﬀerent
layers. The Pattern Comparator Trigger (PACT) logic determines pT and the
electric charge of muon candidates. If their quality is low a HO conﬁrmation is
required. After sorting the candidates separately for the barrel and the forward
region, the best four muon candidates of each region are sent to the Global
Muon Trigger.
The Global Muon Trigger The Global Muon Trigger is the ﬁnal part of
the Muon Trigger. It improves the trigger eﬃciency making use of the redun-
dancy of the three muon systems. For each bunch crossing it receives up to
16 Muon candidates, four from the barrel DT and barrel RPC and four from
each subsystem in the endcap region (CSC and RPC). The pT , η, φ, charge and
quality is taken into consideration. Furthermore, the GMT evaluates isolation
and minimally ionizing particle bits using information from the GCT for each
calorimeter region. A muon is categorized as isolated if its energy loss in the
calorimeter region it emerges from is below a certain threshold. First DT and
CSC coordinates are matched with barrel and forward RPC candidates, compar-
ing the spatial candidates. In case it is possible, their kinematic parameters are
also merged. MIP and ISO bits are gained by back-extrapolation of candidate
muon tracks through the calorimeter regions to the vertex.
For the overlap regions between barrel and endcaps, where muon candidates
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can be detected by both the DT and the CSC, so-called cancel-out units reduce
duplicate candidates. The redundant information from the DT and CSC trigger
improves resolution and control: accidental coincidence of three or four back-
ground hits, for instance, could be identiﬁed as a real muon by the RPC. For the
DT/CSC on the other hand this scenario is highly unlikely as it takes several
planes in each station into account and therefore can be rejected as background.
The combination of the two systems leads to an eﬀective background rejection.
There are two scenarios where a muon candidate is taken in any case:
 it is seen by both DT/CSC and RPC. In this case the quality does not
play a role
 if only one subsystem detects the muon its quality has to be high
Finally four muon candidates are forwarded to the GT, which are sorted by
transverse momentum and quality [25, 26].
5.2.3 The Global Trigger
The Global Trigger (GT) is the last part of the L1-Trigger system at CMS.
Its main task is to decide every 25 ns whether to accept or reject an event.
Therefore it is implemented as a custom built electronic system. However, it
not only applies energy and momentum thresholds, but can also deal with spatial
information like azimuth and pseudorapidity and takes into account additional
parameters like muon quality or MIP and ISO bits. Topological conditions can
already be applied at the ﬁrst trigger level, which is a big progress in this ﬁeld:
Collider experiments at Tevatron or LEP for example could not deal with spatial
correlations at the ﬁrst trigger level. The maximum input rate of the next level
of the trigger system is 100 kHz. Therefore the thresholds at the L1-Trigger
system have to be set in a way that this rate is not exceeded. The L1-trigger
decision takes about 3.2 µs in total (equivalent to 128 bunch crossings) due to
processing times of the hardware, the use of analogue pipepline memories by
several sub-systems and an average distance of the Global Trigger electronics to
the collision point of 90 m which was chosen to avoid radiation damage. The
resulting propagation times of signals contribute to the latency. Drift times of
muons in the DTs also account for a delay of up to 16 bunch crossing intervals.
For the actual processing of an event by the L1-Trigger only 1µs remains. Since
the GT is the last instance within this chain the time remaining for its decision
is a lot shorter, with only about a quarter microsecond. In the end a L1-
Accept (L1A) signal is produced if a event was accepted. To be able to deal
with these challenging requirements the GT has been implemented as a complex
multi-component hardware system. Figure 5.2.3a shows the Global Trigger crate
where the GT hardware is located together with the GMT. The most important
hardware constituents of the GT are listed below and are described in more
detail in Refs. [35, 36, 37].
Global Trigger Input The GT is fed by the Calorimeter Trigger and the
Muon Trigger. From the GCT it receives the following input at its 24 input
channels.:
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(a) The order of the boards from left to right is TCS,FDL,GTL,PSB,TIM, GTFE
and GMT.
(b) The GTL board. The two big chips are the condition chips, the
three smaller ones the receiver chips.
Figure 5.2.3: The Global Trigger Crate.
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 The total transverse energy EtotalT , the magnitude and the direction of the
missing transverse energy EmissT , the total hadronic jet energy HTT and
the magnitude and the direction of the missing hadronic jet energy HTM
 4 non isolated and 4 isolated e/γ trigger objects
 4 central and 4 forward jets
 4 τ -jets
The objects are organized in quadruplets and sorted by their ET within such a
quadruplet. If an event contains fewer objects the channels reserved for lower
ET remain empty and only contain zeros.
The Global Muon Trigger, which shares a crate with the GT immediately
sends the best four candidate muons to the GT. They are also sorted by rank
deﬁned by their pT and quality. As already mentioned above the muons are
deﬁned by pT , η, φ, a charge or sign bit, an isolation bit and three quality bits.
The pT threshold corresponds to ﬁve bits to which a non-linear scale can be
applied.
The calorimeter data has to be delayed in order to arrive synchronously with
the muon data.
Furthermore, the Global Trigger receives up to 64 logical values (true/false)
called external conditions which can be combined with the trigger objects sent
by GCT and GMT. In addition, the GT receives also up to 64 direct signals
from various subsystems (BPTX, BSC, CSC, DT, HCAL, etc.) called technical
triggers which are used directly for the Final-OR decision in the Final Decision
Logic which is described later in this chapter.
The Timing Module (TIM) The TIM module is linked to the Trigger
Timing and Control system (TTC) which is the common clock distribution
system and provides the clock signal from the LHC and other fast control signals
for the trigger crate. The timing for the trigger and the detector is deﬁned by
the LHC clock which has a frequency of 40 MHz. A Bunch Crossing Zero (BC0)
signal which is sent by the LHC clock is used to synchronize the diﬀerent parts
of the detector electronics with respect to each other and to the LHC orbit
pattern.
Pipeline Synchronizing Buﬀers (PSB) Pipeline Synchronizing Buﬀers
(PSB) are used as input modules for the Global Trigger. They synchronize
all calorimeter input channels to both the local 40 MHz clock and to the LHC
orbit and also to each other. A PSB board contains four Inﬁniband connectors
each of which can receive two streams of serial data which corresponds to 8
input channels in total. A serial data stream is converted back to 16 bit parallel
data at 80 MHz by a DS92LV16 Serializer/Deserializer chip. A single PSB can
receive up to four quadruplets of objects which are sent to the GTL through
the crate backplane.
Central Trigger Control System (TCS) The main task of the trigger
control system is to control the delivery of the L1A, taking into account the
status of the readout electronics and the data acquisition. There are two ways
to determine this status: on the one hand it is derived from local state machines
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that emulate the occupation of the front-end buﬀers, on the other hand direct
information can be used which is transmitted via a fast monitoring network.
Precise trigger rules have to be applied in order to prevent buﬀer overﬂows in
the readout and data DAQ chain. They limit the L1As for a certain number of
bunch crossings. A typical example for a trigger rule would be: no more than 2
L1As per 625 ns or 25 bunch crossings. Furthermore, the TCS distributes the
BC0 and Level-1 Reset commands to reset the trigger to the other subsystems.
Two commands for a fast reset have been implemented: the Resync command
enforces a re-synchronization of all subsystems and also involves the reset of
readout buﬀers while the hard reset command performs a fast reconﬁguration
of frontend FPGA chips. The second command can be useful in case of electronic
problems.
The GTL Board (GTL) The GTL board, the core of the Global Trigger,
has 5 FPGA chips in total which can be seen at Fig. 5.2.3b. There are three
receiver chips (called REC1, ..., REC3) which receive the 80-MHz input data
via the backplane from the GMT and from the PSBs and adapt it to the board
clock. These chips distribute the data to the two condition chips COND1 and
COND2 where the actual processing of conditions and algorithms is done. Each
of the two chips provides a capacity for 96 algorithms which would allow to
calculate 192 algorithms synchronously in theory. However, only 128 bits are
used for trigger algorithms at present: COND 1 exploits its nominal capacity of
96 algorithms while COND 2 only processes at maximum 32 algorithms. Since
it is an exact copy of COND 1, COND 2 could also host up to 96 algorithms.
Since the condition chips are based on FPGA technology they are largely pro-
grammable. The results are sent as parallel data via short ﬂat cables to the
FDL board.
The Final Decision Logic (FDL) Within the FDL board the trigger algo-
rithms processed by the GTL and the technical triggers are organized in so-called
slices which are independent. A slice consists of a prescale factor, a rate counter
and the Veto Mask logic which is only available for the technical triggers. These
concepts will be explained later in this section in more detail. For each of its 8
slices the FDL board provides a separate Final-OR circuit, therefore it has the
capacity to calculate up to 8 Final-OR decision words independently, which are
sent to the TCS board afterwards.
The Global Trigger Front End Module (GTFE) All relevant modules
in the GT crate (FDL, TCS, GMT and PSB) contain buﬀers to keep trigger
data until the Level-1 Accept signal arrives. When the readout signal arrives a
readout processors (ROP) on the diﬀerent boards collect the data and forward
it as a record to the GTFE board. There the data from all boards are merged
into a record and sent to the DAQ. Additionally data from the TCS and FDL is
merged into an event record and forwarded to the DAQ Event Manager (EVM).
5.2.3.1 The logic processor
The core of the Global Trigger is its logic unit. As already mentioned before,
it processes up to 128 trigger algorithms in parallel for each bunch crossing and
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Figure 5.2.4: Algorithm to trigger on a SUSY slepton.
is highly programmable. An algorithm is a logical combination of conditions
for trigger objects which can be joined by the three logical operator AND, OR
and NOT. There is a set of external conditions available, which are delivered
in binary format by diﬀerent subsystems and can be used in algorithms like
normal conditions. Possible examples are signals from the forward detectors or
information about the presence of the beam by the LHC Beam-Pick-Up Timing
Experiment (BPTX). The thresholds and spatial requirements for the trigger
objects can be deﬁned using discrete, conﬁgurable L1-Trigger scales. In a ﬁrst
step predeﬁned conditions are applied to the trigger objects and thereby both,
particle conditions between identical objects and correlation conditions between
distinct objects are evaluated. For the conditions there are more possibilities.
Considering the four input muons for example, diﬀerent thresholds can be de-
manded for each of them, eg. a muon condition, taking into account four objects
can have up to four diﬀerent thresholds. A realistic use case would be the re-
quirement of two muons being seen in the central region of the detector and two
in the forward region, which could be achieved by the deﬁnition of windows in
η and φ. A simple algorithm to trigger on a SUSY slepton is displayed in Fig.
5.2.4. The algorithm requires two muons exceeding a certain transverse mo-
mentum threshold or two electrons exceeding a certain transverse energy. Both
objects are combined with a certain missing transverse energy. Generally it is
intended to keep the algorithms at L1 as simple as possible whereas the HLT
algorithms are more complex and have a better resolution as they have access
to the whole event.
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5.2.3.2 Trigger Partitioning and the Final-OR
The DAQ system at CMS provides eight separate partitions which correspond
to the independent FDL slices in the hardware. When GTL has ﬁnished its
job, Final-OR masks are applied by the FDL board to the 192 trigger bits
(128 algorithm triggers and 64 technical triggers), combining all active triggers.
The result of this Final-OR decision determines if there is a L1A signal for a
particular DAQ partition. The Final-OR decision word can be inﬂuenced by
several additional factors:
 For each of the trigger bits a prescale factor can be set to keep the trigger
rate under control. Presacaling means an additional reduction of the rate
of a bit that is deﬁned by a given factor. That way it is possible to avoid
that very common processes make the trigger rate exceed the maximum
output rate of the Level-1. A set of prescale factors can be deﬁned at the
beginning of each run.
 Furthermore the output of the GTL can be masked to ignore certain bits
which are not relevant for a particular run.
 There is also a Veto Mask Logic for technical trigger bits: if a certain
technical trigger bit is deﬁned as veto bit and that trigger ﬁres, the event
will be discarded in any case.
Eventually, if a event has fulﬁlled all criteria to be accepted, the L1-Accept signal
is generated and sent via the Trigger Control System to the Trigger, Timing and
Control (TTC) network which distributes it to all subsystems in order to save
the data from the front-end buﬀers. In parallel it is sent to the Event Manager
in order to start the CMS data readout. The modular organization of the TCS
can be seen in Fig. 5.2.5: there are several diﬀerent partitions, corresponding
to components of diﬀerent sub detectors. Furthermore, these partitions can
be grouped at software level, whereupon each group corresponds to a DAQ
partition [37].
5.3 The Level-1 Trigger Menu
A logical setup of requirements for trigger objects received by the Global Trigger
is called Level-1 trigger menu. It can be considered as a combination of a set
of algorithms (128 at present), 64 technical triggers, a set of physics scales, a
set of deﬁnitions for external conditions and some additional, rather descriptive
header information. The scales (which will be explained later in more detail)
are especially important since they convert a pure hardware menu into a physics
trigger menu. They are conﬁgurable but have to be kept constant for a particular
trigger menu. Each trigger menu in use has to be available in four diﬀerent
representations in total. The basic one is the VHDL code which is the source
for the ﬁrmware of the GTL condition chips. Furthermore, a trigger menu is
stored in the CMS online database (OMDS) to be available for conﬁguration
and cloned from there to the CMS Oine Database (ORCON) in order to be
available for data analysis. For back-up a trigger menu can also be exported
to an XML ﬁle. What follows is a description of the possible ingredients of a
trigger menu.
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Figure 5.2.5: The Trigger Control System.
5.3.1 Condition types
A trigger menu can contain diﬀerent types of conditions. They can be catego-
rized in the following categories:
 Muon conditions for muons (CondMuon)
 calorimeter conditions for electron/gammas, jets and tau jets (CondCalo)
 Energy Sum conditions (CondEnergySum)
 Correlation Conditions which consider diﬀerent objects with spatial cor-
relation (CondCorrelation)
 HF bit counts
 HF ring Et sums
 External conditions (not evaluated in the GTL)
Muon Conditions Muon conditions consist of a set of templates that are
compared against the four physical muons that arrive at the GT from the GMT.
A single muon template is deﬁned by the following parameters:
 The pT threshold
 a Minimum Ionizing Particle (MIP) bit
 an isolation bit
 a η window
 a φ window
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Table 5.1: pT truth-table for muons [36].
 a quality bit
A muon condition can contain up to four templates for single muons. The
number of templates that is contained by the condition deﬁnes its type. The
simplest condition type only contains one single muon template (Type1s). The
types Type2s, Type3s, Type4s and Type2wsc are also possible and contain the
number of templates that is indicated by their names. The Type2wsc describes
two single muon templates with additional spatial correlations. Diﬀerences in
pseudorapidity 4η and in azimuthal angle ∆φ among the two trigger objects
can be deﬁned for these condition type. The comparison between the physical
muons and the templates takes into account all possible permutations of the
physical muons to ﬁnd a combination that ﬁts the template deﬁnitions in use
(1234, 1243, 1324...). If fewer than four muons are required by a particular
condition which means that their type is < Type4s the templates for the other
muons are set to trivial values (e.g.: pT ≥ 0 GeV/c, 0° < φ < 360° etc.).
For conditions consisting of a single muon template a charge can be deﬁned
(positive, negative, ignored) while for conditions that contain more than one
muon template a charge correlation is evaluated. The MIP bit requires a muon
also having been seen by the calorimeter, the ISO bit is true for isolated muons.
Table 5.1 illustrates the possible output for the diﬀerent bits being set or unset
and is valid for all muon condition types.
Calorimeter Conditions The structure of calorimeter conditions is similar
to that of muons. A set of templates is applied to the calorimeter physics
objects. There is also a maximum number of four templates per condition.
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The available calorimeter objects are electron/gamma which can be isolated
and non isolated, tau-jets and central and forward jets. According to the CMS
naming convention these objects are called NoIsoEG, IsoEG, TauJet, CenJet
and ForJet. The available condition types are Type1s, Type2s, Type3s,Type4s
and Type2wsc like for muons. The parameters that are checked for a single calo
template are:
 transversel energy ET ≥ a threshold
 η window
 φ window
For conditions of Type2wsc a 4η and a ∆φ window can be deﬁned.
Energy Sum conditions Total and missing transverse energy determined in
the calorimeter trigger deﬁne their own condition category. Conditions for total
ET consist of a simple threshold comparator. For the missing transverse energy
an additional φ window can be deﬁned. The trigger objects that are available
for this category are
 ETT is the total transverse energy
 ETM is the missing transverse energy. For ETM a φ window can be
applied
 HTT is the total hadronic jet energy above a given threshold
 HTM is the missing hadronic jet energy. Also here a φ restriction can be
deﬁned
For the forward calorimeter (HF) separate energy sums and bit counts can be
deﬁned. In the L1 trigger menu they are categorized as:
HF bit counts A HF bit counts condition triggers on the number of HF
towers within a certain HF subregion whose energy exceeds a threshold.
HF ring ET sums HF ring ET sums conditions also consider HF subregions
but in a diﬀerent way. They allow an ET threshold for the entire subregion.
External conditions These bits are delivered by external sources (like the
forward detectors CASTOR and ZDC or the BPTX experiment) and can be
treated by GT algorithms like normal conditions. The assignment of these
conditions to distinct input channels can be modiﬁed dynamically loading pre-
deﬁned database keys.
Correlation conditions For two diﬀerent trigger objects it is possible to
deﬁne correlations in η and φ. The η windows are important for example to
ﬁnd a trigger object in the barrel region of the detector and another of the same
or a diﬀerent type in the endcap region. It is possible to trigger on objects
close or opposite to each other within programmable tolerance. To evaluate
a correlation condition the 4φ and 4η diﬀerences of all possible pairs of two
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particle groups are evaluated. If muons are compared with calorimeter objects
the muons which have a higher resolution have to be downscaled to calorimeter
units. This is done in the hardware using lookup tables.
5.3.2 Algorithms
Trigger algorithms are logical combinations of diﬀerent conditions. There are
128 algorithms at present which are distributed over two chips in the hardware.
Algorithm bit 094 are located at condition chip 2 while algorithm bits 95
128 are located at chip 1. An algorithm consists of a logical expression, an
algorithm name and an algorithm alias. The latter is not unique and therefore
can be used for algorithms that are similar to each other in their physics goals
but are implemented in a diﬀerent way for example.
5.3.3 Scales
The trigger of CMS was designed in a way that independent trigger scales can be
applied for each object type. Therefore there are in total 24 independent scales
which are available in the online database. A trigger menu object is linked with
a scales database key. The topic of the scales will be treated in more detail in
the section about the L1 Trigger Menu Editor.
Chapter 6
Online Software at the CMS
Experiment
Since operating an experiment of the dimensions and complexity of CMS by
hand would be a hopeless enterprise it is essential to have a well organize soft-
ware infrastructure which automatizes most of the operation and furthermore
gives possibilities to monitor the detector performance. The part of the soft-
ware that is dedicated to this is generally referred to as online software. The
online software includes all software packages that are interacting directly with
the detector or trigger hardware and will be described in brief in this chap-
ter. Furthermore, most parts of the online software can be considered to be
time-critical.
6.1 Basic sytems for operation and data taking
6.1.1 Run Control and Monitor System
The Run Control and Monitor System (RMCS) [38] is responsible for monitoring
and controlling the CMS experiment during data taking and consist of both
hardware and software components. It allows the control and operation of the
experiment from anywhere in the world since all the functionality is accessible
via any web-browser. However, to be able to access the user interfaces by
web-browser one has always to tunnel through a ﬁrewall for security reasons.
The RMCS is organized hierarchically consisting of eleven branches (one per
subsystem). The RCMS was implemented in Java and its applications are based
on Java Server Pages technology. For the communication between the particular
processes the Simple Object Access Protocol (SOAP) is used [39, 34].
6.1.2 Detector Control System
Purpose of the Detector Control System (DCS) is to control the auxiliary detec-
tor components like the cooling system or the power supplies and is implemented
in a hierarchical way. At the uppermost level there are commands like start
and stop which aﬀect the whole detector and are forwarded to subsystems at
lower hierarchy levels.
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6.1.3 Cross-Platform DAQ Framework
The Cross-Platform DAQ Framework (XDAQ) [34] was designed as a platform
independent environment that enables RCMS, DAQ and DCS to communicate
with each other and allows conﬁguration and control. Furthermore, it provides
technology independent data storage. For the communication with the online
conﬁguration database (OMDS) the XDAQ framework provides an application
called T-Store. The communication and data exchange with the T-Store is
performed using SOAP messages.
6.1.4 Trigger Supervisor framework
The Trigger Supervisor (TS) [26, 39, 40] framework is a central part of the CMS
online software. It was designed to conﬁgure, test and monitor the large number
of trigger subsystems. Due to the complex architecture of the trigger, a simple
and homogeneous client interface was needed, which allows the operation of
several subsystems either simultaneously or in standalone mode. Furthermore,
the TS is responsible for the information exchange with the RCMS. The main
functional requirements the Trigger Supervisor framework has to fulﬁll are:
 The conﬁguration of the entire trigger system. Important components
to conﬁgure are FPGA ﬁrmware, LUT's, memories and registers. The
complexity of the entire system should be hidden from the user.
 Provide an interface to test the trigger system. Self-tests and interconnec-
tion tests should be available.
 Synchronization of the HLT with the L1 trigger system. The HLT has
to be up-to-date about the L1 conﬁguration in order to ensure a proper
operation of the full trigger system.
 A monitoring of the trigger to guarantee its proper functioning. For exam-
ple, the spy memories of diﬀerent hardware components can be monitored.
 Remote operation. A possibility to conﬁgure and operate the diﬀerent
components of the CMS trigger remotely since most scientists and experts
involved are not be present at the experiment all the time.
 Error handling and logging. The TS has to provide logging mechanisms
for troubleshooting. The error management has to provide a standard
error format and has to provide remote error handling and notiﬁcation
mechanisms.
 The protocol of communication between the diﬀerent subsystems should
be the same for most subsystems and especially compatible with run con-
trol. Therefore SOAP and the Extensible Markup Language (XML) were
chosen for data exchange.
The core entity of the Trigger Supervisor is the Central Node (which is also
called Central Cell) which is responsible for Run Control and several sub-cells
which communicate directly with the subsystems hardware. To each subsystem
a separate, independent cell is assigned which is a TS node itself, with the same
structure as the Central Node. These nodes for the diﬀerent subsystems are also
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referred to as TS leafes and each of them can be accessed independently. The
framework shows a tree architecture (see Fig. 6.1.1) whereat all tree nodes are
based on a common template, the control cell. It oﬀers some basic functionality:
ﬁrst of all there is a Control Cell Interface (CCI) which is an external interface to
the Cell. One possibility is HTTP but there could be others. The Access Con-
trol Module (ACM) has to guarantee that only authorized users or entities are
accessing the cell. The Task Scheduler Module (TSM) is in charge of receiving
the command requests and forwarding the replies. The Shared Resources Man-
ager (SRM) coordinates the access to shared resources as the common database
or other cells. Furthermore, an Error Manager (ERM) manages all errors that
cannot be solved locally. There is a remote error handling mechanism based
on the global CMS distributed error handling scheme. For the developer a
cell provides three diﬀerent ways of implementing functionality embedded in a
graphical user interface. They are web browser based, using asynchronous java
script (AJAX). However, the source code of all TS applications is written in
C++ since the AJAX GUIs are created automatically, using the AjaXell library
[41]. Therefore the developer does not need to care about JavaScript. The are
several diﬀerent template types for user-interfaces available:
Cell Commands Cell Commands can be considered as simple executable
procedures that can be deﬁned for each cell. Commands are executed via SOAP.
They can be started and instantiated via the cells proper GUI or via a SOAP
message from another application within the TS network. Cell commands can
be executed synchronously and asynchronously. In case they are executed asyn-
chronously they go to a diﬀerent thread and the main thread of the cell can still
be used.
Cell Operations The Cell Operation interface can be used for complex con-
trol sequences for which the Cell Command might not be appropriate. It pro-
vides a Final State Machine (FSM) with the possible states Halted and Con-
ﬁgured. If all subsystems reach the state Conﬁgured the state machine of the
central node jumps to Conﬁgured and indicates the whole trigger is in a well
deﬁned state.
Cell Panels Cell panels provide a possibility to implement complex GUIs
within the TS framework. They can be used for testing, conﬁguration and mon-
itoring of the diﬀerent subsystem. Control panels can call commands via SOAP
and use T-Store to communicate with the conﬁguration database. They are web
based using the AJAX cell which provides various classes to design a complex
and eﬃcient GUI. In fact a Control Panel consists of two applications, one on
the server side, which is written on C++ and the AJAX GUI on the Client side.
The communication between these two formally independently operating appli-
cations is performed via the CGI interface. The framework provides mechanisms
to keep the communication between these applications synchronous.
6.2 Online conﬁguration database
The online conﬁguration stores parameters for all subsystems and is accessible
via the TStore application of the XDAQ framework. This section only deals
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Figure 6.1.1: Concept of the Trigger Supervisor framework.
with a part of this huge database, the GT Trigger Menu Database, which will
be needed later. The purpose of this database is to provide a central place to
store L1 trigger menus. The tables store the information in a well-structured
way. For the database an associative concept was chosen and there are only few
keys the user has to deal with. To access a menu there are three possible keys:
 The Menu Interface key allows to access all technical triggers and algo-
rithms and also their aliases (explained later). Menu interface names al-
ways have to start with the preﬁx L1Menu_: L1Menu_Commissioning2010.
The Menu Interface therefore is the most abstract format for a menu.
 The Menu key points also to the L1 scales in use and gives implementation
details of the particular algorithms. The names of Menu keys follow the
convention:
L1Menu_Commissioning2010/L1T_Scales_20080926_startup/Imp0. Imp0
in that case is the so-called algo implementation tag which allows a re-
implementation of a algorithm pursuing the same physics goals.
 A complete menu can be accessed using the Menu Implementation key
since it is also linked to all ﬁrmware speciﬁc implementation details of
a trigger menu. The syntax of this key takes into account the ﬁrmware
version number:
L1Menu_Commissioning2009/L1T_Scales_20080926_startup/Imp0/0x1009
Furthermore, it is also possible to access algorithms stand-alone, with a com-
bination of an algorithm key and a scales key since algorithms are always im-
plemented for a certain set of scales and cannot exist alone. Conditions, on
the other hand, only get a physical meaning if they are linked to algorithms
since there is no direct association between condition key and scales keys. The
algorithm aliases mentioned above carry information of the HLT to keep it in-
dependent from implementation details of the L1-Trigger. A possible use case
is a change of scales at ﬁrst level. Then of course some algorithms would have
to be re-implemented to pursue the same physics goals and get a new name in
that case. If the HLT menus would point to these names they also would have
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to be changed as a consequence. To avoid this the aliases were introduced since
they can be keept constant despite of the names being changed.
Chapter 7
The L1 Trigger Menu Editor
The complexity of the Global Trigger at CMS including the trigger menus re-
quired a tool that makes it possible to generate new menus and edit existing
ones without knowing details of the hardware implementation of the Global
Trigger and the structure of the online database. Keeping this in mind the L1
Trigger Menu Editor (TME) was developed. In principle it could be considered
as an interface between physics and hardware, that does not know anything
about physics and scales. On the one hand it enables physicists to produce
VHDL code, corresponding to a desired trigger menu, which is the source for
GTL ﬁrmware without the need to program explicitly in VHDL, and on the
other hand it saves the entire content of a trigger menu to the online database
(OMDS). Performing these steps by hand without an integrated software solu-
tion that automatizes them would be a pretty time consuming and frustrating
experience, the risk of errors would be extremely high. The Trigger Menu Edi-
tor hides a big share of the complexity of the task from the user and therefore
allows him or her to focus on the essentials. It enables the user to develop a
trigger menu from the initial idea until the VHDL code for FPGA chips on the
GTL boards at one location. The actual ﬁrmware for the GTL board can safely
be produced compiling the VHDL code using Altera QUARTUS, a commer-
cial tool. Furthermore, it guarantees the consistency of this ﬁrmware with the
database. From there the information can be read to reproduce a particular
trigger menu and be copied to the CMS oine database where it serves as base
for further data analysis. The TME was integrated in the existing CMS soft-
ware infrastructure and uses existing functionality as far as possible in order to
keep the project maintainable. A detailed description of the concept and the
implementation of the L1 Trigger Menu Editor will follow in this section.
7.1 Requirements
7.1.1 Functional requirements
The principal functional requirements for the TME, some of which have already
been mentioned before, are:
 to provide an easy way to create a new trigger menu from scratch or
from an existing one. Possible changes of an existing menu, to be saved
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eventually as a new menu are for example additional conditions and al-
gorithms or changes of the header information, which also contains the
cabling keys for external conditions and technical triggers or the removal
of entire algorithms
 to produce the VHDL code which corresponds to a trigger menu on the ﬂy,
hiding all the implementation details of the code from the trigger expert
who is using the tool
 to apply consistency checks while a menu is being processed
 to apply cross-checks on the consistency of all conditions and algorithms
that are used by a local menu with the database
 to be able to deal with diﬀerent sets of detector scales
 to store a trigger menu in the database and read it from there
 to generate new cabling keys for technical triggers from scratch or based
on existing ones
 to generate condition names automatically following a deﬁned convention
in order to keep the conﬁguration database as transparent as possible
 to provide a back-up format for development versions of trigger menus that
have not been ﬁnalized and therefore cannot be written to the database
7.1.2 Non-functional requirements
 The Trigger Menu Editor should provide an intuitive user interface, which
focuses on the essential inputs and guides the user through the production
process
 There should be an easily accessible instance of the software which does
not need to be set up by the person intending to use it
 The project should be integrated in the existing software infrastructure
at CMS (for example, use existing tools for accessing the database or use
some classes from CMSSW representing the L1 trigger menu)
 The project should be kept modular and easy to maintain
7.2 Concept and ﬁrst steps
The requirements from the previous section were taken as guideline for the con-
cept of the L1 Trigger Menu Editor. As a ﬁrst step a language had to be chosen
mainly between the two alternatives Java and C++. Despite Java seeming to
oﬀer some advantages like its platform independence the decision clearly fell
in favor of C++ since major parts of the existing software infrastructure (on-
line and oine) have already been written in C++. Therefore the use of C++
seemed to be a pre-condition for an optimal integration with existing software.
In a next step the basic concept for the project was developed as it is illustrated
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in Fig. 7.2.1. As framework the for L1 Trigger Menu Editor the Trigger Super-
visor was chosen in order to have it at the same location as the rest of the trigger
online software and to be able to share some functionality with it. The online
software for the conﬁguration of the GT is located in the GT Cell which has also
been implemented as a TS Cell. A second pillar of the project are the trigger
object classes from CMSSW, that are used by the L1 Trigger oine software.
They were already representing a complete trigger menu with all its parameters
and therefore provided an ideal base for the L1 Trigger Menu Editor. To be
able to use them for a future implementation of the TME they had to be made
accessible for the online software from TS. How this was realized in detail will
be described below. The parts of the software which are responsible for writing
the VHDL code for the FPGA chips of the Global Trigger were moved to a
separate package which in theory could be operated stand-alone, only using a
trigger menu object as input. This package was called VHDL Writer. It uses
VHDL templates, deﬁning the basic structure of the VHDL code as a seed for
the VHDL output. The concept and framework of the VHDL code for the GTL
was already existing before the TME project was started, yet it still was lacking
the ﬂexibility needed for a smooth operation of the GT. From the TME it can be
used as a kind of plug-in and is accessible by a wrapper panel. Once the VHDL
code has been written, it is compiled using Altera Quartus [42] which produces
the actual ﬁrmware for the GTL that can be loaded to the condition chips. Of
course the database plays a central role within that concept since it interfaces
the TME and therefore the GTL ﬁrmware with the rest of the CMS experiment.
Menus stored in OMDS are accessible for conﬁguration by the GT Cell and are
also transferred to the oine database where the information can be used for
data analysis. Since the scales for the trigger objects can change they have to
be taken from the database. After this short introduction the implementation
of the concept will be illustrated in more detail in the next sections.
7.2.1 The TME as TS Cell
As framework for the TME the Trigger Supervisor was chosen since almost the
entire online software for the L1 Trigger was implemented that way. Within
this framework, the TME was implemented as a separate TS cell, which is in
principle independent from the GT Cell and the GT Test Cell. However, it
shares some functionality with the GT Cell. The implementation within the TS
has the advantage that the TME Cell can be operated on a server within the
CERN network and therefore is accessible via web browser. The user does not
have to set up any software environment if he or she wants to design a trigger
menu but just has to call the URL. From outside CERN a SSH tunnel has to be
opened. Operating the Cell within the CERN network furthermore brings the
advantage that there is a fast access to the OMDS database which is located in
the CMS private network. This speeds up the operation of the GUI compared
to a software instance that is operated from a remote place (e.g. Vienna) and
accesses the database via a tunnel. On the other hand it was challenging to
develop a GUI of the complexity which was required to design a trigger menu
using the ajax classes provided by the TS which just had freshly been developed
when the development of the TME started. The main problem was the refresh
time of several objects that made the GUI slow in situations where a big amount
of content had to be reloaded. However, this problem almost disappeared with
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Figure 7.2.1: Integration of the L1 Trigger Menu Editor with the CMS software
infrastructure.
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more recent versions of the framework and the increasing speed of web browsers.
7.2.2 Integration of the CMSSW Classes
Since there were already classes for the L1 trigger menu existing in CMSSW
these classes were chosen as base for the TME, which has the advantage that
there is only one representation in the trigger software (both online and oine).
Changes, if necessary, can be done at just one spot. The classes used by the
TME are all part of the Level-1 Global Trigger oine software, used also by the
L1 GT emulator software. The classes that are used by the TME were taken
from three diﬀerent packages:
 L1TriggerConﬁg/L1GtConﬁgProducers: From this package the L1GtXmlParser
was taken. It can parse a complete trigger menu in XML format
 Cond Formats/L1TObjects: This package contains the trigger object classes
which represent a trigger menu. The top of hierarchy class is the L1GtTriggerMenu
which provides two maps as container for the trigger objects: L1GtAlgorithm
and L1GtCondition. The L1GtCondition is a base class for the more spe-
ciﬁc template classes: L1GtCaloTemplate, L1GtMuonTemplate etc.
 Data Formats/L1GlobalTrigger: The only class taken from this package
is the L1GtLogicParser which checks the syntax of logical expressions of
L1GtAlgorithms.
However, the classes from CMSSW could not be used directly for the online
software since they were located in a diﬀerent CVS repository than the online
software. Several ways to make them accessible were discussed: one way would
have been to link the TME directly to the CMSSW library to make the required
functionality available. This proceeding would have had the big disadvantage
that CMSSW had to be installed on each machine operating TME, which could
have led to complications. Therefore it was decided to copy the classes from the
CMSSW CVS repository to the TriDAS CVS repository. This procedure was
automatized using a shell script (sync-with-cmssw.sh in ../extern) which checks
out a deﬁned tag of the CMSSW classes and synchronizes the local TriDAS
environment with the recently checked-out version. After testing whether TME
is working properly the updated classes can be checked-in to the TriDAS CVS
repository manually. Most of the CMSSW classes which are used by TME are
by purpose free of the CMSSW framework. Therefore they compiled in TriDAS
immediately without any problems. The XML-parser, however, is using the
CMSSW logger and thus would not compile in TriDAS without modiﬁcations
Therefore the script modiﬁes this class automatically and forwards the stream
originally dedicated to the CMSSW logger to a buﬀer, which can be dealt with
from TriDAS.
7.2.3 Shared features with the GT Cell
The GT Cell is responsible for conﬁguration and monitoring of the GT hard-
ware. Therefore it needs read access to the online database where all relevant
information for the conﬁguration and a representation of the trigger menu is
stored. During the conﬁguration process the GT Cell also takes into considera-
tion the information on the trigger menu, cross-checking the power-up values of
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the energy thresholds in the ﬁrmware which are accessible via VME addresses
with values stored in the database. Therefore it is able to read the trigger
menu information from there. In order to avoid the use of duplicate code it was
decided to use this functionality from the GT cell within TME.
7.3 VHDL Writer and the VHDL code for the
GTL
The VHDL code for the GTL board in principle consists of two packages. There
is a static package containing deﬁnitions that are constant as long as the require-
ments do not change. A possible introduction of new condition types for example
would lead to a modiﬁcation of this package. The second part of the VHDL code
contains all deﬁnitions of conditions and trigger algorithms that are processed
by the GTL. As these deﬁnitions are dependent on the trigger menu in use this
package has to be produced dynamically and changes with every new trigger
menu. As already mentioned in the overall description of the concept, the parts
of the L1 Trigger Menu Editor that are responsible to produce the variable parts
of the VHDL code form a sub-unit of the TME: the VHDL Writer was written
in ISO C++ and was kept free of from both, the TS framework and CMSSW. At
the beginning of the development the VHDL Writer was available in both, the
TriDAS and the CMSSW CVS repository, however, maintaining both branches
was to much eﬀort and therefore it was not further maintained in CMSSW. The
VHDL Writer uses a set of templates to produce the VHDL code. They are
available in a human-readable format and can be modiﬁed with any text editor.
As long as the structure of the output keeps constant and no ﬁles are added, the
VHDL code simply can be changed by editing the templates without touching
the source code of VHDL Writer. There are templates of two diﬀerent categories
which are referred to as VHDL templates and internal templates. The VHDL
templates show the structure of a VHDL ﬁle containing substitution parameters
of the format $(substitution_parameter). The internal templates on the other
hand contain string constants which can be used as content of the substitution
parameters. Their syntax is illustrated here. Apart from the deﬁnition of string
constants it allows the use of comments.
%% ****************************************************
%% -This is an internal template
%%*****************************************************
%% I'm a comment
#PARAMETER_NAME
This is a parameter
##
%% Here the body starts
VHDL code
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A class for VHDL templates To be able to deal with the templates in an
optimized way a class has been developed which provides a set of basic needed
routines. It is called L1GtVhdlTemplateFile.cc and supports both the standard
format of VHDL templates as well as the more speciﬁc format of the internal
templates. The most basic features are:
 to open a VHDL template ﬁle
 to save a ﬁle from the buﬀer under a new ﬁlename
 a simple routine to ﬁll a substitution parameter with string content
 a routine to replace a substitution parameter with the content of another
ﬁle
 a routine to append lines to a ﬁle
 a routine to append another ﬁle at the end of a ﬁle
 a routine that returns a list of all substitution parameters from a template
ﬁle.
For opening an internal template a ﬂag has to be set in the constructor. Then
the set of string constants deﬁned in that template are parsed an are available
in a separate map. Internal templates also can have a body that consists of
normal VHDL code.
The VHDL output The VHDL output is produced for the two condition
chips independently in separate subdirectories which are created automatically.
The class writing the output, using the L1GtVhdlTemplateFile as a tool is,
the core class of the project, the L1GtVhdlWriterCore.cc. As input a map of
conditions and algorithms ﬁlled with CMSSW trigger objects is taken. Then
the templates are ﬁlled based on the content of this input. The two condition
chips are processed independently. What follows is a short description of the
output ﬁles.
cond_chip.vhd The cond_chip.vhd is the top of hierarchy ﬁle which con-
tains the instantiation of all conditions. A mapping between condition names
and a unique integer index is deﬁned in that ﬁle which is used for the whole
VHDL Code. The cond_chip.vhd is the only spot within the VHDL where
condition names show up as strings. The mapping is also dumped to a simple
text ﬁle in each output directory.
algo_and_or.vhd contains the deﬁnitions of the trigger algorithms with
the condition names being replaced by numerical indices. The same indices are
also used for the other ﬁles.
The setup ﬁles The setup ﬁles with ﬁle names ending with _setup.vhd
are used to deﬁne the lookup tables in the ﬁrmware. At the moment LUTs are
used for η, φ and the spatial correlations 4η, 4φ. LUTs cannot be accessed via
the VME and therefore only can be changed by creating a new ﬁrmware.
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def_val_pkg.vhd The def_val_pkg.vhd stores power-up values for all
parameters that are stored in VME registers in the ﬁrmware and can be mod-
iﬁed via VME bus. The necessary addresses are stored in the database and
additionally dumped to a simple text ﬁle for debugging.
algo_and_or.vhd The algo_and_or.vhd contains the deﬁnitions of all
trigger algorithms for a speciﬁc chip. The names of conditions used by these
algorithms are replaced by their ﬁrmware integer indices in the logical expres-
sions. Due to internal deﬁnitions of the VHDL code the condition indices in
this ﬁle diﬀer by one from the rest of the VHDL code and start by 1 instead of
0.
7.4 Lookup tables in the VHDL code and mirror
operations
An import process during the generation of the VHDL code is the calculation
of the lookup tables for spatial parameters and correlations. Although this
section might be a little bit technical it can be very useful for understanding the
VHDL output. For the VHDL code the bitmasks that are displayed as clickable
scales by the TME GUI have to be mirrored, which generally leads to some
confusion. Therefore the mirror operations, performed by the VHDL Writer,
will be explained in this section in all detail. The way such a TME bitmask is
translated to VHDL code can be seen in Fig. 7.4.1. To understand the reason
for this mirror operations let us consider a 16 bit LUT for example. Each bit
in this LUT has its unique address starting at 0000 for bit 0 and 1111 for bit
15. Let us now consider a symmetric hardware scale that consists of 14 bins.
The bin indices are: {-6 ,.., -0 ,+0, ... ,+6}. In the real implementation of the
ﬁrmware such a scale for example is used for η of calorimeter objects. In the
VHDL code these hardware bin indices are translated to the binary addresses
for bits of the LUT. Bin {-4} would be assigned to the address "1100" with
the MSB deﬁning the minus sign (provided the scale in use is a η scale this bin
would correspond to the range [-1.7399 ; -1.3920]. The addresses of all negative
hardware bins are listed in the following table:
Bin Address (binary)
-6 1110
-5 1101
-4 1100
-3 1011
-2 1010
-1 1001
-0 1000
We observe that the lowest bin {-6} of our hardware scale has the highest
address 1110 corresponding to LUT bit 14. For the negative bins the rule is
that the lower its index is the higher is its address within the LUT. This is no
magic but simply due to the fact that the function bin -> address uses the MSB
for the minus sign of negative diﬀerences. For the bins {0,...,6} there is no such
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TME Bin HW Scale Physics scale
#0 -6 [-3 ; -2.172]
#1 -5 [-2.172; -1.74]
#2 -4 [-1.74; -1.392]
#3 -3 [-1.392; -1.044]
#4 -2 [-1.044; -0.696]
#5 -1 [-0.696; -0.348]
#6 -0 [-0.348; 0]
#7 +0 [0; 0.348]
#8 +1 [0.348; 0.696]
#9 +2 [0.696; 1.044]
#10 +3 [1.044; 1.392]
#11 +4 [1.392; 1.74]
#12 +5 [1.74; 2.172]
#13 +6 [2.172; 3]
Table 7.1: The mapping between a hardware scale, a TME bitmask and a
physics scale.
inverse order since the MSB is always zero. The higher the bin index the higher
is their address:
Bin Address (binary)
+6 0110
+5 0101
+4 0100
+3 0011
+2 0010
+1 0001
+0 0000
It is said that the negative bins are mirrored which means that the address
of the highest negative bin follows that of the highest positive bin and the low-
est negative bin gets the lowest address within the LUT (there can be a gap
in-between, depending on the size of the LUT). The addresses 7 and 15 are
not used in this schema. After understanding the principle all mirror opera-
tions performed by VHDL Writer will be listed in this section for the sake of
convenience. A possible mapping between our sample hardware scale, a TME
bitmask and a physics scale is given in Table 7.1. As example for the physics
scale a calo η scale has been chosen that ﬁts that schema.
This principle basically is valid for all mirror operations that are performed by
the TME. However, the length of the TME bits and the LUT can vary for the
diﬀerent cases. For convenience all mirror operations performed by TME can
be found in Appendix A in all detail.
7.4.1 VME Addresses
Since the thresholds and some other parameters in the ﬁrmware can be set via
VME bus, VME addresses for these parameters have to be calculated during
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Figure 7.4.1: Example for a TME η input mask translated into VHDL code.
the ﬁrmware production process, which is done by the so-called VME Writer.
The addresses for a condition are inﬂuenced by several parameters which are the
condition category, the object type and the condition chip index of a condition
(0 or 1). For conditions that consist of more than one template each object
has its independent set of addresses. Therefore the object index inﬂuences the
VME addresses as well. Last but not least the unique condition integer index,
which is calculated by the VHDL Writer for each condition has to be taken
into account. The VME Writer dumps a simple text ﬁle containing the VME
addresses of all conditions in the output directory for each chip for debugging
purposes and furthermore stores them in maps that can be written to database.
7.5 Scales
In the ﬁrmware implementation of a trigger menu, its thresholds and other
parameters only consist of bitmasks, while the parameters carrying the spatial
restrictions or correlations are implemented as look-up tables. Therefore the
ﬁrmware does not know anything about physics scales. On the other hand, of
course, a physicist, using the TME wants to understand the physical meaning
of the bit masks and hardware thresholds he or she is dealing with. Therefore
TME has to deliver their physical interpretation and operate as a kind of bridge
between hardware and physics. Thereby it is especially important to have the
possibility of diﬀerent sets of scales since the scales available can change with
time. The calorimeter scales, for example, can be deﬁned in the GCT.
7.5.1 Available scales
The implementation of the L1 Trigger at CMS provides a high ﬂexibility in the
use of scales. Scales can be deﬁned by the GCT and the GMT. The GCT allows
independent scales for all calorimeter object types: each of them can use its
own scales for the energy threshold, η and φ. Therefore for conditions of the
category CondCalo, 15 scales in total exist. The objects from CondEnergySum
(ETM, ETT, HTT, HTM) are allowed to use independent energy scales. The
types ETM and HTM are additionally equipped with two independent φ scales.
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For muon conditions there are independent η, φ and pT scales. The HF Ring
Et Sums have a scale for their ET sum threshold.
7.5.2 Scales management
Due to this large diversity of scales it was important to ﬁnd a reliable way to
keep an overview of the scales available in general and, more speciﬁcally, which
scales are in use for a particular trigger menu. Therefore it was decided to
deﬁne the scales in the online database to have them at a location which is
generally accessible. Each trigger menu is associated with a speciﬁc scales key,
which corresponds to a set of scales in the database. When loading a menu or
creating a new one, the trigger menus are always coupled with such a scales key.
A trigger menu cannot exist standalone. Within TME there exists an interface
that can be initialized from such a scales key, and once this is done these scales
are available and in use until a new menu is loaded.
7.5.3 Scale-dependent implementation of algorithms
Changing the scales in use leads to some complications concerning algorithms
since the naming convention for algorithms usually uses a physics threshold in
the name of a L1 algorithm (e.g. L1_SingleJet10). If scales change this algo-
rithm would suddenly get a completely diﬀerent meaning, which is potentially
dangerous since the name still implies its old implementation. With the database
content increasing that would have deﬁnitely led to some confusion. There were
several possible approaches to avoid that trouble. One possible approach was
just to leave out the physics thresholds of the algorithm names, which would
have made the DB much less human readable. The way that was chosen was a
diﬀerent one: to solve the problem the database scheme was extended in a way
that it allowed to implement an algorithm independently for each set of scales by
introducing another instance for algorithms the, the abstract algorithms which
are connected with the actual algorithms via a association table. That way the
algorithm L1_SingleJet10 can be implemented for each set of scales key inde-
pendently, which keeps the database a lot more transparent and does not have
any restrictions in functionality.
7.5.4 Interpretation of hardware diﬀerences of spatial cor-
relations
Another problem concerning scales that had to be solved was to ﬁnd the cor-
rect interpretation of the hardware diﬀerences calculated by the trigger for the
spatial correlations of two objects, 4η and 4φ. To illustrate the matter let us
consider what happens if the hardware calculates a diﬀerence in φ between two
calorimeter objects. The φ scale for each participating calo object has 20 bins
at the moment. Taking two φ scales and considering the possible diﬀerences
between two objects in hardware bins there is a minimal diﬀerence of zero bins
and a maximum diﬀerence of twenty bins. However, since there is no prefered
direction in the hardware for the calculation of the diﬀerences at maximum ten
bins are relevant for4φ: a diﬀerence of 20 bins, for example would be equivalent
to a diﬀerence of 0 bins due to this symmetry, which is consistent with the fact
that the maximum relevant physical diﬀerence is 180°. Therefore diﬀerences of
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0,20, 1,19 ... 10,10 bins are considered to be identical. Figure 7.5.1 shows how
the hardware diﬀerences can be interpreted from a physics point of view: The
fact that both objects are seen in the same bin (4HW = 0) means that they can
have a minimum diﬀerence of zero (they coincide) and a maximum diﬀerence
in φ of 20 degrees (if they are seen close to the borders of the φ segment). If
the objects are located in two segments next to each other (4HW = 1) their
minimum diﬀerence is also 0 degrees (if both objects are located very close to
the inner border of the two φ segments) and their maximum diﬀerence can be 40
degrees applying the same argumentation. The biggest diﬀerence of 4HW = 9
in theory would show a diﬀerence of 160 to 200, however, of course 200 for the
hardware is the same as 160 because of the symmetry described above. There-
fore the physical interpretation of the last bin of the 4φ scale is 160 - 180.
The situation gets even a little bit more complicated if the φ scales of the two
compared objects show a translation. At the moment that is the case for cor-
relations between calo objects and EnergySums for example (The calo φ scale
starts at 350 while the scale for EnergySums starts at 0 degrees). In that case
the translation of the scales has to be added, which for example would increase
the interval for bin 0 from [0;20] to [0;30]. The last bin would be [170;180] in
that case, following the strain of thought from before. For 4η the situation is
also more complicated, since the η scales per deﬁnition are not linear. In the
case of φ only the absolute diﬀerence of bins is relevant: If two particles are
discovered in neighboring segments their maximum diﬀerence in φ will always
be 40 degrees (apart from the exceptions described before). In contrast, for η
eg. the diﬀerence of the neighboring bins 2 and 3 diﬀers from that of the two
neighboring bins 6 and 7 due to the non-linearity of the η scales. Considering
a diﬀerence of two bins, using the present set of scales one can get diﬀerences
from [0 ; 0.696] to [0 ; 1.26]. In the GUI the TME only displays the maximum
possible diﬀerence for a bin, as a rough guideline. However, it is always possible
to produce the matrix from Fig. 7.5.2 on the ﬂy to look up the exact mean-
ing of a hardware diﬀerence. The lines which are parallel to the diagonal and
marked in a color symbolize a constant diﬀerence in hardware bins. However,
the physical interpretation varies on these lines depending on the η segments
that are subtracted from each other. One can could optimize the η resolution,
restricting the compared objects in η. Considering the example from above it
would be possible to achieve the better resolution of [0 ; 0.696] by additionally
deﬁning a narrow η window for the two objects which only allows the desired
diﬀerence in η.
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Figure 7.5.1: Illustration of the transformation from hardware diﬀerences to
physics diﬀerences for 4φ.
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Figure 7.5.2: Physical interpretation of the hardware diﬀerences in η (non-linear).
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7.6 Implementation details of the L1 Trigger Menu
Editor TS Cell
For the implementation of the L1 Trigger Menu Editor a modular project ar-
chitecture was chosen to keep things maintainable. The trigger menu classes
from CMSSW could be considered as a kind of skeleton of L1 TME since they
were already providing all features and parameters that were needed. The big
challenge was to transform this skeleton into a construction kit a physicist can
play with. In the CMSSW there was already existing a VHDL parser that al-
lowed to produce a trigger menu object from a XML ﬁle. This feature was used
very intensely at the beginning of the development process of the TME and is
still available as a possible backup for unﬁnished trigger menus. However, it
was decided not to use the XML ﬁle as interface between VHDL writer, oine
software and TME since this would require more than one software representa-
tion of the L1 trigger menu. Instead the CMSSW classes were chosen as central
representation for a trigger menu and all functionality was built around them.
The TME on the one hand provides a graphical user interface for ﬁlling them,
and on the other hand, they can be used as input for the VHDL writer or the
database writer, a class which writes a trigger menu to OMDS. This way of
implementation allows a certain back-end independence.
7.6.1 The user interface
The main objective during the development of the graphical user interface of
TME was to provide an intuitive GUI which is more or less self-explaining
on the one hand, and on the other hand prevents the user by a sophisticated
infrastructure of cross-checks of all inputs from creating inconsistent trigger
menus. In general TME is usable by non-expert users for browsing through
existing trigger menus, however, the crucial features, that should only be used by
experts require a password authentication as described below. All GUIs within
the Trigger Supervisor were implemented as Cell Panels using the existing TS
infrastructure for GUIs. Figure 7.6.1 shows the layout of the TME TS page. A
scheme of the classes involved can be found in Appendix B.
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Figure 7.6.1: Layout of the TME central panel. The tree on the left hand side is produced by the TS framework and can be used to create
an instance of the central panel.
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The central panel The central panel which is displayed right at startup and
never disappears does not provide functionality itself and rather operates as a
container for all functional panels and the trigger object panels. It consists of
three independent sections each of which fulﬁlls a diﬀerent purpose. At the
very top the panel displays the main navigation task bar that contains links
to all important sub-panels and allows a fast access to them. It also displays
the most important header information about the trigger menu in progress like
its interface name and the scales key. The right quarter of the central panel is
reserved for a tree that allows to browse through all algorithms and conditions in
use. For displaying algorithms, conditions and the functional panels which are
described below the content plane of the central panel can be used, for which the
most space of the central panel is reserved and which can be ﬁlled dynamically.
Functional panels This class of panels can be accessed via the main menu
of the central panel. In total there are ten of these panels, fulﬁlling diﬀerent
tasks.
 The ﬁrst panel allows to create a new trigger menu from scratch. It is
possible to deﬁne its name and select a scales key, which are the most
important steps to begin the production process.
 There are two separate panels that allow the user to load a trigger menu
from a XML ﬁle and export menus to that format. The panel to load a
menu contains a browser for the local ﬁle system that enables the user to
search for the desired ﬁle quite comfortably.
 There are also two database panels. The ﬁrst one contains all read func-
tionality. It is possible to import whole menus, standalone algorithms or
even single conditions. The database writer panel has two purposes. If
TME is operated in public mode it displays the password query to enable
the write access (to database and local ﬁle system). Once enabled it is pos-
sible to write trigger menus to database, after writing their ﬁrmware. All
parameters of the menu have to be in a well deﬁned state before writing it
to database and the panel only acts as wrapper for the TmDatabaseWriter.
 For setting the header parameters of a trigger menu the header panel (Fig.
7.6.2) can be used. The header information cosists of a Menu Interface
name, descriptions for Menu interface, Menu and Menu implementation,
a ﬁrmware version which can be generated automatically by the panel and
designer name and date. Furthermore a technical triggers cabling key and
an external conditions cabling key for the trigger menu being processed
have to be deﬁned in this panel. Also the Algo Implementation Tag can
be used by this panel.
 The ﬁrmware panel was written as a wrapper for the Vhdl Writer. Having
deﬁned all conditions and algorithms before and set the header information
the user can produce the VHDL output for his trigger menu pressing
a single button. Only a parent folder for the output directory has to
be deﬁned, the output directory, including all its sub directories will be
created automatically.
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Figure 7.6.2: The header panel as example for a functional panel.
 The naming convention in use:
output_L1Menu_NAME_L1T_Scales_SCALESKEY_ImpTAG_FWVERSION
 Last but not least there is a panel for adding new conditions to a menu.
It guides the user to the desired condition in three steps. The ﬁrst thing
to be chosen is the condition category and chip followed by condition type
and object and an optional suﬃx for the condition name in the last step.
 A panel to generate technical triggers cabling keys from scratch or from
existing keys is also available. The panel allows to load a technical triggers
cabling key from the database, modify it and write it back to database
providing some useful features like an input mask to swap two bits or drop
down lists with all available technical triggers.
The condition and object parameter panels These panels are providing
GUIs to edit conditions and the objects they consist of. Their implementation
schema more or less follows the structure of the CMSSW classes for conditions.
There, like in the hardware, muon and calo conditions can contain up to four
objects which are represented by so-called templates. In CMSSW the class
L1GtCondition therefore was chosen as base class for the more speciﬁc tem-
plates. These derived templates are available for all diﬀerent condition types
and contain structures which represent the parameters of the diﬀerent objects,
so-called object parameters. In the TME a similar concept was used. There
are condition panels for the distinct condition types are operating as containers
for object parameter panels. These are displayed within the condition panels in
a tab container. The panel for muon conditions can contain up to four object
parameter panels for muons. The same can be stated for calorimeter conditions.
The panel for correlation conditions can contain object parameter panels of two
diﬀerent types as it is required by this condition category. Figure 7.6.3 shows
the representation of a muon object parameter in TME.
The algorithm editor panel The algorithm editor panel (Fig. 7.6.4) allows
the user to add new algorithms to a menu and edit and delete existing ones.
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(a) The common header of all condition panels. The condition name is generated
automatically apart from some optional object description that can be added manually.
(b) Example for a object parameter of a muon condition.
Figure 7.6.3: The implementation of conditions in the L1 Trigger Menu Editor.
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Figure 7.6.4: The algorithm editor panel.
Logical expression can be entered in human readable format combining condition
names with the operators AND, OR and NOT. A syntax check for the user input
is performed by the L1GtLogicParser from CMSSW. To increase the level of
convenience there are drop down lists with available condition names which allow
the users to select the conditions they want to use for their logical expression.
The ﬁrst list displays all conditions at the chip of the algorithm, the second
one the available external conditions together with the bit they are assigned to
by the cabling key in use. The logical operators can be added by pressing the
helper buttons, which saves the users the eﬀort of typing them by hand. At the
bottom of the panel there is an input mask to change the algorithm bit. It is
also possible to move algorithms between the two condition chips applying this
feature.
The navigation tree The algorithm tree at the right border of the GUI is
the most important utility to browse through a trigger menu. At the ﬁrst level
it shows the algorithms in use, ordered by their bits. Expanding the algorithms
one can directly access all conditions that are used by the expanded algorithms.
If desired the tree can be replaced by a set of drop-down lists which shows two
separate, alphabetical list of conditions and algorithms.
7.6.2 Non - visible classes
The L1 Trigger Menu Editor core class This class is a base class for
the L1TriggerMenuEditor.cc, which is implemented as a Cell Panel within the
Trigger Supervisor framework. It contains basic features that are required to
edit a trigger menu like copying or deleting conditions or generating their names
automatically. The functionality was moved to this ISO C++ class to keep it
independent from the Trigger Supervisor framework.
The XMLWriter This class which was also kept independent from the TS
framework, can generate a XML ﬁle from a trigger menu. Thereby it uses the
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tag deﬁnitions from the CMSSW XML parser, which has the advantage that
these deﬁnitions are kept at one location. Like this the format of the XML ﬁle
can simply be changed by modifying these tag deﬁnitions.
7.6.3 Automatic condition name generation
During the development process of TME it was decided to relieve users of the
burden of choosing condition names manually due to the fact that this procedure
turned out to be tedious, as a consequence of the naming convention for condi-
tions: in contrast to algorithms, which have a physics threshold in their name,
for conditions a naming convention was chosen such that they should carry their
hardware thresholds in their names, for example Double_Mu_0xFF. The rea-
son behind this convention is that in the database schema there is no direct
connection between conditions and scales, which means that standalone condi-
tions that do not occur in combination with a algorithm do not have a physical
relevance. Therefore condition names should be independent from the scales.
The convention in use at present is as follows:
 If all thresholds in a condition are equal it gets the name Double_Mu_0xFF
 If the thresholds diﬀer the name looks like Double_Mu_0xFF_0xFA
 Additional descriptions for each object are allowed
Double_Mu_0xFF_ﬁrst_0xFA_second
Of course the automatically generated names are always cross-checked with the
database. If an identical name is discovered the user has two options: either he
imports the existing condition from database or renames his local condition.
7.6.4 Consistency checks
To avoid mistakes during the operation of the trigger a series of sophisticated
checks was implemented within the TME, intended to keep the produced output
consistent and to minimize the number of possible errors.
External Conditions Cabling Key Changing the external conditions ca-
bling key requires a consistency check with the algorithms that are currently in
use. If one or more algorithms use external conditions that are not part of the
cabling key, it cannot be used. If this case occurs the user will be informed that
the desired key cannot be used for the menu. Therefore it has to be checked
whether a selected cabling key is compatible with all local algorithms before it
can be applied.
Algorithm names Due to the database schema algorithm names have to be
unique. Therefore it is checked for each new algorithm, and also if an algorithm
is renamed, if the desired name is already used either in the database or in the
local development menu. Furthermore it is checked whether the names start
with L1_, which is required by the naming convention for algorithms. On the
other hand, algorithm aliases need not be unique within the database.
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General checks on conditions and algorithms For conditions several
cross-checks have been implemented which are listed below:
1. Database consistency: as already mentioned before there is a synchronous
cross-check with the database. If the name of a local condition coincides
with one of the conditions in the database the user is asked to either
rename the condition or import it from database. That feature prevents
any discrepancy between the local workspace and the database.
2. Cross-check with algorithms: since conditions are always used as parts of
algorithms an additional cross check is required. If a local algorithm was
imported from the database the conditions it uses have to be locked in
the local workspace. Otherwise it would be possible to modify an algo-
rithm from the database locally, which would mean that the local menu
is inconsistent with the database. However, there is an easy way out of
this dilemma. If the algorithm is renamed locally (of course the new name
must not be used in the database) the conditions used by it can be changed
without danger.
3. Conditions can only be deleted from the local workspace if they are not
used by any algorithm. Otherwise the produced ﬁrmware would be faulty.
4. Due to the two condition chips available in hardware and software it has
to be ensured that an algorithm can only use conditions that are available
on its own chip.
5. Forbidden characters in condition names: Since condition names occur as
indices in the VHDL code they must not contain characters the Quartus
compiler cannot deal with.
6. The name preﬁxes have to be consistent with naming conventions, which
is also checked by DB constraints. If a menu contains conditions that are
violating this convention it cannot be written to the database.
7. The import feature for algorithms checks if an algorithm is implemented
for the current set of scales. In case it is not is has to be re-implemented
for the set of scales in use and therefore cannot be imported from the
database.
Menu Interface name The Menu Interface name always has to start with
L1Menu_. Otherwise it would also violate a database constraint.
Firmware version Since the ﬁrmware version in general has to be unique it
has to be checked. When designing a new trigger menu there is no possibility
to choose a ﬁrmware version that is already in use. An exception is the VME
mode, which allows to associate a new trigger menu with an existing ﬁrmware
(with severe restrictions, of course). In that case the version of the ﬁrmware the
new menu has to be associated with has to be used. In that case it even cannot
be changed.
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Synchronization checks between the condition chips
1. Due to the fact that the trigger menu class uses two condition chips and
single conditions can be used on both chips at a time, there has to be
a consistency check since the conditions are formally independent on the
diﬀerent chips. If a condition is modiﬁed on chip 1, it hast to be ensured
that the changes are applied to its copy on chip 2 and vice versa.
2. If an algorithm is moved form one chip to another it has to be ensured
that all conditions are physically present at the destination chip. In case
a condition is missing, it has to be copied together with the algorithm.
7.6.5 The Trigger Menu HTML ﬁle
Each time when the VHDL code for a trigger menu is produced, an additional
HTML ﬁle is written to the output directory, which contains all relevant infor-
mation about the trigger menu in a human readable, very compressed format.
The scales in use are also printed. Furthermore the bitmasks are equipped with
a mouse-over eﬀect which is showing the physical interpretation of the bins to
improve legibility. The naming convention for the ﬁlename is:
L1Menu_Debug_21042010_v3_L1T_Scales_20080922_Imp0_0x0001.html
In the output directory can also be found a bash-script which uploads the entire
output to a public web space, which is a fast and easy way to make the HTML
ﬁle publically accessible.
7.6.6 Database access
Preprocessing of a trigger menu to produce multiple condition in-
stances The GTL ﬁrmware stores the energy thresholds for all condition types
and several other parameters in VME registers. At the same time the L1 Trigger
Menu Editor allows the use of one condition in more than one algorithm, which
has the unpleasant side eﬀect that modifying the thresholds of such a condi-
tion might aﬀect more than one algorithm. In most cases that eﬀect would be
rather inconvenient and it would be more desirable to have a unique VME ad-
dress each time a particular condition occurs in an algorithm. For this purpose
the concept of multiple instances of a condition was developed: before writing
the VHDL code for a menu is preprocessed. During this process additional in-
stances of conditions that are used by more than one algorithm are introduced.
In case the algorithms L1_A and L1_B shared condition COND_C before
the preprocessing algorithm L1_A uses COND_C_instance0 and L1_B uses
COND_C_instance1. Considering their parameters COND_C_instance0 and
COND_C_instance1 are exact copies of the original COND_C of course. With
respect to their implementation in the ﬁrmware, however, the two freshly created
instances are independent and therefore have independent VME addresses.
The Database Writer After producing the ﬁrmware for a menu, the menu
can be written to database. Creating the ﬁrmware before writing a menu to the
database is necessary in order to get the VME addresses for the VME parameters
which are calculated during this process. In order to keep the database slim only
new conditions and algorithms are written. If algorithms and conditions of the
menu that has to be written are detected in the database, the existing version of
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them will be linked to the new menu. For the actual writing process the TStore
tool provided by the XDAQ framework is used.
7.6.7 The VME mode
Due to the fact that the GTL ﬁrmware stores particular parameters in VME
registers these parameters can be modiﬁed via VME bus without creating new
ﬁrmware. Therefore a VME mode in TME was implemented in which only these
parameters, mainly the thresholds, are editable. When everything is modiﬁed
the menu can be written back to the database as a new menu which uses an
existing ﬁrmware key. However, a frequent use case for the VME mode is the
following: If the only thing that has to be changed for a menu in use is the
technical triggers cabling key this can comfortably be done with the VME mode.
Of course, no thresholds have to be modiﬁed in that case. The menu is just
loaded, activating the VMEmode check box (see Fig. 7.6.5a), then the Technical
Triggers Cabling key can be changed in the header panel, and ﬁnally the menu
is written back to database. Also a new menu interface name has to be selected.
If one also wants to change the thresholds for a given menu, the following
steps have to be undergone in order to guarantee that the modiﬁed menu is
consistent with both the ﬁrmware version and the database.
1. The menu has to be loaded with the VME mode checkbox activated.
2. A new name for the menu has to be chosen in the header panel. The
ﬁrmware version in that case cannot be changed.
3. Since algorithm names have to be unique, the algorithms to be changed
have to be ranamed. Once renamed, a drop down list with all thresholds
of the algorithm appears and these can be modiﬁed.
4. The conditions the thresholds belong to will be renamed automatically.
Here the user cannot interfere in the VME mode.
5. Once the changes are completed the menu can be written to database. If
the hardware is conﬁgured with the new key that has been created the
new thresholds will be set in the desired way.
The way a algorithm is displayed in the VME mode can be seen in Fig. 7.6.5b.
7.6.8 Operation of the L1 TME on a server and password
protection
To make the TME easily accessible it was decided to have an installation on
a server within the CERN network. To avoid unauthorized write access to the
database and the local ﬁle system, an additional password protection mechanism
was introduced. In the public mode all features providing write access to the
database or producing output are disabled. What is not allowed in public mode
is
 to store a trigger menu as a XML ﬁle on the local ﬁle system
 to produce VHDL code
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(a) The VME mode can be activated checking the VME Mode check-box below the menu interface
name in the database loader panel.
(b) A algorithm with its thresholds in the VME mode.
Figure 7.6.5: The VME Mode.
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 to write a trigger menu to the database
 to export standalone algorithms to database.
To enable these features the user has to authenticate with the database creden-
tials. Once authenticated these features are available during the whole session.
However, it is possible to read menus from the database or load them from a
XML ﬁle also in public mode.
7.6.9 Firmware deployment
When the VHDL writer has ﬁnished its job, the commissioning process for
the ﬁrmware can start. First the VHDL output has to be compiled using the
Quartus compiler. This can be done executing a shell script. As a next step
the ﬁrmware will be tested on a test crate which is an exact copy of the trigger
crate at CMS and is physically located next to it. For testing the Global Trigger,
there is a sophisticated test framework, the so called TestCell which has been
developed within the TS. Getting into this in detail would be beyond the scope
of this thesis, however, the principle of the tests is easy: Pattern ﬁles are created
and used as input for both the GT Hardware and for the L1 Trigger Emulator.
If everything is working ﬁne the output of these two systems should be identical.
In case there is a mismatch, the situation has to be investigated since there is
either a bug in the GT hardware/ﬁrmware or in the L1 Trigger Emulator (if
bugs in the TestCell and Pattern Test Writer can be excluded).
Chapter 8
Performance and Basic Rates
Analysis
So far more than thirty diﬀerent L1 trigger menus have been designed, consist-
ing of both menus for the operation of CMS and menus that were only used
oine for Monte Carlo simulations. This chapter is dedicated to some basic
analysis of trigger rates for the menu L1Menu_Commissioning2010_v4 for a
better understanding and optimization of the performance of the trigger. A list
of all algorithms used in this menu can be found in Appendix C. Furthermore,
a ﬁrst physics result of the CMS experiment will be presented at the end of this
chapter.
8.1 Analysis of trigger rates and trigger correla-
tions
For a better comprehension and optimization of the performance of the L1-
Trigger it is important to understand both the total post-deadtime L1 trigger
rate and the rates of particular triggers together with the dependence of these
quantities on the luminosity. One has to be able to adapt the prescale factors
for a given menu in order to keep the L1 rate below the limit of the HLT input
rate. Due to the non-linear relationship between luminosity and trigger rate one
needs a tool that allows a systematic analysis. Such a tool should provide three
basic features:
 It should be able to extrapolate the total L1 rate from the data and also
simulate how this rate changes, given a modiﬁed set of prescale factors
 It should be able to extrapolate the rates of single triggers from the data
in order to understand their contribution to the total rate
 It should allow to investigate the correlations between particular triggers
to highlight redundancies
The basic idea was to implement this tool within ROOT [43], the data analysis
framework used at CERN, as macros that can be operated standalone on a tree
produced with CMSSW. ROOT is an object orientated data analysis framework
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used extensively in high energy physics. It is using CINT, a C++ interpreter as
a command line script processor which allows the ROOT macros being coded
in C++. It can also compile the C++ macros using aCLiC compiler. The data
to be dealt with is usually stored in ROOT trees or more basic ntuples, which
are both implemented as C++ classes. Ntuples store the data in a tabular
format, where each event corresponds to a separate row of a well deﬁned length.
ROOT trees on the other hand are much more ﬂexible since they can store
C++ objects and therefore their structure can get much more complex then
that of ntuples. Provided the relevant data of one or more CMS runs is already
available as ntuple or tree one could write a macro that analyzes these trees
under the desired aspects. A second task was to ﬁnd a way to create these trees
in a more or less automatized way, which will be described at the end of this
section. In total two macros have been developed to do the required analysis and
rate predictions. The L1PrescalesSimulator focuses on the analysis of the total
trigger rate and its dependency on the luminosity while, the L1RatesAnalyzer
investigates trigger correlations and the rates of particular triggers.
8.1.1 The total trigger rate versus luminosity
With an increasing luminosity of the LHC, the pre-scaling of the L1 triggers has
to be adapted in order to keep the total L1 rate under control. Since during
LHC operations the luminosity increases quite frequently a way was needed to
analyze this dependency and make systematic rate evaluations for diﬀerent sets
of prescale factors. The input data is taken from the Nano DST data stream that
provides a reduced event format optimized for the requirements of L1 trigger
analysis. Especially important for this chapter is the L1 trigger word that is
needed to reconstruct the trigger rates to be investigated. The events from this
stream are an unbiased sample of events selected by the L1-Trigger, prescaled
by a factor (currently 10) to get a reasonable rate. To get the post TCS dead-
time rates from the data, one simply can loop over the available events since
each event contains the GT trigger word which consists of 192 bits (the 128
L1 algorithms and the 64 technical trigger bits) and carries the information
which triggers ﬁred on that event. However, the decision word is written in
the GT payload after prescaling but before the trigger masks (used to compute
the Final-OR) are applied by the FDL. Therefore the Final-OR mask has to be
applied to get the triggers that eﬀectively ﬁred on the particular event. One
counts then how many events have been accepted for a given luminosity section.
A luminosity section at the LHC is a well-deﬁned data taking unit of 23.31 s
for which the luminosity can be considered to remain constant. There is a
well-deﬁned mapping between luminosity section index and luminosity. This is
in principle everything that is needed to plot the total trigger rate versus the
luminosity. To predict the behavior of the L1 rate with increasing luminosities
the data is ﬁtted with a 2nd order polynomial due to the non-linear relationship
between L1 rate and luminosity. To evaluate a modiﬁed prescaling based on the
data basically the same loop can be used. However, events have to be ignored
artiﬁcially with a frequency that is given by the desired prescaling. The curve
obtained in that way is a good prediction how a modiﬁed prescaling inﬂuences
the total L1 Rate. At the moment the prescale factor that is applied for the
Nano DST stream is 10, therefore every 10th event is taken without bias. Due
to the large number of events (about 100k) available per luminosity section the
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statistical uncertainty for the total trigger rate is small (<1%). The systematic
uncertainty on luminosity as measured at the LHC now is around 11%. One aims
to improve it in the future to about 5%. The statistical error for the luminosity
was estimated to be about 1% (Appendix C). Therefore, for luminosity the
systematical uncertainty is dominant. For the rates analysis it is convenient to
consider the luminosity per bunch for several reasons:
 During a ﬁll the number of the circulating bunches keeps constant. How-
ever, due to losses within a particular bunch the luminosity per bunch and
therefore also the trigger rate decreases during a run: it depends on the
luminosity per bunch.
 For the moment the LHC is being operated with a bunch density of 1.1 ∗
1011particles per bunch for proton-proton runs (which will not change
until the end of 2010).
 If the number of bunches in a ﬁll increases, the trigger rate can be extrap-
olated for the new number of bunches simply by stretching the curve by
the factor NNew/NOld if the dependence for NOld is known and the rate is
plotted against the luminosity per bunch, assuming the same bunch den-
sity. More bunches only means more collisions with the same luminosity
per collision, therefore there is a direct proportionality.
Figure 8.1.1a shows the results of an evaluation of prescaled trigger rates for
diﬀerent ﬁll schemes of the LHC, based on data of selected luminosity sections
of run 143953. The purpose of this exercise was to ﬁnd suitable prescale
factors for a predictable increase of the number of bunches in an LHC orbit,
keeping the L1 Rate in the region of 40 kHz. The eﬀective trigger rate as it
was reconstructed from data is represented by the black line in this plot. The
rate plotted as a red line was extrapolated from the original rate, simulating a
certain set of prescale factors being applied. The green line is an extrapolation
of the prescaled rate to a ﬁll schema of 47 colliding bunches, the blue line to a
schema of 96 colliding bunches. Fig. 8.1.1b shows the total trigger rate versus
luminosity per bunch for run 146511 with 47 colliding bunches in the LHC
orbit. For this run the same prescale factors have been used online as for the
previous prediction. Therefore it should be equivalent to the green line in Fig.
8.1.1a. At the ﬁrst glance the two curves look quite similar but in fact the
result obtained from the data slightly diﬀers from the predicted curve. For a
range of the luminosity per bunch from 0.2 to 0.3 the maximum diﬀerence
between the predicted and the measured rate is about 3 kHz, which gives a
deviation of 8 %, taking into account that the total rate is about 40 kHz for
that particular case. This deviation can be explained by several factors like
the non-linear dependence on the luminosity and an additional inﬂuence of
beam parameters on the luminosity per bunch that might vary from run to
run, especially during commissioning. In any case, the rate prediction should
be always good enough for the purpose to estimate the prescale factors for a
change in LHC luminosity with a precision of about 10%. In Appendix C a
plot of the predicted rate from Fig. 8.1.1a and the measured rate from Fig.
8.1.1b can be found in the same plot together with the numeric dependences
for both plots.
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(a) Predicted, prescaled trigger rates for diﬀerent ﬁll schemes of the LHC with
47 and 96 colliding bunches, based on data from run 143953. The black line is
the total trigger rate of this run. For the rate prediction six selected luminosity
sections were used.
(b) The extrapolated trigger rate for run 146511 based on data from three selected
luminosity sections.
Figure 8.1.1: Analysis of trigger rates and prediction of prescale factors.
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Figure 8.1.2: The 15 highest trigger rates for menu
L1Menu_Commissioning2010_v4.
8.1.2 The rate of particular triggers versus luminosity
In addition to the total L1 rate, one also needs the contribution of each particu-
lar trigger to the total rate. The proceeding is very similar to that from before,
however, now the diﬀerent bits have to be taken into consideration separately.
This time an event is only counted by the loop if the bit of interest has triggered
on that event. Therefore one gets the rate for a certain algorithm or technical
trigger. The L1RatesAnalyzer plots the trigger rates of the 15 most frequent
bits and their dependence on the luminosity in one and the same histogram.
The number is pretty arbitrary and can easily be modiﬁed via conﬁguration.
Figure 8.1.2 shows the rates of the unprescaled triggers for a luminosity re-
gion from about 8.5 − 10.5 Hz cm−2. The rates of these top triggers cover a
range from about 20 kHz (algorithm L1SingleEG2) to about 2 kHz (algorithm
L1_DoubleHfRingEtSumsRing1_P4N4). It can be concluded that the triggers
with dominant contributions to the L1 Rate are rather commissioning triggers
than physics triggers, the rate of which stays in the region of 2 kHz.
Figure 8.1.3a considers the most signiﬁcant trigger rates for a luminosity
range from 10 to 14 Hz cm−2 based on selected luminosity sections for run
146511 from LHC ﬁll 1366, which has been one of the most stable LHC ﬁlls so
far. Comparing this plot to Fig. 8.1.2 the eﬀect of the newly deﬁned prescale
factors gets visible which keep the peak rate below 10 kHz. The factors that
were applied are the same as those which have been used for the prediction
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(a) The rates of the 15 triggers with the highest rates have been analyzed for run 146511 from
LHC ﬁll 1366.
(b) The rates for run 146514 which was the last run of LHC ﬁll 1366 with lower luminosities.
Figure 8.1.3: The highest trigger rates for two diﬀerent runs at diﬀerent lumi-
nosities.
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performed before.
8.1.3 Correlations between diﬀerent triggers
Another subject of investigation is the correlation between diﬀerent triggers.
Here the L1RatesAnalyzer also considers the 15 most frequent bits and draws
a simple correlation table for them. The diﬀerent ﬁelds in Fig. 8.1.4 describe
the percentage of all events at which two triggers triggered synchronously. The
diagonal shows auto-correlations of a certain trigger which are equivalent to the
percentage of all events a trigger ﬁred at. Of course, the correlation table is
symmetric at its diagonal. Comparing the two plots in Fig. 8.1.4 it strikes out
that the correlations generally increase with the luminosity. Furthermore, it is
also clearly visible that some triggers got prescaled between the two Runs. The
highest correlation in the unprescaled setup for run 143953 can be observed for
the two algorithms L1_SingleEG2 (bit 46) and L1_DoubleEG2 (bit 103) which
are triggering together in 8.20 percent of all events.
8.1.4 The work ﬂow from the raw data to the root trees
The workﬂow to create the ROOT tree used for rate predictions will be described
in the following. Two steps are required in preparation for an analysis:
1. A ROOT tree from the NanoDST data has to be produced
2. A ROOT ntuple containing the luminosity information for the considered
Runs has to be generated
For step 1 two diﬀerent approaches are possible: either the data tree is directly
produced from the streamer ﬁles at CASTOR storage, where the raw data is
stored; a more sophisticated solution is to use the CMS Remote Analysis Builder
(CRAB) which starts a distributed GRID job. In the ﬁrst case the CMSSW
executable cmsRun is called directly with a python script that parses a conﬁg-
uration ﬁle. The preparation for both solutions is the same since both use a
JSON conﬁguration ﬁle as input which has to contain the following parameters:
 The run IDs to be considered
 Selected luminosity sections for each run
Retrieving the luminosities also involves the JSON ﬁle mentioned above, mean-
ing that the analysis can be done from a single starting point. To obtain the
luminosities CMSSW already provides a tool, the Python script lumiCalc.py
which is used for that purpose. Here the work ﬂow is as follows: A Python
script parses the JSON ﬁle, calls lumiCalc.py with the run numbers as pa-
rameters and ﬁnally ﬁlls the obtained mapping between luminosity section and
luminosity into a ROOT ntuple.
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(a) Run 143953 with peak luminosities of about 10× 1030 cm−2sec−1.
(b) Run 146511 with peak luminosities of about 16× 1030 cm−2sec−1.
Figure 8.1.4: Correlation table for the 15 bits with the highest rates for two
diﬀerent runs.
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8.2 A ﬁrst result of the CMS experiment
In September 2010 the CMS collaboration published ﬁrst results on angular
correlations for charged particles which are emitted at diﬀerent center-of-mass
energies. The data was taken for proton-proton collisions at energies of 0.9, 2.36,
and 7 TeV. In total two related studies have been performed one of which investi-
gates short-range correlations in data collected with a minimum bias trigger for
a |∆η| < 2 at all the three of the energies mentioned above. The second study
focuses on the long-range structure (2.0 < |∆η| < 4.8) of two particle correla-
tion functions, depending on the particle transverse momentum and the charged
particle multiplicity at 7 TeV center-of-mass energy. In order to study high mul-
tiplicity events a special high multiplicity trigger was implemented at both levels
of the CMS trigger system. At L1 a very simple algorithm was used, demanding
the total transverse energy to exceed a 60 GeV threshold (L1_ETT60). For the
HLT a more complex online vertexing algorithm has been applied. Fig. 8.2.1
shows a plot of the two particle correlation function at 7 TeV for both ordinary
minimum bias and high multiplicity events. For high multiplicity events at a
pT range of 1 < pT < 3 GeV/c (Fig. 8.2.1d) a ridge-like structure emerges
with an extension in |∆η| of at least 4 units that has never been observed for
pp or pp¯ collisions. Also Monte Carlo simulations did not predict this eﬀect.
However, the eﬀect shows similarities to structures which have been observed
at heavy ion experiments such as PHOBOS at Relativistic Heavy Ion Collider
(RHIC) [44]. Carefully applied cross-checks could exclude the eﬀect being an
interplay of systematic errors in the detector, the trigger and the analysis code.
The statistic uncertainty of the analysis is considered to be negligibly small. To
ﬁnd a physical explanation for these new two particle correlations at high mul-
tiplicity further eﬀorts will be needed due to the small dimensions of the eﬀect
and the complex environment being involved [45]. This is an example of how
a very ﬂexible and performant trigger system (L1 and HLT) allows an eﬃcient
selection of data for physics analysis.
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Figure 8.2.1: Correlation plot of the 2 - particle correlation observed at CMS
for high multiplicity events (right plot). The ridge-like structure emerges in (d).
Chapter 9
Summary and Perspectives
The principal goal of this thesis, to provide an eﬃcient and integrated solution
for the production of L1 trigger menus at CMS has been achieved. Many of
features of the L1 Trigger Menu Editor has already been used and tested during
operation of the trigger. Furthermore, function tests have been performed which
showed that the GT hardware operates in good agreement with the GT emula-
tor and therefore proved the consistency between online and oine software of
the trigger. So far various diﬀerent menus for commissioning, data taking and
simulation have been produced. Some of them were designed under consider-
able time pressure, proving that it is possible to produce and validate a new
L1 trigger menu at CMS within a day, if needed. At the time of writing this
summary, it is possible to generate a physics menu from scratch, write it to the
online database and afterwards create the VHDL code for the ﬁrmware of the
GTL condition chips at one single location. The compilation of the ﬁrmware,
its testing and its deployment still involve several distinct steps. Here certainly
one could think of the development of a more integrated work ﬂow for the fu-
ture. However, in combination with the available documentation, it is already
possible to produce and deploy a L1 trigger menu in a safe, fast way, therefore
integrating the other steps would complicate unnecessarily the L1 Trigger Menu
Editor.
The trigger rates analysis, forming the second part of this thesis, can be
considered to be in a very basic prototype status at the moment. Here it was
demonstrated how one could use the available environment to perform such an
analysis and the results achieved could be used to estimate the prescale factors
for the increase of the number of circulating bunches in the LHC from 36 to 47.
Very recently further predictions have been done for higher luminosities. With
the LHC luminosities further increasing the analysis of trigger correlations will
gain importance. However, more complex analysis tools like for exclusive rates
of particular triggers and a better integration of the tools with the software
environment or a higher level automatization are possible extensions for the
future. One could also think to integrate similar features into the Online Data
Quality Monitoring (DQM).
Almost one year after the LHC started its regular operation one can conclude
that the CMS experiment is operating smoothly and can be considered to be
well prepared for the search for new physics. The LHC meanwhile has reached
its foreseen center-of-mass energy of 7 TeV and has already achieved one of the
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main goals for 2010: a luminosity of 1032 cm−2s−1. Whatever will be seen at
CMS during the next months and years, it will be interesting.
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Appendix A
The VHDL Writer Mirror
Operations
η in calo conditions For η of calorimeter objects (with the exception of
forward jets) a 16 - Bits LUT is used in the ﬁrmware. Due to the η resolution
of the L1-Trigger in the TME GUI in total 14 segments for η are available that
can be enabled or disabled. A sample scale from the scales key L1_Scales is
used to illustrate the physical interpretation of the particular bins. The next
table shows how the actual LUT is ﬁlled from the bitmask from the example
from before. The mapping used now is from TME bin to LUT index. In the
following unused bits are always indicated by x:
LUT index 0 ... 6 7 8 ... 14 15
TME Bin #7 ... #13 x #6 ... #0 x
For forward jets the situation is a slightly diﬀerent one: For η of forward jets
there are in total 8 segments which correspond to four η towers in positive and
four in negative direction of the beam. In the hardware they are also represented
in a 16 -bits LUT, the transformation schema from GUI to LUT is more or less
equivalent to the one described before:
LUT index 0 ... 3 4 ... 7 8 ... 11 12 ... 15
TME Bin #4 ... #7 x ... x #3 ... #0 x ... x
φ for calorimeter conditions For φ of calorimeter conditions a 32-bit LUT
is used. At the moment the resolution of the L1-Trigger allows 18 segments for
φ, which in contrast to η are not mirrored in the ﬁrmware.
LUT index 0 1 2 ... 16 17 18 ... 31
TME Bin #0 #1 #2 ... #16 #17 x ... x
Bits 18 to 31 are not used.
4η for calorimeter objects For 4η the ﬁrmware calculates the expression
|η1 − η2|. Therefore the η values are converted to a positive range, using a
conversion table which is part of the static VHDL code. This is done due to the
108
APPENDIX A. THE VHDL WRITER MIRROR OPERATIONS 109
reason that the hardware scale for η contains the bins -0 and +0. Calculating
the diﬀerence is a lot easier with hardware scales of the format {0,...,13}. After
this conversion, the subtraction can be performed. The negative diﬀerences of
{-1 ... -13} hardware segments are mirrored before they are written to the LUT
for the reason described above. The resulting 32-bit LUT is ﬁlled from the GUI
as follows:
LUT index 0 ... 13 14 ... 50 19 ... 63
TME Bin #0 ... #13 x ... x #13 ... #1
The TME bin #0 only occurs once because the diﬀerence of zero does not
have a sign.
4η for forward jets is following the same rules as the other calorimeter
objects with the only diﬀerence that there is a available range from 0 ... 7:
LUT 0 .. 3 4 .. 15 .. 21 22 .. 43 .. 49 50 .. 61 .. 63
TME #0 .. #3 x .. #15 .. #21 x .. #21 .. #15 x .. #3 .. #1
4φ for calorimeter objects 4φ for calorimeter objects is calculated in a
similar way. The available LUT has 32 bits. The largest diﬀerence in φ that
makes sense from a physicist's point of view is the opposite alignment of the con-
sidered objects (180 degrees). Therefore the TME shows only the GUI segments
#0...#9 despite the hardware providing the possible diﬀerences of {0,...,128}.
The reduction to 10 TME bins takes place because of the fact that several diﬀer-
ences in hardware have the same physical interpretation due to this symmetry.
For example the diﬀerences: +1, -1, +17 and -17 all correspond to the TME
bin #1. For the VHDL code this has the consequence that an additional mirror
operation of the TME input is required to be able to take into account these
additional diﬀerences, which are equivalent. The resulting LUT is:
LUT index 0 ... 9 ... 17 18 ... 31
TME Bin #0 ... #9 ... #1 x .... x
η for muons η for muon conditions is written following the same principle
as for calorimeter conditions. The hardware η scale at the moment is {-31 ,..,
-0 ,+0, ... ,+31} according to the η resolution of muon conditions. The η
information for muons exactly ﬁts into a 64-bit LUT.
LUT index 0 ... 31 32 ... 63
TME Bin #32 ... #63 #31 ... #0
4η for muons The LUT that is used for 4η of muons containins 128 bits.
The η values are converted to a range from {0,...,18}, using a internal conversion
table and subtracted afterwards. The resulting LUT is:
LUT index 0 ... 63 64 65 ... 127
TME Bin #0 ... #63 x #63 ... #1
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4φ for muons 4φ for muons is implemented with a 144-bit LUT.
LUT index 0 ... 71 72 73 ... 143
TME Bin #0 ... #71 #72 #71 ... #1
φ for ETM φ for ETM ﬁts into a 128-bit LUT and has a resolution of 72 bins
in the TME GUI. It is ﬁlled as follows, without mirroring.
LUT index 0 ... 71 72 ... 79
TME Bin #0 ... #71 x ... x
φ for HTM φ for HTM at the moment is implemented exactly the same way
as φ for calorimeter objects.
Correlation conditions For correlation conditions involving calorimeter ob-
jects the η scales of normal calorimeter objects and forward jets are merged
to a common scale, which implies an extension of the η range to +/- 0 .. 10.
Muon η scales which have a better resolution in theory than calo η scales are
downscaled to calorimeter resolution. The LUTs for correlation conditions with
calorimeter conditions have 64 bits due the the common scales. Apart from that
fact they are produced in the same way. The diﬀerences in ∆η are only relevant
for the combinations calo-calo and calo-muon:
LUT index 0 ... 13 14 ... 18 19 ... 63
TME Bin #0 ... #13 x ... x #13 ... #1
For forward jets the table looks like:
LUT index 0 ... 17 14 ... 46 47 ... 63
TME Bin #0 ... #17 x ... x #17 ... #1
The 4φ LUT for the combinations calo-calo, calo-muon, calo-htm and htm-
muon is deﬁned as follows:
LUT index 0 ... 9 ... 17 18 ... 31
TME Bin #0 ... #9 ... #1 x ... x
For ETM and muons a better resolution in 4φ is possible, therefore there is
a 80-bits LUT:
LUT index 0 ... 36 ... 71 72 ... 79
TME Bin #0 ... #36 ... #1 x ... x
Appendix B
Class Scheme of the L1
Trigger Menu Editor
  
L1TriggerMenuEditorCore:
- provides basic functionality for 
editing a trigger menu
- base class for L1TriggerMenuEditor
- contains central condition and algorithm
map which is accessed by trigger object
panels
L1TriggerMenuEditor:
central class defining the GUI which 
is called by the framework at
startup
TMEXmlWriter:
- exports a trigger menu to XML 
format using tag definitions 
from the L1GtXMLParser
XML-File
TmDatabaseWriter:
- exports a trigger menu to XML format 
using definitions from the 
L1GtXMLParser
OMDS
 GtTriggerMenuInterface:
- part of Gt Cell
- used to import trigger
write read
Functional panels:
● TMEOpenPanel:
 wrapper for L1GtXmlParser
● TMESavePanel
wrapper for TMEXmlWriter
● TMEMakeFirmwarePanel:
wrapper for running the VHDL writer
● TMEPanelDatabaseWriter:
wrapper for TmDatabaseWriter
● TMEPanelDatabaseLoader:
basic import feature from DB
wrapper for GtTriggerMenuInterface
Trigger object and algorithm panels:
VHDL Writer
● TMEHeaderPanel:
 interface for the trigger menu
 header information
Helpers:
● TMEPanelTechnicalTriggers:
  creates new technical triggers 
   cabling keys 
●TMEPanelNewTriggerMenu:
opens a new trigger menuTMEToolbox:- collection of helper functions
TMEConstans:
- global constant defintions
TMEScalesManager:
- tool to import scales from 
database and deal with different
sets of scales
TMEScalesManager:
- helpers for creating clickable 
Bitmasks
TMELogForwarder
Condition panels:
● Containers for object parameter panels
● Derived from TMEAbstractPanelCondition
TMEPanelCondCorrelation, 
TMEPanelCondEnergySum,
TMEPanelCondHfBitCounts,
TMEPanelCondHfRingEtSums,
TMEPanelCondMuon
TMECondCaloPanel
Object parameter panels:
● Panels for object and correlation parameters
● Derived from TMEAbstractObjectPanel
TMECaloCorrelationPanel, 
TMEPanelCorrelationParameterMuon,
TMEPanelCorrelationParamEtmMuon,
TMEPanelCorrelationParamForJet,
TMEPanelObjectParameterEnergySum, 
TMEPanelObjectParameterMuon, TMECaloObjectPanel,
TMEPanelChargeCorrelationMuon
TMEPanelAlgoEditor TMEPanelAlgoVmeMode
● TMEAddConditionPanel
● TMEAddA lgoPanel
● TMEAddAlgoPanel
Both derived from  TMEAbstractPanelAlgo 
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Appendix C
Trigger Rate Analysis
Material
The statistical uncertainty of the luminosities
Since the statistical error of the luminosities was not yet oﬃcially given, it
was estimated as follows: ﬁrst it was assumed that the value of luminosity
can be considered as constant for very few, consecutive luminosity sections.
Then in total 42 intervals of consecutive luminosity sections for run 143953
were considered and a mean value for the luminosity for each of these intervals
was calculated, together with its standard deviation. The mean value of these
standard deviations was±0.0671×1030cm−2sec−1 . Taking into account that the
luminosity for run 143953 is in the order of 10×1030 cm−2sec−1 this corresponds
to a relative statistical error of about 1% for the luminosity.
Predicted rate from run 143953 vs measured rate from run
146511
The blue curve corresponds to the L1 trigger rate that was measured for run
143953 while the purple curve is the rate that was simulated using data from
run 143953. It strikes out that the observed rate is always greater than the
one that has been simulated. The ﬁt results for both graphs are:
 Measured rate: f1(x)=0.00588792 + 84685.2x+ 184146x2, χ2 = 351979
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 Predicted rate: f2(x) = −0.000130707+84261.7x+152536x2, χ2 = 51000.1
Appendix D
Kurzzusammenfassung
Der Large Hadron Collider (LHC) am europäischen Kernforschungszentrum in
Genf (CH) wurde gebaut, um die letzten noch oﬀenen Fragen des Standard
Modells der Teilchenphysik zu beantworten und soll gleichzeitig die Pforten für
eine Physik jenseits des Standard Modells öﬀnen, da er es erlaubt, noch nie
zuvor erreichte Energiebereiche zu untersuchen. Der LHC liefert eine relativ
große Datenmenge bei jeder Kollision und produziert Kollisionen mit einer Fre-
quenz von 40 MHz. Um mit dieser großen Rate an Ereignissen zurechtzukom-
men, sind die Experimente am LHC mit einem sogenanntem Trigger System
ausgestattet, welches die vom physikalischen Standpukt aus betrachtet inter-
essanten Ereignisse von Hintergrundereignissen trennt, die keine neue Infor-
mation liefern. Das Trigger System am CMS Experiment besteht aus insge-
samt zwei Einheiten, einem L1-Trigger, welcher ein komplexes elektronisches
System darstellt und einem High-Level Trigger, der im wesentlichen aus einer
großen Computerfarm besteht. Hauptaufgabe des L1-Triggers ist es, die Fre-
quenz von 40 MHz auf 100 kHz zu reduzieren, was der maximalen Inputrate
für den High-Level Trigger entspricht. Er muss die Rate an Ereignissen also
um einen Faktor von 107 reduzieren. Herzstück des L1-Triggers ist der Glob-
ale Trigger, der über eine in weiten Teilen frei programmierbare Logikeinheit
verfügt, welche mit komplexen Algorithmen bestückt werden kann, die Daten
mit zuvor deﬁnierten Auswahlkriterien vergleichen und deren Resultate darüber
entscheiden, ob ein Ereignis zum High-Level Trigger weitergeleitet wird, oder ob
es unwiederbringlich verworfen wird. Das Hauptziel dieser Diplomarbeit war es,
eine Schnittstelle zu entwickeln, die es ermöglicht, diese Physikalgorithmen zu
entwickeln und somit eine einfache Anpassung der Logik Einheit des Globalen
Triggers an aus der Physik kommende Anforderungen erlaubt. Weiter müssen
alle Informationen über das im Einsatz beﬁndliche logische Setup des Triggers in
der CMS Konﬁgurationsdatenbank gespeichert werden, damit sie für eine weit-
ere Datenanalyse zugänglich sind. Ein weiteres Ziel dieser Arbeit war es, Trig-
gerraten während der Anfangsphase des CMS Experiments zu analysieren, da
sich während dieses Zeitraums die Luminosität des Beschleunigers, welche einen
starken Einﬂuss auf die L1-Triggerraten hat, ständig erhöht. Die Steigerung
der Luminosität erfolgt zum einen durch eine Eröhung der Anzahl der Teilchen
in den im Orbit zirkulierenden Teilchenpaketen und anderseits durch Erhöhung
der Anzahl dieser Pakete selbst. Für einen reibungslosen Betrieb des Experi-
ments ist es wichtig, den Zusammenhang zwischen Luminosität und Triggerrate
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abschätzen zu können, damit die L1-Triggerrate immer unter der maximalen
Inputrate für den High-Level Trigger gehalten wird, was durch ein zusätzliches
Herunterskalieren (Prescaling) von bestimmten Algorithmen erreicht werden
kann. Weiter wurden auch die Raten einzelner Algorithmen analysiert und
Korrelationen zwischen einzelnen Algorithmen untersucht, da diese Informatio-
nen hilfreich beim Abschätzen der Faktoren sind, um die einzelne Algorithmen
herunterskaliert werden müssen.
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