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Abstract
Symmetric rigidity for circle endomorphisms
with bounded geometry and their dual maps
by
John Adamski
Advisor: Dr. Yunping Jiang
Let f be a circle endomorphism of degree d ≥ 2 that generates a se-
quence of Markov partitions that either has bounded nearby geometry and
bounded geometry, or else just has bounded geometry, with respect to nor-
malized Lebesgue measure. We define the dual symbolic space Σ∗ and the
dual circle endomorphism f ∗ = h̃ ◦ f ◦ h−1, which is topologically conjugate
to f . We describe some properties of the topological conjugacy h̃. We also
describe an algorithm for generating arbitrary circle endomorphisms f with
bounded geometry that preserve Lebesgue measure and their corresponding
dual circle endomorphisms f ∗ as well as the conjugacy h̃, and implement it
using MATLAB.
We use the property of bounded geometry to define a convergent Mar-
v
tingale on Σ∗, and apply the study of such Martingales to obtain a rigidity
theorem. Suppose f and g are two circle endomorphisms of the same degree
d ≥ 2 such that each has bounded geometry and each preserves the normal-
ized Lebesgue probability measure. Suppose that f and g are symmetrically
conjugate. That is, g = h ◦ f ◦ h−1 and h is a symmetric circle homeomor-
phism. We define a property called locally constant limit of Martingale, and
show that if f has this property then f = g.
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In this section we introduce conformal maps and discuss their existence and
importance in the study of functions of a complex variable. A good reference
for the following is [5].
Definition 1. Suppose Ω ⊆ C is an open subset of the complex plane and
f : Ω→ C is a complex-valued function defined on Ω. Given a point z0 ∈ Ω,






exists. In this case, we call the limit the derivative of f at z0 and denote
it by f ′(z0). If f is differentiable at every point in Ω, then we say f is
holomorphic in Ω.
1





(z + z) = Re(z), y = − i
2
(z − z) = Im(z),
u = Re(f(z)), v = Im(f(z))
then we can write
f(z) = f(x, y) = u(x, y) + iv(x, y).
The existence of the limit in equation (1.1) implies that holomorphic func-
tions satisfy the Cauchy-Riemann equations
ux = vy and uy = −vx,
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The fact that a holomorphic function f satisfies fz = 0 is one we will
revisit shortly. For now, we examine the connection between holomorphic
functions and conformal maps.
Definition 2. Suppose Ω ⊆ C is an open subset of the complex plane and
f : Ω→ C is a complex-valued function defined on Ω. Given a point z0 ∈ Ω
with a deleted neighborhood D′(z0; r) ⊂ Ω,
D′(z0; r) := {z ∈ C : 0 < |z − z0| < r},
in which f(z) 6= f(z0), we say f is conformal at z0, i.e. f preserves angles
at z0, if the limit
lim
r→0+
e−iθ Arg[f(z0 + re
iθ)− f(z0)]





If f is conformal at every point in Ω then we say f is conformal in Ω.
The following theorem makes clear the connection between holomorphic
functions with non-zero derivatives and conformal mappings.
Theorem 1. Let f map an open subset Ω ∈ C into the plane. If f ′(z0) exists
at some z0 ∈ Ω and f ′(z0) 6= 0, then f is conformal at z0. Conversely, if the
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differential of f exists and is different from 0 at z0, and if f preserves angles
at z0, then f
′(z0) exists and is different from 0. Here, the differential of f at
z0 = (x0, y0) is taken to be the linear transformation L : R2 → R2 such that
f(x0 + x, y0 + y) = f(x0, y0) + L(x, y) +
√
x2 + y2ε(x, y), (1.4)
lim
(x,y)→(0,0)
ε(x, y) = 0.
Proof. Without loss of generality, let us assume z0 = f(z0) = 0 throughout
the proof. Let f ′(0) = a 6= 0. Then
lim
r→0+
e−iθ Arg[f(z0 + re























independent of θ. That is, f is conformal at z0.
Conversely, we can write the differential L(x, y) as az+ bz for some a, b ∈
C, not both 0. Thus, equation (1.4) becomes
f(z) = az + bz + |z|ε(z).
Since f is conformal, the limit
lim
r→0+
e−iθ Arg[f(reiθ)] = lim
r→0+
e−iθ(areiθ + bre−iθ + rε(reiθ))
|e−iθ||areiθ + bre−iθ + rε(reiθ)|





exists independent of θ. Since the limit exists, we may ignore any values
of θ which cause the denominator to equal 0. Then the limit is equal to
Arg[a + be−2iθ], and the only way for this to not depend on θ is if b = 0.
Since we assume the differential is non-zero, this implies a 6= 0. Thus
f(z) = az + |z|ε(z)
f ′(z) = a 6= 0.
Definition 3. A non-empty, open, connected subset of the complex plane is
called a region.
Since holomorphic functions fail to be injective in neighborhoods of criti-
cal points (see [2] Theorem 13.7), it follows that given two regions Ω1,Ω2 ⊂ C
and a holomorphic bijection f : Ω1 → Ω2, this map f is conformal. The in-





and so is also conformal.
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Definition 4. Two regions Ω1,Ω2 ⊂ C are called conformally equivalent
if there exists a holomorphic bijection (equivalently, conformal bijection) f :
Ω1 → Ω2. Such a bijection f is called a conformal map.
LetH(Ω) denote the set of all holomorphic functions defined on the region
Ω. Then a conformal map f : Ω1 → Ω2 provides a bijection from H(Ω2) to
H(Ω1) defined by
f(ϕ) = ϕ ◦ f, ϕ ∈ H(Ω2).
Moreover, this map preserves both sums and products and so is a ring iso-
morphism from H(Ω2) to H(Ω1). This allows one to answer questions about
H(Ω2) by studying H(Ω1), as long as Ω1 and Ω2 are conformally equivalent.
Theorem 2 (Riemann mapping theorem). Every simply connected region Ω
in the complex plane (except the plane itself) is conformally equivalent to the
open unit disc ∆.
Proof. See [5] Theorem 14.8.
Thus, conformal maps allow the study of H(∆) to generalize to the study
of H(Ω), for any simply connected Ω ( C.
Furthermore, certain conformal maps between regions may be extended
(uniquely) to conformal maps between larger regions (supersets). This is the
content for the following.
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Theorem 3 (Schwarz reflection priciple). Suppose L is a segment of the real
axis, Ω+ is a region in the upper half-plane H, and every t ∈ L is the center
of an open disc Dt such that H ∩Dt lies in Ω+. Let Ω− be the reflection of
Ω+:
Ω− = {z : z ∈ Ω+}.




for every sequence {zn} in Ω+ which converges to a point of L.
Then there is a function F , holomorphic in Ω+∪L∪Ω−, such that F (z) =
f(z) in Ω+. This F satisfies the relation
F (z) = f(z), z ∈ Ω+ ∪ L ∪ Ω−.
Proof. See [5] Theorem 11.17.
1.2 Quasi-conformal maps
Given two arbitrary rectangular regions R1, R2 ⊂ C, the Riemann mapping
theorem shows that there exists a conformal map f : R1 → R2 which maps
the interior of one rectangle to the interior of the other. However, if one
wishes to continuously extend f so that it also maps the boundary of one
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rectangle to the boundary of the other, with vertices mapped to vertices, this
is only possible when the rectangles are similar. The reason for this is based
on the following argument. Take two copies of C, tiled by reflections of R1
and R2, respectively. If f was such a map, then by repeated applications of
the Schwartz reflection principle, we could extend f to all of C, sending each
reflection of R1 to its corresponding reflection of R2. Thus, the extended
map F : C → C is one-to-one, and so F (z) = az + b. This implies that R1
and R2 are similar.
For rectangular regions R1 and R2 which are not similar, a natural ques-
tion to ask is the following. Of all the maps f : R1 → R2 which map vertices
to vertices, which is the one that is “closest to conformal”?
In 1928, with this question in mind, Grötzsch introduced the first measure
of how “close to conformal” a given sense-preserving, C1 homeomorphism f





Df (z) is called the dilatation of f at the point z. If f is conformal, then
its dilatation is identically 1. The supremum of Df over the domain of f
measures how “close to conformal” f is.
Definition 5. When Df is bounded, we say f is quasiconformal. More
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specifically, when Df ≤ K, we say f is K-quasiconformal.
Historically, this was the first definition of quasiconformal. Note that it
requires the homeomorphism f : Ω1 → Ω2 to be C1. Later, the definition
was generalized to apply to a much larger class of homeomorphisms.
Definition 6. Given a region Ω ⊂ C, a quadrilateral in Ω is a subregion
Q, Q ⊂ Ω, whose boundary is a simple closed curve with two disjoint closed
arcs, labelled the b-arcs.
Lemma 1. Given a quadrilateral Q ∈ Ω, there exists a conformal mapping
of Q onto the interior of a rectangle R, which extends continuously to the
boundary, mapping boundary to boundary and mapping endpoints of the b-
arcs to vertices. The rectangle R is unique up to an affine transformation.
Proof. The Riemann mapping theorem provides a conformal map f : Q→ H,
which we may extend continuously to the boundary. Let [A,B], [C,D] ⊂ R














Then the composition F = g◦f maps Q conformally onto a rectangle R with
the b-arcs mapped to opposite sides, as desired. If F̃ were another such map
from Q to another rectangle R̃, then F̃ ◦F−1 : R→ R̃ would be a conformal
CHAPTER 1. QUASICONFORMAL AND QUASISYMMETRIC MAPS10
Figure 1.1: Conformally mapping a quadrilateral onto a rectangle
map between rectangles sending vertices to vertices. Hence F̃ ◦ F−1 is an
affine transformation, and both rectangles R and R̃ are similar.
The images of the b-arcs form one pair of opposite sides of R with length,
say, b. Let the other pair of opposite sides of R have length a.
Definition 7. The modulem of the quadrilateral Q is defined to be m(Q) =
a/b. Note that if Q∗ is the same region with complimentary arcs, then
m(Q∗) = m(Q)−1.
We can now state a more general definition of quasiconformal.
Definition 8. A homeomorphism f : Ω1 → Ω2 is quasiconformal if there
exists a constant K such that for every quadrilateral Q ∈ Ω1 we have
K−1m(Q) ≤ m(f(Q)) ≤ Km(Q),
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i.e. modules of quadrilaterals are K-quasi-invariant. More specifically, such
a map is called K-quasiconformal.
It turns out that a K-quasiconformal mapping is Hölder continuous. In
fact, if f is a K-quasiconformal mapping of the open unit disc ∆ onto itself,
then for any distinct z1, z2 ∈ ∆ we have
|f(z1)− f(z2)| < 16|z1 − z2|1/K .
This is known as Mori’s theorem. A proof can be found in [1, page 30]. As
a corollary to this result, every quasiconformal mapping from an open disc
onto another open disc can be continuously extended to a homeomorphism
between the closed discs. We now shift our attention to these induced home-
omorphisms between the boundaries of discs, which we assume to be the unit
circle.
1.3 Quasisymmetric and uniformly quasisym-
metric maps
What type of homeomorphism h : S1 → S1 of the unit circle is an extension
of a quasiconformal map f : ∆ → ∆? Since ∆ and H are conformally
equivalent, in order to answer this question more simply, we ask instead,
what type of homeomorphism H : R→ R (h(−∞) = −∞, h(∞) =∞) is an
extension of a quasiconformal map F : H→ H.
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Theorem 4. The boundary values H of a K-quasiconformal mapping F :
H→ H satisfy the condition
M−1 ≤ H(x+ t)−H(x)
H(x)−H(x− t)
≤M, ∀x, t ∈ R, (1.5)
where M > 0 is a constant depending only on K.
Proof. See [1], chapter 4, theorem 1.
Definition 9. A homeomorphism H : R → R that satisfies the condition
(1.5) for some M > 0 is called quasisymmetric or, more specifically, M-
quasisymmetric.
Furthermore, the converse to theorem 4 is also true.
Theorem 5. Every mapping H : R → R which is M-quasisymmetric is
extendable to a K-quasiconformal mapping F : C→ C for a K that depends
only on M .
Proof. See [1], chapter 4, theorem 2.
Chapter 2
Circle endomorphisms
2.1 Circle homeomorphisms and endomorphisms
Let T = {z ∈ C | |z| = 1} be the unit circle in the complex plane C. The
universal cover of T is the real line R with covering map
π(x) = e2πix : R→ T.
Definition 10. A circle homeomorphism is an orientation preserving
homeomorphism h : T→ T. Note that every such map h can be lifted to an
orientation preserving homeomorphism H : R→ R satisfying
π ◦H(x) = h ◦ π(x) , H(x+ 1) = H(x) + 1, ∀x ∈ R.
We assume that 0 ≤ H(0) < 1. Thus H is unique and there is one-to-one
correspondence between h and H. Therefore, we also call such a map H a
circle homeomorphism.
13







Definition 11. A circle homeomorphism h is called quasisymmetric if its






≤M , ∀x ∈ R , ∀t > 0.
Furthermore, h is called symmetric if its lift H is symmetric, i.e. if there





≤ 1 + ε(t) , ∀x ∈ R , ∀t > 0.
In chapter 5 We will make use of the following lemma about quasisym-
metric homeomorphisms, proved in [13].
Lemma 2. Suppose H is an M-quasisymmetric homeomorphism of [0, 1]
onto [0, 1] with H(0) = 0 and H(1) = 1. Then we have that
|H(x)− x| ≤M − 1, ∀x ∈ [0, 1].
The bound M − 1 is the sharpest estimation.
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Definition 12. A circle endomorphism is an orientation preserving cov-
ering map f : T → T of (topological) degree d ≥ 2. Every such map has a
fixed point, and we assume it is 1, that is f(1) = 1. Note that every such
map f can be lifted to an orientation preserving homeomorphism F : R→ R
satisfying
π ◦ F (x) = f ◦ π(x) , F (x+ 1) = F (x) + d, ∀x ∈ R.
We assume that F (0) = 0. Thus F is unique and there is a one-to-one








A circle endomorphism f is Ck if its lift F is Ck, that is, if the kth
derivative F (k) is continuous. Furthermore, f is Ck+α for some 0 < α ≤ 1 if
its lift F is Ck+α, that is, if F (k) is α-Hölder continuous, i.e. there exists a
single constant C > 0 such that for all x ∈ R,
|F (k)(y)− F (k)(x)| ≤ C|y − x|α.
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Definition 13. A C1 circle endomorphism is called expanding if there are
constants C > 0 and λ > 1 such that
(F n)′(x) ≥ Cλn, n = 1, 2, . . . .
Definition 14. A circle endomorphism f is called uniformly quasisym-






≤M , ∀x ∈ R , ∀t > 0 , ∀n ≥ 1.
Furthermore, f is called uniformly symmetric if there exists a bounded






≤ 1 + ε(t) , ∀x ∈ R , ∀t > 0 ∀n ≥ 1.
Lemma 3. If a degree d ≥ 2 circle endomorphism f is expanding and C1+α
for some 0 < α ≤ 1 then f is uniformly symmetric.
Proof. By definition, F ′ is α-Hölder continuous. Thus there exists a constant
C1 > 0 such that
|F ′(x)− F ′(y)| ≤ C1|x− y|α , ∀x, y ∈ R.
Since f is expanding, there exist constants C2 > 0 and λ > 1 such that
(F n)′(x) ≥ C2λn , ∀x ∈ R , ∀n ≥ 1.
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For any x, y ∈ R and n ≥ 1, let xk = F−k(x) and yk = F−k(y), 0 < k ≤ n.
Thus
∣∣∣∣log (F−n)′(x)(F−n)′(y)
∣∣∣∣ = ∣∣∣∣log (F n)′(yn)(F n)′(xn)
∣∣∣∣ ≤ n∑
k=1
| logF ′(xk)− logF ′(yk)|.
Since f is expanding, the mean value theorem implies
n∑
k=1





|F ′(xk)− F ′(yk)|,







































































≤ 1 + ε(t) , ∀x ∈ R , ∀t > 0,
where ξ and η are two numbers provided by the mean value theorem in
(x, x+ t) and (x− t, x), respectively, with |ξ − η| < 2t. Thus f is uniformly
symmetric.
Remark 1. For degree d ≥ 2 circle endomorphisms, the uniformly symmetric
condition is a weaker condition than the C1+α expanding condition for any
0 < α ≤ 1. For example, a uniformly symmetric circle endomorphism could
be singular, that is, it could map a set with zero Lebesgue measure to a set with
positive Lebesgue measure. It could even be totally singular – that is, it could
map a set with zero Lebesgue measure to a set with full Lebesgue measure.
The well-known ternary Cantor function C1/3 : [0, 1] → [0, 1] (whose graph




F (x+ 1)− 2 if x < 0
x+ C1/3(x) if 0 ≤ 0 < 1
F (x− 1) + 2 if 1 ≤ x
CHAPTER 2. CIRCLE ENDOMORPHISMS 19
is a singular degree 2 circle endomorphism. However, neither is uniformly
symmetric.



















Figure 2.1: On the left is the graph of the ternary Cantor function on [0, 1].
On the right is the graph of F (x) = x+C1/3(x) on [0, 1]. Both functions map
the same sets of measure 0 to sets of measure 1.
Definition 15. Given a C1 circle endomorphism f , define the function
ω(t) = sup
|x−y|≤t
|F ′(x)− F ′(y)|, t > 0.
This function ω(t) is called the modulus of continuity of F ′. Then f is
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Remark 2. For a C1 circle endomorphism f of degree d , we have F (x+1) =
F (x) + d and, more generally,
F n(x+ 1) = F n(x) + dn, ∀n ≥ 1.
Thus,
(F n)′(x+ 1) = (F n)′(x), ∀n ≥ 1.
It follows from the definition of ω(t) that
ω(t) = ω(1) <∞, ∀t ≥ 1.
Lemma 4. A C1 Dini expanding circle endomorphism f is uniformly sym-
metric.
Proof. The proof begins similarly to lemma 3. Since f is expanding, there
exist constants C1 > 0 and λ > 1 such that
(F n)′(x) ≥ C1λn , ∀x ∈ R , ∀n ≥ 1.
For any x, y ∈ R and n ≥ 1, let xk = F−k(x) and yk = F−k(y), 0 < k ≤ n.
Thus ∣∣∣∣log (F−n)′(x)(F−n)′(y)
∣∣∣∣ = ∣∣∣∣log (F n)′(yn)(F n)′(xn)
∣∣∣∣ ≤ n∑
k=1
| logF ′(xk)− logF ′(yk)|.
Since f is expanding, the mean value theorem implies
n∑
k=1





|F ′(xk)− F ′(yk)|,
















































It follows from the fact that f is C1 Dini and remark 2, that
ω̃(t) <∞, ∀0 ≤ t ≤ 1, and
ω̃(t)→ 0 as t→ 0+.








eCw̃(t) − 1 if 0 < t ≤ 1
eCw̃(1) − 1 if 1 < t.










≤ 1 + ε(t) , ∀x ∈ R , ∀t > 0,
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where ξ and η are two numbers provided by remark 2 belonging to [0, 1].
Thus f is uniformly symmetric.
2.2 Symbolic space and topological represen-
tation
Suppose f is a circle endomorphism of degree d with f(1) = 1. Then the
preimage f−1(1) consists of d points which partition T into d closed arcs J0,
J1, . . . , Jd−1. The labeling of these arcs is ordered counter-clockwise, with
J0 and Jd−1 sharing a common endpoint of 1.
Figure 2.2: f−1(1) cuts T into d− 1 closed arcs.
Define ξ0 to be this partition of T according to f .
ξ0 = {J0, J1, . . . , Jd−1}
Then ξ0 is a Markov partition.
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2. The restriction of f to the interior of Ji is injective for every 0 ≤ i ≤
d− 1,
3. f(Ji) = T for every 0 ≤ i ≤ d− 1.
Let I0, I1, . . . , Id−1 be the unique lifts of J0, J1, . . . , Jd−1 in [0, 1]. Then
the following conditions are satisfied.
i [0, 1] =
⋃d−1
i=0 Ii,
ii F (Ii) = [i, i+ 1] for every 0 ≤ i ≤ d− 1.
Let
η0 = {I0, I1, . . . , Id−1}.
Then η0 is a partition of [0, 1].
Consider the pull-back partition ξn = f
−nξ0 of ξ0 by f
n. It contains dn
intervals and is also a Markov partition of T with respect to fn. Intervals in
ξn can be labeled as follows. Let ωn = i0i1 . . . in−1 be a word of length n of 0’s,
1’s,. . . , and (d− 1)’s. There are exactly dn distinct words ωn. Each interval
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J ∈ ξn is labeled with a word ωn, written Jωn , such that fk(Jωn) ∈ Jik for
0 ≤ k ≤ n. Thus
ξn = {Jωn | ωn = i0i1 . . . in−1, ik ∈ {0, 1, . . . , d− 1}, 0 ≤ k ≤ d− 1}.
Let ηn be the corresponding lift of ξn to the interval [0, 1] with the same
labeling. That is,
ηn = {Iωn | ωn = i0i1 . . . in−1, ik ∈ {0, 1, . . . , d− 1}, 0 ≤ k ≤ d− 1},
with





{0, 1, . . . , d− 1}
= {ω = i0i1 . . . | ik ∈ {0, 1, . . . , d− 1}, k = 0, 1, . . .}.
Definition 17. A left-cylinder for a fixed word ωn = i0i1 . . . in−1 of length
n is
[ωn] = {ω′ = i0i1 . . . in−1i′ni′n+1 . . . | i′n+k ∈ {0, 1, . . . , d− 1}, k = 0, 1, . . .}.
The set of all left-cylinders forms a topological basis of Σ. We call the
topology generated by the set of all left-cylinders the left topology, and we
call the set Σ with the left-topology the symbolic space.
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For any ω = i0i1i2 . . ., let
σ(ω) = i1i2 . . .
be the left shift map. Then (Σ, σ) is called a symbolic dynamical system.
For a point ω = i0i1 . . . ∈ Σ, let ωn = i0i1 . . . in−1. Then
T ⊃ Jω1 ⊃ Jω2 ⊃ . . . ⊃ Jωn ⊃ . . . .
Since each Jωn is compact and non-empty,
Jω = ∩∞n=1Jωn 6= ∅.
If every Jω = {xω} contains only one point, then we define the projection πf
from Σ onto T as
πf (ω) = xω.
The projection πf is one-to-one except for on a countable set
B =
{
00 . . . , (d− 1)(d− 1) . . . ,
ωn(d− 1)00 . . . , ωn0(d− 1)(d− 1) . . .
∣∣∣∣ n ≥ 0, ω0 = ∅}
on which πf is two-to-one. These are precisely the points in Σ that project
to an endpoint of Jωn for some n. From our construction we have
πf ◦ σ(ω) = f ◦ πf (ω), ω ∈ Σ.
For n ≥ 1, let Σn denote the set of all words ωn of {0, 1, . . . d−1} of length
n. For any interval I = [a, b] ∈ [0, 1], let |I| = b − a denote its Lebesgue





Definition 18. Two circle endomorphisms f and g are topologically con-
jugate if there is an orientation-preserving circle homeomorphism h of T
such that
f ◦ h = h ◦ g.
The following result was first proved by Shub for C1 expanding circle
endomorphisms in [12] using the contraction mapping theorem.
Theorem 6. Let f and g be two circle endomorphisms such that both `n,f
and `n,g tend to 0 as n → ∞. Then f and g are topologically conjugate if
and only if their topological degrees are the same.
Proof. Topological conjugacy preserves the topological degree. Thus if f and
g are topologically conjugate then their topological degrees are the same.
Now suppose f and g have the same topological degree. Then they have
the same symbolic space. Since both sets Jω,f = {xω} and Jω,g = {yω}
contain only a single point for each ω, we can define
h(xω) = yω.












One can check that h is an orientation-preserving homeomorphism with
the inverse
h−1(yω) = xω.
Therefore, for a fixed degree d > 1, there is only one topological model
(Σ, σ) for the dynamics of all circle endomorphisms of degree d with `n → 0
as n→∞.
2.3 Bounded geometry and bounded nearby
geometry
Definition 19. Given a circle endomorphism f : T→ T, the corresponding
sequence {ξn}∞n=0 of nested partitions of T is said to have bounded nearby
geometry if there is a constant M ≥ 1 such that for any n ≥ 0 and any two
intervals I, I ′ ∈ ηn which share an endpoint modulo 1 (meaning 0 and 1 are








The sequence {ξn}∞n=0 of nested partitions of T is said to have bounded
geometry if there is a constant C > 0 such that
|L|
|I|
≥ C, ∀L ⊂ I, I ∈ ηn, L ∈ ηn+1, ∀n ≥ 0.
Since the sequence {ξn}∞n=0 of nested partitions is determined by the circle
endomorphism f , we sometimes say that f has bounded nearby geometry or
bounded geometry.
Lemma 5. If a sequence {ξn}∞n=0 of nested partitions of T has bounded nearby
geometry then it has bounded geometry. However, the converse is false.
Proof. Let L ⊂ I with I ∈ ηn and L ∈ ηn+1 for some n ≥ 0. The interval L
is just one of d intervals L0, . . . , Ld−1 (labeled from left to right) from ηn+1





≤M, i = 0, 1, . . . , d− 2,
where M ≥ 1 is provided by the bounded nearby geometry condition. It
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Since
∑d−1

















That is, {ξn}∞n=0 has bounded geometry.
A counterexample to the converse statement is provided by the following
sequence of nested partitions for a degree d = 2 circle endomorphism. Let
0 < p < 1/2 and let q = 1− p. Let |I0| = p and |I1| = q. Then for any n ≥ 1
define
|Iωn0| = p|Iωn|, |Iωn1| = q|Iωn|.
It is clear that this sequence of nested partitions has bounded geometry, since
|L|
|I|
≥ p, ∀L ⊂ I, I ∈ ηn, L ∈ ηn+1, ∀n ≥ 0.
However, if I = I11...1 and I
′ = I00...0 both belong to ηn, then they share a








→ 0 as n→∞.
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Lemma 6. If a sequence {ξn}∞n=0 of nested partitions has bounded geometry
then there exists a constant 0 < τ < 1 such that
|L|
|I|
≤ τ, ∀L ⊂ I, I ∈ ηn, L ∈ ηn+1, ∀n ≥ 0
and `n,f ≤ τn → 0 as n→∞.
Proof. A sequence {ξn}∞n=0 of nested partitions with bounded geometry has,
by definition, a constant C > 0 such that
|L|
|I|
≥ C, ∀L ⊂ I, I ∈ ηn, L ∈ ηn+1, ∀n ≥ 0.
Since there are exactly d subintervals L ∈ ηn+1 contained inside I ∈ ηn, the
largest possible |L| is obtained when the other (d − 1) subintervals of I are
all as small as possible, size C. Define
τ = 1− (d− 1)C < 1. (2.4)
. Since C ≤ 1/d, we have τ ≥ 1/d > 0. Thus,
|L|
|I|
≤ τ, ∀L ⊂ I, I ∈ ηn, L ∈ ηn+1, ∀n ≥ 0.
Furthermore, it follows that
|Iωn| ≤ τn,
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and
`n,f ≤ τn →∞ as n→∞.
Theorem 7. If f is a uniformly quasisymmetric circle endomorphism, then
the sequence {ξn}∞n=0 of nested partitions of T has bounded nearby geometry,
and thus bounded geometry.
Proof. Define
Gk(x) = F
−1(x+ k) : [0, 1]→ [0, 1], for k = 0, 1, . . . , d− 1.
For any n ≥ 1 and for any word ωn = i0i1 . . . in−1 ∈ Σn, define







Iωn = Gωn([0, 1]) = F
−n([m,m+ 1]),
|Iωn| = |F−n(m+ 1)− F−n(m)|,
where m = in−1 + in−d+ . . .+ i0d
n−1. Suppose I ′ωn is an interval in ηn having
a common endpoint with Iωn modulo 1. Then
I ′ωn = F
−n([m+ 1,m+ 2]) or F−n([m− 1,m]),
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Figure 2.3: Gk(x) for d = 2.
|I ′ωn| = |F
−n(m+ 2)− F−n(m+ 1)| or |F−n(m)− F−n(m− 1)|.







Hence the nested sequence {ξn}∞n=1 has bounded nearby geometry and, by
Lemma 5, bounded geometry.
Remark 3. In fact, the converse to theorem 7 is also true. This will be
proved shortly.
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Given ωn = i0i1 . . . in−1 ∈ Σn for any n ≥ 1, let k(ωn) be the integer whose
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Theorem 8. Any two circle endomorphisms f and g of the same degree
d ≥ 2 that both have bounded nearby geometry are topologically conjugate
and the conjugacy is a quasisymmetric homeomorphism.
Proof. Suppose
ηn,f = {Iωn,f | ωn ∈ Σn}, ηn,g = {Iωn,g | ωn ∈ Σn}, n = 1, 2, . . .
are two sequences of Markov partitions for f and g, respectively. By theorem







Thus `n,f and `n,g both tend to 0 as n → ∞, and theorem 6 implies that f
and g are topologically conjugate. Let h be the topological conjugacy,
f ◦ h = h ◦ g.
For any n ≥ 0, ωn ∈ Σn, and j ∈ Z let
Iωn,f + j = {x ∈ R | x− j ∈ Iωn,f , }
Iωn,g + j = {x ∈ R | x− j ∈ Iωn,g.}
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For each n ≥ 0, we now extend the partitions ηn,f and ηn,g of [0, 1] to all of
R by
{Iωn,f + j | j ∈ Z},
{Iωn,g + j | j ∈ Z},
which we still denote as ηn,f and ηn,g, respectively. Since the original parti-
tions had bounded nearby geometry modulo 1, the extended partitions now
have bounded geometry everywhere.
Figure 2.4: One possible way that x − t, x, and x + t may be contained
in partitions ηN−1,f , ηN,f , and ηN+N1,f . The corresponding figure for how
H(x − t), H(x), and H(x + t) would be contained in partitions ηN−1,g, ηN,g,
and ηN+N1,g is homeomorphic.
For all x ∈ R and for all t > 0, let N > 0 be the smallest integer such that
there exists an interval I ∈ ηN,f satisfying I ⊆ [x− t, x + t]. Let Ĩ ∈ ηN−1,f
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be the interval such that I ⊂ Ĩ. Then [x− t, x+ t] ⊆ Ĩ ∪ J̃ , where J̃ ∈ ηN−1,f
shares an endpoint with Ĩ.
Let H : R → R be the lift of h. The bounded geometry of {ηn,g}∞n=0











Otherwise [x− t, x] * Ĩ (in which case [x, x + t] ⊆ Ĩ). The bounded nearby













|H(Ĩ)| ≤ |H(J̃ ∪ Ĩ)| ≤ (1 +M)|H(Ĩ)|.
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Set C1 = C/(1 +M). In summary, we have
|H(I)|
|H([x− t, x])|




We claim that there exists a constant N1 > 0 such that there exist inter-
vals J1, J2 ∈ ηN+N1 contained inside [x− t, x] and [x, x+ t], respectively. To
justify our claim, let I−, I+ ∈ ηN be the two intervals which each share one
endpoint with I. Since |I| ≤ 2t, the bounded nearby geometry of {ηn,f}∞n=0
provides a constant M ≥ 1 such that
|I−|, |I+| ≤M |I| ≤ 2Mt.
We require N1 to be sufficiently large so that the 3d
N1−N subsets of I∪I−∪I+
belonging to ηN+N1,f all have length less than or equal to t/4. Hence, it is
sufficient for N1 to satisfy





































Setting M1 = 1/(C1C






That is, the topological conjugacy h is a quasisymmetric homeomorphism.
Remark 4. In theorem 8, the same argument shows that the topological
conjugacy h−1 is also quasisymmetric.
We can now prove the following.
Theorem 9. A degree d ≥ 2 circle endomorphism f is uniformly quasisym-
metric if and only if its sequence {ξn}∞n=0 of nested Markov partitions of T
has bounded nearby geometry.
Proof. If f is uniformly quasisymmetric, then the sequence {ξn}∞n=0 of nested
Markov partitions of T has bounded nearby geometry by theorem 7.
To prove the converse, consider the linear degree d circle endomorphism
qd(z) = z
d : T → T with lift Qd(x) = dx : R → R. It is uniformly qua-
sisymmetric, and thus yields a sequence of nested partitions with bounded
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geometry. Hence, by theorem 8, there exists a quasisymmetric homeomor-
phism h : T → T with lift H : R → R such that f = h ◦ q ◦ h−1. We
claim that the property of being uniformly quasiymmetric is preserved under
conjugation by a quasisymmetric homeomorphism. It follows from the claim
that f is uniformly quasisymmetric.
We now justify the claim. The justification is very similar to the proof of
theorem 8. We must find a constant M0 ≥ 1 such that for any x ∈ R,t > 0,




−n ◦H−1(x+ t)−H ◦Q−n ◦H−1(x)|




−n(H−1(x− t)), x2 = Q−n(H−1(x)), x3 = Q−n(H−1(x+ t)).
Since H−1 is quasisymmetric and Q−n(x) = x/dn is linear, there exists a
constant M ≥ 1 such that
1
M
≤ |x3 − x2|
|x2 − x1|
≤M.
Let {ηn,f}∞n=0 and {ηn,qd}∞n=0 be extended partitions of R with respect to
f and qd, respectively, as constructed in the proof of theorem 8. For n ≥ 0,
define
ηn,h = H(ηn,qd).
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That is, ηn,h is the partition on R into intervals which are the images under
H of the intervals of R belonging to ηn,qd . Since H is quasisymmetric and
the intervals of ηn,qd all have the same length 1/d
n, the sequence of partitions
{ηn,qd}∞n=0 have bounded nearby geometry.
Let N > 0 be the smallest integer such that there exists an interval
I ∈ ηN,qd satisfying I ⊆ [x1, x3]. Let Ĩ ∈ ηN−1,f be the interval such that
I ⊂ Ĩ. Then [x1, x3] ⊆ Ĩ ∪ J̃ , where J̃ ∈ ηN−1,f shares an endpoint with Ĩ.










Otherwise [x− t, x] * Ĩ (in which case [x, x + t] ⊆ Ĩ). The bounded nearby













|H(Ĩ)| ≤ |H(J̃ ∪ Ĩ)| ≤ (1 +M)|H(Ĩ)|.
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Set C1 = C/(1 +M). In summary, we have
|H(I)|
|H([x1, x2])|




Without loss of generality, assume |x2 − x1| ≤ |x3 − x2|. Since H−1 is
uniformly quasisymmetric, there exists a constant M2 ≥ 1 such that
|x2 − x1| ≥
1
M2
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Setting M0 = 1/(C1C









−n ◦H−1(x+ t)−H ◦Q−n ◦H−1(x)|
|H ◦Q−n ◦H−1(x)−H ◦Q−n ◦H−1(x− t)|
≤M0.
That is, the degree d circle endomorphism f = h ◦ qd ◦ h−1 is uniformly
quasisymmetric.
We have established that if a circle endomorphsim f is uniformly qua-
sisymmetric, then it has bounded geometry. However, the converse is false.
For example, for any α ∈ (0, 1), α 6= 1/2, the piecewise linear degree 2 circle
endomorphism fα (see figure 2.5) with lift
Fα(x) =

Fα(x+ 1)− 2 if x < 0
x/α if 0 ≤ x < α
1 + (x− α)/(1− α) if α ≤ x < 1
Fα(x− 1) + 2 if 1 ≤ x
has bounded geometry but is not uniformly quasisymmetric.
We can construct the conugacy hα such that
fα ◦ hα = hα ◦ q2.
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A description and geometric construction of its lift Hα : R → R is given
in [6], and its graph is shown in figure 2.6. It is strictly increasing, totally




|x− y|log2 a, ∀x, y ∈ [0, 1],
where a = max{α, 1− α}. However, hα is not a quasisymmetric homeomor-
phism.
If we define F̃ and H̃, such that
F̃ (x) =

F̃ (x+ 1)− 2 if x < 0
3x/2 if 0 ≤ x < 1/3
3x− 1/2 if 1/3 ≤ x < 2/3
3x/2 + 1/2 if 2/3 ≤ x < 1
F̃ (x− 1) + 2 if 1 ≤ x
and H̃ is the circle homeomorphism such that F̃ = H̃ ◦ Q2 ◦ H̃−1, then F̃
is uniformly quasisymmetric (thus it has bounded geometry and bounded
nearby geometry) and H̃ is quasisymmetric. It is interesting to compare the
graphs of F̃ and H̃ (figures 2.7 and 2.8) with those of Fα and Hα (figures 2.5
and 2.6).
Definition 20. Let H denote the space of all quasisymmetric homeomor-
phisms h : T → T with h(0) = 0, and let Fd denote the space of all degree
d ≥ 2 uniformly quasisymmetric endomorphisms f : T → T with f(0) = 0.
Define qd : T→ T as
qd(x) = dx mod 1.
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Figure 2.5: The circle endomorphism Fα shown acting on R/Z. Here α = .8.
The map Fα has bounded geometry but it is not uniformly quasisymmetric.
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Figure 2.6: The circle homeomorphism Hα shown acting on R/Z. It is not
quasisymmetric. Fα = Hα ◦Q2 ◦H−1α .
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Figure 2.7: The circle endomorphism F̃ shown acting on R/Z. The map F̃
is uniformly quasisymmetric. Thus is has bounded geometry and bounded
nearby geometry.
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Figure 2.8: The circle homeomorphism H̃ shown acting on R/Z. It is qua-
sisymmetric. F̃ = H̃ ◦Q2 ◦ H̃−1.
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Define αd : H → Fd as
αd(h) = h ◦ qd ◦ h−1.
Theorem 10. The map α is bijective.
Proof. Let d ≥ 2. It follows from theorem 9 and theorem 8 that αd : H → Fd
is surjective. Now suppose we have two order preserving quasisymmetric
homeomorphisms h1, h2 ∈ H such that αd(h1) = αd(h2). Thus
h1 ◦ qnd ◦ h−11 (x) = h2 ◦ qnd ◦ h−12 (x),
for all x ∈ T and for all n ≥ 1. In particular, we have
h1 ◦ qnd ◦ h−11 (h1(q−nd (1))) = h2 ◦ q
n
d ◦ h−12 (h1(q−nd (1)))
⇒ 1 = qnd ◦ h−12 (h1(q−nd (1))).
Therefore, for each n ≥ 1, the homeomorphism h−12 ◦ h1 : T → T maps the
set
{x | qn(x) = 1} = { k
dn
| 0 ≤ k ≤ dn − 1}















), ∀0 ≤ k ≤ dn,∀n ≥ 1.
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Since this equality holds on a dense subset of T, it follows that h1 = h2 and
thus αd is injective.
2.4 Measures with bounded geometry and bounded
nearby geometry
Up to this point, we have treated T and R as metric spaces and used Eu-
clidean distance to define lengths of intervals and thus to define bounded
nearby geometry and bounded geometry. The open balls defined by this
metric form a basis for our topology, and hence they generate the Borel σ-
algebra B. Now equipped with a σ-algebra, {T,B(T)} and {R,B(R)} are
measurable spaces.
For any probability measure µ on {T,B}, it has a unique lift to {R,B(R)},
which we also denote by µ. We can now generalize the definitions of bounded
nearby geometry and bounded geometry as follows.
Definition 21. Let {T,B(T), µ} be a probability space. Given a circle en-
domorphism f : T → T with the corresponding sequence {ξn}∞n=0 of nested
partitions of T, the probability measure µ is said to have bounded nearby
geometry if there is a constant M ≥ 1 such that for any n ≥ 0 and any two
intervals I, I ′ ∈ ηn which share an endpoint modulo 1 (meaning 0 and 1 are








The measure µ is said to have bounded geometry if there is a constant
C > 0 such that
µ(L)
µ(I)
≥ C, ∀L ⊂ I, I ∈ ηn, L ∈ ηn+1, ∀n ≥ 0.
Remark 5. When µ = λ, where λ denotes Lebesgue meausre on R and
normalized Lebesgue measure on T, the previous definitions and the new def-
initions of bounded nearby geometry and bounded geometry are the same.
Lemma 7. If f : T → T is a degree d ≥ 2 circle endomorphism and
{T,B(T)} is a probability space such that µ has bounded nearby geometry,
then it has bounded geometry. However, the converse is false.
Proof. The proof is nearly identical to the proof of lemma 5.
Lemma 8. If f : T → T is a degree d ≥ 2 circle endomorphism and
{T,B(T)} is a probability space such that µ has bounded geometry, then there
exists a constant 0 < τ < 1 such that
µ(L)
µ(I)




µ(I) ≤ τn → 0 as n→∞.
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Proof. The proof is nearly identical to the proof of lemma 6.
Lemma 9. If f : T → T is a degree d ≥ 2 circle endomorphism and
{T,B(T)} is a probability space such that µ has bounded geometry, then µ is
non-atomic and has full support.
Proof. For any x ∈ T, there exists a sequence of intervals {Jn(x)}∞n=0 such
that Jn(x) ∈ ξn,f , Jn+1(x) ⊂ Jn(x), and x ∈ Jn(x) for all n ≥ 0. By lemma
8, there exists a constant 0 < τ < 1 such that
µ(Jn(x)) ≤ τn → 0 as n→∞,
and hence µ({x}) = 0. Furthermore, given any open neighborhood U(x) of
x, there exists N such that JN(x) ⊆ U(x) and, by the definition of bounded
geometry, there exists a constant 0 < C < 1 such that µ(JN(x)) > C
N+1.




Throughout this chapter, let X denote a compact metrizable space and let
d denote a metric on X. The open balls
Br(x) = {y ∈ X | d(x, y) < r}
form a basis for a topology on X, and this is the topology we will always
use. Let B(X) denote the smallest σ-algebra containing the open sets of X,
i.e. the Borel σ-algebra on X.
Definition 22. Given a measurable space {X,B(X)}, let M(X) denote the
set of all probability measures µ : B → [0, 1]. We call M(X) the set of
Borel measures on (X,B(X)). We turn M(X) into a topological space by
endowing it with the weak∗ topology, that is, the smallest topology such
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is continuous for all continuous functions f ∈ C(X).
Figure 3.1: For all f ∈ C(X) and for all open intervals I ⊆ [0, 1], the set of
all measures µ ∈M(X) such that
∫
X
f dµ ∈ I belongs to the weak∗ topology
on M(X). The weak∗ topology on M(X) is the smallest topology satisfying
this condition.






Definition 23. Given a measure space {X,B(X), µ}, the measure µ ∈M(X)
is regular if for all A ∈ B(X) and for all ε > 0, there exists an open set Uε
and a closed set Cε satisfying Cε ⊆ A ⊆ Uε such that µ(Uε \ Cε) < ε.
Theorem 11. A Borel probability measure µ on a metric space X is regular.
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Proof. Let A be the collection of all subsets A ∈ B(X) such that the regu-
larity conditions hold. We show that A is a σ-algebra that contains the open
sets.
First note that X ∈ A since X itself is both open and closed. Now
suppose A ∈ A. We show that Ac ∈ A, where Ac denotes the complement of
A, X\A. For any ε > 0 we have open Uε and closed Cε such that Cε ⊆ A ⊆ Uε
and µ(Cε \ Uε) < ε. Then Cce is open and U cε is closed with U cε ⊆ Ac ⊆ Ccε
and µ(Ccε \ U cε ) = µ(Uε \ Cε) < ε. Thus, Ac ∈ A and therefore A is closed
under complements.
Now suppose we have a countable collection of sets A1, A2, . . . ∈ A. We
must show that A =
⋃∞
n=1An ∈ A. For any ε > 0 and any n ≥ 1 there
exists an open set Uε,n and a closed set Cε,n such that Cε,n ⊆ An ⊆ Uε,n and








Note that Uε is open. Since µ is a probability measure, there exists an integer







n=1Cε,n. Note that Cε is closed. We now have Cε ⊆ A ⊆ Uε
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and














Thus, A is closed under countable unions. Hence, A is a σ-algebra.
All that remains is to show that A contains the open sets. Given any
open set A, let C = Ac be its complement, which is closed. For each n ≥ 1,
define the open set
Un = {x ∈ X | d(C, x) < 1/n}.
Note that these sets are nested,






Choose k ≥ 1 such that µ(Uk \ C) < ε. Note that Uk is open. Thus,
C ⊆ C ⊆ Uk with µ(Uk \ C) < ε and C ∈ A. Since A is a σ-algebra,
A = Cc ∈ A. Therefore A contains the open sets, and so every set of B(X)
satisfies the regularity condition. That is, µ is regular.
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Corollary 1. Let µ be a Borel probability measure on a metric space X. For
any A ∈ B(X), let CA denote the collection of all closed sets contained inside






Theorem 12. If X is a compact metrizable space then the space M(X) is
metrizable. Moreover, if {fn}∞n=1 is a dense subset of C(X) (endowed with










is a metric on M(X) that induces the weak∗ topology.
Proof. The existence of a dense subset {fn}∞n=1 of C(X), where X is com-
pact and metrizable, follows from the Stone-Weirstrass theorem [11]. It is
straightforward to check that d defines a metric, and so (M(X), d) is a metric
space. For each fixed n0, we have∣∣∣∣∫ fn0 µ1 − ∫ fn0 dµ2∣∣∣∣ ≤ 2n0||fn0||d(µ1, µ2),
and so the map µ →
∫
fn0 dµ is continuous on (M(X), d). Since the set
{fn}∞n=1 is dense in C(X), given any f ∈ C(X) and any ε > 0, there exists
n0 such that ||f − fn0|| < ε/3. Thus, if
d(µ1, µ2) <
ε
3 · 2n0||fn0 ||
,
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then∣∣∫ f µ1 − ∫ f dµ2∣∣ ≤ ∣∣∫ f µ1 − ∫ fn0 dµ1∣∣+ ∣∣∫ fn0 µ1 − ∫ fn0 dµ2∣∣
+
∣∣∫ fn0 µ2 − ∫ f dµ2∣∣
< ε
3
+ 2n0||fn0||d(µ1, µ2) + ε3
< ε.
Thus for all f ∈ C(X) the map µ →
∫
f dµ is continuous on (M(X), d).
Therefore, every open set in the weak∗ topology is open in the metric space
(M(X), d). To prove the converse, we show that each open ball
Bµ(ε) = {m ∈M(X) | d(m,µ) < ε}
in (M(X), d) contains a set of the form





∣∣∣∣ ∣∣∣∣∫ fn dm− ∫ fn dµ∣∣∣∣ < δ} .
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Thus Uµ(f1, . . . , fn; δ) ⊂ Bµ(ε), and every open set in the topology induced
by the metric d(·, ·) is open in the weak∗ topology.
Theorem 13. If X is a compact metrizable space then M(X) is compact in
the weak∗ topology.
Proof. Since M(X) is metrizable, it is enough to show that it is sequentially
compact. Suppose {µn}∞n=1 is a sequence of measures in M(X). We show
that it has a convergent subsequence.
Let {fn}∞n=1 be a dense subset of C(X). First, consider the sequence of
real numbers ∫
f1 dµn.
This sequence is bounded by ±||f1|| (supremum norm). Thus it has a con-
vergent subsequence and a corresponding subsequence of measures which we
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This sequence is bounded by ±||f2||, and so it has a convergent subsequence
and a corresponding subsequence of measures {µ2n}∞n=1 (a subsequence of
{µ1n}∞n=1). Contunuing in this way, for each j ≥ 1 we have a subsequence




converges for all 1 ≤ k ≤ j. Finally, consider the “diagonal” sequence






n = Lj (3.1)
exists. We must show that the limit (3.1) exists for arbitrary f ∈ C(X).
Let {fjl}∞l=1 be a sequence of the functions f1, f2, . . . that converges to f in
C(X). Note that
|Ljl1 − Ljl2 | ≤ limn→∞
∫
|fjl1 − fjl2 | dµ
n
n ≤ ||fjl1 − fjl2 ||,
and since fjl → f in C(X), this shows that the sequence Ljl is a Cauchy
sequence in R and so Ljl → L for some L ∈ R. Let ε > 0 be fixed. Choose
l0 sufficiently large such that
||fjl0 − f || < ε/3 and |Ljl0 − L| < ε/3.
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Choose N sufficiently large such that n ≥ N implies∣∣∣∣∫ fjl0 dµnn − Ljl0
∣∣∣∣ < ε/3.
Then for n ≥ N we have∣∣∣∣∫ f dµnn − L∣∣∣∣ ≤ ∣∣∣∣∫ f dµnn − ∫ fjl0 dµnn
∣∣∣∣+ ∣∣∣∣∫ fjl0 dµnn − Ljl0











Thus, the limit (3.1) exists for arbitrary f ∈ C(X). Ths defines a map





The map J is linear, bounded (J(f) ≤ ||f ||), J(1) = 1, and if f ≥ 0, then
J(f) ≥ 0. Thus, it follows from the Riesz representation theorem that there







for all f ∈ C(X). This shows that M(X) is compact.
3.2 Invariant measures and ergodicity
Definition 24. Suppose (X,B(X), µ) is a measure space and T : X → X is
a continuous function such that for all A ∈ B
µ(T−1(A)) = µ(A),
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where T−1(A) = {x ∈ X | T (x) ∈ A}. In this case we say that T preserves
the measure µ, and that µ is an invariant measure with respect to T .
The set of all invariant probability measures with respect to T is denoted
M(X,T ).
Alternatively, any continuous function T : X → X can be used to define
a map T∗ : M(X)→M(X) such that
T∗(µ)(A) = µ ◦ T−1(A) = µ(T−1(A)), ∀A ∈ B(X).
The measure T∗(µ) is called the pushforward measure. An invariant
measure with respect to T is a fixed point of the map T∗.
Lemma 10. Let T : X → X be a continuous transformation of a compact




f ◦ T dµ. (3.2)
Proof. It follows from the definition of T∗µ that (3.2) holds for characteristic
functions f = χA. Then (3.2) holds also for simple functions. For any
f ∈ C(X) we let
f+ = max{0, f},
f− = max{0,−f}.
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By considering increasing sequences of simple functions converging pointwise
to f+ and f−, respectively, we see that (3.2) holds for f+ and f−, and thus
(3.2) holds for f = f+ − f−.
Theorem 14. If T : X → X is a continuous transformation of a compact
metric space X, then the set M(X,T ) of invariant measures with respect to
T is non-empty.
Proof. Begin with an arbitrary sequence {σn}∞n=1 of measures in M(X). (In
particular, for any x ∈ X, we may set σn = δx for all n, where δx(A) = 1 if
x ∈ A and δx(A) = 0 is x /∈ A.) Using this sequence, we form a new sequence







Since M(X) is compact, there exists a subsequence µnj → µ ∈M(X).
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We claim that µ ∈M(X,T ). For any f ∈ C(X) we have
∣∣∣∣∫ f d(T∗µ)− ∫ f dµ∣∣∣∣ = ∣∣∣∣∫ f ◦ T dµ− ∫ f dµ∣∣∣∣
= lim
j→∞






























Since this holds for all f ∈ C(X), we have T∗µ = µ. That is, µ is invariant
with respect to T , and so µ ∈M(X,T ).
Theorem 15. Given a compact measurable space (X,B(X)) and a continu-
ous function T : X → X, the set M(X,T ) ⊆M(X) of invariant measures µ
is a convex and compact subset of M(X), with respect to the weak∗ topology.
Proof. Suppose {µn}∞n=1 is a sequence of measures in M(X,T ) and µn → µ




f ◦ T dµ = lim
n→∞
∫
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Thus µ ∈M(X,T ). This shows that M(X,T ) is compact.
Now suppose µ, ν ∈ M(X,T ) and p, q ∈ [0, 1] with p + q = 1. Then for
any A ∈ B(X) we have
(pµ+ qν)(T−1A) = pµ(T−1A) + qν(T−1A) = pµ(A) + qν(A) = (pµ+ qν)(A).
Thus M(X,T ) is convex.
Definition 25. Let T : X → X be a continuous transformation of a compact
metric space, and let µ ∈M(X,T ) be an invariant probability measure with
respect to T . We say µ is ergodic if for any A ∈ B(X), we have
T−1A = A ⇒ either µ(A) = 0 or µ(A) = 1.
Lemma 11. The measure µ ∈ M(X,T ) is ergodic if and only if for any
A ∈ B(X) we have
µ(T−1A4 A) = 0 ⇒ either µ(A) = 0 or µ(A) = 1.








and since T ∈M(X,T ),
µ(T−nA4 A) ≤ nµ(T−1A4 A) = 0.


























(A4 T−iA) = 0 ∀n ≥ 0. (3.3)
In particular, this shows that µ(An) = µ(A). Since An ⊇ An+1 for all n ≥ 0,










Since µ ∈M(X,T ) is ergodic, we must have µ(A∞) = 0 or 1. It follows from
(3.3) that µ(A) = 0 or 1.
The converse is immediate since T−1A = A implies µ(A4T−1A) = 0.
Definition 26. We say µ ∈ M(X,T ) is an extreme point of the convex
set M(X,T ) if whenever there exists a number p ∈ (0, 1) and measures
µ1, µ2 ∈M(X,T ) such that µ = pµ1 +(1−p)µ2, it must be that µ1 = µ2 = µ.
Theorem 16. If T : X → X is a continuous transformation of a compact
metric space X, then µ is an extreme point of the convex set M(X,T ) if and
only if µ is ergodic.
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Proof. Assume µ ∈ M(X,T ) is ergodic, and let µ1, µ2 ∈ M(X,T ) and p ∈
(0, 1) such that
µ = pµ1 + (1− p)µ2.
Fix i ∈ {1, 2}. Note that if A ∈ B(X) and µ(A) = 0 then µi(A) = 0.
That is, µi is absolutely continuous with respect to µ, µi  µ. Then the
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Note that
µ(T−1Ei \ Ei) = µ(T−1Ei)− µ(T−1Ei ∩ Ei) (3.5)
= µ(Ei)− µ(T−1Ei ∩ Ei) (3.6)
= µ(Ei \ T−1Ei), (3.7)
Since dµi/dµ < 1 on Ei \ T−1Ei, and dµi ≥ 1 on T−1Ei \Ei, equations (3.4)
and (3.7) now imply that
µ(T−1Ei \ Ei) = µ(Ei \ T−1Ei) = 0,
that is,
µ(T−1Ei4 Ei) = 0.






dµ < µ(Ei) = 1.
This is a contradiction since µi is a probability measure. And so we must
have µi(Ei) = 0.




∣∣∣∣dµidµ (x) > 1
}
,
and show that µ(Fi) = 0. Hence dµi/dµ = 1 µ-a.e.
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Since the above argument holds for both i = 1 and i = 2, this shows that
µ = µ1 = µ2. Thus, µ is an extreme point of M(X,T ).
Conversely, suppose that µ ∈ M(X,T ) and µ is not ergodic. Then there
exists a set E ∈ B(X) such that T−1E = E and 0 < µ(E) < 1. Define





A ∩ (X \ E))
µ(X \ E)
, ∀A ∈ B(X).
It is easy to check that µ1 and µ2 are in M(X,T ) and that m1 6= µ2. More-
over, for any A ∈ B(X) we have
µ(A) = µ(E)µ1(A) + (1− µ(E))µ2(A).
Thus µ is not an extreme point of M(X,T ).
Corollary 2. Let T : X → X be a continuous transformation of a compact
metrizable space X. If the set M(X,T ) of invariant measures with respect to
T contains only one ergodic measure µ, then µ is the only invariant measure
with respect to T . Conversely, if µ is the only invariant measure with respect
to T , then µ is ergodic.
Proof. This follows immediately from theorem 16 and the fact thatM(X,T ) ⊂
M(X) is both closed and bounded.
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Definition 27. Let T : X → X be a continuous transformation of a compact
metrizable space X. If M(X,T ) = {µ} contains just one invariant measure
µ with respect to T , then both T and µ are said to be uniquely ergodic.
Remark 7. The case where is X = T and T is C1 expanding has been studied
extensively, and in this context it is common to restrict oneself to the study of
absolutely continuous invariant measures (ACIM). That is, invariant Borel
probability measures µ on T which are invariant with respect to some C1
expanding transformation T : T → T, such that µ is absolutely continuous
with respect to Lebesgue measure λ.
ACIM = {µ ∈M(T, T ) | µ λ}
The set ACIM is compact and convex, and a measure µ ∈ ACIM is an
extreme point if and only if it is ergodic (the proofs are similar to the proofs
of theorems 15 and 16). Thus, we may ask which continuous transformations
T : T→ T have an ACIM which is uniquely ergodic. It is shown in [13] that if
T is a C1+dini expanding circle endomorphism, then there is an ACIM µ that
is uniquely ergodic and, furthermore, µ is smooth. That is, it µ a continuous
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The modulus of continuity ω(t) for the density function ρ may not satisfy the
Dini property (see definition 2.1). That is, the distribution function for µ is
C1 but may not be C1 +dini. An expanding circle endomorphism that is only
only C1 may have more than one ACIM. An example can be found in [14],
in which a C1 expanding map T : T→ T is explicityly constructed such that
there is an ACIM that is not ergodic, and so it is not unique.
3.3 Invariant measures on T with bounded
geometry and bounded nearby geometry
In order to simplify things, let us equate the unit circle T with the unit
interval [0, 1] with the endpoints 0 and 1 identified, 0 ∼ 1, endowed with the
Euclidean metric.
Definition 28. Given a measure space (T,B(T), µ), we may define a map
h : T 7→ T by
h(x) = µ([0, x]).
This function h is called the cumulative distribution function or simply
the distribution function for µ.
Theorem 17. If µ has bounded geometry with respect to a degree d circle en-
domorphism f , then the distribution function h : T 7→ T is a homeomorphism
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with 0 as a fixed point satisfying
µ(A) = λ(h(A)), ∀A ∈ B(T).
That is, µ = h∗λ = (h−1)∗λ. The measure µ is invariant with respect to f if
and only if Lebesgue measure λ is invariant with respect to g = h ◦ f ◦ h−1.
Proof. Since µ has bounded geometry, lemma 9 implies µ has full support
and is non-atomic. Thus, for any x, y ∈ T such that x < y,




h(y)− h(x) = lim
y→x+
h(y)− h(x) = 0.
That is, h is strictly increasing and continuous. Since µ is a probability mea-
sure, we have h(0) = 0 and h(1) = 1, and thus h : T→ T is a bijection. Since
both h and h−1 map open intervals to open intervals, h is a homeomorphism.
Consider the measure h∗λ = (h−1)∗λ, with h
∗λ(A) = λ(h(A)) for all
A ∈ B(T). From the definition of h, for all x ∈ T we have
λ(h([0, x])) = λ([h(0), h(x)]) = h(x) = µ([0, x]),
and for all x < y ∈ T we have
λ(h([x, y])) = λ([h(x), h(y)]) = h(y)− h(x) = µ([0, y])− µ([0, x]) = µ([x, y]).
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Since µ and h∗λ agree on the semi-algebra of subintervals of T of the form
[0, x], x ∈ T, and [x, y], x < y ∈ T, it follows that µ = h∗λ and
µ(A) = λ(h(A)), ∀A ∈ B(T).
Now let µ be an invariant measure with respect to f and define g =
h ◦ f ◦ h−1. For any A ∈ B(T), we have
λ(g−1(A)) = λ(h(f−1(h−1(A))))
= µ(f−1(h−1(A))) = µ(h−1(A))
= λ(h(h−1(A))) = λ(A)
Thus λ is invariant with respect to g. Conversely, if λ is invariant with
respect to g = h ◦ f ◦ h−1, then for any A in B(T) we have
µ(A) = λ(h(A)) = λ(g−1(h(A))) = λ(h(f−1(h−1(h(A)))))
= λ(h(f−1(A))) = µ(f−1(A))).
Thus µ is invariant with respect to f .
Theorem 18. Given the measure space (T,B(T), µ), the measure µ has
bounded nearby geometry with respect to the degree d ≥ 2 circle endomor-
phism qd : T→ T,
qd(x) = dx mod 1,
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if and only if its distribution function h(x) = µ([0, x]) is a quasisymmetric
homeomorphism.









| 0 ≤ j ≤ dn+1 − 1
}
, (3.8)
with all dn+1 intervals from ηn,qd the same length. Since h is quasisymmetric,
there exists a constant M ≥ 1 such that for any n ≥ 0 and any two intervals














Thus µ has bounded nearby geometry with respect to qd.
Now suppose µ has bounded nearby geometry with respect to qd. Then
the sequence of nested partitions {h(ηn,qd)} = {ηn,h◦qd◦h−1}∞n=0 has bounded
nearby geometry, in the sense of definition 19 (with respect to Lebesgue
measure λ). From equation 3.8, it is clear that the sequence {ηn,qd}∞n=0 of
nested partitions of T also has bounded nearby geometry with respect to
Lebesge measure λ. Since h ◦ f ◦ h−1 is topologically conjugate to f , it
follows from theorem 8 that h is a quasisymmetric homeomorphism.
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We are interested in the following symmetric rigidity problem which is
important for our study of geometric Gibbs theory in [13].
Conjecture 1 (Symmetric Rigidity). Suppose f and g are both uniformly
quasisymmetric circle endomorphisms of the same degree d ≥ 2 that both pre-
serve the Lebesgue measure λ. Suppose h is a symmetric conjugacy between
f and g. Then h must be the identity.
This conjecture was proved in [4] with the additional assumption that
either f or g is the standard circle endomorphism qd. In chapter 5 we gen-
eralize this result to circle endomorphisms that have bounded geometry and
locally constant limits of martingales.
3.4 Constructing examples of distribution func-
tions for measures with bounded geome-
try preserved by q2
In this section, we describe some algorithms for constructing distribution
functions for measures with bounded geometry preserved by q2. By con-
jugating q2 by such homeomorphisms, we produce corresponding degree 2
circle endomorphisms that preserve Lebesgue measure. We also construct
the corresponding dual measures and dual circle endomorphisms. Different
algorithms produce measures/circle endomorphisms with different properties,
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e.g., finite martingales and bounded nearby geometry.
As pointed out in the proof of theorem 17, the distribution function for
any measure µ with bounded geometry with respect to q2 : x→ 2x (mod 1)
is a strictly increasing homeomorphism h : [0, 1]→ [0, 1] satisfying a bounded
geometry condition. Such a homeomorphism is determined by its values on
a dense set, say {k/2n | n ∈ N, 0 ≤ k ≤ 2n}. This can be done according to
the following inductive procedure.
Begin with h(0) = 0 and h(1) = 1. Then, assuming h has been defined
on
{k/2n | 0 ≤ k ≤ 2n} (3.9)
for a fixed n, we define h on
{(2k + 1)/2n+1 | 0 ≤ k ≤ 2n − 1}, (3.10)
the midpoints of the intervals created by the points in (3.9).
This procedure results in a corresponding measure
µ([0, x]) = h(x)
that has bounded geometry with respect to q2 if and only if there exists a






















) ≤ 1− C. (3.11)
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The measure is invariant with respect to q2 if an only if for all n ≥ 0 and for































































The simplest construction of a distribution function satisfying both (3.11)
and (3.13) is that of a Bernoulli measure. Fix α ∈ (0, 1). Beginning with
























In other words, if (ηn)
∞
n is a sequence of nested Markov partitions of [0, 1]







= 1− α. (3.15)
Note that a Bernoulli measure clearly satisfies the bounded geometry condi-
tion, and that the Lebesgue measure is a Bernoulli measure with α = 1/2.
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Theorem 19. Let µ be a Bernoulli measure on [0, 1], defined as above for
some fixed 0 < α < 1. Then µ is invariant with respect to the doubling map
q2.
Proof. Since the collection of intervals A = {Iωn ∈ ηn | n ≥ 0} forms a semi-
algebra of sets which generate the σ-algebra of Borel subsets, it is enough to
show that µ(q−12 (Iωn)) = µ(Iωn) for all Iωn ∈ A. That is,
µ(I0ωn) + µ(I1ωn) = µ(Iωn), ∀ωn ∈ Σn, ∀n ≥ 0. (3.16)
We do this by induction.
By definition, we have µ(I) = 1, µ(I0) = α, and µ(I1) = 1 − α. Thus
equation (3.16) holds for n = 1. Now assume (3.16) holds for all ωn ∈ Σn.
Then we have




= µ(I0ωn0) + µ(I1ωn0),
and




= µ(I0ωn1) + µ(I1ωn1).
Thus equation (3.16) holds for n+ 1.
The algorithm described above for constructing distribution functions for
Bernoulli measures has been implemented in MATLAB. The code is included
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in the appendix, chapter 6 section 6.1. The recursive nature of the algorithm
is visible in the fractal geometry of it graph (see figures 3.4 and 3.4).




























Figure 3.2: On the left are the distribution functions h(x) = µ([0, x]) for
two Bernoulli measures µ. The top Bernoulli measure has α = .2 and the
bottom Bernoulli measure has α = .8. On the right are the corresponding
circle endomorphisms f = h ◦ q2 ◦ h−1.
We can generalize the construction of a Bernoulli measure to obtain a
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Figure 3.3: On the left are the distribution functions h(x) = µ([0, x]) for
two Bernoulli measures µ. The top Bernoulli measure has α = .4 and the
bottom Bernoulli measure has α = .9. On the right are the corresponding
circle endomorphisms f = h ◦ q2 ◦ h−1.
construction for any invariant measure µ with bounded geometry. This time,
we constuct a sequence of piecewise-linear homeomorphisms {hn}∞n=0 that
converge uniformly to the distribution function h. Then µ = h∗λ.
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First choose a bounded geometry constant 0 < C ≤ 1/2, and define
h0(x) = x to be the identity on I = [0, 1]. Its graph is linear on I and consists
of 20 = 1 line segment. Let µ0 be the probability measure on [0, 1] whose
distribution function is h0 (µ0 = λ). Now choose a value C ≤ α ≤ 1 − C.
The value α will be used to construct h1.
The homeomorphism h1 will agree with h0 at the endpoints of I (that is,
h1(0) = 0 and h1(1) = 1)) and its value at the midpoit of I will be h(1/2) = α.
Between these points, on each closed interval I0 and I1, the graph of h1 is
continuous and linear. Its graph over [0, 1] is continuous and piecewise-linear,
and consists of 21 = 2 line segments. Let µ1 be the probability measure on
[0, 1] whose distribution function is h1. In particular, we have µ1(I0) = α
and µ1(I1) = 1− α.
Now a number ε is chosen that will determine α0 and α1 as follows.






Recall that C ≤ α ≤ 1 − C. We require the values α0 and α1 to also
lie between these same bounds. That is, we require ε to satisfy both of the
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following inequalities.
−(α− C)µ1(I0) ≤ ε ≤ (1− C − α)µ1(I0)
−(1− C − α)µ1(I1) ≤ ε ≤ (α− C)µ1(I1)
Note that ε may be positive as long as α is strinctly greater than C, or
negative as long as α is strictly less than 1− C.
These values α0 and α1 are now used to construct h2. The homeomor-
phism h2 will agree with h1 at the endpoints of all intervals belonging to η1
(that is, I0 and I1), and its values at the midpoints of those intervals (1/4
and 3/4) will be determined as follows.
h2(1/4) = h1(0) + α0(h1(1/2)− h1(0)) (3.17)
h2(3/4) = h1(1/2) + α1((h1(1)− h1(1/2)). (3.18)
Now h2 is defined at the endpoints of all intervals in η2. Between these
points, on each closed interval belonging to η2, the graph of h2 is continu-
ous and linear. Its graph over [0, 1] is continuous and piecewise-linear, and
consists of 22 = 4 line segments. Let µ2 be the probability measure on [0, 1]
whose distribution function is h2. The measure µ2 agrees with µ1 on inter-
vals belonging to η1, and equations (3.17) and (3.18) are equivalent to the
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following.
µ2(I00) = α0µ1(I0), µ2(I01) = (1− α0)µ1(I0),
µ2(I10) = α0µ1(I1), µ2(I11) = (1− α0)µ1(I1).
It is straightforward to check that µ2 preserves the Lebesgue measure of
intervals belonging to η1. We have
µ2(q
−1
2 I0) = µ2(I00) + µ2(I10) = α0µ1(I0) + α0µ1(I1)
= α0(µ1(I0) + µ1(I1)) = α0 = µ1(I0) = µ2(I0),
µ2(q
−1
2 I1) = µ2(I01) + µ2(I11) = (1− α0)µ1(I0) + (1− α0)µ1(I1)
= (1− α0)(µ1(I0) + µ1(I1)) = 1− α0 = µ1(I1) = µ2(I1).
In summary, two numbers, α and ε were chosen and associated with the
interval I. The number α was used to define h1 and µ1, and both α and ε
were used to define h2 and µ2.
Now we have α0 and α1 associated with the intervals I0 and I1, respec-
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tively. By choosing numbers ε0 and ε1 satisfying
−(α0 − C)µ2(I00) ≤ ε0 ≤ (1− C − α0)µ2(I00),
−(1− C − α0)µ2(I10) ≤ ε0 ≤ (α0 − C)µ2(I10),
−(α1 − C)µ2(I01) ≤ ε1 ≤ (1− C − α1)µ2(I01),
−(1− C − α1)µ2(I11) ≤ ε1 ≤ (α1 − C)µ2(I11),
to be associated with these same intervals I0 and I1, respectively, we can
use the numbers α0, ε0, α1, ε1 to define the values α00, α01, α10, α11, the
piecewise-linear homeomorphism h3, and the measure µ3 as follows.
α00 = α0 +
ε0
µ2(I00)




α10 = α0 −
ε0
µ2(I10)




h3(1/8) = h2(0) + α00(h2(1/4)− h2(0)),
h3(3/8) = h2(1/4) + α01(h2(1/2)− h2(1/4)),
h3(5/8) = h2(1/2) + α10(h2(3/4)− h2(1/2)),
h3(7/8) = h2(3/4) + α11(h2(1)− h2(3/4)),
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µ3(I000) = α00µ2(I00), µ3(I001) = (1− α00)µ2(I00),
µ3(I010) = α01µ2(I01), µ3(I011) = (1− α01)µ2(I01),
µ3(I100) = α10µ2(I10), µ3(I101) = (1− α10)µ2(I10),
µ3(I110) = α11µ2(I11), µ3(I111) = (1− α11)µ2(I11).
It is straightforward to check that µ3 preserves the Lebesgue measure of
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intervals belonging to η2. We have
µ3(q
−1












2 I01) = µ3(I001) + µ3(I101) = (1− α00)µ2(I00) + (1− α10)µ2(I10)
= (1− (α0 +
ε0
µ2(I00)




















2 I11) = µ3(I011) + µ3(I111) = (1− α01)µ2(I01) + (1− α11)µ2(I11)
= (1− (α1 +
ε1
µ2(I01)




= (1− α1)(µ2(I01) + µ2(I11)) = (1− α1)µ2(I1) = µ2(I11)
= µ3(I11).
In general, suppose hn and hn+1 have been defined (and thus µn and µn+1
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as well), with hn and hn+1 both continuous on [0, 1], and each one linear
on the closed intervals Iωn ∈ ηn and Iωn ∈ ηn, respectively. Suppose µn
and µn+1 are invariant with respect to q2 on the intervals Iωn−1 ∈ ηn−1 and
Iωn ∈ ηn, respectively. Suppose each interval Iωn ∈ ηn has been assigned a






= 1− αωn . (3.19)
Figure 3.4: The interval Iωn ∈ ηn and its subinterval Iωn0 ∈ ηn+1, along with
their preimages belonging to ηn+1 and ηn+2, respectively.
The goal now is to define hn+2 and µn+2 = (hn+2)
∗λ such that µn+2 agrees
with µn+1 and is q2-invariant on all intervals Iωn+1 ∈ ηn+1. There are many
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way to do this, but each one is determined by a choice of 2n values εωn , each
satisfying
−(aωn − C)µn+1(I0ωn) ≤ εωn ≤ (1− C − αωn)µn+1(I1ωn) (3.20)
−(1− C − αωn)µn+1(I0ωn) ≤ εωn ≤ (aωn − C)µn+1(I1ωn). (3.21)
Then for each ωn we set
α0ωn = αωn +
εωn
µn+1(I0ωn)




Remark 8. Note that 0 is always an allowable choice for any εωn. If for some
non-negative integer N , 0 is chosen to be the value for all εωn with n ≥ N ,
then the resulting circle endomorphism f = h ◦ q2 ◦ h−1 is piecewise-linear
and has a finite martingale defined on the dual symbolic space (see chapter
5).
We then define hn+2 such that it agrees with hn+1 at the endpoints of all
intervals Iωn+1 ∈ ηn+1 and for any interval Iωn+1 ∈ ηn+1 with left endpoint a,
right endpoint b, and midpoint m,
hn+2(m) = h(a) + αωn+1(h(b)− h(a)).
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Then
µn+2(I0ωn0) = α0ωnµn+1(I0ωn), µn+2(I0ωn1) = (1− α0ωn)µn+1(I0ωn),
(3.22)
µn+2(I1ωn0) = α1ωnµn+1(I1ωn), µn+2(I1ωn1) = (1− α1ωn)µn+1(I1ωn).
(3.23)
Now hn+2 is defined at the endpoints of all intervals in ηn+2. Between these
points, on each closed interval belonging to ηn+2, the graph of hn+2 is contin-
uous and linear. Its graph over [0, 1] is continuous and piecewise-linear, and
consists of 2n+2 line segments. Let µn+2 be the probability measure on [0, 1]
whose distribution function is hn+2. The measure µn+2 agrees with µn+1 on
intervals belonging to ηn+1, and equations (3.22) and (3.23) are equivalent
to the following.
µn+2(Iωn+10) = αωn+1µn+1(Iωn+1),
µn+2(Iωn+11) = (1− αωn+1)µn+1(Iωn+1).
It is straightforward to check that µn+2 preserves the Lebesgue measure
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of intervals belonging to ηn+1. We have
µn+2(q
−1
2 Iωn0) = µn+2(I0ωn0) + µn+2(I1ωn0)














= αωnµn+1(I0ωn) + αωnµn+1(I1ωn)




2 Iωn1) = µn+2(I0ωn1) + µn+2(I1ωn1)


















= (1− αωn)(µn+1(I0ωn) + µn+1(I1ωn))
= (1− αωn)µn+1(Iωn) = µn+1(Iωn1)
= µn+2(Iωn1).
By construction, it is clear that for any n ≥ 0 we have
|hn+1 − hn| ≤ (1− C)n,
and so the sequence hn converges uniformly to a continuous function h. Fur-
thermore, h is strictly increasing since it agrees with hn at all endpoints of
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ηn for all n ≥ 0, the union of which are dense in [0, 1], and it is clear from the
construction that each hn is strictly increasing. Thus h is a homeomorphism.
Fruthermore, since each αon = µ(Iωn0)/µ(Iωn) lies between C and 1−C, the
sequence of nested partitions {ηn}∞n=1 has bounded geometry with respect to
the measure µ = h∗λ.
The algortithm described above has been implememnted in MATLAB
with a random number generator supplying the values of ε(ωn), each inside
the maximum allowable range according to the necessary restrictions (3.20)
and (3.21). The code is included in the appendix (see chapter 6, section 6.2).
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Figure 3.5: On the left are the distribution functions h(x) = µ([0, x]) for
three arbitrary measures µ that are invariant with respect to the doubing
map q2, and that have bounded geometry with C = .1. On the right are the
corresponding circle endomorphisms f = h ◦ q2 ◦ h−1.
Chapter 4
The dual circle map
4.1 Equivalence of partitions and maps
We have seen that a circle endomorphism of degree d ≥ 2 determines a
sequence {ηn}∞n=0 of nested partitions of T. In fact, the converse is also true.
Theorem 20. Suppose d ≥ 2 and let {ηn}∞n=0 be a sequence of nested par-
titions of T such that η0 contains d intervals, two of which share 0 as a
common endpoint (modulo 1). Furthermore, for each n ≥ 0 and each in-
terval I ∈ ηn, let I contain exactly d subintervals from ηn+1, and suppose
there exist two constants 0 < C ≤ τ < 1 such that for all Iωn ∈ ηn we have
Cn+1 ≤ |Iωn| ≤ τn+1. Then we can use {ηn}∞n=0 to construct the unique
degree d circle endomorphism f such that ηn = f
−nη0, for all n ≥ 0.
Proof. We construct a sequence of piecewise-linear degree d circle endomor-
phisms fn which converge uniformly to the desired map f . For any n ≥ 0, let
92
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us label the dn+1 intervals of the partition ηn with words ωn of length n+ 1
composed of the symbols 0, 1, . . . , (d − 1) exactly as in previous chapters.
That is, ηn consists of the intervals
I00...00, I00...01, . . . , I(d−1)(d−1)...(d−1),
labeled from left to right. Now for any ωn = i0i1 . . . in, let aωn denote the left
endpoint of Iωn and let a(d−1)(d−1)...d denote the right endpoint of the interval
I(d−1)(d−1)...(d−1), which is the point 1. Now we can begin to define the maps
fn by defining their lifts Fn as follows. The map f0 has lift F0 defined such
that
F0(a0) = 0, F0(a1) = 1, . . . F0(ad) = d,
i.e. F0(ai0) = i0,
and such that F0 is continuous on [0, 1] and linear on each interval Iω0 ∈ η0.
Next we define
F1(ai0i1) = i0 + ai1 ,
and such that F1 is continuous on [0, 1] and linear on each interval Iω1 ∈ η1.
In this way, for n ≥ 2 define Fn such that
Fn(ai0i1...in) = i0 + ai1...in ,
and Fn is continuous on [0, 1] and linear on each interval Iωn ∈ ηn.
CHAPTER 4. THE DUAL CIRCLE MAP 94
Figure 4.1: The lifts F0, F1, and F2.
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By construction, Fn agrees with Fn−k at all endpoints of intervals be-
longing to ηn−k for 0 ≤ k ≤ n. Moreover, for any N > 0, if m,n > N
then
|Fn(x)− Fm(x)| ≤ τN , ∀x ∈ [0, 1].
This makes the sequence Fn uniformly Cauchy on [0, 1], and so it converges
uniformly to a continuous function F . Now we extend F to have domain R
by defining F (x+k) = F (x)+kd. This is the lift of the circle endomorphism
f which, by construction, satisfies ηn = f
−nη0, for all n ≥ 0. Any other circle
endomorphism satisfying this property would agree with f at all endpoints
of intervals from all partitions ηn, n ≥ 0. Since this is a dense set in [0, 1],
this shows that f is unique.
Corollary 3. If {ηn} is a sequence of nested partitions as in theorem 20
with bounded nearby geometry, then the circle endomorphism it determines
is uniformly quasisymmetric.
Proof. This follows immediately from theorem 20 and theorem 9.
4.2 Dual partitions, dual maps, and dual mea-
sures
Say we have a degree d ≥ 2 uniformly quasisymmetric circle endomorphism f
that preserves Lebesgue measure. This defines a sequence {ηn}∞n=0 of nested
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partitions of [0, 1] with bounded nearby geometry. As before, for each n ≥ 0
we use words consisting of n+1 symbols 0, 1, . . . , (d−1) to label the intervals
of ηn.
η0 = {I0, I1, . . . , I(d−1)}
η1 = {I00, I01, . . . , I0(d−1), I10, . . . , I(d−1)(d−1)}
ηn = {I00 . . . 0︸ ︷︷ ︸
n+1
, . . . , I(d− 1) . . . (d− 1)︸ ︷︷ ︸
n+1
}
That is, the intervals are labeled from left to right as n-digit (d − 1)-nary
numbers increasing by 1 from 0 to dn+1 − 1.
Figure 4.2: For d = 2 the intervals of ηn are labeled as n-digit binary numbers,
increasing left to right, from 0 to 2n+1 − 1.
Now we construct a new sequence of nested partitions {η∗n}∞n=1 by “shuf-
fling” each of the partitions ηn, n ≥ 0. More specifically, for each n ≥ 0 and
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for each Iωn ∈ ηn, we reassign a new length to the interval Iωn in such a way
that the sum of the lengths of all intervals belonging to η∗n continues to be 1,
and such that η∗n+1 is a refinement of η
∗
n. The construction is performed as
follows.
For each n ≥ 0, permute the intervals of ηn such that their labels increase
by 1 from 0 to 2n+1−1 when each is read from right to left. That is, transpose
the positions of intervals with labels that are mirror-images of one another –
one label read left-to-right is equal to the other label read right-to-left. For
example, for d = 2 and n = 5, the labels 00101 and 10100 are mirror-images,
and so the intervals I00101, I10100 ∈ η5 are transposed in the construction of
η∗5. This new partition, together with its new labelling, is the dual partition
η∗n. The dual partition of η
∗
n is ηn, that is η
∗∗
n = ηn.
Another way to describe the dual partition η∗n is by first defining a bijec-
tion ρ : Σn → Σn such that
ρ(i0i1 . . . in−1) = in−1 . . . i1i0.
Now for each Iωn ∈ ηn change its length to |Iρ(ωn)| and its label to I∗ωn . The
result is the partition η∗n.
Note that since f preserves Lebesgue measure,
|Iωn| = |I0ωn|+ |I1ωn|+ . . .+ |I(d−1)ωn|, ∀Iωn ∈ ηn.
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we see that η∗n+1 is a refinement of η
∗
n for all n ≥ 0. In addition, if the
sequence {ηn}∞n=0 of partitions satisfies the conditions of theorem 20, then so
does the sequence {ηn}∞n=0 of dual-partitions.
Theorem 21. Given a degree d ≥ 2 uniformly quasisymmetric circle endo-
morphism f that preserves Lebesgue measure with nested Markov partitions
{ηn}∞n=0, there is a unique circle endomorphism f ∗ that is topologically con-
jugate to f with nested Markov partitions {η∗n}∗n=0 (the dual-partitions), and
f ∗ also preserves Lebesgue measure.
Proof. The procedure described above shows how to obtain the sequence of
dual-partitions {η∗n}∞n=0, and the desired unique circle endomorphism f ∗ is
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provided by theorem 20. Since f and f ∗ have the same degree d, it follows
from theorem 6 that f and f ∗ are topologically conjugate.
By construction, for any n ≥ 0 and for any interval I∗ωn ∈ η
∗
n, we have




ωn1) + . . .+ λ(I
∗
ωn(d−1))
= λ(Iωn0) + λ(Iωn1) + . . .+ λ(Iωn(d−1))
= λ(Iωn) = λ(I
∗
ωn).
Since the collection of such intervals forms a semi-algebra which generates
the Borel σ-algebra, it follows that f ∗ preserves Lebesgue measure.
Similarly, the degree d ≥ 2 dual circle map f ∗ is also topologically con-
jugate to the map qd : x 7→ dx mod 1. Let h∗ : T → T denote the home-
omorphism such that f ∗ = h∗ ◦ qd ◦ (h∗)−1, and let h̃ : T → T denote the
homeomorphism such that f ∗ = h̃ ◦ f ◦ h̃−1. Then we have
h̃ = h∗ ◦ h−1.
In summary, the following diagram commutes.
Definition 29. The homeomorphism h∗ can be used to define a measure
µ∗. For any interval A ⊂ T of the form [a, b], (a, b], [a, b), or (a, b), define
µ∗(A) = h∗(b) − h∗(a). That is, µ∗ is the pullback measure of Lebesgue
measure via h∗ (µ∗ = (h∗)∗λ). Since the collection of all such intervals forms












Figure 4.4: Topologically conjugate circle endomorphisms qd, f, and f
∗ (the
dual circle endomorphism of f).
a semi-algebra that generates the Borel σ-algebra B, µ∗ extends uniquely to
a Borel probability measure on T. We call µ∗ the dual circle measure to
µ = h∗λ.
The following figure shows three pairs of graphs. On the left in blue is
the distribution function h for an arbitrary invariant measure with bounded
geometry with respect to the doubling map q2. On the left in red is the
distribution function h∗, which is also an invariant measure with bounded
geometry with respect to the doubling map q2. On the left in black is the
dual homeomorphism h̃ = h∗◦h−1. On the right are the corresponding degree
2 circle endomorphisms f in blue and f ∗ in red.
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Figure 4.5: Distribution functions h (left, blue) and dual distribution func-
tions h∗ (left, red), and their corresponding circle endomorphisms f =
h ◦ q2 ◦ h−1 (right, blue) and f ∗ = h∗ ◦ q2 ◦ (h∗)−1 (right, red). On the
left in black is the dual homeomorphism h̃ = h∗ ◦ h−1.
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Remark 9. It is interesting to observe how close the homeomorphisms h
and h∗ remain to one another. This is mirrored by the observation that the
homeomorphism h̃ remains close to the identity. In the following section, we
show that h̃ actually has countably many limit points of fixed points (theorem
22).
The endomorphisms f and f ∗ also remain close to one another. Despite
their similar appearances, there is an important distinction: the circle endo-
morphism f has bounded geometry, but the circle endomorphism f ∗ may not
have bounded geometry.
The MATLAB code for creating these graphs is included in the appendix
(see chapter 6 section 6.3).
4.3 Properties of the dual homeomorphism
First, for each n ≥ 0, h̃ must send the endpoints of intervals in ηn to the
endpoints of intervals in η∗n, preserving their order. In fact, since this set of
points becomes dense in T as n→∞, this is both a necessary and sufficient
condition for h̃. For each n = 1, 2 . . ., we can define h̃n : [0, 1] → [0, 1] to be
affine on each interval in ηn, sending endpoints of intervals in ηn to endpoints
of intervals in η∗n, preserving their order.
For now, let us fix the degree of f (and thus f ∗) to be 2. Since ρ(0) = 0
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and ρ(1) = 1, it is clear that h̃1 is the identity on [0, 1]. Also, since f preserves
Lebesgue measure and Lebesgue measure is additive, we have
|I0| = |I00|+ |I10| = |I00|+ |I01|
⇒ |I01| = |I10|,
and so h̃2 = Id. The same argument shows that h̃3 = Id as well.
As n → ∞, the number of fixed points of h̃n also goes to infinty, that is
# Fix(h̃n) → ∞. In fact, since f preserves Lebesgue measure and Lebesgue
measure is additive, we have
|I 0...0︸︷︷︸
n−1

















































)∣∣∣∣ 1 ≤ n ≤ N} .
Thus #Fix(h̃n) ≥ 4n−3, and the points h(0) = 0 (and h(1) = 1) and h(1/2)
are limit points for the set Fix(h̃).
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There are other limit points for Fix(h̃) as well. For example, the argument











Note that the label of this interval is a palindrome (i.e. it reads the same
forward and backward), that is,
ρ(0 . . . 0︸ ︷︷ ︸
n
1 0 . . . 0︸ ︷︷ ︸
n
) = 0 . . . 0︸ ︷︷ ︸
n













Let a2 be the right endpoint of this interval. Since the left endpoint of this
interval a1 is a fixed point of h̃, this implies that a2 is also a fixed point of
h̃. Then we can also say
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In this way, define




























Figure 4.6: The increasing sequence {am}∞m=1 of fixed points of h̃, constructed
with n = 2.
The sequence {am}∞m=1 of fixed points of h̃ is increasing and is bounded
above. Thus am → a for some a ∈ I, and a is a limit point of the set
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Fix(h̃). In fact, when a decimal point is put before the labels of the intervals
in (4.4) and the labels are treated as binary numbers, these numbers form a
















Thus, taking the limit, we have shown the following.
Theorem 22. Suppose f is a degree 2 circle endomorphism with bounded
geometry that preserves Lebesgue measure and f ∗ is its dual circle endomor-
phism. Let h and h∗ be circle homeomorphisms such that
f = h ◦ q2 ◦ h−1, f ∗ = h∗ ◦ q2 ◦ (h∗)−1,
and
h̃ = h∗ ◦ h−1, f ∗ = h̃ ◦ f ◦ h̃−1.























Switching all 0’s to 1’s and all 1’s to 0’s in the argument above, we arrive
at the following.
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{0, 1, . . . , d− 1}
= {ω∗ = . . . j2j1j0 | jk ∈ {0, 1, . . . , d− 1}, k = 0, 1, . . .}.
The set {0, 1, . . . , d − 1} is given the discrete topology and Σ∗ is given the
product topology. It is a compact topological space.
Definition 30. A right-cylinder for a fixed word ω∗n = jn−1 . . . j1j0 of
length n is
[ω∗n] = {ω∗ = . . . j′n+1j′njn−1 . . . j1j0 | j′n+k ∈ {0, 1, . . . , d− 1}, k = 0, 1, . . .}.
The set of all right-cylinders forms a topological basis of Σ∗. We call the
topology generated by the set of all right-cylinders the right topology, and
we call the set Σ∗ with the right-topology the dual symbolic space.
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For any ω∗ = . . . j2j1j0, let
σ∗(ω∗) = . . . j2j1
be the right shift map. Then (Σ∗, σ∗) is called a dual symbolic dynamical
system.
For a point ω∗ = . . . j1j0 ∈ Σ∗, let ω∗n = jn−1 . . . j1j0. Then
T ⊃ I∗ω1 ⊃ I
∗
ω2
⊃ . . . ⊃ I∗ωn ⊃ . . . .
Since each I∗ωn is compact and non-empty,
I∗ω = ∩∞n=1I∗ωn 6= ∅.
If every I∗ω = {x∗ω} contains only one point, then we define the projection πf∗
from Σ∗ onto T as
πf∗(ω
∗) = xω∗ .
The projection πf∗ is one-to-one except for on a countable set
B =
{
. . . 00, . . . (d− 1)(d− 1),
. . . 00(d− 1)ω∗n, . . . (d− 1)(d− 1)0ω∗n
∣∣∣∣ n ≥ 0, ω∗0 = ∅}
on which πf∗ is two-to-one. These are precisely the points in Σ
∗ that project
to an endpoint of I∗ωn for some n. From our construction we have
πf∗ ◦ σ∗(ω∗) = f ∗ ◦ πf∗(ω∗), ω∗ ∈ Σ∗.
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Thus (Σ∗, σ∗) is the symbolic dynamical system for the dual circle endomor-
phism f ∗. We call (Σ∗, σ∗) the dual symbolic dynamical system.
Both the symbolic dynamical system (Σ, σ) and the dual symbolic dy-
namical system (Σ∗, σ∗) can be visualized as directed d-nary trees, where
each vertex is a cylinder and each edge shows the action of σ or σ∗ on that
cylinder. We can overlay these two trees on top of one another (see fig-
ure 4.7), with the understanding that the left-cylinders [ωn] must be treated
as right-cylinders [ω∗n] when following edges that represent the action of σ
∗.
Remark 10. In reference to figure 4.7, when the vertices represent left-
cylinders of Σ, then the dotted arrows point to each cylinder’s “dynamical
parent” (image under σ) and the solid arrows point to each cylinder’s “spatial
parent” (cylinder one level above which contains it). On the other hand, when
the vertices represent right-cylinders of Σ∗, then the solid arrows point to each
cylinder’s “dynamical parent” (image under σ∗) and the dotted arrows point
to each cylinder’s “spatial parent”. This is the sense in which σ and σ∗ are
dual maps of one another.






∣∣∣ 1 ≤ N <∞} ∪ Σ∗.
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Figure 4.7: Two directed d-nary trees (d=2). The dotted tree shows the
action of σ on left-cylinders of Σ, and the solid tree shows the action of σ∗
on right-cylinders of Σ∗.
be the collection of all finite unions of right-cylinders in Σ∗. This forms an
algebra of sets that generates the σ-algebra of Borel sets B (refer to [7] for
more).
For each n ≥ 1 and for each ω∗ = . . . jnjn−1 . . . j1j0 ∈ Σ∗, let ω∗n =
jn−1 . . . j1j0 and wn = i0i1 . . . in−2in−1 where i0 = jn−1, i1 = jn−2, . . ., in−2 =
j1, and in−1 = j0. For n ≥ 0, define
P ([w∗n]) = |Iwn|, P (Σ∗) = |I| = 1. (4.5)














] is a disjoint union. Then
P (Σ∗) = |I0|+ |I1|...+ |Id−1| = 1.
For any right cylinder [w∗n], the collection of right cylinders
{[jw∗n] | j = 0, . . . , d− 1},
is the collection of all the right sub-cylinders from one level below and [w∗n] =
∪d−1j=0[jw∗n]. Since f−1(Jwn) = ∪d−1j=0Jjwn and since f preserves the Lebesgue










So P is a probability measure on G. This fact plus the Caratheodary exten-
sion theorem implies that P can be extended to a probability measure on the
σ-algebra B.
Thus we have a probability space
(Σ∗,B, P )
associated with f . Furthermore, under the assumption of bounded geometry
for f , P is a non-atomic probability measure.
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We now use the probability measure P to to define a sequence of functions






where P ([σ∗(ω∗1)]) = P (Σ
∗) = 1, for all ω∗1 ∈ Σ∗1. Then we have a sequence
of positive real functions (Xn)n≥1 on Σ
∗.
Definition 31. We say that the sequence (Xn)n≥1 for a circle endomorphism
f has a locally constant limit X if there exists a positive integer n0 and









for ω∗ = . . . jnjn−1 . . . j1j0 ∈ Σ∗ with ω∗n = jn−1 . . . j1j0.
Remark 11. Even if the sequence (Xn)n≥1 for a circle endomorphism f has a
locally constant limit X, it may not imply that Xn is equal to these constants
locally. For example, for qd(z) = z
d, d ≥ 2, we have the corresponding
constant sequence {Xqd,n = d}∞n=1 and thus it has a constant limit Xqd = d.
Now consider an abitrary symmetric circle homeomorphism h and f = h ◦





, n = 1, 2, . . . ,
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may not be the constant sequence {d}∞n=1 for all n ≥ 1, but its limit is still
the constant d (see the proof of Theorem 25). In the following chapter, we
will use martingale theory to prove that under the further assumption that f
preserves the Lebesgue measure on T , this cannot happen.
Chapter 5
Martingales
In general, a circle endomorhism with bounded geometry, even one that
preserves Lebesgue measure, may be totally singular, that is, its derivative
may be 0 almost everywhere despite the fact that it is strictly increasing.
Therefore, its derivative may not be of interest. Instead, we apply the theory
of martingales (see [10]) to define a positive L1 function on the dual symbolic
space Σ∗ for a circle endomorphism with bounded geometry that preserves
Lebesgue probability measure (see [7]). Such a positive L1 function can be
thought of as the L1 dual derivative. It is defined P − a.e. in Σ∗ and is
bounded and bounded away from zero.
5.1 Definition and convergence theorem
For any fixed n ≥ 1, define Bn as the σ-algebra generated by all right cylinders
{[w∗s ], 0 ≤ s ≤ n}. Then Bn is a sub-σ-algebra of B and we have a filtration
114
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of σ-algebras (Bn)n≥1,
Bm ⊆ Bn ⊆ B, ∀0 ≤ m ≤ n.
Definition 32. Given the probability space (Σ∗,B, P ) and the filtration of
σ-algebras (Bn)n≥1 defined above, a sequence of random variables (Xn)n≥1 is
called a martingale if
i E[|Xn|] <∞ for all n ≥ 0, that is,∫
Σ∗
|Xn(ω∗)| dP <∞, ∀n ≥ 1;
ii Xn is Bn-measurable for all n ≥ 1, that is, for each n ≥ 1 and for each




iii For all 1 ≤ m ≤ n, Xm = E[Xn|Bm] P − a.e., where E[Xn|Bm] is the





Xn dP, ∀A ∈ Bm.
In particular, for all ω∗ = . . . jm+1jmω
∗
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For a submartingale, part (3) is replaced with the condition that for all
1 ≤ m ≤ n, Xm ≤ E[Xn|Bm] P − a.e.
Theorem 23. Suppose f : T → T is a circle endomorphism that preserves






introduced in (4.6), with the filtration of σ-algebras (Bn)n≥1 is a martingale
on (Σ∗,B, P ).
Proof. We check that the sequence of positive random variables (Xn)n≥1
satisfies (1)-(3) in Definition 32 as follows:















|Iσ∗(ω∗n)| ≤ d <∞








is a constant. So {Xn(ω∗) ≤ x} is the union of some collection of open sets
belonging to Bn. Hence Xn is Bn-measurable.
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This says that Xn = E(Xn+1|Bn) for all n ≥ 1. Thus (Xn)n≥1 is indeed a
martingale.
Definition 33. A collection H of B-measurable functions X : Σ∗ → R is







|X| dP = 0.
Theorem 24 (Martingale Convergence Theorem). Let (Xn)n≥1 be a mar-
tingale on (Σ∗,B, P ) and suppose the collection of B-measurable functions




∗) = X(ω∗) exists P − a.e.,





|Xn −X| dP = 0.
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X dP, ∀ω∗ ∈ Σ∗, ∀n ≥ 0.
In order to prove theorem 24, we will need the following definition and
lemma.
Definition 34. Let (Xn)n≥1 be a submartingale, and fix a, b ∈ R with a < b.




∗), . . . Xn(ω
∗). (5.2)
Then Un(ω
∗) is the number of times the sequence (5.2) first takes a value ≥ b
after previously taking a value ≤ a, that is, the number of times the sequence
upcrosses the interval [a, b] in its first n values. More precisely, define
A1 = min{k ≥ 1 | Xk ≤ a},
B1 = min{k ≥ A1 | Xk ≥ b},
A2 = min{k ≥ B1 | Xk ≤ a},
B2 = min{k ≥ A2 | Xk ≥ b}, etc.,
where min ∅ =∞. Then
Un = max{j | Bj ≤ n},
where max ∅ = 0.
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Lemma 12. [Doob’s Upcrossing Inequality] Let (Xn)n≥1 be a martingale as
in (4.6), fix a, b ∈ R with a < b, and let Un be the number of upcrossings of






where (Xn − a)+ = max{Xn − a, 0}.
Proof. Let Yn = (Xn−a)+ = max{Xn−a, 0}. Since (Xn)n≥1 is a martingale,







|Xm(ω∗)− a|P ([ω∗m]) ≤
∫
[ω∗m]
|Xn − a| dP.
Since
(Xm − a)+ =
Xm − a+ |Xm − a|
2
,
we have (Xm − a)+ ≤ E[(Xn − a)+|Bm] for all m ≤ n. Thus (Yn)n≥0 is a
submartingale.
It is straightforward to check that for all n we have
Yn = Ymin{A1,n} +
n∑
i=1
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Note that Ymin{Ai,n} ≥ 0 and
n∑
i=1
(Ymin{Bi,n} − Ymin{Ai,n}) ≥ Un(b− a).
Thus,




Rearranging and and taking the expectation of each side, we obtain




Since (Yn)n≥0 is a submartingale, and since min{Ai+1, n} ≥ min{Bi, n}, we
have
E[Ymin{Bi,n}] ≤ E[E[Ymin{Ai+1,n}|Bmin{Bi,n}]] = E[Ymin{Ai+1,n}].
Hence, the summation in (5.4) is non-negative, and the result follows.
Now we can proceed with the proof of theorem 24.
Proof. Since (Xn)n≥1 is uniformly integrable, for any ε > 0 there exists a
constant c ∈ R such that
E[|Xn|1{|Xn|>c}] ≤ ε, ∀n ≥ 1.
Therefore, we have
E[|Xn|] = E[|Xn|1{|Xn|>c}] + E[|Xn|1{|Xn|≤c}] ≤ ε+ c, ∀n ≥ 1. (5.5)
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In particular, there exists a constant c0 ∈ R such that E[|Xn|] < c0 for all
n ≥ 1.
For any a, b ∈ R with a < b, let Un be the number of upcrossings of the
interval [a, b] as defined in defintition 34. For every ω∗ ∈ Σ∗, the sequence
{Un}n≥1 is monotonically increasing. Thus U(a, b) = limn→∞ Un exists. It
follows from the Monotone Convergence Theorem and theorem 12 that















≤ c0 + |a|
b− a
Thus,
P (U(a, b) <∞) = 1. (5.6)
Define
Sa,b = {ω∗ ∈ Σ∗ | lim inf
n→∞
Xn(ω








a, b ∈ Q
Sa,b.
Then P (S) = 0. However, we have
S = {ω∗ ∈ Σ∗ | lim inf
n→∞
Xn(ω
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Thus, limn→∞Xn = X exists P − a.e. In addition, it follows from Fatou’s
Lemma and (5.5) that
E[|X|] = E[lim inf
n→∞
|Xn|] ≤ lim inf
n→∞
E[|Xn|] ≤ c0. (5.7)
Thus Xn converges P − a.e. to a finite limit X ∈ L1(P ).
To show that Xn converges to X in L
1(P ), for c ∈ R define
fc(x) =

−c if x < −c,
x if − c ≤ x ≤ c
c if c < x.
Since {Xn}n≥0 is uniformly integrable, for any ε > 0 there exists a constant
c such that
E[|Xn − fc(Xn)|] < ε/3, ∀n ≥ 0,
and
E[|fc(X)−X|] < ε/3.
Since fc is continuous, we have limn→∞ fc(Xn) = fc(X) P − a.e.. Thus, it
follows from Lebesgue’s Dominated Convergence Theorem that there exists
N ∈ N such that for all n ≥ N we have
E[|fc(Xn)− fc(X)|] < ε/3.
Combining the previous three inqualities, we have
E[|Xn −X|] < ε, ∀n ≥ N,
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that is, Xn converges to X in L
1(P ).















|Xn −X| dP, (5.8)






X dP, ∀A ∈ Bm
that is, Xm = E[X|Bm].
When the martingale (Xn)n≥1 converges to the random variable X as in
Theorem 24, we call X the limit of the martingale (Xn)n≥1.
Corollary 5. Suppose f : T → T is a circle endomorphism with bounded ge-
ometry that preserves the Lebesque probability measure m on T . Let (Xn)n≥1
as defined in (4.6) be the corresponding martingale on the dual symbolic space
(Σ∗,B, P ). Then there exists a B-measurable function X ∈ L1(P ) such that




|Xn −X| dP = 0,
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iv there is a constant C > 1 such that 1 < X(ω∗) < C for a.e. ω∗ ∈ Σ∗.
Proof. The bounded geometry of f implies that there is a constant 1 < C <
∞ such that 1 < Xn(ω∗) ≤ C for all ω∗ ∈ Σ∗ and all Xn belonging to the
martingale (Xn)n≥1 defined by (4.6). Thus, the collection of B-measurable
functions {Xn}n≥1 is uniformly integrable. Actually, in our case the bounded
geometry condition implies that we have a uniformly bounded martingale.
The result then follows directly from Theorem 24.
Remark 12. In our context, we can think of the limit X of the martingale
(Xn)n≥1 as the L
1-dual derivative for f .
Lemma 13. Let f and g be two circle endomorphisms that both have bounded
geometry and that both preserve the Lebesque probability measure m on T .
Suppose there exists a symmetric homeomorphism h : T → T such that
f ◦ h = h ◦ g. Then for any ω∗ ∈ Σ∗, the limit limn→∞Xn,f (ω∗) exists if and
only if the limit limn→∞Xn,g(ω
∗) exists, and for all ω∗ ∈ Σ∗ such that either
limit exists, we have Xf (ω
∗) = Xg(ω
∗).
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Proof. Let H : R → R denote the lift of h. Let ε > 0 and choose N
sufficiently large such that n ≥ N implies that H is Mε-quasisymmetric on
each Iωn,f ∈ ηn,f , where 1 ≤Mε < 1 + ε. For any Iωn,f ∈ ηn,f , we have
H(Iωn,f ) = Iωn,g ∈ ηn,g. (5.9)
Let Iωn,f = [x0, xd] and let Iωn,g = [y0, yd]. Define the linear maps lf :
[x0, xd]→ [0, 1] and lg : [y0, yd]→ [0, 1] as follows.
lf (x) = (x− x0)/(xd − x0)
lg(y) = (y − y0)/(yd − y0)
Then
H̃ := lg ◦H ◦ l−1f : [0, 1]→ [0, 1]
is an Mε-quasisymmetric homeomorphism. From lemma 2, we have
|H̃(x)− x| ≤Mε − 1 < ε. (5.10)
Let x1, . . . , xd−1 ∈ (x0, xd) be the (d− 1) points such that F n+1(xi) ∈ Z.







lf (xi+1)− lf (xi)
. (5.11)
Similarly, let y1, . . . yd−1 ∈ (y0, yd) be the (d− 1) points such that Gn+1(yi) ∈
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Since H̃(lf (xi)) = lg(yi), it follows from (5.10) that for all ω
∗ ∈ [ω∗n], n ≥ N
we have
|Xn+1,f (ω∗)−Xn+1,g(ω∗)| =
∣∣∣∣ 1lf (xi+1)− lf (xi) − 1lg(yi+1)− lg(yi)
∣∣∣∣
≤ |H̃(lf (xi+1))− lf (xi+1)|+ |H̃(lf (xi))− lf (xi)|




where Cf and Cg are positive lower bounds for lf (xi+1)− lf (xi) and lg(yi+1)−
lg(yi), respectively, provided by the bounded geometry of f and g, indepen-
dent of n. Thus,
lim
n→∞
|Xn,f (ω∗)−Xn,g(ω∗)| = 0 ∀ω∗ ∈ Σ∗, (5.13)
and the result follows from Corollary 5.
Theorem 25. Let f and g be two circle endomorphisms that both have
bounded geometry and that both preserve the Lebesque probability measure
m on T . Suppose there exists a symmetric homeopmorphism h : T → T such
that f ◦h = h◦g. Then there exists a subset A ⊂ Σ∗ with Pf (A) = Pg(A) = 1
such that Xf (ω
∗) = Xg(ω
∗) for all ω∗ ∈ A.
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Proof. Define








A = Af ∩ Ag.
From Corollary 5, we have Pf (Af ) = 1 and Pg(Ag) = 1. From Lemma 13,
we have A = Af = Ag, and for any ω
∗ ∈ A we have Xf (ω∗) = Xg(ω∗).
Remark 13. A problem relating to Conjecture 1 is to show that Pf and Pg
are equivalent, that is, there is a constant C ≥ 1 such that
C−1Pf (A) ≤ Pg(A) ≤ CPf (A)
for all Borel subsets A in Σ∗. Conjecture 1 is equivalent to C = 1.
5.2 Locally constant limits and finite martin-
gales
In this section, we discuss those martingales whose limits satisfy Defini-
tion 31, that is, whose limits are locally constant.
Definition 35. A martingale (Xn)n≥1 with a filtration (Bn)n≥1 on the prob-
ability space (Σ∗,B, P ) is said to be finite if there is an integer n0 ≥ 1 such
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that Xn = Xn0 for all n ≥ n0. We call the smallest such integer n0 the length
of (Xn)n≥1.
It is clear that given a uniformly bounded martingale, if it is finite then
the limit X is a locally constant function on Σ∗. The converse is also true.
Theorem 26. Suppose (Xn)n≥1 with the filtration (Bn)n≥1 is a uniformly
bounded martingale on the probability space (Σ∗,B, P ). Then it is finite of
length n0 ≥ 1 if and only if its limit X is a locally constant random variable
on Σ∗ with X(ω∗) = c(ω∗n0).
Proof. We need only to prove the “if” part. Suppose (Xn)n≥1 satisfies Def-
inition 31. Since it is uniformly bounded, Theorem 24 says that we have
a limit X of (Xn)n≥1 on Σ
∗ and X(ω∗) = c(ω∗n0) for any n ≥ n0 and a.e.
ω∗ = . . . jn−1 . . . j1j0 ∈ Σ∗ with ω∗n = jn−1 . . . j1j0. Using Theorem 24 again,
we have that
Xn(ω
∗) = E(X|Bn)(ω∗) = c(ω∗n0)
for a.e. ω∗ ∈ Σ∗. This says that (Xn)n≥n0 is finite.
A circle endomorphism that has bounded geometry may not be uniformly
quasisymmetric. For a circle endomorphism, an equivalent condition to that
of uniformly quasisymmetric is the condition of bounded nearby geometry,
defined below (refer to [8, 9] for more).
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Definition 36. Suppose f is a circle endomorphism of degree d ≥ 2 and
suppose (ξn)n≥1 is the corresponding sequence of Markov partitions on T .







for every pair of arcs Jωn , Iω′n ∈ ξn that share a common endpoint, for any
n ≥ 1.
We have the following theorem to characterize the bounded nearby ge-
ometry for a circle endomorphism whose corresponding martingale is finite.
Theorem 27. Suppose f is a circle endomorphism of degree d ≥ 2 that
has bounded geometry and preserves the Lebesgue probability measure m on
T . Suppose (Xn)n≥1 is the corresponding martingale on (Σ
∗,B, P ). Suppose
(Xn)n≥1 is finite of length n0 ≥ 1. Then f has bounded nearby geometry if
and only if
Xn0(. . . 0 . . . 0︸ ︷︷ ︸
n0
∗) = Xn0(. . . (d− 1) . . . (d− 1)︸ ︷︷ ︸
n0
∗). (5.14)
Proof. Let (ηn)n≥1 be the corresponding sequence of Markov partitions for f
on [0, 1]. By the definition,
Xn(. . . 0 . . . 0︸ ︷︷ ︸
n
∗) =
|I0 . . . 0︸ ︷︷ ︸
n−1
|
|I0 . . . 0︸ ︷︷ ︸
n
|
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and
Xn(. . . (d− 1) . . . (d− 1)︸ ︷︷ ︸
n
∗) =
|I(d− 1) . . . (d− 1)︸ ︷︷ ︸
n−1
|




Since (Xn)n≥1 is finite of length n0, we have
Xn(. . . 0 . . . 0
∗︸ ︷︷ ︸
n




Xn(. . . (d− 1) . . . (d− 1)︸ ︷︷ ︸
n
∗) = Xn0(. . . (d− 1) . . . (d− 1)︸ ︷︷ ︸
n0
∗)
for all n ≥ n0. Hence
|I0 . . . 0︸ ︷︷ ︸
n+n0
|




|I0 . . . 0︸ ︷︷ ︸
n0
|




Xn0(. . . (d− 1) . . . (d− 1)︸ ︷︷ ︸
n0
∗)











|I0 . . . 0︸ ︷︷ ︸
n+n0
|




for all n ≥ 1. This implies (5.14).
If (5.14) holds, then the ratios of all pairs of intervals in ξn with common
endpoints belong to a finite collection of fixed positive numbers for all n ≥ n0.
So f has bounded nearby geometry.
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Theorem 28. Suppose f = h ◦ qd ◦ h−1 is a circle endomorphism that pre-
serves the Lebesgue probability measure m and has bounded geometry. Here
h is a circle homeomorphism. Suppose (Xf,n)n≥1 is the corresponding mar-
tingale. For any k ≥ 1, we define a new finite martingale Yn = Xf,min{n,k}
of length k. Then we can construct a unique circle endomorphism fk =
hk ◦ qd ◦h−1k that preserves the Lebesgue probability measure and has bounded
geometry whose corresponding martingale (Xfk,n = Yn)n≥1 is finite. Here hk
is a circle homeomorphism. Then fk (respectively, hk) tends to f (respec-
tively, h) uniformly on T as k →∞.
Proof. Let F, Fk, H,Hk : R→ R be the lifts of f, fk, h, and hk, respectively.
Since fk is the circle endomorphism generated by the finite martingale Yn of
length k, the first k Markov partitions ξfk,n = ξf,n are identical for n = 1,
. . ., k. This implies that
max
x∈[0,1]






|H(x)−Hk(x)| ≤ τk = max
ωk∈Σk
{|Iωk |}.
Because of the bounded geometry, τk → 0 as k → ∞. This completes the
proof.
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Remark 14. In the case that f is a uniformly quasisymmetric circle en-
domorphism (i.e. f has bounded nearby geometry), it does not necessarily
follow that fk is uniformly quasisymmetric (i.e., fk has bounded nearby ge-
ometry) for any k ≥ 1. This is because of Theorem 27 and the fact that in
general, we do not have
Xf,k(. . . 0 . . . 0︸ ︷︷ ︸
k
∗) = Xf,k(. . . (d− 1) . . . (d− 1)︸ ︷︷ ︸
k
∗).
for a general uniformly quasisymmetric circle endomorphism f .
A trivial example of a circle endomorphism having finite martingale is
the map q(z) = zd. The corresponding martingale (Xn = d)n≥1 is finite of
length n0 = 1.
Suppose f is a circle endomorphism of degree 2 that preserves the Lebesgue
probability measure m on T . Then for any ωn ∈ Σn, n ≥ 0, we have
|Iωn| = |Iωn0|+ |Iωn1|, (5.15)
and
|Iωn| = |I0ωn|+ |I1ωn|. (5.16)
Thus, given the lengths of all intervals belonging to ηn+1 and just the lengths
of intervals belonging to ηn+2 of the form I0ωn0, the lengths of the remaining
intervals in ηn+2 are determined by the following equations:
|I0ωn1| = |I0ωn| − |I0ωn0|, (5.17)
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|I1ωn0| = |Iωn0| − |I0ωn0|, (5.18)
|I1ωn1| = |Iωn1| − |I0ωn |+ |I0ωn0|. (5.19)
In order for the sequence {ηn}n≥1 to have bounded geometry with a bound
C, I0ωn0 has to satisfy the following inequalities:
max{0, |I0ωn| − |Iωn1|} < |I0ωn0| < min{|I0ωn|, |Iωn0|},
1
C


















which is equivalent to the bounded geometry condition (19).
Equations (5.17)-(5.20) summarize one way in which one can create ex-
amples of degree 2 circle endomorphisms preserving Lebesgue measure m on
T with bounded geometry. We give two such examples, both with finite mar-
tingales of length n0 = 3 and with bounded geometry constant C = 4. One
has only bounded geometry (not bounded nearby geometry), thus it is not
uniformly quasisymmetric. The other has bounded nearby geometry, thus it
is uniformly quasisymmetric.
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Example 2. The first example has only bounded geometry which is illustrated
in Figure 5.1 with the corresponding lengths of intervals. Since X2 = 4 = C







C−1 on I01, to satisfy (5.20), X3 has to be 4 and
4
3
on the preimages of these intervals, respectively. Since X3(000) 6= X3(111),
theorem 27 implies the circle endomorphism defined by these partitions is not
uniformly quasisymmetric.
Example 3. The second example has bounded nearby geometry which is il-
lustratred in Figure 5.2 with the corresponding lengths of intervals. Since
X3 = 4 on I000 and I111 and Xn = X3 for all n ≥ 3, it has bounded nearby
geometry from Theorem 27.
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I=[0,1] I=[0,1]
1/3 2/3
1/12 1/4 1/4 5/12

















X =3 X =3/211
X =42 X =8/32X =4/32 X =8/52

































Figure 5.1: Finite Martingale of length n0 = 3 and C = 4. The top left
shows the lengths of the intervals belonging to ηn and the top right shows
the values of Xn on intervals belonging to ηn, for n = 1, 2, 3, 4. The bottom
left shows the distribution function h and the bottom right shows the circle
endomorphism f , with f = h ◦ q2 ◦ h−1. The circle endomorphism f has
bounded geometry but does not have bounded nearby geometry, thus it is
not uniformly quasisymmetric.
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I=[0,1] I=[0,1]
4/9 5/9
1/9 1/3 1/3 2/9

















X =9/4 X =9/511
X =42 X =5/32X =4/32 X =5/22

































Figure 5.2: Another finite Martingale of length n0 = 3 and C = 4. The
top left shows the lengths of the intervals belonging to ηn and the top right
shows the values of Xn on intervals belonging to ηn, for n = 1, 2, 3, 4. The
bottom left shows the distribution function h and the bottom right shows
the circle endomorphism f , with f = h ◦ q2 ◦ h−1. The circle endomorphism
f has bounded geometry and bounded nearby geometry, thus it is uniformly
quasisymmetric.
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5.3 A symmetric rigidity theorem assuming
locally constant limit of martingale
Theorem 29. Suppose f and g are both circle endomorphisms of the same
topological degree d ≥ 2 such that each has bounded geometry and preserves
the Lebesgue probability measure m on T . Suppose f has a locally constant
limit of martingale and h is a symmetric conjugacy between f and g. Then
h must be the identity.
Proof. Let n0 be the length for the martingale (Xf,n)n≥1. For every ω
∗ ∈ Σ∗,
write ω∗ = . . . jnjn−1 . . . j1j0 and ω
∗
n = jn−1 . . . j1j0.




for dn0 constants c(ω∗n0). Theorem 26 implies that
Xn,f (ω
∗) = Xn,g(ω
∗) = c(ω∗n0) ∀n ≥ n0. (5.21)
Let Iwn0 ,f be any interval belonging to the partition ηn0,f . For any
wn0+m = wn0in0 . . . in0+m−1, m ≥ 1,
we have
Iwn0+m,f ⊂ Iwn0 ,f .
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= . . . =
|F (Iwn0 ,f )|
|Iωn0 ,f |
:= awn0 . (5.22)
The set of endpoints of Iwn0+m for all m ≥ 1 forms a dense subset of Iwn0 .
This implies that
F |Iωn0 (x) = aωn0x+ bωn0 ,
where {bωn0} are d
n0 constants. In other words, the circle endomorphism F
is a piecewise linear function. Similarly, it follows from (5.21) that for all






















where {b′ωn0} are d
n0 constants. In other words, both F and G are piecewise-










CHAPTER 5. MARTINGALES 139
for some c ∈ {c(ω∗n0) | ω
∗
n0











H(x) = dwn0x+ en0 , ∀x ∈ Iwn0 .
From the definition of a symmetric homeomorphism, we see that dwn0 = d
and ewn0 = e for all wn0 . But H(0) = 0 and H(1) = 1 implies that d = 1 and





alpha=.8 %set the value of alpha here
M=20 %set number of Markov partition
%levels in construction -
























axis([0 1 0 1]);
6.2 Bounded geometry measure
clf;
aub=.9 %alpha upper bound
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alb=.1 %alpha lower bound
N=20 %number of levels in construction












%set coordinates of position and twin
%two preimages of the same point under the doubling map
position=(2*k-1)*stepsize+1;






































axis([0 1 0 1]);
hold on;















axis([0 1 0 1]);
6.3 Dual measure and dual endomorphism
clf;
aub=.9; %alpha upper bound (Bounded Geometry constant)
alb=.1; %alpha lower bound
N=20; %number of levels in construction
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alpha=zeros(size(x));





for k=1:2^(n-2) %2^n endpoints in level n
%2^(n-1) NEW endpoints
%and their values are assigned in PAIRS
%hence we do do this in 2^(n-2) steps
stepsize=2^(N-n);
%set coordinates of position and twin
%two preimages of the same point under the doubling map
position=(2*k-1)*stepsize+1;
posleft=position-stepsize;





































































% blue=h, red=h^* dual, black=h^*(h^{-1})dual homeo
subplot(1,2,1);







axis([0 1 0 1]);








axis([0 1 0 1]);
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