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Abstract “How to be a knowledge scientist after the
Snowden revelations?” is a question we all have to ask
as it becomes clear that our work and our students
could be involved in the building of an unprecedented
surveillance society. In this essay, we argue that this
affects all the knowledge sciences such as AI, computa-
tional linguistics and the digital humanities. Asking the
question calls for dialogue within and across the disci-
plines. In this article, we will position ourselves with
respect to typical stances towards the relationship be-
tween (computer) technology and its uses in a surveil-
lance society, and we will look at what we can learn
from other fields. We will propose ways of addressing
the question in teaching and in research, and conclude
with a call to action.
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“How to be a knowledge scientist after the Snowden rev-
elations?” is a question we all have to ask as it becomes
clear that our work and our students could be involved
in the building of an unprecedented surveillance soci-
ety.1 We need to ask about our responsibilities to civil
society and our students. We will argue that this asking
can benefit from discussion across the knowledge sci-
ences – those disciplines dealing with “Big Data” and
its analysis, such as computer science, computational
linguistics and the digital humanities. We will argue
that in the first instance we have to ask about our own
research and teaching practices and take responsibility
for the ethical dimensions of what we do.
The present position paper appears in an Artificial
Intelligence journal, but we explicitly want to point out
that we describe our quest for an ethics of the knowl-
edge sciences: It concerns all of us working with knowl-
edge, specifically with knowledge about people, because
of the link that the use of knowledge-processing and
knowledge-producing technology forms between us. It
concerns the majority of data miners, since most data
scientists today (and therefore probably also many of
the computer science students who study data mining
today) deal, at least in parts of their work, with data
about people [31].
1 This essay comes out of working group that organized
around this question at a Dagstuhl Seminar in July 2014
on Computational Humanities. We thank Chris Biemann,
Joachim Scharloth, and Claire Warwick for the inspiring dis-
cussions.
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Our argument also relates to a current debate about
AI in general, manifested in the “Research Priorities for
Robust and Beneficial Artificial Intelligence: an Open
Letter”2 published several weeks after the submission
of the present paper and signed by a large number
of prominent AI researchers. “Professional Ethics” are
mentioned briefly, but only as a “short-term research
priority” and in question form: “What role should com-
puter scientists play in the law and ethics of AI devel-
opment and use?” (p.3). We propose one answer to this
question and argue that and why it should be a perma-
nent rather than short-term priority.
Calls for professional ethics are often met by refer-
ences to economic pressures. Ethical behaviour is easily
viewed as a luxury that can be contemplated in aca-
demic environments but has to stand back in the re-
alities of a graduate’s job search and later professional
actions. The present paper is not the place for con-
tributing to this very broad question in any general
terms. However, with regard to the forms of knowl-
edge processing we discuss, there is reason for con-
cern even if one cares about economics only: parts of
the Snowden archives illustrate the amount of indus-
trial espionage in intelligence agencies’ surveillance ac-
tivities (e.g. [17], see also the example in Section 5.1
below), and countries will have to protect themselves
against this facet of surveillance in order to survive
economically.3 This is another motivation for making
students aware of the consequences of data surveillance
and focussing research and teaching on developing and
deploying new tools and techniques. Investigating the
relationships between “economic national sovereignty”,
“ethics and democracy”, and “the student’s own future
paycheck” could be an interesting didactical challenge.
However, a detailed investigation of these implications
of the Snowden revelations lies beyond the scope of the
present paper.
The remainder of the paper is structured as follows.
We will first give some background to the Snowden rev-
elations (Section 2) and position ourselves (Section 3)
before outlining where we stand in contrast to typi-
cal stances towards the relationship between technology
(especially computer science) and its uses in a surveil-
lance society, and then looking at what we can learn
2 http://futureoflife.org/misc/open_letter
3 This point was explored e.g. in the Security and Pri-
vacy in a Post-Snowden World November 2014 Sympo-
sium at KU Leuven (http://eng.kuleuven.be/evenementen/
arenbergsymposium-2014).
from other disciplines (Section 4). We will propose ways
of addressing these problems, in teaching as in research
(Section 5), and close with a conclusion (Section 6).
2 Background to the Snowden revelations
Edward Snowden flew to Hong Kong in May of 2013
where he met with journalists including Glenn Green-
wald and Laura Poitras, giving them access to a trove of
thousands of classified documents about the large-scale
data gathering activities of the NSA (National Secu-
rity Agency of the USA) and partners. Since then jour-
nalists at media organizations such as The Guardian4,
Spiegel5, The Washington Post6, and The Intercept7
have been working through the documents they have
access to, redacting and reporting on what they reveal
about the extraordinary signals intelligence (SIGINT)
infrastructure developed.8 Some of the revelations in-
clude:
– Phone companies such as Verizon were being forced
to secretly share the phone records of millions of US
customers with the NSA. This story was based on a
leaked copy of a secret FISA court order and showed
that the NSA was gathering phone metadata about
calls within the USA and abroad. [9]
– The NSA and FBI were getting email content di-
rectly from technology media giants like Facebook,
Google, Microsoft and Apple and mining it in a pro-
gram code-named PRISM. [8]
– The United Kingdom’s Government Communica-
tions Headquarters (GCHQ) was tapping into fibre-
optic cables and siphoning off global communica-
tions that it shared with the NSA. [20]
– The NSA is gathering hundreds of millions of text
messages a day including geolocation information
and financial transactions where available. Analyst
with the NSA and GCHQ can search the database





8 See [1] for a searchable archive and [10,29] for Greenwald’s
and Poitras’ documentations.
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In sum, the NSA and Five Eyes9 partners have de-
veloped tools that let them gather and search the full
content of messages of millions of citizens, and they
have developed tools to map the network of people a
citizen communicates with – activities many feel their
governments shouldn’t engage in, at least on the scale
revealed. As Schneier [37] points out “the NSA has un-
dermined a fundamental social contract” between gov-
ernment and its citizens. We assume democratic govern-
ments wouldn’t eavesdrop on us. Now we know better,
which raises the question “What should we do about
it?”
These revelations also show that significant resources
are going into the gathering of citizen communications,
their storage and their mining. Since 2001 the intelli-
gence budget for the United States alone has grown to
$52.6 billion. [22] As a result there has been dramatic
growth in the subcontracting of intelligence work to pri-
vate companies. According to [39] some 70% of what
is spent on intelligence by the US government goes to
contracts. Wikileaks has documented the international
reach of this new industry in their SpyFiles site10. It
is not just US companies that are selling surveillance
wares, but companies around the world are getting into
the business and selling to governments not known for
democratic institutions. Intelligence, especially signals
intelligence has become a big business, and those of us
who do research and teaching in related areas like data
mining and knowledge representation need to acknowl-
edge that our work could directly or indirectly be uti-
lized for illegal or unacceptable purposes. We need to
ask whether our research and teaching is contributing
to unlawful government and commercial eavesdropping.
The Snowden revelations are not the root cause of
our call for action, but they are a useful trigger: in-
deed, Internet surveillance has been going on and has
been known to be going on for a long time, and even its
extent and increasing breadth and depth have been sur-
mised by many experts, cf. [33,39]. Questionable data
uses, outright data abuses, and data leaks, by govern-
ment and other actors such as big companies have been
described and challenged for a long time11. Research
into “Big Data” (formerly known as data mining, ma-
9 The Five Eyes are the UK, the US, Australia, Canada and
New Zealand; five Anglophone countries that have a history
of collaborating on intelligence gathering.
10 http://wikileaks.org/spyfiles
11 for documentation, see epic.org or europe-v-
facebook.org
chine learning, knowledge discovery, etc.) has been in-
creasing steadily also at computer science departments,
business schools, and related institutions throughout
the world, and research, business and government agen-
cies have pushed for progress together (e.g., [28], pp.
56-63). At the same time techniques have also been
explored in the social sciences and humanities for the
study of large literary, historical, and philosophical cor-
pora [24,14].
All these developments, however, were under the
radar of most except for the occasional news story (e.g.
[34]). These stories were treated as anomalies that didn’t
merit broad democratic discussion. This changed with
the Snowden revelations, which (and this is not meant
to be negative!) couldn’t have been orchestrated better.
The revelations have been staggered in “shock value”,
and coupled with exciting human drama – in short,
made newsworthy. Snowden, Greenwald, Poitras and
others at the core of the revelations have managed to
provoke an intense public debate for an extended period
of time, at least in certain countries like the USA and
Germany. Notably absent in this debate are the disci-
plines, like ours, who benefit from increased investment
in the knowledge sciences.
The public attention being given to these issues pro-
vides knowledge scientists with both a responsibility to
engage and an opportunity to contribute.
3 What is our background?
When thinking about what our professions can and
should do about social and ethical questions, we will un-
avoidably be affected by what we do and think already.
In fact, we regarded this – more specifically, our coming
from different disciplines – as a virtue of our working
group. We start with the result of our reflections and
discussion on positioning: how we perceive ourselves
and the other members of the working group (idealised
as a representative of a discipline) in terms of comple-
menting concerns, experiences and skills/abilities (see
e.g. [5] for more details on reflexivity and positioning).
The concerned AI researcher may feel responsible
for a technology s/he has helped create and bring into
the world, a technology that is now used for spying
on innocent people, violating their privacy and other
fundamental rights. Through his or her research prac-
tice and publications, the researcher has also brought a
regard or disregard for individual data points, a care-
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fulness or sloppiness in data handling, an interpreta-
tion/use of statistics, and a vocabulary for talking about
people and their relationships (“nodes and links”, “pre-
dictability” of people), into the real world. S/he brings
to the table abilities to explain technology, algorithms
and the statistical methods behind them, and to iden-
tify their limitations, misinterpretations, and flaws in
reasoning in applications. We call this thinking-through.
The concerned Digital Humanities researcher
may realise that when analysing text corpora such as
historical letters or census data, s/he is in a way doing
something very similar (and with essentially the same
methods and/or tools) as an intelligence agency that
intercepts and analyses communications. After all, the
social sciences and humanities are about society and the
human. We are used to digging into people’s personal
lives, adapting their histories and arts to fit theoretical
perspectives, and sometimes affecting lives by publish-
ing results. Is there a fundamental difference between
doing this to historical figures (who could have living
relatives) and doing it to living citizens? Is there more
to the difference than the historical role of the target or
the scale of the eavesdropping? How can the researcher
decide what is right and wrong here? S/he brings to
the table abilities to closely analyse texts and other
materials from different cultural viewpoints, to work in
different languages, and to build up context for commu-
nications from traces. All of these paleographical, philo-
logical, linguistic and interpretative skills contribute to
questioning the engineer’s “solutionism” according to
which there is a right and a wrong in social questions
[26]. All of these skills make sense of the big data en-
gineered for surveillance by thinking-through the tech-
nologies in the dual sense of thinking critically about
them and thinking by using them.
The concerned Ethics scholar, in addition to the
concerns and abilities s/he may have as one of these two
(admittedly roughly sketched) groups, brings to the ta-
ble the skills for teaching us how to have a structured
discussion about an inherently emotionally laden prob-
lem with lots of unknowns and potentially no single
satisfying solution. Thus, s/he can help other scientists
not to fall into one of the common traps: voluntary
ignorance (“I’m just a scientist, ethics is not my do-
main”), cynicism (“If I don’t do [this piece or type
of research], somebody else will anyway”) resignation
(“I can’t change anything anyway”); well-intentioned
but potentially futile or even abusable actionism (“I
can tweak my algorithm so that it [doesn’t do this one
evil thing], so now I’ve contributed my share of good-
ness and can otherwise continue as before”). The Ethics
scholar can also help us understand how thinking about
the ethics of big data is always in a political and eco-
nomic context.
Academics have the freedom to talk about ethics
where others don’t. We need to recognize that our stu-
dents may not have a lot of choice in the jobs they take.
For that matter, some academics don’t even have the
freedoms many of us take for granted.12
4 Where do we stand?
From the viewpoints sketched in the previous section,
we will proceed to summarise what we perceive as pre-
dominant attitudes in the knowledge sciences (Section
4.1), why we think these are problematic (Section 4.2),
and what fields we believe we can learn from (Section
4.3).
4.1 “It’s just a tool”: trying to not take a stand
“The surveillance that we display in our conferences,
and discuss how to use, is available to any country in
the world. [...] Do some countries use this technology to
suppress political statements? Yes, I would say that’s
probably fair to say. But who are the vendors to say
that the technology is not being used for good as well as
for what you would consider not so good?” This quotes
Jerry Lucas, President of ISS World, a trade fair for
security technology.13 This pattern of argument is per-
vasive among IT companies that produce surveillance
technology, and only recently have the dual uses of such
technology been acknowledged by their inclusion into
the list of products regulated by the Wassenaar Ar-
rangement14 [16].
While – in the experience of the authors – similar
arguments are often voiced by academic computer sci-
entists too, it is more difficult to find them in quotable
form. Reasons vary but certainly include the self-fulfilling
prophecy that a computer scientist who considers her/his
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will in general not publish or speak out in public on
ethics that are “not their business”. Instead, thoughts
about the different uses of technology are generally left
to authors outside informatics, as witnessed by the re-
cent success of the book “Big Data” [23] and other,
more profound, texts on the topic (e.g. [6,18]; see Sec-
tion 4.3). It is good to see such comprehensive views,
and we agree with them that data analytics regulation
is also a political, legal and societal task. However, un-
derstanding “Big Data” also requires computational ex-
pertise, and computational design decisions have real
effects that make it impossible to regard technology,
and therefore research decisions, as neutral. We need
to be careful that we don’t agree to divisions of aca-
demic labor that haven’t been thought through. We
will illustrate this using the example of data mining
and discrimination.
4.2 But whatever we do, we take a stand: the case of
data mining and discrimination
Differentiation – making a distinction based on some
features or attributes – is a fundamental characteristic
of human cognition and behaviour. People apply dif-
ferential treatment to other people, allowing some but
not all to vote, applying certain laws to them, giving
them jobs, and granting them loans – or denying them
the privileges associated with these rights and decisions.
Part of the social contract of any society is that certain
attributes are accepted for differentiation, while others
are not. Unacceptable differentiations are called “un-
lawful discrimination” or just “discrimination”, with
boundaries and the evaluation of the same differenti-
ating descriptions and/or treatments of people being
regarded as (legally and/or otherwise normatively) le-
gitimate or not.
Differentiation is also the mainstay of statistical meth-
ods in general and data mining or “Big Data analytics”
in particular, for example when “instances” (here: peo-
ple) are clustered (persons A and B are similar to per-
son C, but dissimilar to D, which in turn is similar to
E and F) or classified (persons A and B are of this type
/ have this characteristic, while C-F are of that type).
Of course, a formal method does not know about social
contracts. Thus, the application of data mining may in-
advertently lead to discrimination, for example when a
pattern like “women/immigrants/... tend to default on
their loan” in historical data is transformed into a de-
cision rule “if the applicant is female/an immigrant/...,
do not give them a loan”.
To avoid such unwanted outcomes, one can modify
algorithms such that they do not return differentiation
based on certain attributes (“discrimination-aware data
mining”, founded by [30], “fairness-aware data mining”,
[15]; for an overview, see [4], for a discussion in rela-
tion to other disciplines’ research on discrimination, see
[36]). Sophisticated methods that also protect against
harder-to-detect problems such as indirect discrimina-
tion (via seemingly innocuous but in fact correlated at-
tributes) have been proposed. These methods are in-
valuable not only because they can block unwanted in-
ferences and their application, but maybe even more
so because they allow for a transparent, structured and
quantifiable societal discussion about how much (e.g.)
“prediction accuracy” one is willing to forgo in favour
of how much “increased fairness”.
Still, conceptual considerations show that this by
itself cannot avoid unlawful discrimination, let alone
discrimination in a wider, sociological sense, and user-
study findings show that “sanitized patterns” do not
necessarily mean “sanitized minds” in decision situa-
tions such as loan decisions, that the decision-making
situation as a whole needs to be revisited [4]. It is at this
point that many computer scientists, even if concerned
about the implications of their science on society, give
up: “Well, if data mining is inherently about differenti-
ation/discrimination, what can we do?” (therefore, we
won’t do anything). This appears to be a form of the
well-known “we know there are dual uses of the tech-
nology, but the technology itself is innocent” argument.
We believe that computer science can do better.
Modifying algorithms is a valuable and much-needed
starting point, but it is important that computer sci-
entists are also aware of, and communicate, the limi-
tations of this approach. In Sections 5.2 and 5.3, we
will highlight some design choices where the data miner
can and should exercise the responsibilities that their
knowledge makes possible.
4.3 What can we learn from science and technology
studies?
Literature, history, sociology and philosophy obviously
have a lot to offer on the subject of the responsibilities
of technologists such as us, more than can be covered
here, but a few useful starting points include:
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– There is a growing literature on the privacy, ethical
and societal issues around Big Data. [23] contains
an accessible chapter on “Risks”, or one can look
at Kitchin’s [18] in-depth treatment in The Data
Revolution. boyd and Crawford [6] propose a set of
provocations for starting discussion. There is also
the new journal Big Data and Society15 that has
good articles such as “Big Data ethics” [43] that
introduce the subject.
– That new technologies can bring unexpected ethi-
cal challenges is not a new story. Novels like Mary
Shelley’s Frankenstein [38] and its many reinterpre-
tations are just one way society reflects on technol-
ogy [38]. The ways data mining are represented in
science fiction and in the movies have an effect on
public perceptions of our sciences which is why it
is useful to engage with popular fictions. One read-
ing of Frankenstein is that the pivotal crime is not
the bringing to life of the monster (technology), but
the abandoning of the technological son at the mo-
ment of conception. Much the same could be said
about big data technologies – the danger doesn’t lie
in their development, but in their abandonment by
researchers to other actors. These stories in circu-
lation are also a way we can engage our students.
Movies like Minority Report (2002), The Lives of
Others (2006), and Enemy of the State (1998) can
serve as a common text for discussing what has been
done and what can be done.
– Many technologies, like the personal computer, are
assumed to have beneficial democratizing effects as
if technologies had politics. [21] Various claims are
now being made for Big Data (e.g. [23]). While it
seems na¨ıve to suggest that technologies determine
political structure, some technological systems do
seem to be more compatible with certain political
structures. Nuclear power, and even more so nu-
clear weapons, need a level of centralized control
to be managed safely. Other “maker” technologies
seem more compatible with distributed control. Our
point is that we need to pay attention to both the
politics of the technologies themselves and that of
their contexts. [42] We need to pay attention in ways
that leads to a dialogue that allows people to make
choices without feeling railroaded by progress. This
will take a level of interdisciplinary discussion be-
tween the technical and human disciplines. To un-
15 http://bds.sagepub.com/
derstand the politics of a technology, we need both
the technical and human sciences reading technolo-
gies together.
– An emerging field called Software Studies has taken
software systems as artefacts for interdisciplinary
study. To paraphrase Marshall McLuhan, if the soft-
ware medium is the message, then we should study
the medium of software. To that end the MIT Press
has started a Software Studies Series16. Data scien-
tists should consider working with digital human-
ists to study the tools of data analytics [43]. As de-
scribed below in Section 5.1, studying the traces of
Big Data software like the Olympia system shown in
the Snowden-leaked CSEC slides is a way of engag-
ing students in the issues, both the technical issues
of what the system does and the ethical issues of
whether such systems should be deployed by our
governments.
5 What do we have to offer? Where can we go
from here?
What then can researchers such as us do? What respon-
sibilities do we have? This essay starts from a dialogi-
cal perspective – that none of us can tell another what
they should do, but we can enter into dialogue and en-
courage others to carry the dialogue into their labs and
classrooms. Dialogue is also recognition that we really
don’t know what constitutes ethical action as we don’t
know, for example, whether the surveillance system de-
veloped by the NSA and partners is effective. Dialogue
is a way of thinking-through that is both means and
end without being THE END.17 We will describe some
possible directions for us as teachers and as researchers.
There are many other important roles, including as data
providers, as mediators between science and the public,
and as citizens; we do not discuss them here for reasons
of space.
5.1 In teaching
One site for dialogue about the ethics of big data is
the classroom. Those of us who teach courses about
knowledge representation, data mining, text analysis
16 mitpress.mit.edu/books/series/software-studies
17 We can also think of “thinking-through” as a playful et-
ymology of dia (between/through) and logos (thought).
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and computational linguistics have an opportunity to
introduce discussions about the ethical implications of
knowledge technologies alongside teaching the very tech-
nologies in question. Here are some of the approaches
we have had success with.
– Introduce academic readings that deal with ethical
and social issues such as [6] “Critical Questions for
Big Data” or [40] “Discrimination in Online Ads.”
Alternatively you can weave news readings into your
course like “Why we need an algorithm ethic” [27]
or The Guardian’s interactive “The NSA Files: De-
coded”18.
– Create assignments where students review the pro-
jects of others. Berendt19 has students who have
taken a course on privacy and big data take on the
role of “privacy consultants” for projects other stu-
dents are doing. The “privacy consultants” engage
with the project teams about privacy issues. The
guidelines for this are derived from European Data
Protection principles or the OECD Guidelines on
the Protection of Privacy and Transborder Flows
of Personal Data20. In addition, students are asked
to consider technical choices such as anonymisation,
distribution and encryption. The students are, among
other things, learning about the business of privacy
impact assessment and certification (see references
in the teaching materials; see also e.g. Privacert21).
– Have the students perform a close reading of leaked
materials like the CSEC slides leaked by Snowden
and published by the Globe and Mail22. These slides
purport to show how the Communications Security
Establishment of Canada (the Canadian equivalent
to the NSA) had been spying on the Brazilian Min-
istry of Mines and Energy along with screenshots of
a “Network Knowledge Engine” called “Olympia”
that can query the intelligence databases of other
services (such as the NSA and GCHQ) and even
automate targeting practices. Reading the slides en-
courages students to think about the value and in-










one can infer from such materials. Reading the soft-
ware screenshots engages the technical imagination
– what can Olympia do? The value of these slides
for a critical, digital-humanities-supported analysis
was demonstrated by Rockwell and Sinclair [35].
No doubt there are many other ways of engaging
students in dialogues from which we all learn. See for
example Issue 14 of the International Review of Infor-
mation Ethics on Teaching Information Ethics23. What
is important is not to tell students how to be ethical,
but to engage in dialogue in the public sphere, a fun-
damental component of participatory democracy. After
all, we train students to not only be good at doing, but
to be able to participate in the discussions that are part
of decision making – local, national, and beyond.
5.2 As researchers applying methods and tools
Researchers can embed critical reflection into applying
their methods and tools; what steps they take will be
highly dependent on the specifics of these methods and
tools. We therefore concentrate on one domain as an
example, extending the discussion on data mining in
Section 4.2.
Data miners understand the modelling decisions as
well as the interpretations made in a machine learning
/ data mining application. We will illustrate this claim
with the ontological commitments made by modelling
choices, illustrating them with three popular attributes
in current datasets and applications (for an extended
example about classifier-learning, see [3]):
– Using an attribute claims that this characteristic ex-
ists. One example is the use of “race”. Science has
known for a long time that human races do not ex-
ist, and the term is deemed unacceptable through-
out much of Europe. However, US-based datasets
(where “race” is generally used to denote what Eu-
ropeans would call “ethnicity”) and their attribute
names are often used as-is. Debates about the dis-
crimination involved in describing individuals with
certain words have gained ground in recent years –
manifested, for example, in style guides of newspa-
pers24 – but they probably need to be made better
23 http://www.i-r-i-e.net/issue14.htm
24 An example is the Guardian’s and Observer’s style
guide, which does however use “race”, judging by the ex-
ample as referring to either ethnicity or nationality: http:
//www.theguardian.com/guardian-observer-style-guide-r
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known in computer science. At the danger of alien-
ating some readers: Using “race” as an attribute
claims that “human races” exist, and this in itself
is racist.
– Enumerating values that an attribute may take claims
that these are the possibilities – and no others exist.
A well-known recent example is the binary choice of
“male” or “female” as gender enforced by states as
well as private data collectors/processors and de-
nounced as discriminatory for a long time25. Re-
cently, some jurisdictions – and Facebook – have
extended their lists of genders, cf. [13,41].
– Defining what a term (attribute or value) means is a
human activity, a “specification of a shared concep-
tualization” [11] and as such not objective. In many
cases, the measurement (e.g., deciding whether an
instance falls into one class or the other) is even
more subjective. This will affect which instances
(people) will be labelled as having a certain value
on a certain attribute, and thereby the data min-
ing model learned from the data, and thereby the
predictions on new, unseen cases. Popular examples
from the post-9/11 era include definitions of “ter-
rorists” and “militants” [32,12,3].
– Modelling determines outcomes. The consequences
of modelling choices for the results of data mining
(or statistics in general) are familiar: Other rela-
tionships (such as between poverty and some out-
come, when only “race” is modelled and also when
both are modelled) may go undetected. Properties
of subgroups (such as non-mainstream genders) get
lost in the noise of inadequate binning. If enough
training examples of “terrorist journalists” [12] are
assembled, then more journalists will be classified
accordingly in the future.
– Study design and data collection affect outcomes:
The spectre looming over all of data mining’s ex-
ploratory data analysis is of course the misinterpre-
tation of correlation as causation.
Now a data miner may argue that he or she provides
“only the table and neither the attributes nor values”,
while the “application partner” makes these ontolog-
ical decisions. It would however be na¨ıve to underes-
timate the normative power of factors that the com-
25 See for example the Yogyakarta Principles on the Ap-
plication of International Human Rights Law in relation to
Sexual Orientation and Gender Identity (2006).
http://www.yogyakartaprinciples.org/
puter scientist determines: the very format of the in-
terface and its oftentimes existing constraints (such as
the need to specify values of an attribute in advance),
the examples given (in previous datasets, in help docu-
ments, in research papers, etc.), and the data scientist’s
own preconceptions during consultancy. The data are
never neutral, they never “speak for themselves” [18].
The data miner can and should use their knowledge
of method details to understand and highlight design
choices and their implications.
Delegation of responsibility can occur not only vis-
a`-vis application partners. It can be tempting to dele-
gate all ethical responsibility to the Ethics Board that
has to approve a given research plan. However, such
delegation in fact reinforces the “it’s not my business”
stance, and it harbours many other problems, includ-
ing that no ethics board can understand all the method
details of every scientific approach they are asked to as-
sess. Ethics boards can be valuable partners in research,
they are controversial for many reasons (e.g. [7,6]), but
they cannot absolve researchers of their responsibilities.
5.3 As researchers developing new methods and tools
Researchers can embed critical reflection also into the
developments of new methods and tools, with the specifics
again being highly domain-dependent. We will continue
expanding on the data-mining example from Section
4.2.
The argument can be made that classifier-learning
only learns how to (most accurately) replicate a princi-
ple that, through human decision making, has shaped
prior data. This is true to the extent that the choice of
which principle to apply for apportioning benefits and
disadvantages is indeed external to the formal method
itself. For example, whether a health-insurance system
determines its premiums based on an individual’s ex-
pected costs (which could be predicted with the help of
a classifier learned from actuarial data) or on ability to
pay (which can be fixed on the basis of taxable salary) is
the decision of a country or at least insurance company
as a whole – and if the expected-cost notion of social
justice is chosen, then fine-grained interventions at the
algorithmic level that avoid unlawful discrimination in
premiums are indeed a valuable contribution.
However, just referring to decisions about princi-
ples, e.g. of justice, being made “outside the algorithm”
is an unjustified oversimplification of how data-mining
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methods and technology work – it treats the innards
of the method that is applied as a black box, when it
is in fact his or her knowledge of this very black box
that distinguishes the computer scientist / data miner
and makes him or her a well-paid “added value” for the
health insurance or other end users. Therefore, we ar-
gue that the refusal to engage with the consequences of
all those design choices that to the outsider may remain
a black box pushes responsibilities (a) away from the
people who will make decisions that shape outcomes
and who (should) understand what they are doing and
(b) towards people who make such decisions, but do not
have the technical expertise to gauge the consequences,
and/or (c) who may have other goals than the truth.
5.4 What does what we say about others, say about
us?
While at one time there were technical limitations to
how much data could be collected and stored, at present
this problem no longer exists. In fact, in systems such
as Olympia (see Section 5.1 and the references there),
information from different sources is brought together
to form a wider ‘common knowledge’. Text processing
systems such as the Unstructured Information Manage-
ment Architecture26 provide very similar functionali-
ties: for example, they can ingest heterogeneous plain
texts and identify and link named entities throughout
and across these sources. Both these systems can be
easily extended to include large numbers of additional
texts. With no technical boundary, the problem now is
an ethical one. Even if it is for the sake of research, it is
plain to see that tracking and recording every aspect of
a person’s life without their permission is not only in-
trusive, but also potentially dangerous. One need only
think of being that person themselves to feel the intru-
sion. Researchers should ask themselves whether the
same intrusion should be allowed on the lives of those
who are now deceased and can no longer choose to share
private aspects of their lives with science. There are
currently many digitization efforts in Digital Humani-
ties that are being carried out worldwide on diaries and
private correspondence, which, though likely intrusive,
are of incredible value to our understanding of history.
It is, therefore, the responsibility of the researcher to
decide which data and software-support it is ethically
26 https://uima.apache.org/
“right” to use and how. A good starting point for mak-
ing this decision, is to ask oneself what would I consider
acceptable if I were the target of research?
6 Conclusion
The discussion has shown that a multi-perspective view
is needed for a critical theory of big data analyses, and
that there is no single, and certainly no algorithmically
computable, solution to it. Too many interests are in-
volved, and these interests interact in too many ways.
So we cannot hope to find a “decision tree” or any other
schema for “solving” the question of how data can and
should be analysed. Rather, we have to accept that this
is a political problem, and that political problems re-
quire ongoing debate and have no clear-cut answers. We
must refrain from “taking the politics out of politics”
by having the “solutionism” mindset [26] and applying
“algorithmic regulation” [25]. As knowledge scientists,
we are in a unique position – and thus called upon –
to use our in-depth understanding of knowledge mod-
elling and processing to make potentials and limitations
transparent.
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