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Abstract 
The goal of this dissertation project was to study the dynamics of nuclear motion 
in diatomic (H2, N2, O2, CO) and triatomic (CO2) molecules initiated by the ionization 
and/or excitation of these molecules with near-IR few-cycle laser pulses. This dynamics 
includes vibrational and rotational motion on the electronic potential surfaces of the 
molecules and their molecular ions. The experimental techniques used included the 
pump-probe approach, laser Coulomb explosion imaging and the COLTRIMS technique. 
The results are presented in four chapters. A study of rotational and vibrational 
nuclear dynamics in H2 and D2 molecules and ions initiated by 8 fs near-IR pulses is 
presented in Chapter 4. Transient alignment of the neutral molecules was observed and 
simulated; rotational frequency components contributing to the rotational wavepacket 
dynamics were recovered. Chapter 5 is dedicated to revealing the contribution of excited 
dissociative states of D2+ ions to the process of fragmentation by electron recollision. It 
was shown that it is possible to isolate the process of resonant excitation and estimate the 
individual contributions of the 2Σu+ and 2Πu states. In Chapter 6 the subject of 
investigation is the nuclear dynamics of N2, O2 and CO molecules initiated by ionization 
of a neutral molecule by a short intense laser pulse. It was shown that the kinetic energy 
release of the Coulomb explosion fragments, measured as a function of the delay time 
between pump and probe pulses, reveals the behavior of nuclear wave packet evolution 
on electronic states of the molecular ions. It was shown that information on the 
dissociation and excitation pathways can be extracted from the experimental spectra and 
the relative contributions of particular electronic states can be estimated. Chapter 7 is 
focused on studying the fragmentation of CO2 following the interaction of this molecule 
with the laser field.  The most important result of this study was that it presented direct 
experimental evidence of charge-resonant enhanced ionization (CREI), a phenomenon 
well-studied for diatomic molecules and predicted theoretically for triatomic molecules. 
The critical internuclear distance, the relevant ionic charge state and a pair of charge-
resonant states responsible for the CREI were also found. 
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individual contributions of the 2Σu+ and 2Πu states. In Chapter 6 the subject of 
investigation is the nuclear dynamics of N2, O2 and CO molecules initiated by ionization 
of a neutral molecule by a short intense laser pulse. It was shown that the kinetic energy 
release of the Coulomb explosion fragments, measured as a function of the delay time 
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focused on studying the fragmentation of CO2 following the interaction of this molecule 
with the laser field.  The most important result of this study was that it presented direct 
experimental evidence of charge-resonant enhanced ionization (CREI), a phenomenon 
well-studied for diatomic molecules and predicted theoretically for triatomic molecules. 
The critical internuclear distance, the relevant ionic charge state and a pair of charge-
resonant states responsible for the CREI were also found. 
v 
 
Table of Contents 
List of Figures .................................................................................................................. viii 
Acknowledgments.......................................................................................................... xviii 
CHAPTER  1 – Introduction............................................................................................... 1 
CHAPTER  2 – Experimental Setup and Techniques; Data Acquisition and Analysis ..... 5 
2.1 Laser Pulses .............................................................................................................. 6 
2.2 Pump-probe technique ............................................................................................ 11 
2.3 Coulomb Explosion Imaging .................................................................................. 16 
2.4 COLTRIMS technique and apparatus ..................................................................... 20 
2.5 Data acquisition ...................................................................................................... 25 
2.6 Data analysis ........................................................................................................... 28 
CHAPTER  3 – Background ............................................................................................. 38 
3.1 Molecular structure ................................................................................................. 38 
3.1.1 Hydrogen molecular ion: electronic states. ...................................................... 41 
3.1.2 Diatomic molecule: vibrational and rotational structure.................................. 44 
3.2 Molecules in Strong Laser Field ............................................................................. 49 
3.2.1 Hydrogen molecule in laser field: bond softening and bond hardening. ......... 59 
3.2.2 Rotation of diatomic molecules induced by laser field. ................................... 64 
CHAPTER  4 – Direct Coulomb explosion imaging of coherent nuclear dynamics 
induced by few-cycle laser pulses in light and heavy hydrogen ............................... 67 
4.1 Introduction ............................................................................................................. 67 
4.2 Results and discussion ............................................................................................ 74 
4.2.1 Coherent vibrational dynamics in D2+ ............................................................. 74 
4.2.2 Coherent rotational dynamics in neutral molecules ......................................... 77 
4.2.3 Angular dependence of ionization for neutral D2 ............................................ 81 
4.2.4 Rotation of molecular ions ............................................................................... 85 
4.3 Summary ................................................................................................................. 89 
CHAPTER  5 – Inelastic rescattering processes in D2 molecules measured with few-cycle 
laser pulses ................................................................................................................. 91 
5.1 Introduction ............................................................................................................. 91 
vi 
 
5.2 Experimental setup ................................................................................................. 95 
5.3 Results and discussion ............................................................................................ 95 
5.4 Summary ............................................................................................................... 104 
CHAPTER  6 – Nuclear wave packet dynamics of N2, O2 and CO molecules following 
their interaction with intense few-cycle laser pulse ................................................. 106 
6.1 Introduction ........................................................................................................... 106 
6.2 Nitrogen molecule N2 ........................................................................................... 109 
6.2.1 Experimental results and discussion .............................................................. 109 
6.2.2 Classical model: results and discussion ......................................................... 118 
6.2.3 Quantum model: results and discussion ......................................................... 120 
6.2.4 Summary ........................................................................................................ 124 
6.3 Oxygen molecule O2 ............................................................................................. 124 
6.3.1 Experimental results and discussion .............................................................. 124 
6.3.2 Classical model: results and discussion ......................................................... 126 
6.3.3 Quantum model: results and discussion ......................................................... 128 
6.3.4 Summary ........................................................................................................ 131 
6.4 Carbon monoxide molecule CO ........................................................................... 132 
6.4.1 Experimental results and discussion .............................................................. 132 
6.4.2 Quantum model: results and discussion ......................................................... 133 
6.4.3 Summary ........................................................................................................ 135 
CHAPTER  7 – Effects of laser pulse duration and intensity on Coulomb explosion of 
CO2: signatures of charge-resonant enhanced ionization ........................................ 141 
7.1 Introduction ........................................................................................................... 141 
7.2 Experimental setup ............................................................................................... 143 
7.3 Results and discussion .......................................................................................... 144 
7.4 Geometry reconstruction ....................................................................................... 150 
7.5 Summary ............................................................................................................... 152 
References ....................................................................................................................... 154 
Appendix A - Temperature of the molecular jet ............................................................. 164 
Appendix B - Data analysis subroutine .......................................................................... 167 
vii 
 
Appendix C - Numerical simulations of the field-free rotational wave packet dynamics
 ................................................................................................................................. 174 
Appendix D - Molecular fragmentation: classical model ............................................... 177 
Appendix E - Molecular fragmentation: quantum model ............................................... 179 
 
 
viii 
 
List of Figures 
Figure 2.1 Schematic of the experimental setup ................................................................. 5 
Figure 2.2 Gaussian beam intensity profile. The figure is from reference [23].................. 9 
Figure 2.3 Gaussian beam wave front evolution. The figure is from reference [23] .......... 9 
Figure 2.4 Focal region of Gaussian beam ....................................................................... 10 
Figure 2.5 Schematic drawing of the pump-probe approach. The pump and probe pulses 
are separated in time. Pump pulse initiate dynamics of a molecule or molecular ion. 
The probe pulse Coulomb explodes it after some time. Molecular charged fragments 
are carried to a detector by the uniform electric field ............................................... 13 
Figure 2.6 Mach-Zehnder interferometer ......................................................................... 14 
Figure 2.7 Schematic drawing of the pump and probe focusing ...................................... 15 
Figure 2.8 A schematic view of a Coulomb explosion experiment. The figure is from Z. 
Vager et al. Science 244, 426 (1989) [30]. Fragments of exploded molecule are 
collected by a detector; time, x and y coordinates are measured and converted later 
into original molecular structure CH4+ ...................................................................... 17 
Figure 2.9 Schematic of the experimental setup vacuum system. The figure is from C. 
Maharjan. PhD dissertation. Kansas State University (2007) ................................... 22 
Figure 2.10 COLTRIMS spectrometer picture. The figure is from C. Maharjan. PhD 
dissertation. Kansas State University (2007) ............................................................ 23 
Figure 2.11 Schematic view of the COLTRIMS spectrometer with a detector on the ion 
side. The figure is from S. Voss et al. J. Phys. B 37, 4239 (2004) [42] .................... 24 
Figure 2.12 Drawing of position and time sensitive detector: delay anode line and micro 
channel plates. The figure is from T. Osipov. PhD Dissertation. Kansas State 
University (2003) [43] .............................................................................................. 25 
Figure 2.13 Principle of the positions detection. The figure is from T. Osipov. PhD 
Dissertation. Kansas State University (2003) [43] ................................................... 26 
Figure 2.14 Momentum conservation for the ions, resulting from Coulomb explosion of a 
single molecule. Velocity of the center-of-mass of the ions in Z direction considered 
to be negligibly small compared to the fragments velocities .................................... 29 
ix 
 
Figure 2.15 Detector image for D+ ions. Projections on X and Y axes are taken to find 
exact image center ..................................................................................................... 31 
Figure 2.16 Kinetic energy release versus total momentum for the fragments of hydrogen 
molecule Coulomb explosion ................................................................................... 32 
Figure 2.17 Time-of-flight spectrum for D2 molecule, Coulomb explosion experiment. 
Narrow peak represents D2+ molecular ion ............................................................... 33 
Figure 2.18 Photoion-Photoion-Coincidence spectra for the Coulomb explosion of N2 
experiment: vertical and horizontal axes are time of flight of the first and second ion 
from each pair of registered ions. (a) Bright traces are the real coincidences and 
background is random pairs of ions, originated from different molecules; (b) 
background reduced by subtracting an array of random coincidences. This array is 
created from pairs of ions from two different events. ............................................... 34 
Figure 2.19 Detector image (a) before and (b) after eliminating of the measurement 
discretization and binning mismatch ........................................................................ 35 
Figure 2.20 Number of laser pulses as a function of delay between pump and probe. Data 
is not collected for an equal amount of time for each delay step .............................. 36 
Figure 2.21 Kinetic energy release as a function of time: (a) spectrum is not normalized 
to the number of laser pulses per delay; (b) normalized spectrum ........................... 37 
Figure 3.1 A general form of the electronic energy for a bound state of a diatomic 
molecule. The quantity De is the dissociation energy of the molecule in the state s; 
R0 is the equilibrium internuclear distance, the minimum of the potential .............. 40 
Figure 3.2 Hydrogen molecular ion: electronic states ...................................................... 42 
Figure 3.3 (a) and (b): combinations of wave functions for two isolated H atoms plotted 
along internuclear line; (c) and (d): gerade and ungerade wave functions for the H2+ 
ion ; (e) and (f): charge densities of gerade and ungerade states for the H2+ ion. A 
and B are the positions of H nuclei ........................................................................... 43 
Figure 3.4 Schematic drawing of energy levels diagram. Also shown the transition 
between states with and without change of electronic state Es ................................. 46 
Figure 3.5 Schematic drawing of three mechanisms of ionization for an atom: (a) field-
free potential; (b) multiphoton ionization; (c) tunneling ionization; (d) over-the-
barrier ionization ....................................................................................................... 50 
x 
 
Figure 3.6 Molecular potential wells showing the importance of (a) outer well; (b) inner 
well. The figure is from G. N. Gibson et al. Phys. Rev. Lett. 81, 2663 (1998) [58] 53 
Figure 3.7 Model of the I2+ ion in a laser field: an outmost electron in a double well 
potential of two I+ point-like charges and laser fields at three internuclear 
separations and different intensities in W/cm2 indicated on each plot. The figure is 
from J. H. Posthumus et al. J. Phys. B 29, L525 (1996) [68] ................................... 56 
Figure 3.8 Illustration to a quantum-mechanical model of the charged-resonant enhanced 
ionization. The H2+ molecular potential in the laser field of 1x1014 W/cm2 intensity 
shown for three fixed internuclear distances. The figure is from T. Zuo and A. D. 
Bandrauk. Phys. Rev. A 52, R2511 (1995) [14] ....................................................... 57 
Figure 3.9 The Floquet picture for the H2+ ion. (a) Field dressed states. (b) The one-
photon crossing is highly avoided and  three-photon crossing is almost adiabatic as 
the gap is very narrow. The figure is from J. H. Posthumus. Rep. Prog. Phys. 67, 623 
(2004) [21] ................................................................................................................ 60 
Figure 3.10 Molecular potential curves of the H2+ ion dressed in 792 nm field. Showing 
the one- and three-photons avoided crossings and the gap width dependence on the 
field intensity. The figure is from L. J. Frasinski et al. Phys. Rev Lett. 83, 3625 
(1999) [70] ................................................................................................................ 62 
Figure 3.11 Schematic drawing of the bond-hardening dynamics. The three-photon 
crossing: (a) the gap is very narrow and the wave packet can pass it diabatically; (b) 
the gap is wide and the avoided crossing cannot be passes by the wave packet, it is 
trapped; (c) the wave packet is released. The figure is from L. J. Frasinski et al. 
Phys. Rev Lett. 83, 3625 (1999) [70] ........................................................................ 63 
Figure 3.12 D+ kinetic energy spectra: intensity 5x1014 W/cm2, linearly polarized pulse of 
two durations 8.6 fs and 40 fs. The figure is from F. Legare et al. Phys. Rev. Lett. 
91, 093002 (2003) [73] ............................................................................................. 64 
Figure 4.1 (a) D+ kinetic energy spectrum as a function of the delay between pump and 
probe pulses; (b) The distribution of the D2+ wave packet probability density as a 
function of the internuclear distances and the delay. 1 – vibrations on 1sσg bound 
state; 2- the wave packet evolution on dissociative 2pσu curve; 3 – bond softening: 
xi 
 
D2+ → D++D. The figure is from Th. Ergler et al. Phys. Rev. Lett. 97, 193001 (2006) 
[77] ............................................................................................................................ 68 
Figure 4.2 Kinetic energy release for the D2+→D++D+ Coulomb explosion channel as a 
function of pump-probe delay. (a) model calculation; (b) Experiment: pump 
intensity 3x1014 W/cm2; probe intensity 9x1014 W/cm2; pulse duration is 10 fs. The 
figure is from A.S. Alnaser et al. Phys. Rev. A 72, 030702(R) (2005) [79] ............ 70 
Figure 4.3 Imaging of the rotational wave packet for the N2 molecule: pump-probe 
experiment with a linear pump, circular probe. The pulse duration for both pump and 
probe is 45 fs. Angle θ is the angle between the molecular axis and polarization 
plane of the probe pulse. (a) Rotational revivals for N2 (<cos2θ>=0.5 corresponds to 
an isotropic distribution of molecular orientations) and the Fourier transform 
revealing populated J-states and beat frequencies. (b)-(d) Measured (dots) and 
calculated (solid lines) angular distributions measured at fixed moments depicted by 
arrows on <cos2θ> distribution. The figure is from P. W. Dooley et al. Phys. Rev. A 
68, 023406 (2003) [83] ............................................................................................. 72 
Figure 4.4 Time-dependent kinetic energy release (KER) spectra for D2. Pump pulse – 8 
fs 1×1014 W/cm2; probe pulse – 8 fs 3×1014 W/cm2. Panel (a) shows full spectrum 
including the time-independent 9-16 eV band resulting from the probe exploding the 
neutral D2 molecules. Panel (b) shows KER for the molecules ionized by the pump – 
time independent band is subtracted. (c) and (d) – same as (b) focusing on dynamics 
at short pump-probe delays and around the vibrational revival time. The figure is 
from I. A. Bocharova et al. Phys. Rev. A 77, 053407 (2008) ................................... 76 
Figure 4.5 Rotational dynamics of neutral H2 and D2: (a) and (b) – measured (symbols 
and dotted line) and calculated (solid line) time traces of <cos2θ> (see text for 
details) for H2 and D2; (c) and (d) – Fourier spectra of measured (with symbols) and 
calculated (inverted scale) time traces of <cos2θ> for H2 and D2. Each line 
corresponds to a (J, J+2) energy difference as indicated. Arrows represent the 
spectral bandwidth of an 8 fs laser pulse. Simulations used 10 fs 1×1014 W/cm2 
pulses. Initial rotational temperature was taken to be 250 K for D2 and 295 K for H2. 
The figure is from I. A. Bocharova et al. Phys. Rev. A 77, 053407 (2008) ............. 78 
xii 
 
Figure 4.6 Experimental angular distributions measured for D2 at the times of maximum 
alignment (hollow circles) and anti-alignment (filled circles). Normalized relative 
yields (per unit solid angle) for D++ D+ channels (9 eV< KER < 18 eV) are shown as 
functions of cosθ and θ, where θ is the angle between molecular axis (momentum 
vector of D+) and polarization direction of the aligning pulse. To improve statistics, 
momentum angles for uncorrelated D+ ions with energies 4.5 – 9 eV were measured. 
Only D+ ions initially flying away from the detector were considered in order to 
exclude overlapping backwards H+ signal from background H2. The resulting 
distributions were symmetrically reflected into the other hemisphere. Solid lines 
show fits with the function (cos2θ + εsin2θ): ε = 0.75 for aligned and ε = 1.5 for anti-
aligned distributions. The figure is from I. A. Bocharova et al. Phys. Rev. A 77, 
053407 (2008) ........................................................................................................... 82 
Figure 4.7 Time-dependent yields for single ionization channels of rotating neutral D2: 
(a) – alignment parameter <cos2θ>; (b) - yield for the bond softening (D+ + D) 
channel; (c) - yield for the molecular ion (D2+); (d) - total yield for both single 
ionization channels; (e), (f) and (g) – correlation graphs between  <cos2θ> and time-
dependent yields for (D+ + D), D2+ and total single ionization of D2 respectively. 
The figure is from I. A. Bocharova et al. Phys. Rev. A 77, 053407 (2008) ............. 83 
Figure 4.8 Rotational dynamics of D2+ and H2+ ions produced by the pump: time traces 
for <cos2θ> measured using fragments with 4 eV < KER < 9 eV. Insets represent the 
full experimental delay time range of 0 to 10000 fs. The figure is from I. A. 
Bocharova et al. Phys. Rev. A 77, 053407 (2008) .................................................... 88 
Figure 5.1 Ion yield as a function of intensity of 800 nm linearly polarized light for (a) Ne 
single and double ionization (the figure is from S. Larochelle et al. J. Phys. B 31, 
1201 (1998) [52]); (b) Ar single ionization and N2 molecular rates for single, double 
ionization and two fragmentation channels (the figure is from S. L. Chin et al. J. 
Phys. B 25, L249 (1992) [54]). Solid lines are indicating calculations performed 
assuming sequential processes .................................................................................. 92 
Figure 5.2 Demonstration of the effect of elliptically and circularly polarized light on the 
recollision process. (a) Slight ellipticity makes free electron shift laterally on the 
xiii 
 
way back, so that it will probably miss the ion core. (b) In circularly polarized field 
an electron is taken away from the ion core and don’t have a chance to recollide. .. 93 
Figure 6.1 Schematic presentation of mapping molecular dynamics by measuring the 
kinetic energy release as a function of the delay between pump and probe ........... 109 
Figure 6.2 Time-dependent kinetic energy release (KER) spectra (integrated over the 
solid 4pi angle) for N2 for (a) N++N+; (b) N2++N+; (c) N2++N2+ and (d) N3++N2+ 
breakup channels. Pump pulse width - 8fs, intensity - 8×1014 W/cm2; probe pulse 
width - 8fs, intensity - 17×1014 W/cm2 ................................................................... 111 
Figure 6.3 Time-dependent kinetic energy release (KER) spectra (integrated over the 
solid 4pi angle) for N2 for N2++N2+ breakup channel. Pump pulse width - 8fs, 
intensity - 8×1014 W/cm2; probe pulse width - 8fs, intensity - 17×1014 W/cm2. (a) 
Full spectrum with intermediate charge states indicated. (b) Same spectrum zoomed 
on the short delays part ........................................................................................... 112 
Figure 6.4 Time-dependent kinetic energy release (KER) spectra (integrated over the 
solid 4pi angle) for N2 for the N2++N2+ breakup channel. (a) Pump pulse width - 8fs, 
intensity - 20×1014 W/cm2; probe pulse width - 8fs, intensity - 16×1014 W/cm2. (b) 
Pump pulse width - 8fs, intensity - 16×1014 W/cm2; probe pulse width - 8fs, intensity 
- 12×1014 W/cm2 ..................................................................................................... 112 
Figure 6.5 Time-dependent kinetic energy release (KER) spectra (integrated over the 
solid 4pi angle) for N2 for the N3++N+ breakup channel. Pump pulse width - 8fs, 
intensity - 8×1014 W/cm2; probe pulse width - 8fs, intensity - 17×1014 W/cm2 ..... 113 
Figure 6.6 Symmetric (2,2) vs asymmetric (3,1) channel production: competing 
mechanisms. Comparison between long 600 fs and short 33 fs pulse of the same 
peak intensity.Solid line is 600 fs laser pulse; dotted line is 33 fs laser pulse. 
Triangles and squares indicate steps of certain dissociation paths. The figure is from 
J. P. Nibarger et al. Phys. Rev. A 63, 053406 (2001) [121] ................................... 114 
Figure 6.7 Several low lying potential curves for the N2 molecule and N2+, N22+, N23+ 
molecular ions. ........................................................................................................ 117 
Figure 6.8 Classical model results. (a) Schematic presentation of the wave packet motion 
on potential curves. (b) Classically calculated time dependant KER traces put on top 
xiv 
 
of experimental spectrum. Each line corresponds to a certain intermediate electronic 
state of a molecular ion ........................................................................................... 120 
Figure 6.9 Simulated time dependant KER  spectra for various possible dissociation 
pathways (a) experimental spectrum for comparison; (b) N2 → N22+(A3Σg) → N24+ 
→ N2++N2+; (c) N2 → N22+(d1Σg) → N24+ → N2++N2+; (d)  N2 → N22+(c1∆g) → N24+ 
→ N2++N2+ .............................................................................................................. 121 
Figure 6.10 Simulated time-dependant KER  spectra for various possible dissociation 
pathways (a) experimental spectrum for comparison; (b) N2 → N22+(a3Πu) → N24+ 
→ N2++N2+ ; (c) N2 → N22+(A1Πu) → N24+ → N2++N2+; (d)  N2 → N22+(D3Πg) 
→N24+ → N2++N2+ .................................................................................................. 122 
Figure 6.11 (a) Experimental spectrum; (b) simulated time dependant KER spectra for N2 
→ N2+(2Σg+) → N24+ → N2++N2+  dissociation pathway ........................................ 122 
Figure 6.12 (a) Experimental spectrum; (b) simulated time dependant KER spectra for N2 
→ N23+ (4Σg)→ N24+ → N2++N2+ dissociation pathway .......................................... 123 
Figure 6.13 Time-dependent kinetic energy release (KER) spectra (integrated over the 
solid 4pi angle) for O2 for (a) O++O+; (b) O2++O+; (c) O2++O2+ and (d) O3++O+ 
breakup channels. Pump pulse width - 8fs, intensity - 7×1014 W/cm2; probe pulse 
width - 8fs, intensity - 11×1014 W/cm2 ................................................................... 126 
Figure 6.14 Several low lying potential curves for the O2 molecule and O2+, O22+, O23+ 
molecular ions. ........................................................................................................ 127 
Figure 6.15 (a) Schematic presentation of wave packet motion on potential curves of the 
O+ and O2+ ions. (b) Classically calculated time dependant KER traces put on top of 
the experimental spectrum. Each line corresponds to a certain intermediate 
electronic state of a molecular ion .......................................................................... 128 
Figure 6.16 Simulated time dependant KER  spectra for various possible dissociation 
pathways (a) experimental spectrum for comparison; (b) O2 → O2+(24Πg)  → O24+ → 
O2++O2+; (c) O2 → O2+(12Σg) → O24+ → O2++O2+; (d)  O2 → O2+(d4Σg)  → O24+ → 
O2++O2+;  (e)  O2 → O2+(f4Πg) → O24+ → O2++O2+; (f)  O2 → O2+(4∆g) → O24+ → 
O2++O2+ ................................................................................................................... 130 
xv 
 
Figure 6.17 Simulated time dependant KER  spectra for various possible dissociation 
pathways (a) experimental spectrum for comparison; (b) O2 → O22+(11∆u) → O24+ → 
O2++O2+ ; (c) O2→ O22+(B3Σu) → O24+ → O2++O2+; (d)  O2 → O22+(W3Σu)  →O24+ 
→ O2++O2+; (e)  O2 → O22+(11Σu) → O24+ → O2++O2+ .......................................... 131 
Figure 6.18 Experimental kinetic energy release vs delay between pump and probe 
spectra for break up channels (a) CO → C++O+; (b) CO → C2++O+; (c) CO → 
C++O2+; (d) (b) CO → C2++O2+. Pump intensity - 9*1014 W/cm2; probe intensity - 
14*1014 W/cm2; pulse width -  8 fs ......................................................................... 133 
Figure 6.19 Selected potential curves for the CO molecule, CO+ and CO2+ ions ........... 134 
Figure 6.20 Kinetic energy release as a function of time spectra for CO → C2++O+ 
fragmentation channel (a) experimental; and simulated through different pathways: 
(b) CO → CO+(E2Π) → CO3+ → C2++O+, (c) CO → CO+(D2Π) → CO3+ → 
C2++O+, (d) CO → CO+(F2Π) → CO3+ → C2++O+ ................................................ 136 
Figure 6.21 Kinetic energy release as a function of time spectra for CO → C2++O+ 
fragmentation channel (a) experimental; and simulated through different pathways: 
(b) CO → CO+(A2Π) →CO3+ → C2++O+, (c) CO → CO+(C2Σ) → CO3+ → C2++O+, 
(d) CO → CO+(B2Σ) → CO3+ → C2++O+ .............................................................. 137 
Figure 6.22 Kinetic energy release as a function of time spectra for CO → C2++O+ 
fragmentation channel (a) experimental; and simulated through different pathways: 
(b) CO → CO+(G2Π) → CO3+ → C2++O+, (c) CO → CO+(X2Σ) → CO3+ → 
C2++O+, (d) CO → CO+(H2Π)→ CO3+ → C2++O+ ................................................ 138 
Figure 6.23 Kinetic energy release as a function of time spectra for CO → C2++O+ 
fragmentation channel (a) experimental; and simulated through different pathways: 
(b) CO  → CO2+ (3Σ−)→ CO3+ → C2++O+, (c) CO  → CO2+ (b1Π)→ CO3+ → 
C2++O+, (d) CO → CO2+ (c1∆)→ CO3+ → C2++O+ ................................................ 139 
Figure 6.24 Kinetic energy release as a function of time spectra for CO → C2++O+ 
fragmentation channel (a) experimental; and simulated through different pathways: 
(b) CO → CO2+ (A3Σ+)→ CO3+ → C2++O+, (c) CO → CO2+ (3∆)→ CO3+ → 
C2++O+, (d) CO → CO2+ (d1Σ+)→ CO3+ → C2++O+ .............................................. 140 
xvi 
 
Figure 7.1 Mass spectra for the CO2 Coulomb explosion fragments: (a) pulse length - 200 
fs, intensity 2*1014 W/cm2; (b) pulse length - 7 fs, intensity 20*1014 W/cm2; Ratio of 
the C+ to C2+ peak areas is about 1.9 for both (a) and (b) ....................................... 145 
Figure 7.2 Angular distribution dN/dθ for O2+ fragments of CO2 Coulomb explosion for 3 
different pulse durations: filled circles (green curve) – 200 fs; hollow circles (red) – 
35 fs and hollow  triangles (black) – 7fs ................................................................. 146 
Figure 7.3 Total kinetic energy distribution for (a) CO23+ → O++C++O+; (b) CO26+→ 
O2++C2++O2+ Coulomb explosion channels. Each curve corresponds to a certain 
pulse length: filled circles (black curve) – 7 fs; hollow circles (red) – 35 fs; filled 
triangles (green) – 55 fs; hollow triangles (blue) – 100 fs; hollow squares (magenta) 
– 200fs ..................................................................................................................... 147 
Figure 7.4 Kinetic energy release to the Coulomb energy ratio as a function of the pulse 
duration for channel (111) – red line with filled triangles; (222) – dark blue line with 
filled circles; (112) – purple line filled squares; (212) cyan line hollow squares and 
(122) – blue line with hollow triangles ................................................................... 149 
Figure 7.5 Calculated CO2 structures at the moment of the CO26+→ O2++C2++O2+ 
Coulomb explosion. Each panel corresponds to a certain pulse length: (a) 7 fs; (b) 35 
fs; (c) 55 fs; (d) 100 fs; (f) 200fs. Center-of-mass between C and left O nuclei is 
fixed at (0;0); probability distributions of C and O positions are represented by 
hollow squares and circles around most probable positions connected with lines. 
Second O nucleus is placed on the (R;0) line; probability distribution of its 
horizontal coordinate is shown in black curve with filled area under it ................. 151 
Figure 7.6 Gerade and ungerade states for (a) H2+ ion; (b) CO23+. For the tri-cation of 
carbon monoxide shapes of molecular orbitals at the C-O equilibrium and critical 
bond length are shown ............................................................................................ 152 
Figure A.1 Experimental transversal momentum distribution (black curve with squares) 
and fitted normal distribution (red and blue curves) for (a) D2+ ions, backing 
pressure is 12 psi and (b) H2+ ions backing pressure is 10 psi. Blue line fits the peak 
corresponding to ions coming from the jet and red line is the one for D2+ and H2+ 
from the chamber background ................................................................................ 165 
xvii 
 
Figure A.2 Experimental data (black curve with squares) and linear fit (blue line) for jet 
temperature dependence on backing pressure for (a) deuterium and (b) hydrogen. 166 
Figure B.1 Analysis subroutine: page 1 .......................................................................... 167 
Figure B.2  Analysis subroutine: page 2 ......................................................................... 168 
Figure B.3 Analysis subroutine: page 3 .......................................................................... 169 
Figure B.4 Analysis subroutine: page 4 .......................................................................... 170 
Figure B.5 Analysis subroutine: page 5 .......................................................................... 171 
Figure B.6 Analysis subroutine: page 6 .......................................................................... 172 
Figure B.7 Analysis subroutine: page 7 .......................................................................... 173 
 
xviii 
 
Acknowledgments 
To make my dissertation complete I would like to dedicate several pages of this 
manuscript to express my gratitude and acknowledge the contributions of many people 
who helped, supported and guided me through the graduate school years. 
First of all, I would like to thank my adviser Prof. Igor Litvinyuk for his guidance 
and all the things he had taught me, for his willingness to become my adviser when I 
decided to enter the unfamiliar field of atomic and molecular physics. He was always 
available for questions and discussions, very patient with me and ready to explain ideas 
again and again until there were perfectly clear. He was not only the generator of ideas 
but active leader in any activity in the laboratory whether it was regular experiment or 
troubleshooting. Also I am grateful for his friendly attitude in daily life; he and his family 
were always there for me ready to help in any situation. 
I am grateful to Prof. Lewis Cocke for letting me join the group. He is a great 
scientist, leader and mentor, very passionate, and the real heart of our group. I have 
learned many useful lessons from him, and not only in physics, but in life. Prof. Cocke is 
also one of the people who represents the spirit of the AMO community, makes you feel 
welcomed and the part of the AMO family.  
Present and former members of our group whom I have met during these five 
years were the great people to work with. They are Dipanwita Ray, Chakra Maharjan, 
Predrag Ranitovic, Ali Alnaser, Sankar De, Maia Magrakvelidze, Ben Gramkow and Wei 
Cao. We had supported and helped each other, were interested and sometimes involved in 
each other’s experiments, no matter how different our projects were, transfer our 
knowledge and skills, we had fun together, and it was a pleasure to be a part of this 
group. Dr. Ali Alnaser, who was a postdoctoral assistant at KSU at the time I joined the 
group, dedicated a lot of time introducing to me the basics of the experiments and 
analysis; and also I appreciate very much his help on the reviewing and editing this 
manuscript. I am also grateful to Dr. Timur Osipov, who is the former student of Prof. 
Cocke and now is the research staff scientist in Lawrence Berkeley National Lab. He was 
the precious source of information on the experimental techniques and analysis for me. 
xix 
 
I want to say thank you to Prof. Zenghu Chang and all present and former 
members of his group who were helping me in my every experiment through these years. 
They were not only maintaining laser system in a working condition but also always “on 
call” twenty four hours a day, seven days a week – ready to troubleshoot, optimize, align, 
teach and help. Special thanks to Chengquan Li, Hiroki Mashiko, Steven Gilbertson and 
He Wang.  
For many fruitful discussions and guidance in my modeling efforts, and also for 
being outstanding teachers I thank Prof. Brett Esry and Prof. Uwe Thumm. Thomas 
Niederghausen, the former student of Prof. Thumm, was extremely helpful and provided 
me with his computer software I have used as a starting point in my data analysis. Fatima 
Anis, the former student of Prof. Esry actively collaborated with us and kindly consulted 
me on FORTRAN coding. 
I cannot forget to express my appreciation of the great experience of working with 
Prof. François Légaré from INRS-EMT (National Institute of Scientific Research – 
Energy, Materials and Telecommunications) Quebec, Canada. Very productive work and 
an opportunity to participate in experiments in the great modern facility (Advanced Laser 
Light Source) are the two of many advantages of the collaboration with Prof. Légaré. A 
great deal of my experimental work included in this thesis was done thanks to our mutual 
efforts.  I am also grateful for his support and readiness to help. 
I thank Prof. Lew Cocke, Prof. Kristan Corwin, Prof. Larry Weaver and Prof. 
Viktor Chikan for agreeing to be the members of my committee and closely following my 
progress. Special thanks to Prof. Corwin and Prof. Weaver for helpful discussions on 
different subjects. 
I greatly appreciate the job of machine-shop personnel and lab stuff: Al Rankin, 
Scott Chainey, Bob Krause, Mike Wells, Russ Reynolds and others. Kevin Carnes and 
Vince Needham were of a great help with any computer issues. There are very nice 
people on the department like Peggy Matthews, Deanna Selby, Jane Peterson, Lindsay 
Thompson and Lisa Mc Neil who made my life as a member of the Physics department 
go smoothly and organized.  
I am thankful to the whole AMO team. There is not a single person in this 
community who was not friendly to me, was not ready to help, who I have not felt 
xx 
 
support from and have not heard a warm word or advice during my work in KSU. These 
people created together a wonderful friendly environment for knowledge, skills and 
experience exchange. 
I would like to say several words about my friends, fellow graduate students and 
postdoctoral assistants. Dipanwita Ray became a very special friend to me through all the 
years of working next to each other.  Her support, help, hand, advice and humor were 
with me every day for five years and made my grad school days much easier and merrier. 
Chris Nakamura and his wife Sarah, Hiroki Mashiko, Chengquan Li and Ioannis 
Chatzakis are my very good friends without whom it would be many more grey days in 
my life as a graduate student.  
And finally, I want to thank my close friends and family outside the university 
walls, who always encourage me, bear my busyness and talks about job, support me and 
cheer for me in my every endeavor.  They are my mom, my grandmother, Sergiy, Yurii, 
Olga and Dan, Olena, Svetlana. 
 
 1 
CHAPTER  1 – Introduction 
Practical applications of lasers involve the interactions of laser field with matter 
[1]. Matter is made of atoms and molecules, and their behavior in laser field defines the 
laser-matter interaction in many aspects. It makes sense to start an investigation of the 
complex phenomena with studying the effects of intense laser fields on atoms and 
molecules. Beside that, the practical interest of studying molecules in the laser field lies 
in the possibility of learning how to control molecular transformations in various 
physical, chemical and biological reactions using laser as a tool. 
On the microscopic scale “intense field” means that the field is strong enough to 
affect the bound states of electron in the atom/molecule including the ground state; 
couple and modify field-free electronic states noticeably at the peak of the pulse. For that 
the laser field magnitude should be comparable to the internal field strength in atoms. For 
instance, the field binding an electron in hydrogen atom is 5x109 V/cm. This field 
corresponds to laser peak intensity on the order of 1016 W/cm2.  
At these and even lower intensities variety of phenomena takes place in atoms and 
molecules that have been studied as the effects of strong laser field – atom/molecule 
interactions. Among these phenomena studied in atoms are ionization, above threshold 
ionization (ATI), and high harmonic generation (HHG). Single ionization of atoms is 
well studied and is usually separated into three regimes according to the characteristic 
Keldysh parameter: tunneling, multiphoton and over-the-barrier ionization (see Section 
3.2). Tunneling ionization rate is given by the Amosov-Delane-Krainov (ADK) theory 
[2] and agrees well with the experiment [3]. But trying to extend this theory to double 
ionization one runs into the effect of non-sequential double ionization (NSDI), the 
mechanisms of which have been actively under discussion [4-6].  
Molecules offer more challenges, exhibiting all the phenomena observed in 
atoms, and also presenting a wide range of new physics, resulting from increasing 
number of degrees of freedom. For diatomic molecules, two spatially separated nuclei 
bring nuclear rotational and vibrational motion into play, causing, for instance, ionization 
rate dependence on internuclear distance and molecule’s axis orientation relative to the 
laser polarization [7, 8]. The shape of molecular orbitals also was found to have an effect 
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on the ionization rate [9]. The dissociation process is closely related to the ionization of 
molecules. With a rising number of electrons in a diatomic molecule the number of 
possible fragmentation channels and intermediate charged states characterized by unique 
electronic structure increases. Dynamics of this process is rich and complex and it is 
associated with many interesting physical phenomena, which are going to be discussed in 
this study. Understanding the dynamics of molecular dissociation gives the possibility in 
the future to manipulate the excitations pathways, energy levels repopulation and the 
resulting yields with lasers. 
The goal of this project is to study the dynamics of nuclear vibrational and 
rotational motion in molecules following an interaction with a laser field. To understand 
how a system evolves from the initial to the final state it is necessary to take several snap 
shots of the nuclear wave packet as it progresses in time. For this kind of time-resolved 
measurements pump-probe technique has been widely employed. Pump and probe are 
two short intense laser pulses impacting the target molecule with a certain time delay 
between them. The pump pulse interacts with the target initiating some process and the 
second pulse probes the reaction of the molecule to the first pulse. By probing the 
structure at different times after the molecule was hit by the pump one can create a kind 
of “molecular movie”.  The dynamics in molecules is an ultrafast process and the 
molecular bond length is of the order of a few angstroms. To achieve high temporal 
resolution it is crucial to use laser pulses shorter than the characteristic time of the 
observed process. To map molecular geometry with high spatial resolution the Coulomb 
Explosion Imaging technique is combined with a pump-probe experiment. Its basic 
principle is in the fast ionization of a molecule with a probe pulse to produce highly 
charged ions which dissociate very quickly due to the Coulomb repulsion between the 
nuclei [10]. By measuring the final momenta of the fragments one can reconstruct the 
initial geometry of the molecule at the very moment of explosion. COLTRIMS (cold 
target recoil ion momentum spectroscopy) is a powerful technique for measuring 
momentum distribution of ion products in laser-matter interaction experiments. This 
technique offers high momentum resolution in all directions and full 4pi fragments 
detection solid angle [11]. With a cold and dilute target gas one can study individual 
atoms or molecules. COLTRIMS is also often called the “reaction microscope” to 
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emphasize the microscopic resolution for dynamic processes occurring in atoms and 
molecules. 
The hydrogen molecule and its molecular ion are the simplest targets for the 
experimental and theoretical studies of laser-molecule interactions. H2 (a homonuclear 
diatomic molecule with just two electrons) exhibits a wide range of phenomena, observed 
also in more complex molecules. Bond softening [12], vibrational trapping [13], charge 
resonant enhanced ionization CREI [14], above threshold ionization [15], and high-order 
harmonic generation [16] have been observed and studied in hydrogen and deuterium 
molecules and ions over recent years. As a result, we now have a good qualitative 
understanding of these phenomena. However the agreement between experiment and 
theory is still far from being quantitative. On the other hand, the smallest molecule offers 
a unique challenge in studying its vibrational and rotational nuclear dynamics. Being the 
lightest molecule it is characterized by the shortest vibrational and rotational periods for 
the nuclear motion on excited states. It requires employing very short pulses for time-
resolved CEI of the molecule [17]. The hydrogen molecule also has a very low 
polarizability and widely-separated rotation states, which make the observation of such 
phenomena as dynamical alignment and ionization rate angular dependence a non-trivial 
task. Electron rescattering and the mechanisms of related to it non-sequential double 
ionization and recollision excitation phenomena are still under debate [18, 19]. The part 
of this project is dedicated to studying rotational nuclear dynamics, angular-dependent 
ionization and inelastic rescattering processes in hydrogen molecule. 
Nitrogen and oxygen are also diatomic homonuclear molecules like hydrogen but 
the increasing number of electrons puts us on the next level of complexity in the nuclear 
dynamics. Multiple ionization and fragmentation in many possible dissociation channels 
are causing nuclear vibrational dynamics which reflects different possible pathways of 
these processes and electronic structure of intermediate states accessible at certain 
experimental conditions. As part of this project we take the challenge to use time-
resolved CEI to picture nuclear wave packet evolution following the interaction of 
oxygen and nitrogen molecule with intense laser pulse and use it as a method of 
extracting detailed information on the dissociation pathways for any diatomic molecule. 
Carbon monoxide molecule (CO) is chosen next as an example of the heteronuclear 
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diatomic molecule.  The next logical step is to see if the lack of inversion symmetry in a 
molecule would bring any special features in dynamics compared to a homonuclear one; 
and if the method worked out for the former ones can be generalized to study any kind of 
diatomic molecule. 
 A triatomic linear molecule like CO2 brings new nuclear degrees of freedom into 
play. Except for rotation of the molecule as a whole and vibration of nuclei with 
symmetric and asymmetric C-O bonds stretching, it also can bend, which certainly brings 
new challenges and complexity into studying molecular dynamics. The question is: can 
we generalize the techniques and models developed for diatomics and whether the same 
phenomena (i.e. CREI) define their behavior. In the final part of this study we applied the 
CEI technique to successfully reconstruct molecular geometries and to demonstrate the 
CREI in triatomic molecules. 
The structure of this thesis is as follows. After the first introductory Chapter, 
Chapter 2 presents the description of the experimental setup as well as all the techniques 
used and the important elements of data acquisition and analysis. Chapter 3 presents 
some background information on physics, which is necessary for better understanding of 
the phenomena investigated in this dissertation project. Chapters 4, 5, 6, 7 contain all the 
experimental results, discussion and summary for each part of the project. The chapters 
are followed by several appendices with supplementary materials like programming code 
and details of numerical calculations.  
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CHAPTER  2 – Experimental Setup and Techniques; Data 
Acquisition and Analysis 
 The whole experimental setup is presented schematically in Fig. 2.1. In the 
following I will explain it step by step and also describe the techniques we employed in 
the experiment and discuss some important aspects of data acquisition and analysis. 
 
Figure 2.1 Schematic of the experimental setup 
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2.1 Laser Pulses 
The experiments were conducted at the J. R. Macdonald Laboratory in Kansas 
State University. A one kilohertz 1 mJ Ti:Sapphire amplifier was used to produce ~ 35 fs  
long 800 nm pulses. It is seeded by the pulse which originates from a Ti:Sapphire 
oscillator that is pumped by a CW laser. The wave bouncing in the cavity of the oscillator 
creates standing waves which form a discrete set of frequencies (longitudinal and axial 
modes). The axial modes are separated by ∆ν = c/2L, where c is the speed of light and 
L is the cavity length. To obtain an output in a form of a pulse the oscillator needs to be 
“mode-locked”. It means that each mode does not oscillate randomly, but with phase 
fixed relative to the other modes. Therefore, the modes interfere constructively producing 
intense bursts of light separated by the time of round-trip in the cavity. In practice, a 
number of modes are locked, not all of them, because of the dispersion in a media. The 
mode-locking of the oscillator is achieved by so-called self-mode-locking. Due to the 
non-linear effects in the Ti:Sapphire crystal the effective refractive index varies with the 
laser intensity. 
n(t)=n0+n2I(t) (2.1) 
 The beam intensity has a certain profile (Gaussian shape see eq. (2.1), τ is the 
pulse length) and the refractive index changes across the profile. 
I(t)=I0 exp(-4lnt2/τ2), (2.2) 
Thus, the effect of the lens action is created in the crystal (Kerr lens effect). The 
higher the beam intensity rises the stronger the lens effect is. The oscillator is constructed 
in such a way that it is unstable (lossy, does not generate) when there is no lens effect. 
Due to Kerr effect the refraction index is varying with I(t) creating a periodic loss 
modulation in time. If the amplified modes have their phases synchronized and their 
maximum amplitudes coincide with the minimum of losses then these modes interfere 
constructively to give a short pulse of high energy. If the peak of some amplified mode 
does not exactly coincide with the dip in losses then the maximum of the amplified peak 
is reduced due to the loss and the new maximum is shifted towards the minimum loss. 
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Eventually, the amplified modes phases are self-synchronized because the minimizing of 
losses brings the oscillator to the most stable regime. [20] 
The pulse duration is defined by the number of modes oscillating in phase. 
Ti:Sapphire material is characterized by the largest gain bandwidth (235 nm) of all laser 
media in use [21]. Such a broad bandwidth gives an opportunity of having the shortest 
possible pulse on the exit of the oscillator of 10 femtoseconds. If N modes altogether are 
locked and ∆n is the frequency separation, then N∆n is the total mode-locked bandwidth. 
However, the pulse duration is not only defined by this product, but also by the pulse 
temporal shape. For the Gaussian shaped pulse the minimum pulse duration that can be 
achieved is ∆t = 0.44/N∆n, where 0.44 is so-called time-bandwidth product.  
The pulse energy on the stage of exiting the oscillator is of the order of a 
nanojoule, which is too low for the most laser applications, and needs to be amplified 
using the principle of chirped pulse amplification. To avoid damaging the crystal in the 
amplifier the seed pulse is stretched to 100 picoseconds by a pair of gratings. In order to 
amplify the pulse up to a millijoule it has to pass Ti:Sapphire crystal several times. The 
crystal is pumped by a Nd:Yag laser. After amplification another pair of gratings is used 
to compress the pulse to 30 fs (for the detailed information on the laser source in JRM 
Laboratory see the website [22]).  
To compress a laser pulse to sub-10 fs duration a rare-gas filled hollow core fiber 
and a set of chirped mirrors (7 Femtolaser and 4 Layertec) were placed after the 
amplifier. A half wave plate before the fiber controls the polarization of the laser pulse 
(Fig. 2.1). The pulse compression technique relies on spectral broadening due to 
nonlinear effects in a waveguide filled with a rare gas (Ar or Ne) and controlling a group 
velocity dispersion with chirped dielectric mirrors. 
The hollow core fiber is a fused silica capillary with inner diameter of 400 µm 
and 90 cm long, enclosed in an aluminum tube filled with gas at pressure of ~10 psi 
(depending on gas). Inside the waveguide light energy is confined in a very small mode 
area for a long interaction region so that strong self-phase modulation and dispersion 
effects accumulate at energies well below those that produce optical damage. Very strong 
nonlinear propagation effects are achieved, such as pulse self-chirping. In eq. (2.1) n2 is 
the nonlinear diffraction index, which is responsible for appearance of new frequency 
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components and acquiring chirp. The pulse length in time domain becomes shorter as a 
result of frequency spectrum broadening. Chirp is caused by separation of frequency 
components in time while pulse is traveling through a dispersive media. In other words, 
the refractive index of gas in the fiber is different for each frequency component of the 
spectrum. Therefore the velocity of traveling through the media is also different for each 
component. As a result, the group velocity dispersion (GVD) occurs: high frequency 
components are delayed in comparison with low frequency components (positive chirp). 
For GVD compensation, mirrors with a special coating are used: this is a multilayered 
coating with each layer of different thickness reflecting a certain wavelength. 
The intensity profile of the laser beam we use is described by Gaussian form: 
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Starting with flat wave front, the beam propagates, and the wave front acquires curvature. 
Thus, at any point the radius of the wave front is: 
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is the radius of 1/e2 contour ( meaning that the intensity drops by 1/e2 factor (13.5%) 
from its maximum value, see Fig. 2.2) and w0 is the waist radius of the beam. z = 0 marks 
the location of the waist w0, where the wave front is flat and R is infinity (Fig. 2.3).  
 
Figure 2.2 Gaussian beam intensity profile. The figure is from reference [23] 
 
Figure 2.3 Gaussian beam wave front evolution. The figure is from reference [23] 
 
From eq. (2.5) one can see, that as z increases R also increases to some maximum 
value, then begins to decrease, but as z goes to infinity, R, again, increases and 
asymptotically approaches the value of z. As z becomes much larger than piw0/λ, 1/e2 
beam radius (eq. (2.6)) can be written as: 
0
)(
w
z
zw
pi
λ
=
. (2.7) 
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This is a far-field angular radius of the beam. Near the waist the divergence of the beam 
is small. When we want to characterize the distance on which beam is well collimated we 
use the Raleigh range parameter: 
 λ
pi 20wzR =  (2.8) 
It is defined as a distance over which the radius spreads by a factor of 2  (see Fig. 2.3). 
If the beam is tightly focused, as in our experiment, the Raleigh range can reduce to a few 
micrometers. Using this definition and eq. (2.6) we can relate the beam radius and zR: 
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and use eq. (2.6a) to balance the spot size and Raleigh range length. If the pulse is 
collimated initially and then is focused by a mirror or lens with a focal length f, then the 
collimated beam radius can be related to the focal length: 
 
0w
f
w
pi
λ
=
 (2.9) 
In the experiment, knowing the wavelength, focal length and regulating the beam 
size, we can vary the waist width and make sure that the interaction between the target 
and laser pulse takes place inside the Raleigh range (Fig. 2.4). [24] 
 
Figure 2.4 Focal region of Gaussian beam 
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Pulse duration was confirmed with FROG (frequency-resolved optical gating) 
technique [25], as well as by autocorrelation measuring the ion yield inside the chamber, 
and checked during the experiment using the known proton kinetic energy release spectra 
from D2 target [19]. The pulse duration of sub-ten femtosecond pulse is extremely 
sensitive to the chirp compensation. This sensitivity affects kinetic energy spectra of the 
fragments of Coulomb explosion produced by the pulse. After the pulse passes the 
chirped mirrors, a positive chirp can be slightly overcompensated and the pulse becomes 
negatively chirped. It is useful to have some negative chirp because on its way from the 
fiber to the target the laser beam passes through the air, necessary optics (beam splitters) 
and fused silica chamber window, all chirping pulse positively. To optimize the 
compensation of positive and negative chirp in our experiment we used the set of fused 
silica glass windows of different thickness (from 0.2 mm to 4 mm). Online monitoring of 
the change in deuteron kinetic energy release spectrum along with varying the total 
thickness of the fused silica glass in the laser beam path allows for fine-tuning of the 
chirp. The highest Coulomb explosion energy peak in kinetic energy release spectrum 
corresponds to the shortest pulse duration.  
Two Germanium plates fixed at the Brewster angle (reflective polarizer) were 
used for controlling the total pulse energy by rotating polarization before the fiber. 
In the experimental study COLTRIMS (see section 2.4) technique in combination 
with pump-probe approach (section 2.2) and Coulomb Explosion Imaging (section 2.3) 
were employed. 
 
2.2 Pump-probe technique 
A pump-probe technique is a commonly used method for investigation of an 
ultrafast dynamics in molecular systems triggered by interaction with laser field. It is a 
way of recording a “movie” of the process under investigation by taking “snapshots” with 
a small time step.  Two laser pulses are separated by some time delay. The first pulse, the 
“pump”, initiates some process in a system (molecule). Then the second pulse - the 
“probe” - monitors the property under investigation. Depending on the property that one 
wants to study and origin of the pulse, probe can excite, ionize, Coulomb explode the 
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molecule or diffract on the sample structure. In fluorescence life-time imaging the probe 
is employed to stimulate a fluorescent emission in a sample stimulated with the pump 
[26]. Absorption pump-probe spectroscopy monitors, for instance, relaxation dynamics of 
transient (short-lived) exited states in relevant molecules, which are accessible through 
absorption of photons of the probe pulse field [27]. Time-resolved photoelectron 
spectroscopy can be applied for measuring of the relaxation dynamics of the electronic 
states excited in large molecules and clusters by UV light. The probe pulse is used to 
ionize excited molecules and produce electrons and ionic fragments in the excited state 
which are collected afterward [28]. X-ray or electron bunch probes are applied in time-
resolved diffraction experiments on the dynamics of phase transitions, functioning of 
biological cell etc. on the atomic time and length scale [29]. In our experiments pump and 
probe pulses are of the same duration and wavelength, but the pump pulse is usually 
weaker in intensity, so that it only excites a neutral molecule (for instance, in the 
experiment on rotational wave packet of a neutral hydrogen molecule) or removes one or 
two electrons by the field ionization. Probe pulse is strong enough to strip molecular ion 
of several more electrons leading to its immediate dissociation (Coulomb explosion) (Fig. 
2.5). 
The delay between the pump and the probe can be varied causing the evolving 
molecular ion to be exploded at different times after the dynamics was initiated. The 
resulting fragments can be detected and analyzed using, for instance, Coulomb Explosion 
Imaging technique, like in the experiments presented in this dissertation project. 
Coulomb Explosion Imaging technique is discussed in the following section. 
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Figure 2.5 Schematic drawing of the pump-probe approach. The pump and probe pulses 
are separated in time. Pump pulse initiate dynamics of a molecule or molecular ion. The 
probe pulse Coulomb explodes it after some time. Molecular charged fragments are carried 
to a detector by the uniform electric field 
 
In our pump-probe setup we employ a Mach-Zehnder interferometer with a pair 
of broadband beam splitters (Femtolaser) to split one laser pulse into the pump and probe 
arms (Fig. 2.6). It is situated after the germanium plates and before the COLTRIMS 
apparatus (Fig. 2.1). An iris is placed in the pump arm of the interferometer to control the 
diameter and intensity of the pump beam. Reducing the diameter of the pump beam 
makes it weaker than the probe and also makes focal volume of the pump pulse larger 
than that of the probe pulse: it assures that only the “pumped” molecules are probed (Fig. 
2.7). The pump arm of the interferometer includes a computer controlled piezo delay 
stage, therefore, we can scan over a wide range of delays with a time step as small as 1 fs. 
Zero delay corresponds to a situation when the pump and probe overlap in time. The 
target gas consists of neutral molecules. Initially, the electronic population distribution on 
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vibrational and rotational levels of the molecule depends on the temperature of the target 
gas jet (see section 2.4 and Appendix A). The pump pulse reaches the molecule first 
initiating the process one wishes to investigate. If the goal is to study vibrational or 
rotational nuclear dynamics in a neutral molecule the pump pulse intensity is adjusted to 
redistribute the population on rotational levels of the ground vibrational state or excite the 
molecule to higher vibrational states. In the studies of the nuclear dynamics of a 
particular molecular ion or the process of dissociation of highly charged states, the pump 
is employed to ionized molecule to the desired state. It initiates nuclear vibrational and 
rotational dynamics by transferring and redistributing the electronic population on the 
variety of energy surfaces of intermediate and final charge states. To map the evolution 
of the system using Coulomb explosion imaging one needs to make the probe pulse 
strong enough to ionize the molecule further to the highly charged states to produce 
Coulomb explosion (this requirement is discussed in section 2.3).  
Detecting charged fragments of the break up, we analyze them to recover the 
molecular structure and orientation at the moment immediately before the explosion.  
 
Figure 2.6 Mach-Zehnder interferometer 
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Figure 2.7 Schematic drawing of the pump and probe focusing 
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2.3 Coulomb Explosion Imaging 
Most studies of molecular geometry are based on indirect observations by 
spectroscopic methods. We measure properties that reflect peculiarities of molecular 
structure, recording mass or energy spectra. The Coulomb explosion imaging (CEI) 
technique is an alternative to spectroscopy. It was developed (Kanter 1979) for direct 
studies of molecular structure. This method is based on the fact that when a molecule is 
stripped rapidly of several valence electrons, Coulomb repulsion of the nuclei triggers 
very fast dissociation (Coulomb explosion). By measuring final velocities of the 
fragments one can reconstruct the initial molecular geometry and orientation.  
Originally the technique was developed for experiments on collisions of 
molecular beams with thin aluminum foil [30]. In the first CEI experiments molecular ion 
beam of MeV energy passed through a thin foil (~10 A). The projectile electrons are 
scattered to the large angles along with the electrons in the target solid film and separated 
from the projectile molecules. In Fig. 2.8 the molecular ion beam consists of CH4+ ions. 
The process of stripping is faster (~ 10-16 s) than any characteristic motion of the nuclei, 
like vibration or rotation [31]. Starting from this moment, as time zero molecular ions 
dissociate fast: remaining positive ions repel each other. At this time the relative positions 
of nuclei for each ion in the beam will be different due to nuclear motion (vibration and 
rotation). Therefore, all information about this motion is contained in geometrical 
structures at time zero. All the explosion fragments can be captured and analyzed by an 
appropriate detector. The time evolution on a repulsive Coulomb potential can be easily 
traced. It means that measuring velocities in the center-of-mass system and relative 
velocities of all the ions provides us with all the information we need to reconstruct the 
3D structure of a molecule.  
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Figure 2.8 A schematic view of a Coulomb explosion experiment. The figure is from Z. 
Vager et al. Science 244, 426 (1989) [30]. Fragments of exploded molecule are collected by a 
detector; time, x and y coordinates are measured and converted later into original 
molecular structure CH4+ 
 
Center-of-mass kinetic energy before the explosion is usually negligible in 
comparison with Coulomb energy, and after the explosion all the Coulomb energy is 
transferred into the kinetic energy defined by final velocities: 
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VC and rc, Vn and rn – are final velocities and position vectors of carbon and nth proton 
correspondingly. Interaction between protons is neglected. In such a way we can measure 
the vector R(i) = {rC(i),r1(i),r2(i),r3(i)} representing geometry of the ith molecule in the 
beam and thus obtain an image of the molecule. Measuring N such vectors we acquire 
statistics for calculating observables depending on structure.  
As an alternative to the experiment of shooting a molecular ion beam through a 
foil, bombardment of molecules with highly charged ions to remove electrons had been 
used [31]. In these methods the electrons are removed in less than 1 fs, before heavy 
nuclei change their positions, as required to obtain an accurate image.  
The CEI technique with the collision ionization described above, allow for 
measuring the equilibrium structure of small molecules, but it is difficult to adapt it to the 
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dynamic imaging. The advantage of the laser Coulomb Explosion technique is that it can 
be combined with the femtosecond laser pump-probe approach for time-resolved studies 
of molecular dynamics. 
Nowadays scientists use intense laser pulses to Coulomb explode neutral 
molecules and ions. In order to apply the method correctly one should take into account 
several requirements. 
1) The ionizing pulse must be short enough to freeze the positions of the nuclei at 
the explosion time. For such a light molecule as D2 one vibration of nuclei on the X2Σg+ 
potential of molecular ion D2+ takes only about 20 fs. In [32] F. Legare et al chose to 
study a nuclear motion in two molecules D2 and SO2 to demonstrate the capability and 
advantages of the time-resolved CEI technique. The deuterium molecule is challenging 
because of its extremely fast dynamics. SO2 was chosen to demonstrate the ability of the 
technique to image multiple dissociation channels, including imaging of intermediate 
unstable ions which are hard to measure using any other available technique. The 
structure of the D2 molecule was studied with 8 and 40 fs pulses. The authors 
demonstrate that to map the equilibrium D2 geometry measuring kinetic energy release 
fragments of deuterons resulting from CE 8 fs or shorter pulses are needed. 
2) The reconstruction of geometry relies on the fact that a known Coulomb 
potential describes the interaction of the charged particles during the explosion. For it to 
be a good approximation, we must ionize molecules to highly charged states. There are 
several studies dedicated to investigation of an effect of non-Coulombic states of highly 
charged ions on dissociation of molecules. [33-35].  The model suggested by Hill et all 
[33] shows that true Coulomb explosions will only occur for ABZ+ for Z ≥ 4 and only for 
intense pulses with rise times short enough to reach these highly charged states before the 
molecule completely dissociates on the non-Coulombic curves. Even if Coulombic states 
are accessed before the fragmentation occurs, the dissociation energy is reduced when the 
time between ionizations is long enough to let the molecule expand on a non-Coulombic 
curve. The requirements on pulse duration depend on the specific molecule. C. P. Safvan 
and D. Mathur [34] calculated center-of-mass kinetic energy release KERcalc for 
dissociation of various N2q+ (q = 2 ÷ 12) ions using LCAO-MO method (see section 
3.1.1). Comparison was made with KECoul – energy values expected in case of 
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dissociation on purely Coulombic curves. For q = 3 the deviation of KERcalc from 
KERCoul is 36.5% and it does not show clear tendency of going down with higher charged 
state, but rather stays in the interval form 15 to 37 % up to q = 8. The authors conclude 
that only for q ≥10 the deviation of real potential from Coulombic drops below 10%. 
Theoretical work of Bandrauk et al [35] is dedicated to studies of low-lying potential 
energy curves of the triply charged nitrogen molecular cation. All states were found to be 
repulsive and pure Coulombic for internuclear distance larger than 5 atomic units. 
3) The interaction between the laser field and the molecule must not affect the 
measurement process: only Coulomb repulsion accelerates the nuclei [36]. In this way 
electronic potentials of molecules and atoms under investigation are the same as the field 
free ones. 
4) All the fragments of explosions occurred in the region of laser and target gas 
interaction are collected by detectors and the pairs of ions (in case of  two-fragment break 
up) are sorted in the true and false coincidence. The procedure of determination which 
two fragments originated from the same molecule is based on momentum conservation 
law (see section 2.5).  To improve the ratio of true to random coincidences it is crucial to 
reduce the number of explosions per pulse to one or less. This requirement puts 
restrictions on the laser focus size and molecular jet density: tight focus and diluted target 
must be provided in order to explode not more than one molecule per laser pulse. 
Comparing to classical spectroscopic methods, which give detailed information 
on equilibrium structure of neutral molecules, Coulomb explosion imaging has a great 
advantage of being compatible with femtosecond pump-probe technology. This 
combination of the two techniques allows for imaging of excited states and structural 
changes during molecular ultra-fast dynamics.   
In [32, 10, 37] it was demonstrated that it is possible to use the pump-probe 
technique and CEI to study the time-dependent structure of diatomic and triatomic 
molecules undergoing dynamics with a sub-bond length resolution. Only the Coulomb 
explosion imaging allows a complete molecular structure and orientation to be obtained 
from each fully detected explosion. This imaging capability can be used to follow 
complex molecular processes, including molecular rotations, symmetric and asymmetric 
dissociation, isomerization, excitation, bond breaking and formation and so on.  
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2.4 COLTRIMS technique and apparatus 
Recoil Ion Momentum Spectroscopy (RIMS) techniques for investigation of any 
kind of atomic or molecular reactions (e.g. interaction with electron, ions or photons) in 
which target charged fragments emerge, has been developing since early 1990s. The first 
goal was to measure multiple ionization and capture cross section for fast (1.4-5.6 MeV) 
heavy ion-atom collisions in projectile scattering angle [38]. The deflection of the 
projectile was very insignificant (a few µm over 10 m), therefore, the intention was to 
extracts the transverse momentum transferred to the projectile during collision by 
measuring the momentum of the recoil. The known spectroscopic methods were suffering 
from lack of resolution and low count rates which restricted studies to certain kinematical 
conditions like measuring particles emerging in one plane or a very narrow solid angle. 
The possibility of kinematically complete measurements is crucial for studying of many 
reactions. Kinematically complete means that the momenta (energies and angles) of all 
involved particles can be measured in coincidence, only spin is not determined. This kind 
of measurements gives unique information on the dynamics of reactions [38].  
  At first, the idea of recoil ion momentum measurements in collision reactions 
ran into a problem of immeasurably small relative momentum change during reaction. In 
target gases at room temperature atom has such a large initial momentum spread that it 
exceeds the momenta gained after collision. For fast charged particles collisions and 
photoionization the product energies can be of the order of meV and even lower. Before 
the first RIMS spectrometer only charged states distribution was possible to measure for 
such low energy ions, using time-of-flight spectrometer or magnetic deflection. The first 
spectrometer for momenta and angles measurements of slow recoil ions combined the 
time-of-flight and magnetic deflection techniques. Ulrich et al [39] in 1987 succeeded in 
measuring of transverse recoil ion momenta with a solid angle of a few percent in 
collision of 340 MeV U32+ on Ne. They used a static room temperature gas target. The 
next improvement was a cooled to 30 K gas cell, which allowed for coincident 
measurements of a recoil ion and projectile transverse momenta; and warm effusive jet in 
combination with the extraction electric field for measuring first recoil ion longitudinal 
momentum distribution in 4pi solid angle (references in review paper [38]). In 1991 the 
first spectrometer based on supersonic gas jet targets was built [11]. The temperature of 
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such jet can go lower than 1K and resolution of momentum measurement is limited not 
by the thermal distribution but by the extension of the target in the spectrometer. The new 
spectroscopy technique was later generalized for electrons as well. 
As a result of many improvements, nowadays we have the COLTRIMS (COLd 
Target Recoil Ion Molecular Spectroscopy) technique, which is often referred to as the 
“reaction microscope”. The COLTRIMS technique combines advantages of a supersonic 
cold jet of target gas, well localized reaction zone, position imaging, coincident 
measurement technique, large area detectors and multi-hit detection of charged reaction 
fragments. Using internally cold supersonic jet, focusing geometry and electrostatic 
extracting field the measuring of complete momenta of reaction products emitted into full 
4pi solid angle with a resolution of a few per cent of an atomic unit became possible [11].  
The COLTRIMS apparatus is the next element of the experimental setup on Fig. 
2.1. The interaction between laser beam and target molecule takes place inside the 
vacuum chamber. The chamber is equipped with the COLTRIMS spectrometer and a 
supersonic molecular jet.  
The whole vacuum system includes a source chamber, two intermediate 
chambers, main (interaction) chamber and a catcher (Fig. 2.9). In order to obtain a 
supersonic jet, target gas is expanded into the lower pressure chamber through a 30 µm 
nozzle (to reach a supersonic speed the ratio of pressures on the two sides of the nozzle 
must be larger than 2 [38]). The gas jet is geometrically cooled by expansion into the next 
chamber through a skimmer 0.5 mm wide. The next two intermediate chambers are 
separated by a 2 mm aperture. Each of the two stages is differentially pumped to reduce 
the background. The gas enters the interaction chamber through the externally controlled 
piezoelectric slit. The transverse diameter of the jet (in the direction perpendicular to the 
spectrometer axis) can be manipulated with this voltage controlled slit in the range from 
1.5 mm to 40 µm. Ability to produce a thin jet is important because in this case the 
interaction volume can be made very small. It means that we can confine the interaction 
to the high intensity region in the laser pulse with the Gaussian waist w0 of 5-10 µm and 
also control the number of molecular fragments produced by a single laser shot.  
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Figure 2.9 Schematic of the experimental setup vacuum system. The figure is from C. 
Maharjan. PhD dissertation. Kansas State University (2007)  
 
After passing through the main chamber, gas is collected by the catcher and 
evacuated by another turbo-pump to prevent its spreading inside the main chamber and 
increasing the background pressure. As a result, the background pressure in the main 
chamber is maintained below 10-10 Torr. With the jet present, it typically rises up to  
2x10-10 Torr. The pressure in the jet is typically of the order of 10-7 Torr in the interaction 
region. After passing through the system of the nozzle, skimmer and two slits, the gas jet 
is internally cold and collimated. A part of the thermal energy is converted to a kinetic 
energy of the directional gas flow and various degrees of freedom are cooled to different 
extent. Cooling of the internal degrees of freedom is important to reduce complexity of 
vibrational and rotational spectra in the targeted molecule. The translational temperature 
of the jet defines the momentum resolution in the experiment because in the data analysis 
we assume that the target had zero momentum before the explosion. The translational 
temperature was estimated in our chamber by measuring a velocity distribution for 
molecular ions and fitting Maxwell-Boltzmann distribution to it (see Appendix A). The 
special property of the supersonic flow is that it increases velocity with the distance and 
collisions which occur during this process make the speed of a molecule directed along 
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the gas flow: the transverse momentum is converted into longitudinal due to the 
expansion [40].  
To reach intensities as high as 1013-1016 W/cm2 needed for our experiments, laser 
energy has to be concentrated in a small region. For that purpose the laser beam is tightly 
focused by spherical mirror (25 mm diameter, 75 mm focal length) located inside the 
spectrometer just behind the interaction region. The holder is mounted on a 3D 
translational stage with an external manual control. It provides the possibility for the best 
adjustment of the overlap between the jet and the laser focus. We determined the laser 
peak intensity by first calibrating it using the method described in [41]. It is based on 
measuring momentum distributions of ions produced by a circularly polarized light. 
 
Figure 2.10 COLTRIMS spectrometer picture. The figure is from C. Maharjan. PhD 
dissertation. Kansas State University (2007) 
 
The COLTRIMS spectrometer is a standard parallel-plate spectrometer: it consists 
of a series of copper plates, with holes in the middle, connected by resistors and separated 
by a narrow gap to provide an isotropic constant electric field, with a wider gap in the 
interaction region. The spectrometer is terminated by the 80% transmittance grids used to 
minimize electrostatic lens effect (Fig. 2.10). Electric field separates and accelerates 
positively and negatively charged fragments to corresponding detectors on the left and 
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right sides of the spectrometer. For positive fragments (ions) the voltage applied across 
the spectrometer is adjusted so that it is high enough to drive fragments with all possible 
energies over the flight distance of 5 cm to the detector; collect fragments in 4pi solid 
angle; the ions do not spread outside the detection area; and low enough to provide good 
peak resolution on the time-of-flight spectra.  
The spectrometer is positioned so that its extraction direction is perpendicular to 
both the direction of laser beam propagation and the gas jet.  
 
Figure 2.11 Schematic view of the COLTRIMS spectrometer with a detector on the ion side. 
The figure is from S. Voss et al. J. Phys. B 37, 4239 (2004) [42] 
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2.5 Data acquisition  
Figure 2.12 Drawing of position and time sensitive detector: delay anode line and micro 
channel plates. The figure is from T. Osipov. PhD Dissertation. Kansas State University 
(2003) [43] 
 
 
The detectors we use to collect charged fragments are time and position sensitive 
detectors consisting of micro channel plates (MCPs) and 80 mm square RoentDek delay-
line detectors (PSD – position-sensitive detector) (Fig. 2.12). On the short side, used for 
ion detection, MCPs and PSD are located approximately 5 cm away from the interaction 
region. The front side of the MCP double stack is biased with 2.1 kV negative potential 
and the back side is grounded. The extracting voltage across the spectrometer is varied, 
depending on the type of fragments one wants to collect and their kinetic energy, between 
10 and 4000 V. The potential applied to the transmission grid on the short side is negative 
and the grid on the other side of the spectrometer is grounded. Thus, a positive ion, 
emerging from the spectrometer, undergoes a very brief acceleration before hitting the 
MCP.  Each fragment reaching the multichannel plates sets off an avalanche of electrons 
amplifying the charge of the impacting particle to the level that can be registered by 
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available electronics. At the same time this current is used to measure arrival time of the 
particle (stop time) to the detector.  
 A position-sensitive delay-line anode detector is capable of detecting 2D 
positions of ions, which are energetic enough to induce the electron avalanche in MCP. 
Position resolution can be less than 0.1 mm with proper electronics. It has a multi-hit 
capability with a pulse pair resolution of less than 10 ns. The delay lines are double wires 
wound in X and Y directions around a ceramic frame. One wire is a “signal” wire and the 
other is a “reference” wire. Positive voltage (~250 V) is applied to the signal wire, which 
is about 50 V higher than voltage applied to the reference wire. Thus, only the signal wire 
gets the electron signal and the two wires are close enough to pick up the same electric 
noise. The signals from both wires are subtracted in the differential amplifier eliminating 
the electric noise. The principle of extracting 2D positions from delay-line signals is 
based on time delay of signals traveling in wires (Fig. 2.13).  
 
Figure 2.13 Principle of the positions detection. The figure is from T. Osipov. PhD 
Dissertation. Kansas State University (2003) [43] 
 
The electron avalanche produced in the MCP hits the wires and creates a charge 
traveling in X and Y wires to the both ends of each wire. The X or Y coordinate of the hit 
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is proportional to the time it takes for signal to travel to the end of the wire. The signals 
from both ends of one wire are used to determine the position:  
X = k (tr - tl); Y = k(tt – tb) (2.11) 
where tr, tl, tt, tb are the times of arrival for signals from right, left, top and bottom ends of 
X and Y wires; k is the conversion constant in mm/ns determined by the detector 
calibration.  
It is also important to make sure that X and Y signals of the hit, which determine 
the position, are put into correspondence with correct time signal from the MCP, which 
determines the time-of-flight. For that purpose the value of time-sum is used. If tmcp is the 
MCP time of hit then (tr - tmcp) is the time it takes for signals to get from the hit position 
to one edge of the detector.
 
Then X and Y time-sums are defined as 
tsX = (tr - tmcp)+(tl - tmcp) = tr + tl - 2tmcp ; (2.12a) 
tsY = tt + tb - 2tmcp (2.12b) 
These are the times it takes for signals to travel across the whole detector wire. This value 
is constant and can be calculated as length of the corresponding wire divided by the speed 
of light. If for each hit we check that this condition is true for the collected signals then 
we can filter out signals due to noise.  
All the raw signals go through the constant fraction discriminator (CFD) unit 
before being fed to the digitizing electronics. CFD produces NIM pulses – standard 
negative logic signals of ~10 ns width. This unit is serving the purpose of producing 
accurate timing information from analog signals of varying heights but the same rise 
time. The incoming signal is split in two, one of which is attenuated, inverted and 
delayed. Then both signals are added together and the effect is that the timing of the zero 
level crossing point is independent of the initial signal height. The NIM signal is 
triggered at this crossing point which always corresponds to a constant fraction of the 
input amplitude (usually set at 20%). 
To digitize all multi-hit signals coming from MCP and PSD the following 
electronics setup was used. A 32-channel Multi-Hit Time-to-Digital-Converter (LeCroy 
3377 TDC) capable of registering up to 16 hits per channel is an important component. It 
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has 0.5 ns timing resolution and 8 to 32 µs time range per event. Thus, position 
resolution, time-of-flight resolution, as well as the time-of-flight range, are defined by the 
TDC. The pulse-pair resolution for each TDC channel is determined by the width of raw 
signals from the detectors. In our experiment pulse-pair resolution is 10 ns meaning that 
if two ions hit the detector within 10 ns then only one is registered and the position 
information is not quite reliable. The TDC can collect up to 16 hits per event from one 
detector separated by more than ten nanoseconds. The time range can be set according to 
the time-of-flight of the slowest ion in events up to 32 µs. 
The data acquisition system is initialized with a start laser signal from photodiode 
located right outside the COLTRIMS chamber. This signal serves as a bunch marker for 
TDC – start point for converting an MCP signal into the time-of-flight; it sets the time 
window for TDC depending on mass and charge of the particle to be detected; it triggers 
the process of data transfer to the computer. Once triggered, the TDC records all the hits 
in a set time window of up to 32 µs.  
 
2.6 Data analysis 
LabVIEW software by National Instruments was used for the computer/CAMAC-
crate communication, data collection and online data analysis. Further off-line analysis 
was performed using FORTRAN programs written by Timur Osipov [43] and PAW 
software by CERN. 
The FORTRAN code we use to analyze the data, performs calculations and 
creates files with final results to be presented in form of plots and diagrams in PAW. This 
code contains a subroutine, which is called by the main program for each event. An event 
is a block of data from a single discharge of the TDC, meaning that it is the information 
on all hits recorded in a 32 µs interval following each laser pulse. We define our 
experimental parameters, like the spectrometer field, masses and charges of the fragments 
and so on in this subroutine. It also contains all the equations for calculating the 
experimental values we plan on extracting form our data. This particular part of the 
program is presented in Appendix B.  
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Figure 2.14 Momentum conservation for the ions, resulting from Coulomb explosion of a 
single molecule. Velocity of the center-of-mass of the ions in Z direction considered to be 
negligibly small compared to the fragments velocities 
 
The important step in the analysis is the reconstruction of three-dimensional 
momenta of the ions in coincidence.  Having the timing (TOF) and position (X,Y) 
information and the experimental parameters like the spectrometer electric field E, 
distance from the interaction volume to the detector S, particle charge q and its mass m 
we can use classical equations for accelerated motion to find the momentum vector 
components: 
2
Eqt
t
mSPZ −=  (2.13) 
t
mXPX =  (2.14) 
t
mYPY =  (2.15) 
Here electric field is parallel to the Z-axis (spectrometer axis, time-of-flight axis). Time 
in these equations is actually the difference between TOF (which is the STOP signal from 
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the MCP) and photodiode signal (START) with a small correction on signal travel time in 
the cables. Positions are found relative to the detector image center. A typical detector 
image for D+ fragments and its projections for finding the exact center are presented in 
Fig. 2.15. This way of presenting data is called an intensity map or density plot. This is a 
three-dimensional plot in which the color scale serves as the third dimension. For 
instance, on the particular map, Y coordinate is plotted on the vertical axis, X coordinate 
is on the horizontal axis and the number of ions (ion yield) having each particular (X,Y) 
pair of coordinates is reflected by color of the point on the XY plane. Color scale is 
shown on the side of the plot. The scale can be linear or logarithmic. Value of the 
magnitude goes up with the color from blue to bright yellow. 
If we wish to perform the analysis for the fragments in coincidence, in other 
words, analyze ions originated from the same molecule, we use gating on the total 
momentum versus kinetic energy release intensity map (Fig. 2.16). Kinetic energy release 
KER is the sum of kinetic energies of the explosion fragments. The atomic ions 
originating from the Coulomb explosion of the same molecule are subject to the 
momentum conservation. In Fig. 2.16 only fragments forming the “blob” inside the white 
rectangle are the real coincidences because their momenta add up to near zero. The 
reason why the momenta do not sum exactly to zero is that the molecular ions acquire a 
small momentum of the order of an atomic unit from accelerating laser field following 
each ionization, which is not accounted for in the momentum conservation law for the 
atomic fragments. Therefore, the higher the charged state of the exploding molecular ion 
is, the greater momentum it acquires from the laser, and the further the “blob” is from the 
vertical axis. The width of the laser-induced momentum distribution in combination with 
the momentum distribution of the center-of-mass of exploding molecule also defines how 
wide the “blob” is in a horizontal direction.  
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Figure 2.15 Detector image for D+ ions. Projections on X and Y axes are taken to find exact 
image center 
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Figure 2.16 Kinetic energy release versus total momentum for the fragments of hydrogen 
molecule Coulomb explosion 
 
All possible two-body molecular fragmentation channels in the Coulomb 
explosion experiment can be identified on the Photoion-Photoion-Coincidence (PIPICO) 
spectrum. PIPICO spectrum is an intensity map plot with the time-of-flight for each of 
the two ions plotted on horizontal and vertical axis. The times-of-flight (TOF) are defined 
by initial velocities of the ions in the lab frame, not center-of-mass frame. Typical TOF 
spectrum for D2 CE experiment is shown in Fig. 2.17. The quality of our cold jet allows 
us to assume that before the fragmentation the center-of-mass momentum in transverse 
direction is negligibly small compared to the momenta achieved by the fragments. The 
width of the coincidence features (stripes) is defined by the same factors that the real 
coincidence feature in Fig. 2.16. In addition to the sharp bright stripes in Fig.2. 18 (a), 
one can also see a rich false coincidence background.  The majority of the points on the 
picture are random coincidences. As we can see, the background of random coincidences 
makes the real features of the plots look much less clear. To “clean” the experimental 
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spectra we added “background subtraction” as a part of the main code (Appendix B). The 
idea was to create an array of random coincidences and to subtract it from the array 
containing both false and true coincidences. This idea was implemented by “saving the 
memory” of the previous event to be able to use it when analyzing the next one 
(Appendix B, lines 279-284). If we create an array, consisting of pairs of hits coming 
from two consecutive events it will be the array of false coincidences, because no two 
ions from the same molecule can arrive in two different events (Appendix B, lines 137, 
142, 143). As a result of subtracting this array from the one containing all the 
coincidences from the current event we obtain a clean spectrum with sharp features 
which is presented in Fig. 2.18 (b) with all dissociation channels labeled. 
 
Figure 2.17 Time-of-flight spectrum for D2 molecule, Coulomb explosion experiment. 
Narrow peak represents D2+ molecular ion 
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Figure 2.18 Photoion-Photoion-Coincidence spectra for the Coulomb explosion of N2 
experiment: vertical and horizontal axes are time of flight of the first and second ion from 
each pair of registered ions. (a) Bright traces are the real coincidences and background is 
random pairs of ions, originated from different molecules; (b) background reduced by 
subtracting an array of random coincidences. This array is created from pairs of ions from 
two different events. 
 
In the course of analyzing the data we plot the results as two-dimensional 
histograms or density maps and set axes binning in a certain convenient way. Every 
parameter changes stepwise and axes binning cannot be perfectly matched with the 
measurement discretization due to the discrete TDC digitizing. This slight mismatch 
accumulates through several binning steps shifting the measurement point to the border 
of a bin. It finally brings us to the case when two measurements for two consecutive steps 
correspond to one bin and the next bin is missing a measurement. As a result we may 
have regular gaps in our plots like those shown in Fig. 2.19(a). To overcome this problem 
in the code we added a small random number to each of five signals coming from the 
TDC (Appendix B, lines 82, 86, 90, 94, 98) and it assures that the mismatch is not 
constant anymore and does not accumulate in one direction (see Fig. 2.19(b)). 
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Figure 2.19 Detector image (a) before and (b) after eliminating of the measurement 
discretization and binning mismatch 
 
As we analyze the results of a pump-probe experiment we plot some observables 
as a function of the delay between pump and probe pulses. For instance, we create KER 
versus delay density maps. At the time of recording data files, during the experiment, the 
delay translation stage does not go from one delay to another after a certain time interval. 
It is rather moved to the next step after a certain amount of data is collected. It means that 
a number of laser pulses can be different for different delays (see Fig. 2.20). On diagrams 
like KER vs delay Fig. 2.21(a), this effect superposes with density variation reflecting 
real physical phenomena by adding color scale variation depending on number of laser 
shots per delay step. Therefore, the diagram needs to be normalized to the number of 
laser pulses. Each laser pulse triggers the photodiode, therefore the number of pulses can 
be counted in the code by counting photodiode signals. To plot the histogram presented 
in Fig. 2.20 at each delay a unit is added to previous count of laser pulses for every 
photodiode signal (Appendix B, line 75). Normalization is done by the means of PAW++ 
software. The KER vs delay density plot, is divided by the diagram in Fig. 2.20, which 
simply means that each value on z-axis, representing ion yield at a certain delay, is 
divided by the number of laser pulses at this delay. The normalized KER vs delay plot is 
shown in Fig. 2.21 (b).  
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I have described the main features of the experimental setup, the techniques that 
we employ in the experiments and the most important aspects of data acquisition and 
analysis. The next chapter presents the background of the conducted experiments. 
 
Figure 2.20 Number of laser pulses as a function of delay between pump and probe. Data is 
not collected for an equal amount of time for each delay step 
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Figure 2.21 Kinetic energy release as a function of time: (a) spectrum is not normalized to 
the number of laser pulses per delay; (b) normalized spectrum 
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CHAPTER  3 – Background 
In this chapter some basics of molecular physics and the physics of laser-molecule 
interactions will be presented. Outlined fundamentals will provide physical insights and 
lay the foundation towards the understanding of the phenomena presented in subsequent 
chapters of this dissertation. 
3.1 Molecular structure 
A molecule is a combination of two or more atoms bonded together. The 
distribution of the inner shell electrons in a molecule is similar to that in an isolated atom. 
The overlapping of the outer (valence) electron clouds and their redistribution around the 
molecule provide the binding force, and determine the structure and the chemical 
behavior of the molecule.   
An analytical description of the molecular structure is much more complicated 
than that of atoms due to the increased number of degrees of freedom. Fortunately, 
electrons are much smaller and lighter than nuclei: electron is 2000 times lighter than 
protons and neutrons that constitute the nucleus. Therefore, the motion of the nuclei is 
much slower than the electron motion. When one attempts to describe electron motion 
within the molecule, nuclei are often considered stationary. This approximation is called 
Born-Oppenheimer (or adiabatic) approximation [44]. In the frame of this approximation 
nuclear motion and the behavior of electrons in the nuclear potential can be treated 
separately. 
Proposed by Born and Oppenheimer [44] this approximation allows for solving 
Schrödinger equation for nuclear and electronic coordinates separately. Such an elegant 
approach leads to the significant simplification of the quantum mechanical treatment of 
the molecular systems. For a diatomic molecular system with nuclei A and B containing 
N electrons, the time independent Schrodinger equation for the entire system can be 
written as: 
( ) ( )NBANBA qqQQEqqQQ ,..;,,..;,ˆ 11 Ψ=ΨH  (3.1) 
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where VTTH ne ˆˆˆˆ ++= is the Hamiltonian operator for the molecule. It consists of 
kinetic energy operators for electrons and nuclei, and potential energy operator for 
Coulomb interaction between A and B, electrons and nuclei, and between electrons 
themselves. QA and QB is the full set of space {R} and spin coordinates for A and B; 
{qN} are space {rN} and spin coordinates for all N electrons. E represents energy levels 
and Ψ is the total wave function of the system, which must obey the Pauli Exclusion 
Principle. Therefore, Ψ must be antisymmetric with respect to the interchange of 
coordinates of any pair of electrons. If the molecule is homonuclear then Ψ also must be 
symmetric (if nuclei are bosons) or antisymmetric (if nuclei are fermions) under 
interchange of nuclear coordinates.  
In polar coordinates one can introduce the set of coupled equations equivalent to 
eq.(3.1):  
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where R, internuclear distance, is treated as a parameter. Spin coordinates are not 
displayed. Φi(R;r1,….rN) wave functions for each electronic state i are calculated at 
fixed R. N is the nuclear total orbital angular momentum. Fi(R) are the wave functions 
representing the nuclear motion, both vibration and rotation. 
BA
BA
MM
MM
+
=µ
 is the 
reduced mass of A and B. Es(R) are the electron energy levels, which are the eigenvalues 
of the electronic Hamiltonian.  
For the electron motion in the field of nuclei, fixed at their positions eq. (3.1) 
reduces to the electronic wave equation [45]: 
( ) ( )NiiNi E rrRRrrRVTe ,..,)(,..,)ˆˆ( 11 Φ=Φ+  (3.3) 
Eigenfunctions Φ and eigenvalues E in this equation depend parametrically on R which 
is fixed during the calculations. 
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Figure 3.1 A general form of the electronic energy for a bound state of a diatomic molecule. 
The quantity De is the dissociation energy of the molecule in the state s; R0 is the 
equilibrium internuclear distance, the minimum of the potential  
 
Born-Oppenheimer or adiabatic approximation introduced to equation (3.2) is equivalent 
to neglecting  compared to due to the fact that electronic function varies 
very slowly with respect to nuclear coordinates. As a result the set of coupled equations 
(3.2) reduces to the set of uncoupled nuclear wave equations [45]: 
 (3.4) 
Each equation describes the vibrational and rotational motion of the molecule when the 
system is in a state s. For each s the total wave function is given by:  
);()( N1 ,..rrRR sss F Φ=Ψ  (3.5) 
In (3.4) electronic energy Es(R) plays the role of a potential. A general form of 
Born-Oppenheimer potential for a bound state is shown in Fig. 3.1. As R→0 potential 
energy is dominated by the Coulomb repulsion between nuclei. As R→∞ the potential 
energy asymptotically approaches the dissociation limit, which is the energy of two 
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isolated atomic fragments. The state represented by the potential in Fig. 3.1 is bound and 
therefore the potential has a minimum at R0 around which the wave function can be 
confined. 
 
3.1.1 Hydrogen molecular ion: electronic states. 
The hydrogen molecular ion is the simplest of all molecular ions. It has two 
identical nuclei and one electron. The exact solution of the Schrödinger equation is 
possible for this ion and therefore it can be used as a model system to test and validate 
numerical methods before approaching more complicated molecules. One of the 
approximate methods of solving Schrödinger equation is LCAO – linear combination of 
atomic orbitals [46].  
When the H2+ ion dissociates the only electron has to stay with either of the two 
protons A or B and for a system in the ground state we expect the solutions to be in the 
form of: 
( ) )exp(1)(; 1 rrAs −==Φ
pi
ψrR
 (3.6) 
rA is the distance between proton A and the electron and the r is the radius vector of the 
electron. H2+ is the homonuclear molecular ion, which has the midpoint between two 
identical nuclei as an additional center of symmetry. Consequently, the resulting spatial 
wave function can be symmetric or antisymmetric with respect to the reflection of the 
electron coordinates r→-r. To verify that the solutions satisfy the symmetry criteria, the 
following linear combinations of the atomic orbitals can be used: 
[ ])()(
2
1);( 11 BsAsg rr ψψ +=Φ rR  (3.7a) 
[ ])()(
2
1);( 11 BsAsu rr ψψ −=Φ rR  (3.7b) 
Φg is the symmetric (even) solution and Φu is the asymmetric (odd) solution: gerade Φg 
and ungerade Φu states respectively.  
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The expression for Eg(R) and Eu(R) – energies of gerade and ungerade states are [45]: 
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 (3.8) 
Eg(R) and Eu(R) are plotted in Fig. 3.2. The curve corresponding to plus sign in eq. (3.8) 
(E+ or Φg) represents a bound state – attractive potential leading to the formation of a 
stable ion. It has a minimum at equilibrium internuclear distance R0 = 2.49 a.u. 
corresponding to the molecular orbital eq. (3.7a) that is called bonding orbital. 
 
Figure 3.2 Hydrogen molecular ion: electronic states 
 
Ungerade state represented by the potential curve E_ or Φu is a repulsive one. It 
has no minimum and the molecular ion in this state dissociates into a proton and neutral 
hydrogen ion in ground state. The corresponding molecular orbital eq. (3.7b) is called 
antibonding orbital.  
The charge density for both states can be calculated as  
2
,, ugug Φ−=ρ  (3.9) 
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For bonding orbital its value is greater than just the normalized sum of densities for 
isolated atoms brought together to a distance equal to the internuclear separation in H2+. 
This excessive negative charge is causing the binding and is the reason for the existence 
of the stable H2+ ion.  To the contrary, for the antibonding orbital there is a point with 
zero charge density along the internuclear line in the deficiency of negative charge. This 
is qualitatively demonstrated in Fig. 3.3, where orbital functions and their amplitude 
squares are plotted along the internuclear line. 
 
Figure 3.3 (a) and (b): combinations of wave functions for two isolated H atoms plotted 
along internuclear line; (c) and (d): gerade and ungerade wave functions for the H2+ ion ; (e) 
and (f): charge densities of gerade and ungerade states for the H2+ ion. A and B are the 
positions of H nuclei 
 
This observation can be generalized. To form a bound state in a molecule, the 
negative charge density between nuclei must be in excess compared to the charge 
distribution created by two isolated atoms. This charge density is determined by the 
overlap of wave functions centered on each nucleus; and the greatest contribution comes 
from outer shell (valence) electrons. 
For heteronuclear diatomic molecule case there is no reflection symmetry over the 
midpoint of the internuclear line, and orbitals cannot be classified as gerade and ungerade 
anymore.  
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For the majority of the molecules the electronic structure is even more 
complicated for obvious reasons, like the growing number of nuclei with different 
electronic structure. Still, energy surfaces can be numerically calculated using several 
different techniques including the quantum chemistry LCAO method. 
 
3.1.2 Diatomic molecule: vibrational and rotational structure 
Now, we return to the eq. (3.4) which describes the vibrational and rotational 
nuclear motion of any diatomic molecule. Assume that the electrons are in the states with 
zero angular orbital momentum L = 0. For a fixed electronic quantum number s Fs(R) 
function can be written in a form of a product of the radial and angular functions. Fs(R) 
must be an eigenfunction of J2 (J is the total orbital angular momentum of the molecule) 
and Jz, (z is the chosen direction in space) with corresponding eigenvalues 2)1( h+JJ  
and hJM . Spherical harmonics functions satisfy these requirements. 
),()( ;
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v,Js YRR
F FR . (3.10) 
For the particular case of zero electron total angular orbital momentum the energy 
of the system cannot depend on MJ (energy levels with different MJ value have the same 
energy (2J+1)-fold degenerate), but E(R) still depends on J. Substituting eq. (3.10) into 
eq. (3.4) we yield the radial equation [45]: 
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 (3.11) 
Additional quantum number ν  is associated with vibrational motion and plays a role of a 
radial quantum number. For a given electronic state s the states with indexes ν and J are 
called rovibrational states. For a certain potential in form of Es(R) like for 1sσg bound 
state of H2+ ion shown in Fig. 3.2, equation (3.11) can be solved numerically. Since the 
motion in such a potential confined to a small region around the minimum energy, it is 
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useful to expand Es(R) around the equilibrium point R0 in a Taylor series to get a good 
idea of rotational and vibrational energy levels. The first derivative in R0 is equal to zero 
and the terms of the order higher than 2 in (R-R0) can be neglected, thus Es(R) is 
approximated by the parabolic potential: 
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The rotational energy can be approximated by the value at the equilibrium 
internuclear distance: 
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B is called the rotational constant of the molecule, and I0 is the moment of inertia 
of the molecule with nuclei at distance R0. From eq. (3.11) one can see that the total 
energy of the molecule is the sum of electronic energy at the equilibrium internuclear 
separation, rotational and vibrational energy: 
JsJs EEREE ++= υυ )( 0,,  (3.14) 
Eν here are the eigenvalues of the equation describing the motion with simple harmonic 
potential ( )202
1 RRk − where k is the force constant: 
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 Those eigenvalues of eq.(3.15) are known to be [45]: 
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The corresponding eigenfunctions ψν are the harmonic oscillator wave functions. The 
energies and function calculated with the parabolic approximation are close to real 
vibrational energies and functions only for small ν when R is close to the equilibrium 
distance (Fig. 3.4). With quantum number raising the vibrational levels are not evenly 
spaced anymore and become close to each other. The number of the levels is limited by 
the depth of the potential well.   
 
Figure 3.4 Schematic drawing of energy levels diagram. Also shown the transition between 
states with and without change of electronic state Es 
 
To discuss rotational energy levels of a diatomic molecule in general case, when 
electrons have non-zero total orbital angular momentum, we return again to the eq. (3.4). 
 47 
This time we consider that spins of electrons need not to be considered due to weak L-S 
coupling. In this case the total angular momentum of the molecule is J = L+N. Eq.  (3.4) 
with substitution of the wave function in the form (3.10), gives the radial equation for the 
nuclear wave function in general form [45]: 
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With the approximation of weak L-S coupling and considering that JR = LR (component 
of L in the direction, parallel to the internuclear line) the expectation value of N2: 
><+Λ−+>=−>=<< 222222 ˆ2)1()ˆˆ(ˆ LLJN hh JJ
 (3.18) 
Then the rotational energy at the equilibrium can be evaluated as: 
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The last two terms do not depend on J and only characterize an electronic state, so that 
we can combine them with electronic energy term in the expression for the total energy: 
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As a result the form for the rotation energy is the same that in case of L = 0 (Λ=0) (eq. 
(3.13)), but with the condition that  
Λ≥J
 (3.21) 
This condition arises from the fact that the magnitude of total orbital momentum must be 
greater or equal to any of its component.  
According to eq. (3.13) the rotational energy of a diatomic molecule is a series of discrete 
rotational levels whose energies increase quadratically with increasing J. The energies of 
rotation (of the order of meV) are much smaller than vibration (of the order of eV) and 
thus rotational levels appear as a fine splitting of vibrational levels (Fig. 3.4). 
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The evaluation of the rotational energy at the equilibrium point is equivalent to 
modeling a diatomic molecule as a classical rigid rotor with two point masses equal to 
masses of nuclei separated by a weightless rod of R0 length [47]. But we understand that 
the bond in molecule is not rigid. In the same classic analogy it rather should be seen as a 
spring connecting two masses: the speed of rotation increases and nuclei are pulled away 
from the center by the centrifugal forces. The “spring” stretches, internuclear distance 
increases and, as a consequences, B decreases. With contribution of this effect, the 
rotational energy can be written as [48]: 
22 )1()1( +−+= JDJJBJEJ  (3.22) 
where constant D is the centrifugal distortion constant. D depends on the stiffness of the 
bond and is always positive for diatomic molecules. 
Separating vibrational and rotational degrees of freedom we should not forget that 
we use an approximation, which is valid to a certain extent. Both constants B and D are 
slightly dependent on the vibrational state of the molecule. The vibrational dependence of 
B is approximately given as [48]: 
)
2
1(0 +−= υαυ BB  (3.23) 
Here α is a vibration-rotation interaction constant and B0  is a rotational constant of a 
hypothetic equilibrium state on the very bottom of the potential well.  As a result, each 
vibrational level is characterized by its own rotational constant.  
The transitions between energy levels are associated with emission or absorption 
of energy quanta equal to the energy difference between those levels. Each molecule is 
characterized by specific electronic, rotational and vibrational emission spectra, which 
are the sets of discrete lines due to a discrete nature of energy levels. Therefore these 
spectra are unique for a certain molecule. From classical electrodynamics it is known that 
a system can irradiate only if it is characterized by a non-zero permanent dipole moment 
µ0. Also the transition amplitude between two states α and β is proportional to the dipole 
matrix element <ψα׀µ0׀ψβ>. Allowed transitions are defined by a non-vanishing dipole 
element. Therefore, they can be described by so-called selection rules involving only 
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quantum numbers of the initial and final states. Homonuclear diatomic molecules do not 
possess a permanent electric dipole moment due to their inversion symmetry. Rotational 
and vibrational motion preserves the symmetry of the molecule; and if the electronic state 
of the molecule does not change during the transition, then any rotational and vibrational 
transition is forbidden. If the diatomic molecule is heteronuclear or the electronic state 
changes, then the selection rules for transitions become [47]: 
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The above section was dedicated to the description of stationary structure and 
energy spectra of a diatomic molecule. The goal of the next section is to discuss the 
phenomena and processes related to the interaction of molecules with strong laser fields. 
 
3.2 Molecules in Strong Laser Field 
Ionization takes place when an atom or molecule absorbs a number of photons 
with total energy greater than the ionization potential Ip for this atom (molecule), and the 
excess energy is carried away by the free electron. For the case when Ip is much greater 
than the photon energy, the ionization mechanism is conventionally classified into three 
types: multi-photon ionization, tunneling ionization and over-the-barrier ionization. To 
characterize these ionization mechanisms quantitatively, the Keldysh parameter is used 
(Keldysh 1965). This parameter is defined by the ratio of the electron binding energy 
(ionization potential) and the energy of the free electron oscillating with frequency ω of 
the laser electric field (ponderomotive energy) [49]: 
p
p
U
I
2
=γ
 (3.25) 
where Up is the ponderomotive energy: 
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F0 is the amplitude of the laser field. According to the classification of Keldysh all three 
mechanisms are different regimes of nonlinear ionization and further treatment depends 
on how much time, T, it takes for the electron to overcome the ionization potential barrier 
(tunneling time) as compared to the laser period. The alternative definition of the Keldysh 
parameter is the ratio of the laser frequency and inverse of time T [49]. 
T
laser
ω
ωγ =
 (2.27) 
Figure 3.5 Schematic drawing of three mechanisms of ionization for an atom: (a) field-free 
potential; (b) multiphoton ionization; (c) tunneling ionization; (d) over-the-barrier 
ionization 
 
Considering both definitions of the Keldysh parameter, below I discuss the 
classification of the ionization regimes mentioned above: 
1) The multiphoton regime corresponds to the condition γ>>1 (Fig. 3.5(b)). 
Energy of the electron in laser field is low compared to ionization potential. Experimental 
ionization rates are reproduced quite well by the lowest order perturbation theory via 
absorption of n photons. The ionization rate obeys the power law: Pn=σnIn [50] where I is 
intensity and σ is the n-photon ionization cross section. This formula is difficult to test 
experimentally, because of the spatial intensity distribution in the focal volume of the 
laser beam. At some threshold intensity (saturation intensity) the power law breaks down 
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and perturbation theory is no longer applicable because it is no longer possible to neglect 
the depletion of the initial state. The ionization rate is greatly enhanced if energy of n 
absorbed photons is equal to the ionization potential. It is also possible for the atom or 
molecule to absorb more photons than required for the ionization. Such a process is 
called above threshold ionization (ATI). 
2) Tunneling ionization (field ionization) regime corresponds to γ<1 (Fig. 3.5(c)). 
This regime dominates at laser frequencies low enough that the electron has time to 
tunnel through the barrier during one laser cycle. Most infrared femtosecond laser 
experiments are performed in this regime. The laser period is greater than the tunneling 
(see eq. (3.27)) time and therefore the laser field can be treated classically.  Each half-
cycle of the field oscillations, the electron is pushed towards the barrier. Tunneling 
probability for the electron is determined by the width of the potential barrier and 
increases with laser filed intensity. The tunneling formula of Amosov, Delane and 
Krainov ADK is considered to be a good approximation for the ionization rate [51]: 
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where pIn 2
*
= , Ip is the ionization potential, F is the amplitude of laser field, Z is 
the atomic/ionic charge, l is the orbital angular momentum quantum number and 
e=2.718… This formula gives values that are in a good agreement with experimental 
ionization rates for single ionization of atoms. It even works for some diatomic molecules 
as if they were atoms with the same ionization potentials as the molecules; but it fails to 
reproduce double ionization experiments [52-54].  
3) Over-the-barrier ionization OBI process occurs at slightly higher intensities 
than tunneling, when the laser field strength is high enough to suppress the potential 
barrier of the atomic potential (Fig. 3.5(d)) [55]. The situation can be treated classically. 
The condition for this regime can be extracted by equating the ionization potential to the 
relative maximum of the potential which is a superposition of the Coulomb potential and 
quasi-static laser field. The combined potential in atomic units: 
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Barrier position Rb can be found from the condition of maximum of the function 
dV/dR=0 and then the height of the barrier V(Rb) can be calculated. And the strength of 
the laser field required for barrier suppression to the level of the ionization potential is 
found to be [56]: 
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=  (3.30) 
 At this point the inner potential barrier is suppressed to the extent that electron can 
escape classically from the potential well. However, estimating the ionization rates 
classically, one should realize that quantum effects like partial reflection of the wave 
packet and tunneling will still be contributing, unless the energy of the electron in the 
laser field is well above the ionization potential [57]. There is no discontinuity between 
the tunneling and the threshold of over-the-barrier regime. The ionization rate continues 
to increase smoothly and it comes close to unity for a single laser pulse cycle.  
Though these regimes are characterized by certain parameter and conditions, it 
does not mean that it is easy to choose one ionization regime in an experiment. Under 
certain particular experimental conditions there is a minimum intensity for non-linear 
ionization processes to appear (appearance intensity). At some higher intensity the 
ionization rate will saturate. The saturation intensity and appearance intensity give upper 
and lower limits, which determine variation in Keldysh parameter, and these limits are 
not very far apart. [21] The choice of a certain regime is particularly complicated due to 
the focal volume effect. Laser intensity varies in focus. In principle, the target gas is 
supposed to overlap with the center of the focus. In practice, the central spot is very small 
and the target also overlaps with consecutive shells around the focus which are large in 
volume and lower in intensity. While the process under investigation is far from 
saturation, the volume effect does not play a significant role, because intense-laser 
phenomena are highly nonlinear, and then signal coming from the shell next to the center 
of focus drops down orders of magnitude. Close to saturation intensity the situation is 
different. For instance, if one studies the sequential processes like multiple ionization or 
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ionization and dissociation, the first step rate saturates at lower intensity than next one. It 
means that it is impossible to avoid the situation when only first process takes place in 
some focal shell around the central spot [21]. To reduce the volume effect in practice, one 
can increase the Raleigh range and make the interaction region smaller, so that it is inside 
the Raleigh range (see section 2.1).   
In general, the ionization in molecules is more complex than in atoms. Ionization 
potential becomes a function of internuclear separation. The potential barrier between 
nuclei can shift in laser field as well as the outer potential barrier that is demonstrated in 
Fig. 3.6 adopted from [58].  
 
Figure 3.6 Molecular potential wells showing the importance of (a) outer well; (b) inner 
well. The figure is from G. N. Gibson et al. Phys. Rev. Lett. 81, 2663 (1998) [58] 
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The ionization rate for small molecules can be approximated by eq. (3.28) if Z is 
treated as molecular (ionic) charge and, ionization potential Ip dependence on 
internuclear distance is taken into account. To apply eq. (3.28) in the case of diatomic 
molecules one can use an effective ionization potential Ip,eff and an effective electric field 
Feff instead of Ip and F. In the first order approximation of static field ionization, Ip,eff 
and Feff are expressed as [59]: 
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Here x0=x0(R,F) is the top of the inner potential barrier; Ip=Ip(R) varies with 
internuclear separation and can be calculated as the energy gap between the ground 
electronic state and first excited state.  
C. D. Lin’s group in Kansas State University extended the ADK model and 
developed a molecular ADK (MO-ADK) theory based on symmetry properties of 
molecular orbitals [60]. This model is able to explain such a phenomenon as ionization 
suppression for certain molecules and predicted high harmonics cutoff extension for 
molecules with specific orbital symmetry like O2. Ionization probabilities exhibit 
dependence on molecular alignment according to MO-ADK, which was also observed 
experimentally [61]. 
Ionization and dissociation of molecules in intense laser fields are two processes 
that accompany each other. The multielectron dissociative ionization of diatomic 
molecules is characterized by fragmentation of a molecule into two atomic ions with 
kinetic energy caused by ion mutual repulsion. The dominating force between charged 
particles is Coulomb repulsion; the process of molecular break-up is called Coulomb 
explosion. Measured energy of fragments contains information about internuclear 
distance at which ionization occurred. In several experiments, for instance with N2 and I2, 
it was observed that dissociation energy is a certain fraction of Coulomb energy, 
regardless of charged state and depending slightly on laser pulse length (for pulses >100 
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fs), though one would expect the energy to go down with pulse length increasing [62, 34, 
63]. Also the experiments show that ionization rate is anomalously enhanced as 
internuclear separation reaches a certain range [64, 65]. Experiments with hydrogen 
molecules showed that kinetic energy release of H+ fragments is much lower than 
expected from Coulomb explosion in equilibrium geometry and also independent of pulse 
length for long pulses [66]. The explanation for the above observations is the existence of 
a phenomenon known as charge-resonant enhanced ionization (CREI). In the frame of 
the classical model this phenomenon is treated in the following way. In the case of a 
diatomic molecule explosion from equilibrium internuclear distance the Coulomb energy 
is given by: 
eR
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 (3.33) 
where q1 and q2 are charges of atomic fragments and Re is the equilibrium internuclear 
distance for a neutral molecule. There are two possibilities suggested [67] for a reduction 
in Coulomb energy. One is electrostatic screening at each ionization state (effectively, 
reduction in q1 and q2) at Re. Another explanation is that the molecular ion expands to 
some critical distance after first ionization at which it then subsequently ionizes. As long 
as the pulse is sufficiently long to let the molecule expand to Rc without ionizing it, the 
fragmentation takes place at the same internuclear distance and fragments end up with 
approximately the same kinetic energy release. Fig. 3.7 adopted from the paper [68] 
illustrates the process of molecular expansion to critical internuclear distance using the 
example of an I2+ molecular ion. The position of the electron energy level EL in the 
double well potential can be approximated as: 
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In eq. (3.34) E1 and E2 are known ionization potentials of the atomic ions. They are 
lowered by q/Rc which is the Coulomb field of a neighboring atomic ion. Initially, when 
internuclear distance is small, the situation is similar to the previously discussed case of 
an atom with one potential well in the laser field. But as nuclei start moving apart, the 
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electron energy level rises (see eq. (3.34)) and the electric field becomes more effective at 
lowering the outer potential barrier. Finally, when the inner potential barrier U1 touches 
the electron energy level EL, internuclear separation reaches the critical value RC. And, 
when the outer barrier is lowered by the laser field, the electron can escape from the 
potential well. 
 
Figure 3.7 Model of the I2+ ion in a laser field: an outmost electron in a double well potential 
of two I+ point-like charges and laser fields at three internuclear separations and different 
intensities in W/cm2 indicated on each plot. The figure is from J. H. Posthumus et al. J. 
Phys. B 29, L525 (1996) [68] 
 
At larger internuclear distances the electron is localized in the left potential well 
(Fig. 3.7, upper right panel) and the inner potential barrier is rising above the outer one, 
becoming an obstacle to ionization. The classical model of CREI was developed for 
multielectron diatomic molecules and multiple ionizations in [69]. As mentioned above, 
in experiments on fragmentation of some diatomic molecules like N2 and I2 it was 
observed that dissociation energy is a certain fraction of Coulomb explosion energy, 
regardless of charged state [62, 34, 63]. One explanation postulates that the nuclei freeze 
at Rc due to the existence of some bound state and consecutive ionizations occur at the 
same internuclear separation. Another explanation suggests that ionization rate at some 
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internuclear distance is enhanced and all ionization events happen while nuclei move 
through some region around Rc. The quantum-mechanical calculations, however, showed 
that the first situation can only exist for H2+ ion because its 1sσg state is bound and for 
other higher charge ions this mechanism does not work. Besides that, even for hydrogen 
ion the phenomenon of forming the bound state in the field (bond-hardening) happens 
only in certain intensity range (see section 3.3). In Ref. [69] the authors found the range 
of the internuclear distances at which the ionization rate is greatly enhanced. In other 
words, ionization events happen simultaneously when the nuclei move through the 
critical separation, because around Rc the threshold for electron removal is reduced for all 
consecutive ionizations below the first ionization potential. 
 
Figure 3.8 Illustration to a quantum-mechanical model of the charged-resonant enhanced 
ionization. The H2+ molecular potential in the laser field of 1x1014 W/cm2 intensity shown for 
three fixed internuclear distances. The figure is from T. Zuo and A. D. Bandrauk. Phys. 
Rev. A 52, R2511 (1995) [14] 
 
In the theoretical work of Zuo and Bandrauk [14] the ionization of the hydrogen 
molecular ion was studied as a function of internuclear distance by numerically solving 
the 3D time-dependent Schrödinger equation. The authors discovered an anomalously 
high ionization rate for large R for H2+ molecules oriented parallel to the linearly 
polarized laser field of 1x1014 W/cm2 intensity and 1064 nm wavelength. The ionization 
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rate exceeded the rate for separated atoms by one order of magnitude. This phenomenon 
was attributed to the transitions between a pair of so-called charge-resonant (CR) states, 
which are 2pσu and 1sσg in the H2+ ion. Charge-resonant states are strongly coupled by 
the laser field at large internuclear distance due to their special properties: the dipole 
moment between the charge resonant states diverges linearly as R/2, energies are almost 
degenerate and the charge distribution is almost the same at large R. The existence of 
such CR states is the first condition for observation of CREI phenomena. The other 
condition is that the field-free molecular potential is altered by the instantaneous laser 
field in such a way that around some internuclear distance Rc the probability for the 
electron to tunnel through the inner and outer potential barriers increases significantly. 
This condition is achieved due to the combination of the following factors. Two 
autoionizing states 1σ+ and 1σ− are the result of field mixing of H2+ gerade and 
ungerade states (Stark effect) (Fig. 3.8). For the large internuclear distances these states 
are localized on each proton. As the gerade and ungerade become degenerate around Rc it 
makes the population on 1σ+ substantial. At the same time, at the critical internuclear 
distance the inner and outer potential barriers are both reduced by the external field thus, 
freeing the electron. In Fig. 3.7 adopted from [14] one can see the potential in the field 
and the field-induced levels for three internuclear distances. From their calculations the 
authors conclude that the highest ionization rate is measured at 10 au. At 6 au the 
ionization rate is lower because, though the 1σ+ is above the inner barrier, the outer 
barrier (most left in the picture) is broader and higher than at 10 au and reduces the 
ionization. At 14 au the separation between nuclei is large enough to reduce the situation 
to two isolated atoms and the ionization rate drops to the level of an atomic ionization. 
The calculated ionization rate spectrum is characterized by a peak at 7 au, which is lower 
than 10 au peak. This peak is attributed to the phenomenon called laser-induced electron 
localization due to tunneling suppression. At large internuclear distance tunneling 
between the wells in the molecular potential is suppressed. Population on the 1σ+ is 
prevented from flowing back to the lower 1σ− level by the increased energy separation 
between the two levels due to the Stark shift effect, and trapped in the rising well for the 
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next half cycle of the oscillating field. As a result, the localized electron tunnels through 
the inner potential well. The authors in [70] conclude that for the H2+ ion for large to 
intermediate internuclear separations (5-12 au) the probability of ionization is 
anomalously enhanced and this phenomenon they call CREI and generalize it for higher 
charge states of diatomic molecules. The presence of charge resonant states is crucial for 
CREI to exist and the electron localization which breaks the inversion symmetry also 
plays an important role. 
The classical and quantum mechanical models in [69, 14] agree quantitatively and 
qualitatively. 
 
3.2.1 Hydrogen molecule in laser field: bond softening and bond hardening. 
As mentioned above, the simplest of all molecular systems are hydrogen and 
deuterium molecules and corresponding molecular ions. The following properties make 
them ideal models for studying laser-molecule interaction. True for both neutral molecule 
and ion, there is only one bound potential curve, which corresponds to the ground state, 
and the excited states are purely repulsive. For molecular ion, two lowest energy levels 
1sσg and 2pσu are degenerate at large internuclear distance (see Fig. 3.2) and are 
strongly coupled in laser field. Another convenient characteristic of the hydrogen 
molecule is that ionization potential of H2+ is almost twice as large (~30 eV) compared to 
H2 (~15 eV), that allows two-step treatment of ion formation and fragmentation. 
Hydrogen molecule and its ion demonstrate most of interesting strong field molecular 
physics observed also in more complex systems. Time-resolved imaging of vibrational 
wave packet motion and revivals, phenomena like CREI (section 3.2), bond softening and 
bond hardening were first observed experimentally and studied theoretically in hydrogen 
and deuterium. 
Bond softening (BS) and bond hardening (BH) are related to dissociation 
mechanisms of H2+. These phenomena are the result of inversion symmetry breaking of 
the system due to external field, modification of the energy surfaces due to the Stark 
effect, and mixing of the gerade and ungerade states. Laser field can weaken molecular 
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bond and induce dissociation through bond softening; or it can cause the opposite effect 
creating a bound state, so-called bond hardening (vibrational trapping) [70].   
 
Figure 3.9 The Floquet picture for the H2+ ion. (a) Field dressed states. (b) The one-photon 
crossing is highly avoided and  three-photon crossing is almost adiabatic as the gap is very 
narrow. The figure is from J. H. Posthumus. Rep. Prog. Phys. 67, 623 (2004) [21] 
 
In the case of strong field and long wavelength, when the laser field is slow 
varying as compared to nuclear motion and number of photons is large, the Floquet 
picture is conventionally used for understanding molecule-field interaction [71]. The 
Floquet theorem states that solutions of the Schrödinger equation with time-periodic 
electric fields can be represented by a superposition of Floquet states. Such solutions are 
the common states of the molecule and laser field and called field dressed states. Each 
dressed state can be represented by a coherent superposition of the Floquet states. The 
Floquet states are of the same symmetry as the corresponding molecular field-free 
electronic state (gerade or ungerade) and separated by energy (dressed) equal to a number 
of absorbed or emitted photons, so that a ladder of these states is created around the field-
free state (Fig. 3.9(a)).  
Interaction with the electric field is represented then by transition between the 
Floquet states. When the states are coupled by the field, it causes so-called avoided 
crossings of potential energy surfaces separated by an odd number of photons (selection 
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rule) (Fig. 3.9(b)). Coupling depends on the molecular orientation and field strength. 
When the field is very weak then the potential curves are very close to the field-free 
(diabatic) ones and avoided crossings are not available. With the increasing intensity 
avoided crossings become available and the nuclear wave packet follows adiabatic 
curves.  
In Fig. 3.10 we can see adiabatic and diabatic curves for H2+ ions with one- and 
three-photons crossings. The nuclear wave packet oscillates on the vibrational levels of 
the potential well of the diabatic bound state; at one-photon crossings it oscillates with 
the laser frequency and at three-photon crossings it oscillates 3 times faster. One- and 
three-photon avoided crossings become available in the increasing field. First, there is a 
one-photon crossing, which, according to [70], has no effect because the gap is above any 
of the vibrational levels in a potential well of σg. Then, at three-photon avoided crossing 
the wave packet initially arrives to the gap when it is very narrow, so that curves are close 
to diabatic. Therefore, there is high probability that the part of wave packet will cross the 
gap diabatically (Fig.  3.11(a)) [70]. When wave packet returns back to the crossing later, 
the gap is already wide and the packet is trapped in a potential well of the adiabatic curve 
(Fig. 3.11(b)). This is the bond hardening phenomenon. The rest of the wave packet 
continues to oscillate on the other side of the crossing. It returns to the gap during the 
next oscillation period, when it is wide enough to let wave packet escape down the 
adiabatic curve completing the bond softening process (Fig. 3.11(c)). While passing 
through the crossing, molecule emits one photon, and this process will correspond to the 
two-photon dissociation [21].  
The bond-hardened states of course can be stable only in CW laser fields, and 
with pulsed laser they decay after a while. It is called transient vibrational trapping. As 
intensity decreases, the shape of the curves changes and the potential well bends upward. 
It finally releases the wave packet partially back to 1sσg and partially to one-photon 
dissociation limit. The faster intensity changes the stronger is the push and larger kinetic 
energy is (Fig. 3.11(c)) [70]. 
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Figure 3.10 Molecular potential curves of the H2+ ion dressed in 792 nm field. Showing the 
one- and three-photons avoided crossings and the gap width dependence on the field 
intensity. The figure is from L. J. Frasinski et al. Phys. Rev Lett. 83, 3625 (1999) [70] 
 
Bond hardening is observed over a very narrow range of intensities between 100 
and 200 TW/cm2 with near-IR laser pulses [70]. The lower intensity is the threshold for 
population trapping in the bond-hardened state. The upper limit is not so much related to 
the well becoming shallow and not holding any vibrational states, but rather to the point 
where the probability of ionization becomes much higher than the probability of trapping. 
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Figure 3.11 Schematic drawing of the bond-hardening dynamics. The three-photon 
crossing: (a) the gap is very narrow and the wave packet can pass it diabatically; (b) the gap 
is wide and the avoided crossing cannot be passes by the wave packet, it is trapped; (c) the 
wave packet is released. The figure is from L. J. Frasinski et al. Phys. Rev Lett. 83, 3625 
(1999) [70] 
 
In recent work of Magrakveligze et al [72] quantum beat power spectra for H2+ 
and D2+ were simulated and analyzed in terms of field dressed states. The authors were 
interested in manifestations of BS and BH transient states and their dependence on laser 
pulse frequency, duration and intensity. Theoretical analysis revealed that pulses with a 
wavelength between 200 to 300 nm, peak intensity of about 1014 W/cm2, and duration of 
less than 50 fs are well suited for the observation of transient vibrational trapping of the 
molecular motion in the potential well at one-photon crossings. For 1600 nm dissociation 
proceed through both one- and three-photon crossings and vibrational trapping is 
observed in the potential well at the three-photon crossing. As of today, there is no clear 
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experimental evidence of bond hardened states decay. Though, BS peak is clearly 
distinguished in TOF or kinetic energy release spectra along with the Coulomb explosion 
(CE) and the enhanced ionization (EI) peaks in experiments on D2 and H2 fragmentation, 
and using  a wide range of experimental parameters (see Fig. 3.12 adopted from [73]). 
 
Figure 3.12 D+ kinetic energy spectra: intensity 5x1014 W/cm2, linearly polarized pulse of 
two durations 8.6 fs and 40 fs. The figure is from F. Legare et al. Phys. Rev. Lett. 91, 093002 
(2003) [73] 
 
 
3.2.2 Rotation of diatomic molecules induced by laser field. 
Molecular alignment is another effect of interaction with a strong laser field. It is 
related to rotational Raman transitions and requires an anisotropic polarizability in the 
molecule. When electromagnetic radiation falls on the molecule, the radiation can be 
scattered by it. When the scattered radiation is of a different frequency, the effect may be 
due to Raman scattering and can be used, for instance, for studying rotational levels 
structure of the homonuclear diatomic molecules in ground electronic state [48]. As 
mentioned in section 3.1.2 of this Chapter, for homonuclear diatomic molecules, 
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rotational transitions are forbidden if the electronic state does not change, because they 
have zero permanent dipole moment. But as a result of interaction with a strong laser 
field, the dipole can be induced due to the Stark effect (energy level splitting in an 
electric field) if polarizability of a molecule is anisotropic. When the system is initially in 
some state J and the energy of the incident monochromatic radiation does not correspond 
to the energy difference between the initial state and any other (rotational, vibrational, 
electronic) state, then the energy is not absorbed. The dipole is induced or else it can be 
said that the molecule is in the virtual state [48]. 
Looking at a diatomic molecule as the classical rigid rotor we write its dipole 
moment in a static field as 
Eα
2
1
0 += µµ  (3.35) 
where 0µ  is the permanent dipole (which is zero for the homonuclear molecule) and α is 
the anisotropic polarizability tensor. The second term is the dipole moment induced by 
the field. The higher order terms are neglected here. The anisotropic polarizability tensor 
has two principal components parallel α|| and perpendicular ⊥α  to the molecular axis of 
the diatomic molecule. 
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where θ is the angle between the molecular axis and the field direction in the body frame. 
The motion of the rigid rotor is governed by Newton’s classical equation: 
2
2
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dItE θµ =×  (3.37) 
where I is the moment of inertia of the diatomic molecule. Then in the field, the molecule 
experiences a torque: 
θαθµµ 2sin)(
4
1
sin)()( 20 tEtEtE ∆−=×  (3.38) 
[ ]⊥ΙΙ −=∆ ααα  is polarizability anisotropy. 
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In addition to the condition of having anisotropic polarizability for homonuclear 
diatomic molecules, the selection rules for rotational Raman transitions for all diatomic 
molecules are: 
∆J = 0,±2 (3.39) 
Thus, all diatomic molecules independent of their symmetry show rotational 
Raman spectra. 
In our experiment (Chapter 4) the nuclear rotational dynamics of neutral hydrogen 
and deuterium and their molecular ions were studied. For the modeling of the field-free 
rotational wave packet evolution we used the quantum rotor model. The description of 
this model along with the details of the related numerical simulations can be found in the 
Appendix C.  
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CHAPTER  4 – Direct Coulomb explosion imaging of coherent 
nuclear dynamics induced by few-cycle laser pulses in light and 
heavy hydrogen 
4.1 Introduction 
A laser field couples with electronic motion and with vibrational and rotational 
nuclear motion. Time scales associated with each motion are significantly different as 
discussed in Chapter 3 of this thesis. Therefore, it is possible to focus on one kind of 
nuclear motion neglecting the others.   
Available femtosecond lasers and the advantages of the pump-probe technique 
allow scientists to get better insight into the dynamics of nuclear motion during chemical 
reactions. Rotational and vibrational nuclear motions can be studied these days with high 
temporal and spatial resolution. The hydrogen and deuterium molecules and their 
molecular ions are popular targets for these kinds of studies, both experimental and 
theoretical. Even the simplest existing molecule, H2+, a seemingly uncomplicated system 
of two protons bound by a single electron, when put into a sufficiently strong oscillating 
electric field, presents researchers with an astonishing wealth of physical phenomena, 
such as bond softening [12], bond hardening [12, 74], charge resonance enhanced 
ionization (CREI) [14, 75], high-order harmonic generation (HHG) [16, 76] and above 
threshold dissociation (ATD) [15] (for review see [21] and included references). 
Understanding the behavior of molecular hydrogen is an important first step towards 
larger more complex molecules. In particular, uncovering detailed ionization and 
dissociation mechanisms will contribute to disentangling the complex pathways involved 
in molecular Coulomb explosion – the technique carrying some promise for the dynamic 
imaging of molecular structure. Despite being the simplest neutral molecule, hydrogen in 
one sense is more challenging to study experimentally than larger molecules – its nuclei 
are the lightest and their motion is the fastest. 
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Figure 4.1 (a) D+ kinetic energy spectrum as a function of the delay between pump and 
probe pulses; (b) The distribution of the D2+ wave packet probability density as a function 
of the internuclear distances and the delay. 1 – vibrations on 1sσg bound state; 2- the wave 
packet evolution on dissociative 2pσu curve; 3 – bond softening: D2+ → D++D. The figure is 
from Th. Ergler et al. Phys. Rev. Lett. 97, 193001 (2006) [77] 
 
High-resolution real-time tracking of the nuclear wave packet motion on bound 
1sσg and unbound 2pσu energy surfaces of H2+, D2+, and oscillation in the potential well 
of the ground state of a neutral D2 molecule have been reported in several studies [77-79]. 
Kinetic energy of atomic fragments D+ as a function of pump-probe delay spectra clearly 
demonstrate features reflecting the wave packet dynamics. First, a descending trace of the 
wave packet dissociating along the unbound 2pσu curve can be distinguished. Second, 
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the oscillation of the bound part of wave packet on the 1sσg potential surface is 
observed: the vibrational structure and its subsequent dephasing and rephrasing (half 
revival at ~250 fs and full revival at ~560 fs) are clearly seen in Fig. 4.1 adopted from the 
paper of Egler at al [77]. 
Numerical simulations of the wave packet motion on one-dimensional Born-
Opennheimer potentials of the D2+ ion with the subsequent D++D+ Coulomb explosion 
showed a very good agreement between the experimental and calculated time-dependent 
kinetic energy release (KER) spectra. Fig. 4.2(a) presents the KER versus pump-probe 
delay spectrum which reveals same features as the experimental spectrum on panel (b). 
The vibrational dynamics of deuterium is very fast: as can be estimated from Fig. 4.2 the 
full oscillation period is about 20 fs. 
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Figure 4.2 Kinetic energy release for the D2+→D++D+ Coulomb explosion channel as a 
function of pump-probe delay. (a) model calculation; (b) Experiment: pump intensity 3x1014 
W/cm2; probe intensity 9x1014 W/cm2; pulse duration is 10 fs. The figure is from A.S. 
Alnaser et al. Phys. Rev. A 72, 030702(R) (2005) [79] 
 
Coherent rotational wave packets are also being studied and successfully used as a 
tool for the molecular alignment experiments. Aligning molecules in a strong laser field 
has a significant potential for the application in different areas of light-matter interaction. 
For instance, it is employed for measuring an angular dependence of different molecular 
processes such as ionization [80] and high harmonics generation [81] and for a 
tomographic imaging of molecular orbitals [82]. 
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 If the laser field is applied adiabatically (pulse duration is much longer then the 
rotational period of a molecule), then the molecule aligns its axis parallel to the 
polarization direction and remains aligned for the duration of the pulse. But the presence 
of the strong aligning field can interfere with the measurements one wants to conduct. In 
contrast, when the pulse duration is much shorter than the rotation period, the pulse just 
gives molecule a “kick” in the direction of alignment. Resulting coherent rotational wave 
packet experiences periodic revivals resulting in so-called dynamic alignment. In this 
case rotation and alignment are field-free and the experimental measurements are 
unaffected by an external field. Above all, in short pulse experiments with linearly 
polarized pulses, like the ones we present in this study, molecular dissociation is rapid. It 
means that measured initial velocities of the break-up fragments are parallel to the 
molecular axis of the diatomic molecule. Therefore, in this kind of experiment we 
directly measure dynamics of the molecular orientation. 
In classical visualization of rotation (see section 3.2.2) we imagine an ensemble of 
randomly oriented diatomic molecules and an electric field applied along a chosen 
direction. The larger initial angle between the molecular and electric field axes θ is, the 
greater torque the molecule will experience (see section 3.3.1 for classical rigid rotor 
model). At some time following the pulse the faster rotating molecules will catch up with 
slower ones and the alignment will be achieved. As the molecules continue to rotate with 
different velocities the alignment will be destroyed. There is no classical analog to the 
periodic quantum revivals. 
The quantum rigid rotor model describing field-free molecular rotation is 
discussed in detail in Appendix B. Briefly, from the quantum point of view, when the 
aligning pulse is short compared to the rotation period, a coherent superposition of 
rotational J states is created – rotational wave packet – that outlives the laser pulse and 
continues to evolve. The frequency components of the rotational wave packet are the beat 
frequencies between different pairs of rotational states. Due to the quantization of J-levels 
periodic field-free revivals occur. The greater number of J-levels is populated the longer 
the revival time is. 
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Figure 4.3 Imaging of the rotational wave packet for the N2 molecule: pump-probe 
experiment with a linear pump, circular probe. The pulse duration for both pump and 
probe is 45 fs. Angle θ is the angle between the molecular axis and polarization plane of the 
probe pulse. (a) Rotational revivals for N2 (<cos2θ>=0.5 corresponds to an isotropic 
distribution of molecular orientations) and the Fourier transform revealing populated J-
states and beat frequencies. (b)-(d) Measured (dots) and calculated (solid lines) angular 
distributions measured at fixed moments depicted by arrows on <cos2θ> distribution. The 
figure is from P. W. Dooley et al. Phys. Rev. A 68, 023406 (2003) [83] 
 
To extract qualitative information from measurements made in laboratory frame 
the complete angular distribution must be known. There are two traditional approaches to 
this problem [83]. (a) Measure the phases and amplitudes of all populated J-states. To do 
that we can measure the time-dependence of some parameter characterizing rotational 
motion and perform a Fourier transform. Then we can compare the experimental result 
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with some numeric simulation of the process with the same parameters as in the 
experiment. For instance, it is common to measure <cos2θ> as a degree of alignment, 
which has to be normalized to the background θ-distribution to correct for aligning effect 
of the exploding pulse. (b) Measure angular distribution at a particular time. The example 
of rotational revivals and angular distributions for N2 molecule from [83] is presented in 
Fig. 4.3. 
With pulses around 50 fs long light molecules like N2 and O2 have been aligned 
[83, 84]. However, hydrogen and deuterium are much harder to align due to their low 
polarizability anisotropy and low rotational inertia. Energy separation between rotational 
levels is large: at the room temperature which corresponds to 25 meV only the first 
rotational state of hydrogen (15 meV) is populated - the second rotational state is 30 meV 
above the first one. With low polarizability anisotropy ∆α a laser beam with peak 
intensity on the order of 1013 W/cm2 produces a potential well as shallow as 3 meV [86]. 
Therefore, extracting parameters differential in respect to the molecular angle remains 
problematic for these lightest molecules. For instance, it remained unknown how 
different the ionization rates are for hydrogen molecules aligned parallel and 
perpendicular to the laser polarization. It was shown before that femtosecond pulses 
generate rotational wave packets in D2 [84-86] and H2 [84].  
Here I present a study of nuclear dynamics induced in H2 and D2 by 8 fs 800 nm 
laser pulses. We probed fast nuclear motion by exploding the molecule with another more 
intense time-delayed few-cycle pulse and measuring the 3D momenta of the resulting 
fragments. We specifically focused on rotational motion of these molecules, having 
followed it for up to 10 ps in time delay. In this chapter I present the results in the 
following order. First, I show time-resolved kinetic energy release (KER) spectra and 
explain how we separate rotational dynamics in neutral molecules from that of molecular 
ions. Then, I focus on rotational motion of H2, D2, H2+ and D2+. I present and discuss 
measured time traces of 〈cos2θ〉 - a parameter characterizing molecular alignment. Next, 
for neutral molecules I also show experimental angular distributions at different points in 
the evolution of coherent rotational wavepackets. Based on these distributions, and on 
measured time-dependent yields for single ionization channels of D2, we put an upper 
limit on the strong-field ionization anisotropy of this molecule and conclude that its 
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ionization is nearly isotropic under conditions used in our experiment. The last subject in 
the discussion section is the rotational dynamics observed in molecules which have been 
ionized by the pump pulse.  The chapter is concluded with the summary. 
 
4.2 Results and discussion  
Nuclear dynamics in H2 and D2 was initiated by an 8 fs pump pulse of peak 
intensity of 1.0×1014 W/cm2. At this intensity only a small fraction of molecules within 
the interaction region is ionized at the peak of the pulse. In such molecules a coherent 
vibrational wavepacket is launched on the ground electronic state (σg) potential energy 
surface of the molecular ion. Consequently, at the tail of the pump pulse this wavepacket 
can be promoted to the lowest excited state (σu) which is repulsive, leading to 
dissociation of the molecule. However, the majority of the molecules remains neutral and 
experience only rotational excitation. The dynamics following the pump pulse is 
interrogated by a time-delayed probe pulse of the same duration but higher intensity 
(3×1014 W/cm2). This intensity is sufficient to ionize most neutral molecules at least 
singly (dissociating some of them), to remove the remaining electron from molecular ions 
produced by the pump pulse, and to doubly ionize a significant fraction of neutrals. 
Doubly ionized molecules will undergo immediate Coulomb explosion, with the resulting 
kinetic energy release (KER) closely mapping the internuclear distance at which the last 
electron was removed. At the same time the direction of the fragments’ momenta reflects 
the direction of internuclear axes at the same moment. Thus, time-dependent KER spectra 
image vibrational (and dissociative) motion of the molecule, while time-dependence of 
angular distributions reflects its rotational dynamics. 
 4.2.1 Coherent vibrational dynamics in D2+ 
Fig. 4.4 presents time-dependent KER spectra for D+ (showing the sum energy for 
two fragments) in the time interval from -200 fs to 1200 fs. Most of the D+ signal falls 
within the 9 – 15 eV energy band and does not exhibit any time dependence. That 
corresponds to sequential double ionization of neutral D2 by a few-cycle pulse, when the 
enhanced ionization process (∼ 5 eV energy) is suppressed. In addition one can see both 
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vibrating and dissociating wave packets launched by the pump in D2+. To better reveal 
that dynamics, the time-independent part can be easily subtracted from the KER spectra. 
In the initial matrix representing the full spectrum with both time-dependent and 
independent parts we choose a column vector corresponding to the area of the plot with a 
steady (clear of dynamical features) picture (at 800 fs delay). Cloning this vector we 
created a matrix of the time-independent background of the same dimensions as the 
initial one. The subtraction of the “background” matrix from the “full” matrix yields the 
“clean” spectrum shown in Fig. 4.4(b). The dissociating wavepacket results in a trace of 
monotonically decreasing kinetic energy which asymptotically approaches 1.2 eV – the 
ultimate energy of the dissociation fragments, as Coulomb repulsion adds nothing to this 
energy when the second ionization takes place at very large distances. The dissociation is 
mostly complete within 100 fs. The bound vibrational wavepacket undergoes a few 
quasi-periodic oscillations, before anharmonicity of the potential causes it to dephase. 
After about 600 fs the wavepacket experiences a revival, followed by another one 600 fs 
later, as was predicted theoretically [87] and was seen in previous experiments [77]. The 
spectra at negative delays represent the case of reverse order of pulses – when the more 
intense pulse serves as a pump. We did not follow it past 200 fs delays, but within that 
range the general features of the dynamics are similar to the weaker pump – stronger 
probe case, though the branching ratio between the bound and dissociating states is 
obviously changed in favor of dissociation. 
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Figure 4.4 Time-dependent kinetic energy release (KER) spectra for D2. Pump pulse – 8 fs 
1×1014 W/cm2; probe pulse – 8 fs 3×1014 W/cm2. Panel (a) shows full spectrum including the 
time-independent 9-16 eV band resulting from the probe exploding the neutral D2 
molecules. Panel (b) shows KER for the molecules ionized by the pump – time independent 
band is subtracted. (c) and (d) – same as (b) focusing on dynamics at short pump-probe 
delays and around the vibrational revival time. The figure is from I. A. Bocharova et al. 
Phys. Rev. A 77, 053407 (2008) 
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4.2.2 Coherent rotational dynamics in neutral molecules 
To image the rotational motion we measured time-dependent angular distributions 
of fragments. In the first approximation angular distributions can be characterized by a 
single parameter - 〈cos2θ〉 - average squared cosine of the angle θ between the molecular 
axes and a preferred direction (in our case the polarization direction of the pump pulse). 
To separate rotational dynamics of neutral molecules from that of molecular ions we put 
a gate on kinetic energy of the fragments: 9 – 15 eV fragments are dominated by 
exploding neutrals, while 5 – 9 eV fragments come mostly from the ions which are 
typically ionized the second time at larger internuclear distances. Even for short 8 fs 
linearly polarized probe pulses the Coulomb explosion process itself is not isotropic: 
when applied to an initially isotropic ensemble of molecules it produces a fragment 
angular distribution biased towards the laser polarization direction. This bias is caused by 
a combination of factors: a possible angular dependence of both ionization steps and also 
of the intermediate nuclear dynamics (so-called geometric alignment); rotation of 
molecular axis towards the polarization direction during the pulse before the explosion 
(dynamic alignment); and limited validity of the axial recoil approximation for fast 
rotating molecules (post-ionization alignment [88]). The relative importance of those 
factors for hydrogen Coulomb explosion is still being debated. In our analysis we 
accounted for this bias by normalizing the measured angular distributions to those 
obtained with probe pulses alone, so that after the normalization an isotropic ensemble of 
molecules would yield an isotropic distribution of fragments with 〈cos2θ〉 = 1/3.  
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Figure 4.5 Rotational dynamics of neutral H2 and D2: (a) and (b) – measured (symbols and 
dotted line) and calculated (solid line) time traces of <cos2θ> (see text for details) for H2 and 
D2; (c) and (d) – Fourier spectra of measured (with symbols) and calculated (inverted scale) 
time traces of <cos2θ> for H2 and D2. Each line corresponds to a (J, J+2) energy difference 
as indicated. Arrows represent the spectral bandwidth of an 8 fs laser pulse. Simulations 
used 10 fs 1×1014 W/cm2 pulses. Initial rotational temperature was taken to be 250 K for D2 
and 295 K for H2. The figure is from I. A. Bocharova et al. Phys. Rev. A 77, 053407 (2008) 
 
The time dependence of 〈cos2θ〉 for normalized angular distributions of neutral D2 
and H2, isolated by limiting the KER to 9-15 eV, is shown in Fig. 4.5. The trace is typical 
of coherent rotational wavepackets with characteristic periodic revivals and alternating 
states of alignment and anti-alignment. For D2 the full rotational period is 558 fs, while 
for H2 it is half that (279 fs). The figure presents only the 0 – 1200 fs delay-time range to 
emphasize the main features of the dynamics. This pattern repeats itself periodically up to 
10 ps of delay without any signs of decoherence. These coherent rotational wavepackets 
can be interpreted as very fast classical rotations of the molecular axes: it takes only 30 fs 
for H2 and 40 fs for D2 to rotate by 90° (from alignment to anti-alignment). Although the 
range of change for 〈cos2θ〉 is almost the same (0.30 – 0.36) for light and heavy 
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molecules, for D2 the revivals look more like those seen in heavier molecules (O2 and N2 
– [84]), while for H2 they more resemble a beating pattern. The Fourier transform of the 
two time traces emphasizes the difference. Each narrow line in the Fourier spectrum 
corresponds to an energy difference between a pair of rotational states with rotational 
quantum numbers J and J+2. For H2 the spectrum is dominated by just two lines – (0-2) 
and (1-3). Each of them is associated with a particular nuclear spin isomer of light 
hydrogen: ortho-H2 is allowed only odd J states, para-H2 only even J states. 
Nucleus of an H-atom consists of a single proton. It is characterized by spin ½. In 
H2 molecule spins of the protons couple with a resultant spin I of the molecule 1 (parallel 
proton spins) or 0 (antiparallel proton spins). For the first spin-state of H2 the statistical 
weight (2I+1) is 3 (projections of the spin are -1, 0 and 1): those are the triplet symmetric 
states; for the second one the weight is 1: that is the antisymmetric singlet state.  The odd 
J-states are antisymmetric and even J-states are symmetric with respect to the nuclei 
interchange. The total wave function of hydrogen must be antisymmetric, and the 
electron ground state is symmetric. J-states now must be coupled with spin-functions of 
specific symmetry to maintain required overall symmetry.  Therefore even J-states must 
have spin 0 (ortho-hydrogen) and odd J-states must have spin 1 (para-hydrogen). The 
statistical weight defines that odd states occur three times as frequently as the even in 
light hydrogen. For deuterium the difference is that the nucleus of D-atom consists of a 
proton and neutron and its spin is 1 and the total wave function is symmetric with respect 
to the nuclei interchange. Therefore, the D2 nucleus has a resultant spin 2, 1 (symmetric 
spin-states) or 0 (antisymmetric spin-state) with statistical weight 5, 3 and 1 
correspondingly. Even Js are symmetric states must have spin either 0 or 2 and odd Js are 
antisymmetric states must have spin 1. It means that the ratio of occurrence of ortho- and 
para-deuterium is 3:(1+5):3 = 1:2, so that even Js appear twice as often as odd states. 
The statistical ortho-para ratio (3:1 for H2 and 1:2 for D2) is reflected in the 
relative heights of the two lines in the beat frequency spectra. Obviously, in each H2 spin 
form the rotational wavepackets consist of just the 2 lowest rotational states beating with 
each other. In contrast, the D2 Fourier spectra contain more lines: three for ortho-D2 (0-2, 
2-4 and 4-6) and two for para-D2 (1-3 and 3-5) resulting in better defined wavepackets 
and revivals.  
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The difference between the light and heavy molecules is easy to understand in 
terms of energy separation between the adjacent J and J+2 rotational levels. The energy 
separation is twice as large for H2, making rotational excitation through a sequential non-
resonance stimulated Raman process more difficult. For both H2 and D2 the rotational 
level spacing is much larger than for any other molecule, making them particularly hard 
to align. For a stimulated Raman transition between two levels to occur efficiently their 
energy difference must not exceed the bandwidth of the laser pulse, which must contain 
both up and down transition frequencies. The bandwidth of an 8 fs pulse is given by the 
uncertainty principle as ∆ν⋅(8 fs) ≥ (2pi)-1 as ∆ν = 0.02×1015 Hz, which corresponds to the 
cutoff frequency in the Fourier spectra for both H2 and D2. It appears that, quite 
counterintuitively, even shorter pulses (or non-transform-limited pulses with a broader 
bandwidth) are needed to better align hydrogen.  
We simulated rotational dynamics of neutral H2 and D2 molecules by solving the 
time-dependent Schrödinger equation for a rigid rotor coupled to the field by anisotropic 
polarizability (see Appendix C for details). The calculated 〈cos2θ〉 traces and Fourier 
spectra are in excellent agreement with our experimental results, when we use a Gaussian 
pulse of 10 fs (intensity FWHM) duration and 1×1014 W/cm2 peak intensity. However, to 
reproduce our experimental results well we had to take the initial rotational temperature 
of D2 to be 250 K or higher. That is more than twice as hot as the measured translational 
temperature of our D2 jet (110 K) and only slightly cooler than the room temperature. We 
conclude that our weakly supersonic molecular jet does not efficiently cool rotational 
motion of D2, “freezing” it in a non-Boltzmann distribution with high effective 
temperature. The large rotational energy level spacing is also responsible for that.  We 
used Boltzmann distribution of initial rotational states in our calculations.  
The experimental angular distributions measured for neutral D2 molecules at the 
times of maximum alignment and anti-alignment are shown in Fig. 4.6. They can be well 
approximated by the formula 
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where Π(θ) is the probability (per unit solid angle) that the molecular axis makes angle θ 
with laser polarization, parameter ε describes the ratio of the probabilities for a molecule 
to be perpendicular and parallel to the laser polarization, and the normalization factor is 
selected so that ∫ =Π
pi
θθθpi
0
1sin)(2 d
. For angular distribution (4.1) 
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The value of ε corresponding to alignment (anti-alignment) is 0.75 (1.5) meaning that the 
ratio of probabilities changes by a factor of two as the wavepackets evolve.  
 
4.2.3 Angular dependence of ionization for neutral D2 
It is interesting to use anisotropic angular distributions in order to estimate 
anisotropy of strong-field ionization rates for D2. It has been predicted theoretically [60] 
and demonstrated experimentally [83, 89, 90] that for most linear molecules ionization 
rates (probabilities) strongly depend on molecular orientation in respect to the laser 
electric field vector, with this angular dependence reflecting the symmetry of the 
corresponding molecular orbital. For instance, N2 is more likely to ionize when it is 
parallel to the electric field, while for O2 the ionization probability is the largest for about 
45° angle. It is important to know this ionization anisotropy in order to calculate total 
ionization rates for isotropic molecular gases, to fully understand strong-field 
experiments performed on pre-aligned molecules and to judge the validity of various 
theoretical models. It is of particular interest for D2, as this molecule exhibits significant 
suppression of ionization rates in comparison to Ar (which has similar ionization 
potential). Various theories disagree on this issue, with MO-ADK predicting almost no 
anisotropy [60] and other theories finding significant angular dependence [91]. To shed 
some light on this issue we followed time-dependent yields for different ionization 
channels of rotating D2 molecules. Fig. 4.7 presents the measured yields for D2+ and D+ + 
D channels, as well as their correlation with values of 〈cos2θ〉. 
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Figure 4.6 Experimental angular distributions measured for D2 at the times of maximum 
alignment (hollow circles) and anti-alignment (filled circles). Normalized relative yields (per 
unit solid angle) for D++ D+ channels (9 eV< KER < 18 eV) are shown as functions of cosθ 
and θ, where θ is the angle between molecular axis (momentum vector of D+) and 
polarization direction of the aligning pulse. To improve statistics, momentum angles for 
uncorrelated D+ ions with energies 4.5 – 9 eV were measured. Only D+ ions initially flying 
away from the detector were considered in order to exclude overlapping backwards H+ 
signal from background H2. The resulting distributions were symmetrically reflected into 
the other hemisphere. Solid lines show fits with the function (cos2θ + εsin2θ): ε = 0.75 for 
aligned and ε = 1.5 for anti-aligned distributions. The figure is from I. A. Bocharova et al. 
Phys. Rev. A 77, 053407 (2008) 
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Figure 4.7 Time-dependent yields for single ionization channels of rotating neutral D2: (a) – 
alignment parameter <cos2θ>; (b) - yield for the bond softening (D+ + D) channel; (c) - yield 
for the molecular ion (D2+); (d) - total yield for both single ionization channels; (e), (f) and 
(g) – correlation graphs between  <cos2θ> and time-dependent yields for (D+ + D), D2+ and 
total single ionization of D2 respectively. The figure is from I. A. Bocharova et al. Phys. Rev. 
A 77, 053407 (2008) 
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The yield of the Coulomb explosion (D+ + D+) channel (not shown) did not 
exhibit any correlation with 〈cos2θ〉, while the two single ionization channels do correlate 
with molecular alignment. The yield of an intact molecular ion correlates negatively – 
less D2+ is produced when neutral molecules are aligned along the laser electric field. At 
the same time the (D+ + D) channel correlates positively – more low energy (0 to 2 eV) 
deuterons are produced when molecules are aligned. Together these two channels 
represent single ionization of D2 by the probe pulse. Some molecular ions remain bound, 
while others are dissociated by the same pulse through laser-induced bond softening. The 
bond softening process is known to be very strongly anisotropic – the required field 
coupling of σg and σu electronic states is the strongest for molecules aligned along the 
field. Therefore it is not surprising that at times of maximum alignment more molecular 
ions are lost to bond softening than for anti-aligned distributions. On balance, variations 
of the two single ionization channels almost cancel each other out, with a very small 
positive correlation (yield variation ≤ 1.5%) remaining for total singly ionized D2 yield.  
Based on these results and experimental angular distributions we can put an upper 
limit on the ionization anisotropy of D2. To do this we assume that the anisotropic 
ionization probability is represented by P(θ)∼cos2θ + e⋅sin2θ, where θ is the angle 
between the molecular axis and the laser electric field vector and parameter e represents 
the ratio of probabilities for molecules aligned perpendicular and along the field. The 
total ionization signal can be found as 
 ∫ Π
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 where Π(θ ) is the angular distribution of molecular axes, which is assumed to be axially 
symmetric around the polarization (alignment) direction. We also assume that the probe 
pulse itself does not affect angular distributions much, which seems reasonable with 8 fs 
pulse duration being less than 40 fs taken by molecules to rotate by 90°. For angular 
distributions of molecular axes given by (4.1) the total ionization signal depends on both 
anisotropies (ε of the angular distribution and e of the ionization probability) as 
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Using this formula we can put a lower limit of 0.8 on the value of e consistent 
with our data, meaning that with our experimental conditions D2 molecules aligned along 
the laser electric field have at the most 1.25 higher probability to be ionized than those 
aligned perpendicular to the field. Thus, strong field ionization of D2 appears to be nearly 
isotropic. However we must note that in our experiments the probe pulse peak intensity 
(3×1014 W/cm2) was fairly close to saturation intensity and the anisotropy may be much 
higher for weaker pulses. 
 
4.2.4 Rotation of molecular ions 
We also followed rotational dynamics of molecules which are ionized by the 
pump pulse.  
In experimental and theoretical studies of molecular fragmentation it is common 
to neglect rotational motion and fix the molecular axis along the laser polarization 
direction. This approximation is based on the observation that molecular dissociation and 
ionization are very alignment dependent processes. Therefore, in theoretical calculations 
on phenomena which occur in H2+ ion in response to a laser pulse molecule is assumed to 
be vibrating along fixed direction.  Analyzing data collected in experiment it is also often 
assumed that the angular distribution of fragment measured on the detector is the same as 
at the moment of molecular break up. Indeed, for pulses much longer than rotational 
period of H2+ (≈ 556 fs) in calculations which included rotation it was shown that the 
angular distribution of dissociation fragments is very tightly focused along polarization 
direction. [66]. Nowadays, a few femtosecond pulses are used to study the dynamics of 
such a small molecules, but the same axial recoil approximation is used. It is important to 
study the rotational dynamics of hydrogen molecular ion to understand the significance of 
the effect. 
Theoretically, the rotation of the hydrogen ion during the process of dissociation 
initiated by laser pulses was studied in [92, 93]. This study was done in relation with the 
importance of rotation for predicting the dynamics of angular distribution of atomic 
fragments and therefore the validity of axial approximation. The study was performed for 
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several pulse lengths between 5 and 135 fs for intensities of the order of 1013 W/cm2 
(non-ionizing pulse). The importance of rotation was estimated by calculating the 
maximum number of rotational J-states populated by pulse for each vibrational state in 
H2+ bound state. It was shown that axial approximation holds best for pulses not shorter 
than 135 fs: there is a significant alignment during the pulse but very insignificant field-
free rotation after the pulse is gone. Calculations of dissociation fragments angular 
distribution with or without rotation included give little to no difference. To the contrary, 
with pulses as short as what we use in our experiments (~10 fs) the calculated average 
square cosine shows relative post-pulse changes of about 10% (and even higher for 
shorter pulses). The rotational revivals of hydrogen ions have been never observed in 
experiment, to our knowledge. In our study we attempted to observe the characteristic 
features of the rotational dynamics of D2+ and H2+ ions. In the reference [92], though, 
authors also note that effect of rotation and alignment depends strongly on initial 
population distribution of vibrational and rotational states. Therefore, the direct 
comparison between our experimental results and the calculations performed on H2+ ion 
is impossible. The calculations were performed starting with the ion in its ground 
electronic state, incoherently populated vibration states and Boltzmann distribution of 
population on rotational states. In our experiments H2+ ion is produced by ionization of a 
neutral molecule, and in the laser pulse the states of H2+ are coherently populated which 
also likely gives more weight to the higher J-states. 
The molecules which are ionized by the pump pulse in our experiment are 
characterized by lower KER since the second ionization by the probe typically happens at 
larger internuclear distances. We plotted 〈cos2θ〉 for H+ and D+ fragments with KER 
between 5 eV and 9 eV (Fig. 4.8). Unlike the rotational wavepackets in neutral 
molecules, the rotational dynamics in molecular ions does not exhibit periodic coherent 
behavior. There is a prompt alignment immediately after the pulse, much stronger than in 
the neutrals, which very quickly dephases and never revives within our 10000 fs 
experimental time-scale. The maximum degree of alignment is reached 18 fs after the 
peak of the pump pulse for H2+ and 35 fs after the pulse for D2+. These times are relevant 
for understanding the dynamics of Coulomb explosion of hydrogen by femtosecond laser 
pulses, in particular the issue of dynamic versus geometric alignment of molecules during 
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the pulse. Our data indicate that H2+ can be aligned in just 18 fs, while it takes twice as 
long to align the heavier D2+. Therefore, for pulses of about 15 fs duration and more for 
H2 and 30 fs and more for D2 alignment during the pulse will contribute significantly to 
the overall dynamics of the molecule-field interactions. The absence of prominent 
rotational revivals in the ions is due to the broad distribution of vibrational states 
resulting from strong field ionization of neutral molecules. An exact form of that 
vibrational distribution is a matter of great interest in its own right, with the scarce 
experimental data [94] indicating that it is a strongly non-Frank-Condon one. Each of the 
vibrational states forming the wavepacket has a different rotational constant (and time) 
and in its pure form would revive at a different time. Instead of a rigid rotor (as in the 
case of a neutral molecule) we have a rotor with time-dependent fast-varying rotational 
constant, resulting in quasi-chaotic rotational motion. Due to that coupling of vibrations 
and rotations, the vibrational frequency differences seen in time-dependent KER spectra 
[95] also appear in Fourier transforms of time-dependent 〈cos2θ〉 traces for D2+. It is 
interesting to note that if instead of a coherent vibrational wavepacket one looked at an 
incoherent superposition of vibrational states (as in ions coming, for instance, from an ion 
source) one would expect to see coherent rotational motion again, with revivals at regular 
intervals determined by a rotational constant describing the averaged time-independent 
distribution of internuclear distances for those ions.     
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Figure 4.8 Rotational dynamics of D2+ and H2+ ions produced by the pump: time traces for 
<cos2θ> measured using fragments with 4 eV < KER < 9 eV. Insets represent the full 
experimental delay time range of 0 to 10000 fs. The figure is from I. A. Bocharova et al. 
Phys. Rev. A 77, 053407 (2008) 
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4.3 Summary 
In summary, we reported a direct time-resolved Coulomb explosion imaging 
experiment following coherent nuclear dynamics induced by a few-cycle near-IR laser 
pulse in D2 and H2. In neutral molecules the rotational dynamics is that of a rigid rotor 
coupled to the electric field by its anisotropic polarizability. As in larger diatomics, 
periodic rotational revivals corresponding to partial alignment of molecular axes are seen 
in both light and heavy hydrogen. However, the degree of alignment is quite low for both 
(〈cos2θ〉 ≈ 0.36) due to large energy spacing between the rotational levels of the two 
molecules. This large rotational level spacing is also the reason for inefficient rotational 
cooling of D2 in a supersonic jet. We found that the effective rotational temperature in 
our jet is 250 K, while the translational temperature was 110 K. We do not believe, 
however, that high initial rotational temperature was the main reason for poor alignment. 
Much more importantly, even few-cycle pulses do not have sufficient spectral bandwidth 
to excite the high rotational states needed to produce well localized wavepackets in both 
H2 and D2. At the most, states with J = 3 in H2 and J = 6 in D2 can be efficiently excited 
by a non-resonant stimulated Raman process using 8 fs pulses. That puts a natural limit 
on the degree of field-free alignment achievable in molecular hydrogen with short single-
color pulses and calls for development of other more efficient methods in order to 
experimentally study its angle-differential properties. One possible solution may involve 
using two-color aligning pulses (for instance ω+2ω) with a much broader combined 
spectrum.  Despite the relatively poor alignment we were able to put an upper limit of 
1.25 on the ratio of ionization probabilities for D2 molecules aligned along and 
perpendicular to the laser electric field. Strong-field ionization of D2 appears to be nearly 
isotropic in agreement with predictions of the Molecular ADK theory. 
In molecular ions we observed coupled rovibrational dynamics. Only vibrational 
revivals were seen in D2+. Within the 10 ps experimental time-scale, rotational motion of 
D2+ and H2+ did not exhibit any coherence beyond the initial prompt alignment 
immediately after the pulse. That alignment occurred very fast (18 fs in H2+ and 35 fs in 
D2+) and was much better defined than in neutral molecules. The absence of revivals is 
not at all surprising, since different vibrational states forming the coherent wavepacket 
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have very different and incommensurate rotational times. To fully understand nuclear 
wavepacket dynamics in hydrogen molecular ions one must treat the coupled vibrational 
and rotational degrees of freedom simultaneously, particularly with both motions taking 
place on a very similar time-scale. Properly taking rotations into account may resolve the 
remaining discrepancies between the experimental results and one-dimensional 
vibrations-only model calculations [95]. 
 91 
CHAPTER  5 – Inelastic rescattering processes in D2 molecules 
measured with few-cycle laser pulses 
5.1 Introduction 
Behavior of experimental atomic double ionization yields as a function of laser 
field intensity fails to follow rates predicted by tunneling theory as intensity drops to 
some threshold limit. The logarithmic scale plots of the ion signal as a function of 
intensity are characterized by a distinctive feature, so-called “knee”-structure, showing 4-
6 orders yield enhancement comparing to the sequential tunneling calculations results for 
all rare-gas atoms and some molecules (Fig. 5.1) [5, 52, 54]. This phenomenon was 
attributed to non-sequential processes. In other words, each ionization step cannot be 
treated independently. The increase in double ionization rate was termed non-sequential 
double ionization (NSDI) and several possible mechanisms of NSDI were suggested and 
discussed [5, 6, 96, 97]. 
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Figure 5.1 Ion yield as a function of intensity of 800 nm linearly polarized light for (a) Ne 
single and double ionization (the figure is from S. Larochelle et al. J. Phys. B 31, 1201 (1998) 
[52]); (b) Ar single ionization and N2 molecular rates for single, double ionization and two 
fragmentation channels (the figure is from S. L. Chin et al. J. Phys. B 25, L249 (1992) [54]). 
Solid lines are indicating calculations performed assuming sequential processes 
 
Among all suggested mechanisms recollision was supported by later experiments 
and proven to be able to explain the enhanced double ionization yield. Strong dependence 
of the double ionization rate on ellipticity of laser light became one of the key 
observations [5, 54, 97]. For circularly polarized light recollision ionization rate is 
completely suppressed because the electron misses the ion core (see Fig. 5.2). There was 
also observed strong ellipticity dependence of such recollision-related phenomena as high 
harmonic generation [98] and above-threshold ionization [99]. Three-step laser-induced 
electron rescattering model proposed by Corkum [100] and Schafer et al [101] well 
accounted for all the above phenomena [100]. According to that model, electron is first 
ejected from the atom/molecule with near zero kinetic energy by tunneling through the 
barrier formed by the ion core and reduced by the oscillating laser field (step 1). Then the 
electron quivers in laser field and eventually is driven away with velocity dependent on 
the phase of the field at which it was liberated. Some of the electrons will return to the 
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ion core by the linearly polarized laser field (step 2) and finally recollide with the parent 
ion (step 3) (Fig. 5.3).  
 
Figure 5.2 Demonstration of the effect of elliptically and circularly polarized light on the 
recollision process. (a) Slight ellipticity makes free electron shift laterally on the way back, 
so that it will probably miss the ion core. (b) In circularly polarized field an electron is 
taken away from the ion core and don’t have a chance to recollide.  
 
 
Figure 5.3 Schematic presentation of the three-step model: (a) and (b) an electron escapes 
from the potential well; (c) it is driven back to the ion core; (d) the electron recollides with 
the ion core. The figure is from P. Corkum and F. Krause. Nature Phys. 6, 323 (2007) [102] 
 
The recollision may result in recombination, which is responsible for high 
harmonics generation, or in elastic or inelastic rescattering depending on energy of the 
returning electron. In an inelastic process, the rescattering electron can either ionize the 
parent ion directly, by knocking out the second electron (direct NSDI), or it may 
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electronically excite the ion, which then can be subsequently ionized by the laser field 
(RESI - Recollision Excitation with Subsequent field Ionization [18]). Those rescattering 
processes have been observed for noble gas atoms by investigating double ionization with 
recoil-ion momentum imaging [18, 103-105].  After the rescattering process, doubly or 
singly ionized ions can also gain momentum from the field. The final momentum is 
determined by the phase of the field at which the ionizations took place. Singly charged 
ion is produced at the peak of the laser field with highest probability. Therefore, its 
longitudinal momentum distribution has a peak at zero momentum. For doubly charged 
ions momentum distributions look different for RESI and direct double ionization 
processes. For RESI the returning electron only excites the ion and the second electron is 
removed later by the laser electric field close to its peak. As a result the momentum 
distribution peaks at zero for doubly charged ions resulting from this process. But for the 
direct NSDI process the second ionization is caused by the first electron returning with 
energy high enough to knock out the second electron. The return of energetic electrons is 
more likely to happen at zero of electric field causing the ion gain momentum in 
longitudinal direction and resulting in a double peak distribution with a dip at zero 
momentum.  The direct NSDI process is characterized by a minimum at zero in the 
longitudinal momentum distribution of the doubly charged ion, in contrast to a peak at 
zero, which is obtained for RESI.  
When the laser peak intensity is sufficiently low, the excited electronic states of 
the parent ion populated by recollision may survive without ionizing further.  It is very 
challenging to detect those excited electronic states in atoms.  However, in diatomic 
molecules, the excited electronic states of the singly charged molecular ion are often 
dissociative, resulting in one atomic ion fragment that can be easily detected, thus 
offering the possibility of studying the recollision-induced electronic excitation without 
subsequent field ionization.   
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5.2 Experimental setup 
The experiments were performed at the Advanced Laser Light Source (ALLS) 
research facility located in Varennes, Quebec, Canada in collaboration with the group of 
Prof. F. Legaré. The techniques we used were very similar to those used in JRM 
Laboratory at Kansas State University. They are described in Chapter 2. I will discuss the 
specifics of experimental setup here. The few-cycle laser pulses were generated using the 
standard approach based on spectral broadening in a hollow core fiber and dispersion 
compensation using chirped mirrors.  35 fs laser pulses of 0.2 mJ energy at 5 kHz 
repetition rate (Dragon laser system, KMLabs, Boulder, USA) were coupled into a 
hollow core fiber filled with argon at 1 atm.  The resulting few-cycle pulses had 
maximum energy of 150 µJ. Dispersion compensation was achieved using chirped 
mirrors (Femtolasers). Using an interferometric autocorrelator, the pulse duration was 
characterized to be 6.5 fs.  Linear polarization was fixed after the capillary using two 
germanium plates. In combination with a half-wave plate located before the fiber, the 
energy could be precisely controlled.  The pulses were focused by a parabolic mirror (f = 
10 cm) onto a supersonic jet of D2 molecules inside a uniform-electric-field ion imaging 
spectrometer. 
5.3 Results and discussion 
In this study we report our observations of NSDI and Recollison Excitation 
without subsequent field ionization (RE, D2+*  D+ + D) in D2.  By using few-cycle laser 
pulses, the rescattering processes can be highlighted by suppressing completely the 
sequential double ionization process.  Here we demonstrate that NSDI of D2 at 800 nm 
wavelength is mainly due to the recollision excitation of D2+ followed by field ionization 
(RESI) on sub-cycle time scale.  At low intensity (1×1014 W/cm2), the D+ kinetic energy 
spectrum contains only the RE channel and numerical simulations confirmed the 
contribution of two dissociative excited electronic states (2Σu+ and 2Πu) (Fig. 5.4) to the 
RE process in agreement with theoretical predictions [19, 106]. 
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Figure 5.4 Electronic states of the D2+ ion. 
 
Figure 5.5 Illustration to the experimental technique utilizing the molecular clock: (a)  the 
quantum mechanical perspective of recollision: a wave function is split by ionization, a part 
of it stays in the potential well, the other part is gone and then brought back to probe the 
vibrational wave packet; (b) an optical interferometer analogy.  The figure is from J. 
Levesque, P. B. Corkum. Can. J. Phys. 84, 1 (2006) [107] 
 
The physical concept behind this experiment is the use of the molecular clock as 
introduced by Niikura and co-workers [108].  This technique is analogous to well-known 
pump-probe measurements. Tunnel ionization of H2, or D2, starts the clock by launching 
two correlated wave packets: an electron one in the continuum and a vibrational one on 
the ground electronic state of D2+ (2Σg+).  When the electron returns to the parent 
molecular ion, recollision probes the vibrational wave packet and stops the molecular 
clock. Fig. 5.5 shows the electron wave packet splitting and probing of the bound part by 
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the returning electron wave (panel (a)) and also demonstrates the analogy with an optical 
interferometer (panel (b)). We focus on inelastic rescattering which may induce either (i) 
electronic excitation leading to the dissociation of D2+*  D+ + D, or (ii) recollision 
excitation of D2+ plus subsequent field ionization (RESI) to produce D2++, or (iii) direct 
double ionization (direct NSDI) also producing D2++.  The last two processes thus both 
result in Coulomb explosion (D2++  D+ + D+) with two ions whose momentum sum is 
close to zero.  By looking at all D+ ions (non-correlated spectra) and also at only ion pairs 
(D+ + D+) with zero momentum sum (correlated spectra), we can separate these 
contributions and determine at any intensity and ellipticity the relative proportions of 
dissociation from  Coulombic D2++ or from D2+* dissociative excited electronic states.  
Because there are multiple pathways leading to the same final D+ kinetic energy 
with multi-cycle laser pulses, the molecular clock is very difficult to read precisely. For 
instance, it remains a matter of debate whether the first [108] or the third return [19, 106] 
is the most dominant. In addition, with multi-cycle laser pulses, sequential double 
ionization due to charge resonance enhanced ionization (CREI, [14, 76]) dominates the 
D+ kinetic energy spectra in the range between 2 and 5 eV, where fragments produced via 
RE should also appear.  We show here that by using few-cycle laser pulses of sufficiently 
low intensity, these problems can be overcome. Such short pulses (sub-7 fs) efficiently 
suppress CREI by not giving the molecule enough time to stretch to the critical distance 
[73]. Then, for intensities below 2×1014 W/cm2, sequential double ionization is 
effectively turned off and the inelastic rescattering processes become dominant. Finally, 
using such very short pulses ensures that this recollision is dominated by a single electron 
return [109]. In this way, the different inelastic rescattering processes can be clearly 
distinguished and investigated as a function of laser intensity and ellipticity. 
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Figure 5.6  Kinetic energy spectra for uncorrelated (solid line) and correlated (circles) D+ 
fragments measured with circularly (top) and linearly (bottom) polarized 6.5 fs laser pulses 
of peak intensity 4×1014 W/cm2.  Bond softening (BS) and sequential double ionization (SI) 
peaks are indicated.  The spectra are normalized such that the high energy peak has a value 
of 1 
 
Fig. 5.6 presents the D+ kinetic energy spectra obtained for circularly and linearly 
polarized sub-7 fs laser pulses with an intensity of 4×1014 W/cm2. For circular 
polarization, the recollision processes are completely suppressed [100]. The kinetic 
energy spectrum consists of two peaks: (i) bond softening (BS) below 2 eV [110], and (ii) 
a peak at 6.5 eV.  Under zero sum momentum condition, only the high energy peak 
remains, confirming that those fragments are produced by sequential double ionization: 
D2++  D+ + D+ [73].  Comparison of this spectrum with the one obtained with linear 
polarization, when recollision can occur, reveals two important differences:  (i) at high 
kinetic energy (E > 8eV), the spectra are broader for linear polarization implying 
significant contribution to high-energy D+ fragments produced by recollision, and (ii) 
uncorrelated D+ fragments with kinetic energies between 2.5 and 4.5 eV are seen for 
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linear (but not for circular) polarization. This allows us to infer that those fragments are 
from D2+ excited electronic states populated during recollision, which dissociate into D2+* 
 D+ + D.   
 
Figure 5.7 Kinetic energy spectra for non-correlated (solid line) and correlated (circles) D+ 
fragments measured with linearly polarized 6.5 fs laser pulses at intensities where 
sequential double ionization is suppressed.  The spectra are normalized such that the high 
energy peak has a value of 1 
 
 
Next, by using laser intensity values below 2×1014 W/cm2, when field ionization 
of the ground state D2+ becomes suppressed as the intensity is reduced, we show that the 
fragments with kinetic energy larger than 8 eV are produced by NSDI and the ones with 
energies between 2.5 and 4.5 eV come from the dissociation of D2+ electronically excited 
by recollision (D2+*  D+ + D).  Fig. 5.7 presents the D+ kinetic energy spectra obtained 
for linear polarization and intensities from 2×1014 W/cm2 down to half that value.  
Comparison of these spectra with the ones in Fig. 5.6 and with each other reveals striking 
differences for D+ fragments with kinetic energies higher than 2 eV.  The bond softening 
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(BS) peak below 2 eV is seen for all intensities.  Beside BS, at 1.0×1014 W/cm2, the non-
correlated spectrum contains only one broad peak centered at about 6 eV, while the 
correlated signal is absent (implying a complete absence of the D2++ channel). A second 
peak at about 8 eV appears as intensity is increased and becomes predominant at 2.0×1014 
W/cm2.  In the correlated spectra, only the high kinetic energy peak remains, confirming 
that those fragments are produced by double ionization.  
 
Figure 5.8 Ellipticity dependence of the number of high kinetic energy D+ fragments (E > 
2eV) for 2×1014 W/cm2 (square) and 1.5×1014 W/cm2 (circle) 
 
To confirm the physical origin of those D+ fragments with kinetic energies larger 
than 2 eV, we have measured their yield as a function of laser ellipticity for two 
intensities. Fig. 5.8 shows the ellipticity dependence at 2×1014 W/cm2 (squares) and 
1.5×1014 W/cm2 (circles) peak intensities, and the yield for both is seen to drop rapidly as 
the ellipticity increases, confirming that those D+ fragments are mainly produced by 
laser-induced electron recollision (the recollision probability is known to decrease rapidly 
with ellipticity). Therefore, we can conclude that the uncorrelated fragments (D2+*  D+ 
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+ D) with more than 2 eV of kinetic energy indeed result from RE (recollision induced 
electronic excitation without subsequent field ionization), while the high kinetic energy 
correlated fragments (D2++  D+ + D+) are produced through NSDI.   
 
Figure 5.9 Kinetic energy spectra for non-correlated D+ fragments as a function of laser 
ellipticity for 2×1014 W/cm2 and 1.5×1014 W/cm2.  At 2×1014 W/cm2 with Ey/Ex=0.32, the 
dashed curve is the spectrum obtained with circular polarization at 4×1014 W/cm2 (see Fig. 
5.6).  At 1.5×1014 W/cm2 with Ey/Ex=0.27, the dashed curve is the spectrum obtained with 
linear polarization at 1×1014 W/cm2 (see Fig. 5.7) 
 
At 2×1014 W/cm2, the total yield remains non-zero even at relatively high 
ellipticity (> 0.3). This is explained by the kinetic energy spectra presented in Fig. 5.9(a).  
At 2×1014 W/cm2, as the ellipticity increased, the yield decreases by a factor of 20 and the 
D+ kinetic energy spectra become very similar to the ones measured at 4×1014 W/cm2 
with circular polarization (see Fig. 5.9(a), left panel, Ey/Ex=0.32).  With circular 
polarization, the high kinetic energy fragments can only be produced via sequential 
double ionization. That confirms that at 2×1014 W/cm2 few-cycle pulses with high 
ellipticity, the observed ion yields arise from sequential double ionization. However, for 
linear polarization the probability of this process is much lower than that of inelastic 
rescattering. This is in stark contrast with the results obtained with multi-cycle laser 
pulses: due to CREI, the probability of sequential double ionization is always at least 10 
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times larger than the one for recollision processes [108].  This means that using few-cycle 
laser pulses, the yields ratio of the rescattering processes and sequential double ionization 
can be carefully measured.    
Fig. 5.9 also presents the kinetic energy spectra as a function of ellipticity for a 
fixed intensity of 1.5×1014 W/cm2 (Fig. 5.9(b)). Comparison of spectra in Figs. 5.9(a) and 
(b) reveals significant differences between 1.5 and 2×1014 W/cm2.  At 1.5×1014 W/cm2, 
even at large ellipticity (ε = 0.27), there is no indication of the contribution of sequential 
double ionization.  At large ellipticity, the spectrum is dominated by RE with a small 
contribution of NSDI.  In fact, we observed that the yield for the high kinetic energy 
fragments (> 8 eV), produced via NSDI (D2+  D+ + D+), decreases more rapidly with 
ellipticity than that of the low energy fragments (2 eV – 8 eV), produced via RE (D2+*  
D+ + D).  At large ellipticity values, the kinetic energy spectrum is dominated by RE, like 
in Fig. 5.7 for intensities below 1.2×1014 W/cm2. For comparison, we included in Fig. 
5.9(b) the D+ spectrum from Fig .5.7 obtained with linear polarization at 1×1014 W/cm2 
(dashed curve). 
  To understand those experimental observations, we calculated the D+ recollision 
spectra assuming the same model as used by Niikura and coworkers [108]. Calculations 
were performed by Prof. F. Legaré. Briefly, during the first ionization step, the 
vibrational wave function of D2 is projected onto the ground electronic state of D2+ 
(X2Σg+).  The radial distortion due to the dependence of the ionization rate on internuclear 
distance is taken into account.  The resulting vibrational wave packet is propagated by 
numerical solution of the time-dependent Schrödinger equation.  Then, for every 0.05 fs 
of delay after first ionization, we have calculated the kinetic energy spectra assuming (1) 
direct double ionization, (2) RE to 2Σu+ and (3) RE to 2Πu (Fig. 5.4). For RE, we have 
limited our calculation to those two excited electronic states based on theoretical 
predictions from Tong et al. [19, 106]. Finally, the calculated D+ spectra for those three 
final states are summed using the temporal structure of the first return for 800 nm laser 
wavelength [108].       
In Fig. 5.10, we compare (a) the calculated D+ kinetic energy spectrum for direct 
double ionization with the experimental correlated spectrum shown in Fig. 5.7 (we 
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compare with 1.5×1014 W/cm2), and (b) the calculated RE spectra (2Σu+ and 2Πu) with the 
experimental one measured at 1×1014 W/cm2 (also Fig. 5.7).  
Figure 5.10 (a) The correlated spectrum at 1.5×1014 W/cm2 (squares) and the result of 
numerical simulations assuming a single recollision with D2++  D++ D+ as the final state 
(solid line). (b)The uncorrelated spectrum at 1.0×1014 W/cm2 (squares) and the RE 
spectrum calculated with 75% contribution of the 2Σu state and 25% of 2Πu (solid line). 
Individual contributions of those two states are also shown (dashed lines) 
 
Comparison (a) of Fig. 5.10 at 1.5×1014 W/cm2 with experiment confirms that the 
recollision dynamics is dominated by a single return and seems to suggest that double 
ionization occurs through direct NSDI.  However, the recolliding electron returns with 
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maximum kinetic energy (3.17Up) 1.8 fs after first ionization.  During this time, the 
vibrational wave packet moves on the ground electronic state of D2+ 2Σg+ and reaches an 
average bond distance of ~0.9 Å.  To induce direct NSDI at this distance, the kinetic 
energy of the recolliding electron has to be larger than 32 eV.  However, at 1.5×1014 
W/cm2, 3.17Up ≈ 28 eV, which is not sufficient for direct double ionization.  This 
suggests that NSDI actually occurs through RESI.  As mentioned before, the first step of 
RESI is the electronic excitation of the parent ion via recollision.  In this process, the 
recollision of the energetic electron (~3.17 Up) with the parent ion occurs near the zero of 
electric field, and the subsequent field ionization takes place within the next half optical 
cycle. With increasing ellipticity at fixed intensity (Fig. 5.8) or decreasing intensity for 
linear polarization (Fig. 5.7), the strength of the electric field within the next half cycle 
decreases and the probability for subsequent field ionization decreases as well, explaining 
the evolution of the spectra shown in Fig. 5.7 and Fig. 5.10(b).  Intensity and ellipticity 
measurements provide the same conclusion about the origin of NSDI and confirm RESI 
mechanism.   
Comparison (b) of Fig. 5.10 at the lower intensity of 1.0×1014 W/cm2 (so that 
second ionization is completely suppressed and only RE is left) suggests that the RE 
spectra can be largely explained by RE to the states 2Σu+ and 2Πu, the first state being the 
source of the high energy RE fragments and the second state yielding the low energy part 
of the spectrum.  The 2Σu+ state contributes the most to the RE spectrum as one should 
expect from field free inelastic scattering cross-section [111]. 
 
5.4 Summary 
In conclusion, we have successfully identified different inelastic rescattering 
processes (RE and NSDI) induced in D2 by few-cycle laser pulses.  For the first time, we 
showed that sequential double ionization can be completely suppressed by using few-
cycle pulses and careful selection of the laser field strength, allowing the isolation of the 
inelastic rescattering processes.  Our measurements reveal that the relative yields of RE 
and NSDI depend on both intensity and ellipticity of few-cycle laser pulses. From that 
yield dependence on the peak electric field, we determined that NSDI in D2 occurs via the 
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RESI mechanism.  Also, we have isolated the RE spectra from NSDI.  The RE spectra 
have been well explained by the contribution of two electronic states (2Σu+ and 2Πu).  
Using COLTRIMS (COLd Target Recoil Ion. Momentum Spectroscopy) [112], it should 
be possible to confirm definitively the contribution of those electronic states by 
correlating the kinetic energy of the D+ fragments with the photoelectron spectra.  All 
these results show how few-cycle laser pulses can be used to great advantage to perform 
electron collision spectroscopy.  This experimental approach can be also applied to 
studying inelastic rescattering processes in other diatomic molecules which have singly 
charged dissociating electronic states.   
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CHAPTER  6 – Nuclear wave packet dynamics of N2, O2 and 
CO molecules following their interaction with intense few-cycle 
laser pulse 
6.1 Introduction 
The interaction of intense near IR few-cycle laser pulses with atoms and 
molecules has become a topic of great interest and is being intensively studied nowadays. 
Studies of N2, O2 and CO molecular structure and dynamics during chemical 
transformations are of particular importance. Nitrogen and oxygen are components of the 
Earth’s atmosphere and participate in many chemical reactions in our environment. 
Carbon monoxide is also very common on our planet. It plays a major role in modern 
technology, in industrial processes like iron melting [113], and also is very toxic: CO 
poisoning is a common type of fatal poisoning all over the world [114]. 
Compared to atoms, diatomic molecules like oxygen, nitrogen and carbon 
monoxide have additional degrees of freedom that make their dynamics in a laser field 
much more complicated. Alignment, symmetric and asymmetric charge break-up, 
enhanced ionization at the critical internuclear distance and a variety of dissociation 
pathways, associated with different electronic states of parent molecular ions come into 
play. 
Often all of the above mentioned phenomena are studied in oxygen, nitrogen and 
carbon monoxide molecules in a comparative manner [90, 97, 115].  All three of them are 
diatomic molecule gases; the elements N and O are next to each other in the periodic 
table, but N2 and O2 have very different symmetries of the outer shells, which causes 
strong differences in processes such as ionization, excitation and dissociation in the laser 
field. CO has the same molecular mass as N2 and they both have the same electronic 
structure of the outer shell. They also have similar physical properties such as boiling and 
melting points, etc. On the other hand, CO is a heteronuclear molecule; compared to N2 
and O2 its symmetry about internuclear line midpoint is broken which adds characteristic 
features to nuclear dynamics. 
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Many recent studies on both N2 and O2 were dedicated to the study of field 
induced alignment [116, 117], angular dependence of the ionization rate [118, 119] and 
symmetric and asymmetric molecular fragmentation with a single laser pulse [120, 121]. 
These experiments were traditionally conducted by measuring the time-of-flight and/or 
kinetic energy release (KER) of the atomic fragments assuming that this energy 
originated from Coulomb repulsion of the nuclei. The studies showed that the 
internuclear distance at the moment of separation was about the same, regardless  of  the 
charge state or  even the molecule, and was approximately equal to 2-3Re (Re is the 
equilibrium bond length of a neutral molecule in its ground electronic zero vibrational 
state). The experimental KER of the fragments was found to be low compared to the 
Coulomb kinetic energy for laser pulses of 15 fs and longer for nitrogen, oxygen and 
carbon monoxide [42, 119].  These observations are consistent with the theory of the 
ionization rate dependence on the internuclear distance and enhanced ionization at a 
critical internuclear separation [75]. The traditional approach with a single long pulse 
does not give an answer to the question of how the process of molecular expansion 
occurs, and contains no information on ionization and dissociation pathways.  This is a 
question of observing the dynamics of internuclear motion on a femtosecond timescale. 
Understanding the mechanisms of enhanced ionization, symmetric and asymmetric 
dissociation and excitation of molecular and atomic ions – all kinds of nuclear and 
electronic motion – is only possible by probing the change in the molecular structure as a 
function of time using ultra short pulses.  
In our experiments we measured the kinetic energy release of charge symmetric 
and asymmetric Coulomb breakup of diatomic molecules as a function of time delay 
between the pump and probe pulses. The schematic drawing of mapping the molecular 
structure dynamics by measuring the kinetic energy release of the explosion fragments is 
shown in Fig. 6.1. The first step is to promote a molecule AB with a laser pulse (pump) 
from its stationary ground state to an unknown non-stationary state of the ABp+ ion on 
which dynamics is to be observed. Then we use the second laser pulse (probe) to further 
ionize the molecule, thus projecting the nuclear wave packet onto a known Coulomb 
repulsive state. If the probe pulse comes with zero delay with respect to the pump then 
the situation is equivalent to having just one strong pulse that explodes the neutral 
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molecule at the equilibrium internuclear distance with maximum Coulomb energy. When 
the probe comes with some delay ∆t it allows for the wave packet evolution on the 
intermediate electronic state/states. Internuclear distance changes during this evolution. 
For a purely dissociative state of the molecular ion, the internuclear distance grows larger 
with increasing delay and the Coulomb explosion energy decreases. At the same time the 
molecule acquires some kinetic energy being accelerated on the ABp+ potential.  The 
kinetic energy release is the total energy of the break-up fragments including the 
Coulomb energy and kinetic energy acquired by the molecular ion in the intermediate 
state: 
 KER (R,∆t) = KE(R,∆t) + CE (R,∆t) (6.1) 
 Thus, measuring KER as a function of delay is equivalent to measuring the state 
of the molecule at certain internuclear distances. At long internuclear distances 
dissociative states can be approximated by Coulomb potentials and approach an 
asymptotic limit. At this limit the molecule completely dissociates. Therefore, at long 
delays the probe pulse ionizes two independent atomic ions. The energy of the collected 
fragments does not depend on the delay anymore, and its value is determined only by the 
initial internuclear separation and the dissociation limit energy of the molecular ion in 
this state.  
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Figure 6.1 Schematic presentation of mapping molecular dynamics by measuring the 
kinetic energy release as a function of the delay between pump and probe 
 
The pulses we used were shorter than 10 fs. This guaranteed that geometry 
changes during the interaction with a pulse were minimal. Using the Coulomb explosion 
and the pump-probe technique in our studies, we were able to map complete the nuclear 
dynamics in nitrogen, oxygen and carbon monoxide following their interaction with an 
intense few-cycle laser pulse. In the second part of this report we describe simple 
classical and quantum models, which present a general way to simulate the dynamics of 
nuclear wave packets, and to identify parent molecular ions and electronic states 
contributing to the processes under investigation. 
 
6.2 Nitrogen molecule N2 
6.2.1 Experimental results and discussion 
The time-dependent KER spectra for four breakup channels, N++N+ (1,1), N2++N+ 
(2,1), N2++N2+ (2,2) and N3++N2+ (3,2), are presented in Fig. 6.2. Zero on the delay axis 
of these plots means that the pump and probe pulses come at the same time. Negative 
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delays mean that the pump pulse comes after probe; in other words the pulses switch their 
places and if they were of the same peak intensity the picture would be symmetric about 
the zero delay. These spectra reveal several time dependent features that reflect the 
behavior of parts of the nuclear wave packet, its motion on dissociative and quasi-bound 
electronic potentials of several intermediate molecular ions. The descending traces start at 
about 25 eV for the (2,1) channel; 45 eV for (2,2); 65 eV for (3,2), and smoothly go down 
to be separated into two distinct traces at larger delays. Each of those reaches a certain 
asymptotic energy, correspond to molecular dissociation of the intermediate molecular 
ions. We will be calling them “dissociative part of the wave packet”. For the (1,1) 
channel there is also a very faint low energy dissociative trace that starts to be visible 
below 5 eV after 40 fs of delay. It corresponds to the dissociation of excited states of the 
singly charged molecular ion – N2+*. At the higher energies there is another feature that 
characterizes the part of the nuclear wave packet which remains and does not dissociate 
on our timescale. For all channels except (1,1) we observe time dependent behavior 
within that region. The high energy part of the (1,1) spectrum represents mostly N+ 
fragments that are produced by the probe pulse only from those neutral molecules not 
affected by pump, and thus exhibits no time dependence. 
The experimental spectra for the symmetric (2,2) break-up channel (N2++N2+) are 
rich in dynamics and statistics. From this point on, we will focus on this particular 
channel to develop our discussion on symmetric fragmentation. KER versus pump-probe 
delay for the (2,2) channel is shown in Fig. 6.3. Each of the dissociative traces indicates 
the final break-up of the N2 molecule into the same N2++N2+ fragments but via different 
intermediate charged states N2q+. These intermediate states can be identified using our 
simulations (see sections 6.2.2, 6.2.3) and each of them may also include several different 
electronic states.  
 111
Figure 6.2 Time-dependent kinetic energy release (KER) spectra (integrated over the solid 
4pi angle) for N2 for (a) N++N+; (b) N2++N+; (c) N2++N2+ and (d) N3++N2+ breakup channels. 
Pump pulse width - 8fs, intensity - 8×1014 W/cm2; probe pulse width - 8fs, intensity - 17×1014 
W/cm2 
 
Looking at energy features below 30 eV, we notice that after about 350 fs the 
dynamics is essentially over, and the KER spectra remain static. It means that after that 
time the second pulse probes well separated in space atomic fragments of the molecule. 
These fragments are moving independently with the constant energy. The additional 
Coulomb energy due to their further ionization by the probe is small. Shape, width, 
intensity and energy asymptote of each dissociative feature suggest that it contains all the 
information about electronic states contributing to the process of dissociation. At long 
delays dissociative traces reach their KER limits and these broadened curves are centered 
at about 3 eV (Fig. 6.3(a)), 9 eV and 18 eV (Fig. 6.3), respectively. This final KER value, 
by the energy conservation law, is the difference between the maximum potential energy 
of the wave packet and the dissociation limit on a certain electronic state. These three 
curves correspond to the three intermediate charge states – N2+, N22+ and N23+ 
respectively.  
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Figure 6.3 Time-dependent kinetic energy release (KER) spectra (integrated over the solid 
4pi angle) for N2 for N2++N2+ breakup channel. Pump pulse width - 8fs, intensity - 8×1014 
W/cm2; probe pulse width - 8fs, intensity - 17×1014 W/cm2. (a) Full spectrum with 
intermediate charge states indicated. (b) Same spectrum zoomed on the short delays part 
 
Figure 6.4 Time-dependent kinetic energy release (KER) spectra (integrated over the solid 
4pi angle) for N2 for the N2++N2+ breakup channel. (a) Pump pulse width - 8fs, intensity - 
20×1014 W/cm2; probe pulse width - 8fs, intensity - 16×1014 W/cm2. (b) Pump pulse width - 
8fs, intensity - 16×1014 W/cm2; probe pulse width - 8fs, intensity - 12×1014 W/cm2 
 
For the energies above 30 eV there is a bound part of the spectrum. At shorter 
delays we can distinguish a structure inside that band. We associate that structure with 
wave packet oscillating in potential wells of bound or quasi bound electronic states of 
singly or doubly charged molecular ions.  
If we look at negative delays in Fig. 6.3 we can see that the plot is not exactly 
symmetric relative to zero delay. The only parameter that is changed is the ratio of the 
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pump and probe intensities. It affects the ionization probabilities for both ionization steps 
and relative populations of the intermediate states. 
Fig. 6.4 presents two more sets of data for the same (2,2) channel, which have 
different intensities of the pump and probe pulses. The same general features are present, 
but those features can have different intensities, widths or slightly shifted energies 
depending on the peak intensities of the pump and probe pulses. Not all of the 
dissociative traces are present in different sets of data. Such differences are to be 
expected, considering that population, and consequently the contributions of different 
intermediate charge states and electronic states, depend on laser pulse intensity. A pump 
pulse will remove one, two, or three electrons from the neutral molecule and populate 
electronic levels with different probabilities depending on the peak intensity.  
 
Figure 6.5 Time-dependent kinetic energy release (KER) spectra (integrated over the solid 
4pi angle) for N2 for the N3++N+ breakup channel. Pump pulse width - 8fs, intensity - 8×1014 
W/cm2; probe pulse width - 8fs, intensity - 17×1014 W/cm2 
 
Asymmetric break up was also observed in our experiments, particularly the 
channel (3,1), which we will discuss in detail (see Fig. 6.5).  The striking feature of this 
plot is the dissociative trace which starts at zero delay at about 38 eV and disappears at 
about 20 fs delay at KER of 16 eV. The phenomenon of charge asymmetric dissociation 
and its mechanism, the conditions under which it occurs, and its competition with 
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symmetric breakup were discussed earlier in single pulse studies with different 
wavelength and pulses longer than 30 fs. McKenna et al [122] did not observe (3,1) 
channel with 800 nm 55 fs pulses though they did register atomic ions up to N3+. They 
refer to the classical appearance intensity curves [68] to show that the (2,2) channel is 
energetically favorable compared to (3,1) at this pulse length. The other study [121] with 
33 fs 800 nm pulses up to 1.5*1015 Wcm-2 observed (2,2) and (3,1) channels and 
discussed possible mechanisms of symmetric and asymmetric dissociation. Their 
conclusion agrees with what we directly see in our spectra: the (3,1) channel is created 
only at small internuclear separations.  
 
Figure 6.6 Symmetric (2,2) vs asymmetric (3,1) channel production: competing mechanisms. 
Comparison between long 600 fs and short 33 fs pulse of the same peak intensity.Solid line 
is 600 fs laser pulse; dotted line is 33 fs laser pulse. Triangles and squares indicate steps of 
certain dissociation paths. The figure is from J. P. Nibarger et al. Phys. Rev. A 63, 053406 
(2001) [121] 
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The authors discussed two competing ionization mechanisms: ionization 
dominated by intensity rise or by the enhanced ionization at the critical distance. The idea 
in [121] is that while the intensity on the rising edge of the pulse increases, electrons are 
being removed and the (3,1) channel appears at some point. But for the (2,2) channel to 
be produced the rising intensity itself is not sufficient. The governing mechanism for this 
case is enhanced ionization: internuclear separation has to reach a critical value for that to 
happen. After that point the symmetric (2,2) channel becomes energetically more 
favorable. It means that if the intensity does not get high enough to produce (3,1) 
fragments before the critical distance is reached, then it will never appear, and  the (2,2) 
channel dominates. Fig. 6.6, adopted from reference [121], demonstrates that for the case 
of 600 fs and 33 fs pulse of the same peak intensity. The ionization starts on the rising 
edge of the pulse, and N22+ (1,1) is produced first. As we can see, even the peak intensity 
of the 33 fs pulse is not sufficient to produce the (2,2) channel. However, it appears later 
on the falling edge of the short pulse. That can only be explained by the fact that the 
critical distance is reached by that moment, and the intensity does not play significant 
role in appearance of the (2,2) channel. On the other hand, looking at the 600 fs pulse, we 
can see, that the (2,2) channel is produced long before the intensity gets to its maximum 
value. It appears though, at the same moment as with the short pulse, when the 
internuclear separation reaches the same critical value. Therefore, with the long pulse the 
(3,1) channel doesn’t have a chance to appear. 
 In our experiment we employed two pulses. As long as they come one after 
another with a short delay, the molecules do not have time to expand to the critical 
distance and we see them  dissociating into the (3,1) channel with the probe pulse. But as 
soon as the delay gets longer than 20 fs the molecule expands to the critical separation 
before the probe pulse comes and with enhanced ionization the (3,1) channel disappears. 
The enhanced ionization phenomenon is closely related to the electron localization 
process [14]. In dissociating N23+ state the nuclei are moving apart until an electron 
finally localizes at one of the nuclei (N2++N+). At this point the probe pulse will most 
likely remove the electron from N+ producing the (2,2) channel. On the other hand, we 
observe the (2,2) channel for all delays, not only starting with 20 fs. Before the 
localization takes place at the critical internuclear distance, it cannot be distinguished 
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from which nuclei the electron is removed. As a result, the probe pulse with enough 
intensity can produce both the (2,2) and (3,1) channels.  
As for another asymmetric channel, (3,2) (Fig. 6.2(d)), even though the statistics 
are not very high, one can see that it exists for all delays in our experiment. The 
competitor for this channel would be the (4,1) fragmentation of N25+ ion. However, in our 
experiment we did not observe this channel. The N4+ ion has such a high ionization 
potential that with the pump and probe intensities we had it was impossible to produce it.  
To uncover the details of the dynamics of the molecular structure following its 
interaction with the laser field, we have to learn how to read the information recorded in 
experimental spectra. Fig. 6.7 shows the multitude of potential curves for the nitrogen 
molecule and its molecular ions [123-126]. The next step in our study is to answer the 
question of whether we can distinguish which of these states contribute to the molecular 
dynamics. 
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Figure 6.7 Several low lying potential curves for the N2 molecule and N2+, N22+, N23+ 
molecular ions. 
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6.2.2 Classical model: results and discussion 
Our classical model of a diatomic molecule dissociation following its interaction 
with near IR short laser pulse is based on the classical equations of motion. We simply 
assume that one or several electrons are removed by a laser pulse from a neutral molecule 
in its ground state (at the equilibrium internuclear distance of 2.2 au). Then, in a classical 
picture, the “particle”, with mass equal to the reduced mass of the nuclei starts moving 
with zero initial momentum in the field created by a potential of the molecular ion. This 
potential can be purely repulsive possess a single minimum, or be more complicated in 
behavior, as we can see by looking at the potential curves in Fig. 6.8. We want to 
describe the subsequent evolution of the “particle” in each of these potentials and the 
consecutive Coulomb explosion by the delayed probe pulse. Ultimately, we obtain a 
kinetic energy release for the explosion fragments as a function of time delay, in order to 
compare it to our experimental spectra. In the experiment a probe pulse comes with 
various delays and breaks the molecular ion in two atomic fragments. Thus, to map time 
evolution of energy at each time step we have to add the Coulomb energy of the 
fragments interaction to the kinetic energy of the “particle” in the ion potential. 
To find out which of the many dissociation pathways is operational at our 
experimental conditions we have to make an educated guess and try out a number of 
different potential curves as intermediate states in the dissociation process. In this case 
the potential curves have to be known. In the calculations we used potential curves for 
N2, N2+, N22+, N23+ as a function of internuclear distance (Fig. 6.7). By looking at 
dissociating limits, shapes and slopes of the potential curves and comparing them to the 
behavior of experimental KER as a function of time, we selected several of them as trial 
curves for our calculations. The details of the calculations are given in the Appendix D.  
In the experiment our pump and probe pulses are short but not infinitely short. 
Therefore, several ionizations taking place during one pulse follow one another with 
some short time delay, which is a fraction of the pulse duration. If we assume that all 
these electrons are not removed simultaneously, then the wave packet goes up to one or 
two more intermediate states before the Coulomb explosion. The time between these 
ionization steps allows for a slight change in internuclear distance, which reduces the 
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final Coulomb energy and the KER. That is reflected in the fact that the experimental 
KER is always lower than the model with instantaneous ionization would predict. This 
effect can be roughly accounted for in our calculations, if we add one more intermediate 
state and let the classical “particle” move in some average 2/R Coulomb potential 
(roughly approximating the N23+ potential) for a short time, which we introduce as a 
parameter. Varying this parameter we can match the calculated energy at zero delay with 
the experimental value. We reach the best agreement with the experiment when this 
parameter is equal to 5 fs which is about two thirds of the pulse FWHM. 
The results of the calculations and a schematic drawing of the wave packet 
motion on potential curves are presented in Fig. 6.8. Plotting the calculated curves on top 
of the experimental spectra, we can immediately see that even this simple model gives us 
very good insight into the fragmentation process. We identify the intermediate charged 
states by matching asymptotic energies at long delays, and we can also compare the 
shape and curvature of each curve at short delays to decide which individual electronic 
states of each ion may be involved. The dissociation trace, which corresponds to the N22+ 
parent ion, is broad so that several electronic states of the ion can fit inside this feature. 
The density of states is high as can be seen in Fig. 6.8 and many states can be populated 
simultaneously. The analysis is less obvious with the oscillating (bound) part of the 
spectra. The structure that we see at short delays cannot be exactly matched with classical 
oscillations in potential wells. But not being able to find out the frequencies, we still can 
rule out those states that give energies too high or too low in comparison to the 
experimental values. 
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Figure 6.8 Classical model results. (a) Schematic presentation of the wave packet motion on 
potential curves. (b) Classically calculated time dependant KER traces put on top of 
experimental spectrum. Each line corresponds to a certain intermediate electronic state of a 
molecular ion 
 
 
6.2.3 Quantum model: results and discussion 
The next step in modeling nuclear dynamic is to take into account quantum 
effects. From the quantum mechanical point of view the solution of our problem can be 
found by solving the time-dependent Schrödinger equation with a certain potential. It 
accounts for such effects as tunneling through a barrier; initial width and shape and 
spread of a wave packet during its time propagation [127]. Details of the calculation are 
presented in Appendix E. 
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The calculated spectra for the (2,2) channel together with the experimental spectra 
are shown on Figures 6.9, 6.10, 6.11 and 6.12. Panels (b), (c) and (d) of Fig. 6.9 show 
calculated spectra for wave packet evolution on three different electronic states: A3Σg, 
d1Σg and c1∆g. At the starting point of the evolution a wave function is centered at 2.2 au 
(Franck-Condon transition from N2 X1Σg). For the A3Σg and d1Σg the largest part of the 
wave packet goes over the potential barrier and dissociates, but a small part is left in a 
shallow potential well and keeps oscillating.  We also observe weak dissociation traces 
going down to the same asymptotic energy after each oscillation, indicating tunneling 
through the potential barrier. The c1∆g state seems to not have any vibration states but has 
a very shallow depth, which forces a part of the wave packet to bounce once and then to 
completely dissociate. Asymptotic energies for all these states converge to the 
experimental value. 
 
Figure 6.9 Simulated time dependant KER  spectra for various possible dissociation 
pathways (a) experimental spectrum for comparison; (b) N2 → N22+(A3Σg) → N24+ → 
N2++N2+; (c) N2 → N22+(d1Σg) → N24+ → N2++N2+; (d)  N2 → N22+(c1∆g) → N24+ → N2++N2+ 
 
 122
Figure 6.10 Simulated time-dependant KER  spectra for various possible dissociation 
pathways (a) experimental spectrum for comparison; (b) N2 → N22+(a3Πu) → N24+ → 
N2++N2+ ; (c) N2 → N22+(A1Πu) → N24+ → N2++N2+; (d)  N2 → N22+(D3Πg) →N24+ → N2++N2+ 
 
Figure 6.11 (a) Experimental spectrum; (b) simulated time dependant KER spectra for N2 
→ N2+(2Σg+) → N24+ → N2++N2+  dissociation pathway 
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Figure 6.12 (a) Experimental spectrum; (b) simulated time dependant KER spectra for N2 
→ N23+ (4Σg)→ N24+ → N2++N2+ dissociation pathway 
 
There are three more spectra for the N22+ states shown in Fig. 6.10: a3Πu , A1Πu 
and D3Πg. The a3Πu and A1Πu states both have prominent bound parts with large 
amplitude and high energies compared to the experimental spectra. The D3Πg state has a 
flat part to it and some fraction of the wave packet slows down significantly at the energy 
of about 42 eV, which looks very different from what we see in the experiment.  
Fig. 6.11 presents an excellent agreement between the calculated spectrum for the 
wave packet evolution on the 2Σg+ unbound state of N2+ and a faint dissociative trace on 
the experimental plot. Dissociative states of the N2+ ion are highly excited states [124] 
which can be populated with low probability at our experimental conditions. The low 
energy states are bound. Taking any of them as a trial potential in either classical or 
quantum model will result in pure oscillatory spectra with energies much higher than 
those measured in our experiments.  
Fig. 6.12 reveals the origin of the dissociative feature with high asymptotic 
energy. A wave packet launched on the unbound non-Coulombic 4Σg state of the N23+ ion 
follows the same path on KER spectrum as the experimental trace. Among the electronic 
states of the N24+ ion with the lowest dissociation limit, 4Σg was picked as the most 
diverging from the Coulomb 4/R potential according to [126]. All non-Coulombic states 
of N24+ calculated in [126] are unbound and very close to each other in energies and 
shapes. Judging from the width and intensity of the corresponding trace on Fig. 6.12 (a), 
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the intensity of the pump pulse is sufficient to populate all the states that converge to the 
lowest dissociation limit. 
6.2.4 Summary 
The nuclear dynamics in molecular nitrogen following its interaction with laser 
field has been investigated by measuring the kinetic energy release of Coulomb explosion 
fragments as a function of time. For the first time pulses as short as 8 fs were used for 
pump-probe experiments on N2 to thoroughly scan over a large range of delays to observe 
the bound and dissociative motion of nitrogen molecular ions in real time. We studied 
Coulomb charge symmetric and asymmetric break-up channels up to N3++N2+. We 
demonstrated specific details of dynamics for the asymmetric N3++N+ channel and 
supported the idea of two competing ionization mechanism first suggested in [121].  
With simple classical and quantum models we have extracted information about 
intermediate electronic states contributing to the molecular dynamics and fragmentation 
process.  
Our future plans include using the velocity mapping imaging (VMI) technique to 
acquire enough statistics to analyze the bound part of the nuclear wave packet more 
thoroughly. We further intend to use Fourier analysis to extract information about 
vibrational [128] and rotational [72] beat frequencies and bound and quasi bound states 
of nitrogen molecular ions contributing to the nuclear dynamics; and to use angular 
information from the VMI data to distinguish parallel and perpendicular transitions 
between electronic states. 
 
6.3 Oxygen molecule O2 
6.3.1 Experimental results and discussion 
KER spectra for four break-up channels O++O+, O2++O+, O2++O2+ and O3++O+ are 
shown on Fig. 6.13. The main features of these spectra, which are similar to those seen in 
hydrogen and nitrogen, are discussed in section 6.2.1 in context of N2 experiments. For 
the (1,1) channel there is a dissociative trace that starts to be visible below 6 eV and after 
40 fs of delay and goes down to below 3 eV at 200 fs. The high-energy part of the (1,1) 
 125
spectrum represents mostly O+ fragments that are produced by the probe pulse only from 
those neutral molecules that were not affected by the pump. For the (2,1) and (2,2) 
channels we observe time dependent behavior inside the high-energy region. To put our 
discussion into context, we compare O2 spectra with the corresponding spectra for N2. In 
addition to the common features in both molecules, like dissociation traces which start at 
zero delay, one can see that for oxygen parts of the wave packet start their trips down in 
energy later in time, after being bound in some potential well. More specifically, we 
compare the (2,2) channels for nitrogen and oxygen (Fig. 6.13(c)). Unlike in nitrogen, in 
O2 the population is distributed more evenly between dissociative and bound states. An 
immediate guess that one can make is that bound or quasi-bound intermediate states of 
the parent ions are energetically more accessible and easier populated for oxygen than for 
nitrogen at our experimental conditions. Two dissociative traces are also almost equally 
intense and come very close to each other in energy (around 7 eV and 11 eV at 200fs). 
Those dissociative traces that start at later delays come to merge with the 11 eV trace, 
suggesting that electronic states of the same parent O2q+ ion are populated and cause this 
type of dynamics. For nitrogen, to the contrary, the bound part of the spectrum is very 
weak in comparison to the dissociative part and it is also more narrow in energy range; 
the dissociation trace starts at zero delay and any leaking out of the wave packet 
oscillating in potential well is negligibly small, so that it cannot be clearly distinguished 
in the experimental plots. It can be suggested at this point that bound or quasi-bound 
intermediate electronic states are hard to access in our experimental conditions and their 
potential wells are deeper in nitrogen than in oxygen. 
Similar to N2, KER spectra for O2 are taken starting from negative delays. The 
asymmetry of the spectra about zero carries information about different pump and probe 
intensity values, and the influence of those differences on the population distribution of 
the intermediate states.  
The asymmetric (3,1) break-up channel, O3++O+, was also observed in our 
experiment (see Fig. 6.13(d)).  The same phenomenon is observed for oxygen that we 
noted for the nitrogen asymmetric break-up: bright dissociation trace that appears at 0 
delay at around 40 eV goes down to about 18 eV and then disappears completely at the 
same delay of 20 fs. This observation adds up to the conclusion that this phenomenon of 
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charge asymmetric break up is not specific to nitrogen molecule, but it is rather common 
for homonuclear diatomics. 
The next step is to apply our classical and quantum models to extract the 
information about parent ions and electronic states contributing to dynamics we observe 
in the oxygen experiment. 
 
Figure 6.13 Time-dependent kinetic energy release (KER) spectra (integrated over the solid 
4pi angle) for O2 for (a) O++O+; (b) O2++O+; (c) O2++O2+ and (d) O3++O+ breakup channels. 
Pump pulse width - 8fs, intensity - 7×1014 W/cm2; probe pulse width - 8fs, intensity - 11×1014 
W/cm2 
 
 
6.3.2 Classical model: results and discussion 
The description of classical model and detailed calculations are provided in 
section 6.2.2 and Appendix D. Trial potential curves for oxygen are presented in Fig. 
6.14. 
 The results of the calculations and a schematic drawing of the wave packet 
motion on potential curves are presented in Fig. 6.15. The potential curves for the neutral 
molecule and molecular ions were found in references [129-133]. As it is the case with the 
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nitrogen molecule we plot the classically calculated traces on top of the experimental 
spectra for the O2++O2+ channel. As seen in the Fig. 6.15, the upper dissociation trace 
which comes to the energy of about 11 eV after 200 fs can be assigned to some electronic 
states of the doubly charged molecular ion. The lower trace appears to characterize 
dissociation via population of excited states of the singly charged molecular ion. It is 
impossible to model quantum effects of the motion of wave packet, like leaking from 
potential well, in the frame of a classical model. We will discuss quantum simulations in 
the next section. Nonetheless, we tried to model the oscillatory part classically, like we 
did for N2 molecule. Though, it did not allow us to assign a particular state, it did allow 
us to exclude those states which are not in the correct energy range.  
 
Figure 6.14 Several low lying potential curves for the O2 molecule and O2+, O22+, O23+ 
molecular ions. 
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Figure 6.15 (a) Schematic presentation of wave packet motion on potential curves of the O+ 
and O2+ ions. (b) Classically calculated time dependant KER traces put on top of the 
experimental spectrum. Each line corresponds to a certain intermediate electronic state of a 
molecular ion 
 
 
 
6.3.3 Quantum model: results and discussion 
Here I discuss the results of quantum modeling of nuclear wave packet dynamics 
for oxygen. Details of calculations are presented in Appendix E. 
The calculated spectra for the (2,2) channel and the experimental spectra are 
shown in Figures 6.16 and 6.17. Panels (b), (c), (d), (e) and (f) of Fig. 6.16 show the 
spectra for wave packet evolving on five different electronic states of the O2+ ion: 24Πg, 
12Σg, d4Σg, f4Πg and 4∆g correspondingly. At the starting point of the evolution a wave 
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function is centered at 2.4 au (Franck-Condon transition from O2 X3Σg). All of these 
states are exhibiting very similar behavior. They are all dissociative with very shallow 
potential wells which contain a few vibrational states [132]. Therefore, most of the wave 
packet dissociates immediately with about the same asymptotic kinetic energy release of 
5-7 eV, which is observed in our experiments. A small part of the wave packet (orders of 
magnitude smaller: see the color scheme to Fig. 6.16) stays bound for a while but leaks 
out after a few oscillations and dissociates to the same KER. There are four more spectra 
for nuclear wave packet propagation on 11∆u, B3Σu, W3Σu and 11Σu states of O22+ ion (see 
Fig. 6.17). All four of them are characterized by potential wells deep enough to keep 
significant part of the wave function bound and oscillating with the amplitudes and in 
energy range comparable to the experimental values. These states dissociate to the same 
KER of about 11 eV that agrees very well with the corresponding features in the 
experimental spectra.  
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Figure 6.16 Simulated time dependant KER  spectra for various possible dissociation 
pathways (a) experimental spectrum for comparison; (b) O2 → O2+(24Πg)  → O24+ → 
O2++O2+; (c) O2 → O2+(12Σg) → O24+ → O2++O2+; (d)  O2 → O2+(d4Σg)  → O24+ → O2++O2+;  (e)  
O2 → O2+(f4Πg) → O24+ → O2++O2+; (f)  O2 → O2+(4∆g) → O24+ → O2++O2+ 
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Figure 6.17 Simulated time dependant KER  spectra for various possible dissociation 
pathways (a) experimental spectrum for comparison; (b) O2 → O22+(11∆u) → O24+ → 
O2++O2+ ; (c) O2→ O22+(B3Σu) → O24+ → O2++O2+; (d)  O2 → O22+(W3Σu)  →O24+ → O2++O2+; 
(e)  O2 → O22+(11Σu) → O24+ → O2++O2+ 
 
 
6.3.4 Summary 
Here we studied nuclear wave packet dynamics for the O2 molecule initiated by 
the interaction with intense few-cycle near-IR laser pulses. We followed the same 
procedure as we did before with the nitrogen molecule and applied a classical and a 
quantum model to interpret the experimental spectra of time-dependent kinetic energy 
release for symmetric O2++O2+ break up. As it was done with the nitrogen molecule we 
were able to assign each feature of the experimental spectrum to an intermediate 
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molecular ion responsible for the observed dynamics. Unlike in nitrogen, where most of 
the dynamics takes place on electronic states of molecular di-cation N22+, we found that 
mostly dissociative states of singly charged molecular ion and quasi-bound states of 
doubly charged ion participate in the nuclear dynamics of oxygen at our experimental 
conditions. 
 
6.4 Carbon monoxide molecule CO 
6.4.1 Experimental results and discussion 
KER spectra for four break-up channels C++O+, C2++O+, C++O2+ and C2++O2+ are 
shown in Fig. 6.18. The main features of these spectra are common for all diatomic 
molecules studied and described previously [see section 6.2.1]. For the (1,1) channel 
(Fig. 6.18 (a)) there is no visible kinetic energy variation with time. Both (2,1) and (1,2) 
channels (Fig. 6.18 (b), (c)) reveal features that are familiar from previous experiments 
with homonuclear diatomic molecules D2, N2, O2. However, C2++O+ channel is more 
abundant  than C++O2+ because it is easier to make C2+ than O2+ due to its lower 
ionization potential. The C2++O2+ fragmentation channel (Fig. 6.18 (d)) also 
demonstrates time-dependent kinetic energy release; and one can distinguish dissociation 
traces going down to low energy but most of the statistics are concentrated in the region 
between 22 and 30 eV and along dissociative traces up to 30 fs delay.  Similar to N2 and 
O2, KER spectra for CO are taken starting from negative delays and show some 
asymmetry due to the effect of the changing intensity ratio of pump and probe. To 
interpret the experimental results we applied our quantum model to simulate KER time-
dependent spectra for CO, a heteronuclear diatomic molecule. 
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Figure 6.18 Experimental kinetic energy release vs delay between pump and probe spectra 
for break up channels (a) CO → C++O+; (b) CO → C2++O+; (c) CO → C++O2+; (d) (b) CO 
→ C2++O2+. Pump intensity - 9*1014 W/cm2; probe intensity - 14*1014 W/cm2; pulse width -  
8 fs 
 
 
6.4.2 Quantum model: results and discussion 
For calculation of kinetic energy release as a function of time for CO we used the 
same model that was described for the nitrogen and oxygen molecules before. The best 
statistics we acquired in our experiment for the CO → C2++O+ (2,1) channel, thus, we 
simulated the break up on CO3+ curve approximated by corresponding Coulomb potential 
via the CO+ and CO2+ intermediate states. The trial potential curves are presented in Fig. 
6.19. The potential curves for the neutral molecule and molecular ions were found in 
references [134-137]. 
The calculated spectra for the (2,1) channel together with the experimental spectra 
are shown on Figures  6.20, 6.21, 6.22, 6.23 and 6.24. Panels (b), (c) and (d) of Fig. 6.20 
show the spectra for wave packets evolving on the E2Π, D2Π
 
and F2Π
 
electronic states of 
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the CO+ molecular ion. The initial wave packet is a projection of the CO ground state 
wave function; it is centered at 2.1 au (Franck-Condon transition from CO X1Σ+). These 
three states are all purely dissociative, but come to different asymptotic values of energy.  
The trace on panel (c), corresponding to the D2Π state, goes down to approximately 7 eV 
at 200 fs delay and follows one of the dissociative traces in the experimental spectra, 
while the other two seem to have higher asymptotic energies.  
 
Figure 6.19 Selected potential curves for the CO molecule, CO+ and CO2+ ions  
 
States A2Π and C2Σ, corresponding to spectra (b) and (c) on Fig. 6.21, cause 
dissociation of the wave packet to the energy slightly below 5 eV at 200 fs, like we see 
on (a) spectrum, and keep a part of the wave packet bouncing in a well. The oscillating 
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part though does not quite fit any feature that we see in the experiment. In Fig. 6.22, 
neither of the states produces features with energies that correspond to the experimental 
values.  The pure bound state X2Σ produces oscillations in the energy range significantly 
higher than what we observed. Spectrum (c) in Fig. 6.23 models the wave packet 
behavior on the potential curve of the b1Π electronic state of CO2+ and reveals oscillating 
and dissociating features closely resembling those in the experimental spectrum (a). 
Though we are not able to distinguish clearly a structure inside the region between 13 and 
18 eV in the experimental plot, we see that in the simulated spectra the bound part falls 
within the same energy range. Dissociation on the c1∆ potential produces KER vs time 
spectrum which fits the experimental feature with 7 eV asymptote. The other calculated 
spectra in Figures 6.23 and 6.24 simulating the wave packet evolution on the CO2+ 
potential curves do not show a good match to any of the experimental features.   
 
6.4.3 Summary 
To summarize, looking at the experimental KER plots as a function of delay 
between pump and probe pulse and comparing them to the spectra, simulating the 
evolution of the wave packet on potential curves of an intermediate molecular ion, we 
can identify specific features and characterize them as a result of certain dynamics and 
dissociation pathways. The CO molecule is heteronuclear; it is not symmetric about the 
midpoint between nuclei, which makes its dynamics richer and more complex, on one 
hand. On the other hand, the introduced asymmetry makes pathways more 
distinguishable from each other and it is easier to single out an electronic state associated 
with a certain feature on the experimental spectrum than it was for the N2 or O2 
molecules.  
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Figure 6.20 Kinetic energy release as a function of time spectra for CO → C2++O+ 
fragmentation channel (a) experimental; and simulated through different pathways: (b) CO 
→ CO+(E2Π) → CO3+ → C2++O+, (c) CO → CO+(D2Π) → CO3+ → C2++O+, (d) CO → 
CO+(F2Π) → CO3+ → C2++O+ 
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Figure 6.21 Kinetic energy release as a function of time spectra for CO → C2++O+ 
fragmentation channel (a) experimental; and simulated through different pathways: (b) CO 
→ CO+(A2Π) →CO3+ → C2++O+, (c) CO → CO+(C2Σ) → CO3+ → C2++O+, (d) CO → 
CO+(B2Σ) → CO3+ → C2++O+ 
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Figure 6.22 Kinetic energy release as a function of time spectra for CO → C2++O+ 
fragmentation channel (a) experimental; and simulated through different pathways: (b) CO 
→ CO+(G2Π) → CO3+ → C2++O+, (c) CO → CO+(X2Σ) → CO3+ → C2++O+, (d) CO → 
CO+(H2Π)→ CO3+ → C2++O+ 
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Figure 6.23 Kinetic energy release as a function of time spectra for CO → C2++O+ 
fragmentation channel (a) experimental; and simulated through different pathways: (b) CO  
→ CO2+ (3Σ−)→ CO3+ → C2++O+, (c) CO  → CO2+ (b1Π)→ CO3+ → C2++O+, (d) CO → CO2+ 
(c1∆)→ CO3+ → C2++O+ 
 
 140
Figure 6.24 Kinetic energy release as a function of time spectra for CO → C2++O+ 
fragmentation channel (a) experimental; and simulated through different pathways: (b) CO 
→ CO2+ (A3Σ+)→ CO3+ → C2++O+, (c) CO → CO2+ (3∆)→ CO3+ → C2++O+, (d) CO → CO2+ 
(d1Σ+)→ CO3+ → C2++O+ 
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CHAPTER  7 – Effects of laser pulse duration and intensity on 
Coulomb explosion of CO2: signatures of charge-resonant 
enhanced ionization 
7.1 Introduction 
In the previous chapters of this dissertation we showed that an ultrafast molecular 
dynamics can be studied using femtosecond laser pulses in combination with the 
Coulomb Explosion Imaging (CEI). The processes of molecular ionization, excitation to 
different electronic states of molecular ions and dissociation are initiated in a target 
molecule with the laser pulse, and products of reaction between the molecule and light 
are collected and analyzed.  
CEI is an experimental technique that allows reconstruction of the molecular 
geometry and orientation at the moment of the explosion by measuring full 3D momenta 
of its break-up fragments. It is assumed that the fragment ions interact via pure Coulomb 
potential. To follow structural transformations of a small molecule in time we have to use 
pulses, which are shorter than a characteristic time of the nuclear dynamics for a 
particular molecule. In several experimental studies of diatomic molecules like N2 and I2 
with pulses of 50 fs to 2 ps, the energies of emerging charged fragments were measured 
to be significantly lower than corresponding Coulomb explosion energies expected from 
the equilibrium geometry of a neutral molecule [67, 138]. These kinetic energies were 
found to be a certain fraction of the Coulomb energy independent of the charged state of 
a parent molecular ion [67]. A simple explanation suggests that the molecular ion relaxes 
to a critical value of internuclear distance, where it quickly ionizes to different charged 
states. This phenomenon is called charge-resonant enhanced ionization (CREI). A model 
was created for diatomic [14, 69] and extended to triatomic molecules [139, 140] which 
reproduced and predicted experimental results very well for the diatomic ones [36]. The 
model predicts strong enhancement of the ionization rate at the critical internuclear 
distance. The molecular ionization is qualitatively different from the atomic ionization. 
Unlike in an atom, in a molecule an electron experiences multi-well ionic potentials and 
it can be localized at one of the nuclei and then escape via tunneling through the inner 
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barrier into the continuum. Intuitively, it should not be different for molecules consisting 
of any number of atoms. However, there is still no direct experimental evidence of the 
CREI-like phenomenon in triatomic molecules. In previous studies, it was established 
that for the CO2 molecule, similar to diatomics, fragmentation in experiments with pulses 
of 50-150 fs duration yields the experimental kinetic energy releases which are 
considerably lower than the expected Coulomb energies [141, 142]. This result can be 
attributed either to the screening effect caused by an electronic rearrangement around 
nuclei (they repel each other with lower effective charge) or to the enhanced ionization. 
In the work of K. Zao et al [140] the authors relate the two mechanisms through the 
charge defect parameter which depends on the charge state and the ratio between the 
critical distance and the equilibrium bond length. They claim that the screening model 
can account for the severe bending of the geometry by taking into account the time it 
takes for an electron to return to the ion core in the rescattering process. Both the critical 
distance model and screening mechanism give explosion energies close to the 
experimental values. On the other hand, as the bond angle decreases a discrepancy in 
behavior of the two models appears: the charge defect is supposed to decrease and the 
critical distance is independent of the angle. Bending of the molecular geometry during a 
fragmentation process was studied theoretically and experimentally [143, 144]. 
Hishikawa et al [143] measured the bending amplitude as a function of a charged state of 
CO2z+. They found that higher charge states lead to smaller bending amplitudes, which 
was explained by the fact that ionization is more efficient for a linear configuration. 
However, they reported bending amplitudes as highs as ~400 for the CO2z+ states (3 ≤ z ≤ 
6) (compared to 12.50 amplitude for the CO2 ground state). The theoretical work by Kono 
et al [144] supports the experimental evidence of a bond stretching in CO22+ being 
accompanied by the large amplitude bending of about 400, which they claim to be 
responsible for the measured structures of the CO23+ molecular ion. In the work of 
Brichta et al [145], 50 fs pulses and a full momentum imaging technique were employed 
to explore a multichannel fragmentation of CO2 charged states up to CO26+ and the 
molecular geometry before the explosion was reconstructed. The authors claim that their 
experimental data on the C-O bond length dependence on fragmentation channel 
qualitatively agree with the enhanced ionization model. They suggest that judging from 
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their results on bending of the molecular skeleton, the molecule spends longer time in the 
states of the doubly and singly charged ion than in the higher charge states. The bending 
angle distribution they measured did not agree quantitatively with that reported in [143, 
144], which the authors attribute to the imperfection of the techniques that were used 
before. Nevertheless, the previous studies with pulses longer than 50 fs suggest that 
electronic states of CO22+ are responsible for the geometry bending measured for higher 
charged states and that the enhanced ionization takes place at some critical distance 2-3 
Re (equilibrium C-O bond for the CO2 neutral molecule) due to the dynamics on the 
CO22+ potential energy surfaces. 
In this study, we obtained an experimental evidence of the charge-resonant 
enhanced ionization by measuring characteristic observables for Coulomb break-up 
channels of molecular ions up to CO26+ initiated by pulses in a wide range of durations 
(from 7 to 200 fs). From our data we extracted a value of the critical C-O bond length as 
2.2 Angstrom and calculated the molecular geometries. We also claim that the charge 
state responsible for the dynamics followed by CREI is the molecular tri-cation CO23+. A 
quantum mechanical calculation suggests that among the electronic states of CO23+ there 
are gerade and ungerade ones, which can be coupled with one 800 nm photon, when the 
C-O internuclear distance reaches 2.2 A. This allows us to propose an analogy with the 
well-studied CREI phenomena in the H2+ molecular ion. 
 
7.2 Experimental setup 
The experiments were performed at the Advanced Laser Light Source (ALLS) 
located at INRS-EMT in Varennes, Quebec in collaboration with experimental groups of 
Prof. Francois Legare (INRS-EMT) and Prof. Joseph Sanderson (University of 
Waterloo).  The techniques and setup we used there are very similar to those employed 
for the experiments at JRM Laboratory at Kansas State University. Briefly, few-cycle 
laser pulses were generated using the standard approach based on the spectral broadening 
in a hollow core fiber and the dispersion compensation using chirped mirrors. We 
pumped the hollow core fiber with 35 fs laser pulses of 0.3 mJ energy at 5 kHz repetition 
rate (Dragon laser system, KMLabs, Boulder, USA).  The resulting few-cycle pulses had 
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the maximum energy of 150 µJ. The dispersion compensation was achieved using 
commercially available chirped mirrors together with a pair of fused silica wedges 
(Femtolasers, Vienna, Austria). Using an interferometric autocorrelator, the pulse 
duration was measured to be 6.5 fs.  Linear polarization is fixed after the capillary using 
two germanium plates at the Brewster angle.  In combination with a half wave plate 
positioned before the hollow core fiber, the energy per pulse can be precisely controlled.  
The few-cycle laser pulses were focused by a parabolic mirror (f = 10 cm) on a well-
collimated supersonic jet of target molecules inside a uniform-electric-field ion imaging 
spectrometer. The resulting atomic fragments are detected and their full 3D momenta are 
determined using a time- and position-sensitive delay-line anode detector at the end of 
the spectrometer (RoentDek Handels GmbH).  The direction of the supersonic jet, the 
laser beam propagation axis, and the time-of-flight axis of the spectrometer are 
orthogonal to each other. To achieve longer pulse durations (35, 55, 100 and 200 fs) we 
avoided the spectral broadening in the fiber by pumping it to the atmospheric air pressure 
and used an acousto-optic programmable dispersive filter (DAZZLER) on the entrance to 
the amplifier of the laser system to apply necessary amount of GVD (group velocity 
dispersion).  
7.3 Results and discussion 
In the experiment we analyze atomic fragments in the triple coincidence: (Ok+ Cq+ 
Ol+) ions are identified as resulting from the Coulomb explosion of a single molecular ion 
if their total momentum is close to zero (< 5×10−23 kg×m/s). 
 All momenta and energies can be calculated from the classical equations of 
motion. In our study we concentrate mostly on CO23+ and CO26+  molecular ions and 
resulting symmetric channels O++C++O+ (111) and O2++C2++O2+ (222). 
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Figure 7.1 Mass spectra for the CO2 Coulomb explosion fragments: (a) pulse length - 200 fs, 
intensity 2*1014 W/cm2; (b) pulse length - 7 fs, intensity 20*1014 W/cm2; Ratio of the C+ to 
C2+ peak areas is about 1.9 for both (a) and (b) 
 
In Fig. 7.1 mass spectra produced from calibration of time-of-flight spectra are 
presented. The peaks indicating charged states of C and O atoms are labeled. The ion 
yield is normalized to the height of the C2+ peak. Panel (a) corresponds to the 200 fs pulse 
duration and panel (b) corresponds to the 7 fs pulse. For the two spectra the ratio of areas 
under the C2+ and C+ peaks is the same, but to produce that high doubly charged ion yield 
with the 7 fs pulse we had to increase the intensity ten-fold in comparison to 200 fs. It 
means that the long pulse even of low intensity can easily produce doubly charged atomic 
fragments. This fact is the first experimental hint of the enhanced ionization in carbon 
dioxide: the molecular ion dissociating by a long pulse has enough time to extend the C-
O bond length to the critical value where it easily ionizes to higher charged states. 
Contrary to that, with the shortest pulse the molecule Coulomb explodes before C-O 
reached the critical length and high intensity is needed to produce CO26+ within the 7 fs 
pulse duration.  
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Figure 7.2 Angular distribution dN/dθ for O2+ fragments of CO2 Coulomb explosion for 3 
different pulse durations: filled circles (green curve) – 200 fs; hollow circles (red) – 35 fs and 
hollow  triangles (black) – 7fs 
 
Fig. 7.2 shows the angular distribution of uncorrelated O2+ fragments for three 
different pulse lengths of 7, 35 and 200 fs. Measured is the probability dN/dθ for the O2+ 
fragments as a function of θ angle between the polarization direction (time-of-flight axis) 
and velocity vector of the ions. For the 200 fs pulse the probability is characterized by 
two sharp peaks at 150 and 1650 and near zero probability for the direction perpendicular 
to the molecular axis. A molecule with its axis aligned parallel to the laser polarization 
has a significantly higher probability to explode than a molecule with any other 
orientation [36]. For the 7 fs pulse duration the peaks are at about 300 and 1500 and not as 
sharp; the probability smoothly decreases and it is distinctly non-zero even at 900. These 
observations support the idea of the CREI-like phenomenon. It is known that linear 
molecules are often easier ionized when they are oriented along the field polarization 
axis, because the dipole created by the field is larger in this case than for any other 
direction, and an electron is easier localized on one of the nuclei. In other words, the 
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coupling of two charge-resonant states to the field is strongest along its polarization 
direction; the field acts over a longer distance, and therefore, the enhanced ionization 
which happens at a particular combination of the electric field and internuclear separation 
(critical values) is strongly peaked along the polarization direction [146]. In Fig. 7.2 we 
see that the angular distribution for the 200 fs pulse is very directional: molecules mostly 
dissociate parallel to the field. But for the 7 fs pulse the fragments are more uniformly 
distributed over all angles, meaning that the molecules exploded by the laser pulse can 
have different orientations in respect to the laser field. 
 
Figure 7.3 Total kinetic energy distribution for (a) CO23+ → O++C++O+; (b) CO26+→ 
O2++C2++O2+ Coulomb explosion channels. Each curve corresponds to a certain pulse 
length: filled circles (black curve) – 7 fs; hollow circles (red) – 35 fs; filled triangles (green) – 
55 fs; hollow triangles (blue) – 100 fs; hollow squares (magenta) – 200fs 
 
Fig. 7.3 presents the total kinetic energy measured for the (111) (Fig. 7.3 (a)) and 
(222) (Fig. 7.3 (b)) channels for five pulse durations. The KER of CO23+ → O++C++O+ 
fragmentation is about 23 eV independent of the pulse duration. The three electrons are 
removed sequentially by the pulse independent of its duration; therefore the break-up 
happens at about the same internuclear C-O separation for all pulse lengths. The 
Coulomb explosion energy (CE) of the CO2 equilibrium structure calculated for the (111) 
channel is 31 eV [142], which is about 8 eV higher than the measured value. The 
reduction in energy can be explained by two following factors. Firstly, the electrons are 
not removed instantaneously and the molecule has time to stretch a little between 
ionization events. The second reason is related to the ionization rate dependence on an 
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internuclear distance. Even in an instantaneous transition of a wave packet to the higher 
state its depletion is R-dependent, and after the transition the initial shape of the wave 
packet is distorted [78]. Such wave packet distortion towards larger internuclear 
separations following three consecutive tunnel ionizations will result in longer average 
bond lengths and lower KER. For the channel CO26+ → O2++C2++O2+ in Fig. 7.3(b) we 
observe a striking feature: for the 7 fs pulse duration the fragment ions are the most 
energetic with a maximum at 111 eV which is very close to the Coulomb explosion 
energy expected from the equilibrium geometry of 124 eV (90%). However, for the next 
closest pulse duration of 35 fs the KER is only around 80 eV (65% of CE) and the KER 
is shifted to even smaller energies for every other pulse length with very close values (64-
65 eV) for 100 and 200 fs. From this plot it is evident that for pulses longer than 7 fs the 
fragmentation mechanism is different than for the shortest pulse. The total energy peaks 
are very close to each other for 35 to 200 fs and far from the Coulomb energy value. It 
means that the ionization of CO23+ to CO26+ and subsequent break-up into the (222) 
channel occur in a narrow range of C-O bond lengths. This bond distance corresponds to 
the critical internuclear distance, and is independent of the pulse duration. 
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Figure 7.4 Kinetic energy release to the Coulomb energy ratio as a function of the pulse 
duration for channel (111) – red line with filled triangles; (222) – dark blue line with filled 
circles; (112) – purple line filled squares; (212) cyan line hollow squares and (122) – blue 
line with hollow triangles 
 
We also analyzed the data on channels CO24+ → O++C++O2+ (112), CO25+→ 
O2++C++O2+ (212) and CO25+ → O++C2++O2+ (122). Though the statistics is not as good 
as for the (111) and (222) channels, it allowed us to determine the dependence of the ratio 
between KER and the Coulomb energy (CE) on the pulse duration for each channel (see 
Fig. 7.4). One can observe the same tendency of very slow increase of the ratio 
(k=KER/CE) as the pulse duration decreases from 200 to 100 fs; then it increases more 
significantly as the pulse shortens to 35 fs, and finally there is a jump up to almost 100 % 
for the 7 fs pulse for all the channels except (111). This behavior of the ratio also 
supports the idea of the dominance of the enhanced ionization mechanism, which can be 
turned off only with very short pulses. The fact that the (111) channel exhibits a different 
behavior and the corresponding curve is flat with the energy ratio slightly above 70 %, 
indicates a different mechanism. The (111) channel is the product of dissociation of the 
CO23+ state whereas all the other channels are produced from higher charged states. 
 150
Independent of the pulse duration, the molecular tri-cation dissociates with the same 
energy, corresponding to the dissociation limit of the contributing electronic states, 
bringing us to the conclusion that there is no critical bond length for ionization of the 
CO2+ and CO22+ molecular ions. 
 The experimental data bring us to the conclusion that molecular dynamics on the 
CO23+ potential energy surfaces is responsible for the phenomenon analogous to the well-
known CREI observed and described for the hydrogen molecule [14].  
 
7.4 Geometry reconstruction 
It is possible to reconstruct a molecular geometry from our momentum triple 
coincidence data. The calculations were performed by our collaborator J. P. Brichta 
(University of Waterloo, Canada).  A simplex algorithm was used to reconstruct 
molecular geometries at the moment before the explosion. Positively charged ions of the 
appropriate mass and charge (Ck+ and Om+) are placed at rest at guess positions and 
interact via repulsive Coulomb potential. Following the time integration of the classical 
equations of motion, the calculated asymptotic momenta are compared to the 
experimental momenta, and, based on the degree of agreement; the guess geometry is 
adjusted accordingly. An early version of this algorithm was used in the work on CO2 
[145] with 50 fs laser pulses. Recently, this algorithm has been refined and presented in 
detail in reference [147]. 
The results of calculations are presented in Fig. 7.5. Each panel of the figure 
corresponds to a certain pulse duration. Distance in angstroms is on X and Y axes; the 
center of mass of the carbon and one of the oxygen nuclei is put at (X;Y) = (0;0) and the 
other oxygen is placed on the Y = 0 line. The distribution of all possible locations of C 
and O nuclei is indicated by hollow circles around most probable positions connected 
with solid lines. The solid curve on each panel is showing the distribution for a horizontal 
coordinate of the second O nucleus. For the 100 fs pulse duration the C-O bond length 
reaches 2.2 A and stays the same for 200 fs, whereas for 7 fs it is only 1.2 A which is 
very close to the equilibrium value of 1.15 A. One can see that with a long pulse the C-O 
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bond stretches to twice the equilibrium length before the Coulomb explosion due to the 
dynamics on the CO23+ potential energy surfaces. 
 
Figure 7.5 Calculated CO2 structures at the moment of the CO26+→ O2++C2++O2+ Coulomb 
explosion. Each panel corresponds to a certain pulse length: (a) 7 fs; (b) 35 fs; (c) 55 fs; (d) 
100 fs; (f) 200fs. Center-of-mass between C and left O nuclei is fixed at (0;0); probability 
distributions of C and O positions are represented by hollow squares and circles around 
most probable positions connected with lines. Second O nucleus is placed on the (R;0) line; 
probability distribution of its horizontal coordinate is shown in black curve with filled area 
under it 
 
The analysis of channels (222) and (111) in the CO2 break-up points to the 
conclusion that the CO23+ molecular ion is an intermediate state which undergoes a 
CREI-like process at the 2.2 A critical C-O distance. To investigate the details of this 
dynamics several low-lying 1D Born-Oppenheimer potentials for the carbon dioxide tri-
cation were calculated by our collaborators from Prof. Andre Bandrauk’s group 
(Universite de Sherbrooke) using linear combinations of atomic orbitals. Fig. 7.6 presents 
the two lowest 1D potentials for CO23+ (left panel) together with H2+ gerade and ungerade 
potentials (right panel). When the molecule is in its equilibrium geometry and the C-O 
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bond length is about 1.15 A, about 16 eV of energy (which is more than 10 photons of 
800 nm laser pulse) is needed to couple the bonding 5σg and anti-bonding 4σu orbitals. 
With an increase of the C-O length, the energy gap is narrowing down until it reduces to 
about 1.5 eV (1 photon) at the 2.2 A internuclear distance. The shapes of molecular 
orbitals at the equilibrium and the critical internuclear distances are also shown in 
Fig.7.6; their overlap defines the probability of the electronic transition. This picture is 
similar to the dynamics on hydrogen molecular ion gerade and ungerade curves: CREI is 
observed at the critical internuclear distance of about 2.6 A, where the energy difference 
between the two potentials is about 1.5 eV.  
 
Figure 7.6 Gerade and ungerade states for (a) H2+ ion; (b) CO23+. For the tri-cation of 
carbon monoxide shapes of molecular orbitals at the C-O equilibrium and critical bond 
length are shown 
 
7.5 Summary 
To summarize, we studied the effect of pulse duration and intensity on the three-
particle fragmentation of the CO2 molecule. Particularly, we focused on the CO23+ → 
O++C++O+ and CO26+→ O2++C2++O2+ break-up channels. The measurements of mass 
spectra, kinetic energy and angular distribution of fragments showed a signature of a 
CREI-like phenomenon at the 2.2 A C-O bond length. This enhanced ionization is the 
dominant multiple ionization mechanism responsible for production of CO2n+ ions with n 
> 3 for long pulses (≥ 100 fs). The dissociation of the molecular tri-cation CO23+ does not 
exhibit any CREI-like dependence of KER on a pulse duration, thus indicating that the 
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tri-cation is, in fact, the intermediate state experiencing CREI. This conclusion is 
supported by a quantum chemical calculation of energies for the gerade and ungerade 
states of CO23+. The molecular structure before the O2++C2++O2+  Coulomb explosion 
was also reconstructed with sub-0.3 A spatial resolution for five different pulse lengths in 
the range from 7 to 200 fs using the experimental momenta measured for triple-
coincidence events. The reconstructed geometries were found to support the idea that the 
shortest pulse of 7 fs explodes the molecule from near equilibrium geometry. The 
CO23+  lowest gerade and ungerade potential curves are shown to exhibit R-dependent 
behavior similar to H2+ molecular ion states, which cause the enhanced ionization 
through the charge resonant transition (σg → σu) in the laser field. 
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Appendix A - Temperature of the molecular jet 
The resolution of the measured momentum and translational temperature of the 
gas jet are related through the Maxwell-Boltzmann distribution. It describes the 
probability of particle momentum (magnitude or direction) being measured around a 
certain value as a function of temperature in gases. Distribution for the z-component of 
momentum pz can be written down as: 

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where M is the mass of a particle KB is the Boltzmann constant and T is the temperature. 
For the temperature measurement we used our standard setup (Fig. 2.1) with the 
laser beam going to the chamber instead of being split in the interferometer. We 
performed the measurements of the longitudinal momentum distribution (along jet 
direction) of the D2+ and H2+ ions. A polarization of the beam was made horizontal (along 
the spectrometer axis). The extracting voltage was as low as 3 V/cm. The data were taken 
for three different backing pressures of each gas.  
In Fig. A.1 there are sets of data for deuterium and hydrogen for a single gas 
backing pressure. Each momentum distribution is characterized by two peaks. The broad 
peak is due to hydrogen and deuterium molecules from the “hot” background in the 
COLTRIMS chamber. Origin (OriginLab software) fitting tool was used to fit normal 
distribution function to both peaks with: 
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Fitting parameter ∆ is related to FWHM ∆p  
)4ln(/2 p∆=∆
 (A.3) 
Extracting ∆ for each peak and comparing it to the corresponding part of the equ. (1) one 
can find the temperature of the jet at the given pressure. The background peak width and 
temperature, obviously, do not depend on the backing pressure. 
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Figure A.1 Experimental transversal momentum distribution (black curve with 
squares) and fitted normal distribution (red and blue curves) for (a) D2+ ions, 
backing pressure is 12 psi and (b) H2+ ions backing pressure is 10 psi. Blue line fits 
the peak corresponding to ions coming from the jet and red line is the one for D2+ 
and H2+ from the chamber background 
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2
 (A.4a) 
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pT )4ln(4
2∆
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 (A.4b) 
When put on the same plot, the three measurements give a linear dependence of 
the jet temperature on backing gas pressure as can be seen in Fig. A.2. Linear fit was 
performed in the Origin (OriginLab). 
From the background peak fit we extract the temperature of the hydrogen and 
deuterium molecules in background. As it was expected, the temperature of the 
background was close to the room temperature (~300 K) and did not depend on the 
backing pressure. 
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Figure A.2 Experimental data (black curve with squares) and linear fit (blue line) 
for jet temperature dependence on backing pressure for (a) deuterium and (b) 
hydrogen. 
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Appendix B - Data analysis subroutine 
Figure B.1 Analysis subroutine: page 1 
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Figure B.2  Analysis subroutine: page 2 
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Figure B.3 Analysis subroutine: page 3 
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Figure B.4 Analysis subroutine: page 4 
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Figure B.5 Analysis subroutine: page 5 
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Figure B.6 Analysis subroutine: page 6 
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Figure B.7 Analysis subroutine: page 7 
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Appendix C - Numerical simulations of the field-free rotational 
wave packet dynamics 
The calculations are similar to those described in the Ref. [83]. First, we 
numerically solve the time-dependent Schrödinger equation which describes the 
interaction of a neutral molecule in the ground vibrational state with a laser pulse through 
the non-resonant ac Stark shift: 
),(]cos)([),( 22 ttUBti ϑψϑϑψ −= J
 (C.1) 
where θ is the angle between the laser field polarization direction and the molecular axis, 
J is the angular momentum operator, B is the rotational constant of the molecule and U(t) 
is the effective time-dependent interaction potential: 
)()cos(
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where ∆α and α⊥ are the polarizability anisotropy and the polarizability component 
perpendicular to the molecular axis, and E(t) is the electric field strength which is taken 
in the shape of a Gaussian pulse envelope of duration τ. We used the same pulse peak 
intensity and duration which were estimated for the actual pulse in our experiments.  
Numerical integration of the TDSE by the finite differences method is done in the 
basis of rotational eigenstates of the rigid rotor | J, M 〉 over the time interval of 10τ 
centered on the peak of the pulse. Starting with a pure single rotational state the 
integration yields populations and phases of all rotational states involved in the resulting 
coherent superposition 
 
∑=
J
J MJa ,0ψ
 (C.3) 
where aJ are the complex amplitudes for each rotational state. This wavepacket is then 
subjected to field-free evolution: 
 175
∑ −=
J
tEi
J MJeat J ,)( )/( hψ
 (C.4) 
2)]1([)1( +−+= JJDJBJEJ  (C.4a) 
where EJ are the energies of a rotor including the centrifugal distortion term. To compare 
the simulation to our experimental data we extracted the same observable that we 
measured - <cos2θ> the average cosine squared of the angle between the molecular axis 
and the polarization direction of the pulse: 
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where φJ,J+2 is the phase difference between the J and J+2 states at the start of the 
evolution, and ∆ωJ,J+2 are the frequency differences between rotational states 
characterized by rotational quantum numbers J and J+2. 
To account for a finite initial rotational temperature of the target we summed the 
results obtained for different initial rotational states weighted by the Boltzmann 
population of each state for a given rotational temperature: 
∑∑ ><
−
=
M
MJ
J
J
T Q
kT
E
,
22 cos
]exp[
cos ϑϑ  (C.6) 
 
where Q is the partition function. The thermal averaging is done separately for each spin 
form (ortho and para) of H2 and D2, with each form being allowed only even or odd 
values of J. Thus for H2 (nuclear spin - ½) ortho form (total spin - 1) can be only in J = 
1,3,5,.. and para (total spin – 0) in J = 0, 2, 4,.., with ortho to para ratio of 3:1. For D2 
(nuclear spin – 1) ortho form (total spin – 0 or 2) can be in even J states, while para (total 
spin – 1) only in odd J states, with ortho to para ratio of 2:1. Contributions from ortho 
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and para spin forms were added together with proper weights for H2 and D2, to produce 
the calculated traces of <cos2θ>. 
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Appendix D - Molecular fragmentation: classical model 
Using one electronic state of a molecular ion at a time, we start a wave packet on 
a potential curve at an internuclear distance Re=2.2 au which is the equilibrium position 
for the neutral nitrogen molecule. In this case we have an accelerated motion in the 
known potential V(R) with known initial conditions (R(t = 0) = Re, v(t = 0) = 0). It is 
possible to calculate the time and kinetic energy corresponding to each wave packet 
position. For that we use classical dynamics equations for the acceleration (D.1), position 
(D.3), time (D.4) and the energy conservation law (D.5). 
dR
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2
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=µ
 is the reduced mass for a homonuclear diatomic molecule 
For very small step ∆R we use the trapezoid rule: 
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 To calculate the kinetic energy release we add the Coulomb explosion energy for ion 
fragments at internuclear distance R.  
)())((
21
tR
qq
tRCE =
, (D.6) 
)()()( tCEtKEtKER += . (D.7) 
To compare results to the experiment one needs to plot the calculated curves on top of the 
experimental KER spectra. 
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Appendix E - Molecular fragmentation: quantum model 
 From the quantum mechanical point of view, we solve a problem of the wave 
packet propagation on one-dimensional Born-Oppenheimer potential curves. This time 
the propagation was performed by solving the time-dependent Schrodinger equation on a 
numerical grid using the Crank-Nicholson scheme. 
In atomic units TDSE for a nuclear wave function has a form 
),(ˆ),( tRHtR
t
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∂
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, (E.1) 
where ),(ˆˆˆ tRVTH += , V(R) is the time independent Born-Oppenheimer potential, Tˆ
is the kinetic energy operator 
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µ - is a reduced mass of the two nuclei. 
Equation (E.1) can be integrated to find Ψ(R,t): 
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τˆ is the time-ordering operator. 
As the potential in our case is time-independent, this integration comes to a 
simple form: 
( ) ),(ˆexp),( 0tRtHitR Ψ−=Ψ , (E.4) 
( )tHi ˆexp −
 is called the time evolution operator. Ψ(R,t0) is the initial wave packet 
which we choose to be the wave function of the neutral molecule ground state. 
To calculate Ψ(R,t) for a small time step later Ψ(R,t+∆t) one can make use of the Cayley 
scheme which is the method of discretization in time. For a small time step ∆t: 
( ) ),(ˆexp),( 00 tRtHittR Ψ∆−=∆+Ψ , (E.5) 
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and using Taylor expansion around ∆t 
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The finite differencing in space coordinate can be combined with the Cayley 
scheme to solve equation (E.1) for the one-dimensional case iteratively.   
For free propagation the Hamiltonian has a form: 
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The numerical second derivative in the kinetic energy operator can be expressed, 
using a three-point formula (Abramowitz), in a form: 
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. (E.10) 
And the discretized kinetic energy operator has a form of a tridiagonal matrix: 
)2(
2
1)( 1,,1,2 +− +−∆−= jijijiijR RT δδδµ . (E.11) 
For the case of one dimensional system only the diagonal potential term is added 
to the tridiagonal kinetic energy matrix 
ijijR VTH δ+= )ˆ(ˆ . (E.12) 
The combination of the Cayley scheme for discretization in time (equ. (E.8)) and 
finite differencing method for spatial derivative (equ. (E.10)) is known as the Crank-
Nicholson propagation and used for solving TDSE for the nuclear wave packet 
propagation on one of the potential curves of a molecular ion. 
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In our simple QM model a laser pulse is short and does not couple the potential 
curves. After removal of one or two electrons from the neutral molecule N2 at time t0 = 0 
the ground state wave packet undergoes a Franck-Condon transition on one of the curves 
of the N2+ or N22+ molecular ion. There field free time propagation starts. After some 
delay, the probe pulse removes more electrons to Coulomb explode the ion into N2++N2+. 
To take into account the fact that these electrons are not removed instantaneously by the 
laser pulse of a certain width, we let the wave packet evolve on an intermediate N23+ 
state. The time of propagation on that state is a parameter in our model which we vary to 
match the calculated KER with the experimental value.  
To calculate KER as a function of time we project Ψ(R,t) onto the Coulomb radial 
(l=0) wave function Φc(E,R). KER then is given by Franck-Condon factor [148]: 
2
0
* ),(),()( dRtRREtKER C ΨΦ= ∫
∞
. (E.13) 
To perform the described calculations we adopted the FORTRAN code from the 
dissertation of Th. Niederhausen [149]. 
 
