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BUSINESS INTELLIGENCE EFFECTIVENESS AND CORPORATE 
PERFORMANCE MANAGEMENT: AN EMPIRICAL STUDY  
 
Abstract 
Business intelligence (BI) technologies have received much attention recently from both academics 
and practitioners, and the emerging field of Business Analytics (BA) is beginning to generate 
academic research. However, the impact BI and the relative importance of the related field of BA 
on corporate performance management (CPM) has not yet been investigated. To address this gap, 
we modelled a CPM framework based on the Integrative model of IT business value and on 
information processing theory, and subsequently conducted a global survey of senior managers in 
337 companies. Partial least squares was employed to analyse the survey data. Findings suggest 
that the more effective the BI implementation, the more effective the CPM-related planning and 
analytic practices. BI effectiveness is strongly related to BA, planning and to measurement. BA 
effectiveness in contrast, is strongly related to planning but less so to measurement. The study 
suggests that although both BI and BA contribute to corporate management practices, the 
information needs are different based on the level of uncertainty versus ambiguity characteristic 
of the management practice.    
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INTRODUCTION 
 
Making key strategic decisions in a dynamic business environment is a challenge faced by many 
organizations today.  Although most organizations today perform well in applying management 
systems in the areas of budgeting, financial and management reporting, and business intelligence 
analysis, the use of such systems for corporate-level decision making is not as prominent. A 
corporate performance management (CPM) system is a tool that can help organizations address 
this challenge. These systems combine management practices and information technologies (IT) 
to enable organizational performance [22; 93]. Corporate-level management practices determine 
organizational success because they set the organization’s strategy and enable its execution [93]. 
For example, case studies of Nortel, Circuit City, and Kodak [52; 77; 83] show that poor 
information processing and analysis, particularly with respect to corporate planning, played a 
significant role in the failure of these former Fortune 500 companies. Business Intelligence (BI) 
technologies are thought to support CPM [56], yet, while research suggests that BI can help 
improve the effectiveness of operational processes [2; 20; 28], its impact on management practices 
has been less studied [113].  
 
Organizations have used data to make informed decisions for over 200 years. For example, 
companies such as Standard Oil and Carnegie Steel in the late 1800s made extensive use of data 
to improve performance [103]. Since then, analytic methods such as the use of financial ratios and 
operations research have been adopted by many firms. In today’s organizations, the growth of 
advanced analytics using large volumes of data has led to the creation of advanced analytics 
functions (which we will refer to as Business Analytics or BA). These practices involve 
approaches, such as data mining, that look for patterns not discernible using standard BI tools.  
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Despite the recent shift towards the term Business Intelligence and Analytics [e.g., 8], traditional 
BI systems often deliver aggregated data while the statistical methods employed in BA tend to use 
raw data. Furthermore, it has been argued that organizational needs related to analytic information 
differ from those related to more transactional information [46; 101]. Therefore, differences exist 
between these two analytic approaches which suggests that a BI system that extracts and 
transforms transactional information might not necessarily support BA practices.  
 
Key corporate-level management practices include planning, measurement and analysis [93; 107].  
While the BI system might not necessarily support BA due to the different types of information 
and technologies used, we would expect that the BI system would strongly support planning and 
measurement. Not all BI systems deliver the capability needed by decision makers [31].  
Therefore, exploring the relationship between BI system effectiveness and the effectiveness of 
corporate-level management practices would provide an indication of the importance of these 
systems for CPM.  
 
The emerging practice of BA could be considered a management practice that relies on the BI 
system but also influences the other management practices of planning and measurement. Since 
BA typically relies on raw data for statistical modelling purposes however, we would expect that 
BA and the BI system influences planning and measurement management practices in different 
ways.  
 
Based on the above reasoning, our research questions are as follows: 
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1. What is the relationship between the effectiveness of BI system implementation and the 
effectiveness of corporate-level management practices?   
2. To what degree does the BI system influence the BA practice in organizations?  
3. What is the relative importance of the BI system versus BA for corporate-level 
management practices? 
 
Addressing these questions would advance the BI value literature by examining the impact of BI 
on corporate-level management practices. In addition, assessing the relative impact of BA within 
CPM adds to the growing literature on the use of BA in organizations.  From a theoretical 
perspective, we extend empirical work on the Integrated Model of IT Business Value to the 
corporate management domain and introduce Information Processing Theory as an important 
element in theorizing about information needs for management practices.  
 
The remainder of this article has been structured as follows. The next section reviews the literature. 
We then outline the research method and discuss the findings. In subsequent sections, the 
implications for theory and practice are discussed, followed by the inherent limitations of our work 
and avenues for future research.  
 
 
 
LITERATURE REVIEW 
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Although the literature characterizes BI in different ways [3; 68; 111], BI tools are generally 
considered to be software applications that deliver information to decision makers to help maintain 
business performance [20; 113]. Most BI systems include different technological components [2; 
72] that allow decision makers to view and work with subsets of data [8].  
 
The research questions discussed earlier position this study in the broader domain of IT value, in 
this case, exploring the degree to which BI system effectiveness enables corporate-level 
management practices. The Integrative Model of IT Business Value [50] suggests that IT 
influences operational processes which in turn influence organizational performance. Based on 
the Resource Based Theory (RBT), IT systems are viewed as internal resources accompanied by 
complementary assets such as workplace practices that may moderate or mediate the overall 
impact of IT. Melville et al. [50] point out that one of the weaknesses of the RBT is that it 
assumes that all resources are used to their full potential.  Their model further suggests that the 
way in which an IT system is deployed depends on IT managerial skill, and research suggests 
that the level of IT managerial skill influences the quality of the system [5; 6; 38]. Research also 
suggests that not all organizations derive value from BI because of mismatches between the 
capability required and that delivered by the BI system [25; 31]. The implication is that 
organizations possess different levels of IT managerial skill which influences the effectiveness to 
which a BI system is implemented. More effective implementations would lead to better 
information access and quality to better support corporate-level management practices.   
 
This question of BI implementation effectiveness is related to the notion of BI maturity. Maturity 
however, implies a progression in capability in which an organization evolves their BI system 
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from fragmented applications to a full enterprise view [37; 71]. Implementation effectiveness 
may be viewed as the degree to which system implementation meets organizational expectations: 
whether the system is doing what it was intended to do [26; 93]. As previously emphasized in the 
BI maturity literature, a well-implemented system would provide easy access to high quality 
information [68]. This would hold true whether it was deployed for a specific business area or 
across the organization.   
 
Within specific business areas, several authors have demonstrated the impact of BI systems on 
sales, marketing, and inventory management [2; 20; 18].  In a review of the BI impact literature, 
Aruldoss et al. [2] suggest that for sales and marketing, the BI system provides information on 
customer needs across many customer segments to help managers better match products to 
market demand. For inventory management, a BI system could provide historical information on 
stock-outs or inventory carrying costs thus permitting better forecasting. These types of 
situations fall under the category of “management control” that requires an exchange of 
information from operational levels to responsible managers and vice versa [41].  For some of 
these decisions, business rules could be programmed into the BIS [20; 33] to speed up 
information processing.  
 
No such evidence is available for the impact of BI on corporate-level management practices.  
One might conjecture, however, that the BI system provides historical information and permits 
an exchange of information among managers similar to its role in operational processes. The 
information needs of management practices however, differ from that of operational processes.  
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Recently, information processing theory has been invoked to explore the question of information 
needs related to BA [7; 36]. This theory argues that organizations strive to fit information 
capability to information requirements. Task uncertainty generates higher information needs and 
when uncertainty persists despite the delivery of additional information, buffers are often used. 
For example, in the case of inventory management, firms might hold “safety stocks” when 
managers are unsure about the level of demand for their products [69]. Equivocality, defined as 
“…the multiplicity of meaning conveyed by information about organizational activities” [11, p. 
211] is another important element of information processing theory. In this situation, information 
is available, but considerable ambiguity exists such that decision makers are not confident about 
what course of action to follow.  
 
Ambiguity is often present in non-routine, complex tasks and can be resolved through the 
selection of “rich” media. Media richness is defined as the information carrying capacity of an 
information medium [13]. The richest medium is face-to-face communication. In ambiguous 
situations, face-to-face encounters can help to better frame the problem and explore multiple 
courses of action. Empirical support for this theory is provided by Kowalczyk & Buxmann [36] 
who demonstrate that companies facing complex decisions use group meetings more often 
during the decision-making process. In contrast, decisions that were considered routine relied 
exclusively on the BA process.  
 
Media richness theory was developed in the late 1980s. Considering modern analytic capabilities 
in organizations, ambiguity reduction can be viewed from a different perspective. The BI system, 
for example, might serve to reduce uncertainty by delivering large amounts of information. For 
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operational decisions, where the outcome is often clear and various models exist to help 
determine specific courses of action, information volume might well serve the needs of decision 
makers.  The BI system might also help to reduce information overload through data 
aggregation.  On the other hand, methods used in BA, such as data-mining, could reduce 
ambiguity by sorting through large volumes of data to discover meaningful patterns. Therefore, 
while a BI system might be directly useful for decisions characterized by low complexity, BA 
might be of more importance for situations featuring more complex and thus ambiguous 
decision-making conditions as often found in corporate planning and management practices.  
 
These corporate-level management practices may be viewed as a set of habitual activities designed 
to establish and implement the organization’s strategy [93]. A practice is defined as a “habitual or 
customary operation”1: a series of activities done the same way each time the practice is 
implemented. A method is a particular form of procedure. Research demonstrates that 
organizations use a wide range of different tools and techniques [79; 99] integrated into higher-
level management practices.  The practice of management accounting for example, includes 
methods such as Activity-Based Costing or Balanced Scorecards, each implemented following a 
set of specific procedures [9]. Similarly, a corporate-level management practice such as planning 
would involve methods that include environmental scanning, SWOT (strengths, weaknesses, 
opportunities and threats) analysis, or strategy mapping. For the purposes of this study, we define 
these practices as corporate-level customary operations that include a variety of different methods.   
 
 
1 Similar definitions can be found in any of the major English language dictionaries.  
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In the context of information processing theory, planning is arguably a complex process where 
managers integrate external and internal information to chart a course for the company. It has 
been argued in fact, that planning is itself an information gathering exercise [82]. The practice of 
measurement by contrast, involves defining performance indicators, gathering and analyzing 
current performance versus expectations and then taking corrective action as required [41]. 
Measurement therefore could feature less equivocality because organizational objectives would 
provide a context for the measures being used. For example, targets are often set for sales or for 
customer satisfaction. The measure compared to the target provides unambiguous feedback about 
current performance.   
 
In summary, based on the integrative model of IT value, we argue that BI system implementation 
effectiveness influences process effectiveness through its influence on three CPM practices: 
planning, measurement and analytics. The practice of BA in turn, also influences planning and 
measurement.  Figure 1 outlines the research model based on the above argument. Consistent 
with the Integrative Model of IT Business Value, the two management practices of planning and 
measurement are thought to directly influence process effectiveness (used here as the proxy for 
organizational performance). These two practices contribute to process effectiveness because 
they represent different forms of control mechanisms [96]. Planning can be considered a 
“feedforward” mechanism in that it helps to ensure that employees design processes that 
accomplish business objectives. Measurement is a feedback mechanism to permit ongoing course 
correction. Both control mechanisms work in tandem [112] to enable organizational success 
through effective process management. 
----------------------- 
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Insert Figure 1 here 
----------------------- 
 
RESEARCH METHOD 
Data Collection 
This study was conducted in collaboration with two industry partners, PricewaterhouseCoopers 
(PwC) and the Canadian Advanced Technology Association (CATA). These industry partners 
collectively represent more than 50 years of experience in the field of performance management 
and therefore they confirmed face and content validity of the survey used in collecting data. 
Specifically, the partners had worked with many of the organizations involved in the study and 
therefore helped to identify the specific techniques involved in the CPM practices. The study used 
an online survey method for data collection. Survey questions were developed based on the 
research hypotheses and on feedback from the industry partners. The questions went through three 
rounds of reviews by a sub-set of respondents in the partner organizations. Survey respondents 
were recruited through e-mail invitations distributed to 1,300 senior managers from PwC’s and 
CATA’s databases. A total of 337 complete responses were received and analysed using the Partial 
Least Squares (PLS) with the SmartPlS 3 software [80].  PLS-SEM was selected because of the 
exploratory nature of the study.  
 
Given our focus on CPM, we targeted senior managers, executives and board members of the 
companies surveyed.  The intent was to elicit the assessment of the most senior level managers 
who would have a corporate viewpoint of BI system implementation and CPM practice 
effectiveness. It has been argued that these executives can accurately perceive the value of IT 
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investments through distributed sensemaking [102] because they often approve the BI system 
expenditures and they are closely involved in many of the CPM practices. Moreover, their 
assessments tend to be accurate when compared with objective measures of the same phenomena 
[20] and the best way to assess user perceptions of system effectiveness is to ask them [31]. 
 
Since the informants provided responses to the dependent and independent variables, the marker 
variable statistical test was adopted to estimate the impact of Common Method Variance (CMV). 
Following Lindell and Whitney [40], a scale measuring the quality of information provided to the 
board of directors (Cronbach’s alpha of 0.85) was included and used as a “marker” variable since 
it was thought to be theoretically unrelated to the dependent variable. This variable was comprised 
of four measures: information related to customers, employees, innovation and the impact of 
company activities on the environment. The PLS algorithm demonstrated high validity of the 
construct (t-values of the measurement variables ranged from 38 to 128 and factor loadings from 
0.96 to 0.98). The correlation of the marker variable to other constructs in the study ranged from 
0.02 to 0.08 with t-values ranging from 0.15 to 0.70. The largest correlation accounted for only 
0.006 of one of the constructs (measurement effectiveness), which led us to conclude the CMV is 
not a problem in this study.  
 
Constructs and Measures 
The logic of a PLS-based study is that unobservable constructs can be measured by gathering 
information on observable items related to that the construct. In this study, the central construct is 
the effectiveness of the BI system and CPM practices as measured by the perceived effectiveness 
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of related components and methods (the observable measures in this case). We relied on guidance 
from the industry partners and on the published literature to define the constructs and the measures.  
 
A considerable debate has emerged about the use of reflective and formative constructs in PLS-
based research [1.a.i.1; 10; 17; 32; 39; 64; 81; 108]. One area of consensus emerging from this 
debate is that constructs could be modelled either as formative or reflective based on theory and 
on the objectives of the research.  Jarvis et al., [32] defined four basic criteria for determining 
whether constructs should be modelled as formative or reflective. The first criterion refers to the 
direction of causality, does the does the construct determine the measures or do the measures 
determine the construct?  Coltman et al., [10] suggest that whether the construct exists 
independently of the measures is also important and Petter et al., [64], argue that one should also 
consider whether all measures reflect a common theme. If so, the construct would be perceived 
as unidimensional and therefore reflective. The second criterion is the degree to which measures 
are interchangeable such that the construct does not change as the measures change. The third is 
the the degree to which the measures are correlated, and the fourth considers whether the 
measures have similar antecedents and consequences. 
 
In this study, respondents assessed the effectiveness of specific components of the BI system and 
the methods used in the three management practices to form an aggregate evaluation of overall 
effectiveness. We will apply the four criteria to assess the BI system effectiveness construct as 
representative of all constructs in the study. Conceptually speaking, BI system effectiveness 
(defined as the degree to which the system delivers what it is supposed to deliver) could exist 
without the existence of the BI system itself. For example, during the planning stages, managers 
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would consider the BI capability needed [31]. This capability requirement defines in fact, the 
“effectiveness” needed from the BI system, and specific BI system components would be 
selected and implemented based on the planned requirements. The effectiveness of each of these 
specific components provides an overall measure of effectiveness of the BI system.  
 
In terms of the second criterion, these specific components are interchangeable because our 
interest was on the aggregate notion of BI system effectiveness, not on any of the specific 
components themselves. Accordingly, the measures carry a common theme (i.e., does each 
component do what it was meant to do) that provides for an assessment of the overall system.  
 
For the third criterion, it is difficult to know a priori if the measures are related, but one assumes 
that if an organization effectively implements one BI system component, the others will also be 
implemented effectively.  Finally, with respect to the fourth criterion, each component would 
have similar antecedents and consequences: the BIS is implemented to solve information 
delivery issues and results in improved access to information. The consequence of a well 
implemented system is that decision makers have access to high-quality information [68]. This 
reasoning holds for all components of a BI system thus the measures have similar antecedents 
and consequences.  
 
The survey questions focused on BI system implementation and management practice 
effectiveness. In this case, effectiveness referred to the degree to which the BI system and the 
management practices achieved the intended goals [26; 93].  Respondents were asked to record 
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their perceptions of effectiveness on a scale of 1 to 7 with 7 meaning “highly effective”. The overall 
score for effectiveness for each construct was the mean of the associated components and methods. 
 
Validity and Reliability 
Convergent validity is confirmed when measurement items load more highly on their latent 
constructs than on any other construct and show a significant t-value [23]. Tables 1 and 2 provide 
the factor loadings for all constructs showing that their measures do in fact load significantly (p 
<=0.01). 
----------------------- 
Insert Table 1 here 
----------------------- 
 
----------------------- 
Insert Table 2 here 
----------------------- 
 
Discriminant validity is demonstrated when the average variance extracted (AVE) related to the 
latent construct is at least 0.50 and when the square root of the AVE is larger than the correlation 
of the construct with any other construct. Table 3 confirms that this is indeed the case.  
 
----------------------- 
Insert Table 3 here 
----------------------- 
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Control Variables 
Research suggests that organizational size [30] and industry sector [16; 20] can influence the ways 
in which CPM is employed in organizations. Accordingly, size and industry sector are considered 
as control variables for this study. For organization size, we use the number of employees as the 
basis for creating categories of small (less than 250 employees, 139 cases) and large (250 or more 
employees, 198 cases) organizations. For the sector variable, we collapsed the various industry 
sectors represented into service (200 cases) and non-service (137 cases) based on the argument 
that firms differ most markedly in their use of CPM systems along this line of delineation [20].  
 
In addition, it is possible that companies in Asia use BI systems differently than do North American 
companies [115]. Accordingly, we also collapsed the sample into East (China and Japan, 88 cases) 
and West (North America, 225 cases). Companies that did not fit into these categories were 
eliminated from the data set.  
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RESEARCH RESULTS 
Table 4 displays demographic information on the respondents and their organizations. 
 
 
----------------------- 
Insert Table 4 here 
----------------------- 
 
 
 
Figure 2 provides the results of the PLS analysis (t-values in brackets). In Figure 2, we note a 
strong relationship between BI system implementation effectiveness and the effectiveness of BA. 
This finding indicates that the BI system might help to organize data for use in BA. The R2 is 
0.336, however, indicating that BI system effectiveness accounts for a moderate portion of the 
variance in BA effectiveness. We consider two factors to explain this result. First, BI system use 
is voluntary: decision makers could access information from different sources [4]. Second, in many 
BI systems data are aggregated, but advanced analytics typically requires the use of raw data. 
Accordingly, as more advanced analytics techniques are adopted in organizations, the use of BI 
system-based aggregated data might decline in favour of storage systems (such as data lakes) that 
maintain data in more granular formats. 
----------------------- 
Insert Figure 2 here 
----------------------- 
 
 
 
Table 5 displays effect sizes for the relationships in the research model. BI system effectiveness 
has a strong influence on all management practices. The impact of BA is not as pronounced and 
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its effect size is not significant for measurement but it is for planning. This finding is consistent 
with information processing theory because, as previously discussed, planning could be 
considered a more ambiguous management practice than measurement. Accordingly, the 
application of more sophisticated analytic models might be used more so than in measurement.  
 
We can see that measurement has a strong relationship (0.461) with process effectiveness while 
planning has a weaker (0.375) but still significant relationship.  These findings could be 
explained through control theory [41]. Planning is a feedforward mechanism and at corporate 
levels in the organization, is often done once a year. Measurement by contrast is a feedback 
device that is used on an ongoing basis to help make mid-course corrections to organizational 
activities.   
 
 
----------------------- 
Insert Table 5 here 
----------------------- 
 
 
----------------------- 
Insert Table 6 here 
----------------------- 
 
 
Considering Tables 5 and 6, we conclude that BI system effectiveness strongly influences BA 
and has a weaker but significant relationship with the other management practices. By contrast, 
BA has a significant impact on planning, but its effect on measurement is small and not as 
18 
important.  Table 5 shows that both the BI system and BA significantly impact process 
effectiveness, but the weight for the BI system is significantly higher than for BA.  
 
Control Variables 
We examined potential heterogeneity of the findings using the control variables identified earlier 
in this paper by comparing the outer loadings of the measurement model subsets. A comparison 
of the regression weights was performed using the PLS-MGA approach [27]. The only significant 
finding was a difference in the R2 for the measurement practice between large (R2=0.224) and 
small organizations (R2=0.297). This appeared to be the result of a combined effect of a stronger 
link between the BI system and BA for smaller firms (0.617 versus 0.572) and between analytics 
and measurement (0.212 versus 0.137). Overall, it suggests that smaller firms rely more on 
analytics to inform their measurement practice.   
 
DISCUSSION 
This exploratory research project examined the relationship between the effectiveness of BI 
system implementation and the effectiveness of CPM practices. We also explored the relative 
importance of the BI system versus BA.   
 
This study shows a positive and significant relationship between BI system implementation 
effectiveness and the key corporate management practices of BA, planning and measurement.  
The strength of the relationship differs among the practices however. The BI system 
effectiveness shows a strong relationship to BA effectiveness (0.581) accounting for 33.6% of its 
variance. Given that in this study, the BI system was positioned as an information delivery tool, 
 19 
this finding suggests that BA processes in organizations rely on the BI system, but that other 
sources of information are also used. Clearly, other factors would contribute to BA effectiveness 
such as the skills of the analysts and the processes being used. The finding does suggest 
however, that the BI system plays a positive role in BA effectiveness. 
 
The total effects calculations show that BI system effectiveness is strongly related to 
measurement (0.499), planning (0.566) and process effectiveness (0.444). BA effectiveness by 
contrast, shows a weak relationship to measurement (0.204, effect size of 0.042) and to process 
effectiveness (0.211) but a stronger relationship to planning (0.311, effect size of 0.108). Given 
that planning is thought to be a management practice characterized by higher levels of ambiguity 
than measurement, this finding is consistent with information processing theory in that BA 
practices such as data mining can be used to help reduce the ambiguity present in large amounts 
of data.    
 
Planning and measurement influence process effectiveness to different degrees (0.377 and 0.459 
respectively). Measurement has a stronger relationship which might result from the fact that 
planning occurs less frequently in organizations than does measurement. Yet both function as 
control mechanisms that help the organization identify the right types of processes to put in place 
and provide feedback to continually modify processes as needed.  
 
The study reveals that BI system effectiveness is related to the effectiveness of important CPM 
practices but with different levels of influence. Overall, the BI system shows a stronger influence 
than the BA function. This might be because BA is relatively new in organizations, or it might be 
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due to the different frequencies with which organizations conduct the different corporate-level 
management practices. Alternatively, many BI systems now include basic analytic functionalities 
(i.e., for forecasting and trend analysis), therefore it is possible that many previously specialized 
BA functions are being built into new BI system tools.  
 
Implications 
The study has several important implications for theory. First, it confirms the Integrative Model 
of IT Business Value for corporate-level management practices. It also introduces the notion of 
control practices at the corporate level of analysis. These might in fact, be representative of the 
“workplace” practices noted in this model that influence the degree to which the system itself 
positively impacts organizational performance.  The study also provides some validation of 
information processing theory in the context of the different uses of information in BI and BA. 
This is an important issue particularly considering the differences noted between transactional 
and analytic information delivery [101] and types of IT managerial skill needed to implement 
systems that support the different information needs. As the use of BA increases in 
organizations, it would be important to understand the different skill sets, both of IT staff who 
implement these systems, and of the managers and decision makers who need to interpret the 
analyses.  
 
The study also suggests that advanced analytics capabilities in modern organizations might call 
for a revisiting of the concept of media richness. This theory was developed in the late 1980s 
where the emphasis was on the information carrying capacity of the channel between the sender 
and the receiver [13]. In modern organizations where BA practices have become more 
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sophisticated, perhaps the notion of media richness can now be expanded to include the 
interpretation systems of the receiver. That is, sophisticated analytic methods such as data 
mining or artificial intelligence algorithms might serve the purpose of reducing ambiguity in 
place of or in concert with media-rich channels of communication.   
This research offers several implications for practice, especially for BI stakeholders who are 
involved in planning, reviewing or implementing BI to support CPM. BI adoption has become 
widespread as organizations continue to search for ways to support business performance 
management. Yet, it has been reported that between 70% and 80% of BI projects fail due to 
inadequate communication between IT and business users about the specific uses of the tools 
being implemented [25].  
For organizations that wish to explore BI tools to support CPM, this study suggests that a 
consideration of purpose of the tools−uncertainty versus ambiguity reduction−can help determine 
the blend between standard BI and more advanced BA packages. An important aspect to consider 
however is IT managerial skill in implementing and supporting the use of the tools post-
implementation.  
 
Limitations and future research 
The findings of the study should be interpreted in the light of a few limitations. Because we focused 
our attention on CPM, we gathered information from senior managers in the participating 
organizations. Additional research focusing on the middle management layers might shed more 
insight on the research questions. Moreover, the use of additional variables such as the competence 
of staff to use BI tools might help to better explore the linkages of BI to process effectiveness. 
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Nevertheless, the study provides an important first step in examining how BI influences CPM 
practices in organizations and establishes a foundation for future research that might include data 
collection from managers at different layers in the organizational hierarchy and the use of 
longitudinal approaches to better understand the specific mechanisms through which BI supports 
CPM over time. 
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