The Two-Stage Algorithm (TSA) has been extensively used and adapted for the identification of Hammerstein systems. It is essentially based on a particular formulation of Hammerstein systems in the form of bilinearly parameterized linear regressions. This paper has been motivated by a somewhat contradictory fact: though the optimality of the TSA has been established by Bai in 1998 only in the case of some special weighting matrices, the unweighted TSA is usually used in practice. It is shown in this paper that the unweighted TSA indeed gives the optimal solution of the weighted nonlinear least squares problem formulated with a particular weighting matrix. This provides a theoretical justification of the unweighted TSA, and also leads to a generalization of the obtained result to the case of colored noise with noise whitening. Numerical examples of identification of Hammerstein systems are presented to validate the theoretical analysis.
Introduction
Within the class of block-oriented nonlinear systems, a Hammerstein system is composed of a static nonlinearity block followed by a linear dynamic block. Typically, the nonlinearity of such a system is caused by actuator distortions. Many practical processes can also be effectively modeled as Hammerstein systems, for example, heat exchangers (Eskinat, Johnson, & Luyben, 1991) , electrical drives (Balestrino, Landi, Ould-Zmirli, & Sani, 2001 ), thermal microsystems (Sung, 2002) , physiological systems (Dempsey & Westwick, 2004) , sticky control valves (Srinivasan, Rengaswamy, Narasimhan, & Miller, 2005) , solid oxide fuel cells (Jurado, 2006) , and magneto-rheological dampers (Wang, Sano, Chen, & Huang, 2009 ).
In the quite vast literature on Hammerstein systems, most known identification methods are covered by the ten methods summarized in Section 3.9 of Haber and Keviczky (1999) . Another 
Φ (t) ∈ R
n×m be a matrix filled with l = nm regressors, the linear regression y (t) = b TΦ (t) a + v (t)
bilinearly parameterized by a ∈ R m and b ∈ R n can be used to formulate a Hammerstein system with y (t) ∈ R and v (t) ∈ R corresponding respectively to the output and to the additive noise of the system (more details will be given in the next section). The estimation of the bilinear parameters a and b is usually formulated as a nonlinear Least Squares (LS) problem. The TSA uses a relaxation approach to solve this problem, by first over-parameterizing the bilinearly parameterized model (1) with linear parameters before reducing the estimated linear parameters back to the bilinear parameters a and b. The parameter estimation problem for bilinear equations in the form of (1) is receiving an increasing attention. Cohen and Tomasi (1997) made some preliminary remarks on the problem of solving systems of bilinear equations. The TSA was firstly formulated by Chang and Luus (1971) and was later studied by Bai (1998) regarding its optimality in the sense of a weighted nonlinear LS criterion (to be revisited in Section 3). Goethals, Pelckmans, Suykens, and Moor (2005) applied the equivalence of the TSA in Bai (1998) to an LS support vector machine context for identification of Hammerstein systems. Bai and Liu (2006) compared the normalized iterative method, the TSA, and the application of some numerical search method for nonlinear LS solution. Abrahamsson et al. (2007) proposed a new method to estimate the parameters of a general bilinear equation based on a better approximation of a weighting matrix occurring in the LS problem, with applications to submarine detection and Hammerstein-Wiener model identification. Despite these works, the study of the problem is far from mature, just like stated in Abrahamsson et al. (2007) : ''Bilinear systems of equations and models, however, are still not very well understood even though they are fairly common and despite the fact that they could be considered the next logical step after linear models.'' As a matter of fact, the TSA has not been very well understood, for some important questions have not been answered and need further investigations.
In this paper, we will study a somewhat contradictory fact: though the optimality of the TSA has been established in Bai (1998) only in the case of some special weighting matrices, this algorithm, adopted in some other works (e.g., Baeyens (2004, 2005) , McKelvey and Hanner (2003) , Mzyk (2000) , Palanthandalam-Madapusi et al. (2006 , 2005 ), usually uses the unweighted LS solution in its first stage; in other words, the identity matrix, which usually does not belong to the aforementioned special weighting matrices, is used. The contribution of this paper is to resolve this ''contradiction'' by justifying the use of unweighted LS solution in this case, and to generalize the obtained result to the case of colored noise with noise whitening. That is, this paper enhances and extends the result in Bai (1998) by showing that for any arbitrary weighting matrix used in the TSA, this algorithm is also optimal, but for a nonlinear LS criterion formulated with another weighting matrix.
The rest of the paper is organized as follows. Section 2 describes the bilinear equation for Hammerstein systems. The main contribution of the paper is presented in Section 3 in the process of answering optimality questions of the TSA; selection of the weighting matrix for colored noises is discussed therein as well. Numerical examples of identification of Hammerstein systems are presented in Section 4 to validate the theoretical analysis. Section 5 concludes the paper.
Bilinear equation formulation of Hammerstein systems
It will be shown in this section that, when appropriately parameterized, Hammerstein system identification can be formulated in the form of (1), which is a linear regression with bilinear parameters. In order to focus on the main issues of this paper, let us consider a single-input and single-output discrete-time Hammerstein system with a finite impulse response (FIR) linear part, as illustrated in Fig. 1 where u(t) and y(t) are respectively the input and the noise-corrupted output of the Hammerstein system. The case of infinite impulse response linear part can be addressed similarly using the separable LS technique (see, e.g., Ljung (1999)); the details are omitted due to space limitation. More precisely, the FIR linear part G(q) in Fig. 1 is parameterized   by b 1 , . . . , b n such that
The additive noise v(t) of zero mean is assumed to be white for the time being, whereas the case of colored noises is discussed later in Section 3.3 and Example 2. The static nonlinearity f (·) is assumed to be a linear combination of known basis functions φ i (·),
Here the orders n and m are assumed to be known a prior. Substituting the unmeasurable inner signal x(t) in (3) into (2) yields a linear regression model parameterized in a bilinear form,
Let us introduce a notation useful for a different formulation of the bilinearly parameterized linear regression. For any matrix With this notation, (4) can also be written as
For an input-output data set {u (t) ,
then (5) leads to
It is clear that these new notations are such that
Now let us introduce a standard assumption to remove the scale ambiguity between a and b. Assumption 1. The first non-zero entry of b is positive, and
With the above formulation, the identification of the Hammerstein system amounts to the estimation of the bilinear parameters a and b from the data set {u (t) , y (t)} N t=1 .
The TSA and optimality results
In this section we analyze some optimality properties of the Two-Stage Algorithm (TSA) after a recall of the algorithm.
Weighted least squares criteria and the TSA
For the estimation of the bilinear parameters a and b in (7), a traditional approach is to consider the weighted nonlinear LS criterion
where W ∈ R N×N is some chosen symmetric weighting matrix. To ensure the uniqueness of its solution, this LS problem should be solved under the constraints stated in Assumption 1. Since the TSA described later in this section provides a solution naturally satisfying these constraints, we will not always explicitly mention these constraints when the nonlinear LS problem (9) is referred to. The following assumption is also for ensuring the uniqueness of this nonlinear LS solution.
Assumption 2. The matrices Φ ∈ R N×l and W ∈ R N×N are such that Φ T W Φ has full rank.
Remark that this assumption implies that Φ has full column rank, a condition related to the excitation property of the system input. A positive definite weighting matrix W then ensures Assumption 2. Some positive semidefinite matrices W can also satisfy this requirement. Let us slightly reformulate the nonlinear LS problem (9) in order to make the connection with the TSA. By introducing the notation
the LS problem (9) is equivalent to the following one with a rank constraint,
Some constraints equivalent to those of Assumption 1 should also be added for a unique solution of this LS problem.
Remark that now in (10) the single parameter vector θ := Θ shows up quadratically in the weighted LS problem; however, the associated matrix Θ ∈ R n×m has a rank constraint 1 which is usually difficult to be taken into account in optimization problems. In this paper we are interested in a solution known as the TSA based on a relaxation approach. It first solves the unconstrained LS problem (10a) by omitting the rank constraint (10b) and then subsequently projects the solution onto the class of bilinear equations via the singular-value decomposition (SVD). The following description of the TSA closely follows that in Bai (1998) . 
2. Build the matrixΘ(
1 The rank constraint was also referred to as the collinearity constraint in Goethals et al. (2005) .
Let σ 1 be the largest singular value of the matrixΘ(W ), and u 1 and v 1 be its left and right singular vectors associated with σ 1 , then the bilinear parameters a and b are estimated bŷ
where s 1 = ±1 is the sign of the first non-zero entry of u 1 .
Notes on Notations.
• The solution of the nonlinear LS problem (9) under Assumptions 1 and 2 will be noted asâ(W ) andb(W ).
• The solution Θ of the unconstrained weighted linear LS problem (10a), vectorized as θ = Θ, will be noted asθ (W ).
• The result of the TSA will be noted asâ(W ) andb(W ).
In these notations the weighting matrix W is explicitly indicated, as its different choices will take an important role in this paper.
The TSA is based on a relaxation approach. It first solves the unconstrained LS problem (10a) by omitting the rank constraint (10b) and then subsequently projects the solution onto the class of bilinear equations via the singular-value decomposition (SVD). Though in principle the TSA can provide estimates of a and b for any weighting matrix W , it is not obvious if these estimates are the solution of the original LS problem (9) or if they minimize another error criterion. Hence, the significance of the solution given by the TSA is the main question this paper attempts to answer.
This question has already been partly answered by Theorem 2.2 of Bai (1998) which is restated as follows. 
where α is any positive scalar and I l is the l×l identity matrix, then the TSA produces the optimal solution of the nonlinear LS problem (9), or more precisely (using the previously defined simple and double hatted notations),
Condition (14) means that the weighting matrix W equalizes the eigenvalues of Φ T W Φ. For such special weighting matrices, the TSA is thus perfectly justified. However, the situation has been unclear for other weighting matrices, including the identity matrix (corresponding to the unweighted case).
The unweighted TSA
Theorem 1 answers the optimality question about the TSA only in the case of a special class of weighting matrices W satisfying (14). However, in some other works (e.g., Baeyens (2004, 2005) , McKelvey and Hanner (2003) , Mzyk (2000) , Palanthandalam-Madapusi et al. (2006 , 2005 ), the TSA is typically applied with the unweighted LS solution in its first stage, corresponding to the use of the identity matrix for the weighting matrix. It is clear that usually the identity weighting matrix does not satisfy condition (14) . There thus appears to be a contradiction between the established optimality of the algorithm and the usual practice. The purpose of this subsection is to resolve this ''contradiction'' by justifying the use of the unweighted LS solution in the TSA.
For the ease of presentation, the TSA using the unweighted LS solution in its first stage will be referred to as the Unweighted TSA in the sequel. Hence, the first stage of the algorithm in this case consists in computing the unweighted LS solution (I N is the N × N identity matrix)
while the second stage is the same as (12) and (13). Though each stage of the Unweighted TSA is optimal for its own purpose, it is not obvious if the overall algorithm results in a solution which is optimal in any sense. The following result provides an answer to this question. 
where the hatted notations have been defined in Notes on Notations in Section 3.1.
The proof of this theorem will need the following classical result which can be found in textbooks on matrices, for instance in Barnet (1990) .
Lemma 1. For any two matrices A ∈ R
m×l and B ∈ R l×n , both of rank l, the equality
holds, where (AB)
+ is the Moore-Penrose pseudo-inverse of the matrix (AB).
Proof of Theorem 2. Assumption 2 implies that Φ has full column rank. The application of Lemma 1 with A = Φ and B = Φ T then leads to
According to Theorem 1, when such a weighting matrixW is used in the TSA, it produces the optimal solution of the nonlinear LS problem (9) defined with the same weighting matrixW , or more formally, + , the unconstrained LS solution is, following (11) and then (19),
Again apply Lemma 1 with A = Φ and B = Φ T , then
The last result is nothing but the unweighted LS solutionθ (I N ) as defined in equation (15). It then follows thatθ (W ) =θ (I N ). This result indicates that the first stage of the TSA produces the same result with the weighting matrixW or I N . As the second stage does not involve the weighting matrix, the TSA produces the same result with these two weighting matrices, or more formally,
This result and (20) then lead tô
which complete the proof.
The above result shows that using the unweighted LS solution in the TSA does solve the nonlinear LS problem (9), provided this nonlinear LS problem is formulated with a particular weighting matrixW which is different from the identity matrix. This provides a theoretical justification of the Unweighted TSA. As a matter of fact, the use of the unweighted LS solution is well in line with the assumed additive white noise of the considered system; the use of any non-diagonal weighting matrix would color the noise, which is usually not a desired effect.
Dealing with colored noises
If the additive noise v(t) in (2) is colored instead of being white, the Unweighted TSA still yields consistent estimates, because the regressorΦ(t) in (5) is uncorrelated with v (t) for an FIR transfer function G (q). However, the estimates are less efficient. In other words, there is a choice of the weighting matrix W for the TSA leading to lower estimation uncertainties.
In order to better deal with colored noises, it is important to distinguish two weighting matrices, one is used in the first stage of the TSA, the other in the weighted nonlinear LS problem (9). As a matter of fact, the TSA using an arbitrary weighting matrix in its first stage (11) solves the weighted nonlinear LS problem (9) which is formulated with another weighting matrix, as stated in the following theorem. 
It is then shown that for the first stage of the TSA,
θ(W ) =θ (W )
and it follows that
Finally, the two sets of equalities (22) and (23) implŷ
For colored noises, the optimal choice of W in the TSA is still unknown to our knowledge. However, the first stage of the TSA ignores the rank constraint (10b) and considers the weighted LS problem (10a) only, which suggests that W could be chosen as the inverse of the noise covariance matrix, according to the principle of the best linear unbiased estimate (see e.g., Söderström and Stoica (1989) ). That is, we choose W to be the inverse of the covariance matrix R of v in (4) which writes, for the finite data set {u(t),
where V is defined in (6) and E means the mathematical expectation.
If the TSA takes W = R −1 , Theorem 3 says that the resulting estimates are the solution of the weighted nonlinear LS problem (9) where W is replaced bỹ
In practice, the noise v (t) and the noise covariance matrix R are normally unknown and have to be estimated. An efficient method for estimating such an inverse noise covariance matrix was recently given by David and Bastin (2001) , where v(t) is treated as an auto-regressive (AR) process, and the inversion of the large noise covariance matrix R is avoided by using the AR model of the noise. When this approach is adopted in the first stage of the TSA, an unweighted LS estimationθ (I N ) is first estimated, which is used to estimate the noise v(t). Next, the estimated noise sequence is modeled as an AR process in order to compute the first estimate of the noise covariance inverse R is not guaranteed to be convergent, as pointed out in David and Bastin (2001) ; however, significant improvements are often observed after a few iterations. The effectiveness of the TSA using this method for noise covariance estimation will be demonstrated in Example 2.
Examples
This section presents two numerical examples to verify the theoretical analysis in Section 3. Fig. 1 , Two groups of estimates of a and b are obtained by the TSA usinǧ W in (16) and by the Unweighted TSA. Another group of estimates is obtained by directly solving the nonlinear weighted LS problem (9) withW in (16) using the ''lsqnonlin'' function of the Matlab Optimization Toolbox. The nonlinear LS problem is sensitive to initial estimates; hence the true parameters a and b are used to initiate ''lsqnonlin'' for the purpose of comparison. Table 1 Table 1 . In each simulation, 100 data points of u (t) and y (t) are collected, i.e., N = 100.
Example 1. For the Hammerstein model in
In Table 1 , the two groups of estimates from the TSA using W = I N and from that using W =W as in (16) are exactly the same, which is consistent with Theorem 2. The estimates appear consistent, as proved Theorem 2.1 in Bai (1998) . Since ''lsqnonlin'' takes the luxury of using the true parameters a and b as the initial estimates, the global optima are expected. The resulting estimates are close to the counterparts from the TSA using W =W as in (16) Table 1 ). This says that the Unweighted TSA does not find the solution of the unweighted nonlinear LS optimization problem, i.e.,
Instead, it provides the solution of the weighted nonlinear LS optimization problem (9) with W =W as in (16), as indicated by the fact that the two groups of estimates from the TSA using W = I N and from that using W =W as in (16) That is, v (t) is colored instead of being white. Table 2 listed the estimates of a and b obtained by the TSA using estimated inverse covariance matrix, as proposed in Section 3.3.
In particular, the order of the noise AR model of v(t) is selected according to the FPE criterion based on F statistical test with 95% confidence level (e.g., see Eq. (4.30) in Söderström and Stoica (1989) ); in the 100 Monte Carlo simulations, the order 1 is correctly selected for 94 times, and the order 2 is selected for the rest. Some improvements are observed in the first 3 or 4 iterations between the estimation of R −1 and that of a and b. As a comparison, another group of estimates of a and b is obtained by the Unweighted TSA. In Table 2 , the two groups of estimates appear both consistent, but the estimates of a and b associated with W =R −1 have much smaller uncertainties, in terms of standard deviations, than those obtained by the Unweighted TSA. This observation is in favor of choosing W equal the inverse of the noise covariance matrix.
Conclusion
This paper revisited the Two-Stage Algorithm (TSA) proposed by Bai (1998) for identification of Hammerstein systems, and obtained some optimality results of the TSA. The motivation arises from a somewhat contradictory fact: though the optimality of the TSA has been established in Bai (1998) (restated here in Theorem 1) for a special class of weighting matrices satisfying an equality in (14), the TSA, adopted in some other works, usually uses the unweighted LS solution in its first stage. That is, the identity matrix, which usually does not belong to the above special weighting matrices, is used. Theorem 2 of this paper shows that the Unweighted TSA indeed gives the solution of (9) or its equivalence (10) for a particular weighting matrixW as given in (16). This provides a theoretical justification of using the Unweighted TSA, and leads to Theorem 3 where a generalization is made to the case of colored noise with noise whitening. Finally, these theoretical results were validated via two simulation examples of identification of Hammerstein systems.
There remain some interesting questions to be answered in future studies. An important one, for instance, is the converse question of Theorem 3. Theorem 3 says that using any symmetric positive definite weighting matrix W ∈ R N×N in the TSA produces the optimal solution of the nonlinear LS problem (9) with its weighting matrix replaced byW as defined in (21). The converse question is: for any symmetric weighting matrix W NLS used in the nonlinear LS problem (9), does there always exist a weighting matrix W TSA for the TSA to solve the given nonlinear LS problem? While the answer to this question appears to be negative, it is not obvious how to characterize the set of all weighting matrices W NLS such that the related nonlinear LS problem can be solved by the TSA with an appropriate weighting matrix W TSA .
